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orientadora.É orientadora, amiga, conselheira, coordenadora doLAI Expedition, jogadora de
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“Grande Monstro Verde Comedor de Pedra”. Essa foi ótima!
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2.11 Aparência da funçãofα̃ (α̃i) parakω = 0.5. . . . . . . . . . . . . . . . . . . . 40
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Quando apenas uma cor é utilizada, a detecção e segmentac¸ão dessa cor é mais
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4.3 Robô seguidor - (a) Cartão colorido usado para estimarsua posição e (b)Hard-
wareembarcado. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
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4.17 Experimento 2: trajetória descrita pela equipe. . . . .. . . . . . . . . . . . . . 85
4.18 Experimento 3: (a) Erros de posição e (b) Orientação do seguidor 1. . . . . . . 86
4.19 Experimento 3: (a) Erros de posição e (b) Orientação do seguidor 2. . . . . . . 87
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Resumo
Este trabalho aborda o problema do controle de formação deuma equipe de robôs móveis.
O controle adotado é do tipo centralizado e foi projetado segundo a teoria de controle não linear.
A equipe de robôs é formada por um lı́der, que possui maior cpa idade de processamento, e
de outros robôs mais simples e baratos, chamados de seguidores. O lı́der é o responsável por
conduzir toda a equipe à formação desejada durante a navegação. Para isso, é equipado com
um sistema de visão omnidirecional, que permite estimar a posição e a orientação de todos os
seguidores capturando apenas uma imagem. A realimentação do controlador, totalmente base-
ada em visão, é obtida através de técnicas de processamento digital de imagens. Os algoritmos
utilizados para processar as imagens omnidirecionais contribuem para o aumento da robustez e
do desempenho do sistema.
Simulações foram feitas para estudar o comportamento do controlador diante de várias
formações diferentes. Os resultados obtidos nos experimentos com robôs reais comprovaram o
bom desempenho do sistema de controle proposto.
Abstract
This work addresses the problem of controlling the formation of a group of mobile robots.
A centralized control was chosen and projected according tononlinear control theory. The
team is composed by a leader with major processing capacity,nd other simple and cheap ro-
bots, called followers. The leader is responsible for driving the group to the desired formation
during navigation and is equiped with an omnidirectional vision system in order to estimate
the followers position and orientation by capturing just one image. The feedback of the con-
troller is totally based on vision and is obtained through digital image processing techniques.
The algorithms used to process the omnidirectional images improve the system robustness and
performance.
Simulations were carried out in order to study the controlleb haviour facing different
group formations. The results obtained through the experiments with real robots show that the
proposed control system has achieved a good performance.
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1 Introdução
O crescimento tecnológico dos últimos anos tem possibilitado grandes avanços no campo
da robótica. Ano após ano, é disponibilizada no mercado uma variedade de processadores cada
vez mais rápidos, menores, econômicos e com mais memória. Além disso, a tecnologia de ma-
teriais exerce um importante papel, possibilitando a construção de peças mais leves e resistentes.
Esse avanço da robótica se deve principalmente aos resultados obtidos pelos pesquisadores nas
últimas décadas, pois o estudo da robótica não está mais associado apenas aos aspectos com-
putacionais e construtivos, mas abrange várias outras áreas do conhecimento, como teoria de
controle (linear e não linear), identificação de sistemas, modelamento cinemático e dinâmico,
engenharia desoftware, biologia (anatomia e comportamento social dos animais), ciências so-
ciais (teoria da organização, psicologia cognitiva e at´e mesmo economia), entre outras [1, 3].
Apesar da tendência da maioria das ciências em se subdividir à medida em que avançam,
a robótica continua a ser dividida em robótica de manipulação, ou industrial, e robótica móvel.
No primeiro caso, o maior número de aplicações está nas indústrias, onde os robôs execu-
tam trabalhos como montagem, pintura e soldagem. Poucos são equipados com algum tipo de
sensor que permite uma percepção detalhada do ambiente para a tomada de decisões, como
visão computacional. Já o campo da robótica móvel é a áre que vem apresentando os maio-
res avanços e expandindo sua área de atuação. Um exemplodisso são os robôs exploradores
Spirit e Opportunity [4], construı́dos pela NASA, que recolhendo amostras do solo marciano
em lados opostos do planeta confirmaram que um dia houve águana superfı́cie de Marte. A
Figura 1.1 - (a) mostra um desses robôs, o Spirit. Outros exemplos podem ser citados, como o
AIBO (Artificial Intelligence roBOt), da Sony, e o RMAX, da Yamaha, também mostrados na
Figura 1.1. O primeiro, embora projetado para ser um robô deestimação, também foi usado
em competições de futebol de robôs; o segundo é um helic´optero capaz voar horizontalmente
segundo uma trajetória pré-determinada, mas que pode sermodificada durante o vôo. No Japão,
foi utilizado para observar as redondezas de vulcões através de câmaras e sensores embarcados
para deteção de gases [1].
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(a) (b)
(c)
Figura 1.1: (a) Robô-jipe Spirit, que iniciou sua exploração em Marte no inı́cio de
2004; (b) AIBO, capaz de aprender com o dono e com o ambiente, além
de desenvolver personalidade ao longo do tempo. Infelizmente, a Sony en-
cerrou a sua produção no inı́cio de 2006; e (c) RMAX, com 3,63 m de
comprimento e 1,08 m de altura, possui autonomia de vôo de uma hora
transportando uma carga de até 30 kg [1].
Entretanto, por mais avançado que seja um determinado robˆo, existem tarefas nas quais
é conveniente a utilização de mais de um robô, como mapeamento, o combate a incêndios, o
resgate de sobreviventes após um acidente ou desastre natural, a vigilância de instalações indus-
triais ou militares, monitoramento (e vigilância) de regiões de fronteiras para inibir a entrada
ilegal de imigrantes, o contrabando e o tráfico de drogas, a limpeza de grandes áreas como,
por exemplo, campos minados abandonados após uma guerra, otransporte de objetos grandes
e pesados. Além disso, um robô equipado com toda a capacidade de processamento e sensores
necessários para realizar, sozinho, diferentes tarefas do mundo real, apresenta um custo muito
elevado.
Tudo isso motivou, a partir da década de 1980, os estudos doschamados Sistemas Multi-
robôs. Até então, os esforços eram concentrados em pesquisa de sistemas distribuı́dos para
solução de problemas [5] ou formados por apenas um robô. Os primeiros deram origem ao que
hoje é conhecido como Sistemas Multi-agentes. Em [6], o autr afirma que um agente deve
ser capaz de perceber sozinho tanto do que precisa quanto de realizar as ações necessárias para
atingir os seus objetivos, sem a necessidade de ser instruı́do a todo momento. Além disso, um
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sistema multi-agente é formado por um certo número de agentes que interagem uns com os
outros, normalmente através de uma rede computacional de apoio.
Sem dúvida, essa idéia está intimamente relacionada comsistemas multi-robôs. Entretanto,
a teoria de sistemas multi-agentes está mais focada em agentes puramente computacionais. Em
outras palavras, robôs reais são capazes de interagir como a biente no qual estão inseridos
através da aplicação de forças, da recepção de sinais, como na visão, ou mesmo através da
emissão de um sinal e recepção do respectivo eco, como no caso dos sensores de ultra-som e
laser. Agentes computacionais, porém, não possuem essas propriedades. Em sistemas multi-
robôs, por exemplo, o controle de formação é essencial par um bom desempenho da equipe,
preocupação que não existe em sistemas cujos agentes são puramente virtuais. Mesmo as-
sim, fica claro que as teorias de sistemas multi-agentes e multi-robôs se sobrepõem em várias
questões, permitindo que uma aproveite os avanços alcanc¸ dos pela outra.
Dentre os primeiros esforços nas pesquisas em sistemas multi-robôs, podem ser citados os
trabalhos realizados em [7, 8, 9, 10, 11, 12]. Desde então, muitos avanços foram conquistados
nesta área, abordando novos temas, expandindo e criando novos c nceitos. Em [5], os autores
apontam boas fontes de informação, como as coleções [13, 14], os anais [15, 16, 17], além das
publicações [18] sobre colônias de robôs e [19] sobre sist mas multi-robôs heterogêneos. Todas
essas fontes, juntas, fornecem um bom panorama das pesquisas mai recentes na área bem como
algumas tendências.
Atualmente, as pesquisas em sistemas multi-robôs podem ser divididas nos seguintes ra-
mos:
1. Inspirações biológicas
2. Comunicação
3. Arquiteturas, alocação de tarefas e controle
4. Localização, mapeamento e exploração
5. Manipulação e transporte de objetos
6. Coordenação de movimento
7. Robôs reconfiguráveis
8. Aprendizado
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Em [5] e [20], os principais trabalhos relativos a cada um destes tópicos são apresentados
e discutidos. Chama-se a atenção, aqui, para três tópicos: inspirações biológicas, aprendizado
e coordenação de movimento. O primeiro merece destaque por t r impulsionado grande parte
dos trabalhos em robótica móvel cooperativa até hoje realizados através do conceito de controle
baseado em comportamento [21, 22]. O segundo tópico, por ser uma área que tem muito a
contribuir e que ainda não foi bem explorada. Trabalhos abordando o aprendizado por imitação
[23] e exploração em busca de recursos [24] podem ser citados.
O terceiro ponto de destaque é coordenação de movimento,t ma abordado em [25], que
utiliza estruturas virtuais para obter boa precisão na formação, e [26], cujoframeworkdesen-
volvido permite a realização de diversas tarefas em cooperação e a estabilidade da aborda-
gem é provada. Além disso, [27] descreve como a teoria de controle descentralizado pode ser
usada para analisar o desempenho do controle da formação de múltiplos robôs cooperativos;
[28] propõe um cenário onde os robôs entram e mantêm uma formação sem a necessidade de
comunicação; [29] apresenta uma abordagem probabilı́stica para a coordenação de múltiplos
robôs em tarefas de exploração e [30] aborda o problema conhe ido como CMOMMT (Co-
operative Multirobot Observation of Multiple Moving Targets) em ambientes como escritório
com vários corredores, usando robôs móveis em conjunto com sensores fixos. Outros traba-
lhos interessantes podem ser encontrados em [31, 32, 33, 34,5, 36, 37]. Todos os estudos
citados relativos a este último tópico deixam claro que coordenar o movimento e, mais especifi-
camente, controlar a formação, é fundamental para a realizaç˜ o de tarefas em conjunto. Alguns
deles serão abordados em mais detalhes ao longo deste texto. Outr s assuntos pertinentes e in-
teressantes são encontrados em [3], como as vantagens de umrobô ser capaz de modelar outros
membros do grupo e uma discussão a respeito de como o comporta ento cooperativo surge
(ou deve surgir) sem a intervenção humana, como ocorre em sociedades de insetos, onde tal
comportamento é vital para a sobrevivência da colônia.
1.1 Motivação
Como mencionado anteriormente, a limitação espacial de um único robô e a necessidade
da realização de tarefas cada vez mais complexas motivaram o estudo dos sistemas multi-robôs.
A idéia é que um time de robôs mais simples possa realizar um tarefa, através de redundância
e cooperação, de forma mais confiável, rápida ou barata do que seria possı́vel com apenas um
[5]. De fato, além das tarefas já mencionadas, esses sistema tendem a apresentar desempenho
superior àquele demonstrado por um único robô em outras ta efas do mundo real, como [1]:
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• Exploração em ambientes perigosos para os seres humanos.Por exemplo, no estudo do
interior de crateras de vulcões em atividade e das formas devida existentes em altas
profundidades marinhas, no mapeamento e análise da superfı́cie de outros planetas, na
manutenção em satélites artificiais em órbita, entre outros.
• Criação de uma rede de comunicação dinâmica com o objetivo ´ fornecer infraestrutura
para cobrir uma determinada área da melhor maneira possı́vel, onde os nós da rede seriam
robôs especializados em comunicação, que mudariam sua configuração espacial automa-
ticamente, adaptando a rede às variações do ambiente e reduzindo a probabilidade de
interrupção no tráfego de informação.
• Rede de sensores altamente distribuı́da, onde grandes colˆonias de robôs simples e baratos
cobririam grandes áreas para o monitoramento, por exemplo, da temperatura da água nos
oceanos ou de abalos sı́smicos ao redor da Terra, o que permitiria prever a formação de
tsunamise a conseqüente evacuação das regiões a serem atingidas.
• Construção/montagem de bases cientı́ficas na superfı́cie ou no subsolo de planetas e
satélites naturais do sistema solar para o estudo destes astro ou de outras galáxias.
Existem, ainda, as competições entre times de robôs, como RoboCup e MIROSOT, cujo
objetivo maior é promover o avanço da robótica móvel. Osresultados dessas competições e as
publicações que delas surgem têm mostrado que o objetivovem sendo alcançado.
Na grande maioria – senão na totalidade – dos exemplos de cooperação citados, o con-
trole da formação do grupo é fundamental para que a tarefaseja cumprida de forma eficiente.
No final da seção anterior foram citados vários trabalhosjá realizados nesta área que mos-
tram a importância do controle de formação para a cooperação robótica. É fácil encontrar
também na atividade humana ou mesmo na natureza exemplos daimportância da manutenção
de uma formação desejada. Tarefas como busca e salvamento, tra sporte de cargas, vigilância
de perı́metros, entre outras, quando realizadas por humanos, requerem uma formação adequada.
Pássaros migratórios mantêm uma formação emV porque isso reduz o gasto de energia durante
o vôo. Em 2001 [38], foi demonstrado que pelicanos brancos treinados para voar em formação
tiveram seus batimentos cardı́acos (e, portanto, a energiadispendida) reduzidos em cerca de
30% [1].
Por outro lado, controlar a formação de grupos de robôs émais difı́cil do que controlar
apenas um. Em um grupo de robôs móveis, cada membro pode interferir ou operar dentro
da área de atuação ou raio de alcance de um outro membro do grup , tornando-se, uns para os
outros, obstáculos móveis. Com isso, é mais difı́cil resolver o problema do desvio de obstáculos.
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Outro problema tı́pico de sistemas multi-robôs é como a equip deve agir diante da falha de
um de seus integrantes de modo a garantir que a tarefa seja concluı́da com sucesso. Em muitos
casos, a falha de um dos robôs compromete seriamente ou mesmo impede a conclusão da tarefa,
como é o caso de dois robôs transportando uma carga grande epesada. Tarefas deste tipo são
conhecidas como Tarefas Fortemente Acopladas (Tightly Coupled Tasks) [39, 40].
Um ponto importante e que deve ser considerado em sistemas multi-robôs é a escalabili-
dade da abordagem adotada, ou seja, é necessário discutirse ma mesma abordagem pode ser
aplicada em grupos com dezenas, centenas ou milhares de robˆos. Muitas abordagens se mos-
tram atrativas para equipes com poucos integrantes, mas não ão adequadas para grupos com,
por exemplo, mais de dez robôs.
Como pode ser visto, sistemas multi-robôs apresentam muitas vantagens sobre aqueles que
utilizam apenas um. Entretanto, alguns inconvenientes podem ser observados, como o aumento
na complexidade do controle e, dependendo do tipo de tarefa,dependência de outros membros
do grupo. Claramente, há muito para ser feito no campo de sistema multi-robôs.
Assim como ocorre com os animais, os robôs podem ser dotadosde vários tipos de sensores.
O tipo, a sensibilidade, a precisão e a quantidade depende de sua utilidade: servem tanto para
medir o estado interno – como pressão sangüı́nea ou temperatura, por exmplo – como para obter
informações do meio externo. Os sensores desempenham papel fundamental tanto na natureza
quanto em robótica. Em ambos os casos, são usados ainda para fechar malhas de controle de
posição, velocidade, aceleração, temperatura, pressão, etc.
Vários sensores construı́dos pelo homem tentam imitar aqueles existentes na natureza,
como é o caso das câmaras de vı́deo, que aproximam o sentidoda visão, um dos mais co-
muns e importantes. O seu sucesso se deve à grande quantidade de informação que é capaz de
fornecer. Alguns animais utilizam a visão para navegar mantendo uma determinada formação,
como é o caso das aves migratórias e de algumas espécies dep ixes, que, nadando próximos uns
dos outros, fazem o cardume parecer um único e grande animal, confundindo e intimidando o
predador. Em sistemas multi-robôs, a visão computacional também representa uma boa maneira
de navegar mantendo uma formação desejada. Para um bom controle de formação é necessário
ter uma boa estimativa da postura (posição e orientação) dos outros membros do grupo. Além
disso, sistemas de visão que fornecem um amplo campo visualaumentam a percepção do ambi-
ente, de outros robôs e objetos, tornando-se atrativos para o controle de formação, cooperação
e execução de tarefas em robótica.
Uma maneira de ampliar o campo de visão é através do uso de imagens omnidirecionais
(360o de campo visual horizontal) [41]. Mais uma vez, a inspiraç˜ao veio da natureza. Várias
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espécies de insetos são dotadas de visão omnidirecional. Um exemplo é mostrado na Figura
1.2, onde é possı́vel observar que o sistema de visão maximiz o campo visual.
Figura 1.2: Evolução: sistema de visão maximiza campo visual de várias espécies de
insetos [2].
Imagens omnidirecionais podem ser obtidas através de sistema catadióptricos, formados a
partir do acoplamento de espelhos (hiperbólicos, elı́pticos ou parabólicos) e lentes (câmaras de
vı́deo) [42]. A Figura 1.3 mostra um exemplo de um sistema de visão omnidirecional construı́do
pelo homem.
Em sistemas multi-robôs, imagens omnidirecionais são usdas de duas maneiras: na pri-
meira delas, todos os membros da equipe possuem seu própriosistema omnidirecional. Na
segunda, apenas um robô, geralmente denominado lı́der da equipe, transporta um sistema desse
tipo. Neste caso, a estrutura de controle adotada é, normalmente, do tipo centralizado. A
próxima seção traz informações mais detalhadas sobreos tipos de estruturas de controle adota-
das em sistemas multi-robôs.
1.2 Controle Centralizadox Controle Descentralizado
O controle de um grupo de robôs pode ser feito, basicamente,de três maneiras: controle
centralizado, descentralizado ou controle misto [1].
• Controle centralizado
É o controle hierárquico onde um lı́der é o responsável por tomar as decisões a fim de
atingir o objetivo. Isso não quer dizer que deve haver apenas um lı́der. Assim como
acontece dentro de empresas e nas forças armadas, um membropode ser responsável por
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Figura 1.3: Exemplo de sistema de visão omnidirecional.P(x,y,z) representa um ponto
no mundo,f é a distância focal da câmara ez ´ a distância entre o foco do
espelho e o plano da imagem.Adaptado de[2].
um grupo, estabelecendo diferentes nı́veis de controle. Normalmente, quanto mais alta
for sua hierarquia, maior deve ser sua capacidade de processam nto e conhecimento dos
objetivos a serem alcançados. Esta é uma opção eficientee barata para grupos com um pe-
queno número de integrantes [1]. Entretanto, uma falha do lı́der pode representar a falha
de todo o sistema. Neste ponto, vale ressaltar a importância do aprendizado em robótica:
no caso de uma falha do lı́der, algum membro do grupo, já tendo observado e aprendido
suas principais funções, pode assumir o seu lugar, permitindo a continuidade do traba-
lho. Alguns exemplos de sistemas que utilizam controle centralizado são encontrados em
[33, 34, 35, 36, 37].
• Controle descentralizado
Quando se trata de um grupo com um grande número de robôs, normalmente é adotado
um controle do tipo distribuı́do. Entretanto, nada impede qu seja usado em grupos com
poucos integrantes. Este tipo de controle foi inspirado nascolônias de insetos, onde cada
membro opera usando apenas informação local, através deregras baseadas em compor-
tamentos. Este tipo de controle se mostra mais robusto que o anterior, mas, geralmente,
exige que todos os robôs possuam sensores e capacidade de processamento suficientes,
aumentando o custo da equipe. Ultimamente, os pesquisadoretêm mostrado maior inte-
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resse neste tipo de controle, com vistas a um futuro onde grandes grupos de robôs reali-
zarão tarefas complexas. Os trabalhos [26, 27, 28, 31] sãobons exemplos de aplicações
que utilizam o controle descentralizado.
• Controle Misto
Menos comum na literatura, o controle misto é uma estratégia bastante interessante [43]:
grandes grupos de robôs podem ser divididos em equipes menores que, internamente, são
controladas por um lı́der (controle centralizado). A cooperação entre elas e a coordenação
das tarefas são feitas pelos lı́deres de cada equipe, implementando, assim, um controle
descentralizado, configurando um controle misto. Espera-se que, nos próximos anos,
arquiteturas deste tipo se tornem mais comuns.
1.3 Cooperaç̃ao
Muitas vezes, para que tarefas sejam cumpridas por uma equipe de robôs é necessário
haver cooperação. De acordo com [20], o campo da robóticamóvel cooperativa é tão novo que
nenhum tópico desse assunto pode ser considerado suficientem te maduro. Prova disso é que
ainda não existe uma definição formal para “cooperaçãorob´ tica”. É possı́vel encontrar, na
literatura, diferentes definições para cooperação, como [3, 44]:
• comportamento colaborativo conjunto direcionado a um objetivo no qual existe um inte-
resse comum ou recompensa [45];
• uma forma de interação, geralmente baseada em comunicação [24];
• trabalho em conjunto para fazer algo que cria um resultado progressivo, como aumento
no desempenho ou ganho de tempo [9];
A terceira definição, além de mais intuitiva, deixa clarauma importante vantagem da mai-
oria dos sistemas cooperativos: o aumento no desempenho. A partir deste ponto, o termo
“cooperação robótica”, ou apenas “cooperação”, ser´a usado de acordo com essa definição.
Mesmo não havendo, ainda, uma definição formal, os avanços a teoria da organização, na
psicologia cognitiva e no ramo da biologia que estuda o comportamento social dos animais
podem fornecer indı́cios para a formalização do conceitode cooperação robótica.
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1.4 Objetivo
O objetivo desta Dissertação de Mestrado é o controle de formação de uma equipe de robôs
móveis de baixo custo para a realização de tarefas em cooperação.É proposta uma estratégia
de controle centralizado baseada no processamento de imagens omnidirecionais e em técnicas
de controle não linear.
A equipe é composta por um lı́der dotado de maior capacidadee processamento que trans-
porta o sistema de visão omnidirecional, enquanto os outros componentes são robôs mais sim-
ples e baratos, que possuem apenas um microcontrolador e os disp itivos necessários para o
acionamento dos motores. Essa restrição no custo é a responsável pela adoção do controle cen-
tralizado, uma vez que somente o lı́der é capaz de processaras informações necessárias para o
controle de formação.
O uso da teoria de controle não linear permite o projeto de umcontrolador de postura
robusto e estável, que garante a convergência dos robôs para a formação desejada. Essa teoria
permite, ainda, que a estabilidade do controlador seja matematicamente provada através do
método de Lyapunov.
O controlador utilizado neste trabalho possui realimentac¸ão puramente visual. Assim, um
amplo campo de visão é fundamental para um bom desempenho,daı́ a opção por um sistema de
visão omnidirecional. O fato deste sistema de visão estarmbarcado no lı́der e mover-se junto
com a equipe torna a área de trabalho ilimitada, uma importante caracterı́stica desta abordagem.
Algumas considerações a respeito desta equipe precisam ser feitas. Com exceção do lı́der,
os outros robôs são conhecidos como robôs celulares, dada a sua simplicidade e tamanho.É
importante notar que esta nomenclatura não tem relação direta com umSistema Rob́otico Ce-
lular [8], onde cada robô é responsável por uma área de atuaç˜ao ou célula de trabalho. Além
disso, esta equipe é, por natureza, heterogênea, já que olı́der é diferente dos robôs celulares em
vários aspectos. Na verdade, os próprios robôs celulares são, entre si, heterogêneos, pois suas
caracterı́sticas são próximas, mas não idênticas.
1.5 Metodologia
Inicialmente, o único robô disponı́vel era o lı́der. Paracompletar a equipe, dois robôs
celulares foram construı́dos com recursos do Laboratóriode Automação Inteligente (LAI), per-
tencente ao Programa de Pós-Graduação em Engenharia El´etrica da Universidade Federal do
Espı́rito Santo (UFES). Paralelamente à construção dosrobôs celulares, o controlador foi imple-
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mentado usando a linguagem de programação C++ para que as primeiras simulações pudessem
ser feitas.
A determinação das posturas dos robôs celulares conta com a utilização de imagens om-
nidirecionais, que permitem a visualização de toda a equip capturando apenas uma imagem,
juntamente com técnicas de processamento digital de imagens. A posição é estimada com um
algoritmo de segmentação de cores, que identifica os robôs celulares por meio de cartões co-
loridos colocados sobre eles. Já a orientação é estimada por um algoritmo que se baseia na
trajetória descrita.
As posturas dos robôs celulares, assim que determinadas pelo processamento das imagens
omnidirecionais, são repassadas a um controlador não linear estável, que gera novos sinais
de comando, conduzindo a equipe à formação desejada. A estabilidade desse controlador foi
provada com o método de Lyapunov.
Várias simulações foram realizadas para verificar o comportamento do controlador e fa-
zer um primeiro ajuste dos seus ganhos. Os experimentos feitem seguida, onde diferentes
formações foram impostas, confirmaram a validade deste trabalho.
1.6 Estrutura da Dissertaç̃ao
Este trabalho está organizado em cinco capı́tulos. Segue-se ma breve descrição do que é
apresentado e discutido em cada um desses capı́tulos.
• Capı́tulo 1: Introdução
É o presente capı́tulo, que traz, no inı́cio, um panorama comalgumas das pesquisas consi-
deradas mais relevantes em sistemas multi-robôs. Em seguida, é apresentada a motivação
deste trabalho, bem como de vários outros relativos ao mesmo a sunto. Após uma dis-
cussão sobre as principais estruturas de controle usadas ealgumas definições existentes
para cooperação robótica, o objetivo desta Dissertaç˜ao é apresentado.
• Capı́tulo 2: O Controlador
Este capı́tulo é dedicado ao controlador não linear utilizado neste trabalho. Após a
motivação, são derivadas as leis de controle que o compôe . Em seguida, essas leis
são discutidas em detalhes através da análise de suas equçõ s e de diferentes situações
ou configurações nas quais a equipe pode se encontrar. Por fim, é apresentada a prova de
estabilidade deste controlador.
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• Capı́tulo 3: O Processamento de Imagens
O objetivo deste capı́tulo é apresentar as várias técnicas de processamento de imagens
que foram empregadas, bem como a filtragem e o refinamento de dados empregados a
fim de melhorar as estimativas de postura de cada robô seguidor. Também são abordados
e discutidos os algoritmos desenvolvidos para complementar as técnicas utilizadas.
• Capı́tulo 4: Resultados Experimentais
Neste capı́tulo, os resultados das simulações e dos experimentos com uma equipe de robôs
reais são apresentados e analisados, comprovando a estabilidade e bom desempenho do
controlador empregado.
• Capı́tulo 5: Conclusões
Este capı́tulo encerra esta Dissertação com uma discuss˜ao geral do trabalho realizado, as
principais contribuições, as dificuldades encontradas esug stões para os trabalhos futu-
ros.
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2 O Controlador
2.1 Introdução
Para que uma equipe de robôs móveis seja capaz de navegar emum a biente mantendo
uma determinada formação geométrica de forma estável ´e n cessária a existência de um con-
trole. Este, como discutido no capı́tulo anterior, pode serdo tipo centralizado ou descentrali-
zado. Neste trabalho foi utilizado um controle centralizado, uma vez que uma das propostas é
a construção de uma equipe de robôs de baixo custo, o que limita, além da qualidade e quanti-
dade de sensores, a capacidade computacional que se pode embarcar em cada componente do
grupo. Portanto, a maioria dos robôs não possui os sensores e a capacidade de processamento
necessários para a implementação de uma arquitetura de controle descentralizado.
Desta forma, apenas um membro da equipe é dotado de capacidade de processamento sufi-
ciente para a implementação do controlador. Este é designado como o lı́der e será responsável
pela navegação e controle de formação do grupo. O restant d equipe é formado por robôs ce-
lulares, chamados aqui de seguidores, pois apenas executamos comandos enviados pelo lı́der.
Para que o lı́der possa controlar a formação da equipe, elepr cisa conhecer o estado de
cada um dos outros robôs. Neste trabalho, o estado de um seguidor é definido como sua postura
relativa ao lı́der, ou seja, sua posição e sua orientação rel tivas ao robô lı́der. A Figura 2.1 ilustra
a representação da postura de dois seguidores no sistema de coor enadas do lı́der.
De acordo com a Figura 2.1, a posição do i-ésimo seguidor pode ser representada como na
Equação 2.1.
ξi =
(
xi
yi
)
=
(
xi = r icos(γi)
yi = r isen(γi)
)
(2.1)
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Figura 2.1: Representação da postura de dois seguidores no sistema decoor nadas do
ĺıder.
Assim, a postura do i-ésimo seguidor é dada pelo vetorχi , de acordo com a Equação 2.2.
χi =


xi
yi
αi

=


r icos(γi)
r isen(γi)
αi

 (2.2)
Controlar a formação de uma equipe de robôs significa, em outras palavras, assegurar que
cada um possua uma determinada postura em relação aos outrintegrantes da equipe. Portanto,
o objetivo principal deste trabalho é controlar a postura de cada seguidor relativa ao lı́der.
De acordo com a teoria de controle [46], para um sistema descrito por equações não li-
neares, a adoção de um controlador linear requer a linearizaç˜ o deste sistema nas vizinhanças
do ponto de operação. Dependendo da não linearidade da região onde este ponto se encontra,
a estabilidade do controlador fica limitada a uma vizinhança muito restrita, comprometendo a
eficiência do controle adotado. Em outras palavras, o desempenho do controlador pode se tor-
nar extremamente dependente das condições iniciais do sitema e o controlador pode apresentar
alta sensibilidade a ruı́dos, pois, se uma perturbação qulquer retirar o sistema desta vizinhança
onde o controle é estável, não há garantia de que o controlador conduzirá o sistema novamente
ao ponto de operação. Além disso, determinar com precis˜ao qual é esta vizinhança não é, em
geral, uma tarefa fácil.
Claramente, como pode ser visto na Equação 2.2, a postura dos seguidores é descrita por
equações não lineares. Isso motivou a adoção de um controlador não linear, uma vez que se
deseja controlar a formação da equipe independentemented sua forma geométrica, dos erros
iniciais de posição e orientação e do ruı́do presente nas estimativas de postura dos seguidores.
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Para controlar as posturas dos seguidores é necessário estimá-las, ou seja, realimentar o
controlador. O único sensor do qual o robô lı́der dispõe para estimar as posturas dos seguido-
res é o sistema de visão omnidirecional montado sobre sua plataforma, exibido na Figura 2.2.
Portanto, trata-se de um controle não linear com realimentação puramente visual.
Figura 2.2: Sistema omnidirecional responsável pela realimentação do controlador.
Assim, o controlador proposto baseia-se nas estimativas dapostura de cada seguidor, obti-
das através do processamento das imagens omnidirecionais, para gerar os respectivos sinais de
controle. Estes sinais nada mais são do que as velocidades linear e angular que cada seguidor
deve ter para entrar e permanecer na formação desejada.
O controlador utilizado neste trabalho pode ser subdividido em dois controladores menores.
O primeiro deles, chamado Controlador de Formação, considera apenas o erro de formação de
um seguidor enquanto o segundo, chamado Controlador de Compensação, incorpora o movi-
mento do robô lı́der na determinação dos sinais de controle.
2.2 O Controlador de Formaç̃ao
O processamento das imagens omnidirecionais capturadas pelo ist ma de visão fornece
uma estimativa da posição de cada seguidor no referencialdo lı́der, como na Equação 2.1. Um
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único vetor que contenha todas as coordenadas das posições dos seguidores pode ser escrito
como na Equação 2.3.
ξ =


ξ1
ξ2
...
ξn


(2.3)
Embora a estimativa de posição seja conseguida com o auxı́lio das imagens omnidire-
cionais, o desempenho do controlador deve ser independenteo s nsor utilizado para obter
esta informação. De acordo com a aplicação em questão,pode ser necessário algum tipo de
transformação nas coordenadas obtidas pelo sensor usado. Por exemplo, uma transformação
pode ser usada para corrigir as disparidades de um sistema devisão perspectiva ou para traba-
lhar com parâmetros de formação diferentes das posiçõe mas associados à formação desejada,
como a distância entre os robôs da equipe, o baricentro da frmação, etc. Além disso, se o
controlador for dependente de medições feitas diretamente na imagem, caso o sistema de visão
sofra alguma modificação ou seja trocado por outro, os parˆametros do controlador teriam que
ser sintonizados novamente. Assim, para abordar o problemad uma forma genérica, pode-se
considerar o vetor deparâmetros de formaç̃ao comoρ (ξ ). Daı́ o cuidado tomado em chamar
este controlador de Controlador deFormaç̃ao, e não dePosiç̃ao.
Neste trabalho, para tornar o controlador independente dasmedições e caracterı́sticas do
sistema de visão, todas as posições dos seguidores fornecidas pelas imagens omnidirecionais
são convertidas para posições no mundo real, de acordo com a Figura 2.1. Em outras palavras,
uma transformaçãoΓ : Z2 → ℜ2, definida através de um conjunto de equações polinomiais,
converte as posições (dadas empixels) do plano da imagem para posições (dadas em metros)
no plano de trabalho da equipe. O resultado desta transformação é o vetorξ , ou seja, o vetor
que representa as coordenadas dos seguidores no mundo real erelativas ao lı́der.́E importante
ressaltar queΓ não faz parte do grupo de transformações responsáveis pela adoção da notação
ρ (ξ ), já que estas últimas são aplicadas ao vetorξ , enquantoΓ forneceξ . O motivo para
esta distinção está no fato de que o controlador foi definido o referencial do lı́der, ou seja, no
mundo, e não na imagem. Caso fosse definido no referencial daimagem, o controlador seria do
tipo servo-visual.
Uma conseqüência importante da definição do controlador no referencial do lı́der e de usar
diretamente as posições dos robôs é que não é necessário realizar nenhuma transformação nas
coordenadas dos seguidores para controlar a formação, neste caso,ρ (ξ ) = ξ . Contudo, a
notaçãoρ (ξ ) será mantida por questões de generalidade.
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Sendoρ (ξ ) um vetor de parâmetros de formação, o vetor de velocidades de formação é
obtido derivando-seρ (ξ ) em relação ao tempo, como na Equação 2.4.
ρ̇ = J(ξ ) ξ̇ (2.4)
ondeJ(ξ ) é o jacobiano deξ .
A partir da Equação 2.4 pode-se projetar um controlador para que a equipe entre em
formação. A lei de formação é dada pela Equação 2.5.
ξ̇ f r = J−1(ξ )
(
ρ̇d + fρ̃ (ρ̃)
)
com ρ̃ = ρd−ρ (2.5)
onde ρ̃ é o vetor de erros de formação [36],ρd é o vetor com os parâmetros de formação
desejados eρ o vetor com os valores atuais dos parâmetros de formação.O vetorρ̇d representa
a taxa de variação temporal dos parâmetros desejados e será não nulo quando os parâmetros
desejados de pelo menos um seguidor estiverem variando no tempo. Caso contrário,̇ρd será
sempre um vetor nulo.
O vetor ξ̇ f r representa as velocidades de formação de referência, ouseja, as velocidades
no sistema de coordenadas do lı́der que os seguidores devem tr para alcançar a formação.
Nota-se, ainda na Equação 2.5, que para obterξ̇ f r é necessário determinar primeiro o jacobiano
inversoJ−1(ξ ). Como se sabe, o cálculo de inversão matricial é, em geral, computacionalmente
custoso. Entretanto, como neste trabalho nenhuma transformação precisa ser aplicada aξ , J(ξ )
e J−1(ξ ) são matrizes identidade. Logo, o custo computacional da determinação dėξ f r não é
significativo.
A função fρ̃ (ρ̃) é uma função de saturação sobre o erro de formação. Em[35], fρ̃ (ρ̃) é
dada pela Equação 2.6.
fρ̃ (ρ̃) = diag
[
kf
a+ |ρ̃ j |
]
ρ̃ (2.6)
ondekf representa o valor de saturação ea é tal que
kf
a representa o ganho para erros pequenos.
A forma de fρ̃ (ρ̃) assim definida pode ser vista na Figura 2.3. Vale ressaltar que, na Figura
2.3 - (a), as escalas para os eixosx e y são diferentes. A Figura 2.3 - (b) exibe, na mesma
escala, o comportamento defρ̃ (ρ̃) para erros de formação menores do que 15 cm, mostrando a
verdadeira inclinação desta função para estes erros.
O objetivo de se usarfρ̃ (ρ̃) é evitar que erros grandes de formação causem velocidades e
formação também elevadas, submetendo os motores a tens˜oes acima dos valores nominais ou
mesmo causando um mal funcionamento do robô.
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Figura 2.3: (a) Formato da funçãofρ̃ (ρ̃) parakf = 0.14 ea = 0.1 e (b) Zoompara
observar o comportamento defρ̃ (ρ̃) para erros de formação menores que
15 cm.
Entretanto, o ganho
kf
a provoca oscilações na velocidade linear dos seguidores quando estes
estão próximos das posições desejadas. Esse fato, acomp nhado de um erro angular – o que é
freqüente – pode fazer com que o seguidor se afaste da posição desejada, causando oscilações
também na trajetória. Isso ocorre porque
kf
a é grande para erros de formação pequenos (ver
Figura 2.3). Reduzir o valor dekf implica em limitar a velocidade dos seguidores em um valor
mais baixo, o que não é interessante. Uma solução intuitiva seria aumentar o valor dea. Como
resultado, os seguidores podem não alcançar as posições des jadas quando toda a equipe estiver
navegando, uma vez que o ganho do controlador de formação foi reduzido.
Assim, neste trabalho, propõe-se uma forma ligeiramente diferente para a funçãofρ̃ (ρ̃),
mostrada na Equação 2.7.
fρ̃ (ρ̃) = diag
[
kf
(
ρ̃ j
)
a+‖ρ̃ j‖
]
ρ̃ com (2.7)
kf
(
ρ̃ j
)
= kf 1+kf 2tanh
(
‖ρ̃ j‖
)
.
A Equação 2.7 permite maior controle sobre os parâmetrosque definem o comportamento
de fρ̃ (ρ̃). Agora,kf 1 + kf 2 representa o valor de saturação e o ganho para erros pequenos é
dado por
kf1
a . Desta forma, é possı́vel manter o valor de saturação e o parâmetroa inalterados
e, ao mesmo tempo, obter um ganho pequeno para erros de formac¸ão pequenos, eliminando as
oscilações na velocidade linear dos seguidores. A forma de fρ̃ (ρ̃) definida segundo a Equação
2.7 encontra-se na Figura 2.4.
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Figura 2.4: (a) Formato da funçãofρ̃ (ρ̃) parakf 1 = 0.08, kf 2 = 0.06 ea = 0.1 e (b)
Zoompara observar o comportamento defρ̃ (ρ̃) para erros de posição me-
nores que 15 cm.
Comparando as Figuras 2.3-(b) e 2.4-(b), nota-se que a funç˜ o fρ̃ (ρ̃) proposta neste traba-
lho apresenta um ganho menor para erros pequenos, proporcionand uma transição mais suave
entre os valores positivos e negativos do erro de formação.
A Figura 2.5 ilustra o vetor de velocidades de referênciaξ̇ f r gerado após a aplicação deste
controlador. Neste caso, para um completo entendimento da ação do controlador, considerou-se
uma variação nos parâmetros de formação desejados para o seguidor, ou seja, o vetorρ̇d é não
nulo.
Figura 2.5: Resultado da aplicação do Controlador de Formação quando os parâmetros
desejados do seguidor estão variando.
Nota-se claramente que o vetorξ̇ f r possui uma orientação diferente daquela que teria se
a funçãofρ̃ (ρ̃) não fosse aplicada. Isso ocorre devido à saturação imposta por fρ̃ (ρ̃) sobre o
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erro de formação,̃ρ. Comoρ̇d não sofre nenhum tipo de saturação, a somaρ̇d + ρ̃, representada
por ξ̇ ′f r , é diferente da somȧρd + fρ̃ (ρ̃) = ξ̇ f r em módulo e orientação. Entretanto, este desvio
de orientação dėξ f r não afeta a estabilidade do controlador, pois à medida queo seguidor se
aproxima da postura desejada,‖ρ̃‖→ 0 e, portanto,̇ξ f r → ρ̇d. Esse efeito, por sua vez, ocorrerá
independente do uso da funçãofρ̃ (ρ̃).
Na verdade, na maioria dos casos, durante uma navegação normal, a formação desejada
não varia. Isso é mais comum durante, por exemplo, uma manobr de desvio de obstáculos.
Assim,ρ̇d é, na maior parte do tempo, um vetor nulo, o que elimina o desvio de orientação de
ξ̇ f r durante uma navegação normal. Isto está ilustrado na Figura 2.6.
Figura 2.6: Resultado da aplicação do Controlador de Formação quando os parâmetros
desejados do seguidor não variam.
Dessa forma, a função deste controlador é, então, geraros sinais de velocidade que cada se-
guidor deve ter apenas para entrar em formação, ou seja, considera apenas os erros de formação,
não levando em conta a orientação dos seguidores ou o movimento do lı́der. Em outras pala-
vras, gera sinais de velocidade que conduzem os seguidores `a formação desejada considerando
estes robôs como holonômicos e supondo que o lı́der está parado. Embora não estejam de
acordo com a realidade, estas considerações não são arriscadas, pois a ação do Controlador de
Compensação, que ocorre em paralelo, as corrige, como será vi to na próxima seção.
2.3 O Controlador de Compensaç̃ao
Para que a equipe possa navegar por um ambiente, o lı́der devepossuir movimento. Este
movimento é caracterizado por velocidades linear e angular. Logo, para alcançar e manter uma
determinada formação, estas velocidades precisam ser compensadas pelos seguidores. Isso é
feito somando-se ao vetoṙξ f r os vetoresξ̇l e ξ̇ω que são, respectivamente, as compensações
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das velocidades linear e angular do lı́der. Obtém-se, assim, o vetor velocidade de referência
ξ̇r , dado pela Equação 2.8, o qual traduz as velocidades que devem t r os seguidores para ao
mesmo tempo entrar em formação e compensar a translaçãoe rotação do lı́der.
ξ̇r = ξ̇ f r + ξ̇l + ξ̇ω (2.8)
Caso o lı́der possua apenas velocidade linear, o termoξ̇ω pode ser desprezado. Assim, a
compensação é conseguida simplesmente somando a velocidade do lı́der à componente deξ̇ f r
na direçãoy do seu referencial, como na Equação 2.9. Este é o efeito compensador dėξl .
ξ̇r = ξ̇ f r +


0
vl
...
0
vl


(2.9)
ondevl é a velocidade linear do lı́der.
Este efeito é ilustrado pela Figura 2.7, ondeξ̇ f rx e ξ̇ f ry são as componentes deξ̇ f r nas
direçõesx ey. Neste caso, a compensação é alcançada assintoticamente, d sde que a velocidade
imposta pelo lı́der seja menor que a máxima velocidade linear que os seguidores podem ter.
Uma vez alcançada a postura desejada, o seguidor precisa apen s manter sua velocidade igual
à do lı́der.
Figura 2.7: Efeito da compensação da velocidade linear do ĺıder na determinação da
velocidade de referência do seguidor.
Entretanto, normalmente o lı́der possui tanto velocidade linear quanto angular. Devido à
sua rotação, esta compensação está diretamente ligada à geometria que descreve a trajetória dos
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robôs da equipe. De acordo com a Figura 2.8, o lı́der e o seguidor descrevem raios iguais a,
respectivamente,r e r i . Considera-se aqui, por simplicidade, que o seguidor já seencontra na
postura desejada. Sendoωl a velocidade angular do lı́der, para manter a formação, osseguidores
devem ajustar suas velocidades de tal forma a descrever cı́rculos concêntricos (seωl é constante)
ou instantaneamente concêntricos (seωl stá variando) com aquele descrito pelo lı́der.
Figura 2.8: Geometria para a compensação simultânea das velocidades linear e angular
do ĺıder.
Assim, comovl e ωl são conhecidos,r e r i são dados pelas Equações 2.10 e 2.11. Os
vetoresvix e viy, dados pelas Equações 2.14 e 2.15, são as componentes da vlocidade linear
de compensação do i-ésimo seguidor representadas no referencial do lı́der e expressam a soma
ξ̇l + ξ̇ω , ou seja, já incluem as contribuições devl ωl .
r =
vl
ωl
(2.10)
r i =
√
(r +xi)
2+(yi)
2 (2.11)
ϕi = arctan
(
yi
r +xi
)
(2.12)
vi = ωl r i (2.13)
vix = vi cos
(
ϕi +
π
2
)
(2.14)
viy = vi sin
(
ϕi +
π
2
)
(2.15)
Uma outra situação é quando o lı́der apresenta apenas rotação, isto é, possui apenas veloci-
dade angular. Neste caso, é o termoξ̇l que é desprezado. Esta situação é exibida na Figura 2.9.
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Figura 2.9: Geometria para compensação da velocidade angular do ĺıder.
Neste caso, as Equações 2.10, 2.11 e 2.12 se reduzem a
r = 0 (2.16)
r i =
√
(xi)
2+(yi)
2 (2.17)
ϕi = arctan
(
yi
xi
)
(2.18)
e, portanto, a direção devi é perpendicular àr i evix eviy são obtidos conforme 2.14 e 2.15.
Uma vez conhecidas as compensações a serem feitas para alcançar a formação e o segui-
mento do lı́der, os comandos de velocidade linear e angular qe devem ser enviados ao i-ésimo
robô seguidor são dados pelas Equações 2.19 e 2.20, já que estes robôs são não-holonômicos e
não podem realizaṙξri diretamente.
ξ̇ci = ‖ξ̇ri‖cos(α̃i) (2.19)
ωci = α̇ri + fα̃ (α̃i)+ωl (2.20)
onde‖ξ̇ri‖ é a norma da velocidade de referência para o i-ésimo robôseguidor ėαri é a variação,
no tempo, de sua orientação,αri . Portanto,αri é a orientação desejada para o i-ésimo seguidor,
que tem sua orientação atual representada porαi . Logo, o termoα̃i = αri −αi é o erro angular
do i-ésimo seguidor. Todos esses ângulos estão ilustrados na Figura 2.10, onde o subscrito foi
omitido por razões de clareza.
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Figura 2.10: Ângulos relacionados à determinação das velocidades lin ar e angular de
comando de um seguidor.
A função fα̃ (α̃i), assim como no caso do controlador de formação, é uma func¸ão de
saturação sobre o erro. Em [35], esta função é definida segundo a Equação 2.21.
fα̃ (α̃i) = kω tanh(α̃i) (2.21)
ondekω representa o valor de saturação sobre erro de orientação. A função fα̃ (α̃i) tem a
finalidade de evitar que erros grandes de orientação (geralm nte iniciais) gerem velocidades
angulares de comando muito altas. Isto poderia comprometera estabilidade e submeter os
motores dos robôs a variações abruptas de tensão. A forma de fα̃ (α̃i) está ilustrada na Figura
2.11.
−400 −300 −200 −100 0 100 200 300 400
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Erro de Orientação [graus]
Figura 2.11: Aparência da funçãofα̃ (α̃i) parakω = 0.5.
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Entretanto, devido à sua forma,fα̃ (α̃i) pode causar oscilações na velocidade angular dos
seguidores quando os erros de orientação são pequenos. Assim, mesmo que um determinado
seguidor esteja em sua posição desejada, sua trajetóriapode ser oscilatória. Logo, propõe-se
aqui uma pequena modificação nesta função, a fim de tornara tr nsição entre valores positivos
e negativos do erro de orientação mais suave. Neste caso, anova função exibe uma inclinação
que tende a zero à medida que o módulo do erro diminui. A novafα̃ (α̃i) está definida na
Equação 2.22 e sua forma pode ser vista na Figura 2.12.
fα̃ (α̃i) = kω1tanh3(kω2 α̃i) (2.22)
Desta vez, o valor de saturação é determinado porkω1, enquantokω2 controla a inclinação
da função, ou seja, o quão rápidofα̃ (α̃i) atinge a saturação. Assim, mais uma vez, a função
fα̃ (α̃i) permite maior controle sobre os parâmetros que influenciamseu comportamento e, por-
tanto, o comportamento do controlador.
−400 −300 −200 −100 0 100 200 300 400
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Erro de Orientação [graus]
Figura 2.12: Aparência da nova funçãofα̃ (α̃i) parakω1 = 0.5 ekω2 = 1.
Vale lembrar que as modificações feitas nas equações do controlador, embora melhorem seu
desempenho, aumentam o custo computacional envolvido. Poroutro lado, este aumento não é
significativo se comparado ao custo do processamento das imagens omnidirecionais. Portanto,
as modificações realizadas não afetam o desempenho do sistema como um todo.
O diagrama de blocos da Figura 2.13 ajuda a compreender o funci namento do controlador
empregado. Nesse diagrama, o grande retângulo cinza representa o controlador. Percebe-se que
as variáveis de entrada são o vetor com os parâmetros de formação desejados e as velocidades
linear e angular do lı́der. O diagrama também deixa claro que os controladores de Formação e
Compensação trabalham em paralelo e que a combinação das suas respostas fornece o vetor com
as velocidades de referência para os seguidores,ξ̇r . Este, juntamente com a velocidade angular
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do lı́der e os vetoreṡαr e α̃ são usados para gerar as velocidades linear e angular que cada
seguidor deve ter para alcançar e manter a formação deseja a, ou seja, são usados para gerar os
sinais de controle. O vetoṙαr representa a derivada temporal das orientações das velocidades
de referência de cada seguidor, enquanto o vetorα̃ reúne os erros angulares de cada um dos
seguidores. O sistema de visão captura imagens da cena formda pelos robôs da equipe. O
processamento dessas imagens fornece as posturas de todos os seguidores, representadas pelo
vetoresρ e α, que fazem a realimentação do controlador.
Figura 2.13: Diagrama de blocos do controlador não-linear utilizado.
2.4 Prova de Estabilidade do Controlador
2.4.1 Prova para o controlador de formaç̃ao
Os robôs seguidores, devido às suas dinâmicas, não podem alcançar instantaneamente as
velocidades de formação desejadas. No entanto, este procsso ocorre assintoticamente desde
que a velocidade do lı́der seja menor que a máxima velocidade que podem desenvolver. Isso
está representado pela Equação 2.23.
ξ̇ → ξ̇ f r (2.23)
onde ξ̇ é o vetor atual de velocidades ėξ f r é o vetor de velocidades de referência para a
formação. A Equação 2.23 também pode ser escrita como na Equação 2.24.
ξ̇ f r = ξ̇ +η com ‖η‖ → 0 (2.24)
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ondeη traduz os erros nas velocidades de formação. A lei de formação é dada pela Equação
2.25, como discutido no inı́cio deste capı́tulo.
ξ̇ f r = J−1(ξ )
(
ρ̇d + fρ̃ (ρ̃)
)
(2.25)
Substituindo 2.24 em 2.25 obtém-se a Equação 2.26.
ξ̇ +η = J−1(ξ )
(
ρ̇d + fρ̃ (ρ̃)
)
(2.26)
A multiplicação de ambos os lados da Equação 2.26 porJ(ξ ) leva à Equação 2.27.
J(ξ ) ξ̇ +η1 = ρ̇d + fρ̃ (ρ̃) onde η1 = J(ξ )η (2.27)
Como se sabe,̇ρ = J(ξ ) ξ̇ (Equação 2.4), o que conduz à Equação 2.28.
ρ̇ +η1 = ρ̇d + fρ̃ (ρ̃) (2.28)
A derivada deρ̃ produz a Equação 2.29.
˙̃ρ = ρ̇d− ρ̇ ⇒ ρ̇d = ˙̃ρ + ρ̇ (2.29)
A substituição da Equação 2.29 na Equação 2.28 resulta em
˙̃ρ = η1− fρ̃ (ρ̃) . (2.30)
Em seguida, propõe-se a seguinte função candidata de Lyapunov:
V =
1
2
ρ̃T ρ̃, (2.31)
cuja derivada temporal é
V̇ = ρ̃T ˙̃ρ. (2.32)
Substituindo a Equação 2.30 na Equação 2.32, obtém-se
V̇ = ρ̃Tη1− ρ̃T fρ̃ (ρ̃) . (2.33)
Para quėV seja definida negativa é necessário que
‖kf (ρ̃)‖
a+‖ρ̃‖ ‖ρ̃‖
2
> ‖η1‖‖ρ̃‖, (2.34)
onde‖kf (ρ̃)‖ é definida como
‖kf (ρ̃)‖ = kf 1+kf 2tanh(‖ρ̃‖) (2.35)
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e, portanto,
‖ρ̃‖ > a‖η1‖
kf 1 +kf 2tanh(‖ρ̃‖)−‖η1‖
. (2.36)
Como os seguidores atingem as velocidades de formação,‖η‖ → 0. Assim,‖η1‖ → 0 e a
condição imposta pela Equação 2.36 será verdadeira para algum tempo finito. Tão logo esta
condição se torne verdadeira,V̇ será definida negativa, o que significa que‖ρ̃ (t)‖ → 0 com
t → ∞.
2.4.2 Prova para as leis de controle (comandos) para os robˆ s seguidores
A variação temporal da orientação relativa dos seguidores é expressa pela Equação 2.37.
α̇ = ωc−ωl (2.37)
onde a velocidade angular de comando,ωc, é dada por
ωc = α̇r + fα̃ (α̃)+ωl . (2.38)
Substituindo a Equação 2.38 na Equação 2.37, tem-se
α̇ = α̇r + fα̃ (α̃) (2.39)
A derivada do erro angular,̃α, em relação ao tempo, resulta em
˙̃α = α̇r − α̇ ⇒ α̇r = ˙̃α + α̇ . (2.40)
Com isso, a Equação 2.39 pode ser reescrita como
˙̃α + fα̃ (α̃) = 0. (2.41)
Assim, propõe-se a seguinte função candidata de Lyapunov:
V =
1
2
α̃Tα̃, (2.42)
cuja derivada temporal é
V̇ = α̃T ˙̃α = −α̃T fα̃ (α̃) . (2.43)
Como fα̃ (α̃) é uma função ı́mpar, tem-se queα̃T fα̃ (α̃) > 0 paraα̃ 6= 0, conclui-se quėV é
definida negativa (̇V < 0). Portanto‖α̃ (t)‖→ 0 parat → ∞.
Aproveitando este resultado, conclui-se também queξ̇ci →‖ξ̇ri‖, pois cos(α̃i) → 1.
Com isso, fica demonstrado que os erros de formação e seguimnto tendem assintotica-
mente a zero, justificando a adoção destas leis de controle.
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2.5 Conclus̃oes
Este capı́tulo apresentou o controlador utilizado neste trabalho, seu funcionamento e suas
caracterı́sticas. Trata-se de um controlador de postura, qe aproveita a não linearidade das
equações que descrevem o sistema para gerar sinais de controle que conduzem a equipe à
formação desejada de forma estável. Para tanto, divide-se m dois controladores menores,
onde o primeiro, chamado Controlador de Formação, tem a tarefa de produzir os sinais de con-
trole referentes ao sistema de coordenadas do lı́der que levam os robôs seguidores às posturas
esperadas. Porém, como toda a equipe está em movimento, inclusive o lı́der, o sistema de co-
ordenadas deste também se move. Considerar e compensar este movimento é responsabilidade
do segundo controlador, o Controlador de Compensação, que leva em conta a geometria da
trajetória de cada robô da equipe em suas equações.
Para controlar as posturas dos seguidores, o lı́der precisastimar cada uma delas, o que é
feito através de realimentação visual, usando o sistemaomnidirecional que possui. Este é o as-
sunto do próximo capı́tulo, que descreve as técnicas de processamento de imagens empregadas
neste trabalho.
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3 O Processamento de Imagens
3.1 Introdução
O processamento de imagens vem sendo usado há alguns anos nos mais variados tipos de
aplicação. A utilização de imagens representa, hoje, um papel fundamental em sistemas de
comunicação, segurança, medicina, tecnologias de apoio a pessoas com deficiência [47, 48],
entretenimento, controle de qualidade e processos, aplicações militares e, é claro, robótica.
A utilização de imagens na robótica vem se tornando cada vez mais marcante. Isto se
deve ao fato de que imagens são capazes de fornecer, de uma s´o vez, grande quantidade de
informação a respeito do ambiente de trabalho, como a localiza¸˜ o de outros agentes, obstáculos
ou pessoas. Com o avanço da tecnologia, a miniaturização, eficiência e a qualidade dos siste-
mas de visão aumentam a cada ano. Além disso, o surgimento dferramentas computacionais
e o aumento da capacidade de processamento impulsionam ainda mais a expansão da visão
artificial em aplicações da robótica.
Alguns trabalhos que utilizam a visão artificial em cooperação robótica podem ser citados,
como [25, 26, 28, 33, 36, 49]. Em [25], os autores introduzem oconceito de estruturas virtuais
e utilizam controle bidirecional para controlar a formaç˜ao de um grupo de robôs móveis. A
localização e a deteminação da orientação destes são feit s através de visão. Simulações e
experimentos com robôs reais foram realizados. Porém, o sistema de visão está fixo em um
ponto acima dos robôs, limitando sua área de trabalho. Da mesma forma, os trabalhos [33, 36,
49] utilizam câmaras fixas para controlar os robôs.
Em [28], imagens omnidirecionais são usadas para se obter cooperação entre os integrantes
de um grupo de robôs móveis. Os autores desenvolveram um cenário no qual cada seguidor
utiliza fluxo ótico para estimar as posições relativas dooutros robôs, permitindo que o grupo
mantenha, visualmente, a formação desejada sem a necessidade de segmentação por cores ou
comunicação entre eles. Por outro lado, o custo computacion l envolvido no cálculo do fluxo
ótico é alto e os resultados são mostrados apenas através de simulações.
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Outro trabalho que utiliza imagens omnidirecionais em benefı́cio da cooperação é [26],
onde cada robô possui seu próprio sistema catadióptricode visão, permitindo a adoção de uma
estratégia de controle descentralizado e eliminando a necessidade de comunicação entre os
robôs. Entretanto, todo o processamento das imagens é feito em um computador central e
externo aos robôs. Além disso, assim como em [28], o uso de vários sistemas omnidirecionais
eleva o custo da equipe.
Diferentemente de [26, 28] e como já exposto anteriormente, este trabalho propõe uma
arquitetura de controle centralizado, no qual o sistema de visão está embarcado apenas no robô
lı́der. Com isso, o sistema se move junto com a equipe e, portant , área de trabalho não é
limitada, como acontece em [25, 33, 36, 49]. Assim, para fornecer ao controlador proposto
neste trabalho as posturas dos seguidores de forma adequada, é necessário processar as imagens
omnidirecionais capturadas pelo sistema de visão. Para isso, técnicas de processamento de
imagens disponı́veis na literatura foram utilizadas.
Este capı́tulo dedica-se, portanto, a descrever as técnicas de processamento de imagens
aplicadas às imagens omnidirecionais para garantir a realim ntação visual para o controlador,
fornecendo a postura de cada seguidor.
3.2 O Processamento das Imagens Omnidirecionais
Como exposto no Capı́tulo 1, imagens omnidirecionais, cujafinalidade é ampliar o campo
de visão, podem ser conseguidas de várias formas; uma delas é através da combinação de es-
pelhos convexos e câmaras de vı́deo. Por outro lado, esta ampliação traz consigo efeitos inde-
sejados, a saber, a perda de resolução das imagens e a distorção não linear. O primeiro destes
efeitos ocorre porque toda câmara de vı́deo tem um número limitado depixelsem seu CCD1.
Quando, através da reflexão no espelho, toda a área em torno d sistema de visão é mapeada
neste CCD, cadapixeldeve corresponder a uma área relativamente grande no mundo, causando
a perda de resolução. Em outras palavras, com o uso do espelho, mapeia-se uma área muito
maior na mesma quantidade depixels.
O segundo efeito, a distorção, acontece porque a projeç˜a de um ponto qualquer do mundo
no plano da imagem obedece a uma equação não linear que depende da curvatura do espelho.
Assim, à medida que um objeto se afasta do sistema de visão,a distorção aumenta rapidamente.
Dependendo do tamanho do objeto de interesse, sua detecção pode se tornar impraticável a
poucos metros do sistema.
1Do inglêsCharge Coupled Device, ou Dispositivo de Carga Acoplada, é o sensor fotossensı́vl presente nas
câmaras de vı́deo, máquinas fotográficas digitais escanners, responsável pela captura da imagem.
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Entretanto, estes efeitos são superados pela vantagem de se obter um campo visual hori-
zontal de 360o. Com este campo, o lı́der é capaz de localizar todos os integrantes da equipe
capturando apenas uma imagem, que também pode ser usada pardesvio de obstáculos e ma-
peamento do ambiente sem a necessidade de rotacionar a câmara e torno de um eixo vertical.
Para que a equipe possa navegar por um ambiente em determinada formação, o lı́der deve
conhecer a postura de cada robô celular pertencente ao grup. Entretanto, quando o sistema
é inicializado, o lı́der não conhece as posturas e cores deseus seguidores. Deste modo, é
necessário, antes de iniciar a navegação, detectar a posição inicial, a cor e a orientação inicial
de cada robô celular integrante da equipe. Uma vez encerrada esta etapa, o lı́der inicia, então, a
navegação.
Assim, o processamento das imagens pode ser dividido em três etapas, que são:
1. Detecção da posição inicial;
2. Rastreamento (Tracking) para determinação da orientação inicial;
3. Rastreamento para controle de formação.
A implementação destas etapas contou com a utilização da biblioteca de processamento de
imagens OpenCV (Open Source Computer Vision Library) [50]. Trata-se de uma biblioteca
gratuita disponibilizada pela Intel, com código aberto, bem documentada e testada.
Como já foi dito no capı́tulo anterior, o controlador deve ser independente do sistema de
visão empregado. Uma maneira de fazer isto e ao mesmo tempo eli inar a distorção das ima-
gens é remapeá-las para imagens do tipobird’s eye view[51, 52], cuja aparência imita uma
projeção ortográfica do ambiente visto de cima. Infelizmente, este remapeamento depende de
uma calibração do sistema e representa maior custo no processamento das imagens.
Isso motivou a definição da transformaçãoΓ, que não depende de calibração do sistema,
possui baixo custo computacional e cujas funções que a compõe são fáceis de ser obtidas. As
informações necessárias para sua construção são as co rdenadas do centro da imagem omnidi-
recional e as tabelas que relacionam as posições na imageme no mundo. Embora o número de
funções que compõem esta transformação possa ser elevado, aumentando sua precisão, neste
trabalho,Γ foi definida usando-se um conjunto de quatro funções polinom ais. Quatro tabelas
relacionando as distâncias no plano da imagem com as distâncias no mundo real foram cons-
truı́das e em seguida cada uma delas foi usada para interpolar uma função polinomial. A área
de trabalho ao redor do lı́der foi dividida em quatro setorescirculares, como na Figura 3.1, e a
cada setor estão associadas uma tabela e uma função.
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Figura 3.1: Divisão em setores circulares da área de trabalho para a obtenção das
funções polinomiais que definem a transformaçãoΓ.
As funções assim obtidas são mostradas na Figura 3.2. Dessa forma, um determinado
seguidor terá sua posição convertida do plano da imagem para o mundo (plano do chão) de
acordo com o setor onde se encontra.
Vale ressaltar que esta abordagem é significativamente mais rápida que o remapeamento
bird’s eye view.
3.2.1 Detecç̃ao da Posiç̃ao Inicial
A forma do espelho hiperbólico utilizado neste trabalho para formar as imagens omnidi-
recionais é adequada para aplicações onde se deseja visualizar todo o ambiente ao redor do
sistema, como pode ser visto na Figura 3.3. Entretanto, neste trabalho, a área de interesse está
restrita a cerca de 2 metros em torno do robô lı́der. Isso ocorre devido à forma do espelho, que
impõe forte distorção, e da câmara utilizada, incapaz de focá-lo se seuzoomfor aumentado ou
se colocada mais próxima. Qualquer objeto com dimensões pr´ ximas das dos robôs celulares,
se situado a mais de 2 metros do sistema de visão, torna-se muito pequeno na imagem, com-
prometendo sua detecção. Logo, uma das considerações feita neste trabalho é que todos os
seguidores estarão sempre a uma distância de, no máximo,2 etros do lı́der. Para detectar as
posições iniciais dos seguidores, o lı́der deve ser capazde focar sua atenção na área de interesse,
também chamada, aqui, de área de trabalho. Para isso, foi utilizada uma máscara circular, que
consiste em uma imagem binária onde um cı́rculo branco, cujcentro tem as mesmas coorde-
nadas do centro da imagem omnidirecional, define a região deinteresse. Alterando-se o raio
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Figura 3.2: Gráficos exibindo o comportamento de cada função polinomial obtida. (a)
Setor 1 (b) Setor 2 (c) Setor 3 e (d) Setor 4.
do cı́rculo, altera-se a região de interesse. A máscara, que pode ser vista na Figura 3.4-(a), é
aplicada à imagem através da operação E lógico, ou seja, ser˜ o mantidos apenas aquelespixels
que são diferentes de zero. O resultado pode ser visto na Figura 3.4-(b).
Cabe, aqui, uma observação importante: a limitação da ´are de trabalho é necessária, como
foi dito, devido à forma do espelho e câmara usada. Juntamete com a exclusão da parte mais
central das imagens (ocupada pela câmara e pelo lı́der), essa limitação faz da área útil para
o processamento das imagens uma coroa circular que representa apenas 12, 6% da área total
disponı́vel. Sem dúvida, isso reduz a precisão da estimativa de postura dos seguidores, afetando
o desempenho do controlador. Porém, deve-se ressaltar queesse inconveniente não ocorre
devido ao emprego de imagens omnidirecionais, mais sim devido à câmara utilizada e à forma
do espelho, que não é a mais indicada para a aplicação em qu stão.
Uma vez definida a área de trabalho, o passo seguinte é a detecção da posição inicial de cada
seguidor. Para isso, foi utilizada a técnica de segmentação de movimento conhecida comoback-
ground subtraction. Em linhas gerais, esta técnica consiste em, primeiramente, construir uma
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Figura 3.3: Imagem capturada pelo sistema de visão utilizado: a forma do espelho não
é a mais indicada para este trabalho.
(a) (b)
Figura 3.4: (a) Máscara binária aplicada à imagem omnidirecional – imagem inver-
tida para melhor visualização – e (b) resultado da aplicac¸ão da máscara,
definindo a área de interesse para a detecção das posições iniciais dos se-
guidores.
imagem de fundo, oubackground, que nada mais é do que a média de uma seqüência de ima-
gens de uma cena estática. As imagens capturadas em seguidasão, então, comparadas (através
de subtração) com a imagem de fundo e as regiões que apresentarem diferenças significativas
são segmentadas como regiões onde houve movimento.
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Embora seja possı́vel o uso de imagens coloridas, esta técnica é normalmente implemen-
tada utilizando-se apenas imagens em tons de cinza, o que é sfici nte para detectar movi-
mento. Então, neste trabalho, cada imagem capturada, pertenc nte ao espaço de cores RGB
(Red, Green, Blue), é convertida para o espaço HSV (Hue, Saturation, Value) [53]. Como o
canalValue é a versão em tons de cinza da imagem capturada, somente este ´ utilizado para
implementar obackground subtraction.
Entretanto, devido à baixa resolução tı́pica de imagensomnidirecionais e da presença de
ruı́dos provenientes da iluminação e qualidade da câmara utilizada, foi implementada, neste
trabalho, uma versão mais robusta deste método. Neste caso, é feita uma subtração entre dois
backgrounds.
Dessa forma, a primeira tarefa do lı́der é a construção doprimeiro background, chamado
backgroundbase (Figura 3.5-(a)), que é feita durante 2 segundos. Durante este tempo, todos os
robôs, inclusive o lı́der, permanecem parados. Em seguida, o lı́der ordena a um dos seguidores
que se mova para frente, em linha reta, durante 1,5 segundos.Tã logo o seguidor termina seu
movimento, um novobackground, chamadobackgrounddiscriminante, é construı́do (Figura
3.5-(b)) e comparado com o primeiro. A diferença entre elespassa, então, por um processo de
binarização, outhresholding, mostrado na Figura 3.5-(c). O resultado é uma imagem binária
que indica o movimento realizado pelo seguidor. A região segmentada, correspondente ao
movimento, é comumente conhecida comobl b.
O passo seguinte é a aplicação de uma operação morfológica, a dilatação, cujo elemento
estruturante possui apenas 1pixel. O resultado é colocado em uma nova imagem binária, mos-
trada na Figura 3.5-(d). Subtraindo a imagem na Figura 3.5-(c) da imagem na Figura 3.5-(d),
é possı́vel extrair a borda doblob, que aparece na Figura 3.5-(e). Por fim, determina-se o
retângulo que circunscreve esta borda. Este é necessário por dois motivos: primeiro, assume-se
que a posição do seguidor é aquela dada pelas coordenadasdo centróide do retângulo; segundo,
o algoritmo que realiza o rastreamento (outracking) baseado na segmentação por cores – e
usado nas etapas seguintes do processamento das imagens omnidirecio ais – depende deste
retângulo para funcionar. Assim, foi desenvolvido um algoritmo para determinar tal retângulo,
e o resultado de sua aplicação pode ser visto na Figura 3.5-(f).
Entretanto, devido à presença dos ruı́dos já citados, nem sempre todo este processamento
resulta em uma imagem como na Figura 3.5-(f).Às vezes, mais de umblob pode aparecer,
como na Figura 3.6-(a). O processamento acima descrito resulta na imagem mostrada na Figura
3.6-(b), que confundiria o lı́der a respeito da localizaç˜ao do seguidor.
3.2 O Processamento das Imagens Omnidirecionais 53
(a) (b) (c)
(d) (e) (f)
Figura 3.5: (a) Background base (b) Background discriminante (c) resultado da
binarização após subtração entre osbackgrounds(d) versão dilatada da ima-
gem anterior (e) detecção da borda dobl b e (f) resultado da aplicação do
algoritmo que encontra o retângulo circunscrito.
(a) (b) (c)
Figura 3.6: (a) Imagem com mais de umblob detectado (b) resultado da detecção dos
retângulos circunscritos e (c) imagem filtrada.
Faz-se necessário, então, um processo de filtragem que funciona da seguinte forma: pri-
meiro, o canalHue, que responde pelas informações de cor da imagem capturada é inicializado.
Então, a cor predominante de cadablob é determinada. Isso é feito calculando-se o histograma
de cadablobe, em seguida, identificando a cor que corresponde ao máximovalor do histograma.
A Figura 3.7 exibe um histograma cuja cor predominante é a vermelha.
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Figura 3.7: Histograma correspondente a umblob de cor vermelha.
Caso a distância entre os centróides dos retângulos circunscritos a cadablobseja menor que
20 cm (no plano do chão) e a cor predominante for a mesma, os retângulos são fundidos. Caso
contrário, aquele que possuir a menor área será eliminado. O resultado pode ser visto na Figura
3.6-(c).
O procedimento descrito acima é usado para detectar a posic¸ão ini ial de um seguidor. O
mesmo processo deve ser repetido com os demais robôs. Entretanto, a criação de dois novos
backgroundsnão é necessaria, pois obackgrounddiscriminante relativo a um seguidor pode ser
usado comobackgroundbase para o próximo seguidor a ser detectado. Assim, para o caso de
n seguidores, ao invés de calcular 2n backgrounds, apenasn+1 serão necessários, reduzindo o
tempo dispendido na detecção das posições iniciais.
A aplicação das técnicas de processamento de imagens (como background subtraction,
binarização, dilatação) e dos algoritmos desenvolvids ( eterminação do retângulo circunscrito
e filtragem dosblobs) conferiu robustez à etapa de detecção das posições iniciais dos seguidores.
O fluxograma da Figura 3.8 ajuda a compreender melhor os passos e respectivos resultados desta
etapa.
Antes de passar para a próxima fase, denominada “Rastreamento para Determinação da
Orientação Inicial”, é necessário identificar a cor de cada seguidor, pois um algoritmo baseado
em segmentação por cores será usado não só na próxima,mas também na última etapa, para
estimar as posturas dos seguidores, objetivo maior do processamento de imagens deste trabalho.
A detecção de cor já foi utilizada pelo algoritmo de filtragem deblobs, uma vez que iden-
tifica a cor predominante de cadablob. Por outro lado, esta informação é usada apenas para
eliminarblobsindesejados, não sendo associada ao seguidor em questão.
3.2 O Processamento das Imagens Omnidirecionais 55
i = 1
tempo = 0
Captura imagem
Inicialização
Conversão
RGB        HSV
Aplica máscara
N
S
i = n ?
tempo >= 2s ?
Acumula imagem
N
Background
Base?
S
Armazena
background
S
Ordena i-ésimo seguidor
deslocar-se para frente
tempo = 0
tempo >= 1,5s ?
Ordena i-ésimo seguidor
parar
Subtrai
backgrounds
N
Thresholding
Dilatação
Detecção de
bordas
Determinação dos
retângulos
circunscritos
Filtragem dos
blobs
Posição do i-ésimo
seguidor = centróide
do retângulo
i = i + 1
Determinação da
orientação inicial
S
N
Figura 3.8: Fluxograma simplificado da etapa de detecção das posições iniciais dos
seguidores.
Agora, usando a região de interesse definida pelo retângulo circunscrito aoblob, um novo
histograma é construı́do para cada seguidor, sendo, em seguida, associado a ele. Vale notar que a
partir desse momento cada seguidor possui não apenas uma cor pred minante que o caracteriza,
mas também todo um histograma, permitindo uma melhor segmentação de cores.
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3.2.2 Rastreamento para Determinaç̃ao da Orientaç̃ao Inicial
Uma vez conhecidas as posições iniciais dos seguidores, opasso seguinte é estimar suas
orientações iniciais. Normalmente, duas cores são usadas nos robôs, e assim a orientação pode
ser facilmente determinada tomando-se o centróide de cadaregi˜ o colorida [33, 54], como
mostrado na Figura 3.9 - (a). Obviamente, quando duas cores são usadas, cada uma das partes
coloridas representa apenas metade da área total que pode ser vista na imagem, Figura 3.9 - (b).
Assim, devido à distorção tı́pica das imagens omnidirecionais, que reduz a imagem do seguidor
à medida que este se afasta do lı́der, áreas coloridas pequenas, como as da Figura 3.9 - (a),
tornam difı́ceis os processos de detecção e segmentação de cores. Claramente, isto prejudica
as estimativas de postura do robô, caso uma pequena ou mesmon nhuma área colorida seja
percebida pelo lı́der.
(a) (b)
Figura 3.9: (a) Quando duas cores são usadas para determinar a orientac¸ão de um robô.
(b) Quando apenas uma cor é utilizada, a detecção e segmentação dessa cor
é mais simples e mais rápida.
Logo, optou-se pela utilização de apenas uma cor para cadaseguidor. Dessa forma, o
método usado para determinar a orientação inicial consiste em obter, para cada seguidor, uma
seqüência de pontos que descrevem, de forma geral, uma reta. Em seguida, um processo de
refinamento de dados é aplicado. Seu objetivo é excluir aqueles pontos que, devido aos erros
de medição, prejudicariam a determinação dos parâmetos da reta. Neste trabalho, o refina-
mento de dados é obtido aplicando-se o algoritmo conhecidocomo RANSAC (Random Sample
Consensus) [55]. Trata-se de um algoritmo genérico e muito interessante que identifica, dado
um modelo qualquer e um conjunto de pontos, quais os melhoresp ntos deste conjunto para a
determinação dos parâmetros ou coeficientes do modelo fornecido. Todavia, não é sua função
fornecer tais parâmetros. Para isso, diferentes técnicas de minimização podem ser usadas. Uma
delas é a técnica de Mı́nimos Quadrados, que foi também adotada neste trabalho. Desta forma,
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o modelo fornecido é a equação de uma reta e, dos dois parâmetros que caracterizam esta reta,
apenas o coeficiente angular é interessante para esta etapa, pois traduz a orientação do seguidor.
Logo, é o único parâmetro a ser minimizado.
Para formar o conjunto de pontos (ou posições) a ser refinado, o lı́der mais uma vez envia
a todos os seguidores comandos de deslocamento para frente em linha reta. Porém, desta
vez, o deslocamento é lento e de forma simultânea, ou seja,os seguidores se movem ao mesmo
tempo. O motivo pelo qual os seguidores devem se mover lentamte está no fato de que assim
mais pontos serão capturados e, portanto, melhor será a estimativa de orientação. A Figura 3.10
exibe o processo descrito acima para um seguidor.
Figura 3.10: Processo de captura das posições de um seguidor para determinação de
sua orientação inicial, ouα0.
A captura das posições de um seguidor continua até que este tenha se deslocado por, pelo
menos, 20 cm. Assim que o lı́der detecta que um determinado seguidor atingiu esta marca,
submete o conjunto de pontos deste seguidor ao algoritmo de refinamento. Em seguida, aplica
a minimização aos pontos selecionados e obtém uma estimativa d orientação deste seguidor.
O lı́der continua monitorando os outros robôs até que todos tenham sua orientação inicial es-
timada. A Figura 3.11 mostra um exemplo da aplicação dos algoritmos RANSAC e Mı́nimos
Quadrados a um conjunto de pontos do qual se deseja extrair umeta.
Como pode ser percebido, à medida em que os seguidores se movem, suas posições vão
sendo armazenadas. Para isso, o lı́der deve ser capar de, a cada imagem capturada, estimar,
com boa precisão, a posição de cada seguidor. Portanto, faz-se necessário um algoritmo de
rastreamento. Neste momento, entra em ação o principal algoritmo usado no processamento
das imagens omnidirecionais deste trabalho. Trata-se de umalgoritmo de segmentação por
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Figura 3.11: Exemplo de aplicação dos algoritmos RANSAC e Mı́nimos Quadrados.
cores disponı́vel na biblioteca OpenCV e conhecido como CAMSHIFT (Continuously Adaptive
Mean-SHIFT), que funciona da seguinte forma: o canalHuede cada imagem capturada é usado,
juntamente com o histograma da cor de interesse, para gerar uma imagem de distribuição de
probabilidade de cor. Daı́ a importância de associar a cadaseguidor o seu histograma de cores,
que servirá de modelo para o algoritmo.
Dada uma janela de busca inicial, que é o retângulo circunscrito aoblob determinado na
etapa anterior, o algoritmo encontra, no interior e nas proximidades desta janela, ospixelsque
apresentam cor suficientemente próxima daquela caracterizada pelo histograma. Esta região é,
então, segmentada. O centro e o tamanho dessa região são encontrados e utilizados pelo algo-
ritmo para gerar uma janela de busca inicial na próxima image a ser processada. Isto significa
que não é necessário varrer toda a imagem para encontrar oobjet de interesse, mas apenas
buscar nas proximidades da janela de busca inicial. Isso confere ao rastreamento a rapidez e
a robustez necessárias para garantir um bom desempenho do sistema. A Figura 3.12 exibe o
algoritmo de rastreamento em ação: os contornos retangulres indicam as regiões coloridas seg-
mentadas que identificam os seguidores. Os histogramas de cada um também podem ser vistos
nesta figura.
A Figura 3.13 exibe o fluxograma simplificado do processo de det rminação da orientação
inicial dos seguidores.
A próxima seção descreve como o lı́der utiliza o processamento das imagens omnidirecio-
nais para fornecer a realimentação do controlador.
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Figura 3.12: Algoritmo de rastreamento em operação e histogramas dos seguidores.
3.2.3 Rastreamento para Controle de Formaç̃ao
Uma vez conhecidas as posturas iniciais dos seguidores, o pas seguinte seria o lı́der iniciar
a navegação e o controle de formação, enviando para os demais robôs da equipe os comandos
que os conduzem à formação desejada. Entretanto, antes disso, a seguinte pergunta deve ser
respondida: dada uma posição desejada, qual dos seguidores eve se dirigir a ela? Isso é ne-
cessário para evitar que dois ou mais seguidores se dirijamà mesma posição, o que, obviamente,
não conduz à formação de interesse.
Deve-se fazer, aqui, uma observação importante: o fato dedos os robôs da equipe serem
não-holonômicos impõe a restrição de que, uma vez atingida a formação desejada, a orientação
dos seguidores será a mesma do lı́der. Para isso, a orientac¸ão em relação ao lı́der deve ser
(sempre) de 90o. Por outro lado, a posição desejada varia de acordo com a form ção escolhida.
Por isso que na pergunta acima usou-se o termoposiç̃aodesejada e nãoposturadesejada.
Para determinar qual dos seguidores deve ser direcionado para um dada posição, define-se
a matriz de custoC, como na Equação 3.1.
C =


c11 c12 . . . c1n
c21 c22 . . . c2n
...
. . .
...
cn1 cn2 . . . cnn


, (3.1)
onden é o número de seguidores eci j representa o custo para o i-ésimo seguidor alcançar a
j-ésima posição desejada. Logo, a i-ésima linha da matriz C é o vetor com os custos do i-ésimo
seguidor em relação a todas as posições desejadas. Nota-se também queC será sempre uma
matriz quadrada, pois paran seguidores devem existirn posições.
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Figura 3.13: Fluxograma simplificado da etapa de detecção das orientac¸ões iniciais.
Dentre as maneiras de se definir como calcular os custosci j , optou-se, neste trabalho, pelo
quadrado da distância euclidiana entre as coordenadas do i-ésimo seguidor e da j-ésima posição
desejada. O motivo pelo qual se trabalha com o quadrado das distâncias é evitar o cálculo
da raiz quadrada, procedimento computacionalmente custoso e totalmente desnecessário neste
caso.
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O próximo passo consiste em definir uma função que indiquequal a melhor configuração,
ou seja, dentre todas as possı́veis combinações seguidor-posição, qual deve ser adotada. Assim,
define-se a função de custoFc como o somatório den custos, cada um tomado em uma linha e
uma coluna deC diferentes de todos os demais. Cada combinação seguidor-posição possui uma,
e apenas uma, função de custo associada. Logo, paran seguidores, existemn! combinações e,
portanto, são necessáriasn! funções de custo.
Além disso, pode-se aproveitar a analogia com a energia despendida no deslocamento que
cada seguidor faria para alcançar uma determinada posiç˜ao e ompreender que, dentre todas as
combinações possı́veis, a configuração ideal é a que apresenta a menor energia associada.
Assim que forem definidos os pares seguidor-posição desejada, o lı́der inicia, finalmente,
a navegação. Para gerar os comandos necessários ao contrle da formação, como já se sabe,
é preciso estimar as posturas dos seguidores. Todavia, devido aos ruı́dos presentes na imagem
e a distorção causada pelo espelho curvo, estimar as posturas a cada nova imagem capturada
é impraticável. A solução proposta consiste em atualizar a postura do seguidor assim que este
apresentar um deslocamento considerado mı́nimo, reduzindo a sensibilidade aos ruı́dos.
Assim, o procedimento para estimar a postura de um seguidor ´e ividido em duas fases.
A primeira, estimativa de posição, é obtida diretamentedo processamento de uma imagem,
enquanto que a segunda, estimativa de orientação, é consguida de forma indireta, através de
um método que utiliza os resultados obtidos na primeira fase.
A estimativa de posição conta com o algoritmo de rastreamento (CAMSHIFT) que for-
nece, a cada imagem capturada, as posições relativas dos seguidores. Uma maneira de obter
a orientação pode ser encontrada em [34, 37]. Entretanto,op u-se pelo desenvolvimento de
um método mais simples, de menor custo computacional, baseado na geometria da trajetória
descrita pelo seguidor e suas velocidades linear e angular desejadas. Este método é aplicado
assim que o seguidor realiza o deslocamento mı́nimo (∆smin). A posição e a orientação recém
estimadas são usadas para atualizar a postura do seguidor.
Portanto, embora a posição seja estimada a cada nova imagem capturada, a postura só é
atualizada e repassada ao controlador após o deslocamentoı́nimo. Com isso, enquanto a
postura não é atualizada, os comandos de velocidade linear e angular permanecem constantes,
fazendo o seguidor descrever, no caso geral, uma circunferˆencia. A geometria da trajetória, para
o caso geral, pode ser vista na Figura 3.14.
Na Figura 3.14,P1(x1,y1) e P2(x2,y2) são, respectivamente, as posições anterior e atual
do seguidor.O(x0,y0) é o centro da circunferência descrita pelo robô, sendor o seu raio.∆s
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Figura 3.14: Geometria da trajetória descrita pelo seguidor enquanto sua postura não é
atualizada.
é a distância entreP1 e P2, d é a distância entreO e a retas que contémP1 e P2. t é a reta
que passa porP2 e O, θ é a metade do ânguloP1ÔP2 e α é a orientação atual do seguidor. O
objetivo é calcularα e, para isso, basta saber a inclinação da retat. Isto, por sua vez, exige o
conhecimento das coordenadasx0 e y0 do pontoO. Assim, a distância deO a P1 é dada pela
Equação 3.2.
(x0−x1)2 +(y0−y1)2 = r2 (3.2)
Da mesma forma, a distância deO aP2 é dada pela Equação 3.3.
(x0−x2)2 +(y0−y2)2 = r2 (3.3)
ComoO é equidistante deP1 e P2, o resultado da manipulação algébrica das Equações 3.2
e 3.3 é dado por:
x0 = Ay0−B, onde (3.4)
A =
y1−y2
x2−x1
para x2 6= x1
e
B =
1
2
[
(y1 +y2)(y1−y2)
x2−x1
−x1−x2
]
.
A retas pode ser descrita pela Equação 3.5.
y = msx+ ls, (3.5)
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ondems e ls são, respectivamente, os coeficientes angular e linear da reta, e podem ser determi-
nados por
ms =
y2−y1
x2−x1
e
ls = y2−msx2.
A distânciad pode ser determinada observando-se que
tanθ =
∆s
2
d
.
Logo,
d =
∆s
2tanθ
.
O ânguloθ pode ser calculado através da relação
2θ = ω ×∆t,
e, portanto,
θ =
ω ×∆t
2
, (3.6)
ondeω é a velocidade angular (constante) do seguidor e∆t ´ o tempo transcorrido para o
seguidor ir deP1 aP2. O próximo passo é relacionarx0 ey0 à distânciad. Para isso, foi utilizada
a expressão para calcular a distância entre um ponto e uma reta, obtendo-se
d =
|−msx0+y0− ls|√
m2s +1
. (3.7)
Substituindo 3.4 em 3.7 e isolandoy0 obtém-se
y0 =
|d|
√
m2s +1+ ls−msB
1−msA
. (3.8)
Observando quems = −A, a Equação 3.8 pode ser reescrita como
y0 =
|d|
√
A2+1+ ls+AB
1+A2
, (3.9)
eliminando-se a necessidade de calcularms. A inclinação da retat (mt ) é determinada por
mt =
y2−y0
x2−x0
.
Como a orientação do seguidor é perpendicular à retat, tem-se que
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tanα =
−1
mt
⇒ α = tan−1
(
x0−x2
y2−y0
)
.
Como as Equações 3.4 e 3.9 fornecem, juntas, dois possı́veis pontos,OeO′, o procedimento
para encontrarO é
1 - Calculard da seguinte forma:d = | ∆s2tanθ |
2 - Se(ω < 0 e x2 > x1) OU (ω > 0 e x2 < x1), d deve ser considerado negativo na
Equação 3.7.
Para o caso em quex2 = x1, basta verificar sey1 > y2. Se verdadeiro,α = −π2 ; se falso,
α = π2 .
Vale ressaltar que à medida queω → 0, d → ∞. Entretanto, esse caso foi tratado na
implementação do método, onde o valor deω ´ verificado antes de se aplicarem as equações
apresentadas acima.
Para validar o método proposto de estimativa de orientaç˜ao, foram realizados testes com
valores de 15, 10 e 5 cm para o deslocamento mı́nimo. Os melhores resultados foram obtidos
com 5 cm e, por isso, este foi o valor adotado para o deslocamento mı́ imo. Por outro lado,
estes testes iniciais serviram também para mostrar a necessidade de se aplicar uma filtragem aos
valores estimados de orientação. Em outras palavras, mesmo com a adoção do deslocamento
mı́nimo, a estimativa de orientação ainda é excessivamente ruidosa, como pode ser visto na
Figura 3.15-(a). Pode-se notar, também, que até a trajet´o ia descrita pelo seguidor é afetada,
tornando-se irregular (Figura 3.15-(b)). Isso acontece porque uma má estimativa da orientação
prejudica a estimativa da postura, gerando sinais de comando errôneos.
Este teste foi feito com apenas dois robôs: o lı́der, que permaneceu parado, e um seguidor.
As coordenadas da posição desejada para o seguidor sãoxd = −0.6 m eyd = 1.9 m.
Com o objetivo de reduzir o efeito desses ruı́dos, alguns filtros foram estudados, como
filtros polinomiais,α −β , Kalman e filtros adaptativos. Dentre eles, foi escolhido o Filtro de
Kalman, devido ao seu bom desempenho e relativa simplicidade. Esta última caracterı́stica
tem importante impacto no custo computacional, uma vez que afiltragem é executada a cada
atualização de postura.
Assim, novos testes foram feitos utilizando a filtragem da orientação calculada. Os resul-
tados podem ser observados na Figura 3.16. Em azul são exibidos os valores calculados e em
vermelho, os valores filtrados. Nota-se que a filtragem melhora significativamente a estimativa
da orientação.
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Figura 3.15: Teste sem filtragem. (a) Estimativa da orientação. (b) Trajetória descrita
pelo seguidor.
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Figura 3.16: Teste com filtragem. (a) Estimativa da orientação. (b) Trajetória descrita
pelo seguidor.
A Figura 3.16-(b) mostra a trajetória descrita pelo seguidor durante este último teste. Com-
parando-a com a apresentada na Figura 3.15-(b), percebe-seque a filtragem, ao melhorar a
estimativa da orientação (e, portanto, da postura), contribui para a geração de comandos mais
suaves, resultando em trajetórias mais suaves.
Por fim, é importante esclarecer o que provoca a má estimativa de orientação, mesmo com
filtragem, no final dos testes: à medida que o seguidor se aproxima da posição desejada, a sua
velocidade linear deve diminuir; ou seja, o comando de velocidade linear é proporcional ao erro
de posição. Entretanto, os motores utilizados nos robôsseguidores possuem grande redução,
o que lhes confere uma inércia relativamente alta. A velocidade linear de comando recebida
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pelo seguidor é convertida em um valor de PWM (Pulse Width Modulation) proporcional ao
módulo desta velocidade. A máxima velocidade corresponde a um valor de 100% para o PWM.
Um valor de PWM abaixo de 20% não é suficiente para acionar osmotores devido à inércia.
Assim, o robô tende a parar antes de alcançar a posição deseja a. Quando o valor do PWM
cai abaixo de 30%, o movimento do robô começa a se tornar irregular, não executando as
velocidades linear e angular corretamente. Por outro lado,o cálculo da orientação é baseado
no conhecimento da velocidade angular de comandoω (Equação 3.6), e não na velocidade
angular que está realmente sendo executada, fazendo com que o lı́der “se engane” a respeito
da verdadeira postura do seguidor e gere comandos indesejado . Entretanto, quando toda a
equipe estiver navegando, este problema irá desaparecer,pois o robô seguidor deverá estar em
movimento.
O fato do sistema de visão estar embarcado no lı́der tem a grande v ntagem de tornar a área
de navegação ilimitada, ou seja, o sistema de referêncianavega junto com a equipe. Porém, para
que a estimativa de orientação ocorra, é imprescindı́vel calcular o∆s de cada seguidor. Supondo
que um determinado seguidor já se encontre na postura deseja a, seu deslocamento na imagem
é nulo. Por outro lado, suas velocidades linear e angular n˜ao são necessariamente nulas. Fica
claro, então, que é preciso um meio de obter o∆s de cada seguidor com o lı́der em movimento.
Para determinar o deslocamento de um robô deve-se conheceras suas posições anterior e atual.
Como o sistema de coordenadas freqüentemente sofre translaç˜ o e rotação, uma transformação
precisa ser aplicada à última postura, para que esta seja corretamente representada no novo
sistema de referência. Desta forma, é possı́vel determina o∆s de cada seguidor.
A transformação a ser aplicada àposiç̃aode um seguidor é nada mais que uma transforma-
ção geométrica 2D. Como o lı́der possui, de um modo geral,velocidades angular e linear, ela é
a composição de uma rotação e de uma translação, conforme ilustra a Figura 3.17.
De acordo com a Figura 3.17-(c),γ é o ângulo de rotação, edxedysão as translações emx
e y, respectivamente. As coordenadas deP0 no sistemaS0 são(x0 y0)
T , como na Figura 3.17-
(a). Para o sistemaS1 (Figura 3.17-(b)), este ponto, agora chamado deP1, possui coordenadas
(x1 y1)
T . Assim, para obterP1 conhecendoP0, basta aplicar a transformação mostrada na
Equação 3.10.
P1 = R(−γ)T (−dx, −dy)P0 (3.10)
A Equação 3.10 pode ser reescrita em sua forma matricial, como na Equação 3.11.


x1
y1
1

=


cosγ −senγ 0
senγ cosγ 0
0 0 1




1 0 −dx
0 1 −dy
0 0 1




x0
y0
1

 (3.11)
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Figura 3.17: Efeito da composição de uma rotação e de uma translação de um sistema
de referência nas coordenadas de um ponto.
Assim, realizando as operações mostradas na Equação 3.11, é possı́vel conhecer a posição
anterior de um seguidor no novo sistema de coordenadas e, portanto, calcular o respectivo
deslocamento. Devido à geometria de projeção de um sistema omnidirecional, uma translação
deste sistema não provoca alteração na orientação dosseguidores. Entretanto, uma rotação
causa esse problema em toda a equipe. Este efeito está ilustr do na Figura 3.18.
Uma análise simples da Figura 3.18 mostra que após uma rotação do lı́der de um ânguloγ,
a nova orientação relativa de um seguidor,α1, será dada porα1 = α0− γ.
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Figura 3.18: Efeito da rotação do robô ĺıder na orientação relativa de um seguidor.
Assim, foi definida uma transformaçãoΛ responsável pela atualização da postura, ou seja,
atualiza tanto a posição quanto a orientação dos seguidores. Para isso, bastou uma pequena
alteração na Equação 3.11 que, após a manipulação algébrica, resulta na Equação 3.12. Para
tornar possı́veis as operações matriciais, as posturas no novo e no antigo sistema de coordena-
das,χ1 e χ0, foram representadas em coodenadas homogêneas porχ ′1 e χ
′
0.
χ ′1 = Λ
(
χ ′0,γ,dx,dy
)


x1
y1
1
α1


=


cosγ −senγ −dxcosγ −dysenγ 0
senγ cosγ dxsenγ −dycosγ 0
0 0 1 0
0 0 0 1




x0
y0
1
α0


−


0
0
0
γ


(3.12)
Desta forma, esta etapa é responsável por estimar as posturas dos seguidores mesmo com
toda a equipe em movimento, sendo, portanto, a etapa mais importante do processamento de
imagens. A Figura 3.19 apresenta o fluxograma simplificado relativo a esta etapa.
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Figura 3.19: Fluxograma simplificado da etapa de Rastreamento para Controle de
Formação.
3.3 Conclus̃oes
Este capı́tulo foi dedicado ao processamento das imagens omidirecionais, cuja função é
servir de realimentação para o controlador empregado. Para isso, foram utilizadas técnicas
largamente conhecidas na literatura, comobackground subtraction, dilatação, operações mor-
fológicas e segmentação por cores, além da biblioteca dprocessamento de imagens OpenCV.
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Ainda, novos algoritmos foram desenvolvidos, com o objetivo de aumentar a precisão e a robus-
tez das etapas envolvidas no referido processamento, tais como os algoritmos de determinação
das posições iniciais, filtragem dosblobse atualização das posturas dos seguidores com a equipe
navegando.
Além disso, técnicas de filtragem de dados, como os algoritm s RANSAC e Filtro de Kal-
man também foram empregadas, contribuindo de forma decisiva para um bom desempenho do
processamento das imagens omnidirecionais.
No próximo capı́tulo, serão mostrados e discutidos os experimentos realizados para validar
o controlador não linear. Também será possı́vel avaliaro comportamento deste controlador
mediante os problemas encontrados, como os já citados ruı́dos presentes na imagem, a distorção
causada pelo espelho e a má qualidade das leituras dosenc dersdo robô lı́der.
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4 Resultados Experimentais
4.1 Introdução
Para validar o controlador proposto, bem como os algoritmosde processamento de imagens
empregados, foram realizados experimentos com uma equipe formada por três robôs. O robô
com maior capacidade de processamento foi escolhido como l´ıder do grupo, enquanto os outros,
bem mais simples e baratos, ficaram como seguidores.
O robô utilizado como lı́der é o PIONEER 2-DX, equipado comu processador PENTIUM
MMX, de 233 MHz, 128 MB de memória RAM e fabricado pela ActivMedia Robotics. Além
de encodersnas rodas, este robô possui ainda uma câmara CCD Sony PTZ (Pan, Tilt, Zoom)
e oito sensores de ultra-som, como pode ser visto na Figura 4.1. Mais informações sobre o
PIONEER 2-DX podem ser encontradas em [56].
Figura 4.1: Robô PIONEER 2-DX usado como ĺıder da equipe.
Neste trabalho, osencodersforam utilizados apenas para a geração das figuras com as
trajetórias descritas pela equipe. A câmara Sony não foiusada, uma vez que o sistema de visão
foi construı́do com uma câmara modelo CCS-212 da Samsung e um espelho hiperbólico. Este
sistema já foi mostrado na Figura 2.2 e é, por conveniência, exibido também na Figura 4.2.
Uma das motivações deste projeto é a construção de uma equipe de robôs de baixo custo
para a realização de tarefas em cooperação. Estes foramc nstruı́dos no Laboratório de Automa-
ção Inteligente (LAI), ligado ao Departamento de Engenharia Elétrica da Universidade Federal
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Figura 4.2: Sistema omnidirecional montado sobre o robô ĺıder.
do Espı́rito Santo – UFES. A Figura 4.3 exibe um destes robôs. A Figura 4.3-(a) mostra, em
mais detalhes, o cartão colorido usado pelo algoritmo de segmentação de cores para estimar a
posição de cada seguidor. Este cartão é sustentado por uma estrutura de alumı́nio que serve
também para proteger o sistema embarcado (Figura 4.3-(b)). Trata-se de um sistema simples,
cuja finalidade é, através de umlink de comunicação com o lı́der, receber os comandos de
velocidades linear e angular desejadas e aplicar aos motores sinais de PWM para a execução
destas velocidades.
(a) (b)
Figura 4.3: Robô seguidor - (a) Cartão colorido usado para estimar suaposição e (b)
Hardwareembarcado.
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Este sistema roda no microcontrolador MSP430F149 da Texas Instruments [57, 58], que
possui 2 kB de memória RAM e 60 kB de memória FLASH. Além disso, sua CPU de 16 bits oti-
mizada para o uso de linguagens de programação como C, sua arquitetura RISC1 e o consumo
extremamente baixo de energia fazem deste dispositivo uma ferramenta muito interessante em
aplicações de robótica móvel. A Figura 4.4 exibe ohardwareque comporta o microcontrolador
e toda a eletrônica necessária à comunicação e acionamento dos motores. Ele foi desenvol-
vido em [59, 60], onde encontram-se a descrição funcionale os diagramas esquemáticos dos
módulos que o compõem.
Microcontrolador
MSP430F149
Pontes H
Interface Serial
Figura 4.4: Hardwareembarcado nos robôs seguidores e responsável pelo acionamento
dos motores.
4.2 Simulaç̃oes
Antes de dar inı́cio aos experimentos com os robôs, simulac¸ões foram realizadas com o
intuito de observar o comportamento do controlador mediante s várias formações e trajetórias
que a equipe pode descrever. Para isso, através da linguagem de programação C, foi desen-
volvido um simulador. Como não se dispõe do modelo dinâmico de cada robô seguidor, este
simulador considera apenas os efeitos do controlador na cinemática dos seguidores. Trata-se,
portanto, de um simulador simples, mas útil para um bom entendimento do controlador.
Várias simulações foram realizadas. Entretanto, serão mostradas e discutidas três delas,
por representarem as trajetórias mais comuns para navegac¸ão. São elas: trajetória retilı́nea,
circular e desvio de obstáculo. O passo das simulações foi de 380 ms, que é o tempo médio
1RISC significaReduced Instruction Set Computer, ou Computador com Conjunto de Instruções Reduzido.
Neste tipo de arquitetura, a CPU gasta apenas um ciclo de máquina para instruções que não provocam desvio na
execução do código, e dois ciclos para aquelas que provocam. Assim, mesmo programando em uma linguagem de
alto nı́vel, como C ou C++, tendo acesso ao código de montagem gerado (códigoAssembly), é possı́vel estimar em
quanto tempo uma determinada rotina é executada. Isso é fundamental para sistemas de tempo real, que possuem
grande aplicação no campo da robótica móvel.
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para a execução de um loop de controle, e os ganhos usados s˜ao mesmos dos experimentos
realizados.
O resultado da primeira simulação é exibido na Figura 4.5. Como pode ser visto, a trajetória
descrita é retilı́nea. A velocidade escolhida para o lı́der foi de 80 mm/s e esta simulação durou
100 segundos. A linha sólida central indica a trajetória descrita pelo lı́der, enquanto as outras
linhas sólidas de cor azul representam as trajetórias “reis” dos seguidores. As linhas tracejadas
mostram as trajetórias desejadas para os seguidores. Por fim, s triângulos vermelhos descrevem
como a equipe entra e mantém a formação desejada.
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Figura 4.5: Primeira simulação: trajetória retiĺınea com velocidade de 80 mm/s.
Nesta primeira simulação, as posições iniciais dos seguidores foram, em metros,x01 =
−1,0, y01 = −0,8, x02 = 0,8 e y02 = −0,2 sempre em relação ao lı́der. As posições deseja-
das eramxd1 = −0,25, yd1 = −0,25, xd2 = 0,25 eyd2 = −0,25, ou seja, a equipe forma um
triângulo isóceles, como mostra a Figura 4.5. A orientação do lı́der foi de 45o em relação ao
referencial absoluto, enquanto as orientações dos seguidores foram de 30o e 45o em relação
ao lı́der. Nota-se que a equipe entra em formação, embora um pequeno erro na coordenadax
possa ser observado. Isso acontece porque a função de saturação relativa à geração da veloci-
dade angular de referência,fα̃ (α̃i), tende a zero à medida que os erros tendem a zero. Assim,
o seguidor possui uma velocidade angular que é reduzida à medida que este se alinha com o
lı́der. Logo, sua capacidade de girar fica afetada e o erro emx se aproxima de zero de forma
mais lenta. Isso não quer dizer que os seguidores não entrarão em formação mas, como ficará
claro mais adiante, significa que o simulador, embora simples, retrata bem o comportamento
do controlador. Tudo isso pode ser visto na Figura 4.6. A Figura 4.6 - (a) mostra os erros de
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posição para o seguidor 1, onde o erro emx é representado pela linha azul e o erro emy pela
linha vermelha. A Figura 4.6 - (b) mostra os mesmos erros parao seguidor 2. A Figura 4.6
- (c) traz a evolução das orientações dos seguidores, azul p ra o seguidor 1 e vermelho para o
seguidor 2.
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Figura 4.6: Primeira simulação: (a) Erros de posição do seguidor 1,(b) Erros de
posição do seguidor 2 e (c) Orientações dos seguidores.
A segunda simulação objetivou verificar o comportamento do controlador para trajetórias
circulares. Neste caso, as velocidades linear e angular do lı́der foram 60 mm/s e 1,5o/s, respec-
tivamente. A Figura 4.7 traz o resultado desta segunda simulação para a trajetória. As posições
iniciais foramx01 = −0,7, y01 = 0,0, x02 = 0,5 e y02 = −0,9, enquanto as desejadas eram
xd1 = 0,0, yd1 = 0,7, xd2 = 0,0 eyd2 = −0,7, ou seja, a equipe deveria navegar em linha, com
um seguidor a frente do lı́der e outro atrás. A orientaçãoinicial do lı́der foi de 0o no referencial
absoluto, enquanto os seguidores partiram com orientações de 30o e 90o.
O triângulo vermelho torna-se praticamente uma linha reta, mostrando que a equipe entra
e mantém a formação desejada. Esta simulação durou 245segundos, o suficiente para que o
grupo descrevesse uma circunferência completa.
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Figura 4.7: Segunda simulação: trajetória circular com velocidadelinear de 60 mm/s e
angular de 1,5o/s.
Nota-se, ainda na Figura 4.7, que o lı́der descreve um cı́rculo de raio menor que aquele
descrito pelos seguidores. Isso já era esperado devido à ge metria tanto da formação escolhida
quanto da trajetória curva e fica claro observando-se a Figura 4.8 que mostra que, no caso desta
simulação, como os seguidores devem permanecer sobre o eixo y do referencial do lı́der (xd1 =
0,0 exd2 = 0,0), tem-ser i =
√
r2+y2i e, portanto, os raios que eles descrevem são maiores que
o do lı́der. A Figura 4.9 traz os resultados para os erros de posição e para as orientações dos
Figura 4.8: Geometria da formação desejada para a segunda simulação.
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seguidores nesta segunda simulação. Comparando com os enc ntrados na primeira, percebe-
se que os erros de posição são, agora, maiores. Isso ocorre devido tanto ao movimento de
rotação do lı́der quanto ao passo (380 ms) do simulador. O primeiro efeito pode ser visto da
seguinte forma: quando o lı́der gira, as posições desejadas bsolutas giram no sentido contrário,
inserindo erros em ambas as coordenadas dos seguidores no próximo passo de simulação. Isso
afeta também a orientação de referência: quanto maior opasso da simulação, maiores serão os
deslocamentos linear e angular do lı́der e, portanto, maiores serão os erros inseridos.
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Figura 4.9: Segunda simulação: (a) Erros de posição do seguidor 1, (b) Erros de
posição do seguidor 2 e (c) Orientações dos seguidores.
Como mostra a Figura 4.9 - (c), as orientações dos seguidores não estabilizam, desta vez,
em 90o. O motivo é que, para a trajetória ser circular, o seguidorque se encontra a frente do
lı́der deve ter orientação um pouco maior que 90o. Pela mesma razão, o seguidor que vai atrás
precisa ter um pouco menos de 90o em relação ao lı́der. Isso é justamente o que mostram as
Figuras 4.8 e 4.9 - (c).
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A terceira e última simulação aqui mostrada tratou de verifica o comportamento do con-
trolador para uma trajetória sinuosa, ou seja, onde há vari ção da velocidade angular, inclusive
com mudança de sinal. Essa trajetória aparece na Figura 4.10 e, como pode ser visto, simula a
situação onde a equipe deve desviar de um obstáculo sem perder a formação. Esta simulação
mostra que, a princı́pio, o controlador apresentará um bomdesempenho quando um algoritmo
de desvio for acrescentado. Na verdade, a equipe pode desviar de um certo obstáculo ao mesmo
tempo que entra em formação. Esta simulação durou 150 segundos e os seguidores estavam ini-
cialmente nas posiçõesx01 =−0,7,y01 =−0,8,x02 = 0,3 ey02 =−0,9. As posições desejadas
eramxd1 =−0,5, yd1 = −0,3, xd2 = 0,5 eyd2 = −0,3, mais uma vez um triângulo isóceles. A
orientação inicial do lı́der foi de 0o, enquanto os seguidores partiram com 135o e 120o.
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Figura 4.10: Terceira simulação: trajetória sinuosa com velocidadelinear de 60 mm/s.
Neste caso, entre os instantes1 = 10s e t2 = 100s, a velocidade angular do lı́der variou
obedecendo a uma função do tipo tangente hiperbólica, passando por zero emt = 55s. Os
valores de saturação foram -1,5o/s e +1,5o/s. Esta função é apresentada na Equação 4.1, onde
0,0262 rad/s = 1,5o/s.
fω l (t) = 0,0262tanh(0,2(55− t)) (4.1)
A função fω l (t) é a mesma utilizada nos Experimentos 4 e 5, que serão apresentados e
discutidos mais adiante. Para os intervalos 0≤ t < 10s e 100< t ≤ 150s, a velocidade angular
foi zero. Nota-se, na Figura 4.11, que é justamente logo ap´os os instantest1 = 10s, t = 55s
e t2 = 100s que perturbações são causadas no sistema. Isso mostra que a troca de sinal ou
mesmo uma variação brusca da velocidade angular tem um efeito muito similar ao de uma
perturbação no sistema. Obviamente, a situação proposta ne ta última simulação pode ocorrer
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com freqüência e o sistema de controle deve ser capaz de mant r a estabilidade nestas condições.
E é isto que mostram as Figuras 4.10 e 4.11. Portanto, emboraos erros apresentados sejam um
pouco maiores que nas simulações anteriores, pode-se dizer que a equipe entra e permanece em
formação, mesmo sofrendo perturbações.
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Figura 4.11: Terceira simulação: (a) Erros de posição do seguidor 1,(b) Erros de
posição do seguidor 2 e (c) Orientações dos seguidores.
4.3 Os Experimentos
Dentre os vários experimentos realizados, serão mostrads qui aqueles que apresentaram
resultados que permitem uma melhor discussão do comportamen o do controlador.́E impor-
tante dizer que as posições e orientações iniciais apresentadas nos experimentos a seguir cor-
respondem àquelas determinadas após as duas primeiras etap do processamento de imagens.
Além disso, assim como nas simulações, nas figuras que apresentam os erros de posição, a linha
azul representa o erro na coordenadax, enquanto o erro na coordenaday é mostrado pela linha
vermelha. Já nas figuras que mostram a evolução das orientações dos seguidores, a linha azul
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representa a orientação calculada com o algoritmo aqui desenvolvido e a linha vermelha o valor
filtrado desta orientação com o Filtro de Kalman. Ainda, também como nas simulações, todas
as coordenadas de posição e os valores dos erros são dadosem metros.
Nos primeiros experimentos, cada seguidor era identificadopor uma cor diferente, como
mostrado na Figura 3.12. Os objetivos destes primeiros experimentos foram:
1. Determinar os melhores ganhos para o controlador, ou seja, refinar o controle.
2. Encontrar as cores que resultam em uma melhor segmentaç˜ao de cores, melhorando a
estimativa de postura.
Embora não exista restrição teórica quanto às cores qupodem ser usadas para identificar os
seguidores, a cor laranja apresentou os melhores resultados. Assim, ela foi utilizada em ambos
os seguidores em todos os experimentos subseqüentes. Comoa detecção da cor do seguidor
é feita de maneira automática, nenhuma alteração no código foi necessária. Entretanto, como
a mesma cor foi usada nos dois seguidores, tomou-se o cuidadode evitar que um seguidor
passasse muito próximo do outro, pois isto confundiria o alg ritmo de segmentação de cores.
Como foi dito no inı́cio desta seção, serão apresentadose di cutidos os experimentos cu-
jos resultados permitem uma melhor discussão do comportamento do controlador. Estes estão
numerados de 1 a 5 e serão detalhados a seguir.
4.3.1 O Experimento 1
Neste primeiro experimento, o lı́der desenvolveu uma trajetória retilı́nea com velocidade
constante e igual a 60 mm/s. As posições iniciais foram estimadas emx01 =−0,5, y01 =−0,4,
x02 = 0,35 e y02 = −0,5. As posições desejadas escolhidas foramxd1 = −0,6, yd1 = 0,3,
xd2 = 0,6 eyd2 = 0,3, ou seja, um triângulo isóceles, mas com os seguidores àf nte do lı́der.
As orientações iniciais dos seguidores em relação ao l´ıder eram de aproximadamente 135o para
o seguidor 1 e 60o para o seguidor 2. A duração deste experimento foi de aproximadamente 150
segundos.
A Figura 4.12 mostra os resultados deste experimento para o seguidor 1. Nota-se que, após
a oscilação inicial, o erro emx fica limitado a 10 cm. Esta oscilação ocorre principalmente
devido ao deslocamento mı́nimo necessário à atualizaç˜o da postura, que se traduz como um
atraso inserido no controlador. Em outras palavras, até que a postura seja atualizada, os mesmos
comandos de velocidade continuam sendo gerados. Quando a postura finalmente é atualizada,
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pode ser tarde para evitar que o seguidor passe pela posição desejada, uma vez que os robôs
possuem inércia e não respondem instantaneamente aos comand s de velocidade de referência.
A semelhança observada entre os gráficos da orientação edo erro emx não é coincidência.
Isso acontece porque, quando seguidor e lı́der se deslocam no mesmo sentido e a orientação
daquele é menor do que a de referência, o controlador gera um sinal para que este robô gire no
sentido anti-horário, aumentando sua orientação e reduzin o a componentex da sua velocidade.
Este processo pode ocorrer de forma inversa se a relação entre as orientações do seguidor e de
referência forem contrárias. Assim, a coordenadax tende a reduzir com o aumento da orientação
e a aumentar com a redução desta. Este fato, aliado ao atrasna tualização da postura, contribui
para a semelhança entre o erro emx e a orientação do seguidor.
Como a componentey da velocidade não sofre influência direta da orientaçãodo seguidor,
o erro emy, embora inicialmente grande, não sofre oscilação.
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Figura 4.12: Experimento 1: (a) Erros de posição e (b) Orientação do seguidor 1.
Os resultados obtidos para o seguidor 2 são mostrados na Figura 4.13. Mais uma vez, os
erros de posição ficam limitados a 10 cm e a orientação em torno de 90o. Percebe-se, porém,
que o erro emx do seguidor 2 sofre oscilação menor que para o seguidor 1. Por outro lado, o
erro emy apresenta uma variação maior, não ficando tão próximo de zero como ficou para o
seguidor 1.
Neste ponto, vale chamar a atenção para as Figuras 4.12 - (b) e 4.13 - (b) e notar a
contribuição do Filtro de Kalman: as orientações calcul das (azul), devido ao ruı́do nas ima-
gens, possuem variação média de aproximadamente 20o. Após a aplicação do filtro, ela caiu
para menos de 10o, ajudando o controlador a gerar comandos de referência mais su ves.
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Figura 4.13: Experimento 1: (a) Erros de posição e (b) Orientação do seguidor 2.
Observando as Figuras 4.12 - (a) e 4.13 - (a) pode-se ver que, embora os erros emx estejam
limitados em 10 cm, os erros emy não passam dos 5 cm, garantindo a formação desejada. Isso
pode ser comprovado através da Figura 4.14, que exibe a trajetóri descrita pela equipe neste
primeiro experimento.
Embora a intenção fosse descrever uma trajetória retil´ın a, nota-se claramente que o lı́der
realiza uma trajetória levemente curva. Isso não é devido ao erro tı́pico de odometria, pois
o robô Pioneer 2-DX usado como lı́der realmente executa umatrajetória curva mesmo se sua
velocidade angular for escolhida como zero. Trata-se de um defeito no eixo da roda esquerda
que afeta a leitura do respectivoencoder, provocando um pequeno erro no sinal de velocidade
que é aplicado a esta roda.
Outro detalhe importante: a leitura das velocidades lineare angular do Pioneer 2-DX, pro-
venientes dos seusencoders, é (bastante) ruidosa, desencorajando sua utilização nas equações
do controlador. Dessa forma, optou-se por considerar que o lı́der executa exatamente as velo-
cidades que lhe foram aplicadas. Esta simplificação afetao controlador, pois irá gerar sinais
de comando usando valores de velocidades do lı́der que não correspondem à realidade. Mesmo
assim, a equipe entra e permanece na formação desejada, mostrand o bom desempenho do
controlador diante de uma situação não considerada no moment de sua concepção.
Estes inconvenientes estarão presentes em todos os experimentos, embora fiquem mais evi-
dentes nos dois primeiros, onde a trajetória é retilı́nea.
Embora a leitura dosencodersdo lı́der não tenha sido usada para a geração dos sinais de
controle, os valores de posição foram armazenados durante os experimentos para a produção
das figuras que exibem a trajetória descrita pela equipe. Uma vez conhecidas a posição absoluta
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Figura 4.14: Experimento 1: trajetória descrita pela equipe.
do lı́der e as posições relativas dos seguidores, é poss´ıvel reconstruir a trajetória de cada robô
do grupo, como mostra a Figura 4.14.
4.3.2 O Experimento 2
Como já foi adiantado, neste experimento o lı́der também dsenvolveu trajetória retilı́nea,
mas agora com velocidade de 80 mm/s e uma nova formação, comos seguidores indo atrás
do lı́der, assim como na primeira simulação. As posições iniciais foram aproximadamente
x01 = −0,45, y01 = −0,4, x02 = 0,4 e y02 = −0,1. As posições desejadas eramxd1 = −0,4,
yd1 = −0,5, xd2 = 0,4 eyd2 = −0,5 e os seguidores apresentaram orientações iniciais de 120o
e 85o. O experimento durou em torno de 130 segundos.
Como as coordenadasy iniciais eram maiores do que as desejadas, ambos os seguidores
iniciam seus movimentos com velocidade linear negativa, ouseja, recuando. O seguidor 1 não
tarda em inverter seu movimento, pois sua posição desejada logo passa à sua frente. O seguidor
2, por apresentar uma diferença maior entre os valores deseja o atual da coordenaday, pára
e assim permanece por alguns instantes. Isso é o reflexo da soma da velocidade de formação
de referência,̇ξ f r , com a velocidade de compensação do movimento do lı́der,ξ̇l (ver Equação
2.82). Estas velocidades têm sentidos opostos e o tempo em que o seguidor permaneceu parado
2Neste caso,̇ξω = 0, pois a velocidade angular do lı́der é zero.
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corresponde ao tempo onde a diferença entre elas não foi o bastante para que o controlador
gerasse um sinal de comando suficiente para mover o seguidor.Este comportamento já era
esperado e é uma caracterı́stica positiva do controlador.
A Figura 4.15 exibe os resultados para o seguidor 1 neste experimento.É fácil notar que os
erros de posição foram, desta vez, maiores que no primeiroexperimento, ultrapassando os 10
cm em alguns momentos. Por outro lado, a estimativa de orientação se mostrou consideravel-
mente superior em relação ao caso anterior. Como a realimentação do controlador é visual, o
motivo destas diferenças está na imagem. A região do espelho onde os seguidores são refletidos
influencia a qualidade das estimativas de posição e orientação dos seguidores.
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Figura 4.15: Experimento 2: (a) Erros de posição e (b) Orientação do seguidor 1.
Para o seguidor 2, os resultados são mostrados na Figura 4.16. Assim como para o seguidor
1, os erros de posição aumentaram, mas a estimativa de orientação foi melhorada.
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Figura 4.16: Experimento 2: (a) Erros de posição e (b) Orientação do seguidor 2.
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Outra diferença em relação ao primeiro experimento est´a na oscilação inicial do erro em
y, agora presente. Entretanto, o motivo é, mais uma vez, o atraso na atualização da postura.
Como os seguidores partem com velocidade linear negativa e olı́d r com velocidade linear po-
sitiva, as coordenadasy desejadas são rapidamente alcançadas, tanto que os seguidor s chegam
a parar. Devido ao atraso na atualização das posturas, o erro já alcança um valor tal que resulta
na geração de uma velocidade linear de referência alta. Com isso, os seguidores aceleram até
próximo de sua velocidade linear máxima, assim permanecendo até que a postura seja nova-
mente atualizada. Este processo ocorre apenas no inı́cio danavegação, onde os erros iniciais
são, em geral, grandes, provocando a geração de velocidades de referência com valores mais
altos.
A trajetória descrita pelo grupo é exibida na Figura 4.17.Mais uma vez, esta trajetória não
é bem uma reta, mas é possı́vel ver que o grupo entra rapidamente em formação, mantendo-a
até o final do experimento.
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Figura 4.17: Experimento 2: trajetória descrita pela equipe.
4.3.3 O Experimento 3
Neste experimento, a trajetória descrita foi uma circunferência, pois o lı́der possuı́a velo-
cidade linear de 60 mm/s e angular de 1,5o/s, ambas constantes. O raio previsto para esta
circunferência foi de 2,3 m, embora o observado tenha ficadomai r, cerca de 3,7 m. Isso
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ocorre devido ao problema no eixo da roda esquerda citado anteriormente. Os seguidores fo-
ram inicialmente detectados nas posições dadas, aproximada ente, porx01 = −0,7, y01 = 0,0,
x02 = 0,0 ey02 =−0,9. Como posições desejadas, escolheu-sexd1 = 0,0, yd1 = 0,7, xd2 = 0,0
eyd2 =−0,7, ou seja, os mesmos valores usados na segunda simulação.Isso permite comparar
melhor os resultados teóricos, obtidos na simulação, com os práticos, obtidos no experimento.
Neste caso, os dois seguidores iniciaram a navegação com cerca de 85o em relação ao lı́der.
Este experimento durou mais do que o esperado, cerca de 410 segundos (ou 6 minutos e 50
segundos), devido ao aumento no raio da trajetória descrita. Os resultados são compatı́veis com
aqueles obtidos na segunda simulação. Isso pode ser vistoob ervando-se as Figuras 4.18 - (a)
e 4.19 - (a) e comparando-as com as Figuras 4.9 - (a) e (b).
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Figura 4.18: Experimento 3: (a) Erros de posição e (b) Orientação do seguidor 1.
Para uma comparação mais criteriosa entre os resultados experimentais e os obtidos com
simulação, foram medidos a média e o erro quadrático médio dos erros de posição de cada
seguidor, tanto na simulação quanto no experimento. Essas medidas foram feitas a partir do
momento em que o erro emx ou emy se torna menor do que 10 cm. Dessa forma, não são
considerados os erros iniciais de posição acima de 10 cm que, além de serem normalmente
grandes e prejudicarem a comparação desejada, são diferentes na simulação e no experimento.
As Tabelas 4.1 e 4.2 mostram os valores medidos. Nota-se que,para ambos os seguidores, a
média obtida na primeira situação é maior, em módulo, do que a obtida no segundo caso. O erro
quadrático médio relativo ao erro emx também se mostrou maior na simulação, independente
do robô. Apenas o erro quadrático médio relativo ao erro em y foi maior no experimento e isso
ocorre devido ao ruı́do de medição, facilmente observadonas Figuras 4.18 - (a) e 4.19 - (a).
Vale a pena chamar a atenção para a escala da Figura 4.19 - (a), que é de 5 e não 10 cm.
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Figura 4.19: Experimento 3: (a) Erros de posição e (b) Orientação do seguidor 2.
Média Erro Quadrático Médio
(cm)
(
cm2
)
Seguidor 1 erro x -3,98 17,15
erro y -0,9 1,18
Seguidor 2 erro x -7,42 114,1
erro y 0,9 1,06
Tabela 4.1:Média e erro quadrático médio relativos à simulação 2.
Média Erro Quadrático Médio
(cm)
(
cm2
)
Seguidor 1 erro x -2,34 10,93
erro y -0,37 2,09
Seguidor 2 erro x 1,38 8,37
erro y -0,66 2,20
Tabela 4.2:Média e erro quadrático médio relativos ao experimento 3.
Neste ponto, é interessante fazer uma análise do pico negativo do erro emx do seguidor 2 –
Figura 4.19 - (a) – quando transcorridos cerca de 60 segundosde experimento. Isso aconteceu
porque o cabo de alimentação deste seguidor se prendeu momentaneamente, prejudicando seu
movimento. Porém, tão logo o cabo se soltou, o controladorconduziu este seguidor de volta
à formação desejada. Esse fato mostra a robustez do controle adotado, pois mesmo sofrendo a
ação de perturbações mais fortes que os ruı́dos de medic¸ão, foi capaz de alcançar a formação
desejada.
A trajetória descrita neste experimento é exibida na Figura 4.20. Como a velocidade an-
gular do lı́der é positiva, o sentido do movimento da equipeé o anti-horário. Nota-se que os
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robôs rapidamente entram em formação, pois o segundo triângulo desenhado (vermelho) mais
se assemelha a uma reta do que a um triângulo. O mesmo vale paros triângulos seguintes,
mostrando que a equipe mantém a formação até o fim do experimento. Este resultado foi o
mesmo obtido na simulação 2.
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Figura 4.20: Experimento 3: trajetória descrita pela equipe.
Aproveitando as comparações entre os erros de posição,pode-se fazer o mesmo entre as
orientações obtidas neste experimento e na respectiva simulação: neste último caso, elas são
facilmente determinadas por tornarem-se constantes assimque a equipe entra em formação,
da mesma forma que ocorre com os erros de posição. As orientações em regime estacionário
foram, aproximadamente, de 107o para o seguidor 1 e 73o para o seguidor 2, conforme Figura
4.9 - (c).
Os valores médios dos resultados experimentais ficaram em 99,68o para o seguidor 1 e
80,80o para o seguidor 2 (Figuras 4.18 - (b) e 4.19 - (b)). Percebe-seque, no experimento, as
orientações são mais próximas de 90o e que as diferenças entre os resultados experimentais e
simulados estão em torno de 7o, independente do robô. Essa diferença é fruto do raio (maior)
descrito no experimento. Quanto maior o raio, menor será a curvatura da trajetória, fazendo
com que os seguidores fiquem mais alinhados com o lı́der.
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4.3.4 O Experimento 4
Neste experimento, o objetivo foi verificar o comportamentodo controlador quando a tra-
jetória é sinuosa, mesma situação da terceira simulação. Entretanto, há uma diferença na
formação escolhida. Neste caso, os seguidores devem ir àfrente do lı́der, com posições de-
sejadas iguais axd1 = −0,6, yd1 = 0,3, xd2 = 0,6 e yd2 = 0,3. As posições iniciais foram,
aproximadamente, iguais ax01 = −0,45, y01 = −0,45, x02 = 0,3 ey02 = −0,5. O seguidor 1
partiu com uma orientação próxima de 105o, enquanto o seguidor 2 iniciou seu movimento com
cerca de 65o em relação ao lı́der. O experimento completo durou pouco mais de 150 segundos,
sendo os primeiros 20 segundos destinados à determinação d s posturas iniciais dos seguidores.
Assim como na simulação 3, a velocidade angular do lı́der foi zero nos primeiros 10 segundos
de navegação, igual afω l (t) no intervalo 10≤ t ≤ 100s, voltando a zero nos segundos restantes.
A Figura 4.21 exibe os comportamentos dos erros de posiçãoe da orientação do seguidor
1 durante este experimento. Nota-se que os maiores erros de posição acontecem pouco antes
dos 100 segundos de navegação, onde a velocidade angular do lı́der está atingindo seu valor
máximo, +1,5o/s: como este seguidor está à sua esquerda, precisa aumentr a velocidade linear
para manter a formação, dificultando o controle de sua postura. O mesmo não é observado
no trecho onde o lı́der inicia o movimento de rotação, ou seja, logo após os 10 segundos de
navegação, pois como o seguidor 1 está à esquerda (por dentro da curva, neste trecho), sua
velocidade linear é menor, o que facilita seu controle.
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Figura 4.21: Experimento 4: (a) Erros de posição e (b) Orientação do seguidor 1.
A orientação do seguidor 1 apresentou, durante este experimento, mais oscilação do que
nos anteriores. Isso já foi previsto pela simulação 3 (Figura 4.11 - (c)) e ocorre devido ao tipo
de trajetória executada, onde as orientações tanto dos seguidores quanto do lı́der estão variando
no tempo.
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A Figura 4.22 traz os resultados para o segundo robô seguidor. Nota-se que, como para o
primeiro seguidor, os erros de posição são maiores que nos casos anteriores.
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Figura 4.22: Experimento 4: (a) Erros de posição e (b) Orientação do seguidor 2.
Entretanto, neste caso, os maiores erros acontecem quando olı́der inicia o movimento ro-
tatório, girando à esquerda. Como este seguidor se encontra à sua direita, deve acelerar até
obter uma velocidade linear superior, o que dificulta o controle de sua postura. Assim que a
velocidade angular do lı́der troca de sinal e este passa a girr no sentido horário, o seguidor 2
alcança a formação desejada, reduzindo seus erros de posição a valores aceitáveis.
Da mesma forma que na orientação do seguidor 1, o seguidor 2apresenta oscilações signi-
ficativas. Isso acontece pelo mesmo motivo, ou seja, devido `a trajetória descrita.
A Figura 4.23 exibe esta trajetória, onde é possı́vel perceber que o lı́der gira mais à direita
do que à esquerda. Isso não corresponde ao desejado, uma vez que a funçãofω l (t) envia sinais
que variam desde +1,5o/s a -1,5o/s, passando por zero justamente no centro do intervalo onde
é válida. A razão para a execução desta trajetória, e n˜ o da desejada, está (mais uma vez) no
erro de leitura dosencodersda roda esquerda do lı́der. Claramente, isso afeta o desempenho
do sistema, pois o valor da velocidade angular do lı́der usado n s equações do controlador é
exatamente aquele determinado porfω l (t), e que não corresponde ao valor real executado. Por
outro lado, isso mostra que, mesmo assim, o controlador é capaz de conduzir os seguidores à
formação desejada.
4.3.5 O Experimento 5
Os resultados apresentados pelo Experimento 4 foram considerados satisfatórios. Porém,
decidiu-se pela realização de mais um experimento para verificar se os resultados seriam os
mesmos caso os seguidores navegassem atrás do lı́der, comona simulação 3.
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Figura 4.23: Experimento 4: trajetória descrita pela equipe.
Assim, neste experimento, as posições desejadas foramxd1 =−0,5, yd1 =−0,3, xd2 = 0,5
e yd2 = −0,3. Os seguidores foram inicialmente detectados nas posiç˜oesx01 = −0,4, y01 =
−0,8, x02 = 0,25 ey02 = −0,85, aproximadamente. A orientação inicial do seguidor 1 foi
cerca de 105o, enquanto o seguidor 2 partiu com uma orientação de 80o. Este experimento
durou cerca de 160 segundos, pouco mais do que o experimento anterior.
Além de observar o comportamento do controlador para uma formação diferente, outro
teste também foi feito neste experimento, que consiste em verificar a robustez da detecção das
posições iniciais que, como se sabe, é baseada na segmentação de movimento. Para isso, duas
pessoas permaneceram caminhando próximas ao lı́der localizava os seguidores, com o cuidado
de não obstruir a visão de nenhum deles. O resultado obtidofoi a detecção correta das posições
dos robôs, sem nenhum ônus para o desempenho das etapas seguinte , mostrando que esta fase
do processamento de imagens é, como já foi afirmado, suficientemente robusta para o problema
abordado.
Os resultados obtidos para o seguidor 1 neste experimento s˜ao ilu trados pela Figura 4.24.É
fácil perceber que a mudança na formação desejada contribuiu para reduzir os erros de posição,
agora limitados em pouco mais de 10 cm. Por outro lado, a orientação do seguidor 1 não
apresentou redução significativa de oscilação se observada a obtida no experimento anterior,
como mostra a comparação entre as Figuras 4.21 - (b) e 4.24 -(b).
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Figura 4.24: Experimento 5: (a) Erros de posição e (b) Orientação do seguidor 1.
A Figura 4.25 traz os resultados obtidos para o seguidor 2. Como pode ser visto, os erros
de posição deste também foram reduzidos com a alteração na formação desejada, ficando igual-
mente limitados em pouco mais de 10 cm. Assim como no caso do primeiro seguidor, não se
observou redução significativa na oscilação de sua orientação.
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Figura 4.25: Experimento 5: (a) Erros de posição e (b) Orientação do seguidor 2.
Para comprovar a melhoria obtida no desempenho do controlado , basta comparar as Figu-
ras 4.23 e 4.26. Nota-se que neste último experimento cada seguidor navega mais próximo de
sua trajetória desejada, principalmente o segundo robô.
Nestes dois últimos experimentos, a equipe entra rapidamente em formação e, mesmo com
as mudanças na velocidade angular do lı́der, a mantém atéo fim. Entretanto, durante a realização
destes, observou-se que no Experimento 5 os seguidores executaram movimentos mais suaves,
tornando a navegação mais segura e econômica. Assim, os dois últimos resultados, juntamente
com aqueles obtidos nos Experimentos 1 e 2, sugerem que o contr lador tem seu desempenho
levemente afetado pela formação escolhida, pricipalmente no que tange aos erros de posição.
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Figura 4.26: Experimento 5: trajetória descrita pela equipe.
4.4 Conclus̃oes
Este capı́tulo apresentou a equipe de robôs utilizada neste trabalho, as simulações feitas e
principalmente os resultados obtidos em cada um dos 5 experimentos mostrados, que foram não
apenas apresentados, mas discutidos e justificados.
Como visto na simulação 3, mudanças na velocidade angular do lı́der têm um efeito se-
melhante a uma perturbação no sistema. Isso pôde ser comprovado nos Experimentos 4 e 5.
Mesmo assim, a equipe entrou e manteve a formação desejada.
Os erros observados têm origem em uma série de fatores, como:
• imagem ruidosa;
• baixa resolução da câmara aliada à pequena área útil da imagem;
• trepidação do robô lı́der quando em movimento, que faz o sistema de visão balançar;
• baixa qualidade dosencodersdo PIONEER 2-DX, que resulta em velocidades reais dife-
rentes daquelas consideradas no controlador;
• o alinhamento manual, portanto, impreciso, entre o espelho, a câmara e o PIONEER
2-DX.
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Como pode ser visto, a maioria destes fatores está associada aohardwaredisponı́vel. A
aquisição de equipamentos de melhor qualidade pode reduzi significativamente estes efeitos
no desempenho do sistema de controle.
Outro ponto que merece atenção é o fato de que os erros emy foram significativamente
menores do que aqueles ocorridos emx, o que é mostrado em todos os gráficos apresentados.
Isso faz dos erros emx os responsáveis pelos maiores erros registrados. A explicação para isso
está no método usado para estimar a postura dos seguidores. C mo apenas uma cor foi utilizada
para identificar cada seguidor (devido às limitações impostas pela câmara e pelo espelho), é ne-
cessário que este apresente um deslocamento mı́nimo antesde ter sua postura atualizada. Dado
que o movimento predominante é na direçãoy (para frente), a componente da velocidade de um
seguidor nesta direção sofre menos influência da orientação ` medida que entra em formação.
Por outro lado, a componentex da velocidade de um seguidor é diretamente afetada pela sua
orientação. Como a postura (e, portanto, a orientação)só é atualizada após o deslocamento
mı́nimo, esta componente da velocidade (e, logo, o erro emx) torna-se mais difı́cil de controlar.
Observando o comportamento dos erros emx e y obtidos do ponto de vista do controlador,
pode-se dizer que, devido à imprecisão das estimativas depostura dos seguidores, os sinais de
controle gerados não conseguem fazer com que‖η (t)‖ e ‖α̃ (t)‖ tendam exatamente a zero,
como previsto na prova de estabilidade. Porém, como os errona estimativa de postura são
limitados, os erros nos sinais de controle também o são. Logo, s erros emx, y e α de cada
seguidor são, também, limitados.
Em todos os casos, a equipe alcançou e manteve a formação deseja a até o fim do respectivo
experimento. Mesmo na presença de fatores que prejudicam odesempenho do controlador,
como os cabos de alimentação e comunicação, que afetam adinâmica dos robôs, os ruı́dos na
imagem, a baixa resolução da câmara e a pequena área útil d imagem, os maiores erros de
posição não chegaram a atingir 20 cm, ficando, na maior parte do tempo, limitados a 10 cm.
O próximo capı́tulo encerra esta Dissertação apresentando uma discussão geral sobre o
trabalho aqui desenvolvido, assim como as principais contribuições, dificuldades e trabalhos
futuros.
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5 Conclus̃oes
Neste trabalho, foi apresentada uma estratégia de controle de formação de um grupo de
robôs móveis baseada em visão omnidirecional e controlenão linear.
Uma das motivações deste projeto foi a construção de um gr po de robôs de baixo custo
para a realização de tarefas através de cooperação. Como se sabe, quanto maior a capacidade de
processamento e a quantidade de sensores embarcados, maioro custo associado. Isso motivou
a adoção da arquitetura de controle centralizado, pois permite que o processamento e a tomada
de decisão sejam concentrados em apenas um robô da equipe,aum ntando o custo deste, mas
reduzindo o do restante da equipe. Sem dúvida, uma arquitetura de controle descentralizado
bem projetada é mais robusta que a arquitetura aqui adotada. Entretanto, isso exige que os
integrantes da equipe sejam equipados com sensores e capacidade de processamento adequados,
aumentando seu custo.
Assim, a equipe de robôs utilizada é composta por um lı́derdotado de maior capacidade de
processamento e sensores. Os outros integrantes são robôs celulares equipados apenas com um
microcontrolador e os dispositivos necessários para o acion mento dos motores.
O controle de formação é conseguido através da teoria decontrole não linear e das técnicas
de processamento digital de imagens. Para coordenar a formação do grupo, o lı́der utiliza um
controlador não linear estável responsável por gerar oscomandos necessários para que os se-
guidores entrem em formação e, ao mesmo tempo, acompanhemo movimento do lı́der. Para
isso, este controlador é dividido em dois sub-controladores. O primeiro deles, chamado Contro-
lador de Formação, foi projetado com o objetivo de conduzir os seguidores à postura desejada
considerando apenas o erro de formação, desprezando as velocidades linear e angular do lı́der,
caso existam. O segundo sub-controlador, o Controlador de Compensação, visa adicionar à
velocidade de referência gerada pelo Controlador de Formação s compensações necessárias
para os seguidores acompanharem o lı́der. A estabilidade decada um dos sub-controladores foi
provada usando o Método de Lyapunov.
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A realimentação do controlador foi feita através do processamento das imagens captura-
das por um sistema de visão omnidirecional. A vantagem destas imagens é que elas fornecem
360o de campo visual horizontal e permitem que o lı́der estime a posiçã de todos os seguido-
res com apenas uma imagem. Neste trabalho, estas imagens foram c nseguidas por meio do
acoplamento de uma câmara de vı́deo convencional e um espelho hiperbólico, ou seja, sem a
necessidade de usar câmaras ou lentes especiais.
O processamento das imagens foi dividido em três etapas princi a s. A primeira delas é
responsável pela detecção das posições iniciais dos seguidores. Isso é necessário porque o
lı́der não sabe, inicialmente, onde estão os outros integrantes do grupo. A detecção da cor
de cada seguidor é feita de forma automática. Logo, é possı́vel trocar a cor de um robô ou
mesmo substitui-lo por outro de cor diferente entre um experimento e outro sem a necessidade
de alteração no código fonte. Técnicas de processamento digi al de imagens, comobackground
subtraction, operações lógicas e morfológicas, juntamente com o alg ritmo de filtragem de
blobsaqui desenvolvido, foram empregados para a implementação desta etapa.
A etapa seguinte tem a tarefa de estimar, através do uso dos algoritmos CAMSHIFT, RAN-
SAC e Mı́nimos Quadrados, a orientação de cada robô seguidor para, enfim, determinar sua
postura inicial.
Uma vez iniciada a navegação, entra em cena a última e maisi portante etapa do processa-
mento das imagens, que consiste no rastreamento contı́nuo dos r bôs celulares e é responsável
por fornecer ao controlador as estimativas da postura de cada um dos seguidores, ou seja, realiza
a realimentação do controlador.
Para a validação do controlador proposto, simulações eexp rimentos com robôs reais fo-
ram realizados com o objetivo de estudar o comportamento do controlador para diferentes
configurações, embora não levem em conta a dinâmica de cada robô.
Os resultados obtidos nos experimentos realizados com os robˆ mostram um desempenho
satisfatório para o sistemacontrolador + processamento de imagensproposto. A etapa de
detecção das posições iniciais se mostrou confiável também em ambientes com iluminação
irregular, piso reflexivo e movimento de pessoas. O mesmo se pod afirmar das etapas de
detecção das orientações iniciais e de rastreamento para navegação. Assim como no caso das
simulações, diferentes configurações foram impostas.Em todos os casos, a equipe foi capaz
de entrar e manter a formação desejada. Os erros de posiç˜ao ficaram, na maioria dos casos,
limitados a 10 cm. Entretanto, dependendo da formação e datrajetória descrita pelo grupo, foi
necessário ajustar os ganhos do controlador. Além disso,e es ganhos não são os mesmos para
os dois seguidores, uma vez que estes não são idênticos.
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O controlador e o processamento de imagens aqui propostos permitem que vários robôs
seguidores sejam usados. A principal limitação está no campo visual do lı́der, já que é difı́cil
estimar a postura de um robô muito distante. Obviamente, umnú ero excessivo de seguidores
complica o controle de formação, pois a possibilidade de colisão aumenta consideravelmente.
Este sistema pode ainda ser utilizado em aplicações que exig m uma grande quantidade
(dezenas ou centenas) de robôs. Para isso, os robôs seriamdiv didos em várias equipes con-
tendo, cada uma delas, um lı́der. Isso permite que os benefı́cios das arquiteturas de controle
centralizado e descentralizado sejam aproveitados ao mesmo t mpo. Enquanto cada equipe tra-
balha com controle centralizado, a coordenação entre as equipes pode ser feita através de uma
abordagem de controle descentralizado. Inclusive, no casode uma falha de um dos lı́deres, seus
seguidores podem ser “adotados” por uma equipe vizinha, garntindo mais robustez ao sistema
como um todo.
5.1 Contribuições deste Trabalho
Na seção anterior foi feita uma discussão geral sobre o desenvolvimento, a implementação e
os testes do trabalho realizado nesta Dissertação de Mestrado. Apenas com o intuito de ressaltar
as suas principais contribuições, as mesmas serão resumidas a seguir:
• O controlador não linear de formação baseado em visão (princi al contribuição);
• As metodologias para as estimativas das posturas iniciais eda orientações de robôs ce-
lulares identificados por apenas uma cor;
• Área de trabalho ilimitada, já que o sistema de visão estámbarcado no robô lı́der e este
pode se deslocar com o grupo para diferentes locais;
É importante lembrar que, como mencionado no Capı́tulo 2, asprimeiras equações do con-
trolador foram propostas em [35]. Neste trabalho, elas foram adaptadas para proporcionar tanto
maior controle sobre os parâmetros que influenciam o comportamento do controlador quanto a
geração de sinais de comando mais suaves.
Vale ressaltar que, devido às contribuições citadas acima e aos resultados obtidos, este
trabalho gerou três publicações a nı́vel internacionale uma a nı́vel nacional, encontradas, res-
pectivamente, em [61, 62, 63] e [64].
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Dentre todas as dificuldades encontradas, a principal foi a baixa qualidade da câmara de
vı́deo utilizada. Inicialmente, o sistema era composto poruma outra câmara, de outro fabri-
cante (Gradiente, modelo SC-80), que permitia maior controle s bre os parâmetros da imagem
capturada. Com isso, através do ajuste do brilho e da saturaç˜ o de cores, era possı́vel traba-
lhar com imagens mais escuras e cores bem saturadas. A redução o brilho conferia menor
sensibilidade aos ruı́dos de iluminação e reflexos no piso. A alta saturação tornava o processo
de segmentação de cores mais fácil e bastante estável, ou seja, as coordenadas do centróide
da região segmentada apresentavam variação de apenas umou doispixels. Infelizmente, os
dois modelos desta câmara disponı́veis no laboratório queimaram, e passou-se a utilizar um
equipamento Samsung, modelo CCS-212, que, entre outros incve ientes, varia muito pouco a
saturação de cores.
A resolução da imagem capturada é de 640 x 480pixels, valores modestos quando se consi-
dera que apenas uma fração do total depix lsé realmente utilizada para processamento. Como
discutido no capı́tulo referente ao processamento de imagens, a forma inadequada do espelho
disponı́vel e a câmara empregada exigem a determinação de uma área de interesse que limita
a visão do lı́der num raio de 2 metros, descartando a maior parte d área total da imagem cap-
turada. Além disso, considerando que a região mais central da imagem é ocupada pela câmara
e pelo robô lı́der, a área útil para processamento se torna pouco mais de 12% da área total dis-
ponı́vel na imagem. Com isso, a estimativa de postura é penalizad , afetando o desempenho
do controlador. Mais uma vez, vale lembrar que isso aconteced vido à câmara e ao espelho
utilizados, e não ao uso de imagens omnidirecionais.
Embora de menor importância, dois fatores associados ao robô Pioneer 2-DX (lı́der da
equipe) também prejudicaram o desempenho do grupo. O primeiro d les é a má qualidade da
leitura dos seusencoders, o que impossibilitou medir suas velocidades linear e angular e utilizar
estas medidas nas equações do controlador. O segundo fator é um empeno no eixo da roda
esquerda, fazendo o lı́der balançar mais do que o normal. Com isso, o sistema de visão também
balança, inserindo ruı́do na medição da posição dos seguidores. Por fim, provavelmente devido
a estes dois fatores, o lı́der é incapaz de navegar em linha reta, ou seja, mesmo sob o comando
de seguir em frente com velocidade angular zero, o robô descreve uma trajetória circular. Isso
afeta o desempenho do controlador, pois neste caso a compensação da velocidade angular não
está sendo feita.
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A primeira e mais importante melhoria consiste em substituir o sistema de visão por um
outro com uma câmara de melhor resolução e um espelho cujaform permita visualizar melhor
a região em torno do sistema. Com isso, será possı́vel utilizar duas cores em cada seguidor
e suas orientações poderão ser determinadas usando-se os centróides de cada cor. Isso não
elimina a necessidade de filtragem, mas fornece resultados mais precisos.
Outro ponto de destaque são as simulações. Um ambiente virtual para a realização de
simulações é uma importante ferramenta no campo da robótica, como em várias outras áreas do
conhecimento. Assim, desenvolver um ambiente deste tipo levando em consideração o modelo
dinâmico tanto do lı́der quanto dos seguidores contribuirá, sem dúvida, na tarefa de encontrar
os melhores ganhos para o controlador. A partir daı́, as simulações permitirão sintonizar o con-
trolador empregado sem a necessidade de realizar experimentos com esta finalidade. Técnicas
de Identificação de Sistemas podem ser usadas para obter esses modelos, que podem ser usa-
dos não apenas nas simulações, mas incorporados ao contrlador. Dessa forma, os sinais de
controle gerados conduzirão a equipe à formação desejada de maneira mais eficiente.
Para tornar o sistema mais flexı́vel e robusto, pode ser implantado um algoritmo supervisor
com o objetivo de ajustar automaticamente os ganhos do controlador em função do desempenho
da equipe na tarefa de entrar e manter a formação desejada.
Como a utilização de vários robôs é permitida, trabalhos podem ser feitos abordando pro-
blemas como mapeamento, exploração, limpeza, resgate, vigilância e outros. Além disso, um
grupo com um grande número de robôs pode ser dividido em várias equipes menores, sendo
cada uma delas uma instância do trabalho apresentado nestaDis ertação. A cooperação entre
as equipes pode ser coordenada através de uma arquitetura dcontrole descentralizado.
Como próxima etapa deste projeto pretende-se incluir módulos Zigbee para a comunicação
sem fio entre os robôs da equipe. Em seguida, espera-se adicionar algoritmos para detecção e
desvio de obstáculos baseados em visão (fluxo ótico e tempo para colisão), sensores de ultra-
som ou mesmo sensoreslaser. Estes últimos seriam usados apenas no lı́der devido ao seu
custo e ao seu peso. Pretende-se, ainda, aplicar a fusão dosda provenientes das imagens
omnidirecionais e do sensorlaser para a construção de um mapa global do ambiente. Isso
permitirá a realização de umSLAM (Simultaneous Localization and Mapping), onde o lı́der
conduzirá a equipe pelo ambiente ao mesmo tempo que construirá um mapa global deste.
Por fim, uma análise da influência dos erros de medição sobre o controlador pode fornecer
informações importantes para a melhoria do controle utilizado, bem como para o projeto de um
novo controlador.
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[36] KELLY, R. et al. Control de una pandilla de robots móviles para el seguimiento de una
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[60] Sá, F. B. de.Cooperaç̃ao de Rob̂os Baseada em Visão Omnidirecional. [S.l.], 2007. Projeto
de PIBIC 2005/2006.
[61] GAVA, C. C. et al. A nonlinear control applied to team formation based on omnidirectio-
nal vision. In: International Symposium on Industrial Eletronics - ISIE. Montréal, Canadá:
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