We investigate the dynamics of a one-dimensional network of spiking neurons with spatially modulated excitatory and inhibitory interactions through extensive numerical simulations. We find that the network displays a rich repertoire of dynamical states as a function of the interaction parameters, including homogeneous oscillations, oscillatory bumps, traveling waves, lurching waves, standing waves, quasi-periodic and chaotic states as well as regimes of multistability. Combining analytical calculations and simulations we show that similar dynamics are found in a reduced rate model provided that the interactions are delayed. §1. Introduction
§1. Introduction
Simplified models of large neuronal systems are often cast in the form of a "rate model" in which the activity of the network units, representing either neurons or populations of neurons, is characterized by a smoothly varying quantity. 1), 2) In such models, the total input to each unit is a linear combination of the activity of any presynaptic units, with the "synaptic weights" as coefficients. The time evolution of the activity of each unit is governed by a first order differential equation in which the synaptic inputs undergo a non-linear and instantaneous transformation through a sigmoidal input-output transfer function.
Network models of spiking neurons can be reduced to such standard rate models if one assumes that the synapses are slow compared to the single neuron dynamics. 3)-5) The differential equation in the resulting "rate model" describes the dynamics of the synapses, while the transformation from synaptic input to firing rate is considered instantaneous. However, it is unclear whether such a separation of time-scales is meaningful given that in real networks in the brain since synaptic and single neuron dynamics often have comparable time-scales. In fact, simulations of large networks of spiking neurons with synaptic time constants in a physiological range reveal a variety of collective states that cannot be accounted for by standard rate models. For instance, when noise and heterogeneities are weak, synchronous firing on a time scale of few milliseconds can emerge in the network. Rate models are inappropriate for understanding the conditions for the emergence of these types of states. Instead, the theory of weakly coupled oscillators developed by Prof. Y. Kuramoto 6) more than twenty years ago has been especially powerful in this context. In particular, it allows one to investigate the interplay of cellular and synaptic properties in the emergence of such states. 7)-11) However, this theoretical framework is limited to weak coupling and weak noise, conditions which may not hold in real networks. Another example of a collective state which cannot be accounted for by standard rate models occurs in networks of inhibitory spiking neurons. Such systems, with sparse connectivity or in presence of highly noisy external input, can develop "stochastic oscillations" in the strong coupling regime. 16)-18) In these states the frequency of the population oscillations can be substantially larger than the single neuron firing rate. Moreover, although the neurons have increased probability to spike in synchrony with the population rhythm, they display substantial irregularity in their spike trains.
In the present paper we study a network of spiking neurons representing a local circuit in cortex. It consists of a 1-D network of excitatory and inhibitory neurons with spatially dependent interactions. The single neurons are described by a minimal Hodgkin-Huxley conductance-based model. Simulations of this network reveal a remarkably rich spectrum of dynamical states, including stochastic homogeneous oscillations, stationary or oscillating bumps of activity, standing waves, and chaos. Many regions of bistability are also found. Subsequently, we investigate a rate model with the same architecture. We show that qualitatively similar behavior is found in this model provided that the interactions between the neurons are delayed. A large part of this investigation is performed analytically. Some results described in this paper have been published in letter form. 12) §2. Dynamics of a two-population network of spiking neurons
The model
Single neuron dynamics: The neurons are described by a Hodgkin-Huxley type model 13) with one somatic compartment in which sodium and potassium currents shape the action potentials. The membrane potential of a neuron, V , obeys the equation
where C is the capacitance of the neuron,
ext is the external current and I rec denotes the recurrent current received by the neuron (see below). The voltage dependent sodium and potassium currents are
respectively. The activation of the sodium current is assumed instantaneous: 13) 
The kinetics of the gating variable h and n are given by (see e.g. 14))
with x = h, n, and α x (V ) and β x (V ) are nonlinear functions of the voltage (see the Appendix).
For a constant and sufficiently small I ext the voltage converges to a fixed point and the neuron is silent. Above a threshold I ext = I t ∼ 0.16 mA/cm 2 the neuron fires action potentials periodically as shown in Fig. 1 . Architecture of the network: The network consists of N excitatory (population E) and N inhibitory (population I) neurons on a one-dimensional chain with periodic boundary conditions. The location of a neuron in either population is characterized by the angular variable θ i = −π + 2πi/N where i = 1 · · · N . This so-called ring architecture is frequently used in modeling local circuits in cortex. 15) The connectivity between the neurons is random. The probability of a connection from a neuron at θ in population β to a neuron at θ in population α is K αβ (θ − θ )/N where α and β = E, I and K αβ (|θ − θ |)) is 2π-periodic. For simplicity, we choose
3)
where
Recurrent and external currents:
The recurrent synaptic currents induced by action potentials of neurons in population β in a neuron in population α are modeled as
, where V is the voltage of the post-synaptic neuron, V β is the reversal potential of the synapse (0 mV for β = E and −80 mV for β = I). A presynaptic spike at time t * − δ, contributes to the function s(t) by adding a term s spike (t) = A e −(t−t * )/τ 1 − e −(t−t * )/τ 2 , δ is the delay, τ 1 and τ 2 are the rise and decay times. The normalization constant A is such that the peak value of s spike (t) = 1. Hence g αβ is the peak synaptic conductance induced by a single spike. The function s(t) is the sum of all the contributions of the spikes fired to time t. For simplicity, we choose the excitatory and inhibitory post-synaptic currents to have identical times courses: τ 1 = 1 ms and τ 2 = 3 ms. We also take
The external input to the neurons is modeled as a Poisson train of excitatory currents with a functional form as for the recurrent currents, a rate ν ext and a peak conductance g ext .
Numerical simulations of the conductance based ring model
We have investigated the various dynamical regimes of this model using extensive numerical simulations. Our study reveals a rich repertoire of states as the strength and the modulation of the interactions are varied. Figure 2 shows raster plots of typical spatio-temporal patterns. Over a range of connectivities the only stable pattern of activity is one in which the neurons fire asynchronously and homogeneously across the network (see Fig. 2(a) ). This is generally the predominant firing pattern for networks in which the spatial modulation in the synaptic connectivity is weak and the excitation and inhibition are balanced.
The homogeneous, asynchronous state undergoes an instability to uniform collective oscillations when the overall level of inhibition is sufficiently increased (see Fig 2(b) ). It shows that the neurons tend to fire spikes in synchrony with a firing probability which is spatially homogeneous and temporally oscillatory. Inspection of the membrane potential of the neurons reveals that single neurons do not fire at each cycle of the population oscillation. In fact, the spiking of the neurons is rather irregular. These features are typical of stochastic oscillations. 16)- 18) On the other hand, increasing the modulation in the excitatory connectivity such that the network architecture is predominantly excitatory at short ranges and inhibitory at longer distances, i.e. a Mexican hat connectivity, leads to bumps of activity. Given an initial state in which spiking occurs homogeneously throughout the network, a spatially localized increase in firing rate will recruit nearby excitatory neurons while suppressing spatially distant ones. Two types of bumps state may occur, depending on the overall level of inhibition. If inhibition is not too large, active neurons fire in an asynchronous fashion (Fig 2(c) ). When the overall inhibition is increased, this asynchronous bump of activity undergoes a bifurcation to a bump state in which active neurons are involved in localized oscillations. An example is shown in Fig 2(d) .
An additional primary instability of the homogeneous, asynchronous state can occur for an inverted Mexican hat connectivity (locally inhibitory and excitatory at longer distances). This leads to the appearance of standing waves (see Fig. 2(e) ). The standing wave pattern is composed of two spatially localized groups of neurons which exhibit oscillatory activity in anti-phase with one another. Much like the oscillatory homogeneous state, only a small subset of neurons within each group will fire on any given period as the single-cell dynamics are highly irregular.
The homogeneous oscillatory state can undergo additional instabilities. This occurs if the spatial modulation in the inhibitory coupling is increased, leading to the development of standing waves as seen in Fig. 2(f) . At the population level, this standing wave state is qualitatively similar to that shown in Fig. 2(e) . However, sub-threshold oscillations in the single-cell membrane potential exhibit two frequency components in this case whereas for the standing waves in Fig. 2(e) there is a single dominant frequency. A qualitative explanation for this can be found in the form of the neuronal interactions for each type of standing wave. In the former case (e), the interactions are strongly inhibitory locally, while excitatory at longer distances. When one subgroup of neurons fires, it self-inhibits while at the same time exciting the second subgroup which then fires. Thus, the trough of activity in one population and the peak of activity in the other coincide, generating a single oscillation frequency. This is not so for case (f) where the activity is globally inhibitory. Each population both self-inhibits and is inhibited by the activity of the other population. Furthermore, the degree of inhibition is different in each case given the spatial modulation in the interactions. Two frequency components thus naturally arise.
We now turn to a reduced model of neural activity in which the phase diagram for the various spatio-temporal patterns of activity can be analyzed to a large ex- tent analytically. This will allow us to understand the diversity of spatio-temporal patterns of our conductance-based network, to assess their genericity and to relate the spatio-temporal structure of the network activity to the strength and the spatial dependence of the neuronal interactions. §3. Dynamics of a rate model with delay
As in the conductance-based model considered above, the rate model consists of two population of neurons, excitatory and inhibitory. The state of a neuron belonging to population α = E, I, located a position θ in the ring, is described by a continuous scalar variable, m α (θ, t), which obeys the dynamical equation:
where J α,β (|θ −θ |) represents the interaction from population β to population α, the external input to neuron at θ in both populations is I ext (θ, t), and the function Φ(I) is the input-output transfer function of the neurons in both populations. The delay D neither depends on the distance between the pre-and the postsynaptic neurons nor on the nature (E, I) of these neurons.
In order to further simplify the model, we will assume that J αβ depends only on β. This is analogous to Eqs. (2 . 3) and (2 . 4) for the network model. It is then straightforward to show that for all attractors of the dynamics m E (θ, t) = m I (θ, t) ≡ m(θ, t) and that m(θ, t) follows the equation:
where the interaction kernel
We have also rescaled the time t, and the delay D with τ to simplify the notations. Hence, the rate dynamics of our original two populations model have been reduced to the dynamics of one effective population of neurons interacting with an effective interaction J(θ − θ ). This effective one population model has been studied extensively in the case D = 0 (see for instance 15)). In this case an energy function exists for the dynamics. 2) Hence, for t → ∞, the dynamics with steady external input converge to fixed points which, depending on the form of J, are spatially homogeneous or with bump shape profiles. In particular, solutions to Eq. (3 . 2) cannot be oscillatory.
No such energy function exists when D = 0. Therefore non-steady attractors including oscillations, waves and more complex solutions are now possible.
In
the following we take Φ(I) = IH(I) ≡ [I] + where H(I) is the Heaviside function. This choice greatly facilitates analysis of Eq. (3 . 2). 15), 19)
We will consider the case of an effective interaction of the form J(θ) = J 0 + J 1 cos (θ). Thus, for J 0 > |J 1 |, the effective interaction is purely excitatory, while for J 0 < −|J 1 | it is purely inhibitory. For J 1 > |J 0 | the effective connectivity is locally excitatory and inhibitory at larger distances (Mexican hat), while for J 1 < −|J 0 | the inverse is true. We will focus on the attractors of the dynamics when the external input is constant in time and homogeneous, that is I ext (θ, t) = I 0 for all t and θ.
In order to facilitate the analysis of the model it is useful to rewrite the dynamics in terms of the Fourier expansion of the activity
Homogeneous fixed point and stability
Given the above assumptions, the homogeneous fixed point of the network dynamics is given by m(θ, t) = I 0 /(1 − J 0 ). The stability analysis of this solution is straightforward. At J 0 = 1 a steady homogeneous instability occurs whereas at J 1 = 2 a Turing instability takes place. One also finds that an instability to homogeneous oscillations occurs at a frequency ω = − tan ωD (π/2D < ω < π/D) for J 0 = −ω/| sin ωD| and that waves emerge for
Due to the linearity of the neuronal input-output transfer function above threshold, the growth of primary instabilities of the uniform state is bounded only by the threshold, and so all instabilities lead necessarily to finite-amplitude solutions.
The stationary bump and its stability
The Turing instability of the homogeneous activity state leads to the a localized stationary bump of activity. The profile of this pattern is completely determined once m 0 and m 1 which are constant in time are known. It is then given by
where the angle ψ 1 is arbitrary, because of the translational invariance along the ring.
To determine the profile we can assume that ψ 1 = 0. Then the activity is non-zero in an interval [−θ c , θ c ] and the profile, the order parameters, m 0 and m 1 and the angle θ c are obtained by solving a set of self-consistent equations. 15) In particular, the half-width, θ c , of the active region in the bump is given by the equation
It is straightforward to see that a solution to this equation with θ c < π exists provided that J 1 > 2 which is also the condition for the Turing instability of the homogeneous state as we have said above. The stability of the bump solution is determined by considering the ansatz m(θ, t) = m bump (θ) + δm 0 e λt + δm 1 cos θe λt . Substituting this into Eqs. (3 . 3) and (3 . 4) one finds that the eigenvalues satisfy
A steady bifurcation (λ = 0) occurs for J 0 = π/(θ c − tan θ c ). The bump can also undergo a Hopf bifurcation (λ = iω). The frequency ω is solution of − tan (ωD) = ω and the critical coupling is determined by sin (ωD) = Aω(
The homogeneous limit cycle and its stability
The homogeneous limit cycle (m(θ, t) = m h (t)) emerging from the oscillatory instability of the homogeneous fixed point can be calculated exactly under certain conditions. Given that the instability occurs for a coupling which is sufficiently inhibitory, we make the ansatz that the total input is negative during some phase of the oscillation. We set the time t = 0 at the initiation of the negative-current phase and define T 1 as the time at which the current crosses zero from below. The solution is then calculated in subsequent intervals, of duration D, using the solution from previous intervals until the limit cycle over the whole period T has been constructed. It can be shown that the duration of the supra-threshold interval, T −T 1 , of the limit cycle can never be smaller than the delay D. We illustrate below the calculation for the case where D < T − T 1 < 2D. 
Repeating the process over the interval [
By definition, I(T 1 ) = I(T ) = 0. This leads to the conditions:
respectively. Combining all these equations with the periodicity of the solution, m(0) = m(T ), leads to
which determine the period of the limit cycle, T , and the quantity R = T − T 1 as a function of J 0 . For the phase diagram in Fig. 3 (D = 0.1) it is also necessary to consider the case 2D < T − T 1 < 3D. For details of the calculation see 12) (supplementary information).
Stability of the homogeneous limit cycle
To investigate the stability of the homogeneous limit cycle we study how perturbations around it, m(θ, t) = m h (t) + δm(θ, t), evolve in time. Linearizing the dynamics, one finds that the Fourier components of the small perturbations δm k (k = 0, 1) obey
where k = 0, 1 andĴ 0 = J 0 ,Ĵ 1 = J 1 /2 and H(x) is the Heaviside function. For 0 < t < T 1 , the solution of these equations has the form: δm k (t) = δM k e −t where k = 0, 1 and δM k are constants. Once the δm k (t) are known for 0 < t < T 1 , the differential equations for the fluctuations for T 1 < t < T 1 + D are determined. Solving them leads to δm k (t) = δM k e −t 1 +Ĵ k (t − T 1 )e D and subsequently one finds that for
Hence, we have δm k (T ) = δm k (0)β k where the Floquet multipliers β 0 and β 1 are given by
17)
18)
The condition for the stability of the homogeneous oscillatory solution is that |β 1 | < 1. We get three instability lines: two for β 1 = 1
19)
where a phase instability occurs 20) and one, for β 1 = −1
where a period doubling instability occurs. Similar calculations can be done when the limit cycle has a duration 2D < T < 3D. 12)
Traveling waves and their stability
The traveling waves are characterized by m k (t) constant in time and ψ(t) = vt. The profile and the velocity, v, of the waves can be determined by self-consistently solving the equations of the dynamics. One finds that v and the half-width of the wave, θ c , defined by I(±θ c ) = 0 are given by v = − tan (vD) and J 1 f (θ c ) cos (vD) = 1, where f (θ) is defined by Eq. (3 . 9). Note that the first of these equations is identical to the equation for the frequency of the primary oscillatory instability.
The stability of the wave can be studied analytically. This yields the dispersion relation
In particular, an instability with a real eigenvalue changing sign occurs if J 0 = π/(θ c − tan θ c ).
The phase diagram
Having outlined the calculation of the primary instabilities arising from the stationary uniform (SU) solution of Eq. (3 . 2), as well as the instabilities of the three non-trivial nonlinear states which arise therefrom, we now turn our attention to the full phase-diagram of the model in the J 0 , J 1 plane.
In the phase diagram of Fig. 3 , solid lines represent the stability boundaries determined by solving numerically the equations we have derived above analytically. Dotted lines were determined using numerical simulations. In total, one can discern nine states of activity: stationary uniform (SU), stationary bump (SB), oscillatory bump (OB), oscillatory uniform (OU), traveling waves (TW), lurching waves (LW), standing waves (SW), complex standing waves (CSW), and chaos (C), as well as various regions of multi-stability. The regions in which these states exist as well as their instabilities are summarized as follows:
• SU: Stationary uniform state. (See §3.1.) The stationary uniform state is stable only for sufficiently weak interactions. As described in §3.1, the stationary uniform state can undergo four distinct instabilities. For predominantly excitatory coupling, a steady instability occurs at J 0 = 1. For strong inhibitory coupling, a Hopf instability to the oscillatory uniform state occurs. When the interaction has a Mexican-hat profile, with a net excitation at short distances and lateral inhibition at long distances, a Turing instability occurs at J 1 = 2.
In the opposite case a Turing-Hopf instability to traveling waves occurs.
• OU: Oscillatory uniform. (See also  §3.3 .) The oscillatory uniform state emerges from the stationary uniform state when inhibition is sufficiently strong but weakly modulated in space. The oscillatory uniform state (Fig. 4 ) destabilizes along three curves given by the Floquet multipliers (β = ±1), Eqs. (3 . 19) , (3 . 20) and (3 . 21) . Along the curve J 1 = 2J 0 a phase instability (β = +1) occurs, leading to standing waves. A second phase instability occurs along a curve adjacent to the stationary bump and oscillatory bump regions. Finally, there is a period-doubling instability (β = −1) for coupling which is strongly inhibitory locally, leading to a standing wave pattern. which can be calculated from Eq. (3 . 10). For sufficiently strong excitatory coupling a steady instability occurs in which the activity in the bump grows without bound. More interestingly when the lateral inhibition increases, the stationary bump destabilizes toward oscillations. For not too strong inhibition (−39 < J 0 < −16 in the phase diagram of Fig. 3 ), the localized bump structure is also destroyed and the oscillations are homogeneous. For strong inhibition, the activity remains localized and the instability leads to an oscillatory bump or breather.
• OB: Oscillatory bump of activity. This state exists and is stable for a Mexicanhat profile of interactions in some intermediate range of J 0 < 0 (Fig. 4 ) . When J 0 is too negative or the modulation J 1 of the Mexican hat is not sufficiently large and positive this state loses out to the oscillatory uniform state.
• SW: Standing waves. (See also §3.4.) Two distinct regions of standing waves are present. For strongly inhibitory coupling, standing waves emerge via a period-doubling bifurcation of the oscillatory uniform state for J 1 < J 0 (see above) (Fig. 4 ♦) . They appear to undergo a transition to chaos near the line J 1 = J 0 . Standing waves also arise for an inverted Mexican-hat-type coupling from the LW state (Fig. 4 ) . These standing waves destabilize to more complex standing wave patterns as the inhibitory modulation increases.
• C: Chaos. We have found that in a region located below the domain of standing waves (SW) to the left of the phase diagram, the network exhibits aperiodic dynamics (see Fig. 4 ). To characterize further these dynamics we have studied the temporal behavior of the spatial averaged activity, m 0 (t), for various sets of parameters in this region. As shown in Fig. 5 for J 0 = −90, J 1 = −100, m 0 (t) exhibits irregular fluctuations in its oscillatory activity. The autocorrelation of this signal exhibits strongly damped oscillations which die off after about five units. This suggests that the network displays global chaotic activity. To assess further this idea we have estimated the largest Lyapunov exponent of the system through numerical simulations. We found it to be positive at all locations tested within the region. While more work is required to determine the mechanism underlying the emergence of this chaotic activity, preliminary results indicate that it occurs via a sequence of period doubling bifurcations.
• TW: Traveling waves. The traveling wave state (Fig. 4 ) exists for an inverted Mexican-hat connectivity. For dominantly excitatory coupling (J 0 positive and large) there is a steady instability leading to runaway growth of the pattern. For strong inhibitory coupling there is an oscillatory instability whose eigenvector is dominated by the homogeneous perturbation δm 0 . A second instability, at a frequency of approximately double that of the former, occurs as the modulation in the inhibitory coupling is increased (decreasing J 1 ). The instability has an eigenvector dominated by the spatial perturbation δm 1 , leading to 'warped' traveling waves or lurching waves.
• LW: Lurching waves. The lurching wave state exists in a narrow band between the traveling wave and standing wave states. As J 1 decreases the lurching waves destabilize to standing waves.
• CSW: Complex standing waves. The standing wave state emerging for an inverted Mexican-hat connectivity gives way to more complex standing waves as the modulation is increased (see Fig. 4 ). The patterns can be quasi-periodic.
• Bistability: The phase diagram displays many regions of bistability. In particular, in some region the stationary bump is bistable with the oscillatory bump or with the oscillatory uniform state. The oscillatory uniform state can be bistable with the period-doubled standing waves as well as with the standing wave. Bistability exists also between the traveling waves and the standing waves and between the lurching waves and the standing waves.
Dependence of the phase diagram on the delay:
We briefly comment here on the changes in the phase diagram when D is varied. 12) In the limit D → 0 all the bifurcation lines except the Turing instability line at J 1 = 2 and the rate instability lines go to negative infinity. Hence, only the SU and SB states survive in that limit. On the other hand, when the delay is too large, beyond D ≈ 0.155, the line of the period doubling instability of the oscillatory uniform state to the standing waves moves towards more negative values of J 0 and J 1 . This line goes to infinity as D approaches D ≈ 0.365, at which point the standing waves and the chaotic regions disappear. In the limit D → ∞, the primary oscillatory instabilities move to smaller values of J 0 and J 1 . The effective one population rate model on a ring with spatially dependent interactions exhibits two distinct attractor states in the absence of delay. A stationary uniform state of activity exists and is stable when the interactions are weakly modulated. A bump of activity arises through a Turing instability when the connectivity has a sufficiently modulated Mexican-hat profile. These two states correspond to the asynchronous state and to the asynchronous bump of activity in the spiking network. The presence of delays in the interactions of the rate model greatly enriches its dynamics. Oscillatory instabilities to homogeneous oscillations and waves can occur. The interplay between the delay and a strong and sufficiently modulated inhibition can lead to a period-doubling bifurcation from homogeneous oscillations to standing waves. Further bifurcations of the standing wave state to complex and chaotic dynamics occur as the spatial modulation becomes stronger. Comparison of the results of § §2 and 3 shows that these bifurcations are found in the two models for interactions which have qualitatively similar properties.
Delays in the rate model are furthermore responsible for the emergence of stable traveling waves given neural interactions which are locally inhibitory and excitatory at longer distances (region 0 > J 0 > J 1 in Fig. 3 ). Such stable waves were not observed in our spiking network in the simulations presented here. Instead, we found that this type of pattern may exist only transiently and rapidly destabilize to standing waves. 12) In fact, a weakly nonlinear analysis of a rate model with a general nonlinear input-output function shows that the stability of the traveling waves depends crucially on the nonlinearity. 21) Chaos in the network of spiking neurons: An interesting aspect of the dynamics of the rate model with delays is that it displays chaos in a large region of the phase diagram in which the effective interaction is strongly modulated and predominantly inhibitory. This suggests that our spiking network may also display chaotic behavior, in particular when the interactions are purely inhibitory. This is confirmed by our numerical simulations. Figure 6 shows the progression of states in the network as a function of the modulation of the connectivity. For weak modulation (top panels), the network displays stochastic oscillations. As the modulation becomes larger (intermediate panels) the network state bifurcates to standing waves. In both cases, the individual neurons fire irregularly. This irregularity is due to large temporal fluctuations in the synaptic inputs received by neurons. On the other hand, the global dynamics becomes in both cases periodic in the large N limit, as can be shown by considering the autocorrelation (AC) of the spatial average of the neuronal activity (Fig. 6, right) . The autocorrelation function of the average activity of the oscillations is damped for N = 2000. However, this damping is suppressed when the network becomes larger, indicating a finite size effect. Increasing the modulation of the interactions further (bottom panels), the activity pattern becomes disordered spatially. The oscillations in the AC of the population activity are now rapidly damped and increasing the network size does not suppress this damping. This indicates that fluctuations in the single neuron activity are now synchronized across the network. Hence, for large modulation of the inhibitory interactions the network settles into synchronized chaos. This is consistent with the behavior of the rate model with delays. Bistability in an inhibitory network: Another interesting aspect of the dynamics of the rate model with delays is the existence of a region of bistability between the homogeneous uniform and standing wave states. This raises the issue of whether a purely inhibitory network of spiking neurons exhibits similar bistability. In that case, an appropriate external stimuli would be capable of switching the activity between homogeneous oscillations and oscillations at roughly twice the frequency for which spatially distinct neural assemblies oscillate in anti-phase with one another. Figure 7 (left) shows that bistability between the OU and SW states, with population activity oscillating at approximately twice the frequency of the homogeneous ones does exist in a purely inhibitory strongly modulated interactions. This is consistent with the rate model, and in particular is indicative of a period-doubling bifurcation.
The rate model further predicts that the region of period-doubled standing waves, and the associated region of bistability with the OU state, exists only in a finite range of the delay, D ∈ [0, 0.365]. In particular it moves off to infinity as the delay approaches zero, and vanishes for a finite value of the delay. Hence, starting from a value of the delay for which the SW state is the only stable state of the system, and increasing the delay, there is first a transition to the bistable region, and then to the region where the SW state is not present anymore and the OU state remains the only stable state. This behavior can be seen in the network of spiking neurons (see the right-hand side of Fig. 7 ). For this parameter set, the SW state is present for sufficiently small delay (δ ≤ 0.7 ms), but it loses stability to homogeneous oscillations as the delay increases (δ = 0.8 ms). In an intermediate regime homogeneous oscillations and standing waves are bistable. §5.
Conclusion
In summary, we have shown that simplified rate models with explicit delays can qualitatively capture many aspects of the dynamics of large networks of spiking neurons in the presence of noise. Past studies have to a large extent focused on stationary bumps and homogeneous oscillations. Stationary bumps of activity are found in rate models 15), 19), 22), 23) as well as in spiking neuronal networks. 24), 25) Stochastic oscillations have been observed and investigated in inhibitory networks of integrate-and-fire models 16) and in conductance-based models. 17), 18) In addition to these two states of activity we see here oscillating bumps, standing waves and more complex patterns, including chaotic synchronous activity. Furthermore, while the vast array of attractors present in the rate model is a consequence of the explicit delays in the dynamics, such spatio-temporal states can arise in the spiking network solely due to the effective delays induced by the nonlinearities in the action potential generation and by the synaptic dynamics 26) (see Fig. 2 ).
Delays in the brain can also be due to the finite conduction velocity of action potentials along axons and to the diffusion of postsynaptic currents along dendrites. These delays are naturally dependent on the length of the processes and on the distance between interacting neurons. Allowing for a distance-dependent delay may introduce qualitative differences in the dynamics that we intend to investigate in forthcoming studies.
Previous studies have found chaotic regimes in large networks of spiking neurons. 27)-29) In 28), aperiodic dynamics were found in a purely excitatory network. In 27), it occurs in a network with a Mexican-hat connectivity. The specific currents involved in the single neuron models were probably crucial in the emergence of synchronous chaos in these studies. In contrast, we believe that the chaotic regime found in the present study is more universal in the sense that it appears when the interactions are dominated by strongly spatially modulated inhibition in various models with a ring architecture (rate model, conductance-based models). Hence, our study suggests that synchronous chaos should be commonly found in networks of excitatory and inhibitory spiking neurons when the interactions are dominated by strongly spatially modulated inhibition. of this paper.
