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Abst ractmUse of the elementary symmetric and summation functions has enabled the number of 
distinct roots of a given polynomial to be calculated by constructing the increasing order diecriminants 
of the polynomial. In this paper, an algorithm is provided for computing the coefficients of a divider 
polynomial containing only these distinct roots. By repeatedly extracting the divider polynomials 
from the given polynomial, the multiplicities of the roots of the given polynomial can be determined. 
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NOMENCLATURE 
real and imaginary parts of a complex root, respectively 
divider polynomial of G(s) 
divider polynomial of the jth reduced transfer function Gj (s), j -- 1 ~ M - 1 
transfer function for which the multiplicities of the roots are to be found 
j th reduced transfer function of G(s) after excluding all roots which have multipli- 
cities ml,m2 . . . . .  mj ,  where j = 1 ,,~ M - 1, defined in equation (16) 
imaginary unit 
number of distinct multiplicities of the roots of G(s) = 0 
matrix of the discriminant /x 
first multiplicity of the jth reduced transfer function Gj(s), j = 1 ,~ M - 1 
ith multiplicity, i ---- 1 ,,~ M 
order of G(s) 
real and imaginary parts of a complex root, respectively 
number of distinct roots of G(s) = 0 
number of distinct roots which all have a multiplicity of m~, i = 1 ~ M 
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ith polynomial  associated with those roots of G(s) = 0 which all have a multipl icity 
of ml ,  i = 1 ,,~ M,  defined in equation (7) 
i th dist inct root of D(s)  = 0 and G(s) = O, i = 1 ,~ N 
k th root of all dist inct roots of G(s) = 0 which have common multipl icity mi ,  for 
i = l ,~ M and k = l ,,, Ni  
Laplace parameter  
coefficients of D(s) ,  l ---- 1 ~ Nd 
k th discr iminant,  k -- 1, 2 , . . .  
d iscr iminants defined in equation (13), for k -- 1, 2 , . . .  and l = 1 ~ k 
summat ion  functions defined as the sums of the i th powers of the  roots of a 
polynomial,  i -- 0, 1, 2 . . . .  
coefficients of G(s),  i -- 1 ~ N 
1. INTRODUCTION 
To determine the zeros and poles for a given transfer function is a commonly encountered problem 
in the field of systems engineering [1]. When the transfer functions of two parallel elements of a 
system, Gl(s) and G2(s) are known, we may already know the zeros and poles for both of these 
transfer functions but finding those for the combined transfer function G(s) = Gl(s)+ G2(s) 
becomes a new task. Similarly, when two transfer functions Gl(s) and G2(s) are involved in a 
feedback system, the new transfer function G(s) = 1 + Gl(s)G2(s) may need to have its zeros or 
poles found. Also, we may need to simplify G(s) = Gl(s)/G2(s) by finding the common divisor 
of both the numerator Gl(s) and the denominator G2(s). Pao and Chang had presented an 
interactive graphics method for manipulating the elements' transfer functions of an engineering 
system [2]. 
The multiplicities of zeros and poles affect he stability and controllability of the system. The 
greater the value of the multiplicity, the more ways there are departures from and arrivals at that 
zero or pole. This paper is devoted to the problem of how the multiplicities of the zeros or poles 
of a given transfer function can be extracted by a direct method. Knowing the multiplieites and 
the values of the zeros and/or poles help determine the intermediate ransfer functions during 
the interactive manipulation of the elements' transfer functions of a system. 
2. MATHEMATICAL PRELIMINARIES 
Let us denote a general Nth-order transfer function in the form of 
N 
G(s)  = ( -8 )  N "~- a1( -8 )  N -1  -~- 0"2( -8 )  N -2  q - . . .  -t- UN- I ( - -S )  q- O'N -----. E O 'k ( - - s )N-k '  (1) 
kffi0 
where ~0 = 1. Notice that the coefficients a0 "~ O'N have been defined so that the polynomial 
has alternating signs. This is necessary for the following reason. Let us denote the roots of 
G(s) = 0 as r~, for i = 1 ~ N. The coefficients ai are related to the roots by the equations 
a l  ~- r l  -1- r2 q - ' "  -t- rN ,  (72 = rlr2 + rlr3 +. . .  + rN- l rN , . . . ,  CrN = r lr2, . . . ,  rN. In general, these 
elementary symmetric functions [3] can be defined as 
ai = E rk~rk2,..., rk,, for kl, k2, . . . ,  ki = 1, 2 , . . . ,  N and i = 1, 2 . . . .  , N, (2) 
kz <k2...<k~ 
where the summation is extended over all possible combinations. Equation (2) is made possible 
by arranging equation (1) to have alternating signs. For later development, we also need to 
introduce the summation functions of the powers of the roots 
N 
~i=r~+r~+. . .+r~f  Er  ~, fo r i= l ,2 , . . . .  (3) 
kffil 
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Based on Newton's Identities [3], it can be shown that ~rl = hi, 7r2 = al~rl - 2a2, and so on. In 
general, we can express the quantities ~r~ in terms of the coefficients a~ of G(s) as 
lr0 = N, 
~I = Gl, 
lri ---- E ( - -1 )k+lak lq -k  + (--1)i+iiai, 
k----1 
N 
7r, = E( - - l l k+ lGkT~_k ,  
k=l 
for i--- 1 ,2 , . . . ,N ,  (4) 
for i > N. 
Let Nd denote the number of distinct roots of G(s) -- 0. Let M denote the number of distinct 
multiplicites and let mi be the i th multiplicity for i = 1 ~ M. The multiplicites are arranged in 
ascending order as 1 < ml  < m2 < .." <: mM ~_ N. Thus, we have included the possibility of 
single roots since ml  could be equal to one or greater. In the special case where G(s) = 0 has 
one root of multiplicity equal to N, it follows that Nd = 1, M = 1, and ml  = N; in the special 
case where G(s) = 0 has all single roots, it follows that Nd = N, M = 1 and ml = 1. Since 
G(s) = 0 in general has Na distinct roots with varied multiplicity, we shall collect together into 
M groups those distinct roots having common multiplicity. We denote the roots in the i th group 
having multiplicity mi as ri,k, for k = 1 ~ N~ and i = 1 ~ M, where N~ denotes the number of 
roots in the group. It is useful to note the following relationships between the quantities N, Nd, 
M, Ni, and mi 
M 
N = Nlml  + N2m2 +. . .  + NMmM : E N imi  (5) 
i= l  
and 
M 
Nd = NI -t- N2 T . . .  T NM = E N i. 
i= l  
To each group, we define an associated polynomial Pds) of G(s) 
(6) 
g~ 
p,(s) = y[(r,,k - s ) ,  (7) 
k~l 
where l-I denotes the product of the factors indicated. Each associated polynomial P~(s) has the 
roots ri,k as single roots, i.e., without the multiplicity m~. Thus, in terms of these associated 
polynomials we may express G(s) as 
M 
a(s} = H[p,(s)lm,. (8) 
i=1 
It  should be particularly emphasized that all roots of P~(s) are distinct and are also roots of 
G(s) = O, but the multiplicity of each ri,k is 1 in Pi(s) = 0 instead of mi in G(s) = O. 
3. PROCEDURE FOR DERIV ING 
THE MULT IPL IC IT IES  m i 
In order to extract all of the distinct roots of G(s) = O, let us define a divider polynomial D(s) 
of G(s) by multiplying together all associated polynomials Pi(s), for i -- 1 ,~ M, i.e., 
M 
D(s)=P (s)P2(s) ....  , Pu(s )=I ]eds) .  (9) 
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As with G(s) defined in equation (1), we can express D(s) in the form 
Nd 
D(s) = ~ 6l(-S) gd-*, (10) 
l=O 
where 60 = 1. Again, the coefficients 60 ~ 6N of D(s) are defined to carry alternating signs. 
Hence, the Nd roots of G(s) = 0 are the Nd roots of D(s) = O, but the roots of the latter 
equation are without the multiplicites in the former. 
The task of determining the multiplicities of the roots of G(s) = 0 can be accomplished by 
repeated application of the following three steps: 
(1) computation of the number Nd of distinct roots of G(s) = 0, 
(2) computation of the coefficients of the divider polynomial D(s) of G(s), and 
(3) computation of the first multiplicity ml of G(s) which is equal to the number of times 
D(s) divides G(s). 
3.1. Determinat ion  of  the  Number  Nd of Dist inct  Roots  o f  G(s) = 0 
The number Nd is determined by calculating the following discriminants, denoted as Art's. 
The discriminants are determinants of the matrices [ M (k) ]'s whose elements are the summation 
functions 7q defined in equations (4) (more details and rigorous mathematical derivations are 
given in [4]) 
71" 2 71" 1 A3 ~ 71" 3 71" 2 71" 1 A1 = I ol, A2 : 
71" 1 7r 0 
, A4 = ~5 ~4 ~3 ~2 etc. 
~4 ~3 ~2 ~1 ' 
~3 ~2 ~1 ~0 
In general, we may express the k th discriminant as the determinant of a square matrix [ M (k) ] of 
order k, i.e., 
Ak =det  [M(k)] , for k= 1,2, . . . ,  (11) 
where the matrix elements expressed in indicial notation are 
M~ ) = 7r2~_p_q, for p, q = 1, 2 , . . . ,  k. (12) 
The number Nd of distinct roots of G(s) = 0 is determined by examining all Ak's for k = 1 ,,~ N. 
If AK  ~ 0 for some K = 1 ,~ N and Ak = 0, for all k > K, then Nd = K. We will illustrate this 
technique by numerical examples later. Having determined Nd, we next delineate the procedure 
for deriving the coefficients 61 of D(s) in terms of the coefficients as of G(s). 
3.2. Ca lcu la t ion  o f  the  Coef f ic ients  o f  D(s)  
The algorithm for calculating the coefficients of D(s) is 
61 = ANdZ for I = 1, 2 , . . . ,  Na, (13) 
ANd ' 
where Akt is the determinant of a matrix [M (~0] whose elements are to be calculated by the 
equations 
M(kt) M(k0 = Ira~-p-q+l, for p < I and = Ira~_p_q, for p > I. (14) _ - - -pq  
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Notice that for p > l, equation (14) is the same as equation (12). It indicates that Akl differs 
from Ak only in the first I rows, for these rows the subscripts of the 7% in Akl are all one greater 
than those of the corresponding ~r's in Ak. For example, when k = 4, we have 
71" 7r 5 7'1" 4 71" 3 
A4 7r 5 71"4 73 71"2 
?r 4 71" 3 7r 2 71" 1 
7r 3 ~r2 7r 1 7r 0 
A41 ---- 
A43 = 
] ~7 ~6 75 75 ~4 73 74 ~3 ~2 
~3 ~2 71 
1 
~7 ~6 ~5 
~6 ~5 74 
75 ~4 73 
~3 ~2 71 
~'4 
72 
, A42 = 
'71 
~0 
74 
71" 3 
, '~44 = 
71" 2 
7r0 
~7 ~6 ~5 
~6 ~5 ~4 
~4 73 ~2 
73 ~2 71 
~7 76 ~5 
~6 75 74 
75 ~4 ~3 
~4 ~3 ~2 
7r4 
73 
70 
74 
1r3 
72 
71 
and if Nd = 4 the divider polynomial is
~41 A42 82 A43 A44 
D(s )  = 8 4 -  8 3+ ~ - -~-4  8+ A4 . 
3.3. Determinat ion of the First Multipl icity ml of G(s) 
Once D(s) has been completely derived, we compute the largest power p such that the poly- 
nomial [D(s)] p will divide the transfer function G(s). The first multiplicity is simply ml = p. 
To exclude ml from further consideration, we may introduce the first reduced transfer function 
Gl(s) as 
G(s) (15) 
GI(S) = [D(s)]m " 
To obtain the second multiplicity, m2, of G(s), we need to find the first multiplicity of Gl(s) by 
repeating the three steps listed above. Equation (8) can be used to express all of the reduced 
transfer functions as 
M 
Gj(s) = H [P'(s)]m'-m¢' (16) 
~=j-[-1 
where P~(s)'s are the associated polynomials defined in equation (7). Let Dj is) denote the divider 
polynomial and ml j  the first multiplicity of the jth reduced transfer function Gj(s). In general, 
the i th multiplicity of G(s) can be obtained from the equation 
4--1 
rni ---- ml 4- Z ml j ,  for i = 1, 2, . . . ,  M (17) 
j----I 
and the associated polynomials Pi(s) are calculated from the equations 
D(s) 
PI(s) =ml(s) ' 
Pi(s) Di-l(s) (18) 
= D~(s) ' for i = 2 , . . . ,M-  1, 
PM(S) ----DM-I(S). 
Next, we demonstrate the procedure of applying the above-described three steps by a numerical 
example and present more examples using a computer program AllMs which has been coded 
following the derived algorithm of repetitive xtractions. 
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4.  NUMERICAL  EXAMPLES 
As a first numerical example, consider the case of a 7th-order polynomial 
G(s) = -s  7 + 15s 6 - 94s 5 + 318s 4 - 625s 3 + 711s 2 - 432s + 108. 
Then, N = 7 and according to equation (1), the coefficients of G(s) are 
al  = 15, a2 = 94, 63 = 318, 64 = 625, a5 = 711, a6 = 432, 
Based on equation (4), the summation functions have the values 
aT = 108. 
~r0 = 7, 7rl = 15, 7r2 = 37, ~r3 = 99, 7r4 = 277, ~r5 ---- 795, 
Ir~=6819, lr8=20197, Ir9 --= 60075, 7r10 = 179197, ~ht =535539, 
Then, application of equations (11) and (12) gives 
A I ---~ 7, A 2 = 34, A3 = 48, A4 ---~ 0, A 5 = 0, /k s ---~ 0, 
re= 2317, 
r12=1602517. 
AT=0.  
Since A3 ~ 0 and Ai = 0, for all i > 3, the transfer function G(s) has three distinct roots and 
Nd = 3. Thus, the order of the first divider polynomial D(s) is three and the coefficients of D(s) 
defined by equation (10) are calculated according to equation (13). First, we calculate the A3i 
for i = 1 ,,, 3, their values are 
A31 = 288, As2 = 528, A3s = 288. 
Consequently, we have 
A31 288 A32 528 A33 288 
61 = A 3 = 48 = 6, ~2 = A3 = 48 = I I ,  63 = A3 -- 48 
The divider polynomial is thus obtained to be 
Now, we see that  
and 
=6.  
D(s) = -83+6182-~2s+6 s = -s3+682-118+6.  
G(s)  = 84 _ 983 W 2982 - 398 + 18 
D(s) 
G(8) 
= -s+3.  
[0(8)] 2 
Therefore, G(s) is twice divisible by D(8) and the first multiplicity is ml  = 2. Hence, the first 
reduced transfer function is 
G(s) =-8+3.  
GI(S) = [D(8)] z 
Since polynomial G1 clearly has distinct roots, its divider polynomial D1 (s) is 
DI(s) = Gl(s) = -8  +3. 
Thus, ml,1 -- 1 and the number of distinct multiplicities is M = 2. The two multiplicities of G(s) 
are computed from equations (17) as 
ml=2,  m2 = m1+ ml,1= 2 + l = 3 
and the two associated polynomials of G(s) are computed from equations (18) as 
D(8) = 82 _ 38 + 2, P2(8) = DI(8) = -8  + 3. Pl(8) = DI (S)  
Thus, the factorization of the transfer function G(8) based on the multiplicities of its roots is 
G(8)  = [P1(8)] m'  [P2(8)] m~ -- (82 - 38 + 2) 2 ( -8  + 3) 3, 
and the two roots of polynomial P1 are roots of multiplicity ml  = 2 of G(s) and the one root 
of P2(8) is a root of multiplicity rn2 = 3 of G(8). 
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5. D ISCUSSION 
The developed algorithm forms the basis for the FORTRAN program AI1Ms listed in the Ap- 
pendix. This program finds all the multiplicities of a given G(s) in the form of equation (1). The 
program employs a FUNCTION DET for calculation of the determinant of a square matrix of 
order N whose elements are integers. Since floating point operation may introduce computational 
error, it is particularly important o keep all immediate results in the integer form in determi- 
nations of discriminants, A's, based on equations (8), (9), and (11). The accuracy of the A's 
affects the values of the coefficients ~fl's of Dis), and consequently, the values of the multiplicities. 
Gaussian elimination method is applied in the calculation of the determinant but without the 
normalization step for the reason that division will lead to decimal values. The elements in all of 
the rows involved in the elimination steps are instead multiplied by the normalizing factors and 
the correct determinant value is calculated by dividing by these factors. 
The steps for deriving the quotient polynomial after the divider polynomial Dis ) has been 
found following those of the well-known Bairstow factorization method [5] except here the divider 
polynomial could be any order of K and not necessarily equal to two as for the Bairstow method. 
The required extension for this general case of a Kth-order D(s) has already been incorporated 
in the program AIlMs. For finding the first-order factors of D(s), Bairstow's method could also 
be applied. Whether the roots are real or complex, complex programming [6] could be applied to 
determine them by allowing the coefficients ai's of Gis ) = 0 to be complex and roots expressed in
the form of r -- a + bj with j = vfL~. In this paper, we are primarily interested in determination 
of the multiplicities. 
In closing, we present he print-out results of the program AI1Ms for the numerical example 
cited earlier and some other tested cases. 
Program AllMs - finds all multiplicities of P(s)=0. 
Input the order of the polynomial, N: 
7 
Input all of the coefficients Sigma(1),Sigmai2),...,Sigma(N ) in the equation 
s ^ N+Sigma(1)*s ^(N-l)+Sigma(2)*s ^ (N-2)+...+Sigma(N-l)*s+Sigma(N)=0 
Press <Enter> key after entering all of them separated by commas: 
-15,94,-318,625,711,-432,108 
Pi(0)= 7 Pi(1)=15 
Pi(2) ,,~ Pi(12) are: 
37 
Delta(2)=34 
Pi(3) ~ Pi(4) are: 
99 277 
Delta(3) =48 
Pi(4) ,,, Pi(6) are: 
277 795 2317 
Delta(4) =0 
Coefficients delta(l) ,,~ deltai3 ) are: 
6116 
The quotient polynomial has coefficients: 
-9 29 -39 
The remainder polynomial has coefficients: 
000  
The quotient polynomial has coefficients: 
-3 
The remainder polynomial has coefficients: 
000  
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Multiplicity is: 2 
Order of Q(s)= 
-3 
Multiplicities are: 
23 
Stop - Program terminated 
Table 1. Results of other test cases. 
N = Order of G(s) Actual Factors Coefficients of G(s) Multiplicities Determined 
2 (s - 1) 2 -2 ,1  2 
3 ( s -  1) z -3 ,3 , -11  3 
3 (s - 1)2(8 - 2) -4 ,5 , -2  1,2 
4 (8 -- 1)(s - 2)(8 - 3) 2 --9,29,--39,18 1,2 
4 (8 + 1)(8 + 2)(s + 3)(8 + 4) 10,35,50,24 1 
-24 ,249 , -  1462,5340 
9 (s - 1)2(8 - 2)3(s - 4) 4 -12552,18944,-17664 2,3,4 
9216,-2048 
Program AI1Ms is only limited by the capacity of integer operations of the computer, on which 
this program is run for determination f the multiplicities of a given transfer function G(s). Even 
though we have tested only the transfer functions G(s) with integer coefficients, the derived 
algorithm can be applied to the transfer functions with real floating-point coefficients as well, by 
realizing the fact that a transformation f the variable s enables the polynomials to be converted 
into having integer coefficients. We have also worked out some examples which determine the 
multiplicites of polynomials with irrational coefficients [4]. 
C 
C 
APPENDIX  
PROGRAM AllMs - Finds all multiplicities of a polynomial of order N. 
DIMENSION IC(50),RD(50,50),IDC(50),IQC(50),IS(50),M(50) 
WRITE (*,*) 'Program AllMs - finds all multiplicities of P(s)=0.' 
WRITE (*,*) 'Input the order of the polynomial, N:' 
READ (*,*) N 
W3~ITE (*,10) 
10 FORMAT(' Input all of the coefficients Sigma(1),Sigma(2),...,Sigma(N) in the' 
*' equation'/' 
*, s^N+Sigma(1)*s^(N_l)+Sigma(2)*s^(N_2)+...+Sigma(N_l)*s+Sigma(N)=0. ,) 
WRITE (*,20) 
20 FORMAT(' Press <Enter> key after entering all of them separated by commas:') 
READ (*,*) (IC(J),J=I,N) 
NM=I 
CALL OneM(IC,N,IDC,IQC,IS,RD,NC,NQ,ND,M(NM)) 
25 WRITE (*,*) 'Order of Q(s)=',NQ 
IF(NQ.EQ.0) GO TO 38 
WRITE (*,*) (IQC(J),J=I,NC) 
N=NC 
NM=NM+I 
IF (NQ.GT.1) GO TO 30 
M(NM)=I+M(NM-1) 
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GO TO 38 
30 WRITE (*,31) (IC(K),K=I,N) 
31 FORMAT('The entered polynomial has coefficients:'/(5IS)) 
CALL OneM(IC,N,IDC,IQC,IS,RD,NC,NQ,ND,M(NM)) 
M(NM)=NQ+M(NM-1) 
IF (NQ.GT.t) GO TO 25 
NM=NM+I 
M(NM)=I+M(NM-1) 
38 WRITE (*,40) (M(J),J=I,NM) 
40 FORMAT('Multiplicites are: '/(4015)) 
STOP 
END 
SUBROUTINE OneM(IC,N,IDC,IQC,IS,RD,NC,NIQC,KS,M1) 
DIMENSION IC(N),IDC(N),IQC(N),IS(N),RD(50,50) 
DO 30 I=I,N,2 
30 IC(I)=-IC(I) 
C Calculate the summation functions 
50 IS0=N 
IS(1)=IC(1) 
WRITE (*,51) IS0,IS(1) 
51 FORMAT(' Pi(0) = ',I5,' Pi(1) = ',I12) 
KS=2 
52 KS2=2*KS 
DO 53 I=KS,KS2-2 
IF (I.LE.N) GO TO 525 
IS(I)=O 
GO TO 527 
525 IS(I)=(-1)** (I-I)*I*IC(I) 
527 DO 53 K=I,I-1 
53 IS(I) =IS(I)+(-1)**(K+I)*IC(K)*IS(I-K) 
WRITE (*,54) KS,KS2-2,(IS(K),K=KS,KS2-2) 
54 FORMAT(' Pi(',I2,') ~ Pi(',I2,') are :'/(5112)) 
DO 55 I=I,KS 
DO 55 J=I,KS 
IF ((I.EQ.KS).AND.(J.EQ.KS)) GO TO 58 
55 RD(I,J)=IS(KS2-I-J) 
58 RD(KS,KS)=IS0 
IDV=Det(RD,50,KS)+.I 
WRITE (*,60) KS,IDV 
60 FORMAT(' Delta(',I2,') = ',I15) 
IF (IDV.EQ.0) GO TO 70 
IDVS=IDV 
KS=KS+I 
IF (KS.LE.N) GO TO 52 
WRITE (*,65) 
65 FORMAT(' All roots are single!') 
NIQC=0 
MI=I 
RETURN 
C Calculate D(s) 
70 IF (KS.EQ.2) IDVS=N 
KS=KS-1 
KS2=KS*2 
DO 83 I=I,KS 
DO 75 IR=I,KS 
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DO 75 JC=I,KS 
IF (IR.LE.I) GO TO 73 
IF ((IR+JC).EQ.KS2) GO TO 78 
RD(IR,JC) =IS(KS2-IR-JC) 
GO TO 75 
73 RD(IR,JC) =IS(KS2-IR-JC+ 1) 
75 CONTINUE 
GO TO 83 
78 RD(KS,KS)=IS0 
83 IDC(I)=Det (RD,50,KS)/IDVS+. 1 
WRITE (*,85) KS,(IDC(I),I--1,KS) 
85 FORMAT(' Coefficients dl ,~ d',II,' are : '/(5112)) 
Calculates Multiplicity M1 
DO 100 I--1,N,2 
100 IC(I)=-IC(I) 
DO 105 I=I,KS,2 
105 IDC(I)=-IDC(I) 
MI=0 
NC=N 
IF (KS.GT.1) GOTO 108 
MI=N 
NIQC=0 
GO TO 139 
108 IQC(1)=IC(1)-IDC(1) 
DO 111 I=2,KS 
IQC(I)=IC(I)-IDC(I) 
DO 111 K=I,I 
111 IQC(I) =IQC(I)-IQC(K)*IDC(I-K) 
112 DO 113 I=KS÷I,NC 
IQC(I)=IC(1) 
DO 113 K=I,KS 
113 IQC(1)=IQC(1)-IQC(I-K)*IDC(K) 
WRITE (*,114) (IC(K),K=I,NC) 
114 FORMAT(' The reduced polynomial has coefficients : '/(5112)) 
WRITE (*,115) (IQC(K),K=I,NC-KS) 
115 FORMAT(' The quotient polynomial has coefficients : '/(5112)) 
IQC(NC)=IDC(1)*IQCiNC -I)+IQC(NC) 
WRITE (*,120) (IQC(K),K=NC-KS+I,NC) 
120 FORMAT(' The remainder polynomial has coefficients : '/(5112)) 
DO 125 I--NC-KS÷I,NC 
IF (IQC(I).NE.0) GO TO 135 
125 CONTINUE 
NC=NC-KS 
MI=MI+I 
IF (NC.LT.KS) GO TO 135 
DO 130 I=I,NC 
130 IC(I)=IQC(I) 
GO TO 108 
135 IF (NC.NE.KS) GO TO 137 
DO 136 K--1,NC,2 
136 IC(K)=-IC(K) 
137 NIQC=NC 
139 WRITE (*,140) M1 
140 FORMAT(' Multiplicity is ',I5) 
RETURN 
Direct Algorithm 43 
C 
C 
C 
C 
END 
FUNCTION Det(C,M,N) 
Find determinant Det of C(N,N) by Gaussian elimination *
C is dimensioned M by M in the calling program. 
DIMENSION C(M,M) 
NI=N-1 
Det=l 
DO 800 IE=I,N1 
C 
C * PIVOTING * 
C 
I I=IE+I  
IF (C(IE,IE).NE.0) (20 TO 285 
DO 245 K=I1,N 
IF (C(K,IE).EQ.0.) GO TO 245 
Det=Det*(-1)**(IE+K) 
GO TO 260 
245 CONTINUE 
Det=0 
RETURN 
C 
C * Interchanging rows * 
C 
260 DO 270 J--1,N 
T=C(K,J) 
C(K,J)=C(IE,J) 
270 C(IE,J)=T 
C 
C * Normalization * 
C 
285 DO 300 J=I I ,S  
300 C(IE,J) =C(IE,J)/C(IE,IE) 
C 
C * Elimination * 
C 
DO 422 K=I1,N 
DO 411 J=I1,N 
411 C(K,J)--C(K,J)-C(K,IE)*C(IE,J) 
422 CONTINUE 
800 CONTINUE 
C 
C * Calculates Det * 
C 
DO 900 J--1,N 
900 Det=Det*C(J,J) 
RETURN 
END 
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