Abstract-In this paper, we develop a novel 3D object recognition algorithm to perform detection and pose estimation jointly. We focus on analyzing the advantages of the 3D point cloud relative to the RGB-D image and try to eliminate the unpredictability of output values that inevitably occurs in regression tasks. To achieve this, we first adopt the Truncated Signed Distance Function (TSDF) to encode the point cloud and extract low compact discriminative feature via unsupervised deep learning network. This approach can not only eliminate the dense scale sampling for offline model training but also reduce the distortion by mapping the 3D shape to the 2D plane and overcome the dependence on color cues. Then, we train a Hough forests to achieve multi-object detection and 6-DoF pose estimation simultaneously. In addition, we propose a robust multilevel verification strategy that effectively reduces the unpredictability of output values which occurs in the hough regression module. Experiments on public datasets demonstrate that our approach provides effective results comparable to the state-of-the-arts.
I. INTRODUCTION
Along with the development of depth sensor devices, such as Microsoft Corp's Kinect, 3D object recognition methods (object detection and pose estimation jointly) has become an indispensable technique for multiple domains, such as robotic manipulation, autonomous navigation, object modeling, tracking and scene understanding. It is undeniable that the development of depth sensors has significantly promoted 3D recognition technology, but there are still many challenges like simple object structure, texture missing, viewpoint variability, clutter and occlusions [1] .
The existing 3D recognition methods can be roughly divided into two categories: the local feature based method and the global template based method. Aiming at the targets with rich local geometry information, local features based techniques along with Local Reference Frame (LRF) [2] demonstrates good result, yet when targets in the scene have no significant geometric detail, they result in a large amount of error matching. Global template based methods show good results in dealing with simple geometric and texture less objects but are limited by occlusions and illumination changes. In order to deal with the above problems, many approaches try to extract features based on local patches [1] [3] [4] and perform detection and pose estimation via regression and classifier. Although the effect has been improved, these techniques rely on densely extract RGB-D patches from each virtual view. As the process involves from the 3D real world is mapped into 2D image space, the mapping inevitably leads to the loss of part of the object information, which makes the image difficult to effectively achieve the expression of 3D spatial information. Especially for the regression operations, where a large number of ambiguous views will cause erroneous hypothesis in the cluttered environment and lead to inaccurate output values.
We present a novel framework for 3D object recognition. For other patch-based methods, the patch is expressed directly in RGB-D image which is not real 3D data and the recognition accuracy heavily dependent on the density of sample scale. In contrast, we propose a novel 3D point cloud volumetric representation strategy based on unsupervised deep learning network to extract low compact discriminative feature, which can not only eliminate the dense scale sampling for offline model training, but also reduce the distortion by mapping the 3D shape to the 2D plane and partly overcome the dependence on color cues. Then, depending on the Hough forests algorithm [5] [6], we can achieve multi-object detection and pose estimation simultaneously. In addition, we propose a robust multilevel hypothesis verification to eliminate the unpredictability of output values that inevitably occurs in regression tasks. Fig.  1 shows some qualitative results from the experiment. In summary, our main contributions are:
• We propose a 3D patch feature representation method based on volumetric representation and unsupervised deep learning network, making the representation of local patches more robust.
• We eliminate the dense scale sampling for offline model training, reduce the distortion by mapping the 3D shape to the 2D plane and partly overcome the dependence on color cues.
• We propose a novel complete pipeline with robust multilevel hypothesis verification and justify the effectiveness of our proposed method on public datasets.
II. RELATED WORK
A number of methods have been proposed in the field of 3D object recognition. These methods can be roughly divided into local feature-based and global template-based. For the first class, the feature of key points is described by using the set of geometric attributes in some or all of the local neighborhood. Rotational Projection Statistics (RoPS) [2] is based on a novel, unique and repeatable Local Reference Frame (LRF), which is the most representative local feature description method. Guo et al. [7] compares ten popular local feature descriptors in the contexts of 3D object recognition, 3D shape retrieval, and 3D modeling. This method can handle occlusion and cluster well, and its unique local coordinate can easily complete the matching process.
For the second class, template-based approaches are often very robust to clutter, but is limited by occlusion and illumination. LineMOD [8] performs template matching by extracting contour and surface normal gradient direction information, and achieves efficient matching by unique data lookup strategy. Kehl et al. [9] and Cai et al. [10] respectively use hashing matching approach and a two-stage cascaded detection method to improve the efficiency. Successively, Rios et al. [11] optimized the matching via a cascaded classification scheme.
With the development of deep supervised learning technology, a large number of deep feature learning methods have been developed in recent years. Typical methods are R-CNN series [12] . This series of methods in the 2D object detection gives excellent results. In the field of 3D object recognition, Gupta et al. [13] extends the 2D object detection to the RGB-D space and further propose a supervised learning object detection and pose estimation method [14] on the basis of [13] , which can perform 3D object recognition with the CAD model. Song et al. [15] propose the first jointly 3D Region Proposal Network (RPN) and Object Recognition Network (ORN) to extract geometric features in 3D and color features in 2D. Unsupervised feature learning is also receiving more and more attention. Girdhar et al. [16] propose a novel architecture, called the TL-embedding network, which can produce 3D objects via 2D images. The network uses 3D voxel maps to train Sparse Autoencoder, the intermediate output vector of the autoencoder represents the 3D object.
In addition, there are other methods that can be called patch-based methods. Tejani et al. [3] uses the characteristics of LineMOD [8] and combines the patch based Hough forests method to achieve the 6-DoF pose estimation in cluttered scenarios. Doumanoglou et al. [1] train a Sparse Autoencoder of [17] in a deeper network architecture, extracting learning features from local RGB-D patches instead of artificial design features. Kehl et al. [4] compares the performance of extracting learning features from local RGB-D patches between traditional autoencoder and convolutional autoencoder. These methods prove that using local patch features instead of global feature can effectively solve occlusion and clutter problems.
III. METHODOLOGY Our 6-DoF object pose estimation framework consists of four main parts: a) 3D local patch representation, b) unsupervised feature extraction, c) Hough forests based detection and pose estimation and d) robust multilevel hypothesis verification. In the first part, we sample local 3D point cloud patch and convert it to regular space based on volumetric representation. In the second part, we perform the feature extraction via Sparsity Autoencoder. In the third part, using the feature representation, we train a Hough forests to regress object patches in terms of class and 6-DoF pose. In the last part, we propose a robust multilevel hypothesis verification to eliminate the unpredictability of output values that inevitably occurs in regression tasks. Fig. 3 shows an overview of the framework. In the following subsections, we describe each part in detail. A. 3D Local Patch Representation 1) Render 3D point cloud: The sampling of viewpoint during model rendering is the basement of offline training, which needs to balance the trade-off between the coverage of the object for reliability and the number of template for efficiency. In general, most approaches render each object model from many virtual viewpoints equidistantly sampled on a virtual spherical and densely extract a set of scaleindependent RGB-D training images from each view. This can lead to a lot of problems, such as should we train detectors at multiple scales, and the finely of sampling will significantly affect the detection results in both the training and testing phases. In addition, as the process involves from the 3D real world is mapped into 2.5D RGB-D image space, the mapping inevitably leads to the loss of part of the object information, which makes the image difficult to effectively achieve the expression of 3D spatial information. Instead, we directly get a set of single shot 3D point cloud at a fixed scale S. The point cloud is real 3D data, which can help eliminate the dense scale sampling for offline model training and reduce the distortion by mapping the 3D shape to the 2D plane. Fig. 2 shows some samples. The image around the model is the single shot point cloud sampled at each point of view. The virtual scanner which we use can virtually scan each model in a ray tracing fashion with the same parameters to a real sensor. The parameter details will be present in Sec. IV.
2) Volumetric Representation: A typical convolution network structure requires regular input data. The color image is usually processed as a 2D pixel matrix with three channels and the depth image also can be seen as a 2D pixel matrix with one channel. For irregular 3D point clouds, the first problem we have to deal with is to encode it to fit into the network. In order to handle this issue, a directional Truncated Signed Distance Function (TSDF) [18] is used to further encode the 3D point cloud for feature extraction. Given a 3D point cloud, we first divide it into a spatially equidistant 3D voxel grid. Each grid stores the shortest distance value between the center of the grid and the point cloud surface. The sign of the value indicates whether the grid is in front of or behind the surface. Fig. 4 shows an example. The computation of TSDF can be completed efficiently by PCL [19] functions (GPU-based).
3) 3D Patch Extraction: After using TSDF to do the voxel representation of the point cloud, we extract a collection of patches P . The sequence of patch centers ci, i = 1..n is defined as the key points in the single shot 3D point cloud at the center of a regular cube grid which is consisting of V ×V ×V voxel grids and store with TSDF values. In order to accelerate the convergence speed of the next training process, for each patch values, we normalize the value to the range [0, 1] and concatenate it into a vector of size V 3 . Considering that we need to perform object detection and 6-DoF pose estimation jointly, we assign a seven dimensional annotation l to each model patch, which contains the offset between model center C and patch center c i , the pose of the object corresponding to the rendering point cloud and the object class, i.e. l = {t x , t y , t z , yaw, pitch, roll, class}. 
B. Discriminative Feature Extraction
Robust feature extraction is crucial to the whole algorithm. Because it is impossible to have a feature that can be fully adapted to all scenarios, many artificial design features are always limited. Unsupervised learning, like Sparsity Autoencoder Network, has achieved excellent results in feature extraction [16] [17] [20] . The network tries to learn an identity function via encoder network and decoder network to set the target values x to be equal to the input valuesx. By placing constraints (sparsity constraint) on the network, such as by limiting the number of hidden units, this simple autoencoder often learns meaningful representations of the data.
After a sequence of patch vectors are extracted from multiple views of the model, the sparsity autoencoder learns to reconstruct the patch vectors and adjust weights and bias via back propagation algorithm. At last the sparsity encoder implements the mapping from patch vectors (V × V × V ) to deeper feature F (N dimensions). In the online feature extraction phase, we extract deeper features from the innermost layer as shown in Fig. 3 .
C. Detection and Pose Estimation
During training, a collection of model patches with low dimensional features and annotation l is prepared as the input to train a Hough forests which can perform classification and regression jointly. Three different objective functions are used to minimize the entropy of center offset variables {t x , t y , t z }, the entropy of pose variables {yaw, pitch, roll} and the entropy of the class distribution of the patches respectively. Similar patch annotations are stored in the leaf nodes of the Hough forests. With the decrease of entropy, the similarity in each leaf node will gradually improve. The similarity consist of position offset similarity, pose similarity and class similarity.
During testing, we extract patch feature for each key point in 3D point cloud scene and pass them through the forests, to reach the corresponding leaf. The model pose and its center position to the corresponding 6-DoF hough voting space are voted by each annotation vector l stored in the leafs. The votes are weighted according to the probability of the associated class stored in the leaf. For the hough space, we subdivide the 3D voting space into voxel grids and throw votes which weights are greater than threshold σ (here is 0.9) into the grid. The process not only constructs regular voting space but also integrate votes which have close position labels. The size of voxel will affect the efficiency and the accuracy of estimation. We set voxel size to 10mm to balance the two aspects and accumulate the remaining votes weight.
D. Multilevel Hypothesis Verification
Generally, most of the regression tasks often encounter unpredictability of output values because of noisy or unseen, ill-conditioned input data. Although 3D voxel representation reduces the degree of intensive sampling during model training, Hough forests is still unable to avoid all of these problems. If we directly use the voting results of Hough forests, a large number of ambiguous output values can lead to a very crowded voting space that we would fall into a crisis of efficiency. We thus propose a multilevel hypothesis verification strategy.
In the first stage, for the accumulated weight in each voxel grid, we set a constraint parameter ρ 1 to reject voxels which value are less than threshold τ , τ equals ρ 1 × σ × P n . P n is the size of object model points, ρ 1 ∈ [0, 1] is an estimated value which means the proportion of visibility part of the object. Results of position vote under varying ρ 1 is shown in Fig. 5 . We can see that the smaller the ρ 1 the more the candidate location becomes.
In the second stage, we use the remaining votes to fit the object model into the scene, and then we calculate the nearest neighbor distance of all points in the object model to the scene. Next step, we count the number of the points which nearest neighbor distance less than a threshold d rough , and reject the votes which accumulated a number of points less than another threshold r rough , r rough equals to ρ 2 × P n . ρ 2 is similar to ρ 1 , however, ρ 2 usually little bigger than ρ 1 in this rough matching stage. This stage will eliminate most of the error candidates which are caused by the cluster background.
In the third stage, we perform a fine ICP algorithm for the remaining votes and return the cumulative number of points like stage three. The max correspondence distance for ICP algorithm equals to d rough . In this stage, we need a parameter d f ine less than d rough , ρ 3 greater than ρ 2 and threshold r f ine greater than r rough , r f ine equals ρ 3 × P n . This stage will eliminate most of the error candidates which are caused by the object ambiguous, and fine match object and scene.
In the fourth stage, we find that the above strategy can verify the objects robust relatively which with large volume and complexity, e.g. coffee cup, joystick, juice and milk. However, when using the same strategy for camera and shampoo which with ambiguous shape, the results of the two objects are disappointing for us. In cope with this issue, we design an additional color difference filter which can help filtering candidates with large differences in color cues. We adopt the simplest Sum of Absolute Differences (SAD) strategy which calculates the average RGB difference of nearest neighbors and refuses the candidate with average difference larger than a threshold.
At last stage, we adopt non-maxima suppression to eliminate approximate solution. We first keep the candidates which have the closed position but with a high score and then adopt the same pose similarity metric which is mentioned in the experiment to retain the optimal pose. 
IV. EXPERIMENTS

A. Datasets and Evaluation Metrics
We perform experiments on the publicly available datasets presented in [3] , a challenge household datasets, which contains multiple objects of one category per test image, a total of 6 categories. For each category, the testing sequence annotated with ground truth position and pose. The testing images were sampled to produce sequences that are uniformly distributed in the pose space by [0
• ] in the yaw, roll and pitch angles respectively. In addition, multiple object instances and occlusions make this datasets more challenging for the task of 3D object recognition.
We also test our pipeline on the publicly available datasets presented in [1] , which depicts a bin-picking scenario mostly found in industrial settings. This datasets contains a total of two objects, juice and coffee cup. For the scene of the coffee cup, there are 17 identical cups per test image, a total of 56 scenes. Similarly, there are 5 identical juice per test image for the juice model, a total of 60 scenes. Each scene annotated with ground truth position and 3D pose. The sequences were obtained by a freely moving sensor and ground truth was calculated using marker boards.
For evaluation, we adopt the same metric (F1-score) as [3] to compare the performance of our method with other stateof-the-arts. F1-Score is the harmonic mean of precision and recall. Authors of the metric argue that this is a more accurate form of comparison, which is especially true in the case of occlusion and heavy clutter [3] .
B. Parameter Setting and Analysis
For each category, we render 3D point clouds at a fixed scale S. In particular, for all test 3D point cloud sequence, we delete the area which far from the working range in the scene. After that, we choose the mean distance of the working area boundary as the sampling distance of the virtual scanner. Here, the value of S is set to 700mm. Then we produce sequences at intervals of 30 degrees.
The architecture of Sparsity Autoencoder we use in the experiments is 2 layers (encoder part) of 400 and 100 hidden units respectively. Hough forests contains 10 trees and if the depth of the node is equal to the maximal one (d max = 15) or the number of patches is small (N min = 20), the constructed node is declared as a leaf and the leaf vote information is accumulated and stored. The dimension of the deep feature F is the size of inner-most layer hidden units.
In our framework, in order to balance the efficiency and accuracy, we need to down-sampling the original 3D point cloud. In our experiments, we adopt a VoxelGrid based method to down-sampling the input data. The method divides a given 3D point cloud into an equally spaced 3D voxel grid and replaces the points using the center of gravity of all points in each voxel grid. Here, for the objects and the scenes, we set the voxel grid size to 8mm. Furthermore, in the training phase, for each category, the maximum patch size used was limited to the 2/3 of the smallest object dimensions. Then, the volumetric vector size V for each category is set to the 2/3 of the smallest object dimensions divide by voxel grid size.
Another important factor is the stride s during patch extraction in training phase. Instead of using all the points Fig. 6 . Some of our results on the household datasets of [3] . We show the results in a manner of mapping the object model to the scene. Green point clouds point the true positive results.
in each down-sampling 3D voxel grid as the key points we further set a stride s, here the value is 2. Fig. 7 shows that the smaller the stride the more accurate the detection becomes. For the parameters of the multilevel hypothesis verification, we will instruct them for each stage. In stage 1, τ equals ρ 1 × σ × P n , where ρ 1 is set as 1/8 in the experiment. Fig. 5 shows different results of position vote under varying ρ 1 . We set it to 1/8 aiming to get a relaxed solution space relatively. In stage 2, the threshold d rough can be seen as the max correspondence distance for the next ICP stage. Here, we set d rough to 25mm, which can give ICP algorithm an effective working range. The threshold r rough equals to ρ 2 × P n , ρ 2 is similar to ρ 1 , however, ρ 2 usually a little bigger than ρ 1 in this rough matching stage. Here, we set it to 1/6. In stage 3, after the fine matching algorithm ICP, the potential true positive must be close to the scene targets. So we set the d f ine to 7mm and set ρ 3 to 1/4. Actually, 1/4 is an observation, which means the proportion of visibility part of the object close to 1/4 under the 3D sensors and occlusions.
C. Comparison Results On the Household Datasets
We evaluate our approach on the datasets of Tejani et al. [3] and compare with five state-of-the-art methods, namely LineMOD [8] , the method of Drost et al. [21] , LC-HF [3] , AE-HF [1] and CAE-KNN [4] . Because the raw datasets show problems with the ground truth annotation, we just test our method on the re-annotated datasets which is corrected by [4] . Datasets in Table I and Table II have different size of test sequence, but the same distribution. This can be judged by the close score from LC-HF in the two tables, so the methods in Table II can still be compared. Table I and Table  II show that our method outperforms most of the state-of-thearts except the method of AE-HF [1] . Although the average score is less than AE-HF [1] , half of the test data show an advantage. Fig. 6 shows some of the results on the datasets.
LineMOD [8] shows worse performance in Table II and a relatively improve with some unclear new strategy in Table  I . As a matching-based method, LineMOD provides efficient strategy when dealing with texture-less objects, but suffer in cases of occlusions, changes in lighting conditions and lack of RGB information. Similar to most of the RGB-D based template-based methods, LineMOD needs sampling quantities of templates under close viewpoint to fully cover an object. These great size ambiguous views will cause false positives in the cluttered environment even with a hypothesis verification pipeline. Unsupervised feature learning based methods [1] [4] show greater performance than manually designed feature based methods [3] [21]. This shows that the feature of unsupervised learning has a good ability to represent original data.
In contrast, our proposed pipeline can significantly reduce the above problems and perform excellent results. Relative to the above methods, our new technology can not only eliminate the dense scale sampling for offline model training but also reduce the distortion by mapping the 3D shape to the 2D plane. To a great extent, our algorithm can reduce the dependence on color cues in some scenarios with less color but abundant shape details. It is evident that our learned features are able to handle a variety of object appearances with stable performance.
D. Comparison Results On the Bin-picking Datasets
In addition, we also test our pipeline on the publicly available datasets presented in [1] , which depicts a binpicking scenario mostly found in industrial settings. Here, we compare with two state-of-the-art methods, LC-HF [3] and AE-HF [1] . Fig. 8 shows some of our results on the binpicking datasets of [1] . Table III gives the comparison results of this two methods and shows that our pipeline can get better results in the identical bin-picking environment. Different from the datasets of [3] which the objects are placed in discrete places, the objects here are very compact with each other. This will increase the difficulty of the recognition of algorithm because the object's self-occlusion and interference are more serious. For the two sequences, although the score is not high, our method all gives better results. For real industrial environments, especially complex scenario, it is difficult to identify all the targets at once. Recall rates are usually compensated by additional mechanical structures, such as changing the view point to achieve a better grasp and recognition. Therefore, from the experiment results, our proposed method is verified to be applied to the bin-picking scenario. Fig. 8 . Some of our results on the bin-picking datasets of [1] . We show the results in a manner of mapping the object model to the scene. Green point clouds point the true positive results. V. CONCLUSIONS We propose a novel pipeline for 6-DoF object pose estimation. Compared with state-of-the-arts, we propose to use a point cloud volumetric representation strategy based on unsupervised deep learning network to extract low compact discriminative feature, which can not only eliminate the dense scale sampling for offline model training, but also reduce the distortion by mapping the 3D shape to the 2D plane and partly overcome the dependence on color cues. We can achieve multi-object detection and pose estimation simultaneously via the Hough forests algorithm. In addition, we propose a robust multilevel hypothesis verification to eliminate the unpredictability of output values that inevitably occurs in regression tasks. In order to verify our algorithm, we test our algorithm on public datasets and experiments demonstrate that our approach provides effective results comparable to the state-of-the-arts. Because in our experiment, many calculations are implemented with independent modules, so the overall efficiency is still not up to the realtime level. As a future work, this is our next step.
