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Die Anwendung neuronaler Netzwerke ist ein extrem kontrovers diskutiertes Thema. In
dem einen Extrem erhoffen die Verfechter neuronaler Netzwerke, daß diese als Produkt der
'künstlichen Intelligenz' in der Lage sind, Aufgaben zu lösen, die bislang als unlösbar oder
nur schwer lösbar galten. In dem anderen Extrem sehen die KritIker neuronaler Netzwer-
ke deren Vorteile hinter dem bluck box-Ansatz verschwinden und behaupten, neuronale
.Netzwerke können nichts, was sich nicht schon mit den bekannten statistischen Metho-
den in Griff bekommen ließe. Unrecht haben beide Seiten. Tatsächlich sind neuronale
Netzwerke nichts anderes als eine neue Klasse von statistischen Verfahren, eine Erkennt-
nis, die mittlerweile auch in der jüngeren wissenschaftlichen Literatur Platz greift. In
der vorliegenden Arbeit werden neuronale Netzwerke zu den herkömmlichen Verfahren in
.Beziehung gesetzt. Darüber hinaus wird aufgezeigt, wie sich neuronale Netzwerke mit Hil-
fe von statistischen Methoden objektiv analysieren lassen. Die Anwendung statistischer
Methoden auf neuronale Netzwerke soll mit 'Neurometrie' betitelt werden. Im Rahmen
diese neurometrischen Ansatzes wird eine Vorgehensweise für die Spezifikation einer Netz-
werkarchitektur vorgestellt, die bei der ökonometrische Modellierung eines funktionalen
Zusammenhangs mit Hilfe von neuronalen Netzwerken zum Einsatz kommen sollte.Inhaltsverzeichnis
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Die Entwicklung neuronaler Netzwerke entsprang dem Versuch, die Leistungsfähigkeit
biologischer Nervensysteme auszunutzen und die Schrankeß der sequentiell arbeitenden
von-Neumann-Rechner zu durchbrechen. In Anlehnung aß das biologische Vorbild Ge-
hirn wurden dazu eine Vielzahl von -einfachen Recheneinheiten miteinander verbunden,
in der Hoffnung, so komplexe Phänomene wie 'Intelligenz' oder 'Lernfähigkeit' nachbil-
den zu können (Sarle, 1994). Solche Attribute wie 'Intelligenz' und 'Lernfähigkeit' sind
mitverantwortlich für die kontroverse Auseinandersetzung, die um das Thema 'neuroßale
Netzwerke' geführt wird. Denn wirklich intelligentes Verhalten - wie z.B. das Erlernen
und selbständige Abstrahieren eines Zusammenhangs - können neuronale Netzwerke
schon allein wegen der dazu benötigten Komplexität bei weitem nicht erreichen. Selbst
große Netzwerke bestehen zur Zeit aus nicht mehr als ein paar tausend Recheneinheiten,
das menschliche Gehim besitzt dagegen etwa 1012 Neuronen.
Die Bezeichnung 'neuronales Netzwerk' ,ist nicht eindeutig festgelegt. Zur Zeit wird sie in
verschiedenen Anwendungsgebieten benutzt:
• als Simulationsmodell für die Informationsverarbeitung in biologischen Nervensy-
stemen;
• als signalverarbeitendes Echtzeitsystem oder als Steuerungseinheit von Maschinen;
• als Methode zur Approximation funktionaler Zusammenhänge.
Tm ökonometrischen Kontext der vorliegenden Arbeit werden ausschließlich neuronale
Netzwerke betrachtet, ,die sich für die Approximation fun'ktionaler Zusammenhänge eig-
nen. Denn nur diese lassen 'sich für die ModeUierung ökonomischer Zusammenhänge ein-
setzen.
Neuronale Netzwerke können vereinfachend als Baukastensysteme, deren Bausteine sich








Abbildung 1: Standardnetzwerk mit drei Schichten.2 Einleitung
Die Bausteine werden in Anlehnung an Sarle (1994) folgendermaßen visualisiert:
• Kreise entsprechen den beobachteten Variablen und beinhalten den entsprechenden
Variablennamen.
• Rechtecke repräsentieren den errechneten \Vert einer Funktion, die von einer oder
mehreren Variablen abhängig ist. Die Symbole innerhalb des Rechtecks stellen die
sogenannten Aktivierungsfunktionen dar, die alle in eine unit eingehenden Signale
in ein Ausgangssignal transformiert. Den meisten Aktivierungsfunktionen ist ein
sogenannter Schwellwert- bzw. affiner Parameter zugeordnet.
• Dünne Pfeile charakterisierendie Abhängigkeiten im Netzwerk. Der Wert am Beginn
eines Pfeils geht in die Berechnung der Funktion am Ende des Pfeiles ein. Jedem Pfeil
ist ein Gewicht bzw. Parameter zugeordnet, der im Trainingsprozeß des Netzwerks
bestimmt wird. Die Gewichte der linearen Verbindungen werden o-Gewichte, die
Gewichte zwischen output und hidden units ß-Gewichte und die Gewichte zwischen
hidden und input units ,-Gewichte genannt.
• Ein dicker Pfeil bedeutet, daß die Vorhersagen des Netzwerks an die tatsächlichen
Beobachtungen der zu erklärenden Variable angepaßt werden sollen.
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Abbildung 2: Die Bausteine neuronaler Netzwerke.
Ein Beispiel für ein einfaches neuronales Netzwerk, das die wesentlichen Bausteine ver-
wendet, ist in Abbildung 1 dargestellt. Die einz~lnen Bausteine sind in Abbildung 2 auf-
gelistet. Netzwerke dieser vorwärtsgerichteten Art finden in den meisten Untersuchungen
Anwendung, und daher sollen in der vorliegenden Arbeit lediglich solche Netzwerktypen
betrachtet werden. Das wesentliche Charakteristikum dieser Netzwerktypen besteht dar-
in, daß sie auf einen im voraus bekannten Zieloutput hintrainiert werden (sog. supervised
leaming). Im Gegensatz dazu existieren Netzwerktypen, die darauf ausgerichtet sind, im
voraus unbekannte Merkmale aus den zu analysierenden Daten (ähnlich der Faktorenana-
lyse) zu extrahieren (sog. unsupervised leaming).
In den Rechtecken sind die in Netzwerken verwendeten Transformationsfunktionen dar-
gestellt. Bei der Implementierung neuronaler Netzwerke verwendet man für die lineare
Transformationsfunktion die identische Funktion g(x) = x. Die Schwellwert-Funktion3
wird mit einer Signum-Funktion g(x) =sgn(x) implementiert und bei der radialen Basis-
funktion verwendet man in den meisten Fällen eine Gauss'sche Glotkenkurve g(x) == e-x / 2 .
Als sigmoide Transformationsfunktion benutzt man die hyperbolische Tangensfunktion
g(x) = tanh(x) bzw. die logistische Funktion g(x) == (1 + e-xt
1 == (tanh(x/2) + 1)/2.
Die tanh-Funktion bietet gegenüber der logistischert Funktion zWei Vorteile: erstens ist
ihre Ableitung mit tanh(x)' == 1 -'-' tanh
2(x) leichter zu berechnen und zweitens ist sie
symmetrisch zum Ursprung, so daß tarth(x) = -"" tanh(~x) gilt.
Jedes neuronale Netzwerk laßt sich durch eine Funktion der erklärenden Variablen
X = [XO,Xl, ... ,XI] lind der Netzwerkgewichtew == (cl, ß',,')' beschreiben. Xo stellt ist
konstant uild wird für alle Beobachtungen als Xo == 1 definiert. I bezeichnet die Anzahl
der nichtkonstanten erklärenden Variablen, 1l die Anzahl der verwendeten hidden units.
Für das in Abbildung 1 dargestellt Netzwerk ergibt sich damit die folgende funktionale
- Form f(X, w):
l+H r
f(X, w) == Xa + t: ßh9(L,hiXi)
h::::I+l i=O
2 Neuronale Netzwerke in der Ökonometrie
(1)
Ziel jeder ökonometrischen Untersuchung ist die Erklärung oder Prognose von ökonomi-
schen Variablen. Die Erklärung geschieht dabei unter Verwendung anderer ökonomischer
Variablen, aber auch unter Zuhilfenahme externen Wissens, sofern dieses zur Verfügung
steht.
Im einfachsten Fall soll die (funktionale) Beziehung einer gegebenen Variable y zu anderen
Variablen X = [XO,Xl, ...,xr] aufgedeckt werden, d.h.
y = F(X) +t. (2)
t: stellt einen Störterm dar, der unabhängig von X verteilt sein soll, und es wird E[c:IX] = 0
angenommen. Die Funktion F bezeichnet man als Regression von y auf X, denn es gilt:
E[yIX] = F(X). "
In der Ökonometrie versucht man nun, die wahre Funktion F(X) mit einer Funktion
f(X,8) zu approximieren. In den meisten Fällen nimmt man dazu an, daß die funktionale
Form von f der Form der wahren Funktion F entspricht, so daß dann lediglich noch
die Parameterwerte 8, die den Verlauf der Funktion f spezifizieren, mit Hilfe der Daten
geschätzt werden müssen. Alternativ dazu ist es jedoch möglich, die wahre Funktion F
auch ohnejede Annahme über ihre funktionale Form direkt mittels der Daten anzunähern.
Die Funktion f ist dann das Resultat der Annäherung.
Um nun die Anwendbarkeit neuronaler Netzwerke für die Problemstellung der Funktions-
approximation zu erkennen, betrachte man noch einmal die Abbildung 1. Die unahhängi-
gen Variablen X werden als Input für das neuronale Netzwerk verwendet, die abhängige4 2 Neuronale Netzwerke in der Ökonometrie
Variable y stellt den Zielwert des Netzwerks dar. Hornik/Stinchcombe/White (1989) ha-
ben bewiesen, daß ein Netzwerk dieser Form mit nur einem hidden layer in der Lage
ist, jede beliebige (meßbare) Funktion mit jedem gewünschten Grad an Genauigkeit an-
zunähern, vorausgesetzt das Netzwerk besitzt eine hinreichend große Anzahl von 'udden
'llnits. Insbesondere können neuronale Netzwerke also auch nichtlineare Funktionen olme
Schwierigkeiten abbilden. Mit Hilfe neuronaler Netzwerke lassen sich demgemäß beliebige
Funktionen F(X) = E[yIX] approximieren. Im Gegensatz zu vielen anderen statistischen
Verfahren müssen bei der Anwendung neuronaler Netzwerke jedoch keine expliziten An-
nahmen über die funktionale Form der wahren Funktion F gemacht werden.
2.1 Parametrische und nichtparaluetrische Verfahren
Neuronale Netzwerke sind nichts anderes als statistische Verfahren zur Approximation von
Regressionsfunktionen. Sie lassen sich daher nahtlos in den l\ontext der herkömmlichen
statistischen Verfahren eingliedern. In der Statistik und der Ökonometrie unterscheidet
man zwischen drei Klassen von Verfahren:
1 den parametrischen, den semiparametrischen
und den nichtparametrischen Verfahren. Letztere gehören zu den jüngeren l'vIethoden in
der Ökonometrie2 und haben in den letzten zehn Jahren zunehmend an Aufmerksamkeit
gewonnen. Die Verfahren aller drei Klassen sind für denselben Zweck geeignet, nämlich
einen (ökonomischen) Zusammenhang zu modellieren. Sie unterscheiden sich jedoch darin,
daß sie zur Modellierung von Zusammenhängen unterschiedlich starke Annahmen erfor-
dern.
• Bei den parametrischen Verfahren unterstellt man dem zu modellierenden Zusam-
menhang eine bestimmte funktionale Form (z.B. f( X. 0) = XO oder f(.\:,O) =
l:k fhxk etc.), in dem lediglich noch die Parameter 0 der unterstellten Funktion zu
bestimmen sind.
• NichtparametrischeVerfahren hingegen erlauben die ModelIierung eines Zusammen-
hangs, ohne im voraus Annahmen über die funktionale Form dieses Zusammenhangs
treffen zu müssen. Die Form des Zusammenhangs ergibt sich (in den meisten Fällen
durch Glättung) allein aus den zur Verfügung stehenden Beobachtungen. Paranw-
tel', die zur Beschreibung des funktionalen Zusammenhangs benötigt werden, haben
keine theoretisch fundierbare Bedeutung mehr.
• Semiparametrische Verfahren sind Mischformen VOll parametrischen und nichtpara-
metrischen Verfahren.
Die Vor- und Nachteile der verschiedenen Verfahren liegen auf der Hand: parametrische
Verfahren eignen sich immer dann besonders gut, wenn man entweder die zugrundeliegen-
de Struktur eines Zusammenhangs kennt oder wenn man hinreichend belegte Vermutun-
gen über dieselbe aussprechen kann. Nichtparametrische Modelle finden vor allen Dingen
1YgL Granger/Teräsvirta (1993),
2YgL Härdle (1990).2.1 Parametrische und nichtparametrische Verfahren 5
dort Anwendung, wo keine gesicherten Erkenntnisse über die Modellstruktur vorliegen
oder gewonnen werden können.
Im Sinne der obigen Definition sind neuronale Netzwerke rein parametrische Verfahren,
denn sie unterstellen dem zu modellierenden Zusammenhang eine bestimmte Struktur,
in der lediglich noch geeignete Parameter gewählt werden müssen.. Um dies zu erkennen,
betrachte man das bekannte einfache lineare Regressionsmodell in Vektornotation3
mit den Annahmen
y=Xa+e.
E[e] = 0 und E[c:e/] = (721.
(3)
(4)
Dieses Regressionsmodellließe sich alternativ zu OLS mittelseines neuronalen Netzwerks,
das in Abbildung 3 dargestellt ist, schätzen. Dieses neuronale Netzwerk entspricht also







Abbildung 3: Das einfache lineare Regressionsmodell als neuronales Netz.
Die Architektur eines Netzwerks legt also eine funktionale Form fest und lediglich die Ge-
wichte des Netzwerks müssen im sogenannten Trainingsprozeß bestimmt werden. Die sich
ergebenden Gewichtswerte tu entsprechen den geschätzten Parametern 6: eines Regressi-
onsmodells. Die Netzwerkfunktion /, deren Werte Vorhersagen Yt für die beobachteten
Werte Yt der abhängigen Variable liefert, gestaltet sich entsprechend:
(5)
Neuronale Netzwerke sind also rein parametrische Verfahren. Unter gewissen Umständen
können sie jedoch - wie im folgenden nach einem kurzen Exkurs üb-er Bias und Varianz
dargestellt werden soll - als nichtparametrische Verfahren aufgefaßt werden.
3Die Yariablenvereinbarungen sind am Ende dieser Arbeit in der Nomenklatur getroffen.6 2 Neuronale Netzwerke in der Ökonometrie
Das bei parametrischen Verfahren am häufigsten verwendete Zielkriteriumfür die Bestim-
mung von Parametern () einer Funktion f besteht in der Minimierung der durchschnittli-
chen quadratischen Abstände zwischen den tatsächlichen Werten der abhängigen Varia-
blen y und den durch die Funktion f(X,O) geschätzten Werten iJ. Das ist der geschätzte
Mean Squared Error (MSE) einer Regression:
(6)
Der durchschnittliche Fehler (MSE) jeder Modellschätzung f(X, 0) läßt sich in zwei Kom-
ponenten zerlegen: einen unsystematischen Fehler MSEu und einen systematischen Fehler
MSE., denn es gilt:
MSE E[(y - f(X, 0))2]
E[(y - F(X) +F(X) - f(X, 0))2]
E[(y - F(X))2] +E[(F(X) - f(X, 0))2] +2E[(y - F(X))(F(X) - f(X, 0))]
E[(y - F(X))2] + E[(F(X) - f(X, 0))2] + 0
MSEu +MSEs (i)
Der erwartete unsystematische Fehler MSEu wird durch den Störterm [ = y - F(X)
erzeugt und läßt sich, da er rein zufälliger Natur ist, durch ~ein Modell approximieren.
Er kann aber erheblich von den Residuen der Regression u = y - f(X,O) abweichen, da
sich die Residuen aus dem Störterm c und dem Approximationsfehler a(X, 0) = F(X) -
f(X, 0) der Regression zusammensetzen. Die Güte einer Regression läßt sich grundsätzlich
nur mit dem systematischen Fehler messen, denn dieser gibt an, wie hoch die erwartete
quadratische Abweichung zwischen der wahren Funktion F und ihrer Approximation f
ist. Im günstigsten Fall ist die Abweichung zwischen diesen beiden Funktionen Null, so
daß in diesem Fall MSE = MSEu '
Interpretiert man nun die Funktionf als einen Funktionsschätzer für die Funktion F, dann
läßt sich der systematische MSEs der obigen Modellschätzung noch weiter aufteilen. Der
MSE eines jeden Schätzers unterteilt sich nämlich in Bias und Varianz dieses Schätzers.
Für einen Parameterschätzer0gilt beispielsweise:
MSE[O] = Bias[0]2 +Var[O] (8)
Der Bias eines Schätzers ist als die Abweichung des Erwartungswertes des Schätzers
von dem tatsächlichen Wert definiert. Die Varianz des Schätzers ist die durchschnittli-
che quadrierte Abweichung des Schätzers von seinem Erwartungswert. Für den Bias des
Punktschätzers 0gilt also beispielsweise
Bias[O] = E[O] - () (9)2.1 Parametrische und nichtparametrische Verfahren 7
und für seine Varianz
(10)
In der obigen Regression ist der systematischen MSEs die durchschnittliche Abweichung
des Funktionsschätzers f von dem wahren Funktionsverlauf F. Es gilt also MSEs =
MSE[f]. Der Funktionsschätzer f läßt sich nun analog zu dem obigen Parameterschätzer
in einen Bias und eine Varianz zerlegen:
MSE[f] E[(F(X) - f(X, 0))2]
Bias[f(X,oW +Var[f(X,0)]
Der Bias von f gibt dabei an, wie weit der Funktionsverlauf von f im erwarteten Mittel
von dem Funktionsverlaufvon F entfernt ist. Er stellt somit die systematische Verzerrung
der Approximation dar. Die Varianz von f gibt an, in welchem Bereich um den Funk-
tionsverlauf von f herum die aus den Daten ableitbare Approximation der Funktion F
auch hätte liegen können. Die folgende Abbildung 4 soll dies verdeutlichen.
: I
wahre Funktion F : I
: I .







Abbildung 4: Bias und Standardabweichung eines Funktionsschätzers f.
Die Approximation der Funktion F durch die Funktion f in der Abbildung 4 ist offen-
sichtlich verzerrt, da der Kurvenverlaufvon f systematisch neben dem Kurvenverlaufvon
F liegt. Alle im Varianzband liegenden Funktionsverläufe sind aufgrund der gegebenen
Daten für f möglich. Eine offensichtlich optimale Funktionsschätzung wäre unverzerrt
im Erwartungswert und hätte keine Varianz. Die Kurven für fund F würden sich in
diesem Fall also decken und Abweichungen wären aufgrund der Beobachtungen sowie der
Modellierung nicht möglich.
Aus diesen Vorüberlegungen läßt sich nun ableiten, daß die Abweichung jeder Approxi-
mation f von der zu approximierenden Funktion F entweder durch eine Verzerrung im8 2 Neuronale Netzwerke in der Ökonometrie
Erwartungswert, durch die Varianz des Funktionsverlaufs oder durch eine Kombination
von Bias und Varianz erzeugt werden. Mit den Annahmen über die ModelIierung von
F legt man implizit fest, ob letztendlich Bias oder Varianz für den realistischerweise zu
erwartenden Approximationsfehler verantwortlich sind. In der empirischen Anwendung
einen Fehler sowohl bezüglich der Varianz als auch bezüglich des Bias auszuschließen,
ist unmöglich. Dieses Dilemma nennen Geman/Bienenstock (1992) das Bias-Varianz-
Dilemma.
Grundsätzlich ist es so, daß fehlspezifizierte (parametrische) Modelle einen Bias verursa-
chen; modellfreieSchätzungen sind hingegen in der Regel unverzerrt, leidenjedoch an einer
hohen Varianz, die sich lediglich mit Hilfe ungewöhnlich großer Datenmengen reduzieren
läßt, d.h. sie konvergieren in Bezug auf die Größe der Datenmenge nur extrem langsam
zu einer konsistenten Schätzung
4
• Die einzige Möglichkeit die Varianz zu kontrollieren
besteht deshalb in der Vorgabe einer Modellstruktur, worin sich das Dilemma deutlich
macht: die wahre Modellstruktur ist nämlich häufig komplex und daher nur selten exakt
zu identifizieren. Mit einer möglicherweise inkorrekten Annahme über die Modellstruktur
erhält jedoch dann wiederum ein Bias Eingang in die Schätzung.
Wie sind nun neuronale Netzwerke in das Schemavon parametrischen und nichtparametri-
schen Verfahren einzuordnen? Neuronale Netzwerkegehören - wie oben festgestellt - zu
den parametrischen Verfahren. Beim Entwurfeiner Netzwerkarchitektur werden jedoch in
der Regel keine expliziten Annahmen über die funktionale Form des zu modellierenden Zu-
sammenhangs getroffen. Mit der Festlegung einer bestimmten Netzwerkkomplexität trifft
man dennoch die implizite Annahme, daß der zu modellierende Zusammenhang durch das
verwendete Netzwerk approximiert werden kann. Soll auch diese Annahme fallengelassen
werden, muß ein Netzwerk gewählt werden, daß jede beliebige Funktion approximieren
kann, im Extremfall also ein Netzwerk, das unendlich viele hidden units besitzt. Damit
entsprechen hinreichend dimensionierte Netzwerkmodelle nichtparametrischen Verfahren
dahingehend, daß sie erstens unverzerrt sind und zweitens (wegen ihrer hohen Parame-
terzahl) unter einer großen Varianz der Modellschätzung leiden.
Zusammenfassend kann man sich neuronale Netzwerke auf einem Kontinuum vorstellen,
an dessen einem Ende parametrische Verfahren, an dessen anderem Ende nichtparametri-










Abbildung 5: Kontinuum zwischen parametrischen und nichtparametrischen Verfahren.
In den Extremen ist einJ~'etzwerkohne hidden units - wie in Gleichung (5) dargestellt-
als ein rein parametrisches Verfahren, ein neuronales Netzwerk mit unendlich vielen hidden























Tabelle 1: Vergleich der Terminologien
units dagegen als ein nichtparametrisches Verfahren zu interpretieren. Mit der Wahl einer
bestimmten Netzwerkkomplexität wird ein Punkt auf dem Kontinuum angenommen, ein
Kompromiß zwischen Bias und Varianz. Ein Netzwerk niedriger Dimension ist mit großer
Wahrscheinlichkeit verzerrt, da nur eine geringe Anzahl von Funktionen approximiert wer-
den kann, ein Netzwerk von großer Dimension hat einen geringen Bias, leidet dafür jedoch
an einer hohen Varianz des Modells. Ziel jedes Modellbildungsprozesses mit neuronalen
Netzwerken muß sein, eine Architektur zu finden, die den besten Kompromiß zwischen
Bias und Varianz des Modells eingeht. Optimal ist ein neuronales Netzwerk genau dann
gewählt, wenn es gerade groß genug ist, die wahre Funktion F zu approximieren. Dann
nämlich ist der erwartete Bias Null und die erwartete Varianz bleibt wegen der minimal
möglichen Parameterzahl so gering wie möglich.
2.2 Glossar
Die im bisherigen Verlaufdieser Arbeit dargestellten Analogien zwischen neuronalen Netz-
werken und anderen statistischen Verfahren sollen an dieser Stelle kurz zusammengefaßt
werden. Dabei sticht die Verwandtschaft zwischen neuronalen Netzwerken und statisti-
schen Verfahren deutlich hervor. Es zeigt sich einmal mehr, daß neuronale Netzwerke
nichts anderes sind als eine neue Klasse von statistischen Verfahren, die lediglich mit
einer unterschiedlichen Terminologie ausgestattet sind.
Vor dem Hintergrund der offensichtlichen Verwandtschaft von neuronalen Netzwerken und
statistischen Verfahren läßt sich eine jeweils exklusive Betrachtung nicht mehr rechtferti-
gen. Im Gegenteil, White (1992, S. 123) schreibt:
,,[...) neural netwoTk models provide a novel, elegant, extTemely rich class of
mathematical tools f01' data analysis. Application of neural network models
to new and existing datasets holds the potential fOT fundamental advances in
empiTical understanding aCTOSS a braad spectrum of the sciences. Ta realize
these advances, statistics and neuml netwoTk modelling must work tagether,
hand in hand. ,.10 2 Neuronale Netzwerke in der Ökonometrie
2.3 Neuronale Netzwerke und statistische Modelle
In den letzten Abschnitten ist deutlich geworden, daß neuronale Netzwerke nichts anderes
sind als Regressionsmodelle. Um diese Feststellung etwas anschaulicher zu gestalten, sollen
im folgenden einige Regressionsmodelle in Form von Netzwerkarchitekturen dargestellt
werden.5 Dabei wird u.a. die große Flexibiliät neuronaler Netzwerke deutlich werden,
selbst die verschiedensten Modelltypen mittels einer vereinheitlichten Terminologie zu
implementieren. In Abbildung 3 wurde bereits das einfache lineare Regressionsmodell als
neuronales Netzwerk dargestellt. Abbildung 1 zeigt die Umsetzung eines nichtlinearen
Regressionsmodells mittels eines Netzwerks.
Ein vorwärtsgerichtetes Netzwerk, das - wie in Abbildung 6 dargestellt - eine logistische








Abbildung 6: Logistisches Regressionsmodell als neuronales Netz.
Ein Netzwerk mit einer Schwellwertfunktion als output und läßt sich als Diskriminanz-
funktion interpretieren. In einem Netzwerk ohne hidden units hat die diskriminierende
Funktion dabei einen linearen Verlauf, in einem Netzwerk, das hidden units verwendet
(Abbildung 7), kann sie einen beliebigen nichtlinearen (z.B. quadratischen) Verlaufanneh-
men (Flury et al., 1983). Sollen die Beobachtungen in mehr als, nur zwei Klassen aufgeteilt
werden, wählt man üblicherweise ein Netzwerk mit entsprechend vielen logistischen output
units. Der Wert einer output unit sollte Eins sein, wenn die Beobachtung in der entspre-
chenden Klasse liegt und Null anderenfalls. Die Werte, die eine output unit tatsächlich
liefert (üblicherweise kleiner als Eins), lassen sich dann als Wahrscheinlichkeiten auffassen,
mit der eine Beobachtung der entsprechenden Klasse angehört. Das für diese Modellierung
beste Zielkriterium ist die Cross Entropy, die sich aus der Loglikelihood-Funktion einer
Bernoulli-Verteilung der Variablen y ergibt.6
5Ygl. Sarle (1994).







Abbildung 7: Nichtlineare Diskriminanzanalyse als neuronales Netz.
Wie sich aus der Darstellung dieser beiden Modelle bereits erkennen läßt, sind viele pa-
rametrische Regressionsmodelle auch als Netzwerk darstellbar. Es ist nun mit neurona-
len Netzwerken leicht möglich, bestehende Regressionsmodelle in ein Netzwerk einzubet-
ten und um eine nichtlineare Komponente zu erweitern. Das in Abbildung 8 dargestell-
ten Netzwerk stellt die Erweiterung des einfachen linearen Regressionsmodells um einen
nichtlinearen Teil dar. Das Netzwerk kann mit den Parametern einer OLS-Schätzung
initialisiert werden und ist anschließend in der Lage, auch nichtlineare Zusammenhänge
abzubilden, sofern diese-vorhanden sind. Ein Netzwerk dieser Art ist Grundlage des von
White (1989) entwickelten Neural Network-Test, der der Entdeckung von vernachlässigten







Abbildung 8: In einem neuronalen Netzwerk eingebettetes lineares RegressionsmodelL
Eines der jüngeren multiplen nichtparametrischen Verfahren heißt Projection PU1'suit-
Regression (FriedmanjStuetzle, 1981). Bereits Kuan und White (1994) haben die Ähn-
lichkeit zwischen neuronalen Netzwerken und diesem Verfahren festgestellt. Projection
Pursuit-Regression modelliert den Reg-ressionsverlauf als Summe vonm glättenden Funk- --
tionen g, deren jeweiliger Verlauf von unterschiedlichen Linearkombinationen X Dm der
erklärenden Va.riablen abhängig ist. Die Regression ergibt sich also durch:12 2 Neuronale Netzwerke in der Ökonometrie
M
fpp(X,a) = L 9om(Xam).
m=l
(11)
Die Analogie zur Vorgehensweise neuronaler Netzwerke ist unverkennbar. Der einzige
Unterschied besteht darin, daß die glättenden Funktionen im Falle neuronaler Netzwerke






Input Units Nichtlineare Glättung
Abbildung 9: Projeetion Pursuit-Regression als neuronales Netz.
Am Beispiel des Projeetion Pursuil-Netzwerks läßt sich deutlich erkennen, daß jedes sta-
tistische Verfahren, das zur Approximation von Funktionen Linearkombinationen von
Basisfunktionen (z.B. Polynome, Splines, trigonometrische Funktionen etc.) verwendet,
ebenso als neuronales Netzwerk implementiert werden kann.
Ein Netzwerk, das gänzlich anders funktioniert als die bisher betrachteten, ist das in









Abbildung 10: Radial Basis Funetion-Netzwerk.
7Ygl. Poggio/Girosi (1990).b~?~<~.""":::-~ ."". ~:::; ~~~2.;Jtuts
für VV~;~;;~;~-'L:id~ftKie~
2.3 Neuronale Netzwerke und statistische Modelle 13
Anstelle der logistischen Transformationsfunktionen besitzen die hidden units radiale Ba-
sisfunktionen (RBF), die den in Kern-Regressionen
B benutzten Kernfunktionen k glei-
chen. Als solche verwendet man beispielsweise die Gauss'sche Glockenkurve k(x) =
(211")-1/2e-x' /2. Die Netzwerkgewichte 'Y zum hidden layer nennt man StützsteIlen (Cen-
ters). Sie werden ohne Training ex ante bestimmt und entsprechen ausgewählten Beobach-
tungen, die den Regressionsverlauf möglichst gut charakterisieren. Im Extremfall lassen
sich alle Beobachtungen als StützsteIlen definieren. Im Netzwerktraining werden also le-
diglich noch die Gewichte ß des hidden layer bestimmt, die sich unter Umständen sogar
analytisch errechnen lassen.
Der Vektor der Eingangssignale rh, die eine hidden unit in einem RBF-Netzwerk erhält,
errechnet sich als normierteeuklidische Distanz zwischen dem Gewichtsvektor 'Yll und dem
Inputvektor x;:
[
1 2]1/2 _ ,,('Yh; - Xt,;)
rtll- L.. , .=1 bh
(12)
Die Normierung geschieht durch die sogenannte Bandbreite b. Die Bandbreite regelt, wie
stark die Bestimmung des Regressionsverlaufs im Bereich der StützsteIle von benachbar-
ten Beobachtungen beeinflußt werden soll. Je größer b gewählt wird, desto weniger stark
werden die Nachbarwerte der StützsteIle für die Bestimmung des lokalen Regressions-
verlaufs berücksichtigt. In dieser Hinsicht ist die Bandbreite für die Steuerung von Bias
und Varianz der Schätzung verantwortlich: kleine Bandbreiten sorgen tendenziell für einen
niedrigen Bias und eine hohe Varianz, große Bandbreiten tendenziell für einen hohen Bias
und eine kleine Varianz.
Der von den hidden units gelieferte Ausgangssignalvektor Sh ergibt sich unter Anwendung
der oben beispielhaft genannten Kernfunktion durch
(13)
Die Netzwerkgewichte ß von den hidden units zur output unit mit Zieloutput y werden
analog einer Parameterschätzung im linearen Regressionsmodell bestimmt, d.h.
(14)
wobei Sh = [SI, ... ,SH].
Damit ergibt sich der Schätzer f für den Funktionsverlauf der wahren Funktion F an der
Stelle X, = X T mittels eines RBF-Netzwerks durch:
8VgI. Härdle (1990).
H
f(X",,!,ß) = 2: ßhSh(X",,!).
h=1
(15)14 2 Neuronale Netzwerke in der Ökonometrie
Im Prinzip ist das RBF-Netzwerk nichts anderes als eine Modifikation der schon bekann-
ten Nadaraya-Watson-Kernschätzung9 • In dieser errechnet sich der Funktionsverlauf des
Schätzers f durch:
(16)
Offensichtlich,entspricht diese Regressionsgleichung der eines RBF- Netzwerks, wenn die
Anzahl H der hidden units genau mit der Anzahl T der Beobachtungen übereinstimmt.
Denn in diesem Fall gleichen die Werte der Kernfunktion k den Ausgangssignalen Sh der
hidden units und die Faktoren der Kernfunktion k entsprechen den ßh' d.h. also:
(17)
Es ist deutliCh, daß das beschriebene Modell sehr stark überparametrisiert ist. Eine Mo-
difikation der RBF-Netzwerke besteht nun darin, daß diese meist eine geringere Anzahl
an hidden units verwenden als Beobachtungen vorliegen. Problematisch ist dabei jedoch
die geeignete Auswahl der Stützstellen, die den Regressionsverlauf charakterisieren sol-
len. Aus diesem Grund faßt man die Beobachtungen häufig zu Clustern zusammen und
benutzt die Cluster-Mittelwert als Stützstellen. Die Clusle'~Varianzen können dann als
die Bandbreiten bh dienen.
2.4 Die Methode der nichtlinearen kleinsten Quadrate
Alle im letzten Abschnitt dargestellten Netzwerkarchitekturen sind Regressionsmodelle.
Um nun eine Regression durchführen zu können, benötigt man ein Zielfunktionskriterium.
In der Statistik verwendet man dabei verschiedene Kriterien, u.a. die absolute Abweichung
L Iy -:01 oder die sogenannte Cross Entropy LY·ln(Y)+(1- y) ·ln(l - :0), für 0 < y < l.
Das jedoch am häufigstes eingesetzte Kriterium ist die Summe der kleinsten Quadrate
(Sum of Squared Errors, SSE).
Man betrachte dazu das einfache nichtlineare Regressionsmodell
Y = f(X,B) +c, (18)
für das folgende Annahmen zutreffen sollen. Der Vektor c sei ein Vektor von i.i.d.-
Zufallszahlen (independent and identically distributed) mit Erwartungswert Ek] = 0 und
Varianz Var[c] = (1e;.
Da zur Bestimmung der Gewichte bzw. Parameter eines Netzwerks in den meisten Fällen
die quadrierten Residuen der Regression minimiert werden, kann unmittelbar die Theorie
der nichtlinearen kleinsten Quadrate (NLS) angewendet· werden.10
9Ygl. Härdle (1994).
lOYgl. Amemiya (1985).2.4 Die Methode der nichtlinearen kleinsten Quadrate 15
Der nichtlinearekleinste-Quadrate-Schätzerminimiertdie Summeder quadratischen Feh-
ler (SSE):
SSE(O) = [y - j(X,O)]'[y - j(X, 0)] -+ Min! (19)
Mit den Annahmen für das nichtlineare Regressionsmodell und einigen unter gewissen
Voraussetzungen erfüllten Regularitätsbedingungen für j (White, 1992) kann nun be-
wiesen werden (Amemiya, 1983), daß der Parameterschätzer 0 konsistent ist und eine
asymptotische Normalverteilung besitzt
vT(O - 0) ""' N(o, C), (20)
wobei C einen Kovarianzmatrixterm11 und T die Anzahl der Beobachtungen bezeich-
net. Über die Konsistenz-Eigenschaft hinaus hat der NLS-Schätzer für 0 keine weiteren
wünschenswerten Eigenschaften (z.B. Effizienz), so daß im Falle einer bekannten Ver-
teilung der Residuen die Maximum Likelihood-Methode verwendet werden sollte, die zu
einem effizienteren Schätzere ML führt.12
Ein konsistenter Schätzer für die Varianz a 2 der Residuen ist
(21)
Der Wert K steht für die Anzahl der zu bestimmendenfreien Parameter in einem Modell
bzw. neuronalen Netzwerk.13
Gilt für die Kovarianzmatrix der Residuen
(22)
(z.B. bei Heteroskedastizität und/oder serieller Korrelation), dann bleibt unter relativ
allgemeingültigen Annahmen der NLS-Schätzer 0 konsistent und asymptotisch normal-
verteilt, jedoch witd der asymptotische Kovarianzmatrixterm noch wesentlich komplexer
(Amemyia, 1983). Analog zu einer Schätzung mit Generalized Least Squares (GLS) ist
es jedoch möglich, eine Schätzung in zwei Stufen auch bei NLS anzuwenden (GNLS), so
daß die in n enthaltene Information zu einer effizienteren Bestimmung von everwendet
werden kann.14
llVgl. Gleichung (79).
l2Ein Schätzer ist effizient, wenn er erwartungstreu ist. und die kleinste Varianz unter allen alt.ernativen
erwartungstreuen Schätzern aufweist.
13Da (T~LS lediglich einen asymptotischen Schätzer für die Varianz der Residuen darstellt, ist die Berei-
nigung um die Anzahl der freien Modellparameter [{ im Nenner der Gleichung (21) nicht notwendig.
14Die Vorgehensweise bei einer Zwei-Stufen-Schätzung wird in Abschnitt 3.4 vorgestellt.16 2 Neuronale Netzwerke in der Ökonometrie
2.5 Die Maximum Likelihood Methode
Maximum Likelihood ist ein allgemein einsetzbares Verfahren zur Schätzung von Para-
metern in den unterschiedlichsten Modellen. Die Grundidee der Maximum Likelihood-
Methode besteht darin, zunächst eine Annahme über die Wahrscheinlichkeitsverteilung
von beobachteten Daten zu machen und dann die Wahrscheinlichkeit zu errechnen, mit der
die beobachteten Daten aufgetreten sind. Die Beobachtungswahrscheinlichkeit der Daten
hängt üblicherweise von unbekannten Parametern ab, die dann mit Hilfe der Maximum
Likelihood-Schätzung so bestimmt werden, daß die Wahrscheinlichkeit für das Auftreten
der Daten in der beobachteten Weise maximal ist.
Angenommen es liegt ein Menge von Beobachtungen (ZI, Z2, ... ,ZT) vor, die unabhängig
voneinander entsprechend einer identischen Wahrscheinlichkeitsverteilung P( Zt 1'19) der Zu-
fallsvariablen Zt gezogen wurden. Dabei bezeichnet '19 einen Parametervektor, der die
Wahrscheinlichkeitsverteilung P eindeutig festlegen soll. Unter diesen Annahmen ergibt
sich, daß die gemeinsame Wahrscheinlichkeitsverteilung der Menge (ZI, Z2, ..., ZT) wie
folgt gegeben ist:
T
P[ZI, Z2,"" ZT] = TI P[Zt = ztlt9]·
t=1
(23)
Das Ziel der Maximum Likelihood-Schätzung besteht nun darin, die Parametermenge J
zu bestimmen, die die Wahrscheinlichkeit für das Auftreten der Zt in der beobachteten
Art und Weise maximiert. Zur einfacheren Berechnung arbeitet man üblicherweise anstatt
mit der Likelihood-Funktion
T
L(O) = TI P[Zt = ztlt9]
t=1
mit der logarithmierten Likelihood, also mit:
T




Der Vorteil des Maximum Likelihood-Verfahrens ist seine allgemeingültige Einsetzbar-
keit. Maximum Likelihood-Schätzungen sind normalerweise konsistent und asymptotisch
effizient (Judge et al., 1988).
Betrachtet sei nun das einfache nichtlineare Regressionsmodell aQs Gleichung (18) mit
den dort gemachten Annahmen. Unter der zusätzlichen Annahme, daß die Residuen mul-
tivariat normalverteilt15 sind mit Erwartungswert Null und Kovarianz 0, kann folgende
Loglikelihood-Funktion aufgestellt werden, wobei '19 = (0,0):
1
,c(0, 0) = -2"(Tln(27l') + In 10\ + [y - f(X,O)]'O-I[y - f(X, 0)]) (26)
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Die Maximierung dieser Funktion führt zu Schätzwertenfür die Parameterwertevon 0 und
n. (Es ist offensichtlich, daß der Kovarianzmatrixn einige Restriktionen auferlegt werden
müssen, da die Anzahl der zu bestimmenden Parameter des Modells kleiner sein muß
als die Anzahl der zur Verfügung stehenden Beobachtungen.) Der Maximum Likelihood-
Schätzer ist konsistent, er hat eine asymptotische Normalverteilung und er ist asympto-
tisch effizient (Greene, 1993).
In dem Spezialfall, daßn= (72I ist und die gemeinsame Verteilung der Residuen der mul-
tivariaten Normalverteilung entspricht, gleichen sich die Methoden NLS und Maximum
Likelihood. Wendet man also unter den Annahmen normalverteilter Residuen und einer
konstanten Varianz zur Schätzung der Parameter eines neuronalen Netzwerks die Metho-
de der kleinsten Quadrate an, dann entsprechen die geschätzten Parameterwerte einer
Maximum Likelihood-Schätzung. Andersherum bedeutet dies, daß bei Verwendung der
Methode der kleinsten Quadrate implizit immer die Annahme normalverteilter Residuen
getätigt wird. Trifft diese Annahme nicht zu, dann nennt man die mit der kleinsten-
Quadrate-Methode bestimmten Parameterwerte Pseudo Maximum Likelihood-Schätzer.
Grundsätzlich spricht man von einer Pseudo Maximum Likelihood-Schätzung16, wenn die
bei Maximum Likelihood verwendete Verteilung nicht der tatsächlichen Verteilung ent-
spricht.
Zum Abschluß der Betrachtung der beiden Verfahren soll noch auf ein Argument hin-
gewiesen werden, das häufig fälschlicherweise für die Verwendung neuronaler Netzwerke
vorgebracht wird. Diese Argument lautet, daß die Verwendung neuronaler Netzwerke im-
mer dann geschehen sollte, wenn man eine Funktion approximieren möchte, ohne dabei
eine Annahme über die Verteilung der Störterme machen zu müssen. Wie aber oben dar-
gestellt wurde, ist diese Argument falsch. Implizit unterstellt man nämlich - auch bei
neuronalen Netzwerken - durch die Verwendung der kleinsten-Quadrate-Methode -
normalverteilte Störterme. Hingegen trifft man bei neuronalen Netzwerken keine Annah-
me hinsichtlich der funktionalen Form der zu approximierenden Funktion.. Dies ist der
wesentliche Unterschied zwischen neuronalen Netzwerken und anderen parametrischen
Verfahren.
2.6 Numerische Schätzverfahren
1m allgemeine'n lassen sich die Parametereines nichtlinearen Regressionsmodells nicht oder
nur sehr schwer analytisch bestimmen. Deshalb ist es sowohl bei der Maximum Likelihood-
als auch bei der kleinsten-Quadrate-Methode in den meisten Fällen notwendig, ein nu-
merisches Verfahren einzusetzen, das die optimalen Parameter der Regressiönsfunktion
mit Hilfe eines Näherungsverfahrens bestimmen soll.
Ohne Beschränkung der Allgemeinheit sei für die folgende Darstellung der verschiedenen
Näherungsverfahren eine Zielfunktion q(0) zu minimieren. 17
16VgL Gourieroux/Monfort/Trognon (1984).
171m Fall der kleinsten-Quadrate-Methode gilt q( B)
q(B) = -InL(B) = -,L:(B).
SSE(B), im Fall der Maximum Likelihood gilt18 2 Neuronale Netzwerke in der Ökonometrie
Die Gruppe der Abstiegsverfahren läßt sich in Algorithmen unterteilen, die bei der Opti-
mierung den Gradienten der Zielfunktion verwenden, und solche, die dies nicht tun. Ver-
fahren der ersten Gruppe (Gradientenmethoden) sind die mit Abstand wichtigeren und
werden auch in den meisten Fällen verwendet (z.B. Newton-Raphson, Davidon-Fletcher-
Powell, steilster Abstieg, etc). Verfahren der zweiten Gruppe werden meist eingesetzt,
wenn die Zielfunktion in einem hohen Maße irregulär verläuft. Zu diesen Verfahren zählen
Gittersuche, Simulated Annealing oder die in letzter Zeit vielfach untersuchten geneti-
schen Algorithmen. Die Funktionalität der Verfahren in der zweiten Gruppe für das hier
gestellte Problem wird wegen ihres enormen Rechenaufwands jedoch stark bezweifelt, so
daß sie im folgenden nicht weiter betrachtet werden. Für eine umfangreiche Darstellung
dieser Verfahren sei auf Davis (1987) verwiesen.
Die zur numerischen Lösung eines Minimierungsproblems eingesetzten Gradienten-
verfahren besitzen eine verwaI!dte Vorgehensweise. Sie alle starten mit einer Initi-
alschätzung für B, z.B. B(o), und konstruieren eine endliche Sequenz von Approximationen







Wie in Abbildung 11 gezeigt lassen sich die Gradientenver-
fahren in vier wesentlich Schritte gliedern:
1. Wähle einen geeigneten (eventuell zufälligen) Start-
wert B(o).
2. Bestimme eine Abstiegsrichtung d für B(n)l die den
Wert der Zielfunktion q(B(n») verkleinert.
3. Bestimme die Schrittlänge 1} in der Abstiegsrichtung
und damit den neuen Parameterwerte B(n+l)'
4. Prüfe, ob die festgelegten Abbruchkriterien erfüllt
sind. Wenn ja, breche ab, wenn nein, wiederhole
Schritt 2.
Als Abbruchkriterien sollten folgende Bedingungen erfüllt
sein, wobei <>I und <>2 zwei kleine Tolaranzgrenzen bezeich-
nen und qden Gradienten der Funktion q hinsichtlich B(n)
darstellt.
• II0(n+l) - B(n)11 < <>I
• q(O(n+l») - q(B(n») < <>2
• i](B(n+I)) ~ 0
Nach Abbruch muß zusätzlich die Bedingung zweiter Ord-
nung überprüft werden, d.h. die Hessematrix von q(B(n»)
muß positiv definit sein, um auszuschließen, daß O(n) einen
Sattelpunkt der Funktion q darstellt.2.6 Numerische Schätzverfahren 19
Bevor die Gradientenverfahren im einzelnen betrachtet werden, sollen noch einige Be-
zeichnungen vereinbart werden:
• q(O) bezeichnet den Gradienten der Funktion q(O), d.h. q(O) = ~; q(n) bezeichnet
den Gradienten der Funktion q(O) an der Stelle 0 = O(n), d.h. q(n) = ~18==8(n)'
• H(O) bezeichne die Hessematrix der Funktion q(O), d.h. H(O) = ~lJ:); H(n) bezeich-
net die Hessematrix der Funktion q(O) an der Stelle 0=O(n)'
• Q(n) bezeichnet die Richtungsmatrix, mit deren Hilfe sich die Abstiegsrichtung d im
n-ten Iterationsschritt bestimmen läßt. Q(n) charakterisiert das verwendete Gradi-
entenverfahren eindeutig.
• TJ bezeichne die skalare Schrittweite in der Abstiegsrichtung d(O).
Alle Gradientenverfahren erzeugen theoretisch eine Folge q(0(0»)' q(O(l»)' ...,q(O(n») mit
der Eigenschaft, daß
(27)
wobei das Bildungsgesetz für O(n+l)
(28)
allen Gradientenverfahren gemein ist. Die Matrix Q(n) muß in jedem Iterationsschritt
positiv definit sein, um zu gewährleisten, daß der Iterationsschritt von O(n) -+ O(n+l)
auch tatsächlich zu einer Verkleinerung des Zielfunktionswerts führt.
l8 Verfahren, die in
ihren Iterationsschritten lediglich den Gradienten der Zielfunktion benötigen, haben die
Ordnung eins, Verfahren, die darüber hinaus die Hessematrix der Zielfunktion oder eine
entsprechende Approximation verwenden, die Ordnung zwei.
2.6.1 Newton-Verfahren
Das Newton-Verfahren (auch Newton-Raphson genannt) ist das fundamentale und gleich-
zeitig anspruchv<;>llste der Gradientenverfahren. Es basiert auf einer quadratische~ Tay-
lorreihenapproximation der Zielfunktion q durch ij an der Stelle O(n):
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(31)
Für die Berechnung des aktuellen Iterationsschritts Im Newton-Verfahren gilt für die
Matrix Q(n) aus Gleichung (28) daher:
(32)
Hätte die Funktion q eine quadratische Form, würde das Newton-Verfahren das Opti-
mum in einem Schritt erreichen. In allen anderen Fällen besteht die Funktionsweise des
Verfahrens in einer Reihe von lokalen Approximationen entsprechend der Gleichung (28).
Das Newton-Verfahren konvergiert unter "normalen Unständen" in wesentlich weniger
Schritten als alle anderen Verfahren. Jedoch dauert die Berechnung der einzelnen Itera-
tionsschritte erheblich länger, da jedesmal sowohl der Gradient als auch die Hessematrix
von q an der aktuellen Stelle 9(n) ermittelt werden müssen. Je höher die Anzahl der Pa-
rameter eines Modells ist, desto aufwendiger ist die Berechnung der Hessematrix, so daß
das Newton-Verfahren für die Schätzung in großen Modellen weniger geeignet ist. Ist die
die Hessematrix darüber hinaus analytisch nicht spezifiziert und muß deshalb numerisch
berechnet werden, reduziert sich der Vorteil des Newton-Verfahrens gegenüber den Quasi-
Newton-Verfahren noch weiter. Das Newton-Verfahren ist zudem sehr fehleranfällig gegen
Datenproblemel9 und konvergiert in solchen Fällen nur unzureichend. Darüber hinaus ist
die Hessematrix üblicherweise nur in einer kleinen Region um das Minimum positiv defi-
nit, so daß eventuell auch ein Sattelpunkt oder ein Maximum erreicht werden kann. Die
Überprüfung der Hessematrix H im erreichten Endpunkt der Iteration ist also extrem
wichtig.
2.6.2 Quasi-Newton-Verfahren
Quasi-Newton-Verfahren basieren auf dem Newton-Verfahren. Anstatt jedoch die Hes-
sematrix in jedem Iterationsschritt neu zu berechnen, approximieren sie die Hessematrix,
indem diese einmalig berechnet und in allen anschließenden Schritten lediglich um eine
Matrix K(n) korrigiert wird. Dabei wird die Matrix K(n) so gewählt, daß Q(n+l) positiv
definit bleibt.
(33)
Mit Fortschreiten des Iterationsprozesses wird die Approximation der wahren Hessematrix
immer besser. Die bekanntesten Quasi-Newton-Verfahren heißen BFGS nach Broyden,
Fletcher, Goldfarb und Shanno und DFP nach Davidon, Fletcher und Powell.
Quasi-Newton-Verfahren benötigen durchschnittlich mehr Iterationsschritte bis zur Kon-
vergenz als das Newton-Verfahren, wegen des geringeren Rechenaufwands pro Iterations-
schritt sind sie in der Regel dennoch schneller. Dadurch, daß die Hessematrix lediglich
19Z.B. MultikoIIinearität; in diesem Fall ist die Hessematrix fast singulär und die inverse sehr irregulär.2.6 Numerische Schätzverfahren 21
approximiert wird, sind Quasi-Newton-Verfahren zudem in der Regel weniger sensitiv
gegenüber den Bedingungen des Modells sowie der Daten als das Newton-Verfahren.
2.6.3 Gauss-Newton
Ein weiteres Verfahren, das die Hessematrix der Zielfunktion lediglich approximiert, ist
das Gauss-Newton-Verfahren. Es basiert auf der Verwendung der kleinsten-Quadrate-
Methode dargestellt in Gleichung (19). Der Gradient der Zielfunktion SSE(O) lautet
8S~~(0) = -2j(X,O)'[y - f(X,O)], (34)
wobei j den Gradienten der Funktion f bezeichnet. Die sich weiterhin ergebende Hesse-
- matrix läßt sich unter Vernachlässigung eines Rests durch
8
2
SSE(O) "-' 2f'(X O)'f'(X 0)
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entspricht. Die Schrittweite "l ist in diesem Fall 1. Die Intuition dieser- Methode wird klar,
wenn man die Gleichung (36) zur Veranschaulichung lediglich in ihrem Gerüst aufschreibt.
Dann ergibt sich nämlich die jeweilige Änderung des Parameters O(n) durch
(38)
Die Differenz der (J-Werte ist damit nichts anderes als der OLS-Schätzer, wenn man die
Residuen U(n) = y - f(X, (J(n)) in jedem Iterationsschritt auf den Gradienten der Funktion
f regressiert.
2.6.4 Scoring-Verfahren
Im Gegensatz zum Gauss-Newton-Verfahren basiert das Scoring-Verfahren auf der Ma-
ximum Likelihood-Methode, d.h. q((J) = -ln L(O). Im Scoring-Verfahren wird die lokale
Hessematrix der Loglikelihood-Funktion durch ihren Erwartungswert approximiert, cl.h.
in Gleichung (28) ist
(39)22 2 Neuronale Netzwerke in der Ökonometrie
Die Matrix I(O) ist unter dem Namen Fisher-Informationsmatrix bekannt. Sie läßt sich
alternativ durch
I(O) = E [alnL(O)alnL(O)]
ao ao'
(40)
errechnen. Das Scorin~Verfahrenhat seinen Namen von der ersten Ableitungaln L(O)jaO
der Loglikelihood-Funktion, die auch Score-Funktion genannt wird. Eine Weiterentwick-
lung des Scorin~Algorithmus wurde von Berndt, Hall, Hall und Hausman (BHHH) durch-
geführt.
Die Vorteile des Scoring-Verfahrens bestehen darin, daß erstens die Fisher-Informations-
matrix, und damit die Matrix Q, in einem identifizierten Modell immer positiv definit ist
und zweitens, daß lediglich die ersten. Ableitungen für die Berechnung eines Iterations-
schritts benötigt werden. Nachteilig ist jedoch, daß zur Schätzung der Informationsmatrix
eine Gradientenmatrix in der Größe der gesamten Datenmenge errechnet werden muß, da
diese eine Erwartungswertematrix darstellt. Dies ist ein Unterfangen, das besonders bei
großen Datenmengen sehr aufwendig ist. Das Scorin~Verfahren(bzw. BHHH) sollte da-
her nicht die erste Wahl für eine Optimierung sein.
2.6.5 Steilster Abstieg und konjugierter Gradientenabstieg
Der steilste Abstieg an einer beliebigen Stelle der Zielfunktion wird durch ihren Gradienten
an dieser Stelle gegeben. In diesem Fall entspricht die Matrix Q(n) aus Gleichung (28) in
jedem Iterationsschritt der Einheitsmatrix. Die Methode des steilsten Abstiegs verwendet
also weder die Hessematrix der Zielfunktion noch eine ihrer Approximationen und benötigt
deshalb einen vergleichsweise geringen Rechenaufwand. Zudem gelangt diese Methode
üblicherweise schneller in die Nähe des lokalen Minimums als die Algorithmen zweiter
Ordnung, wenn der Startwert für die Iteration schlecht gewählt wurde. In der Nähe des
lokalen Optimums konvergieren die Algorithmen erster Ordnung jedoch sehr schlecht, da
sie in jedem Iterationsschritt dieselbe Richtungsmatrix Q benutzen und dadurch keine
flexible Anpassung an die unterschiedlichen Formen der Zielfunktion zugelassen wird.
Eine deutliche Verbesserung des einfachen Gradientenabstiegs erreichen sogenannte kon-
jugierte Gradientenabstiegsverfahren, die keinen höheren Rechen- oder Speicheranforde-
rungen stellen als die einfachen Gradientenabstiegsverfahren. Die Idee des konjugierten
Gradientenabstiegs besteht darin, nicht in Richtung des aktuellen Gradienten abzusteigen,
sondern in eine Richtung, die sich unter Einbeziehung der vergangenen Abstiegsrichtun-
gen ergibt. Beim konjugierten Gradientenabstieg ergibt sich die Abstiegsrichtung d in
Gleichung (28) durch
(41)
wobei sich der Skalar K(n) beispielsweise beim konjugierten Gradientenabstieg nach Polak
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(42)
errechnet. Der Polak-Rihiere-Gradientenabstieg ist anderen konjugierten Verfahren (z.B.
Fletcher-Reeves) im Schnitt üherlegen.20
2.6.6 Levenberg-Marquardt
Der Levenberg-Marquardt-Alg9rithmus ist kein eigenständiges Optimierungsverfahren,
sondern kann dazu benutzt werden, solche Verfahren zu erweitern, die keine semidefinit
positive RichtungsmatrixQgewährleisten. Der Algorithmus nutzt dabei aus, daß
Q(n) +P(n)Q(n) (43)
immer positiv definit ,ist, wenn,Q(n) positiv ,definit und der Parameter P(n) hinreichend
groß gewählt ist. Für Q(n) wird häufig die Identitätsmatrix 'benutzt. Eine Levenberg-
Marquardt-Modifikation eignet sich vor allen Bingen ;für das Gauss-Newton oder das
Newton-Raphson-Verfahren. Insbesondere wenn sich die Zielfunktion nur schlecht qua-
dratisch approximieren >Hißt, z.B. in einiger Entfernung zum lokalen Optimum, kann man
mit einer Levenberg-Marquardt-Modifikation eine erhebliche Verbesserung der Konver-
genzdes entsprechenden Optimierungsverfahrens errei'chen.
2.6.7 Line Search
Die Wahl der-.skalaren Schrittweite 1] in der Abstiegsrichtung d in Gleichung (28) ist .ein
eigenständiges Optimierungsprohlem. Diese Suche bezeichnetman'als Line Search, da le-
diglich in ·einer Richtung, nämlich der Abstiegsrichtung, das Optimum gefunden werden
muß. Zur Auswahl für die Suche nach demlokalen Optimum in der Abstiegsrichtung ste-
hen sowohl iterative Algorithmen zur Verfügung (z.B. Golden Seetion oder Brents Metho-
de) als auch A'lgorithmen, die die Wachstumrichtung mit einem Polynom approximieren
und dieses dann minimieren (z.B. Stepbt).
Die Line Search-Verfahren bieten sich als natürliche Erweiterung der Gradientenverfahren
zweiter Ordnung an. In diesen Methoden el~gibt sich bei der Herleitung üblicherweise eine
Schrittweise von 1] = 1.
2.6.8 Backpropagation
In den letzten Abschnitten sind die Standardverfahren zur Bestimmung der Optima von
nichtlinearen Funktionen dargestellt worden. Diesen Verfahren soll nun der bekannte-
ste Optimierungsalgorithmus, der bei neuronalen Netzwerken Verwendung findet, ge-
genübergestellt werden. Der Algorithmus heißt Backp1'Opagation und wurde von Rumel-
20vgl. Press/Flannery/Teukolsky/Vetterling (1992).24 2 Neuronale Netzwerke in der Ökonometrie








und entspricht im Prinzip einem einfachen Gradientenabstiegsverfahren. Die Iterations-
regel für die Parameter 10, i.e. die Gewichte eines Netzwerks, lautet:





Der Unterschied zu den Standard-Gradientenabstiegsverfahren besteht darin, daß die
Parameterwerte sofort in Abhängigkeit jeder Beobachtung verändert werden. Die Ge-
samtänderung ß1O(n) der Parameter, die sich nach einer Epoche (eine Präsentation aller
T Beobachtungen) ergibt, errechnet sich dabei nicht mehr aus dem Gradienten der Feh-
lerfunktion SSE, d.h.
ßSSE(w) _t ßSEt(w)
ß1O(n) - t=l ß1O(n) ,




ß1O(n) - t=l ß1O(n),1 .
Diese Verfahrensweise ist grundsätzlich jedoch nur dann notwendig, wenn zum Zeitpunkt
des Trainings nicht alle Beobachtungen vorliegen, sondern das Netzwerk auf neu hinzu-
kommende Beobachtungen in Echtzeit angepaßt werden s~ll. Im einem statistischen bzw.
ökonometrischen Kontext ist dies jedoch nicht der Fall, denn dort werden nur solche Be-
obachtungen verwendet, die zum Zeitpunkt der Untersuchung zur Verfügung stehen. Im
Gegenteil, bei der Verwendung von Backpropagation oder verwandten Algorithmen nimmt
man wegen der Approximation in (48) von vorneherein eine nicht notwendige leichte In-
effizienz in Kauf. Um diese Ineffizienz zu vermeiden, sollte grundsätzlich der sogenannte
Batch Backpropagation-Algorithmus
21 Verwendung finden. Er verzichtet auf die Appro-
ximation in Gleichung (48) und nimmt die Änderung der Gewichte immer erst am Ende
einer Epoche vor.
21Vgl. Rajas (1993).2.6 Numerische Schätzverfahren 25
Eine weitere Schwäche des Backpropagation-Algorithmus besteht darin, daß er stan-
dardmäßig eine konstante (oder abnehmende) Lernrate anstatt - wie das bei Gradi-'
entenverfahren üblich ist - ein Line Search-Verfahren zur Bestimmung der optimalen
Schrittweite verwendet.
Eine Erweiterung des Backpropagation führt zu folgender modifizierten Iterationsregel
(49)
wobei man den zweiten Summanden als Momentum-Term mit einem Momentum-
Parameter J.l bezeichnet. Diese Erweiterung entspricht von der Intention dem konjugierten
Gradientenabstieg in Gleichung (41), jedoch mit dem Unterschied, daß der Parameter fl
_ wiederum ex ante mittels heuristischer Regeln gewählt wird, anstatt wie in Gleichung (42)
optimal bestimmt zu werden.
Neben diesen speziellen Schwächen der Backpropagation-Algorithmen im Vergleich mit
den herkömmlichen Optimierungsverfahren, besitzen sie darüber hinaus alle Nachteile
der bereits oben dargestellten Gradientenabstiegsverfahren erster Ordnung. Unter den
in dieser Arbeit beschriebenen Algorithmen sind die Backpropagation-Algorithmen also
die mit Abstand leistungsschwächsten. Zur Schätzung der Parameter eines Netzwerks
sollten deshalb an Stelle der Backpropagation-Algorithmen eher die oben beschriebenen
Gradientenabstiegsverfahren, insbesondere die Quasi-Newton-Verfahren22, Verwendung
finden. Sie beschleunigen die Bestimmung der Parameter in neuronalen Netzwerken um
Größenordnungen.
2.6.9 Probleme
Die Probleme, die bei numerischen Verfahren auftreten können, sind vielfältig:
• Es ist möglich, daß der Iterationsprozeß nicht konvergiert, wenn die Initialschätzung
zu Beginn des Verfahrens 'zu weit entfernt' von dem lokalen Optimum liegt.
• Die Funktion, q kann mehrere lokale Optima aufweisen und man kann nicht sicher
sein, daß die Iteration im globalen Optimum endet.
• Das Iterationsverfahren muß nicht unbedingt in einer vorher festgelegten Anzahl
von Schritten konvergieren, sondern kann sehr langsam sein.
• Die Verfahren sind teilweise sensitiv gegenüber Datenproblemen (Hessematrix ist
bei Multikollinearitä,t fast singulär) und weisen in solchen Fä.llen ein anormales
Verhalten auf.
22Das für neuronale Netzwerke entwickelte Quickprop-Verfahren (Fahlmann. 1989) ist im Prinzip ein
Quasi-Newton-Verfahren, das jedoch mit einigen heuristischen Komponenten ausgestat.tet wurde.26 3 Modellbildung mit neuronalen Netzwerken
Trotz all dieser Schwierigkeiten arbeiten die hier vorgestellten Methoden unter 'normalen
Umständen' relativ gut und liefern hinreichend gute Schätzergebnisse. Eventuell lassen
sich die erzielten Ergebnisse durch die Kombination verschiedener Verfahren noch ver-
bessern. Eine gute Strategie für eine Optimierung kann sein, zunächst mit einem (kon-
jugierten) Gradientenabstiegsverfahren zu beginnen, das von der gewählten Startlösung
vergleichsweise schnell in die Nähe des lokalen Optimums führt, und dieses dann nach
einer Anzahl von Iterationsschritten durch ein Verfahren zweiter Ordnung abzulösen, das
die Bestimmung des lokalen Optimums in einer näheren Umgebung von diesem wesent-
lich beschleunigt. In allen Fällen ist es ratsam, die optimale Schrittweitejeweils mit einem
Line Search zu bestimmen.
3 Modellbildung mit neuronalen Netzwerken
Im Abschnitt 2 wurden neuronale Netzwerke in den Kontext der herkömmlichen ökomo-
metrischen bzw. statistischen Verfahren gestellt. In diesem Abschnitt soll nun eine Vorge-
hensweise dargestellt werden, wie der praktische Einsatz von neuronalen Netzwerken unter
einer statistischen Perspektiveerfolgen sollte. Die Anwendung statistischer Methoden auf
neuronale Netzwerke soll mit Neurometrie bezeichnet werden.
Der wichtigste aber auch schwierigste Schritt bei der Anwendung neuronaler Netzwerke
ist die Wahl einer geeigneten Netzwerkarchitektur, d.h. die Bestimmung der Anzahl freier
Parameter in einem Netzwerk. Bei der Analyse in Abschnitt 2.1 hat sich ergeben, daß
sich neuronale Netzwerke als Verfahren interpretieren lassen, die auf einem Kontinuum
zwischen parametrischen und nichtparametrischen Verfahren liegen. Die Stelle, die ein
neuronales Netz auf diesem Kontinuum einnimmt, wird dabei durch seine Parameterzahl
bestimmt. Die zu erwartenden Residuen werden bei einem kleinen Netz tendenziell eher
durch eine Verzerrung im Erwartungswert (Bias) erzeugt, bei einem großen Netz durch ei-
ne hohe Varianz der Schätzgröße. Um nun den kleinstmöglichen Schätzfehler zu erzeugen,
sollten sowohl Bias als auch Varianz der Schätzung so klein wie möglich gehalten werden.
Im Prinzip ist dies dann der Fall, wenn das Netzwerk gerade groß genug ist, die gewünsch-
te Funktion approximieren zu können. Dann nämlich ist die Schätzung unverzerrt und die
Varianz aufgrund der im Netzwerk so klein wie möglich gehaltenen Parameterzahl ver-
gleichsweise gering. Die beste Stelle auf dem Kontinuum (Abbildung 5) ist bestimmt. Mit
anderen Worten: es soll eine Netzwerkarchitektur bestimmt werden, die so klein ist, daß
das Rauschen in den Beobachtungen nicht approximiert, also kein overfitting betrieben
wird, und die groß genug ist, den funktionalen Anteil der Beobachtungen abzubilden, also
ein underfitting vermieden wird. Ein Netzwerk dieser Art ist um irrelevante input und
hidden units bereinigt.
Die neurometrische ModelIierung von Netzwerken unterscheidet sich grundsätzlich nicht
von dem Vorgehen, das üblicherweise in der Ökono~etrieAnwendung findet. Eine klas-
sische Vorgehensweise wurde von Box und Jenkins (1976) vorgeschlagen. Die vorliegende
Arbeit orientiert sich an diesem Ansatz. Er besteht aus vier Schritten:27
1. Identifikation der Daten.
2. Spezifikation des Modells.
3. Schätzung der Parameter des Modells.
4. Diagnose der Parameter und des Modells.
Die Bearbeitung dieser vier Schritteist - wie in Abbildung 12 dargestellt - ein rekursiver
Prozeß und wird solange fortgeführt, bis die resultierende Netzwerkarchitektur für die zu






















An dieser Stelle soll noch einmal expli-
zit darauf hingewiesen werden, daß ein er-
heblicher Unterschied zwischen der Spezi-
fikation eines Modells und der Schätzung I
der Parameter dieses Modells existiert.
In der Literatur zu neuronalen Netzwer-
ken wird nämlich häufig keine Unter-
scheidung zwischen diesen Schritten ge-
troffen. Bereits daraus erkennt man, daß
dem wichtigen Modellierungsschritt der
Netzwerkspezifikation in der Vergangen-
heit viel zu wenig Aufmerksamkeit ge-
schenkt wurde. Das Resultat davon ist,
daß eine große Anzahl von Untersuchun-
gen auf einem überparametrisierten Mo-
dell basiert bzw. viel zu viele Inputva-
riablen verwendet.
23 Grundsätzlich muß
die Anzahl der Beobachtungen die An-
zahl der freien Modellparameter überstei-
gen. Wirklich zuverlässige Aussagen über
ein Modell können nur getroffen werden,
wenn die Anzahl der Beobachtungen die
Parameterzahl um einen Faktor von min-
destens zehn übertrifft (White, 1992).
1m folgenden soll ein Vorschlag zur Ver-
einheitlichung des Modellbildungsprozes-
ses mit neuronalen Netzwerken gemacht
werden.
Abbildung 12: Ein neurometrischer Modell-
bildungsprozeß.
23Vgl. Weigend (1990) oder Rehkugler/Poddig (1993).28
3.1 Identifikation
3 Modellbildung mit neuronalen Netzwerken
In den letzten Abschnitten ist immer wieder betont worden, daß neuronale Netzwerke
nichts anderes sind als eine bestimmte Klasse von statistischen Verfahren. Der Glaube
al.so, daß neuronale Netzwerke aufgrund irgendeines 'intelligenten' Verhaltens selbständig
in der Lage sein könnten, aus einer bestimmten Menge von unabhängigen Variablen die-
jenigen zu identifizieren, die für die Erkärung oder Prognose einer abhängigen Variable
notwendig sind, ist trügerisch. Das Resultat dieses Irrglaubens ist, daß in einigen Fällen
neuronale Netzwerke mit enormen Datenmengen gefüttert wurden, in der Annahme, das
Netz werde schon die relevanten von den irrelevanten Informationen trennen. Das heißt
nun nicht, daß sich mit neuronalen Netzwerken keine gegenseitigen Abhängigkeiten zwi-
schen verschiedenen Größen identifizieren ließen, sondern nur, daß auch neuronale Netz-
werke anfällig gegen Datenprobleme wie z.B. Multikollinearitäten sind. Aus diesem Grund
muß auch bei der Modellieruiig mit neuronalen Netzwerken dem Schritt, geeignete Input-
variablen zu identifizieren, große Bedeutung beigemessen werden.
Auswahl der Daten
Die Auswahl der Daten erfolgt bei der Modellierung mit neuronalen Netzwerken ge-
nau wie bei herkömmlichen ModelIierungsansätzen aufgrund verschiedener Überlegungen.
Zunächst sollten aus der Menge der verfügbaren Daten diejenigen Größen gewählt werden,
die in einem wie auch immer gearteten Zusammenhang mit der zu erklärenden Variable
stehen. Die dazu wichtigsten Methoden seien kurz genannt:
• Die Auswahl von Variablen aufgrund eines oder mehrerer theoretischer Modelle.
• Die intuitive Auswahl von Variablen, die einem Fachmann relevant erscheinen.
• Die Auswahl von Variablen, die bei einer grafischen Analyse (z.ll. Scatter-Plot,
Box-Plot etc.) augenscheinlich einen Zusammenhang zu der abhängigen Variable
aufweisen.
• Die Auswahl von Variablen mit Hilfe von statistischen Verfahren (z.B. Korrelations-
analyse o.ä.).
Wurde nun ein Pool von verschiedenen Größen C\-usgewählt, besteht der nächste Schritt
in der Untersuchung der einzelnen Größen. Eine Darstellung der dazu notwendigen Me-
thoden würde den Rahmen der vorliegenden Arbeit sprengen; sie sind in verschiedenen
ökonometrischen Lehrbüchern dargestellt (z.B. Greene (1993), Judge et al. (1988), Da-
vidson et al. (1993)). Stattdessen soll das Augenmerk auf einige wichtige Punkte gelenkt
werden, die bei der Modellierung mit neuronalen Netzwerken auf keinen Fall außer acht
gelassen werden dürfen.
Der erste Schritt für jeden Modellbildersollte darin bestehen, sich über die Qualität seiner
Daten zu informieren. Obwohl dies eine triviale Feststellung scheint, wird dieser Schritt in
vielen Fällen unterlassen. Die beste Möglichkeit, sich mit den zur Verfügung stehenden Da-
ten vertraut zu machen, besteht in einer grafischen Analyse. Dabei geben vor allen Dingen3.1 Identifikation 29
Zeitreihenplots Auskunft über technische Datenprobleme. Durch sie lassen sich beispiels-
weise externe Schocks oder Strukturbrüche in den Beobachtungen erkennen, die auch bei
neuronalen Netzwerken mit Hilfe von Dummies modelliert werden müssen. Darüber hin-
aus können Zeitreihenplots erste Anzeichen von zu erwartenden Schwierigkeiten bei der
Modellbildung (z.B. Heteroskedastizität) offenbaren.
IntegrationjKointegration
Handelt es sich bei den verwendeten Größen um nicht-stationäre Zeitreihen, müssen diese
erst entsprechend differenziert werden,24 bevor sie als Input- bzw. Zielgrößen für ein neu-
ronales Netzwerk benutzt werden können. Anderenfalls lassen sich gute Approximationen
schon allein aufgrund eines gemeinsamen Zeittrends erreichen, i.e. eine spurious regressi-
on (Granger/Newbold (1974)). Eine Ausnahme besteht für den Fall, daß man mit einem
Netzwerk eine (nichtlineare) Kointegrationsbeziehung modellieren will.25
- Multikollinearitäten
Eine weitere Schwierigkeit besteht in eventuell vorhandenen gegenseitigen Abhängigkeiten
unter den erklärenden Variablen. Imeinfachsten Fall sind die Beobachtungen dererklären-
den Größen linear abhängig. Diese sollten dann um die redundanten Größen vermindert
werden.26 Weit öfter kommt jedoch der Fall vor, in dem die erkärenden Variablen nicht
exakt linear abhängig sind, sondern hohe Multikollinearitäten untereinander aufweisen.
Zur Aufdeckung dieser Multikollineariätenexistiert keine vereinheitlichteVorgehensweise.
Die verläßlichste Methode (Judge et al., 1988) besteht jedoch in einer Varianzanalyse der
Beobachtungsmatrix X durch die Berechung der Eigenwerte der Matrix X'X bzw. durch
die Eigenwertzerlegung der Matrix X'X in
X'X = AAA'. (50)
A ist eine Diagonalmatrix, die auf ihrer Diagonale die Eigenwerte Ak der Matrix X'X
enthält und A ist die Matrix der zugehörigen orthonormalen Eigenvektoren. Die Anzahl
der relativ kleinen Eigenwerte deutet auf die Anzahl der fast linearen Abhängigkeiten
unter den Variablen hin. Ist ein Eigenwert Ak = 0, dann ist die Matrix X'X singulär
und es existieren exakte lineare Abhängigkeiten unter den Beobachtungen. Im linearen
Modell wirken sich Multikollinearitäten besonders dann sehr negativ aus, wenn sie eine
hohe Varianz bei der Koeffizientenschätzung einer Variable verursachen. Diese ergibt sich
nämlich durch
(51)




26Aus der Perspektive eines theoretischen Modells ist diese Yorgehensweise natürlich abzulehnen.30 3 ModelJbildung mit neuronalen Netzwerken
und wird immer dann sehr hoch, wenn einer der Brüche in Gleichung (52) sehr groß wird.
Die aik stellen dabei die Elemente der Matrix A dar. Dieser Fall des linearen Regressi-
onsmodells läßt sich jedoch nicht ohne weiteres auf neuronale Netzwerke übertragen, da
die Parameter des Netzwerks nicht eindeutig einer bestimmten unabhängigen Variablen
zugeordnet werden können. In neuronalen Netzwerken können Multikollinearitäten dazu
führen, daß die Schätzverfahren zweiter Ordnung nicht mehr konvergieren, da sich die Hes-
sematrix nur dann invertieren läßt, wenn sie regulär ist. Dies ist aber bei multikollinearen
Beobachtungen nicht gewährleistet. Die einfachste Vorgehensweise, der Multikollinearität
in Daten zu begegnen, besteht darin, die verantwortliche Variable aus der Regression her-
auszunehmen. Unter der Annahme, daß das ursprüngliche Modell korrekt spezifiziert war,
verursacht dies jedoch sowohl im linearen als auch in nichtlinearen Modell, einen omitted
variable bias in der Schätzung.
Nicht beachtete Variablen
Ein Modell-Bias ex·istiert auch ·dann, wenn man eine relevante Variable in einer beliebigen
Regression versehentlichnicht berücksichtigthat (omitted vaTiable) oder nicht beobachten
konnte (latente Variable). Im letzteren Fall kann man versuchen, den Effekt der latenten
Variable mittels einer beo'bachtbaren Variable
27 (P1'Oxy) wiederzugeben.
Lineares Modell als Ausgangsbasis
Ein guter Ansatz, die Modellierung eines unbekannten Zusammenhangs mit einem neuro-
nalen Netzwerk zu beginnen, besteht darin, zunächst ein einfaches lineares Regressions-
modell aufzustellen. Die Schätzung dieses linearen Modells hat als Ausgangsbasis folgende
Vorteile:
• Die Analyse des linearen Reg,ressionsmodells und der zugehörigen Residuen läßt
erste 'Schlüsse über mögliche Heteroskedastizität oder Autokomilation zu. Außer-
·dem lassen sich ·eventuelle Modellinstabilitäten beispielsweise aufgrund eines oder
mehrerer Strukturbrüche erkennen.
• Das lineare Regressionsmodellermöglicht Tests aufvernachlässigte Nichtlinearitäten
im Mittelwert28, d.h. auf eine allgemeine Fehlspezifikation, die den Einsatz eines
nichtlinearen Regressionsmodells bzw. eines neuronalen Netzwerks rechtfertigen.
• neuronale Netzwerke stellen als nichtlineare Regressionsmodelle eine Obermenge der
linearen Regressionsmodelle dar. Die Schätzergebnisse des linearen Falls lassen sich
beispielsweise bei der Initialisierung der Netzwerkgewichte weiterverwenden. Als
Alternative läßt sich das lineare Regressionsmodell für eine erweiterte Regression,
wie in Abbildung 8 dargestellt, benutzen.
In jedem Fall ist zunächst also eine Modellierungdes betrachteten Zusammenhangs mittels
eines linearen Regressionsmodells zu empfehlen, das darüber hinaus auch als Referenzmo-
dell dienen kann, um die Qualität des Netzwerkmodells zu beurteilen.
27Diese Weg beschreitet man beispielsweise, wenn man Erwartungen von Marktteilnehmern verwenden
möchte, die sich nicht direkt beobachten lassen.
28Ygl. Lee/White/Granger (1993).3.2 Netzwerkspezifikation 31
Normierung
Im Prinzip ist damit die Identifikationsphase abgeschlossen. Bevor jedoch der nächste
Schritt, die Modellspezifikation, betrachtet wird, soll noch eine kurze Anmerkung zu ei-
nem unter Netzwerkern weit verbreiteten Mythos gemacht werden. Dieser lautet, daß
alle Größen, die in einem Netzwerk Verwendung finden, normiert werden müssen. Diese
Aussage ist jedoch nicht grundsätzlich richtig. Lediglich wenn der Wertebereich der Akti-
vierungsfunktion der output unit beschränkt ist, muß eine Transformation der abhängigen
Variable vorgenommen werden. Es scheint sichjedoch in der Literatur durchzusetzen, daß
Nichtlinearitäten - sofern dies möglich ist - ausschließlich in den hidden layers eines
Netzwerks modelliert werden, so daß die output unit in den meisten Fällen eine lineare
Transformationsfunktion erhält.29 In diesem Fall ist keine Normierung der verwendeten
Variablen notwendig. Aus zwei Gründen bietet sich trotzdem eine Normierung der Daten
an:
1. Die Konvergenz des numerischen Schätzverfahrens ist bei normierten Variablen im
allgemeinen besser.
2. Es ergeben sich bestimmte Vorteile bei der Sensitivitäts- und Relevanzanalyse eines
Netzwerks, auf die im Abschnitt 3.4 eingegangen wird.
Die in der Literatur am häufigsten vorgenommene Normierung der verwendeten Variablen
ist eine lineare Transformation auf ein bestimmtes Intervall, also beispielsweise auf das
Intervall [-1; 1]:
d- 1;1] = 2 Xt - Xmin _ 1.
X max - Xmin
(53)
Eine nach Ansicht des Verfassers wesentlich geeignetere Transformation liegt jedoch in
der Bereinigung der Variablen um Mittelwert und Varianz, d.h.:
(54)
Die Mittelwert-Varianz-Bereinigunghat den Vorteil, daß sie Korrelationsstrukturen unter
den Variablen unverändert läßt. Darüber hinaus liegt der Mittelwert aller Variablen bei
Null, ein wesentlicher Vorteil für die noch zu betrachtende Relevanz- und Sensitivitäts-
analyse. "
3.2 Netzwerkspezifikatiol1
Die Suche nach der bestmöglichen Netzwerkarchitektur ist mit Sicherheit der schwierigste
der vier ModelIierungsschritte. Die Netzwerkarchitektur ist letztendlich dafür verantwort-
lich, wie gut eine unbekannte Funktion approximiert werden kann und wie gut die daraus
29Eine Ausnahme besteht für den Fall, daß die abhängige Variable beschränkt ist, Z.B. wenn Wahrschein-
lichkeiten modelliert werden sollel1. In diesem Fall wählt man als Aktivierungsfunktion der output unit
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resultierenden Vorhersagen sind. Dementsprechend viel Zeit sollte in die Spezifikation ei-
ner geeigneten Architektur investiert werden. Diese Aufgabe ist jedoch extrem schwierig.
Obwohl sie den zentralen Schritt im Modellierungsprozeß darstellt, wird ihr in der Li-
teratur neuronaler Netzwerke auch nicht ansatzweise soviel Bedeutung beigemessen, wie
sie verdient hätte. Stattdessen wurden eine Reihe von Algorithmen entwickelt, die die
beste Architektur automatisch bestimmen sollen, um die Suchkosten gering zu halten
(z.B. Gaseade Gorrelation (Fahlman, 1990)). Viele dieser Algorithmen führen die Suche
nach einer geeigneten Netzwerkarchitektur dabei simultan zu der Bestimmung der Para-
meter des entsprechenden Netzwerks aus. Je nach verwendeter Methode kann eine solche
Strategie unter Umständen zu einer Verzerrung der Modellschätzung führen bzw. zu ei-
ner schlecht parametrisierten Netzwerkarchitektur. Dies sollte vor der Anwendung einer
solchen Methode beachtet werden.
Grundsätzlich müssen zur Bestimmungeiner Netzwerkarchitektur zwei Fragen beantwor-
tet werden:30
• Wieviele hidden units in wievielen hidden /ayers sind für die Approximation der
gesuchten Funktion notwendig?
• Wie sollen die units des Netzwerks untereinander vernetzt werden?
Die beiden Fragen lassen sich nicht unabhängig voneinander beantworten, denn letzt-
endlich sind beide Antworten für die Bestimmung der freien Parameter des Netzwerks
verantwortlich. Bei der Beantwortung der Fragen muß man vor allen Dingen die Erkennt-
nis der linearen Regressionstheorie berücksichtigen: diese besagt, daß sich eine beliebig
gute Approximation erreichen läßt, wenn man zum einen ein Modell mit entsprechend
vielen frei variierbaren Parametern ausstattet, zum anderen eine beliebig hohe Zahl an
erklärenden Größen zuläßt.
Daumenregeln
Weniger eine Spezifikationsstrategie als vielmehr ein Hilfsmittel für eine erste Netzwerk-
spezifikation sind die sogenannten Daumenregeln. Eine häufig zitierte Daumenregel
schlägt z.B. vor, als Anzahl von hidden units den (geometrischen) Mittelwert von input und
output units zu wählen. Jedoch tragen Daumenregeln nicht der Tatsache Rechnung, daß
zur Approximation von verschieden komplexen Funktionen verschieden viele hidden units
benötigt werden. Darüber hinaus hängt die benö,tigte Anzahl der hidden units zusätzlich
von der Anzahl der zur Verfügung stehenden Beobachtungen, der relativen Stärke des
Rauschens in den Beobachtungen und dem Typ der verwendeten Aktivierungsfunktion
ab. Daumenregeln liefern also im allgemeinen nur einen sehr vagen Anhaltspunkt für die
Bestimmungder Anzahl an hidden units und werden deshalb an dieser Stelle keine weitere
Betrachtung finden.
Informations- und Selektionskriterien
Wesentlich objektiver sind die sogenannten Informationskriterien. Sie setzen in der Regel
die quadrierten Residuen eines Modells zu der Anzahl der freien Parameter dieses Modell
30Es wird angenommen,daß alle Nichtlinearitäten innerhalb der hidden foyers modelliert werden und daß
die Transformationsfunktion der output unit linear ist.3.2 Netzwerkspezifikation 33
in Beziehung. Die Intention besteht darin, den Fehler eines Modells gegen die Zahl seiner
Parameter abzuwägen. Ein zusätzlicher Parameter sollte nur dann in ein Modell aufge-
nommenwerden, wenn dadurch das entsprechende Informationskriteriumeinengeringeren
Wert annimmt, d.h. die Summe der quadrierten Residuen entsprechend stark reduziert
wird. Unter verschiedenen miteinander konkurrierenden Modellen wird dasjenige gewählt,
das den kleinsten Wert des entsprechenden Informationskriteriums besitzt.
Die beiden bekanntesten Informationskriterien sind das Akaike (1973) Informationskrite-
rium (AIC)
AIC = In(u1u) + 2K
T T
und das Schwarz (1978) Informationskriterium (SIC)




Die beiden Kriterien ähneln sich sehr, jedoch bestraft das SIC - wie sich aus den bei-
den Gleichungen erkennen läßt - zusätzliche Parameter in Abhängigkeit der Anzahl an
Beobachtungen wesentlich stärker. Das SIC bevorzugt im Vergleich mit dem AIC also
sparsamer parametrisierte Modelle.
Neben diesen beiden Kriterien scheint sich im Netzwerkbereichein neues Kriteriumzu eta-
blieren, das Netzwerk-Informationskriterium (NIC) (MuratajYoshizawajAmari, 1994).
Das NIC ist eine Verallgemeinerung des AIC für den Fall, daß sich die wahre Funkti-
on F mit dem gewählten Modell bzw. Netzwerk nicht exakt abbilden läßt. In diesem
Fall spricht man von fehlspezifizierten Modellen.31 Das NIC lautet nun für den Fall der
kleinsten-Quadrate-Schätzung 26:32
NIC = MSE +~.tr[BA-
1
],
wobei die Matrizen A und B folgendermaßen definiert sind
(57)
(58)
Mit den Formeln' in Gleichung (80) können die Matrizen A und B konsistent geschätzt
werden. Für den Fall, daß das Netzwerk die wahre Funktion F exakt abbilden kann, also
nicht fehlspezifiziert ist, läßt sich zwischen den Matrizen die asymptotische Beziehung
B = 2a
2A herleiten, so daß tr[BA-1J = 2a2tr[IJ = 2a2K gilt. Damit reduziert sich das
NIC auf die von Amemiya (1980) angegebene alternative Berechnungsformel des AIC:
AIC = MSE +a22K
T
31Vgl. White (1994).
32Für den Fall der Anwendung von Maximum Likelzhood vgl. Murata/Yoshizawa/Amari (1994)
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An dieser Stelle soll darauf hingewiesen werden, daß die Anwendung von Informations-
kriterien auf neuronale Netzwerke theoretisch nur dann möglich ist, wenn die Netzwerke
keine irrelevanten hidden units besitzen. Leider ist dies ein Widerspruch in sich, denn
mittels der Informationskriterien versucht man ja gerade irrelevante hidden units zu iden-
tifizieren, um sie aus dem Netzwerk zu entfernen. In der Literatur wird dieses Problem
in den meisten Fällen jedoch ignoriert und die Informationskriterien dennoch benutzt.33
Ein Möglichkeit zur statistisch sauberen Anwendung von Informationskriterien stellen
Anders/Korn (1996) dar.
Neben den Informationskriterien gibt es eine Reihe weiterer Kriterien, die zur Modellse-
lektion eingesetzt werden. Das justierte Bestimmtheitsmaß f?? versucht den Goodness 0/
Fit der Regression zu messen:
(60)
Es bestraft die Freiheitsgrade K des Modells jedoch nicht so stark wie beispielsweise das
SIC.34
Als weitere Selektionskriterien werden häufig auch Amemiyas Prediction Criterion (PC)
u'u ( K) PC = 1 - --. 1+-
T-K T
und Akaikes Final Prediction Error (FPE)




herangezogen, die beide versuchen, den zu erwartenden Vorhersagefehler zu bestimmen.
Ein unbestreitbarer Vorteil der Informations- und Selektionskriterien besteht darin, daß
sie sich sehr schnell berechnen lassen. Füreine zuverlässige Aussage benötigen sie üblicher-
weise jedoch große Stichproben. Daher soll darauf hingewiesen werden, daß die Informati-
onskriterien in finiten Stichproben lediglich heuristische Ansätze darstellen, und ihre Nütz-
lichkeit im praktischen Einsatz im wesentlichen mit Hilfe von Monte-Carlo-Simulationen
demonstriert wurde (Judge et al., 1988). Grundsätzlich sollten die Informations- und Se-
lektionskriterien also nicht alleinige Grundlage für die Wahl einer Netzwerkarchitektur
bleiben.
Regularisierung
Eine zu den Informationskriterien verwandte Möglichkeit, eine geeignete Netzwerkarchi-
tektur zu wählen, besteht in der Regularisierung neuronaler Netzwerke. Anstatt - wie bei
den Informationskriterien - am Ende des Schätzprozesses die quadrierten Residuen zu
der Anzahl der freien Parameter des Modells in Beziehung zu setzen, minimiert man bei
der Regularisierung simultan die Summe der quadrierten Fehler sowie einen Wert, der die
33Vgl. Swanson/White (1995).
34Vgl. Judge/Griffiths/Hill/Lütkepohl/Lee (1988).3.2 Netzwerkspezifikation 35
Komplexität des Netzwerk bestraft. Man minimiert also nicht mehr nur die herkömmliche
Zielfunktion (z.B. SSE), sondern die Summe aus der Zielfunktion und einer Funktion, die
die Komplexität des Netzwerks bestraft. Letztere soll im folgenden Network Complexity
Penalty (NCP) genannt werden soll. Die NCP-Funktion eines Netzwerks stellt üblicher-
weise eine Funktion der Netzwerkgewichte dar und entspricht damit einem informativen
bayesianischen Prior.35 Die regularisierte Zielfunktion lautet im Fall der quadratischen
Abweichungen al~o
q(w) == SSE(w) + A· NCP(w). (63)
Der Parameter A stellt eine Gewichtung der Straffunktion dar. Die beiden bekannte-
sten Regularisierungstechniken heißen Weight Decay und Weight Elimination. Die NCP-
Funktion des Weight Decay bestraft die Existenz absolut hoher Gewichte in einem Netz-
werk und lautet
(64)
Die Weight Decay-Funktion ist in der statistischen Literatur als Ridge Regression bekannt.
Eine Alternative zu dieser NCP-Funktion ist die des Weight Elimination.36 Diese bestraft
die Anzahl der Gewichte eines Netzwerks, indem sie kleinen Gewichten eine Tendenz gibt,
auf Null hin abzunehmen:
W~j
NCPelim = L ---2-
1+Wkj
(65)
Es ist offensichtlich, daß mit der erweiterten Zielfunktionen (63) ein unnötiger Bias in das
System eingeführt wird. Aus diesem Grund sollte das Netzwerk, das am Ende der Regu-
larisierung resultiert, nur als Grundlage für eine Architekturwahl verstanden werden. Die
durch das Regularisierungsverfahren als irrelevant identifizierten Gewichte bzw. hidden
units müssen aus dem Netzwerk entfernt und das reduzierte Netzwerk dann mit Hilfe der
nicht regularisierten Zielfunktionen neu trainiert werden.
Pruning
Eine alternative Yerfahrensweise zur Entfernung von Gewichten eines neuronalen Netz-
werks sind die sogenannten P1'uning-Techniken. Sie versuchen redundante Gewichte da-
durch zu identifizieren, daß sie die Änderungen im Mean Squared Errorerrechnen, die sich
bei Herausnahme eines oder mehrerer Gewichte in einem bereits trainierten Netzwerk er-
geben. Ändert sich der Mean Squared En'or nicht deutlich, dann wird das Gewicht aus
dem Netzwerk enfernt. Die beiden bekanntesten Verfahren heißen Optimal Bmin Dama-
ge und Optimal Bmin Surgeon. Sie unterscheiden sich lediglich in der Komplexität ihrer
Berechnung. Im Prinzip ähneln sie der Vorgehensweise eines Wald-Tests, jedoch basie-
ren sie eher auf heuristischen Überlegungen als auf einer statistischen Verteilungstheorie.
35Ygl. Neal (1985).
36Ygl. Hertz/Krogh/Palmer (1991).36 3 ModelJbildung mit neuronalen Netzwerken
Ihr Einsatz stellt dennoch ein geeignetes Hilfsmittel dar, um Netzwerke um redundante
Parameter zu bereinigen. Für eine weiterführende Diskussion sei aufZell (1994) verwiesen.
Cross Validation
Ein häufig für neuronale Netzwerke und nichtparametrische Modelle eingesetztes Ver-
fahren ist das Cross Validation (CV) (z.B. v-leave-out).37 Mit Hilfe dieses Verfahrens
versucht man, den zu erwartenden Fehler bezüglich unbekannter Daten zu prognostizie-
ren. Unter mehreren konkurrierenden Modellen wird dasjenige gewählt, das den kleinsten
Vorhersagefehler erwarten läßt. Zur Schätzung dieses Fehlers unterteilt man die Menge
aller Beobachtungen in eine Anzahl von M disjunkten Teilmengen mit jeweils v Beob-
achtungen, wobei für den Parameter v häufig v = 1 gewählt wird. Man betrachtet nun
sukzessivejeweils eine dieser Teilmengen als Validierungsmenge und schätzt die Parameter
eines Modells, ohne die Beobachtungen dieser Menge zu benutzen. Die durchschnittlichen
quadratischen Fehler MSPEm , die sich jeweils bezüglich der einzelnen Validierungsmen-
gen ergeben, werden gemittelt und dienen als Schätzer für den erwarteten Fehler einer
Vorhersage. Der Cross Validation-Fehler berechnet sich also durch
1 M
CV = M L MSPEm •
m:;:\
(66)
Im Gegensatz zu den Informationskriterien ist das C1'OSS Validation-Verfahren sehr re-
chenintensiv, denn die Parameterschätzung des Modells müssen jeweils ohne die disjunk-
ten Mengen wiederholt werden. Die Eignung von Cross Validation zur Modellselektion
neuronaler Netzwerke wird von Anders/Korn (1996) untersucht.
Stopped Training
In vielen Fällen wird eine in der Literatur der neuronalen Netzwerke weit verbreitet Me-
thode eingesetzt, die dem Cross Validation sehr ähnlich ist. Auch diese Methode wird
häufig mit Cross Validation bezeichnet, soll aber aus Gründen der Verwechslungsmäglich-
keit mit dem Verfahren des v-leave-out Cross Validation in dieser Arbeit mit Stopped
Training bezeichnet werden. Bei diesem Verfahren wird die zur Verfügung stehende Da-
tenmenge in zwei Mengen, eine Trainingsmenge und eine Validierungsmenge, aufgespaltet.
Die in der Literatur dargestellte Verwendung dieser Methode besteht darin, in dem itera-
tiven Schätzprozeß simultan die quadratischen Fehler der Abweichungen sowohl bezüglich
der Trainings- als auch bezüglich der Validierungsmenge zu berechnen. Die Iteration wird
abgebrochen, wenn die Summe der quadratischen Fehler bzgl. der Validierungsmenge ihr
Minimum erreicht hat (Abbildung 13).
37Ygl. Craven/Wahba (1979), Härdle (1990).3.2 Netzwerkspezifikation 37
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wenn Training nicht abgebrochen wird
..................................................................................._ _.-_ _ _-_..
Abbruch des Trainings
MSE
Abbildung 13: Die Methode des Stopped Training.
Die Intention, die hinter Stopped Training steckt, besteht darin, das Training dann ab-
zubrechen, wenn das Netzwerk offensichtlich beginnt, die Störterme zu approximieren,
d.h. das Rauschen erlernen zu wollen (overfitting). Obwohl diese Vorgehensweise auf den
ersten Blick einsichtig erscheint, hat sie zwei entscheidende Nachteile und ist daher wenig
empfehlenswert. Zunächst ist klar, daß ein Netzwerk, das in der Lage ist, Rauschen zu ap-
proximieren, überparametrisiert ist. Um also die gewünschte Funktion approximieren zu
können, sind vergleichsweiseweniger Parameter notwendig als in dem Netzwerk verwendet
wurden. Die Konsequenz daraus ist, die Anzahl der freien Parameter des Netzwerks zu
reduzieren und nicht, den Schätzprozeß zu einem früheren Zeitpunkt, also an einem sub-
optimalen Punkt der Fehlerfunktion, abzubrechen. Der zweite erhebliche Nachteil besteht
darin, daß der Zeitpunkt des Abbruchs sehr stark von der Wahl der Trainings- und Vali-
dierungsmenge abhängt, vor allen Dingen dann, wenn Trainings- und Validierungsmenge
durch einen Zufallsmechanismus bestimmt worden sind.
Die Verwendung der Stopped Training-Methode findet dagegen auf eine andere Weise Be-
rechtigung. Mittels ihrer Anwendung kann man nämlich eine heuristische Aussage treffen,
ob ein neuronales Netzwerk über- oder unterparametrisiert ist. In einem auf Grundlage
der Trainigsmenge geschätzten Netzwerk sollten sich nämlich kleine Variationen der opti-
malen Gewichte des Netzwerks in der gleichen Weise auf die quadrierten Fehler bezüglich
der Trainings- und der Validierungsmenge auswirken. Die Variation der Gewichte ent-
spricht nämlich ein'er kleinen Änderung des Verlaufs der Netzwerkfunktion. Wird also die
wahre Funktion nach Variation der optimalen Gewichte nicht mehr so gut approximiert
wie bei Verwendung der optimalen Gewichte, sollte sich dies bezüglich der quadrierten
Fehlersummen beider Mengen dokumentieren. Die Voraussetzung für das Funktionieren
dieser Heuristik besteht darin, zwei Teilmenge zu schaffen, die beide die Grundgesamtheit
repräsentieren. Weigend et al. (1990) schlagen dazu vor, zwei Mengen mit gleichem Mit-
telwert und gleicher Varianz zu generieren. De Groot (1993) entwickelt einen 'Clustering-
Algorithmus, der soviele Cluste1' generiert wie Beobachtungen für die Validierungsmenge
vorgesehen sind. Die Cluster-Zentren stellen dann die Validierungsmenge dar. Snee (1977)
schlägt mit seinem DUPLEX-Algorithmus ein Verfahren vor, das die Grundgesamtheit so
aufteilt, daß beide Teilmengen denselben Raum überdecken.38
3.3 Schätzung
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Ist nun eine erste Netzwerkarchitektur mittels eines oder mehrerer Verfahren des letzten
Abschnitts spezifiziert worden, müssen im dritten Schritt die Parameterbzw. Gewichte des
Netzwerks bestimmt werden. Dazu bedient man sich der bekannten und in Abschnitt 2.6
dargestellten numerischen Schätzverfahren für nichtlineare Regressionsmodelle. Der soge-
nannte Trainingsprozeß eines neuronalen Netzwerks stellt also nichts anderes dar als die
Anwendung eines nichtlinearen Optimierungsverfahrens auf die entsprechende Zielfunk-
tion. Die potentiellen Probleme, die bei Anwendung solcher Verfahren auftreten können,
wurden bereits in Abschnitt 2.6.9 beschrieben. Deshalb soll an dieser Stelle nur noch die
für Netzwerke spezifische Vorgehensweise dargestellt werden.
Durchführung der Iteration
Es hat sich mittlerweile als-Konvention eingebürgert, den Iterationsprozeß mit einer
zufälligen Initialisierung der Gewichte zu beginnen, wobei die Gewichtswerte aus einem
kleinen Intervall um Null gezogen werden. Dies kann dazu führen, daß der Iterationspro-
zeß entweder nicht konvergiert oder aber in einem lokalen Minimum stecken bleibt, das
auf einem wesentlich höheren Niveau liegt als das globale Minimum. Aus diesem Grund
sollte der Iterationsprozeß von verschiedenen Startwerten begonnen und die Ergebnisse
miteinander verglichen werden. Die Parameter der Netzwerkarchitektur, die den kleinsten
Mean Squared Errordes Modells ergeben, sind zu bevorzugen.
Die verschiedenen Abstiegsverfahren haben unterschiedliche Konvergenzeigenschaften, die
sowohl von der Größe des gewählten Netzwerks abhängen als auch von der Qualität der
Daten. Es wird also auch hier angeraten, entweder verschiedene Algorithmen für das Trai-
ning des Netzwerks zu verwenden oder eine Kombinationen von verschiedenen Verfahren,
wie sie beispielsweise in Abschnitt 2.6.9 vorgeschlagen wurde. In jedem Fall sollte die
Konvergenz des benutzten Verfahrens nach seinem Abbruch verifiziert werden. Im lokalen
Minimium muß der Gradient der Netzwerkfunktion dem Nullvektor entsprechen und die
Hessematrix positiv definit sein.
Gradient und Hessematrix
Ein Vorteil neuronaler Netzwerke besteht darin, daß sich Gradient und Hessematrix der
Netzwerkfunktion für alle Feedjorward-Netzwerkarchitekturen im Prinzip gleichen und
daher im vorhinein analytisch bestimmt werden können. Gradient und Hessematrix stehen
damit den Optimierungsverfahren der ersten un'cl zweiten Ordnung zur Verfügung. Es
entfällt also die jeweilige analytische Bestimmung bzw. numerische Approximation von
Gradient und Hessematrix, die bei allen Zielfunktionen spezifischer Problemstellungen
notwendig ist.
Für das Netzwerk aus Abbildung 1 soll der Gradient beispielhaft bestimmt werden. Da-
bei wird der Übersichtlichkeit halber der Parameter t, der die beobachteten Variablen
indexieren müßte, unterdrückt. Mit der Netzwerkfunktion
l+H [
j(X,w) = Xa + L ßhg(LihiXd
h=[+J i=O
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ergibt sich die partielle erste Ableitungen der Fehlerfunktion SSE nach einem Gewicht ßh
des hidden layers durch
wobei für Sh gilt:
aSSE






Die partielle erste Ableitung der Fehlerfunktion SSE nach einem Gewicht ihi des input
layers ergibt sich aus:
wobei für rh gilt:
aSSE ,
-a- = 1: -2[y - f(X, w)]ßi9h(rh)xi,
ihi t
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Die Berechnung der partiellen Ableitungen zweiter Ordnung kann entsprechend weiter-
geführt werden.
Monitoring
In der Literatur wird in vielen Anwendungen ein Monitorin9 des Iterationsverfahrens
durchgeführt.38 Es besteht darin, die Entwicklung des Mean Squared Error, der Ge-
wichte sowie der Korrelationsstrukturen zwischen den Ausgangssignalen der hidden units
während des Iterationsprozesses mitzuverfolgen. Mit Hilfe des Monitoring lassen sich je-
doch ausschließlich qualitative Aussagen machen, denn die Beobachtungen während des
Iterationsprozesses ergeben sich alle an suboptimalen Punkten im Fehlergebirge des neu-
ronalen Netzwerks. Ihre Relevanz für den optimalen Punkt im Fehlergebirge muß daher
in Frage gestellt werden. Dennoch läßt sich unter Umständen erkennen, daß beispielsweise
ein Algorithmus nur unzureichend konvergiert oder daß die Parameterwerte eines Netz-
werks sehr stark oszillieren. Die erste Konsequenz daraus ist, den Iterationsprozeß mit
anderen Startwerten neu zu beginnen bzw. ein anderes Optimierungsverfahren zu wählen.
Die zweite Konsequenz besteht in der Wahl einer anderen Netzwerkarchitektur.
3.4 Diagnose
Wesentlich wichtiger als die Beobachtung des Iterationsverfahrens ist die eingehende Dia-
gnose des Netzwerks, nachdem-die Parameter des Netzwerks geschätzt 'tmd das lokale
Optimum verifiziert worden ist.
3BYgl. beispielsweise de Groot (1993). Weigend et al. (1990), Zimmermann et al. (1991).40 3 Modellbildung mit neuronalen Netzwerken
Im Vergleich zu einem linearen Modell ist die Durchführung von Signifikanztests einzelner
Parameter in einem neuronalen Netzwerk wesentlich aufwendiger. Darüber hinaus kann
ihnen im Fall von neuronalen Netzwerken auch nicht annähernd die Bedeutung beige-
messen werden, die sie im linearen Modell haben. Ist nämlich in einem linearen Modell
ep Parameter nicht signifikant von Null verschieden, dann geht man davon aus, daß die
zugehörige erklärende Variable keinen Einfluß auf die zu erklärende Variable ausübt. In
einem neuronalen Netzwerk bedeutet ein nicht signifikant von Null verschiedener Para-
meter lediglich, daß die zugehörige Verbindung in der spezifizierten Netzwerkstruktur
unnötig ist. Eine Aussage über die Wirkungszusammenhänge der Variablen läßt sich da-
mit also nicht treffen. Aus diesem Grund gewinnt bei der Diagnose neuronaler Netzwerke
die Residualanalyse sowie die Untersuchung der Input-Output-Beziehungen ein ungleich
stärkeres Gewicht als Parametertests.
Residualanalyse
Die Residualanalyse-beginnt mit einem Plot der Residuen. Damit lassen sich meist un-
mittelbar Ausreißer in den Beobachtungen sowie eventuell vorhandene Strukturen (z.B.
Heteroskedastie, Autokorrelation) in den Störtermen erkennen. Der Grund für die Unter-
suchung der Residuen besteht darin, festzustellen, ob das Modell grundsätzlich eine gute
Erklärung für die Vergangenheit liefert und daher potentiell gute Vorhersagen für die Zu-
kunft ermöglicht. Es ist klar, daß Vorhersagen nur dann bestmöglich werden, wenn alle
relevanten Informationen in einem Modell berücksichtigt wurden und keine unbeachteten
Informationen in den Residuen zurückbleiben.
Die grafische Analyse der Residuen läßt sich mit verschiedenen Tests untermauern. Die
wichtigsten Tests sollen kurz genannt werden. Für eine nähere Erläuterung ihrer Verwen-
dung und Funktion muß jedoch auf ein Ökonometrie-Lehrbuch verwiesen werden (z.B.
Judge et al., 1988). Tests auf Autokorrelation sind der Durbin-Watson-Test, der Ljung-
Box- bzw. der Box-Pierce-Test sowie der LM-Test von Breusch-Godfrey. Heteroskedastie
läßt sich u.a. mit dem White-Test oder dem LM-Test von Breusch-Pagan erkennen. Da-
neben existieren noch eine Reihe weiterer genereller Spezifikationstests, mit denen sich
häufig jedoch nur feststellen läßt, daß in den Residuen noch nicht erklärte Struktur vor-
handen ist (z.B. der BDS-Test).
Da die Parameter neuronaler Netzwerke üblicherweise mit Hilfe der kleinsten-Quadrate-
Methode bestimmt werden, sind sie sehr sensitiv gegen Ausreißer in den Beobachtungen.
Wenige große Ausreißer können den Funktionsverlauf der Netzwerkregression vollständig
verzerren, so daß bei der Schätzung mit, neuronalen Netzwerken eine Bereinigung um
Ausreißer in den Beobachtungen notwendig ist. Ein Indiz für Ausreißer läßt sich mit Hilfe
des Normalverteilungstests von Bera-Jarque gewinnen. Existieren viele Ausreißer unter
den Residuen, sind letzere üblicherweise nicht normalverteilt.
Sind keine Ausreißer in den Residuen zu erkennen, dafür aber bestimmteStrukturen, z.B.
Autokorrelation oder Heteroskedastie, sind zwei Schlüsse zulässig:
1. Das Netzwerk ist unzureichend spezifiziert, d.h. die Netzwerkarchitektur ist schlecht
gewählt, die Variablen-lags bei Zeitreihenmodellen wurden falsch gewählt, notwen-
dige Variablen wurden nicht benutzt (omitted variables) oder durchgeführte Daten-
transformationen waren unzulässig.3.4 Diagnose 41
2. Die Annahme unabhängiger Störterme des einfachen Regressionsmodells in Glei-
chung (18) ist verletzt, d.h. E[cc:/]=n =f (721.
Zwei-Stufen-Schätzung
Führt die Überprüfung des ersten Falls zu keiner wesentlichen Änderung der Struktur-
effekte in den Residuen, sollte das Netzwerk neu geschätzt werden, wobei jedoch die
Kovarianzen n in den Residuen zu berücksichtigen sind. Für diesen Fall wird in dieser
Arbeit erstmals die Anwendung eines Zwei-Stufen-Schätzverfahrens für neuronale Netz-
werke vorgeschlagen:
Im ersten Schritt werden die Gewichte w(1) der Netzwerk-Regression
(72)
geschätzt. Besitzt das Netzwerk keine irrelevanten units, ist die Parameterschätzung der
Gewichte w(1) konsistent. Folglich sind auch die Residuen U(l) der Regression konsistent.
Im zweiten Schritterklärt man nun die durch die quadrierten Residuen U~l) approximierten
Varianzen der Netzwerk-Regression mittels eines geeigneten Modells. Die Wahl dieses Mo-
dells hängt davon ab, welche Annahmen über die Struktur in den Re'siduen U~l) gemacht
werden. Im Fall von autokorrelierten Residuen der ersten Ordnung läßt sich' die Kova-
rianimatrix n der Residuen z.B. mittels der Methoden von Cochrane-Orcutt oder von
Theil bestimmen. Im Fall von Heteroskedastie ist es sinnvoll, die Art der Heteroskedastie
(groupwise, funetional, (G)ARCH) zu ermitteln und die beobachteten Varianzen unter
Umständen mittels weiterer exogener Variablen entsprechend zu modellieren.39 Will man
keine Annahmen über die Eigenschaften der beobachteten Varianzen machen, lassen sich
die Varianzen wiederum mit einem neuronalen Netzwerk modellieren, indem
u(l) = j(Z,w) +v (73)
angenommen wird. Die Matrix Z bezeichnet unabhängige Variablen, die sich durchaus mit
den Variablen X überschneiden dürfen, wden Gewichtsvektor der Netzwerkfunktion j, v
die Residuen dieser Regression. Wie auch immer die Varianzen der ersten Regression mo-
delliert werden, das Ziel besteht in einer konsistenten Schätzung der Kovarianzmatrix n,
die sich aus den Schätzwerten u(l) zusammensetzen läßt.4o Zum Ende des zweiten Schritts
verwendet man die geschätzte Kovarianzmatrixnfür die erneute Parameterschätzung der
ursprünglichen Netzwerk-Regression f(X, w) a.us Gleichung (72), indem man die Methode
der gewichteten kleinsten Quadrate anwendet
SSE(w) = [y - f(X, w)]'Ö-1[y - f(X, w)J -+ Min, (74)
wobei die Komponenten der Matrixn-
1 die Gewichteder quadra.tischen Abstände darstel-
len. Als Resultat der Minimierung erhält man einen neuen Schätzer W(2) für die optimalen
39Ygl. Greene (1993).
40Im Fall von unabhängig verteilten Residuen, stehen die geschätzten Residuen ufl) beispielsweise auf
der Hauptdiagonalen der Kovarianzmatrix n.42 3 Modellbildung mit neuronalen Netzwerken
(75)
Gewichte, der nicht nur konsistent, sondern auchasymptotisch effizient ist.41 Je effizienter
ein Schätzers ist, desto kleiner ist seine Varianz, desto besser ist seine Vorhersagequalität.
Relevanz- und Sensitivitätsanalyse
Bei der Diagnose neuronaler Netzwerke ist neben der Residualanalyse vor allen Dingen die
Untersuchung der Relevanz der erklärenden Variablen notwendig. Während im linearen
Modell dies direkt durch einen t-Test ermöglicht wird, muß man sich im nichtlinearen
Modell und insbesondere bei neuronalen Netzwerken einiger Heuristiken bedienen. Diese
bestehen im wesentlichen in einer Relevanz- und Sensitivitätsanalyse.
Die Relevanz, die eine unabhängige Variable zur Erklärung einer abhängigen Variable in
einem Modell besitzt, sei als der Faktor definiert, um den der MSE einer Schätzung steigt,
wenn eine betrachtete Variable auf ihren Mittelwert (dieser ist Null bei einer vorgenom-
menen Mittelwertbereinigung) gesetzt wird, d.h.




Je höher dieser Wert liegt, desto wesentlicher ist der Erklärungsbeitrag, den die Variable
im geschätzten Modell liefert. Liegt der Faktor bei Relj = 1 oder sogar noch darunter,
liefert die Variable keinen Erklärungsbeitrag in der geschätzten Netzwerkarchitektur und
kann entfernt werden. Anschließend muß das reduzierte Netzwerk neu trainiert werden.
Eine weitere Möglichkeit, die Beziehung zwischen abhängiger und unabhängiger Variable,
zu analysieren, besteht in der Berechnung der partiellen Ableitung erster Ordnung der
Netzwerkfunktion nach der betrachteten unabhängigen Variablen. Für den linearen Fall
iJ = Xä ergibt sich als partielle Ableitung genau der Parameter Oj:
oiJ •
OXj = D:j. (76)
Für den nichtlinearen Fall iJ = f(X, w) mit w= (0', ß', i')' ist die partielle Ableitung
der Regressionsfunktion f hingegen nicht ein einzelner Parameter, sondern wiederum eine
Funktion. Für den Fall der Standard-Netzwerkfunktion aus Gleichung (67) ergibt sich
beispielsweise:42
(77)
Die partiellen Ableitungen der Netzwerkfunktion sindjeweils von allen erklärenden Varia-
blen abhängig, so daß keine eindeutige Beziehung zwischen einer betrachteten unabhängi-
gen und der abhängigen Variable extrahiert werden kann. Man kann sich jedoch dadurch
behelfen, daß man alle unabhängigen Variablen außer der betrachteten auf ihren Mittel-
wert setzt (dieser ist bei mittelwertbereinigten Variablen Null) und den Zusammenhang
41Ein Schätzer ist asymptotisch effizient, wenn er asymptotisch normalverteilt ist und asymptotisch eine
kleinere Varianz hat als jeder alternative asymptotisch normalverteilte Schätzer.
42Der Vektor rh ist in Gleichung (71) definiert.3.4 Diagnose 43
zwischen der abhängigen und der unabhängigen Variable unter dieser Restriktion analy-
siert. Da die erklärenden Variablen nach dem Vorschlag in Abschnitt 3.1 um ihren Mit-
telwert und ihre Standardabweichung bereinigt sind, variieren sie ungefähr im Intervall
[-3;3]. Man kann nun die Intervallwerteeiner Inputvariable gegen die Werte der partiell ab-
geleiteten Netzwerkfunktion auftragen, wobei alle nicht betrachteten erklärenden Größen
auf ihren Mittelwert (Null) gesetzt werden. Auf diese Weise gewinnt man einen Eindruck,
wie sensitiv die abhängige Variable auf kleine Änderungen der unabhängigen Variable
an verschiedenen Stellen reagiert. Dazu analog läßt sich verfahren, wenn man anstelle
der Sensitivität, d.h. der partiellen Ableitung der Netzwerkfunktion, die zugrundeliegen-
de funktionale Form der Beziehung zwischen einer abhängigen und der unabhängigen
Variable untersuchen möchte.
Signifikan~testsfür Parameter
Obwohl der Signifikanz von Parametern bei neuronalen Netzwerken nicht - wie oben
erwähnt - dieselbe Bedeutung zukommt wie in linearen Modellen, läßt sie sich dennoch
überprüfen. Um einen Hypothesentest bezüglich eines Schätzers durchführen zu können,
muß man eine Aussage über dessen Verteilung oder zumindest über dessen asymptotische
Verteilung machen können. Die Voraussetzung dafür ist der Nachweis der Konsistenz des
Schätzers, was soviel bedeutet, daß der Schätzer mit zunehmender Beobachtungszahl T zu
einem Punkt kollabiert. Damit ist der Schätzer eindeutig und identifiziert. Es ist nun aher
offensichtlich, daß der Gewichtsvektor weines Netzwerks aus mindestens zwei Gründen
nicht eindeutig ist:
1. aufgrund von Symmetrien im neuronalen Netzwerk existiert eine bestimmte Anzahl
von Permutationen der Gewichtswerte, die exakt dieselbe Regression ergeben;
2. irrelevante input bzw. hidden units in einem Netzwerk führen aufgrund,von gegensei-
tigen Abhängigkeiten nicht zu einer eindeutigen Lösung, sondern zu Lösungsräumen
mit mehreren gleichwertigen Lösungen.
Es läßt sich dennoch eine Aussage über die asymptotische Verteilung des Gewichtsvektors
wmachen. Nach White (1992) reicht es bereits aus, wenn der optimale Gewichtsvektor
lokal identifiziert ist, d.h. wenn der Gewichtsvektor in einer kleinen Umgebung im Parame-
terraum eindeutig bestimmt werden kann. Damit bereitet die Existenz von Permutationen
des Gewichtsvektors keine Schwierigkeiten mehr. Es muß lediglich zusätzlich angenommen
werden, daß alle )rrelevanten units aus dem entsprechenden Netzwerk entfernt worden
sind. Mit diesen Voraussetzungen leitet White (1992) ab, daß die Gewichte eines neu-
ronalen Netzwerks multivariat normalverteilt sind. Auf dieser Grundlage läßt sich nun
in der üblichen Art und Weise Parameterinferenz betreiben (Lagrange-Multiplier-Test,
Wald-Test).
Besondere Beachtung verdienen die Parametertests, denen die folgenden heiden Hypothe-
sen zugrunde liegen (White, 1992):
1. Die Hypothese einer irrelevanten input mlit Ho : Rw = 0, wobei R unter den
Gewichten i des input layers diejenigen selektiert, die mit der zu testenden input
und verbunden sind, und die Gegenhypothese H1 : Ru) i= O.44 3 ModeJ1bildung mit neuronalen Netzwerken
2. Die Hypothese einer irrelevanten hidden unit Ho : Rw = 0, wobei R unter den
Gewichtenßdes hidden layers diejenigen selektiert, die mit der zu testenden hidden
unit verbunden sind, und die Gegenhypothese H1 : Rw =1= o.
Für das Testen der ersten Hypothese verwendet man einen Wald-Test. Zuvor muß man
jedoch sicherstellen, daß die im Netzwerk verwendeten hidden units nicht irrelevant sind.
Dies läßt sich u.a. mit dem unten angesprochenen LM-Test bewerkstelligen. Unter dieser
Voraussetzung lautet die Teststatistik:
(78)
wobei GT die Schätzung der Kovarianzmatrix der Parameter darstellt und q der Anzahl
der Parameter entspricht, die unter-der Nullhypothese Null sind. Die Schätzung G T der
Kovarianzmatrix geschieht mittels
(79)




SEt, und iJr =..!.tu; (8!(Xt,w)) (8!(Xt,W))' (80)
T t=1 8w8w T t=1 8w 8w
berechnet werden.
Das Testen der irrelevanten hidden unit-Hypothese ist etwas komplizierter und soll des-
halb nur kurz angesprochen werden. Wenn die Nullhypothese zutrifft, sind die Input-
Gewichte der getesteten hidden unit nämlich nicht lokal identifiziert. Denn in diesem Fall
sind die Output-Gewichte der hidden unit Null und die Werte der entsprechenden Input-
Gewichte gleichgültig. Man nennt Parameter, deren Werte gleichgültig sind, nuisance
parameter. Hypothesentests in diesem Kontext wurden von Davies (1977, 1987) unter-
sucht. Die Schwierigkeit besteht darin, daß im Fall von nicht identifizierten Gewichten die
Verteilung der Gewichte nicht mehr multivariat normal ist, sondern einer viel allgemei-
neren Klasse von Mixed Gaussian-Verteilungen angehört (Phillips, 1989). Damit ist eine
auf der Normalverteilung beruhende Inferenz nicht mehr'möglich. Unter bestimmten Vor-
aussetzungen läßt sich das Identifikationsproblem der Parameter jedoch zu umgehen und
ein LM-Test auf die Relevanz einer hidden unit anwenden. Dies wird von Anders/Korn
(1996) dargestellt.
Prognosequalität
Die Qualität jedes ökonometrischen Modells muß sich daran messen, wie gut es zukünftige
Entwicklungen vorhersagt. Entsprechend läßt sich der Einsatz eines neuronalen Netzwerks
für die Prognose ö~onomischer Variablen auch nur dann rechtfertigen, wenn der zu er-
wartende Prognosefehler kleiner ist als der einfacherer Modelle. Um darüber eine Aussage
43Für den Fall der Maximum Likelihood-Methode vgl. Arminger (1993).3.4 Diagnose 45
treffen zu können, ist die out 0/ sample-Analyse ausgesprochen wichtig. Dennoch wird sie
in der Literatur neuronaler Netzwerke ausgesprochen selten auf eine zulängliche Art und
Weise durchgeführt. In Finanzmarktanwendungen findet man beispielsweise häufig, daß
Trefferquoten ausgezählt werden oder daß D-Mark Beträge errechnet werden, die sich mit
einer aufeinem neuronalen Netzwerk aufbauenden Handelsstrategie hätten erwirtschaften
lassen. Mögen diese Werte auch hoch sein, so stellen sie dennoch lediglich absolute Werte
dar. 'Es läßt sich mit Hilfe dieser Maße also nicht feststellen, ob hohe Werte mehr oder
minder nur "zufällig" erreicht worden sind, also durch eine günstige Entwicklung in der
betrachteten out 0/ sample-Periode. Aus diesem Grund sollten immer entweder alternati-
ve Modelle oder alternative Strategien betrachtet werden, um die relative Qualität eines
Netzwerks beurteilen zu können.
Es existieren zwei Möglichkeiten der Prognose: die Vorhersage des Wertes, der in der Zu-
kunft unter ceteris paribus-Annahmen am wahrscheinlichsten angenommen wird, und die
Vorhersage eines Konfidenzintervalls, in dem der zukünftige Wert unter ceteris paribus-
Annahmen mit großer Wahrscheinlichkeit liegen wird. Vorhersagen enthalt'en auch im
korrekt spezifizierten und geschätzten Modell eine erhebliche Ungewißheit aufgrund der
Störterme des Modells, der Varianz der Parameter sowie durch die Vorhersagefehler even-
tuell pronostizierter unabhängiger Variablen. Die Unsicherheit, die jedem Modell imma-
nent ist, stellt die Grundlage für die Konstruktion des Konfidenzintervalls der Prognose
dar. Dabei hängt die Breite des Konfidenzintervalls sehr stark von den Parameterschätzern
des Modells ab. Je effizienter die Schätzer, desto verläßlicher die Vorhersage des Modells.
Um den Vorhersagefehler im Erwartungswert zu quantifizieren, verwendet man eine Reihe
verschiedener Statistiken. Die wichtigsten sind .
• der Mean Squard Error MSE = u~u
• der Root Mean Squard Error RMSE = JMSE
• Theils U ={(~:~)
• der Mean Error ME = t Lt Ut
• der Mean Percentage Error MPE = l~O LI ~
• der Mean (!bsolute Error MAE = t Lt lud
• der Mean Absolute Percentage Error MAPE = l~O Lt IUtl/IYtl
Diese Statistiken können dabei helfen, den Goodness 0/ Fit des Modells zu evaluieren. Der
RMSE ist der populärste unter den genanntenStatistiken, da er mit dem Standardfehler
der Regression, i.e. die Standardabweichung der Residuen, unmittelbar vergleichbar ist.
Jedoch hat er den Nachteil aller absoluten Maße: er kann nur interpretiert werden, wenn
die Größenordnung der Variable Y bekannt ist. Der Vorteil der relativen Maße bestent in
ihrer Unabhängigkeit von der Größe der Variable y. Jedoch können sie nicht interpretiert
werden, wenn einige YI nahe an Null liegen, und nicht errechnet werden, wenn mindestens
ein Yt = 0 ist.46 3 Modellbildung mit neuronalen Netzwerken
Die Konstruktion eines Vorhersageintervalls basiert auf der Varianz des Vorhersagefehlers.
Im linearen Modell werden für die Berechnung des Konfidenzintervalls üblicherweise die
Störterme der Regression sowie die Parameterunsicherheit berücksichtigt. Der Vorhersa-
gefehler UT+l =YT+l - YT+1 setzt sich also aus
zusammen. Damit ergibt sich die Varianz des Vorhersagefehlers durch:
Var[XT+i(a - 0)] + 0";
Var[YT+d + 0";
X~+l[O";(X'Xrl]XT+l +0";.




wobei "P0I/2 den Wert der Standardnormalverteilung am a/2-Wahrscheinlichkeitsniveau
bezeichnet.44
Im nichtlinearen Fall wird die Unsicherheit der Prognose aufgrund der Parameterunsicher-
heit in vielen Fällen ignoriert. Das dann angegebene Intervall unterschätzt also die wahre
Intervallbreite. Eine Berechnung der Varianz von YT+l ist jedoch mitte1"s einer linearen
Taylorreihenentwicklung um w möglich
(84)
wobei j den Gradienten der nichtlinearen Regressionsfunktion f bezeichnet.45 Damit er-
gibt sich die Varianz des Vorhersagefehlers analog zu Gleichung (82) mit
(85)
und das Prognoseintervall entsprechend der Gleichung (83). Anstelle des Terms C =
O"~(j'jt
1 für die Berechung der Kovarianzmatrix der Parameterläßt sich alternativ Glei-
chung (79) verwenden.
An dieser Stelle läßt sich noch einmal leicht erkennen, daß es ein Ziel jeder ModelIierung
neuronaler Netzwerkesein sollte, diese so sparsam wie möglich zu parametrisieren. Redun-
dante Parametersorgen nämlich üblicherweise für eine Vergrößerung der Kovarianzmatrix,
wodurch das Konfidenzintervall des Prognosewertes breiter als notwendig wird.
44Beim üblichen 95%-Wahrscheinlichkeitsniveau ist '{l = 1,96.
45Vgl. Seber/Wild (1989).47
Bootstrapping
Anstatt die Varianz eines Modells zu schätzen, kann sie auch simuliert werden. Ein dazu
geeignetes Verfahren ist das Bootstrapping (Efron, 1982). Das Verfahren besteht darin, aus
der zur Verfügung stehenden Stichprobe eine Anzahl von (beispielsweise 200) Bootstrap-
Stichproben zu generieren. Die Bootstrap-Stichproben werden dabei mittels eines Zufalls-
generators aus der ursprünglichen Stichprobe "mit Zurücklegen" gezogen, bis sie dieselbe
Größe wie die ursprüngliche Stichprobe erreicht haben. Anschließend wird das zu un-
tersuchende Modell auf der Basis aller Bootstrap-Stichproben jeweils neu geschätzt und
jeder interessierende Wert berechnet. Insbesondere lassen sich nun auch die verschiedenen
Prognosewerte simulieren, woraus sich das Konfidenzintervall der Prognosen ergibt.46
Die Verteilung (bzw. das Histogramm) des entsprechenden Schätzwertes erlaubt eine Aus-
sage über Erwartungswert und Varianz dieses Wertes. Damit besteht der große Vorteil des
Bootstrapping-Verfahrens darin, daß es eine Bias- sowie Varianz-Korrektur von Schätz-
werten ermöglicht. Leider ist Bootstrappingsehr rechenintensiv,dajeweils so viele Modelle
neu geschätzt werden müssen wie Bootstrap-Stichproben vereinbart wurden.
4 Zusammenfassung
Neuronale Netzwerke sind eine neue Klasse von statistischen Verfahren in der Ökono-
metrie. In ihrer Anwendung unterscheiden sie sich nicht von herkömmlichen Regressi-
onsmodellen. Im Gegenteil, neuronale Netzwerke sind so flexibel, daß viele herkömmli-
che Regressionsmodelle mit ihrer vereinheitlichenden Methodologie nachgebildet werden
können.
Neuronale Netzwerkesind parametrische Verfahren. Der wesentliche Unterschied zwischen
neuronalen Netzwerken und herkömmlichen parametrischen Regressionsmodellen besteht
darin, daß neuronale Netzwerke keine Annahmen über die funktionale Form des zu appro-
ximierenden Zusammenhangs benötigen. Neuronale Netzwerke lassen sich darüber hin-
aus auch als nichtparametrische Verfahren interpretieren, da sie wie diese unverzerrte
Schätzungen ermöglichen, dafür aber einer große Varianz der Schätzung in Kauf neh-
men müssen. Wie bei anderen nichtparametrischen Verfahren haben die Gewichte eines
neuronalen Netzwerks keine theoretisch fundierbare Bedeutung.
Die statistische Modellierung mit neuronalen Netzwerken wird in dieser Arbeit mit Neu-
rometrie bezeichnet Die neurometrische Modellierung ist ein iterativer Prozeß, der sich
in vier Schritte unterteilt: Identifikation der Daten, Spezifikation des Modells, Schätzung
der Modellparameter und Diagnose des Modells. Die Iteration dieser Schritte sollte erst
abgebrochen werden, wenn die Diagnose des Modells zufriedenstellend ist.
Es wurde hervorgehoben, wie wichtig die Wahl einer geeigneten Netzwerkarchitektur ist,
um für eine zu erklärende Variable die bestmöglichen Prognosen mit einem kleinstmögli-
chen Konfidenzintervall abgeben zu können. Die für die Modellselektion verwendbaren
Verfahren sind: Informationskriterien, Fehlermaße, Regularisierungstechniken, Pruning-
Techniken, Cross Validation sowie Stopped Training. In dieser Arbeit wurde dargestellt,
46Ygl. Efron/Tibishirani (1986).48 4 Zusammenfassung
daß die Methode des Stopped Training jedoch nicht sinnvoll ist, um als Methode für die
Bestimmung von Netzwerkparametern zu dienen.
Das Training Neuronaler Netzwerke entspricht der Schätzung der Netzwerkgewichte. Als
Schätzmethode kann sowohl die Methode der kleinsten Quadrate als auch die Maxi-
mum Likelihood-Methode verwendet werden. Im Fall von normalverteilten Störtermen
sind die Parameterschätzungen, die man mit diesen Methoden erhält, äquivalent. Wen-
det man diese Methoden für die Schätzung neuronaler Netzwerke auch dann an, wenn
die Störterm nicht normalverteilt sind, dann spricht man von einer Pseudo Maximum
Likelihood-Schätzung mit neuronalen Netzwerken. In jedem Fall sind die geschätzten Pa-
rameter eines Netzwerks unter gewissen Einschränkungen konsistent.
Die für die Schätzung verwendbaren numerischen Verfahren entsprechen den Optimie-
rungsverfahren für nichtlineare Funktionen aus der numerischen Mathematik. Für die
Bestimmung der Parameter-neuronaler Netzwerke mit diesen Schätzverfahren läßt sich
ausnutzen, daß alle FeedJorward-Netzwerke die gleiche Grundstruktur aufweisen, so daß
sich Gradient und Hessematrix der Zielfunktion unabhängig von der Problemstellung, auf
die ein Neuronales Netzwerk angewendet wird, ex ante fest in einer Software implemen-
tieren lassen.
Die umfangreiche Diagnose eines trainierten Neuronalen Netzwerkes ist außerordentlich
wichtig, um festzustellen, ob die Netzwerkarchitektur geeignet ist, einen gesuchten funk-
tionalen Zusammenhang erwartungstreu wiederzugeben. Dazu lassen sich sowohl die Dia-
gnoseverfahren der Ökonometrie verwenden (z.B. die Residualanalyse) als auch die heu-
ristischen Verfahren der Netzwerkdiagnose (z.B. Relevanz- und Sensitivitätsanalyse). Für
den Fall, daß die Diagnose neuronaler Netzwerke eine Struktur in den Residuen offenbart,
die sich nicht auf eine Fehlspezifikation des Netzwerks zurückführen läßt, schlägt diese
Arbeit die Anwendung eines Zwei-Stufen-Schätzverfahrens vor. Dieses ergibt konsistente
und asymptotisch effiziente Parameterwerte.
Obwohl Parametertests bei neuronalen Netzwerken nicht die gleiche Bedeutung besitzen
wie bei linearen Modellen, kann es sehr hilfreich sein, sie durchzuführen. Es lassen sich
beispielsweise Hypothesentests hinsichtlich der Relevanz einer exogenen Variable sowie
der Eignung der spezifizierten Netzwerkarchitektur durchführen. Die Tests beruhen auf
dem Resultat von White, der gezeigt hat, daß die Gewichte eines neuronalen Netzwerkes
asymptotisch normalverteilt sind. Insbesondere lassen sich neuronale Netzwerke mit Hilfe
dieser Tests dazu einsetzen, die Approximationsqualität anderer statistischer Modelle zu
überprüfen, indem letztere in ein neuronales Netz'werk eingebettet werden.
Alles in allem sind Neuronale Netzwerke also eine leistungsfähige und sehr flexible Klasse
von statistischen Modellen, die den Vergleich mit den herkömmlichen Verfahren nicht zu
scheuen braucht. Leider läßt die Literatur jedoch umfangreiche Studien vermissen, die die
Leistungsfähigkeit neuronaler Netzwerke vor einem theoretischen Hintergrund bestätigt.
Um neuronaler Netzwerke als ernstzunehmendeökonometrische Modelle, wären dazu eine
Reihe von Monte-Carlo-Simulationen notwendig. Aus solchen Studien ließen sich zudem
auch Erkenntnisseninsichtlich der finite sampie properties neuronaler Netzwerke ableiten,
die in der bisherigen Untersuchung der asymptotischen Eigenschaften neuronaler Netz-
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Vektor von Eingangssignalen einer unit







Erwartungswert der Hessematrix der Zielfunktion
Varianz des Gradienten der Zielfunktion
h:ovarianzmatrix
Zu approximierende Funktion
Hessematrix oder Anzahl hidden units
Einheitsmatrix oder Anzahl nichtkonstanter erklärender Variablen x




charakteristische Richtungsmatrix der Optimierungsverfahren
J'vlatrix von Restriktionen
Matrix der Ausgangssignale eines hidden layers
Anzahl der Beobachtungen
Matrix der erklärenden Variablen
OLS-Parametervektor bzw. lineare Gewichte eines Netzwerks
Parametervektor des hidden layer




Parameter des konjugierten Gradientenabstiegs
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