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Figure 1: Input to our image-guided neural object rendering approach is a set of color images. We first reconstruct a geometric object
proxy that is used to render a depth map of a novel view. In addition, we retrieve a set of nearest neighbor observations. Our network
then synthesizes the corresponding color image by separating view-dependent and view-independent effects, warps the view-independent
effects, while regressing the view-dependent effects of the target view. Finally, a composition network learns to combine all information.
Abstract
We propose a new learning-based novel view synthesis
approach for scanned objects that is trained based on a set
of multi-view images. Instead of using texture mapping or
hand-designed image-based rendering, we directly train a
deep neural network to synthesize a view-dependent image
of an object. First, we employ a coverage-based nearest
neighbour look-up to retrieve a set of reference frames that
are explicitly warped to a given target view using cross-
projection. Our network then learns to best composite the
warped images. This enables us to generate photo-realistic
results, while not having to allocate capacity on “remem-
bering” object appearance. Instead, the multi-view images
can be reused. While this works well for diffuse objects,
cross-projection does not generalize to view-dependent ef-
fects. Therefore, we propose a decomposition network that
extracts view-dependent effects and that is trained in a self-
supervised manner. After decomposition, the diffuse shad-
ing is cross-projected, while the view-dependent layer of the
target view is regressed. We show the effectiveness of our
approach both qualitatively and quantitatively on real as
well as synthetic data.
1. Introduction
In recent years, large progress has been made in 3D
shape reconstruction of objects from photographs or depth
streams. However, highly realistic re-rendering of such ob-
jects, e.g., in a virtual environment, is still very challenging.
The reconstructed surface models and color information of-
ten exhibit inaccuracies or are comparably coarse [25, 39].
Many objects also exhibit strong view-dependent appear-
ance effects, such as specularities. These effects not only
frequently cause errors already during image-based shape
reconstruction, but are also hard to reproduce when re-
rendering an object from novel viewpoints. Static diffuse
textures are frequently reconstructed for novel viewpoint
synthesis, but these textures lack view-dependent appear-
ance effects. Image-based rendering (IBR) introduced vari-
ants of view-dependent texturing that weightedly blend in-
put images on the shape [6, 21, 7, 56]. This enables at least
coarse approximation of view-dependent effects. However,
these approaches often produce ghosting artifacts due to
view blending on inaccurate geometry, or artifacts at oc-
clusion boundaries. Some algorithms reduce these arti-
facts by combining view blending and optical flow correc-
tion [12, 8, 11], or by combining view-dependent blending
with view-specific geometry [10, 20] or geometry with soft
3D visibility [41].
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The idea of IGNOR is to leverage deep learning tech-
niques to improve the re-rendering of objects that are re-
constructed from a set of multi-view images. To this end,
we first reconstruct a coarse geometric proxy of the object
from multi-view images using a photogrammetric approach
and cast re-rendering as a novel view synthesis problem.
Similar to previous IBR techniques, we employ the recon-
structed geometry as a proxy for reprojecting a subset of K
nearby input images to the target view. The core innova-
tion are two novel neural networks trained to combine the
reprojected images in a target view:
First, a neural network called EffectsNet is trained in a
self-supervised manner to estimate view-dependent effects,
for example, specular highlights or reflections. The Effect-
sNet is used to remove view-dependent effects from the in-
put images before reprojection and to re-insert these effects
to the target views in a smooth and stable manner. Second,
the CompositionNet composites the K re-projected images
to a final output image. The CompositionNet is trained to be
robust to reprojection errors and to fill regions where no im-
age content is available. Both networks are trained per ob-
ject, and can thus learn object-specific features of geometry,
texture, and appearance. IGNOR clearly improves over pre-
vious novel view synthesis approaches in several ways: (1)
it synthesizes highly realistic view-dependent appearance,
(2) it learns to minimize ghosting and occlusion boundary
artifacts that previously occurred with coarse proxy geome-
try, (3) it learns to fill holes that stem from occlusions, and it
(4) synthesize temporally smooth view interpolations with
varying viewpoints without popping artifacts.
We demonstrate the effectiveness of our algorithm using
synthetic and real data. Comparisons to texture-based and
image-based rendering techniques, as well as to image-to-
image translation methods are provided.
To summarize, the key contributions of our approach are:
• A novel neural network that predicts view-dependent
effects, such as specular highlights, and can be used to
compute diffuse renderings of an object,
• a self-supervised training approach for this network,
• an image-based rendering technique that enables novel
view synthesis based on selected reference views that
are converted to diffuse images,
• a composition network that optimally combines the re-
projected reference frames to the final output.
2. Related Work
IGNOR is a method that intersects several research areas,
each of which we review in a separate subsection.
Multi-view 3D Reconstruction Our approach builds on
a coarse geometric proxy that is obtained using multi-view
image-based 3D reconstruction. In the last decade, there
has been a lot of progress in the field of image-based 3D
reconstruction. Large-scale 3D models have been automat-
ically obtained from images downloaded from the internet
[2]. Camera poses and intrinsic calibration parameters are
estimated based on structure-from-motion [27, 46], which
can be implemented based on a global bundle adjustment
step [51]. Afterwards, based on the camera poses and cal-
ibration, a dense three-dimensional pointcloud of the scene
can be obtained using a multi-view stereo reconstruction ap-
proach [49, 17, 15]. Finally, a triangulated surface mesh is
obtained, for example using Poisson surface reconstruction
[29]. Even specular objects can be well reconstructed [16].
In this work, we obtain the mesh-based geometric proxy
based on the COLMAP [47] 3D reconstruction approach.
Learning-based Image Synthesis Deep learning meth-
ods can improve quality in many realistic image synthe-
sis tasks. Historically, many of these approaches have
been based on generator networks following an encoder-
decoder architecture [22, 33], such as a U-Net [44] with skip
connections. Very recently, adversarially trained networks
[18, 24, 38, 43] have shown some of the best result quality
for various image synthesis tasks. For example, generative
CNN models to synthesize body appearance [13], body ar-
ticulation [9], body pose and appearance [59, 36], and face
rendering [31] have been proposed. The DeepStereo [14]
approach trains a neural network for view synthesis based
on a large set of posed images. Tulsiani et al. [52] employ
view synthesis as a proxy task to learn a layered scene rep-
resentation. View synthesis can be learned directly from
light field data [28]. Appearance Flow [58] learns an image
warp based on a dense flow field to map information from
the input to the target view. Zhou et al. [57] learn to ex-
trapolate stereo views from imagery captured by a narrow-
baseline stereo camera. Park et al. [40] explicitly decou-
ple the view synthesis problem into an image warping and
inpainting task. CNNs trained for image-to-image transla-
tion [23] could theoretically be applied to novel view syn-
thesis, also with assistance of a shape proxy. However, we
experimentally show that this leads to inferior results com-
pared to our algorithm. Hedman et al. [19] use A CNN
to learn a view blending function for image-based render-
ing with view-dependent shape proxies. In contrast, our
approach learns to combine input views and to explicitly
separate view-dependent effects which leads to superior re-
production of view-dependent appearance.
Image-based Rendering Our approach is related to
image-based rendering (IBR) algorithms that cross-project
input views to the target via a geometry proxy, and view-
Figure 2: Input data preprocessing: based on a set of multi-view
images we first reconstruct a coarse 3D model. The camera poses
estimated during reconstruction and the 3D model are then used to
render synthetic depth maps for the input views.
dependently blend the re-projected views [6, 21, 7, 56].
Many previous IBR approaches exhibit ghosting artifacts
due to view blending on inaccurate geometry, or exhibit ar-
tifacts at occlusion boundaries. Some methods try to re-
duce these artifacts by combining view blending and optical
flow correction [12, 8, 11], by using view-specific geometry
proxies [10, 20], or by encoding uncertainty in geometry as
soft 3D visibility [41]. Our learning-based algorithm im-
proves over the quality of these classical IBR approaches.
Intrinsic Decomposition Intrinsic decomposition tackles
the ill-posed problem of splitting an image into a set of
layers that correspond to physical quantities such as sur-
face reflectance, diffuse shading, and/or specular shading.
The decomposition of monocular video into reflectance and
shading is classically approached based on a set of hand-
crafted priors [4, 55, 55, 37]. Other approaches specifically
tackle the problem of estimating [35] or removing specular
highlights [54]. Highlight removal is of particular interest
for images of faces [34]. A diffuse/specular separation can
also be obtained based on a set of multi-view images cap-
tured under varying illumination [50]. The learning-based
approach of Wu et al. [53] converts a set of multi-view im-
ages of a specular object into corresponding diffuse images.
An extensive overview is give in the survey paper of Bon-
neel et al. [3]. To reuse the image content from the observed
images to synthesize novel views, we are learning the de-
composition into a diffuse and a view-dependent part in a
self-supervised manner.
3. Overview
We propose a learning-based approach called IG-
NOR that enables novel view synthesis for arbitrary objects.
Input to our approach is a set of N images I = {Ik}Nk=1 of
an object. In a preprocess, we obtain camera pose estimates
and a coarse proxy geometry using the COLMAP [47, 48]
structure-from-motion approach. We use the reconstruc-
tion and the camera poses to render synthetic depth maps
Dk for all input images Ik to obtain the training corpus
T = {(Ik,Dk)}Nk=1, see Fig. 2.
Based on this input, our learning-based approach gen-
erates novel views based on the stages that are depicted in
Fig. 1. First, we employ a coverage-based look-up to select
a small number K  N of reference views from a sub-
set of the training corpus. Given a depth map as input, our
EffectsNet predicts the view-dependent effects for each ref-
erence view and thus the corresponding view-independent
components can be obtained via subtraction (Sec. 4). The
view-independent component is explicitly warped to the tar-
get view using geometry-guided cross-projection (Sec. 5).
Next, the view-dependent effects for all warped reference
views are predicted and added on top. Finally, our Compo-
sitionNet is used to optimally combine all warped reference
views to generate the final output (Sec. 6). In the following,
we discuss details, show how our approach can be trained
(Sec. 7) based on our training corpus, and extensively eval-
uate our proposed approach (Sec. 8).
4. Decomposition (EffectsNet)
One of the main contributions of our work is a novel con-
volutional neural network that learns the disentanglement
of view-dependent and view-independent illumination ef-
fects in a self-supervised manner. The network is based
on a training corpus of multi-view images of the object, as
shown in Fig. 3. Since our training data consists of a se-
ries of images taken from different viewing directions, as-
suming constant illumination, the reflected radiance of two
corresponding points in two different images only differs
by the view-dependent effects. Our self-supervised training
procedure is based on a Siamese network [5] that gets a pair
of randomly selected images from the training set as input.
The task of the network is to extract view-dependent light-
ing effects from an image, based on geometric information
from the proxy geometry.
Network Inputs Input to our network is a tensor that
stacks a position, normal, view direction, and reflection di-
rection map along the dimension of the channels. These
inputs are inspired by the Phong illumination model [42].
We start with the depth map of the selected view and lift it
to world space based on the camera intrinsic and extrinsic
matrices. A per-pixel normal map in world space is then
obtained via finite differences. Furthermore, we compute a
vector field of per-pixel viewing directions that points from
the surface towards the camera and a reflection direction
map by mirroring the viewing direction along the per-pixel
normal vector.
Network Architecture Our network Φ is an encoder-
decoder network with skip connections, similar to U-Net
[45]. The skip connections can directly propagate low-level
features to the decoder. The encoder is based on 6 convo-
lution layers (kernel size 4 and stride 2). The convolution
Figure 3: We propose a U-Net-like network called EffectsNet. The network is trained in a self-supervised fashion. Two random images
from the training set are chosen in every optimization step and the network is used to predict the view-dependent effect of the images
independently based on the respective depth map. After re-projecting the source image to the target image space we compute the diffuse
color via subtraction. We optimize the network by minimizing the difference between the two diffuse images in the valid region.
layers output 32, 32, 64, 128, 256 and 512-dimensional fea-
ture maps, respectively. We use the ReLU activation func-
tion and normalize activations based on batchnorm. The de-
coder mirrors the encoder. We use transposed convolutions
(kernel size 4 and stride 2) with the same number of feature
channels as in the respective encoder layer. As final layer
we use a 4× 4-convolution with a stride of 1 that outputs a
3-dimensional tensor that is fed to a Sigmoid to generate an
image of the view-dependent illumination effects.
Self-supervised Training Since we assume constant illu-
mination, the diffuse light reflected by a surface point is the
same in every image, thus the appearance of a surface point
only changes by the view-dependent components. We train
our network in a self-supervised manner based on a Siamese
network that predicts the view-dependent effects of two ran-
dom views such that the difference of the diffuse aligned
images (original image minus view-dependent effects) is
minimal. To this end, we use the re-projection ability (see
Sec. 5) to align pairs of input images, from which the view-
dependent effects have been removed, and train the network
to minimize the resulting differences in the overlap region
of the two images. Given a randomly selected training pair
(Ip, Iq) and let ΦΘ(Xt), t ∈ {p, q} denote the output of
the two Siamese towers. Then, our self-supervised loss for
this training sample can be expressed as:
Lpq(Θ) =
∣∣∣∣∣∣M ◦[(Ip−ΦΘ(Xp))−Wpq (Iq−ΦΘ(Xq))]∣∣∣∣∣∣
2
. (1)
Here, ◦ denotes the Hadamard product, Θ are the param-
eters of the encoder-decoder network Φ, which is shared
between the two towers. M is a binary mask that is set
to one if a surface point is visible in both views and zero
otherwise. In addition we regularize the estimated view-
dependent effects to be small w.r.t. an `1-norm. This regu-
larizer is weighted with 0.01 in our experiments. The cross-
projection Wpq from image p to image q is based on the
geometric proxy (see Sec. 5). We train the network in a self-
supervised fashion based on randomly selected pairs. The
resulting network can then be used to compute the view-
dependent effects of a novel view as well as to remove these
from the reference images.
5. Stable Re-projection using EffectsNet
To generate a novel target view, we select a subset of K
images based on a coverage-based nearest neighbor search.
Each selected image is cross-projected to the target view,
based on the proxy geometry. These images are finally used
as input to our composition network CompositionNet (see
Sec. 6) that fuses the information of the reference images
into a single output image. In the following, we describe
the coverage-based sampling and the cross-projection, and
we show how to use our EffectsNet to achieve a robust re-
projection of the view-dependent effects.
Coverage-based View Selection The selection of the
K  N used reference frames is based on surface cov-
erage with respect to the target view. The goal is to have
maximum coverage of the target view to ensure that tex-
ture information for the entire visible geometry is cross-
projected. View selection is cast as an iterative process
based on a greedy selection strategy that locally maximizes
surface coverage. To this end, we start with 64× 64 sample
points on a uniform grid on the target view. In each iter-
ation step, we search the view that has the largest overlap
with the currently ‘uncovered’ region in the target view. We
determine this view by cross-projecting the samples from
the target view to the captured images, based on the recon-
structed proxy geometry and camera parameters. A sample
point in the target view is considered as covered, if it is also
visible from the other view point, where visibility is deter-
mined based on an occlusion check. Each sample point that
Figure 4: Overview of our compositing strategy: based on the nearest reference views, we predict the corresponding view-dependent
effects using our EffectsNet architecture. The view-dependent effects are subtracted from the original images to get the diffuse images that
can be re-projected into the target image space. In the target image space we estimate the final view-dependent effect and add them to the
warped images. An encoder-decoder network is used to blend the reference images to obtain the final output image. During training, we
enforce that the output image matches the corresponding ground truth image.
is covered by the finally selected view is invalidated for the
next iteration steps. This procedure is repeated until the K
best views have been selected.
To keep processing time low, we restrict this search to a
small subset of the input images. This candidate set is taken
from the training corpus and contains 20 images. We chose
these candidates also based on a coverage-based selection
scheme based on all frames of the training corpus. Note
that this selection is done in a pre-processing step and is
independent to the test phase.
Proxy-based Cross-projection We model the cross-
projectionWpq from image p to image q based on the recon-
structed geometric proxy and the camera parameters. Let
Kp ∈ R4×3 denote the matrix of intrinsic parameters and
Tp = [Rp|tp] ∈ R4×4 the matrix of extrinsic parameters
of view p. A similar notation holds for view q. Then, a ho-
mogeneous 2D screen space point sp = (u, v, d)T ∈ R3 in
view p, with depth being d, can be mapped to screen space
of view q by:
sq =Wpq (sp), with
Wpq (sp) = KqTqT−1p K−1q sp . (2)
We employ this mapping to cross-project color information
from the reference views to a novel target view. To this end,
we map every valid pixel (with a depth estimate) from the
target view to the reference view. The color information
from the reference view is sampled based on bilinear inter-
polation. Projected points that are occluded in the reference
view or are not in the view frustum are invalidated. Occlu-
sion is determined by a depth test w.r.t. the reference depth
map. Applying the cross-projection to the set of all refer-
ence images, we get multiple warped references that match
the novel target view point.
View-dependent Effects Image-based rendering meth-
ods often have problems with the re-projection of view-
dependent effects (see Sec. 8). In our image-guided
pipeline, we solve this problem using our EffectsNet ar-
chitecture. Before re-projection, we estimate the view-
dependent effects from the input images using EffectsNet
and subtract them. View-dependent effects are then re-
inserted after re-projection, again using our EffectsNet ar-
chitecture. By this, view-dependent effects are excluded
from warping and generated in a stable manner.
6. Compositing (CompositionNet)
Finally, we composite the warped target views using an-
other neural network called CompositionNet. Similar to the
EffectsNet, our CompositionNet is an encoder-decoder net-
work with skip connections. The network input is a tensor
that stacks the K warped reference views, the correspond-
ing warp fields as well as the target position map along the
dimension of the channels and the output is a three channel
RGB image. The encoder is based on 6 convolution lay-
ers (kernel size 4 and stride 2) with 64, 64, 128, 128, 256
and 256-dimensional feature maps, respectively. The acti-
vation functions are leaky ReLUs (negative slope of 0.2) in
the encoder and ReLUs in the decoder. In both cases, we
normalize all activations based on batchnorm. The decoder
mirrors the encoder. We use transposed convolutions (ker-
nel size 4 and stride 2) with the same number of feature
channels as in the respective encoder layer. As final layer
we use a 4× 4-convolution with a stride of 1 and a Sigmoid
activation function that outputs the final image.
Loss function We are using an `1-loss and an additional
adversarial loss to measure the difference between the pre-
dicted output images and the ground truth data. The adver-
sarial loss is based on the conditional PatchGAN loss that
is also used in Pix2Pix [23]. In our experiments, we are
weighting the adversarial loss with a factor of 0.01 and the
`1-loss with a factor of 1.0.
7. Network Training
In the following, we describe how we train the Effect-
sNet and CompositionNet. Both networks are trained in-
dependently using the Adam optimizer [32] built into Ten-
sorflow [1]. Each network is trained for 64 epochs with a
learning rate of 0.001 and the default parameters β1 = 0.9,
β2 = 0.999,  = 1 · e−8. The networks are trained in an
object-specific manner and from scratch each time.
7.1. Data Generation
Our training corpus T = {(Ik,Dk)}Nk=1 consists of N
images Ik and depth maps Dk per object. In the follow-
ing, we describe how we construct the training corpus for
synthetic as well as real world data.
Figure 5: Renderings of our ground truth synthetic data. Based on
the Mitsuba Renderer [26] we generate images of various objects
that significantly differ in terms of material properties and shape.
Synthetic Training Data To generate photo-realistic syn-
thetic imagery we employ the Mitsuba Renderer [26] to
simulate global illumination effects. For each of the N
views, we ray-trace a color image Ik and its correspond-
ing depth mapDk. We extract a dense and smooth temporal
camera path based on a spiral around the object. The cam-
era is oriented at the center of the object. All images have
a resolution of 512× 512 and are rendered using path trac-
ing with 96 samples per pixel and a maximum path length
of 10. Fig. 5 illustrates various objects that we employ to
test our approach. The objects differ significantly in terms
of material properties and shape. Ranging from nearly dif-
fuse materials (left) to the highly specular paint of the car
(right). The size of the training sequence is 920, the test set
contains 177 images.
Real World Training Data Our real world training data
is captured using a Nikon D5300 at a resolution of 1920 ×
1080 pixels. Since we are relying on a sufficiently large set
of images, we are recording videos of the objects at a frame
rate of 30Hz. Based on COLMAP [47, 48] we reconstruct
the camera path and a dense point cloud. We manually iso-
late the target object from other reconstructed geometry and
run a Poisson reconstruction [30] step to extract the surface.
We use this mesh to generate synthetic depth maps Dk cor-
responding to the images Ik (see Fig. 2). Finally, both, the
color and depth images are cropped and re-scaled to a reso-
lution of 512× 512 pixels. The training corpus ranges from
1000 to 1800 frames, depending on the sequence.
8. Results
In this section, we analyze our approach both qualita-
tively and quantitatively. We organized this section in two
subsections that cover results on synthetic and real data. For
all experiments we used K = 4 reference views per frame
as shown in Fig. 4.
8.1. Experiments on Synthetic Data
Using synthetic data we are quantitatively analyzing the
performance of our image-based texturing approach.
Evaluation of the EffectsNet In Fig. 6, we show a qual-
itative comparison of our predicted diffuse texture to the
ground truth. The figure shows the results for a Phong ren-
dering sequence. As can be seen, the estimated diffuse im-
age is close to the ground truth.
Figure 6: Comparison of the estimated diffuse images based on
EffectsNet and the ground truth renderings. The input data has
been synthesized by a standard Phong renderer written in DirectX.
The training set contained 4900 images.
We also compared our technique with and without Ef-
fectsNet (see Fig.7). The full pipeline results in smoother
specular highlights and sharper details. On the test set the
MSE without EffectsNet is 2.6876 versus 2.3864 with Ef-
fectsNet.
Figure 7: Image-guided rendering with and without EffectsNet.
Without EffectsNet the specular highlights are not as smooth as the
ground truth, also details get lost (see orange close-ups). Besides,
the EffectsNet leads to a visually consistent temporal animation of
the view-dependent effects.
Comparison to Pix2Pix To demonstrate the advantage of
our new network architecture, we also compare to an image-
to-image translation baseline (Pix2Pix [23]). Pix2Pix is
trained to translate depth images into color images of the
target object. As can be seen in Fig. 8, Pix2Pix does not
generalize well to novel views. On our test set with 190 im-
ages, our method has a MSE of 1.12 while Pix2Pix results
in a higher MSE of 36.63.
Figure 8: In comparison to Pix2Pix, we can see that our technique
is able to generate images with correct detail as well as without
blur artifacts. Both methods are trained on a dataset of 920 images.
Comparison to Image-based Rendering We compare
our method to a baseline image-based rendering approach.
The image-based rendering approach computes a per pixel
average of the re-projected reference views. In contrast to
our method, classical IBR techniques are not reproducing
view-dependent effects as realistically and smoothly which
can be seen in the top row of Fig. 9. IBR methods also suf-
fer from occluded regions. Our method is able to in-paint
these regions (shown in the bottom row of Fig. 9).
Figure 9: Comparison of a basic IBR baseline to our neural object
rendering approach. The IBR method re-projects the colors from
the reference views to the target image space. It fuses the images
by computing a weighted pixel-wise average of the visible color
values. It is not able to handle regions where no re-projected colors
are available (black) and does not correctly handle view-dependent
effects. The training set contained 1000 images.
Evaluation of Training Corpus Size In Fig. 10 we show
the influence of the training corpus size on the quality of
the results. While our method handles the reduction of the
training data size well, the performance of Pix2Pix drasti-
cally decreases leading to a significantly higher MSE. When
comparing these results to the results in Fig 8 it becomes ev-
ident that Pix2Pix has a significantly lower error on the bust
sequence than on the vase sequence. The vase has much
more details than the bust and, thus, is harder to reproduce.
Figure 10: In this graph we compare the influence of the training
corpus size on the MSE for our approach and Pix2Pix. The full
dataset contains 920 images. We gradually half the size of the
training set. As can be seen, the performance of our approaches
degrades more gracefully than Pix2Pix.
8.2. Experiments on Real Data
In this section, we evaluate our algorithm on real data.
Our focus lies on the visual quality of the re-rendering
of objects including view-dependent effects. The advan-
tages of our approach can best be seen in the supplemental
video. We show re-rendered sequences of real objects such
as shown in Fig. 11 - 15. In the following paragraphs, we
detail the differences of our approach to existing methods.
Extracting View-dependent Effects Fig. 11 shows the
effectiveness of our EffectsNet applied on a real sequence
of an object. The globe has a specular surface and reflects
the ceiling lights. These specular highlights are estimated
and removed from the original image of the object which
results in a diffuse image of the object.
Figure 11: Prediction and removal of view-dependent effects of a
real object with a highly specular surface.
Comparison to Texture-based Rendering Nowadays,
most reconstruction frameworks like COLMAP [47],
KinectFusion [25], or VoxelHashing [39] output a mesh
with per-vertex colors or with a texture, which is the de
facto standard in computer graphics. Fig. 12 shows a side-
by-side comparison of our method and the rendering using
per-vertex colors as well as using a static texture. Since both
the vertex colors as well as the texture are static, these ap-
proaches are not able to capture the view dependent effects.
Thus, view-dependent effects are backed into the vertex col-
ors or texture and stay fixed (seen close-ups in Fig. 12).
Figure 12: Image synthesis on real data in comparison to clas-
sical rendering approaches from computer graphics based on 20
reference views. From left to right: Poisson reconstructed mesh
with per-vertex colors, texture-based rendering, our results and the
ground truth. Every texel of the texture is a cosine-weighted sum
of the data of four views where the normal points towards the cam-
era the most.
Comparison to Image-based Rendering Fig. 13 shows
a comparison of our method to image-based rendering. As
can be seen the reconstruction of the object is imperfect,
which leads to re-projection errors. Our method is able to
handle such imperfections and inpaints regions with miss-
ing data.
Figure 13: Image synthesis on real data: we show a comparison to
a naı¨ve IBR technique. From left to right: reconstructed geometry
of the object, result of IBR, our result, and the ground truth.
Comparison to Learned Image Synthesis In Fig. 14 we
show a comparison to Pix2Pix. Similar to the synthetic ex-
periments, our method results in higher quality. In addition
to the image-to-image translation network, we also imple-
mented a method that is similar to Hedman et al. [19]. The
idea is to use a neural network to predict blending weights
Figure 14: Comparison to Pix2Pix on real data. The close-up
shows the artifacts that occur with Pix2Pix and are resolved by
our approach leading to higher fidelity results.
for a image-based rendering composition. We are using a
U-Net to predict the blending weights for a per-pixel con-
vex combination of the reference views. The structure is
the same as for our CompositionNet, except that the final
layer is exchanged by a convolution that outputs a weight
map for each reference view based on softmax. As input
the network consumes the re-projected reference images as
well as the warping fields and the position map of the target
view. As can be seen in Fig. 15, the learned IBR method is
not able to handle the changes of appearance that stem from
view-dependent effects, there are still seams visible.
Figure 15: Comparison to a learned image-based rendering tech-
nique that predicts the blending weights for the re-projected refer-
ence views. Our approach achieves higher quality outputs.
9. Conclusion & Discussion
In this paper we proposed a novel image-guided render-
ing approach that outputs photo-realistic images of an ob-
ject. We conducted several comparisons to state-of-the-art
rendering techniques where we show similar or superior re-
sults. Still, our approach has a few limitations, which can be
tackle in the future: The reconstruction stage is offline and
takes about an hour for each object, a similar amount of time
is spent to train each the EffectsNet and CompositionNet. At
test time our approach runs at interactive rates, the inference
time of the EffectsNet is 50Hz, while the CompositionNet
runs with 10Hz on an Nvidia 1080Ti. Note, most of the
network capacity of the CompositionNet is used to inpaint
regions where data is missing (especially, the background).
Similar to other learning based approaches, the method out-
puts results with heavy artifacts if the novel viewpoint is far
from the training set.
The current network architecture does not leverage the
ability of using temporal information, i.e., warping a pre-
vious generated image to the current frame. We think this
is an interesting direction for future work. Nevertheless,
our approach already works well on a variety of challenging
scenes and shows promising results that are on-par or even
surpass the current state-of-the-art methods. We hope it is a
first step towards the goal of deep neural view synthesis for
arbitrary objects and will inspire follow-up work.
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