In this paper, we consider the constrained Lp-Lq basis pursuit denoising problem, which aims to find a minimizer of x p p subject to Ax−b q ≤ σ for given A ∈ R m×n , b ∈ R m , σ ≥ 0, 0 ≤ p < 1 and q ≥ 1. We first study the properties of the optimal solutions of this problem. Specifically, without any condition on the matrix A, we provide upper bounds in cardinality and infinity norm for the optimal solutions, and show that all optimal solutions must be on the boundary of the feasible set when 0 < p < 1. Moreover, for q ∈ {1, ∞}, we show that the problem with 0 < p < 1 has a finite number of optimal solutions and prove that there exists 0 < p * < 1 such that the solution set of the problem with any 0 < p < p * is contained in the solution set of the problem with p = 0 and there further exists 0 < p < p * such that the solution set of the problem with any 0 < p ≤ p remains unchanged. An estimation of such p * is also provided. We then propose a smoothing penalty method to solve the problem with 0 < p < 1 and q = 1, and show that, under some mild conditions, any cluster point of the sequence generated is a KKT point of our problem. Some numerical examples are given to implicitly illustrate the theoretical results and show the efficiency of the proposed algorithm for the Lp-L1 basis pursuit denoising problem under different noises.
Introduction
In this paper, we consider the following constrained L p -L q basis pursuit denoising problem min x∈R n
Problem (1.1) aims to find a sparse vector x from the corrupted observation b = Ax + ξ, where ξ denotes an unknown noisy vector bounded by σ (the noise level) in L q -norm, i.e., ξ q ≤ σ. This problem arises in many contemporary applications and has been widely studied under different choices of p, q and σ in the literature; see, for example, [1, 2, 3, 4, 5, 9, 10, 12, 13, 14, 17, 27, 30, 31, 37] . Among these studies, the L 2 -norm is commonly used for measuring the noise and leads to a mathematically tractable problem when the noise exists and comes from a Gaussian distribution [1, 2, 9, 10, 13, 17, 30, 31] . In particular, it has been known that a sparse vector can be (approximately) recovered by the solution of the convex optimization problem (1.1) with p = 1 and q = 2 under certain condition such as the restricted isometry property (RIP) [2] and the mutual coherence condition [1, 13] . Such convex constrained L 1 -L 2 problem can also be solved efficiently by a spectral projected gradient L 1 minimization algorithm (SPGL1) proposed by Van den Berg and Friedlander [31] . On the other hand, it is natural to find a sparse vector by solving (1.1) with 0 < p < 1 since x p p approaches x 0 as p → 0. Indeed, under certain RIP condition, Foucart and Lai [17] showed that a sparse vector can be (approximately) recovered by the solution of the nonconvex non-Lipschitz problem (1.1) with 0 < p < 1 and q = 2. Chen, Lu and Pong [9] also proposed a penalty method for solving this constrained L p -L 2 problem (0 < p < 1) with promising numerical performances. Later, this penalty method and the SPGL1 are further combined to solve (1.1) with 0 < p < 1 and q = 2 for recovering sparse signals on the sphere in [10] . However, when the noise does not come from the Gaussian distribution but other heavy-tailed distributions (e.g., Student's t-distribution) or contains outliers, using Ax − b 2 as the data fitting term is no longer appropriate. In this case, some robust loss functions such as the L 1 -norm [16, 32, 33] and the L ∞ -norm [4] are used to design robust models. Recently, Zhao, Jiang and Luo [37] also developed the weak stability theory for problem (1.1) with p = 1 and q ∈ {1, 2, ∞} under several existing compressed sensing matrix properties.
In this paper, we focus on problem (1.1) with different choices of p and q, and establish the following theoretical results concerning its optimal solutions without any condition on the sensing matrix A.
(i) For any x * ∈ SOL(A, b, σ, p, q) with 0 ≤ p < 1 and 1 ≤ q ≤ ∞, we have x * 0 = rank(A J ) and x * ∞ ≤
where J = supp(x * ) and λ min (A J A J ) is the smallest eigenvalue of A J A J . Moreover, for any 1 ≤ q ≤ ∞, Ax * − b q = σ for 0 < p ≤ 1; and A(αx * ) − b q = σ with some α ∈ (0, 1] for p = 0.
(ii) For q ∈ {1, ∞}, the solution set SOL(A, b, σ, p, q) with 0 < p < 1 has a finite number of elements.
(iii) There exists a p * ∈ (0, 1] such that SOL(A, b, σ, p, 1) ⊆ SOL(A, b, σ, 0, 1) for any p ∈ (0, p * ). An explicit estimation of such p * ∈ (0, 1] is also given. Moreover, there exists a p ∈ (0, p * ) such that SOL(A, b, σ, p, 1) = SOL(A, b, σ, p, 1) for any p ∈ (0, p].
Problem (1.1) is a constrained basis pursuit denoising problem, while, in statistics and computer science, the L p -L q basis pursuit denoising problem often refers to the following unconstrained optimization problem [6, 8, 11] :
where λ is a positive regularization parameter. Indeed, when p = 1 and q = 2, problem (1.2) is the well-known L 1 -regularized least-squares problem, and it is known that there exists aλ > 0 such that the constrained basis pursuit denoising problem (1.1) is equivalent to the unconstrained basis pursuit denoising problem (1.2) regarding solutions; see, for example, [1, Section 3.2.3] . However, Example 3.1 in [9] shows that for 0 < p < 1 and q = 2, there does not exist a λ so that problems (1.1) and (1.2) have a common global or local minimizer. Hence, for 0 < p < 1, one cannot expect to solve (1.1) by solving the regularized problem (1.2) with some fixed λ > 0. In view of this, we shall consider a penalty method for solving problem (1.1) with 0 < p < 1, which basically solves the constrained problem (1.1) by solving a sequence of unconstrained optimization problems. Specifically, we consider the following penalty problem of problem (1.1)
Note that the function x → Ax − bis continuously differentiable for 1 < q < ∞. Then, based on problem (1.3), one can extend the penalty method proposed in [9] for solving problem (1.1) with 0 < p < 1 and q = 2 to solve problem (1.1) with 0 < p < 1 and 1 < q < ∞. However, for q ∈ {1, ∞}, the function x → Ax − b q is nonsmooth, and therefore, the penalty method in [9] cannot be readily applied. To handle these nonsmooth cases (q ∈ {1, ∞}), in this paper, we propose a smoothing penalty method for solving min x∈R n x p p s.t.
Ax − b 1 ≤ σ, (1.4) where 0 < p < 1. Notice that we omit the case of q = ∞ to save space in this paper. Nevertheless, our approach can be extended without much difficulty to solve problem (1.1) with 0 < p < 1 and q = ∞, because the L 1 -constrained problem and the L ∞ -constrained problem have similar properties in the sense that both constraints Ax − b 1 ≤ σ and Ax − b ∞ ≤ σ can be represented as linear constraints, and the functions x → Ax − b 1 and x → Ax − b ∞ are piecewise linear. We shall show that problem (1.3) with q = 1 is the exact penalty problem of problem (1.4) regarding local minimizers and global minimizers. We also prove that any accumulation point of a sequence generated by our smoothing penalty method is a KKT point of problem (1.4) . Some numerical results are reported to show that all computed KKT points have the properties in our theoretical contribution (i) mentioned above. We would like to point out that finding a global optimal solution of (1.4) is NP-hard [8, 18] . Thus, it is interesting that our smoothing penalty method can efficiently find a 'good' KKT point of problem (1.4) , which has important properties of a global optimal solution of problem (1.4) .
The rest of this paper is organized as follows. In Section 2, we rigorously prove properties (i)-(iii) listed above and give a concrete example to verify these properties. In Section 3, we present a smoothing penalty method for solving problem (1.4) and show some convergence results. Some numerical results are presented in Section 4, with some concluding remarks given in Section 5.
Notation and Preliminaries In this paper, we use the convention that 1 ∞ = 0. For an index set J ⊆ {1, · · · , n}, let |J | denote its cardinality and J c denote its complementarity set. We denote by x J ∈ R |J | the restriction of a vector x ∈ R n onto J and denote by A J ∈ R m×|J | the submatrix formed from a matrix A ∈ R m×n by picking the columns indexed by J . Recall from [29, Definition 8.3 ] that, for a proper closed function f , the regular (or Fréchet) subdifferential, the (limiting) subdifferential and the horizon subdifferential of f at x ∈ dom f are defined respectively as
It can be observed from the above definitions (or see [29, Proposition 8.7] ) that
(1.5)
For a closed convex set X ⊆ R n , its indicator function δ X is defined by δ X (x) = 0 if x ∈ X and δ X (x) = +∞ otherwise. For any x ∈ R n , let SIGN(x) be a set defined as:
In addition, we use B(y; δ) to denote the closed ball of radius δ centered at y, i.e., B(y; δ) := {x ∈ R n :
x − y 2 ≤ δ}, and FEA(A, b, σ, q) := {x ∈ R n : Ax − b q ≤ σ} to denote the feasible set of (1.1).
Properties of solutions of problem (1.1)
In this section, we shall characterize the properties of the optimal solutions of problem (1.1) with different choices of p and q. Our first theorem is given for 0 ≤ p ≤ 1 and 1 ≤ q ≤ ∞.
For any x * ∈ SOL(A, b, σ, p, q), the following statements hold with J = supp(x * ).
(i) For 0 < p ≤ 1, Ax * −b q = σ; and for p = 0, there is a scalar α ∈ (0, 1] such that A(αx * )−b q = σ and αx * ∈ SOL(A, b, σ, p, q).
(ii) For 0 ≤ p < 1, x * 0 = |J | = rank(A J ).
Proof. Statement (i). We assume that Ax * − b q < σ.
Consider 0 < p ≤ 1. From b q > σ, we see that Ax * = 0. Then, it is easy to verify that there exists a constant 0 < c < 1 such that A(cx * ) − b q < σ. Thus, cx * ∈ FEA(A, b, σ, q), but cx * p p = c p x * p p < x * p p for 0 < p ≤ 1. This leads to a contradiction. Hence, we have Ax * − b q = σ. Consider p = 0. From the continuity of the function f (α) :
Obviously, αx * 0 = x * 0 and thus αx * ∈ SOL(A, b, σ, p, q). Statement (ii). Let s := x * 0 = |J | for simplicity. We then consider the following two cases. Case 1, p = 0. We first prove s ≤ m by contradiction. Assume that s > m. Thus, there exists a vectorh ∈ R s such thath = 0 and A Jh = 0, since rank(A J ) ≤ min{m, s} = m < s. Let h ∈ R n be a vector such that h J =h and h J c = 0. Thus, we have Ah = 0. Now, let
Then, we see thatx := x * − τ sgn(x * i0 )h ∈ FEA(A, b, σ, q) since Ax = A(x * − τ sgn(x * i0 )h) = Ax * . Moreover, from the definition of τ , one can verify that x 0 < x * 0 . This leads to a contradiction.
Hence, we have s ≤ m. Then, we have that rank(A J ) ≤ min{m, s} = s. Now, we assume that rank(A J ) < s. Thus, there also exists a vectorĥ ∈ R s such thatĥ = 0 and A Jĥ = 0. Using the similar arguments as above, we can get a contradiction. Hence, we only have rank(A J ) = s = x * 0 . Case 2, 0 < p < 1. Similar to Case 1, we first prove s ≤ m by contradiction. Assume that s > m.
Thus, there exists a vectorh ∈ R s such thath = 0 and A Jh = 0, since rank(A J ) ≤ min{m, s} = m < s.
Let h ∈ R n be a vector such that h J =h and h J c = 0. Thus, we have that Ah = 0 and hence x * + th ∈ FEA(A, b, σ, q) for any t ∈ R. Moreover, we can choose a sufficiently small real positive number t 0 > 0 such that, for all |t| ≤ t 0 ,
x * J + th J = 0, and sgn(
Then, we have
where the third equality follows because x * ∈ SOL(A, b, σ, p, q) and the last equality follows from (2.1).
However, for all |t| ≤ t 0 ,
This leads to a contradiction. Hence, we have s ≤ m and rank(A J ) ≤ min{m, s} = s. We further assume that rank(A J ) < s. Then, there also exists a vectorĥ ∈ R s such thatĥ = 0 and A Jĥ = 0. Using the similar arguments as above, we can get a contradiction. Hence, we only have rank(A J ) = s.
Statement (iii). From statement (ii), it is easy to see that A J has full column rank and hence
.
This completes the proof. In the following, we derive more results for the optimal solution set of the L 1 -constrained problem (1.4) with 0 ≤ p < 1. As we shall see later, solving (1.4) with an arbitrarily sufficiently small 0 < p < 1 actually gives an optimal solution of (1.4) with p = 0. This nice result is obtained based on a simple observation that the feasible set FEA(A, b, σ, 1) is indeed a convex polyhedron in R n (see Lemma B.1).
Moreover, observe that R n can be represented as a union of 2 n orthants, denoted by P j for j = 1, · · · , 2 n , such that any two vectors x and y in each P j have the same sign for each entry, i.e., for each P j , we have
For example, when n = 2, we have
Then, for each j, one can see that P j ∩ FEA(A, b, σ, 1) is empty or a polyhedron that has a finite number of extreme points because P j ∩ FEA(A, b, σ, 1) contains no lines; see [28, Corollary 18.5 .3] and [28, Corollary 19.1.1].
Then, any optimal solution of the following problem
is an extreme point of P j ∩ FEA(A, b, σ, 1).
Proof. Let x * be an optimal solution of (2.3). Suppose that there exist y, z ∈ P j ∩ FEA(A, b, σ, 1) such that x * = λy + (1 − λ)z for some 0 < λ < 1. Then, we have
where the third equality follows because any y, z ∈ P j have the same sign for each entry, the first inequality follows because f (t) = t p is strictly concave for t ≥ 0, and the last inequality follows because x * is an optimal solution of (2.3). Note that the above relation holds if and only if y = z = x * . This implies that x * is an extreme point of P j ∩ FEA(A, b, σ, 1).
Based on Lemma 2.1, we are able to characterize the number of the optimal solutions of (1.4) with 0 < p < 1. For notational simplicity, for j = 1, · · · , 2 n , let EXT (P j ∩ FEA(A, b, σ, 1)) := all extreme points of P j ∩ FEA(A, b, σ, 1) .
Proposition 2.1. For any 0 < p < 1, the optimal solution set SOL(A, b, σ, p, 1) of (1.4) is a finite set.
Moreover, the set 0<p<1 SOL(A, b, σ, p, 1) is a finite set.
Proof. For a given 0 < p < 1, let x * be an optimal solution of (1.4), i.e., x * ∈ SOL(A, b, σ, p, 1). Then, there must exist a j * ∈ {1, · · · , 2 n } such that x * ∈ P j * ∩ FEA(A, b, σ, 1) and x * is also an optimal solution of (2.3) with j * in place of j. Then, it follows from Lemma 2.1 that x * is an extreme point of 
which implies 0<p<1 SOL(A, b, σ, p, 1) is a finite set. This completes the proof.
is a convex polyhedron in R n . From this observation, we can extend Proposition 2.1 to that for any 0 < p < 1, the optimal solution set SOL(A, b, σ, p, q) of (1.1) with q = ∞ is a finite set. However, it is not clear whether for any 0 < p < 1, the optimal solution set SOL(A, b, σ, p, q) of (1.1) with q = 2 is a finite set. Thanks to Theorem 2.1, we can claim that if A satisfies rank(A) = 2, the optimal solution
is a finite set, where k ≥ 2 is a positive integer. Indeed, in this case, by Theorem 2.1(ii), any optimal solution x * satisfies that x * 0 = |J | = rank(A J ) ≤ rank(A) = 2 and hence has at most two nonzero entries supported on J . Then, there are only n(n−1) 2 different choices of the support set J . Let ν * be the optimal objective value and, without loss of generality, assume that
and this equation can be further written as a 2k-th order polynomial equation f (t) = 0, which has at most 2k real roots. This implies that, for each J satisfying |J | = 2, there are only 2k different choices of x * 1 and x * 2 . Hence, the optimal solution set SOL(A, b, σ, 1 k , 2) is a finite set and the number of solutions is at most n(n − 1)k.
We next give two supporting lemmas and leave the proofs in Appendix A.
Then, there exists a sufficiently smallp such that (i) if a p p = b p p holds, then a p p = b p p holds for any p ∈ (0,p);
(ii) if a p p < b p p holds, then a p p < b p p holds for any p ∈ (0,p). Now, we are ready to present our results concerning the optimal solution set SOL(A, b, σ, p, 1) with different choices of p.
Proof. We prove the first result by contradiction. Assume that there does not exist a number p * ∈ (0, 1] such that, for any p ∈ (0, p * ), SOL(A, b, σ, p, 1) ⊆ SOL(A, b, σ, 0, 1). Consider a sequence {p k } with 0 < p k < 1 and p k → 0 as k → ∞. Thus, from the hypothesis, for each p k , there exists a point x k such that x k ∈ SOL(A, b, σ, p k , 1) and x k / ∈ SOL(A, b, σ, 0, 1). Now, we consider the sequence {x k }. Note that all elements in {x k } come from the set 0<p<1 SOL(A, b, σ, p, 1) and are not contained in SOL(A, b, σ, 0, 1).
Since there are only finitely many points in 0<p<1 SOL(A, b, σ, p, 1) (see Proposition 2.1), then there exists at least one pointx ∈ 0<p<1 SOL(A, b, σ, p, 1) such that {x k } contains infinitely manyx, i.e., there exists a subsequence {x kj } so that x kj ≡x for all k j . Moreover, let x * ∈ SOL(A, b, σ, 0, 1). Then, for all k j , we have x kj p k j p k j ≤ x * p k j p k j since x kj ∈ SOL(A, b, σ, p kj , 1). Then, we see that
which implies thatx ∈ SOL(A, b, σ, 0, 1). This leads to a contradiction and completes the proof for the first result.
In the following, we prove the second result. For simplicity, let s := x * 0 , where x * ∈ SOL(A, b, σ, 0, 1). Then, for arbitrary x, y ∈ 0<p<p * SOL(A, b, σ, p, 1), it follows from the first result that x 0 = y 0 = s.
Moreover, for such pair (x, y), we see from Lemma 2.3 that there exists a sufficiently small p (x,y) ∈ (0, p * ) such that two statements in Lemma 2.3 hold. Since 0<p<p * SOL(A, b, σ, p, 1) is contained in 0<p<1 SOL(A, b, σ, p, 1), then there are only finitely many pairs in 0<p<p * SOL(A, b, σ, p, 1). Therefore, we must have a sufficiently smallp ∈ (0, p * ) such that two statements in Lemma 2.3 hold for any x, y ∈ 0<p<p * SOL(A, b, σ, p, 1). Now, for suchp, consider any p ∈ (0,p] and let x ∈ SOL(A, b, σ, p , 1).
Then, x p p ≤ y p p for any y ∈ 0<p<p * SOL(A, b, σ, p, 1). This together with Lemma 2.3 implies that for any 0 < p < p , x p p ≤ y p p for any y ∈ 0<p<p * SOL(A, b, σ, p, 1). Hence, we have x ∈ SOL(A, b, σ, p, 1) for any 0 < p < p ≤p. Since p is arbitrary and x ∈ SOL(A, b, σ, p , 1) is also arbitrary, we can conclude that SOL(A, b, σ, p , 1) ⊆ SOL(A, b, σ, p , 1) for any 0 < p < p ≤p.
We next prove by contradiction that there must exist a p ∈ (0,p] such that SOL(A, b, σ, p, 1) = SOL(A, b, σ, p, 1) for any p ∈ (0, p]. Assume this is not true. Then, for any p ∈ (0,p], there exists a p ∈ (0, p ) such that SOL(A, b, σ, p , 1) = SOL(A, b, σ, p , 1). This together with the conclusion obtained
Then, there exists a p 1 ∈ (0, p 0 ) such that SOL(A, b, σ, p 0 , 1) ⊂ SOL(A, b, σ, p 1 , 1). For such p 1 , there exists a p 2 ∈ (0, p 1 ) such that SOL(A, b, σ, p 1 , 1) ⊂ SOL(A, b, σ, p 2 , 1). Repeat this procedure, we can obtain a sequence {p k } such that p 0 > p 1 > · · · > 0 and SOL(A, b, σ, p 0 , 1) ⊂ SOL(A, b, σ, p 1 , 1) ⊂ · · · ⊂ SOL(A, b, σ, 0, 1). Thus, along such sequence {p k }, the number of elements of SOL(A, b, σ, p, 1) will strictly increase and hence {p k } SOL(A, b, σ, p, 1) must have infinitely many elements. This leads to a contradiction and completes the proof. Remark 2.3 (Comments on Theorem 2.2). Theorem 2.2 is established based on the observation that the feasible set FEA(A, b, σ, 1) of (1.4) is a polyhedron, and then, for each j, P j ∩ FEA(A, b, σ, 1) has at most a finite number of extreme points. Thus, one can also consider minimizing x 0 under other polyhedral constraints, for example, {x ∈ R n :
to fit different scenarios in practice. Following the similar arguments presented in this paper, one can obtain the same results in Theorem 2.2 under these polyhedral constraints. In addition, we are aware that the first result in Theorem 2.2 has also been discussed in [36] . However, the analysis there is much more tedious.
Based on Theorem 2.2, it is easy to give the following corollary for σ = 0 (namely, the noiseless case), which has also been discussed in [27, Theorem 1].
Corollary 2.1. There exists a p * ∈ (0, 1] such that, for any p ∈ (0, p * ), every optimal solution of problem min x p p : Ax = b is an optimal solution of problem min x 0 : Ax = b .
Theorem 2.2 says that there exists a p * ∈ (0, 1] such that solving (1.4) with any p ∈ (0, p * ) also solves (1.4) with p = 0. Thus, the constant p * is obviously the key for such nice relation and we shall estimate such p * in the next theorem. Our analysis is motivated by that of [27, Theorem 1] , but makes use of results in Theorem 2.1 and Lemma 2.1 for the more general feasible set. Before proceeding, define two constants as below:
Note that for any subset I ⊆ {1, · · · , n} such that A I has full column rank, 
Proof. First, we show that r r p s < s + 1 (2.10)
holds for any p ∈ (0, p * ). Since r r ≥ 1 and (2.10) holds trivially when r r = 1, then we only consider r r > 1 in the following two cases.
• r r ≤ s+1 s . In this case, p * = 1. Since r r > 1, then r r p < r r ≤ s+1 s for any p ∈ (0, 1).
• r r > s+1 s . In this case, p * = ln(s+1)−ln s ln r−lnr . Since r r > 1, then r r p < r r p * = s+1 s for any p ∈ (0, p * ).
Hence, (2.10) holds for any p ∈ (0, p * ).
Next, let x * be an arbitrary optimal solution of (1.4) with p ∈ (0, p * ), i.e., x * ∈ SOL(A, b, σ, p, 1).
Then, it follows from Lemma 2.1 that x * is an extreme point of P j * ∩ FEA(A, b, σ, 1) for some j * ∈ {1, · · · , 2 n }. Thus, we have |x * i | r ≥ 1 for any |x * i | = 0. Moreover, we see that
where the second inequality follows because for any t ≥ 1, the function p → t p is non-decreasing on [0, 1), the equality (i) follows from (2.8), the third inequality follows because for any 0 ≤ t ≤ 1, the function p → t p is non-increasing on [0, 1), the equality (ii) follows again from (2.8), and the last inequality follows from (2.10). Then, from the above relation, we have that x * 0 = s and hence x * is an optimal solution of (1.4) with p = 0. This completes the proof.
To end this section, we use the following example to illustrate our previous theoretical results.
and σ = 1. We then consider
with 0 ≤ p ≤ 1 and q = 1, 2, ∞. Next, for each q, we discuss the optimal solution sets of (2.11) with different choices of p.
For q = 1, the feasible set of (2.11) is
Then,
(2.12)
For q = 2, the feasible set of (2.11) is
Arg min
x∈S2
For q = ∞, the feasible set of (2.11) is
From this example, one can easily see that every optimal solution x * of (2.11) is at the boundary of the feasible set for 0 < p ≤ 1 and there is a α ∈ (0, 1] such that αx * is at the boundary of the feasible set for p = 0, as claimed in Theorem 2.1(i). Moreover, every optimal solution of (2.11) with 0 < p < 1 is a sparsest solution over {x ∈ R 3 : Ax − b q ≤ 1} for q = 1, 2, ∞, while an optimal solution of (2.11) with p = 1 may not be a sparest one. This shows the potential advantage of using the L p -norm (0 < p < 1)
to approximate the L 0 -norm. In particular, when q = 1, one can further estimate p * by (2.9) for this example. Indeed, it is easy to see that s = 1. Then, from (2.6), we compute that r = 1+3
Then, it follows from (2.7) thatr = 1 2 . Using these quantities and (2.9), since r r = 6 + √ 2 > s+1 s = 2, then we have
Recalling Theorem 2.3, we know that every optimal solution of (2.11) with p ∈ 0, ln 2 ln(6+ √ 2) shall be an optimal solution of (2.11) with p = 0. This is clearly evident in (2.12). In fact, for this example, every optimal solution of (2.11) with 0 < p < 1 is an optimal solution of (2.11) with p = 0. This implies that p * given in (2.9) may not be the optimal upper bound of p such that SOL(A, b, σ, p, 1) ⊆ SOL(A, b, σ, 0, 1) for any p ∈ (0, p * ). Improving the estimation of p * will be an interesting research topic in the future.
Smoothing penalty method
In this section, we propose a smoothing penalty method for solving the L 1 -constrained problem (1.4) with 0 < p < 1. Before proceeding, we would like to point out that the smooth penalty method presented in this paper can be extended without many difficulties to solve the L ∞ -constrained problem, namely, problem (1.1) with 0 < p < 1 and q = ∞. Because the L ∞ -constrained problem is similar to the L 1constrained problem in the sense that both constraints Ax − b 1 ≤ σ and Ax − b ∞ ≤ σ are polyhedral constraints, and the functions x → Ax − b 1 and x → Ax − b ∞ are piecewise linear. On the other hand, for 1 < q < ∞, the function x → Ax − bis continuously differentiable. Then, one can extend the smoothing penalty method proposed in [9] for solving problem (1.1) with 0 < p < 1 and q = 2 to solve problem (1.1) with 0 < p < 1 and 1 < q < ∞. However, the method in [9] cannot be readily adapted for q ∈ {1, ∞} due to the nonsmoothness of the function x → Ax − b q in these two cases. In view of the above, in this paper, we consider solving the L 1 -constrained problem and omit the discussions on solving the L ∞ -constrained problem to save space.
We first study the first-order optimality conditions for problem (1.4) with 0 < p < 1. For simplicity, from now on, let Φ(x) := x p p . Then, problem (1.4) with 0 < p < 1 can be equivalently written as
It is known from [29, Theorem 10.1] that, at any local minimizerx of (3.1) (hence (1.4)), the following first-order necessary condition holds:
2)
This motivates the following definition. Note that finding an optimal solution of problem (1.4) with 0 < p < 1 is NP-hard [8, 18] . Therefore, we shall focus on finding a KKT point of this problem. To this end, we introduce the following auxiliary penalty problem: We then consider a partially smoothing problem of (3.3) as follows:
where µ, ν > 0 are smoothing parameters and
Note that g µ (s) and h ν (t) are smoothing functions of (s) + and |t| respectively and This circumvents the potential disadvantages of the traditional penalty approach that directly solves the penalty problem (3.3) with an exact penalty parameter λ * , because (i) it is still not easy to solve Input: a feasible point x feas ∈ FEA(A, b, σ, 1), λ 0 > 0, µ 0 > 0, ν 0 > 0, 0 > 0, ρ > 1 and 0 < θ < 1. Set k = 0 and x 0 = x feas . while a termination criterion is not met, do
Step
Step 2. Apply certain method with x k,0 as the initial point to find an approximate first-order station-
Step 3. Set x k+1 = x k,l k , λ k+1 = ρλ k , µ k+1 = θµ k , ν k+1 = θν k and k+1 = θ k .
Step 4. Set k = k + 1 and go to Step 1.
end while
Output: For ease of future reference, we write down the gradients of f λ,µ,ν , H ν and the derivatives of g µ , h ν :
Moreover, we claim that Φ is regular at any x ∈ R n as follows. Let φ(t) = |t| p for any t ∈ R. It is easy to see that φ(t) is regular at any t = 0, because φ(t) is smooth on a neighborhood of any t = 0; see [29, Exercise 8.8 ] and [29, Corollary 8.11] . For t = 0, it follows from [9, Lemma 2.5] and its proof that Then, x * is a KKT point of problem (1.4) with 0 < p < 1.
Proof. Statement (i). First, we see that
where the first inequality follows from the nonnegativity of f λ k ,µ k ,ν k (x k+1 ) (since g µ (s) ≥ 0 for all s), 
where the first inequality follows from (3.5), (3.6) and the fact that g µ is non-decreasing. Then,
Taking limit in above inequality along {x ki } and recalling that λ ki−1 → ∞ (see Step 3 in Algorithm 1), we see that
Hence, x * is a feasible point of (1.4) with 0 < p < 1.
Statement (iii). We next show that x * is a KKT point of problem (1.4) with 0 < p < 1. For simplicity, let a j ∈ R n (j = 1, · · · , m) be the column vector formed from the jth row of A, i.e., A = [a 1 , · · · , a m ] ∈ R m×n . Moreover, let y k+1 := x k,l k +1 . Then, lim i→∞ y ki = x * thanks to x ki → x * and (3.8) with k → 0.
Thus, from (3.7) and (3.10), we see that for any k ≥ 1, there exists a ξ k ∈ ∂Φ(y k ) such that
(3.14)
In the following, we consider two cases: Ax * − b 1 < σ and Ax * − b 1 = σ. Case 1. In this case, we suppose that
where the first inequality follows from (3.6), the equality follows from ν k µ k = θν k−1 θµ k−1 = · · · = ν0 µ0 , the second inequality holds for all k i ≥ K γ and the last inequality follows whenever k i ≥ K γ for some K γ ≥ K γ because µ ki → 0 and Ax * − b 1 − σ + γ < 0. This together with (3.11) implies that g µ k i −1 H ν k i −1 (Ax ki − b) − σ = 0 for all sufficiently large k i . Hence, (3.14) reduces to ξ ki ≤ ki−1 for all sufficiently large k i . Then, we have from (1.5) that 0 = ξ * ∈ ∂Φ(x * ). This together with
Moreover, since Φ and δ FEA(A,b,σ,1) are regular, then it follows from [29, Corollary 8.11] and [29, Exercise 8.14] that ∂Φ(x * ) = ∂Φ(x * ) and N FEA(A,b,σ,1) (x * ) = ∂δ FEA(A,b,σ,1) (x * ) = ∂δ FEA(A,b,σ,1) (x * ). Using these facts and recalling [29, Theorem 8.6] , [29, Corollary 10 .9], we have
which implies that x * is a KKT point of problem (1.4) with 0 < p < 1.
Case 2. In this case, we suppose that Ax * − b 1 = σ. For such x * , one can follow [20, Theorem 1.3.5 in Section D] to compute that Then, for all k i ≥ K, we have that t j ki ≥ 0 for all j ∈ J + and t j ki ≤ 0 for all j ∈ J − . We next prove by contradiction that {ξ ki } is bounded. Suppose that {ξ ki } is unbounded. Without loss of generality, we assume that ξ ki → ∞ and that 1 ξ k i ξ ki → ξ * for some ξ * . Then, it follows from (3.16) that for all k i ≥ K. Then, passing to the limit in (3.17) along {x ki }, together with k i −1 ξ k i → 0 and the closeness of N FEA(A,b,σ,1) (x * ), it is not hard to see that ξ * ∈ ∂ ∞ Φ(x * ) and − ξ * ∈ N FEA(A,b,σ,1) (x * ).
Since ξ * = 0 due to ξ * = 1, this is in contradiction to (3.13) . Hence, {ξ ki } is bounded. Without loss of generality, assume that ξ ki → ξ * . Then, passing to the limit in (3.16) along {x ki } and {y ki }, making use of (3.15) and the closeness of N FEA(A,b,σ,1) (x * ), recalling (1.5), we obtain that 0 ∈ ∂Φ(x * ) + N FEA(A,b,σ,1) (x * ).
Thus, following the similar arguments in Case 1, one can show that x * is a KKT point of problem (1.4) with 0 < p < 1. This completes the proof. (Comments on condition (3.13) ). Condition (3.13) used for Theorem 3.1(iii) is actually a classic constraint qualification for nonconvex nonsmooth optimization problems; see [29, Theorem 8.15 ].
Note that, for any x * ∈ FEA(A, b, σ, 1) , we have
Moreover, recall from [9, Lemma 2.5(ii)] that
Thus, condition (3.13) obviously holds at a point x * satisfying Ax * − b 1 < σ. For a point x * satisfying
Before ending this section, we briefly discuss the method for approximately solving the smoothing penalty problem (3.4) such that conditions (3.7)-(3.9) hold. Note that, for any given (λ, µ, ν), F λ,µ,ν is a continuous function that consists of a nonconvex nonsmooth non-Lipschitz function Φ and a smooth function f λ,µ,ν . It is also not hard to verify that the gradient of f λ,µ,ν is Lipschitz continuous. Moreover, F λ,µ,ν is level-bounded because Φ is level-bounded and f λ,µ,ν is nonnegative since g µ is nonnegative.
Hence, the well-known proximal gradient method and its variants are suitably applied for solving (3.4); see, for example, [9, 24, 35] . In our numerical experiments, we follow [9] to adapt the nonmonotone proximal gradient (NPG) method, which has been shown to have promising numerical performances in practice; see [19, 34] . The iterative scheme of the NPG for solving (3.4) with (λ k , µ k , ν k ) is given as follows:
and find the smallest nonnegative integer i l such that
(3.18)
Then, set x k,l+1 = w andL k,l = τ i l L 0 k,l .
One can also show that, for any given (λ k , µ k , ν k ) and k , a point x k,l k satisfying conditions (3.7)-(3.9)
can be found by the NPG within a finite number of iterations. Indeed, it follows from [9, Proposition A.1(i)] that (3.9) holds for all l ≥ 0. Moreover, from the optimality condition of (3.18), we see that For the SPeL1, we set λ 0 = µ 0 = ν 0 = 1 and x 0 = x feas = A † b, where the computation of A † b is not counted in our CPU time below. At the kth outer iteration, we compute
Then, based on these quantities, we set θ = 1/ρ, and ρ = 1.2, if max η k 1 , η k 2 , η k 3 < 10 −2 , 2, otherwise.
The initial tolerance for the subproblem is set to 0 = 10 −3 and k+1 is updated as max{θ k , 10 −8 } (instead of θ k ) in our implementation. Finally, we terminate the SPeL1 when
Once the SPeL1 is terminated and returns an approximate solution x * , we also perform a refinement step by setting x * i = 0 if |x * i |/ x * ∞ < 10 −8 to improve the quality of the approximate solution. For solving each subproblem (3.4) with (λ k , µ k , ν k ) in the SPeL1, we adapt the NPG described in 
The NPG method is terminated when the number of iterations exceeds 1000 or
Note from (3.19 ) that if the first inequality above holds, the condition (3.7) is approximately satisfied.
In the following experiments, we consider randomly generated instances. Given a dimensional triple (m, n, s), we randomly generate an instance as follows. First, we generate a matrix A ∈ R m×n with i.i.d. standard Gaussian entries and then normalize A so that each column of A has unit norm. We next choose a subset S ⊂ {1, · · · , n} of size s uniformly at random and generate an s-sparse vectorx ∈ R n , which has i.i.d. standard Gaussian entries on S and zeros on S c . Then, we generate the vector b ∈ R m by setting b = Ax + δξ, where δ > 0 is a scaling parameter and ξ ∈ R m is the noisy vector with each entry ξ i independently following certain distribution. We shall consider two cases:
• Case 1. We use the standard Gaussian distribution via the MATLAB command: xi = randn(m,1).
• Case 2. We use the Student's t(2) distribution via the MATLAB command: xi = trnd(2,m,1).
Finally, we set σ = δ ξ 1 so thatx ∈ FEA(A, b, σ, 1). In particular, for such σ, we have observed from our simulations that all random instances satisfy b 1 > σ and hence 0 / ∈ FEA(A, b, σ, 1). Table 1 presents the numerical results of the SPeL1 for solving (1.4) with 0 < p < 1, where we use δ = 10 −3 and consider different choices of (m, n, s) and p under different noisy cases. In this table, "nnz" denotes the number of nonzero entries in the refined terminating solution x * ; "rank" denotes the rank of A J with J = supp(x * );
, 0 ; and err 2 := σ − Ax * − b 1 . All results presented are the average of 10 independent instances for each (m, n, s) and we display the rounded numbers for "nnz" and "rank". From Table 1 , one can see that nnz = rank, err 1 = 0 and err 2 ≈ 0 always hold. Such results exactly match Theorem 2.1 established for an optimal solution of (1.4) with 0 < p < 1. Moreover, since err 2 > 0 for all instances, then the terminating solution x * obtained by our SPeL1 is always a feasible point of (1.4). These observations imply that our SPeL1 is able to find a 'good' KKT point of (1.4) with 0 < p < 1, which has important properties of an optimal solution of (1.4) with 0 < p < 1.
We further generate one random instance for each (m, n, s) under different noisy cases, and then apply our SPeL1 to solve (1.4) with different p. The number of nonzero entries in the approximate solution obtained for different p are presented in Figure 1 . From this figure, we see that solving (1.4) with a smaller p can give a sparser approximate solution, and the sparsity is almost unchanged and is closed to the sparsity ofx when p is smaller than a certain threshold. This observation implicitly matches Theorem 2.2, which says that SOL(A, b, σ, p, 1) ⊆ SOL(A, b, σ, 0, 1) and SOL(A, b, σ, p, 1) remains unchanged for any sufficiently small p, and shows the advantage of solving (1.4) with a small p for finding a sparse solution. Moreover, in practice, such p may not be necessarily too small. Indeed, from our experiments, we observe that p = 0.5 is small enough for (1.4) to give a sparse solution.
Next, we consider using model (1.4) to recover a sparse solution of an underdetermined linear system from noisy measurements, and compare its performance with that of using the widely-studied L 2constrained problem (see, for example, [1, 9, 10, 31] ): We will solve problem (4.2) with 0 < p < 1 by the smoothing penalty method 1 proposed in [9] and call it SPeL2 for short. All parameters in the SPeL2 are chosen as the default settings, except that we terminate its subproblem solver NPG when the inner iteration number exceeds 1000 to save the cost for solving the subproblem, while maintaining the quality of the eventual solution. Moreover, we initialize the SPeL2 at the same point as the SPeL1 and terminate the SPeL2 at the kth iteration when max η k 1 , η k 2 , η k 4 < 10 −8 , where η k 1 , η k 2 are defined in (4.1) and η k 4 := max Ax k+1 −b 2 −σ, 0 . We also adapt the refinement step for the approximate solution obtained by the SPeL2 to improve the quality of the approximate solution.
In comparisons below, we use p = 0.5 and consider different (m, n, s) and δ under different noisy cases. For each (m, n, s) and δ, we randomly generate A,x, b, ξ as described above, but set σ = δ ξ 1 for (1.4) and set σ = δ ξ for (4.2) so that both resulting feasible sets of (1.4) and (4.2) will contain the sparse vectorx. The computational results are reported in Table 2 , where "nnz" denotes the number of nonzero entries in the refined terminating solution x * ; "feas" denotes the deviation of x * from the constraint, which is given by η k 3 for (1.4) and η k 4 for (4.2); "recerr" denotes the relative recovery error x * −x 2 / x 2 ; "time" denotes the computational time (in seconds). All results reported are the average of 10 independent instances for each (m, n, s) and δ. One can observe from this table that for the Gaussian noisy case, the performance of our SPeL1 is comparable with that of the SPeL2 with respect to the relative recovery error, while for the Student's t(2) noisy case, our SPeL1 gives sparse solutions with smaller relative recovery errors for all instances. It is worth noting that, for the problem of recovering sparse solutions, even marginal improvements on recovery error could be very hard. Moreover, all approximate solutions obtained by the SPeL1 are exactly the feasible points of (1.4) and the sparsity of each solution is closer to that of the true sparse vector for most cases. These phenomena indeed reflect the potential advantage of our approach for recovering a sparse solution from noisy measurements, especially under non-Gaussian noisy cases.
Concluding remarks
In this paper, we consider the L p -L q basis pursuit denoising problem (1.1) and study various properties of its optimal solutions. Specifically, without any condition on the sensing matrix A, we provide upper bounds in cardinality and infinity norm for the optimal solutions, and show that all optimal solutions must be at the boundary of the feasible set when 0 < p ≤ 1; see Theorem 2.1. Moreover, for q ∈ {1, ∞}, we show that the L q -constrained problem with 0 < p < 1 has finitely many optimal solutions; see Proposition 2.1 and Remark 2.2. We further show that, for q ∈ {1, ∞}, there exists 0 < p * < 1 such that the solution set of the problem with any 0 < p < p * is contained in the solution set of the problem with p = 0 and there also exists 0 < p < p * such that the solution set of the problem with any 0 < p ≤ p remains unchanged; see Theorem 2.2 and Remark 2.3. An estimation of such p * is also provided in 
Then, from Viète's formula [15] , we see that a 1 , · · · , a n and b 1 , · · · , b n are the roots of q n (t) and r n (t), respectively, where q n (t) := t n − Λ 1 (a)t n−1 + Λ 2 (a)t n−2 + · · · + (−1) n−1 Λ n−1 (a)t 1 + (−1) n Λ n (a) = 0,
Moreover, from [26, Eq. (2.11 )] and the discussions that follow, we have that, for k = 1, · · · , n, kΛ k (a) = with Λ 0 (a) = Λ 0 (b) = 1. Notice that Λ 1 (a) = Λ 1 (b) = p 1 (a) = p 1 (b) and p k (a) = p k (b) for k = 1, · · · , n.
Thus, from (A.1), it is not hard to show by induction that Λ k (a) = Λ k (b) holds for k = 2, · · · , n. This implies that q n (t) and r n (t) have the same roots and hence a = b.
Proof of Lemma 2.3
Proof. First, from the Taylor expansion (with Lagrange remainder), for any 0 < p < 1, c > 0 and k ≥ 0, we have c p = e p ln c = 1 + p ln c + (ln c) 2 2! p 2 + · · · + (ln c) k k! p k + e ξ k+1 (ln c) k+1 (k + 1)! p k+1 , This together with ∆ k0 (a, b) < 0 and (A.4) implies that a p p < b p p holds for any p ∈ (0,p).
Thus, we complete the proofs for two statements in this lemma.
Appendix B Exact penalization
In this section, we show that problem (3.3) is actually an exact penalization for problem (1.4) with 0 < p < 1. For notational simplicity, we define a set U and a matrix U as follows:
U := u 1 , · · · , u 2 m and U := [u 1 , · · · , u 2 m ] ∈ R 2 m ×m , (B.1)
where u i ∈ {−1, 1} m and u i = u j for any i = j. Since each entry of u i is either 1 or −1 and the dimension of u i is m, then one can have 2 m different choices of u i and hence such U and U are welldefined. Moreover, it is easy to see that if u i ∈ U, then −u i ∈ U. A simple example is given as follows:
let m = 2, then
We next present some auxiliary lemmas, which will be useful in our analysis. From Lemma B.1, it is easy to see that the feasible set FEA(A, b, σ, 1) is a convex polyhedron. This together with the Hoffman error bound theorem [21] gives the following lemma. Based on this error bound result, we further give the following lemma.
Lemma B.3. There exists a constant c > 0 such that, for any x ∈ R n , we have dist (x, FEA(A, b, σ, 1)) ≤ c ( Ax − b 1 − σ) + .
Proof. We first show that, for any x ∈ R n , it holds that
whereÃ andb are defined in Lemma B.2. Indeed, for any x ∈ R n , there exists someũ ∈ {−1, 1} m such that Ax − b 1 =ũ (Ax − b). Then, we have
On the other hand, from
Then, we see that . The other two theorems concern -minimizers of problems (1.4) and (3.3) (see definitions later).
Theorem B.1. Suppose that x * is a local minimizer of (1.4). Then, there exists a λ * > 0 such that x * is a local minimizer of (3.3) whenever λ ≥ λ * .
Proof. We first assume that x * = 0 and consider any bounded neighborhood N of 0 and λ > 0. Let L denote a Lipschitz constant of the function x → λ( Ax − b 1 − σ) + on N . For this L, one can verify that there exists a neighborhood N ⊆ N of 0 such that x p p ≥ L x for all x ∈ N . Then, for any x ∈ N , we have
where the last inequality follows from the definition of L being a Lipschitz constant. This shows that x * = 0 is a local minimizer of i.e., there exists a neighborhood N J of 0 with N J ⊆ B(0; δ 2 ) such that
