We study parametric estimation in the Cox-Ingersoll-Ross model and establish the stochastic differential equations for the parameters involved in it.
Introduction
We consider the dynamics (unidimensional) dX t = µ(t, X t , θ t )dt + σ(t, X t , θ t )dW t X 0 = x 0 , 0 ≤ T < ∞ , (1.1) where θ t = (α t , β t , σ t ) , µ(t, X t , θ t ) = α t a(X t ) + β t b(X t ) , σ(t, X t , θ t ) = σ t X p+1 t and W = {W t ; 0 ≤ t < ∞} is a standard Wiener process on a given probability space (Ω, F, P ). We assume that the drift and diffusion coefficients are functions that satisfy technical conditions which guarantee that equation (1.1) has a unique strong solution. The object of this article is to estimate θ in the Cox-Ingersoll-Ross model, denoted CIR model, which is a particular case of equation (1.1) and widely used in financial literature to model interest rates.
In Section 2, we introduce two types of changes of variables which reduce equation (1.1) to equivalent equations, though with additive noise. In each case we find the estimator of θ when it is a constant parameter. Section 3 contains our main result. In the CIR model, we establish the stochastic differential equation that the estimator of θ must satisfy.
Quasi-Likelihood estimators for a class of diffusion processes
We assume that θ t is constant. In order to allow for a convenient estimation methodology, we define the time transformation We set
Then equation (1.1) is transformed into the dynamics with additive noise
for all 0 ≤ ρ ≤ ρ(T ), whereW = {W ρ ; 0 ≤ ρ < ∞} is a standard Wiener process with respect to time ρ (see Feigin, 1976 ). In addition, the nature of the diffusion processes allows us to evaluate σ 2 with probability one on the basis of knowledge of a path of the process on any finite time interval. This follows from the definitions of the quadratic variation process and stochastic integrals with respect to the Wiener process from which we obtain
where σ n denotes the partition 0 = t
Therefore we may consider that the parameter σ is known and assume that the parameter p is also known. Thus we now concentrate on the estimation of the parameter θ = (α, β).
According to Heyde (1997) , for both the dynamics (1.1) and (2.3) the quasi-likelihood approach yields the respective estimating equations for the parameter θ, namely,
We set
By (2.6), the quasi-likelihood estimatorsα 1,T andβ 1,T are given bŷ
Analogously, the next two equationŝ
follow from (2.5).
Now when b ≡ 0 we haveα
We again consider equation (1.1). Our next result is an alternate approach for estimating the parameter (α, β). Lemma 1. Let Z be the solution of the stochastic differential equation
Then the quasi-likelihood estimators of α and β, denoted respectivelŷ α 3,T andβ 3,T , are given bŷ
Proof. Let H t be the stochastic process
By Ito's formula,
Furthermore, we define a time transformation by
For dynamics (2.17) obtain the estimating equation
The proof now follows by solving this equation. 2
Example: The Cox-Ingersoll-Ross Model Consider the stochastic differential equation
where x > 0 , θ 1 > 0 , θ 2 > 0 and σ > 0 . In financial literature, processes satisfying (2.19) are often referred to as mean reverting processes. The parameter θ 2 is the mean reversion level and the parameter θ 1 the speed of adjustment.
The drift and diffusion coefficients may be written as (1.1), with
Thus, in this example, equations (2.1), (2.3), (2.16) and (2.17) have the respective forms:
To estimate parameters α and β, we apply formulas (2.7), (2.9) and (2.12) to obtain
, and
Remark. Estimatorsα 1,T ,α 2,T andα 3,T are equal, and so are estimatorŝ β 1,T ,β 2,T andβ 3,T , butα 1,T ,α 3,T ,β 1,T andβ 3,T are obtained from the dynamics with additive noise.
Stochastic Differential Equations of the Estimators of the Cox-Ingersoll-Ross Model
In this section we consider the stochastic differential equation (2.19), which has been widely used to model interest rates in mathematical finance (see Cox, Ingersoll, &Ross, 1985) . For the CIR model with 2α > σ 2 , there is a strictly positive ergodic solution of (2.19), as T → ∞ , whose distribution has gamma density Γ(
By the ergodic theorem (see Kloeden and Platen, 1995) and equation (2.23) we obtain
with Z ∞ a random variable whose distribution is gamma, Γ(
The consistency and asymptotic normality ofα 3,T andβ 3,T are obtained the same way as in Heyde (1997) .
Our next result establishes the stochastic differential equations for the estimators of the parameters of the CIR model. Theorem 1. Let the stochastic processesθ 1 = {θ 1,τ ; 0 ≤ τ <T } and θ 2 = {θ 2,τ ; 0 ≤ τ <T } be defined bŷ
whereα 3,τ andβ 3,τ are as in the example.
Proof. According to (3.26) and (3.29), we may writê
where
Letα τ andβ τ denote the estimatorsα 3,τ andβ 3,τ , respectively. Since A, B and C are semimartingales, we obtain the stochastic differential equations
by Ito's formula (see Protter 1990 , p. 74).
Here [ , ] is the cross variation, which is also known as the bracket process.
Moreover, A and C are semimartingales with continuous paths, and B a semimartingale with paths of finite variation on compacts (the difference of two increasing processes). Then (see Protter 1990 , p. 60)
Again, by Ito's formula and applying the latter argument to equations (3.11)-(3.13),
The next two equations follow from the latter six
by Ito's formula
and by (3.20)-(3.21) (see Protter 1990 , p. 68),
since the bracket process is bilinear. Next, after some computations, we can verify that the second equation of (3.23) has the form The proof of the theorem now follows substituting equation (2.23) in (3.25) and (3.21) and using the notation established in (3.8).
2
Remarks
In order to practically use the quasi-likelihood estimatorsα i,T andβ i,T , for i = 1, 2, 3 and T > 0 , obtained in Section 2 and the stochastic differential equations deduced in Section 3, it is necessary to make simulations of the dynamics associated to the estimators. The reader may refer to [2] for appropriate simulation schemes. The numerical data found in [6] may be used to check the quality of our estimators.
