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In Chapter 1 we consider the small mass asymptotics (Smoluchowski-Kramers ap-
proximation) for the Langevin equation with a variable friction coefficient. The limit of
the solution in the classical sense does not exist in this case. We study a modification
of the Smoluchowski-Kramers approximation. Some applications of the Smoluchowski-
Kramers approximation to problems with fast oscillating or discontinuous coefficients
are considered. This is joint work with Mark Friedlin.
In Chapter 2 we consider the small mass asymptotic (Smoluchowski-Kramers ap-
proximation) for the Langevin equation with a variable friction coefficient. The friction
coefficient is assumed to be vanishing within certain region. We introduce a regulariza-
tion for this problem and study the limiting motion for the 1-dimensional case and a
multidimensional model problem. The limiting motion is a Markov process on a pro-
jected space. We specify the generator and boundary condition of this limiting Markov
process and prove the convergence. This is joint work with Mark Freidlin and Alexander
Wentzell.












The operators L0 and L1 are self-adjoint second order operators. We assume that L0
has a non-negative characteristic form and L1 is strictly elliptic. The reflection is with
respect to inward co-normal unit vector γε(x). The behavior of lim
ε↓0
uε(x) is effectively
described via the solution of an ordinary differential equation on a tree. We calculate
the differential operators inside the edges of this tree and the gluing condition at the
root. Our approach is based on an analysis of the corresponding diffusion processes.
This is joint work with Mark Freidlin.
In conclusion we will explain how formulas and theorems are numbered. For ex-
ample, Theorem 3.2.1 is the first theorem in the second section in Chapter 3. Inside
Chapter 3, it is written as Theorem 2.1 only. Formulas and figures are numbered in a
similar fashion.
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t )− λq̇µt + σ(qµt )Ẇ t , qµ0 = q ∈ Rn , q̇µ0 = p ∈ Rn , (1.1)
describes the motion of a particle of mass µ in a force field b(q), q ∈ Rn, subjected
to random fluctuations and to a friction proportional to the velocity. Here W t is the
standard Wiener process in Rn, λ > 0 is the friction coefficient. The vector field b(q)
and the matrix function σ(q) are assumed to be continuously differentiable and bounded
together with their first derivatives. The matrix a(q) = (aij(q)) = σ(q)σ∗(q) is assumed
to be non-degenerate.
Put pµt = q̇
µ


















The diffusion process (pµt , q
µ
t ) = X
µ












(b(q)− λp) · ∇pu + p · ∇qu .












W js (∇qσij(qµs ) · pµs ) ds .
This allows to consider equations (1.2) for each trajectory W t individually, and
there is no necessity in the introduction of a stochastic integral. In particular, if (1.2)
is considered as a stochastic differential equation, stochastic integrals in the Itô and in
the Stratonovich sense coincide:
∫ t
0
σ(qµs )dW s =
∫ t
0
σ(qµs ) ◦ dW s.
It is assumed usually that the friction coefficient λ is constant. Under this assump-
tion, one can prove that qµt converges in probability as µ ↓ 0 uniformly on each finite
time interval [0, T ] to an n-dimensional diffusion process qt: for any κ, T > 0 and any







|qµt − qt|Rd > κ
)
= 0 .







σ(qt)Ẇ t , q0 = q
µ
0 = q ∈ Rn . (1.3)
The stochastic term in (1.3) should be understood in the Itô sense.
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The approximation of qµt by qt for 0 < µ << 1 is called the Smoluchowski-Kramers
approximation. This is the main justification for replacement of the second order equa-
tion (1.1) by the first order equation (1.3). The price for such a simplification, in
particular, consists of certain non-universality of equation (1.3): The white noise in
(1.1) is an idealization of a more regular stochastic process Ẇ
δ
t with correlation radius
δ << 1 converging to Ẇ t as δ ↓ 0. Let qµ,δt be the solution of equation (1.1) with Ẇ t
replaced by Ẇ
δ
t . Then limit of q
µ,δ
t as µ, δ ↓ 0 depends on the relation between µ and
δ. Say, if first δ ↓ 0 and then µ ↓ 0, the stochastic integral in (1.3) should be understood
in the Itô sense; if first µ ↓ 0 and then δ ↓ 0, qµ,δt converges to the solution of (1.3) with
stochastic integral in the Stratonovich sense. (See, for instance, [8].)
Consider now the case of a variable friction coefficient λ = λ(q). We assume that
λ(q) has continuous bounded derivatives and 0 < λ0 ≤ λ(q) ≤ Λ < ∞. It turns out,
as we will see in the next section, that in this case the solution qµt of (1.1) does not
converge, in general, to the solution of (1.3) with λ = λ(q), so that the Smoluchowski-
Kramers approximation should be modified. In order to do this, we consider equation









0 = q , q̇
µ,δ
0 = p . (1.4)
We prove that after such a regularization, the solution of (1.4) has a limit q̃δt as













0 = q . (1.5)







σ(q̂t) ◦ Ẇ t , q̂0 = q , (1.6)
where the stochastic term should be understood in the Stratonovich sense. So the
regularization leads to a modified Smoluchowski-Kramers equation (1.6). We prove this
in Section 3.
Some applications of the Smoluchowski-Kramers approximation are considered in
Sections 4 and 5: the case of fast oscillating in the space variable, periodic or stochastic,
friction coefficient is studied; gluing condition at the discontinuity points of the friction
coefficient are considered.
Notations. We use | • |Rd to denote the standard Euclidean norm in Rd. When
d = 1 we set |• |R1 = |• |. For a vector-valued function f(x) = (f1(x), ..., fd(x)), x ∈ Rd,






|fi(x)|. All the vectors are marked with either
bold letters or with an arrow on it.
3
1.2 Some estimates. The classical Smoluchowski-Kramers approximation does
not work for variable friction coefficients
We consider the following system
µq̈µt = b(q
µ
t )− λ(qµt )q̇µt + Ẇ t , qµ0 = q ∈ Rd , q̇µ0 = p ∈ Rd. (2.1)
Here ∞ > Λ ≥ λ(•) ≥ λ0 > 0 is a function of qµt . We assume that function λ(•) and
the vector field b(•) are continuously differentiable and bounded together with their
first derivatives. The process W t is the standard Wiener process in Rd. For simplicity
of calculations we consider here the case when the diffusion matrix a(•) is the identity
(compare with (1.1)).
Let pµt = q̇
µ


























































































r )drdW s . (2.3)
For notational convenience we introduce the function A(µ, t) =
∫ t
0
λ(qµs )ds. It is











































































= q + α(µ) + β(µ) + γ(µ) .
(2.4)
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λ(qµt ) . (2.5)
We will also use the estimates
µ
cΛ























































Here c is a positive constant.
We get in this section some bounds for α(µ), β(µ), γ(µ) which show, in particular,
that the classical Smoluchowski-Kramers approximation does not hold in the case of
variable friction. These bounds also will be used to obtain a modified Smoluchowski-
Kramers approximation.
2.1. Estimates of α(µ).








and A(µ, s) ≥ λs. Therefore |α(µ)|Rd → 0 as µ ↓ 0.
2.2. Estimates of β(µ).




































































































































ds + ~(II) .






























































































∇λ(qµs ) · pds ,























































































































































































































































































→ 0 as µ ↓ 0.
2.3. Estimates of γ(µ) - the reason why the classical Smoluchowski-
Kramers approximation does not work.










, in general, does not tend to 0 as
µ ↓ 0. Therefore the Smoluchowski-Kramers approximation does not work in the case
of purely white noise perturbation.






















































































































dW s + ~(III) .






























∇λ(qµs ) · pµs ds


















∇λ(qµs ) · pds ,


















































































































































But in general one cannot estimate E| ~(III3)|2 up to a term which goes to 0 as
µ ↓ 0. As an example, let Λ = ‖λ‖∞ and let us suppose that for 0 ≤ t ≤ T < ∞ we
have ∇λ(qµt ) = e1. Here e1 is the unit basis vector e1 = (1, 0, ..., 0) in Rd. Let W kr be


























































































































(1− e− 2Λtµ ) ,
which does not tend to 0 as µ ↓ 0. Since E| ~(III3)|2Rd ≥ (E| ~(III3)|Rd)2, we see that

























is uniformly bounded from below by a positive
constant as µ ↓ 0.
We can check now that the process qµt , 0 ≤ t ≤ T , does not converge as µ ↓ 0 to
the process qt, q0 = q. We have
















































|qµt − qt|2Rd ≥ κ
)
= 0 .













































≤ A[κ + o(µ, κ)] ,
since E max
0≤s≤t
|qµs − qs|2Rd < ∞. Here the term o(µ, κ) converges to 0 as µ ↓ 0 for every






















































On the other hand, let us suppose that ∇λ(qµt ) = e1 for 0 ≤ t ≤ T < ∞. Here e1














































It follows from our estimates that this leads to a contradiction.
1.3 Regularization via approximation of the Wiener process
We could regularize the problem via approximation of the Wiener process. To this

























ρ(s)ds = 1 .























0 = q ∈ Rd , q̇µ,δ0 = p ∈ Rd. (3.1)


















































goes to zero as µ ↓ 0. (To be precise, we should write α(µ, δ), β(µ, δ) and γ(µ, δ) to
indicate the dependence on δ, but for brevity we neglect that.) In particular, with δ > 0



















































































































Therefore, for fixed δ > 0, we have E| ~(III3)|Rd → 0 as µ ↓ 0. By (2.4), we get:












































0 = q ∈ Rd . (3.5)
Then










dW δs . (3.6)
Let M(t, δ, µ) = E max
0≤s≤t
|qµ,δs − q̃δs|Rd . By (3.4) and (3.6), using estimate (3.3), we
have
M(t, δ, µ) ≤ K1
∫ t
0
M(s, δ, µ)ds + K2(t, δ)
∫ t
0
M(s, δ, µ)ds + oµ(1) .
Here oµ(1) is a term which goes to 0 as µ ↓ 0. The positive constant K1 is inde-
pendent of µ, δ and t. The positive constant K2 = K2(t, δ) may depend on t and δ, but
is independent of µ. Now we use the Bellman-Gronwall inequality:
12
M(t, δ, µ) ≤ oµ(1) exp((K1 + K2(t, δ))t) .







|qµ,δt − q̃δt |Rd > κ
)
= 0 .
Now we can take δ ↓ 0. Using Theorem 6.7.2 from [22] we get the following result.





|q̃δt − q̂t|Rd = 0 ,







◦ Ẇ t , q̂0 = q ∈ Rd . (3.6)
Here the stochastic term is understood in the Stratonovich sense.
In the general case
µq̈µ,δt = b(q
µ,δ




0 = q , q̇
µ,δ
0 = p , (3.7)
where the matrix σ(•) satisfy assumptions made in Section 1, we have, similarly, that







|qµ,δt − q̃δt |Rd > κ
)
= 0 .













0 = q ∈ Rd . (3.8)
And we conclude with





|q̃δt − q̂t|Rd = 0 ,







◦ Ẇ t , q̂0 = q ∈ Rd . (3.9)
13
1.4 One dimensional case
In the case of one space variable, Smoluchowski-Kramers approximation leads to
an one-dimensional diffusion process qt which is defined by the following stochastic



































Since λ(x) > 0, u(q) and v(q) are strictly increasing functions. Following [7] we
introduce an operator DvDu, where Du means the differentiation with respect to the
monotone function u(q): Duf(q) = lim
h→0
f(x + h)− f(x)
u(x + h)− u(x) ; the operator Dv is defined in
a similar way. One can check that DvDu is the generator of the diffusion process qt
defined by (4.1).
Suppose now that the friction coefficient λ(q) = λε(q) depends on a parameter
ε > 0. We assume that, for each ε ∈ (0, 1], λε(q) has a bounded continuous derivative
λ′ε(q), and 0 < λ ≤ λε(q) ≤ λ < ∞. Let uε(q) and vε(q) be the functions defined by
(4.2) when λ(q) is replaced by λε(q).
Consider the stochastic process qµ,δ,εt in R1 defined by the equation
µq̈µ,δ,εt = b(q
µ,δ,ε
t )− λε(qµ,δ,εt )qµ,δ,εt + Ẇ δt , qµ,δ,ε0 = q , q̇µ,δ,ε0 = p . (4.3)
where Ẇ δt is, as before, a ”smoothed” white noise converging to Ẇt as δ ↓ 0.
Theorem 4.1. Assume that the function λε(q) converge weakly as ε ↓ 0 on each
finite interval [α, β] ⊂ R1 to a function λ(q) (maybe, discontinuous). Then processes
qµ,δ,εt converge weakly on each finite time interval to the diffusion process qt governed by
the generator DvDu (where u(q) and v(q) defined by (4.2) with λ = λ(q)) as, first µ ↓ 0,
then δ ↓ 0, and then ε ↓ 0.
Proof. According to Section 3, processes qµ,δ,εt converge weakly as first µ ↓ 0 and
then δ ↓ 0 to the process q̂δt which solves equation (4.1) with λ(q) = λε(q). It follows
from our assumptions that functions uε(q) and vε(q) converge as ε ↓ 0 to functions u(q)
and v(q) respectively for each q ∈ R1. The functions u(q) and v(q) are continuous and
strictly increasing. Therefore ([7]) a diffusion process qt exists governed by DvDu. As
shown in [19], convergence of uε(q) and vε(q) as ε ↓ 0 to u(q) and v(q) respectively
14
implies weak convergence of processes qεt to the process corresponding to DvDu as ε ↓ 0.
¤




. Assume that one of the following conditions
is satisfied:
1. λ̃(q) is a continuously differentiable positive 1-periodic function;
2. λ̃(q) is an ergodic stationary process (independent of the process Wt in (4.3))





λ̃(q)dq if condition 1 is satisfied, and λ = Eλ̃(q) is condition 2 is
satisfied.
Then the process qµ,δ,εt defined by (5.3) converge weakly when first µ ↓ 0 and then







Ẇt , q0 = q .
Proof of this theorem follows from Theorem 4.1 since each of conditions 1 and 2
implies conditions of Theorem 4.1 and λ(q) = λ. ¤
Assume now that λε(q) is a bounded and separated from zero uniformly in ε ∈ (0, 1]
positive function such that lim
ε↓0
λε(q) = λ1 for q < 0, and lim
ε↓0
λε(q) = λ2 for q > 0.
Assume that λε(q) is continuously differentiable for each ε > 0. Let λ̂(q) be the step
function equal to λ1 for q ≤ 0 and to λ2 for q > 0. Let functions û(q) and v̂(q)
be defined by formula (4.2) with λ(q) = λ̂(q); û(q) and v̂(q) are continuous strictly
increasing functions. Denote by q̂t the diffusion process in R1 governed by the generator
A = DbvDbu. The process q̂t behaves as
1
λ1




on the positive part. Its behavior at q = 0 is defined by the domain of definition DA
of the generator A: a continuous bounded function f(q), q ∈ R1, twice continuously
differentiable at q ∈ {R1 \{q = 0}} belongs to DA if and only if left and right derivatives








It is easy to see that functions uε(q) and vε(q) defined by (4.2) with λ(q) = λε(q)
converge as ε ↓ 0 to û(q) and v̂(q) respectively for each q ∈ R1. This implies the following
result.
Theorem 4.3. Let the friction coefficient λε(q) satisfies the conditions mentioned
15
above. Then the stochastic process qµ,δ,εt defined by (4.3) converges weakly to the diffusion
process q̂t in R1 governed by A = DbvDbu as first µ ↓ 0, then δ ↓ 0, and then ε ↓ 0.
This means, roughly speaking, that, if the friction coefficient is close to the step-
function λ̂(q), then process qµt , for 0 < µ << 1, can be approximated by the diffusion
process q̂t.
1.5 Multidimensional case
In this section we consider the problem of fast oscillating periodic environment in















0 = q ∈ Rd , q̇µ,δ,ε0 = p ∈ Rd . (5.1)
Here as in Section 3 the process W δt is the approximation of the Wiener process in
Rd. We make the same assumptions about the functions λ(•) and b(•) as in Section 2. In
addition we assume that the functions λ(•) and b(•) are 1-periodic, i.e. λ(x+ek) = λ(x)
and b(x + ek) = b(x) for x ∈ Rd and ek = (0, 0, ..., 1(k-th coordinate), ..., 0), 1 ≤ k ≤ d.
Under this assumption our system (5.1) could be regarded as a system on the d-torus
Td = Rd/Zd. Fix ε > 0, we can proceed as in Section 3 to see that first as µ ↓ 0 then as
















) ◦ Ẇ t , qε0 = q ∈ Rd .



























)Ẇ t , qε0 = q ∈ Rd . (5.2)





























Our goal is to study the homogenization properties of (5.3) for general multidimen-
sional case. Homogenization problems are considered by many authors. However, we
16
provide here an elementary probabilistic way of doing this. Our method follows [10] and
[11] (pp. 104-106).























∣∣∣∣ < Ke−as .
Here K > 0 and a > 0 are independent of ε for small ε. The function f is bounded
and measurable. The function µε(x) is the density of the unique invariant measure of
yεs on Td and
∫
Td
µε(x)dx = 1. We have
lim
ε↓0












µ(x)dx = 1. Combining these estimates we have, that for any n, for any




























∣∣∣∣ = 0 .




∆y − ∇λ(y)2λ3(y) · ∇y =
1
2λ2(y)
(∆y −∇(lnλ(y)) · ∇y) ,





and we have the following result:



















= 0 . (5.4)
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as ε ↓ 0, for 0 < t < ∞.
The proof of this corollary follows the same proof of the corollary after Lemma 1
in [10].
Now let us consider auxiliary functions Nk(y), k = 1, ..., d, which are the periodic
bounded solutions (i.e., on Td) of the equations
1
2λ2(y)






(y) , y ∈ Td . (5.5)






(y)λ(y)dy = 0. The boundedness of solution comes from our assump-













































































































Let N(y) = (N1(y), ..., Nd(y)). Using (5.5) we have
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, y = (y1, ..., yd) ∈ Td.
Therefore using the corollary after Lemma 1, we see that qεt converges weakly to a































































Here δij = 1 if i = j, and δij = 0 otherwise.





























































































































Theorem 5.1. As ε ↓ 0, the process qεt converges weakly to a process qt, q0 = q ∈
Rd governed by the operator (5.7) with coefficients given by (5.8) and (5.9).
This Theorem implies a homogenization result for the process qµ,δ,εt defined by
equation (5.1).
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t )− λq̇µt + σ(qµt )Ẇ t , qµ0 = q ∈ Rn , q̇µ0 = p ∈ Rn , (1.1)
describes the motion of a particle of mass µ in a force field b(q), q ∈ Rn, subjected
to random fluctuations and to a friction proportional to the velocity. Here W t is the
standard Wiener process in Rn, λ > 0 is the friction coefficient. The vector field b(q)
and the matrix function σ(q) are assumed to be continuously differentiable and bounded
together with their first derivatives. The matrix a(q) = (aij(q)) = σ(q)σ∗(q) is assumed
to be non-degenerate.
It is assumed usually that the friction coefficient λ is a positive constant. Under
this assumption, one can prove that qµt converges in probability as µ ↓ 0 uniformly on
each finite time interval [0, T ] to an n-dimensional diffusion process qt: for any κ, T > 0







|qµt − qt|Rd > κ
)
= 0 .







σ(qt)Ẇ t , q0 = q
µ
0 = q ∈ Rn . (1.2)
The stochastic term in (1.2) should be understood in the Itô sense.
The approximation of qµt by qt for 0 < µ << 1 is called the Smoluchowski-Kramers
approximation. This is the main justification for replacement of the second order equa-
tion (1.1) by the first order equation (1.2). The price for such a simplification, in
particular, consists of certain non-universality of equation (1.2): The white noise in
(1.1) is an idealization of a more regular stochastic process Ẇ
δ
t with correlation radius
δ << 1 converging to Ẇ t as δ ↓ 0. Let qµ,δt be the solution of equation (1.1) with Ẇ t
replaced by Ẇ
δ
t . Then limit of q
µ,δ
t as µ, δ ↓ 0 depends on the relation between µ and
δ. Say, if first δ ↓ 0 and then µ ↓ 0, the stochastic integral in (1.2) should be understood
in the Itô sense; if first µ ↓ 0 and then δ ↓ 0, qµ,δt converges to the solution of (1.2) with
stochastic integral in the Stratonovich sense. (See, for instance, [8].)
We considered in [12] the case of a variable friction coefficient λ = λ(q). We
assumed in that work that λ(q) is smooth and 0 < λ0 ≤ λ(q) ≤ Λ < ∞. It turns out
that in this case the solution qµt of (1.1) does not converge, in general, to the solution
of (1.2) with λ = λ(q), so that the Smoluchowski-Kramers approximation should be











0 = q , q̇
µ,δ
0 = p . (1.3)
It was proved in [12] that after such a regularization, the solution of (1.3) has a












0 = q . (1.4)







σ(qt) ◦ Ẇ t , q0 = q , (1.5)
where the stochastic term should be understood in the Stratonovich sense. We have, for















|qδt − qt|Rd = 0 .
So the regularization leads to a modified Smoluchowski-Kramers equation (1.5).
In this chapter we study a further generalization of the problem considered in [12].
Keeping the assumptions on uniform boundedness and smoothness of λ(•), we drop the
assumption that 0 < λ0 ≤ λ(q) and instead assume that λ(q) = 0 for q ∈ [G] ⊂ Rn
and λ(q) > 0 for q ∈ Rn\[G]. Here G is a domain in Rn and [G] its closure in the
standard Euclidean metric. For simplicity of presentation we assume in the rest of this
paper that σ(•) is the identity matrix. (In Section 3 we further assume that b(•) = 0.)
In order to use the results of [12] we introduce a further regularization of problem (1.5).
We consider the problem
q̇εt =
1
λ(qεt ) + ε
b(qεt ) +
1
λ(qεt ) + ε
◦ Ẇ t , qε0 = q , ε > 0 (1.6)
and we study the limit of qεt as ε ↓ 0. This limiting process can be regarded as a limiting
process of the system
µq̈µ,δ,εt = b(q
µ,δ,ε




0 = q , q̇
µ,δ,ε
0 = p (1.7)
as first µ ↓ 0 then δ ↓ 0 and then ε ↓ 0.
System (1.6), in Itô’s form, can be written as follows:
q̇εt =
1
λ(qεt ) + ε
b(qεt )−
∇λ(qεt )
2(λ(qεt ) + ε)3
+
1
λ(qεt ) + ε
Ẇ t , q
ε
0 = q . (1.8)
23
However, as will be shown later, for non-compact region [G], it is sometimes more
convenient to consider the projection of the above system onto another space X. (In
particular, in Section 3 the space X is a cylinder X = S1× [a− 1, b+1] for a < 0, b > 0.)
Let us work with system (1.8) on X and compact region [G]. It turns out that, in the
limit, to get a Markov process with continuous trajectories, one has to glue all the points
of [G] and form a projected space C. Let the projection map be π : X → C. We will
prove, for the 1-dimensional case (Section 2) and a multidimensional model problem
(Section 3), that the processes q̃εt = π(q
ε
t ) converge weakly as ε ↓ 0 to a continuous
strong Markov process q̃t on C. We will characterize the generator of this Markov
process and specify its boundary condition. In particular, we will show that as ε > 0 is
very small, certain mixing within [G] is likely to happen for the process qεt . This mixing
is the key mechanism that leads to our special boundary condition. We expect that (see
Section 4), within the region that the friction is vanishing, similar mixing phenomenon
will happen for the general multidimensional case.
It is worth mentioning here that some related problems are considered in [27],
[28], [30] and [31]. It is also interesting to note that the limiting process for our two
dimensional model problem (see Section 3) shares some common feature with the so
called Walsh’s Brownian motion (see, for example [1]).
However, at this stage we are not able to prove, in the most general multidi-
mensional case (except for the 2-d model problem in Section 3), the convergence of
q̃εt = π(q
ε
t ) in (1.8) to some Markov process q̃t. We will formulate a conjecture about
this in Section 4.
2.2 One dimensional case
Let us consider in this section the 1-dimensional case. Besides the usual as-
sumptions made in Section 1 we suppose that our friction λ(•) satisfies λ(q) > 0 for




λ(qεt ) + ε
− λ
′(qεt )
2(λ(qεt ) + ε)3
+
1
λ(qεt ) + ε
Ẇt , q
ε
0 = q0 ∈ R . (2.1)
We suppose that q0 ∈ [a− 1, b + 1] for some a < 0 < b. The process qεt is supposed
to be stopped once it hits q = a− 1 or q = b + 1.
Our goal is to study the asymptotic behavior of (2.1) as ε ↓ 0. To this end we shall
write the process (2.1) as a strong Markov process subject to a generalized second order
























For fixed ε > 0, the functions uε and vε are strictly increasing functions in their
arguments. As ε ↓ 0, they will converge uniformly on finite intervals to the functions u























The functions u and v are strictly increasing outside the interval [−1, 1] and have
constant stretches on [−1, 1].
Consider a projection map π: we let π([−1, 1]) = 0 and π(q) = q + 1 for q < −1
and π(q) = q − 1 for q > 1. Consider the process q̃εt = π(qεt ). Process q̃εt for fixed ε > 0,
in general, is not a Markov process.
Let us define two functions ũ and ṽ as follows: ũ(q̃) = u(q̃ − 1) for q̃ < 0 and
ũ(q̃) = u(q̃ + 1) for q̃ > 0 and ũ(0) = u(1) = u(−1) = 0; ṽ(q̃) = v(q̃ − 1) for q̃ < 0
and ṽ(q̃) = v(q̃ + 1) for q̃ > 0 and ṽ(0) = v(1) = v(−1) = 0. Here the functions u and
v are defined in (2.4), (2.5). The functions ũ and ṽ are continuous strictly increasing
functions on [a, b].
Define a Markov process q̃t on [a, b] as follows. The generator A of q̃t is A = DevDeu.
The domain of definition D(A) of operator A consists of all functions f that are con-
tinuous on [a, b], are twice continuously differentiable in q̃ ∈ [a, b]\{0}, with finite limit
lim
eq→0




D+eu f(0) = D
−
eu f(0) ≡ limδ↓0
f(0)− f(−δ)
ũ(0)− ũ(−δ) . Also we have limeq→a Af(q̃) = limeq→b Af(q̃) = 0
(taken as the value of Af(a) and Af(b)).
Lemma 2.1. There exists the Markov process q̃t on [a, b].
Proof. The existence of such a process could be checked similarly as in [18, Section
2]. For the sake of completeness and comparison with results in the next section we shall
check it here. To this end we use an equivalent formulation of the Hille-Yosida theorem
(see [18, Section 2] also [32, Theorem 2]). We check three conditions.
• The domain D(A) is dense in the space C([a, b]). This is because we can ap-
proximate every continuous function f with one that is constant in a neighborhood of 0.
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After that in the interior part of the intervals [a, 0) and (0, b], at a positive distance from
0, with a smooth function. The approximating smooth function satisfy our boundary
conditions since Af(0) = D+eu f(0) = D
−
eu f(0) = 0.
• The maximum principle: if f ∈ D(A) and the function f reaches its maximum at







f ′(x0) ≤ 0 .
If the maximum is achieved at 0, we consider the expansion




The last integral is O(ũ(x)ṽ(x)) as x → 0. Since D−eu f(0) ≥ 0 and D+eu f(0) ≤ 0, by
our boundary conditions at 0 we get Deuf(0) = 0. This implies that Af(0) ≤ 0.
• Existence of solution f ∈ D(A) of λf − Af = F for all F ∈ C([a, b]). On
each of the intervals [a, 0) and (0, b] the general solution of equation λf −DevDeuf = F ,
F ∈ C([a, b]) can be written as
f±(q) = f̂±(q) + G±(q) .
Here f̂±(q) satisfy the equation λf̂±−DevDeuf̂± = F , f̂+(0+) = 0 (or f̂−(0−) = 0),
D+eu f̂
+(0) = 0 (or D−eu f̂
−(0) = 0) and G±(q) satisfy the equation λG± −DevDeuG± = 0,
G+(0+) = k+1 (or G
−(0−) = k−1 ), D+eu G+(0) = k+2 (or D−eu G−(0) = k−2 ). Here k±1 and








2 . The boundary
condition DeuDevf+(a) = DeuDevf−(b) = 0 singles out a unique f ∈ D(A). ¤
We have
Theorem 2.1. As ε ↓ 0, for fixed T > 0, the process q̃εt converges weakly in the
space C[0,T ]([a, b]) to the process q̃t.
The proof of this Theorem is based on an application of the machinery developed
in [14, Ch.8], [17] and [18]. We shall use the following lemma, which is the Lemma 3.1 of
[14, Ch.8, page 301]. We formulate it here in the terminology that meets our purpose.
Lemma 2.2. Let M be a metric space; Y , a continuous mapping M 7→ Y (M),
Y (M) being a complete separable metric space. Let (Xεt ,P
ε
x) be a family of Markov
processes in M ; suppose that the process Y (Xεt ) has continuous trajectories. Let (yt,Py)
be a Markov process with continuous paths in Y (M) whose infinitesimal operator is A
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with domain of definition D(A). Let T > 0. Let us suppose that the space C[0,T ](Y (M))
of continuous functions on [0, T ] with values in Y (M) is taken as the sample space, so
that the distribution of the process in the space of continuous functions is simply Py.





Fdµ2 for all F ∈ Ψ implies µ1 = µ2. Let D be the subset of
D(A) such that for every F ∈ Ψ and λ > 0 the equation λf − Af = F has a solution
f ∈ D.
Suppose that for every x ∈ M the family of distributions Qεx of Y (Xε•) in the space
C[0,T ](Y (M)) corresponding to the probabilities of Pεx is weakly pre-compact; and that




e−λt[λf(Y (Xεt ))−Af(Y (Xεt ))]dt → f(Y (x))
as ε ↓ 0 uniformly in x ∈ Y −1(K).
Then Qεx converges weakly as ε ↓ 0 to the probability measure PY (x).
Proof of Theorem 2.1. Making use of Lemma 2.2, we take the metric space
M = [a− 1, b + 1] and the mapping Y = π. The space Y (M) = π([a− 1, b + 1]) = [a, b].




x). We take the process q̃t as (yt,Py).
Let Ψ be the space of all continuous bounded functions in [a, b] which are once
continuously differentiable inside [a, 0) and (0, b], with bounded derivatives. The space
D ⊂ D(A) consists of those functions f ∈ D(A) such that they are continuous and
bounded in [a, b] and are three times continuously differentiable inside [a, 0) and (0, b],
with bounded derivatives up to the third order.
Pre-compactness of the family of distributions of the process {q̃ε•}ε>0 is checked in
Lemma 2.4. What remains to do is to check that for every compact K ⊂ [a, b], for every




e−λt[λf(π(qεt ))−Af(π(qεt ))]dt− f(π(q0))
]
→ 0
as ε ↓ 0 uniformly in q0 ∈ π−1(K). This is done in Lemma 2.5. This finishes the proof
of Theorem 2.1. ¤
For positive δ small enough, let G(δ) = [a−1,−1−δ]∪ [1+δ, b+1]. Let 0 < δ′ < δ.
Let C(δ′) = {−1− δ′, 1+ δ′}. We introduce a sequence of stopping times τ0 ≤ σ0 < τ1 <
σ1 < τ2 < σ2 < ... by
τ0 = 0 , σn = min{t ≥ τn, qεt ∈ G(δ)} , τn = min{t > σn−1 : qεt ∈ C(δ′)} .
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hits a− 1 or b + 1 before it hits − 1− δ′ or 1 + δ′) = 1 .
We will then define τk+1 = min{t > σk : qεt = a − 1 or b + 1}. And we define
τk+1 < σk+1 = τk+1 + 1 < τk+2 = τk+1 + 2 < σk+2 = τk+1 + 3 < ... and so on.
We have lim
n→∞ τn = limn→∞σn = ∞. And we have obvious relations q
ε
τn ∈ C(δ′),
qεσn ∈ C(δ) for 1 ≤ n ≤ k (as long as k ≥ 1, if k = 0 the process may start from G(δ)
and goes directly to a − 1 or b + 1 without touching C(δ′) and is stopped there, or it
may start from (−1 − δ, 1 + δ), reaches {−1 − δ, 1 + δ} first and then goes directly to
a− 1 or b+1 without touching C(δ′) and is stopped there). Also, for n ≥ k +1 we have
qετn = q
ε
σn = a − 1 or b + 1. If qε0 = q0 ∈ G(δ), then we have σ0 = 0 and τ1 is the first
time at which the process qεt reaches C(δ
′) or {a− 1, b + 1}.
Now we check weak pre-compactness of the family of distributions of the processes
{q̃εt }ε>0. To this end we need the following lemma, which is Lemma 5.1 in [18]. We
formulate it using our terminology.
Lemma 2.3. Let q̃ε,δ• for every ε > 0, δ > 0, be a random element in C[0,T ]([a, b])
such that max
0≤t≤T
|q̃εt − q̃ε,δt | ≤ δ on the whole probability space. If for every positive δ the
family of distributions of q̃ε,δ• , ε > 0, is tight, then the family of distributions of q̃ε• is
pre-compact.
Now we have
Lemma 2.4. The family of distributions of {q̃ε•}ε>0 is pre-compact.
Proof. Let δ′ = δ/2 so that we need only one parameter δ. Between the times σi−1
and τi the process qεt is either in [a,−1−δ/2) or in (1+δ/2, b], and for σi−1 ≤ t < t′ < τi
we have |q̃εt − q̃εt′ | = |qεt − qεt′ |. Since we have

















E|qεt − qεt′ |4 ≤ K(δ)|t− t′|2 .
























From the above estimate we see that Zε,δt for fixed δ > 0 is tight. The trajectories
of these stochastic processes satisfy the Hölder condition |Zε,δt − Zε,δt′ | ≤ Hε,δ|t − t′|1/5
where Hε,δ are random variables with E(Hε,δ)4 bounded by the same K(δ).
For i ≥ 1 if qετi ∈ C(δ/2) and qεσi ∈ C(δ) then between the times τi and σi (≤ T )
the process qεt travels a distance at least δ/2 and at least this distance in G(δ/2) on the
same interval either [a,−1− δ/2) or (1 + δ/2, b]. By our estimate on Hölder continuity





, i ≥ 1. If qετi ∈ {a − 1, b + 1} then by our
definition of the stopping time σi = τi + 1 we can choose δ small enough such that the
above inequality also holds.
Now we shall define the process q̃ε,δt as follows.
• For σi−1 ≤ t ≤ τi we take q̃ε,δt = q̃εt .
• For τ0 ≤ t ≤ σ0 we take q̃ε,δt = q̃εσ0 . This gives maxτ0≤t≤σ0 |q̃
ε,δ
t − q̃εt | = max
τ0≤t≤σ0
|q̃εσ0 −
q̃εt | ≤ δ.
• If τi < T < σi we take q̃ε,δt = q̃ετi for τi ≤ t ≤ T . This gives maxτi≤t≤T |q̃
ε,δ
t − q̃εt | =
max
τi≤t≤T
|q̃ετi − q̃εt | ≤ δ/2.





















≤ t ≤ σi .
Since this is just a linear interpolation it is clear that in this case we have max
τi≤t≤σi
|q̃ε,δt −
q̃εt | ≤ 2δ. Within this time interval τi ≤ t < t′ ≤ σi, i ≥ 1 we have
|q̃ε,δt − q̃ε,δt′ | ≤
δ







|t− t′|1/5 ≤ 211/5Hε,δ|t− t′|1/5 .
Another possibility is that qεσi = q
ε
τi = a−1 or b+1. In this case we define q̃ε,δt = q̃εt
for τi ≤ t < σi.
On the whole interval 0 ≤ t < t′ ≤ T we have |q̃ε,δt − q̃ε,δt′ | ≤ (211/5 +2)Hε,δ|t′− t|1/5





. This means that for fixed δ > 0 we have the tightness of the
family of distributions of q̃ε,δt in the space C[0,T ]([a, b]). Since we checked max
0≤t≤T
|q̃ε,δt −
q̃εt | ≤ 2δ, by using Lemma 2.3 with 2δ instead of δ we get the pre-compactness of the
family of distributions of q̃εt in C[0,T ]([a, b]). ¤
The proof of the next Lemma 2.5 is based on Lemmas 2.6-2.10. Within the proof
of this lemma and the auxiliary Lemmas 2.6-2.10, we will take ε ↓ 0, δ = δ(ε) ↓ 0,
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δ′ = δ′(ε) ↓ 0 in an asymptotic order such that 0 < ε << δ′ << δ. Although not very
precise, but for simplicity of presentation we will just refer this choice of order as first
ε ↓ 0, then δ′ ↓ 0 and then δ ↓ 0. It could be checked that such an order of taking limit
does not alter the validity of the result.
Throughout the rest of this section and next section when we use symbols U , V ,
Mi, Ci, Ai, etc., they are referring to some positive constants. We will not point out
this explicitly unless some special properties of the implied constants are stressed. Also
we sometimes use the same letter for constants in different estimates.




e−λt[λf(π(qεt ))−Af(π(qεt ))]dt− f(π(q0))
]
→ 0
as ε ↓ 0 uniformly in q0 ∈ π−1(K).

































e−λt[λf(π(qεt ))−Af(π(qεt ))]dt + e−λσ0f(π(qεσ0))
]




e−λt[λf(π(qεt ))−Af(π(qεt ))]dt + e−λτ1f(π(qετ1))
]
− f(π(q)) . (2.8)
We used the strong Markov property of qεt . Since for n ≥ k + 1 we have ψε1(qετn) =
ψε2(q
ε
σn) = 0 we can assume that the function ψ
ε
2 is taken at a point on G(δ)\{a−1, b+1}
and the expectation is determined by the values of the process qεt in one of the intervals
either (1 + δ′, b + 1] or [a − 1,−1 − δ′). We will prove, in Lemma 2.6, that under our
specified asymptotic order we can have |ψε2(q)| ≤ (ũ(δ)− ũ(−δ))2 as ε ↓ 0.
We can assume that the function ψε1 is taken at a point in [−1− δ′, 1 + δ′] (in the










= (I)ε(q) + (II)ε(q) + (III)ε(q) .
(2.9)
We are going to prove, in Lemma 2.8, that for q ∈ [−1 − δ′, 1 + δ′], for a function
f ∈ D we can have the estimate |(I)ε(q)| ≤ M1(ũ(δ)− ũ(−δ))2.
In Lemma 2.9 we will show that Eqσ0 ≤ M1(ũ(δ) − ũ(−δ))(ṽ(δ) − ṽ(−δ)) and
Eq(1 − e−λσ0) ≤ M1(ũ(δ) − ũ(−δ))(ṽ(δ) − ṽ(−δ)) so that |(II)ε(q)| + |(III)ε(q)| <
M1(ũ(δ)− ũ(−δ))(ṽ(δ)− ṽ(−δ)) for q ∈ [−1− δ′, 1 + δ′].
These estimates show that
|ψε1(q)| < (ũ(δ)− ũ(−δ))2 + M1(ũ(δ)− ũ(−δ))(ṽ(δ)− ṽ(−δ))
for all q ∈ [−1− δ′, 1 + δ′].
As we only consider the arguments qετn of ψ
ε
1 in (2.6) being in [−1−δ′, 1+δ′] starting
























We will show, in Lemma 2.10, that Eqe−λτ1 < 1 − M2ũ(δ) ∧ (−ũ(−δ)) for all












≤ ((ũ(δ)− ũ(−δ))2 + M1(ũ(δ)− ũ(−δ))(ṽ(δ)− ṽ(−δ))) 1
M2(ũ(δ)) ∧ (−ũ(−δ)) → 0
as δ ↓ 0. For n = 0 the expectation Eq0ψε1(qε0) is small as ε is small.














≤ (1 + M4
(ũ(δ)) ∧ (−ũ(−δ)))(ũ(δ)− ũ(−δ))
2
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which converges to 0 as ε ↓ 0. This proves this lemma. ¤
Lemma 2.6. We have, for q ∈ G(δ), as ε is small, that |ψε2(q)| ≤ (ũ(δ)− ũ(−δ))2.
Proof. For the initial point q ∈ G(δ) and the time interval 0 ≤ t ≤ τ1 the trajectory
of qεt is traveling in one of the intervals either [1 + δ
′, 1 + b] or [a− 1,−1− δ′]. Without
loss of generality let us assume that q ∈ [1+ δ, 1+ b] and we are traveling in the interval
[1 + δ′, 1 + b]. Let q̃ = π(q). Let B(q̃) = b(q̃ + 1) and Λ(q̃) = λ(q̃ + 1). Let us extend the
function Λ(•) to the whole line R. The extended function Λ̂(•) is smooth, bounded, with
uniformly bounded derivatives and such that Λ̂(x) ≥ min
q∈[1+δ′,1+b]
λ(q), Λ̂(x) = λ(1 + x)
for x ∈ [δ′, b].






Λ̂(̂̃qεt ) + ε
− Λ̂
′(̂̃qεt )
2(Λ̂(̂̃qεt ) + ε)3
+
1
Λ̂(̂̃qεt ) + ε
Ẇt , ̂̃q
ε
0 = q̃ , 0 ≤ t < ∞ .












Ẇt , ̂̃q0 = q̃ , 0 ≤ t < ∞ .
Notice that the modified generator Â agrees with A before the process q̃εt reaches
q̃ετ1 . And before the time τ1 the process



















− f(q̃) = 0 .
Notice that the function f ∈ D ⊂ D(A) is three times continuously differentiable







e−λt[λ(f(̂̃qεt )− f(̂̃qt))− (Âf(̂̃q
ε







λe−λtdt (Lip(f)) · |̂̃qεt − ̂̃qt|+
∫ T (ε)
0
e−λtdt (Lip(Af)) · |̂̃qεt − ̂̃qt|+ (Lip(f)) · |̂̃q
ε
τ1 − ̂̃qτ1 |1 (τ1 ≤ T (ε))
)
+

















+ V P(τ1 ≥ T (ε)) .













































































Let α(λ) be the Lipschitz constant of
1
x
(x > λ), β(λ) that of
1
2x3







(q ≥ δ′), µ(δ′) that of 1
Λ̂(q)



























































































s − ̂̃qs|2ds .




t − ̂̃qt|2 ≤ C
(








By Bellman-Gronwall inequality we have
Eeq|̂̃q
ε





As we can check that |α(m(δ′))| ≤ 1
m2(δ′)
, β(m(δ′)) ≤ A3
m4(δ′)



















C(T (ε)γ2(δ′) + µ2(δ′))T (ε)
)












Noticing that by strong Markov property P(τ1 ≥ T (ε)) ≤ K exp(−pT (ε)) for some
p > 0,K > 0, we see that












 + V exp(−pT (ε)) .











































for some U0 > 0, p > 0 and 0 < κ < 1. As we choose first ε ↓ 0 and then δ′ ↓ 0, this
gives that as ε is small we have |ψε2(q)| ≤ (ũ(δ)− ũ(−δ))2. ¤












ũ(δ′)− ũ(0) + Cε
ũ(δ)− ũ(−δ) .
Proof. Let q̃ = π(q) ∈ [−δ′, δ′]. We have, for bounded positive functions C1(δ, ε),














ũ(0)− ũ(−δ) + ũ(q̃)− ũ(0) + C1(δ, ε)ε




≤ (ũ(q̃)− ũ(0) + C1ε)(ũ(δ)− ũ(−δ)) + C2ε(ũ(0)− ũ(−δ))
(ũ(δ)− ũ(−δ))2
≤ ũ(δ
′)− ũ(0) + Cε
ũ(δ)− ũ(−δ) .
The estimate of Pq(π(qεσ0) = −δ) is similar. ¤
Lemma 2.8. We have, as ε are small, for q ∈ [−1 − δ′, 1 + δ′], that |(I)ε(q)| ≤
C(ũ(δ)− ũ(−δ))2.













ũ(δ′)− ũ(0) + Mε













ũ(δ′)− ũ(0) + Mε
ũ(δ)− ũ(−δ) + C5(ũ(δ
′)− ũ(0))
≤ C3(ũ(δ)− ũ(−δ))2 + C4 ũ(δ
′)− ũ(0) + Mε
ũ(δ)− ũ(−δ) + C5(ũ(δ
′)− ũ(0)) .
We have used our gluing condition D+eu f(0) = D
−
eu f(0). Now we choose first ε ↓ 0
then δ′ ↓ 0, we get, as ε is small, that |(I)ε(q)| ≤ C(ũ(δ)− ũ(−δ))2. ¤
Lemma 2.9. As ε, δ, δ′ are small, for q ∈ [−1− δ′, 1 + δ′] we have,
Eqσ0 ≤ C(ũ(δ)−ũ(−δ))(ṽ(δ)− ṽ(−δ)) , Eq(1−e−λσ0) ≤ C(ũ(δ)−ũ(−δ))(ṽ(δ)− ṽ(−δ)) .
Proof. We apply the well known formula for the expected exit time (see, for










(uε(q)− uε(−1− δ))(uε(1 + δ)− uε(r))
uε(1 + δ)− uε(−1− δ) for − 1− δ ≤ q ≤ r ≤ 1 + δ ,
(uε(r)− uε(−1− δ))(uε(1 + δ)− uε(q))
uε(1 + δ)− uε(−1− δ) for − 1− δ ≤ r ≤ q ≤ 1 + δ ,
0 otherwise .
Therefore it is easy to estimate
Eqσ0
≤ (uε(1 + δ)− uε(−1− δ))(vε(1 + δ)− vε(−1− δ))
≤ (ũ(δ)− ũ(−δ) + C6ε)(ṽ(δ)− ṽ(−δ) + C7ε)
≤ C(ũ(δ)− ũ(−δ))(ṽ(δ)− ṽ(−δ))
as desired.
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This helps us to find





≤ λEqσ0 ≤ C(ũ(δ)− ũ(−δ))(ṽ(δ)− ṽ(−δ)) .
¤





Eqe−λτ1 ≤ 1− C(ũ(δ)) ∧ (−ũ(−δ)) .
Proof. Without loss of generality let q ∈ [1 + δ, 1 + b]. The expected value
M ε(q) = Eqe−λτ1 is the solution of the differential equation DvεDuεM ε(q) = λM ε(q),
M ε(1 + δ′) = M ε(1 + b) = 1.
There exist two solutions fλ1 (q), f
λ
2 (q) of the equation DvDuf = λf with f
λ
1 (1) =
fλ2 (1 + b) = 1 and f
λ
1 (1 + b) = f
λ













2 )(q) < ∞ (see
[7], [26]).
We shall make use of Lemma 2.6. Since q ∈ [1+δ, 1+b] we see that σ0 = 0. Lemma








t )−DvDufλk (qεt )]dt + e−λτ1fλk (qετ1)
]
− fλk (q)
∣∣∣∣ ≤ (ũ(δ)−ũ(−δ))2 .
Taking into account the definitions of fλ1 , f
λ











′) when qετ1 = 1+δ




k (1+b) when q
ε
τ1 = 1+b,




2 (1 + b)− fλ2 (1 + δ′))fλ1 (q) + (fλ1 (1 + δ′)− fλ1 (1 + b))fλ2 (q)
fλ1 (1 + δ′)f
λ
2 (1 + b)− fλ1 (1 + b)fλ2 (1 + δ′)
∣∣∣∣ ≤ K(ũ(δ)−ũ(−δ))2 .
(The expression
(fλ2 (1 + b)− fλ2 (1 + δ′))fλ1 (q) + (fλ1 (1 + δ′)− fλ1 (1 + b))fλ2 (q)
fλ1 (1 + δ′)f
λ
2 (1 + b)− fλ1 (1 + b)fλ2 (1 + δ′)
is the solution of the equation λf(q) = DvDuf with f(1 + δ′) = f(1 + b) = 1.)
This gives
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∣∣∣∣limδ′↓0 limε↓0 Eq(1− e
−λτ1)− [1− (fλ1 (q) + fλ2 (q))]
∣∣∣∣ ≤ K(ũ(δ)− ũ(−δ))2 .














Eq(1− e−λτ1) ≥ C(ũ(δ))
for q ∈ [1 + δ, 1 + b] and δ sufficiently small. The case of ũ(−δ) is handled in a similar
way. ¤
2.3 A two dimensional model problem
In this section we discuss a two dimensional model problem. We work with a
Smoluchowski-Kramers approximation in the plane R2. Let us suppose that the friction
coefficient λ(•) depends on the y variable only: λ(x, y) = λ(y). Suppose for y ∈ [−1, 1]
we have λ(y) = 0. For y 6∈ [−1, 1] we have λ(y) > 0. For simplicity of presentation we
also assume that the drift is zero: b(•) = 0. All the other assumptions about λ(•) are
the same as was made in Section 1.










dy = ∞ .
(In the case that both integrals converge the proof of Lemma 3.1 repeat that in the case
of both integrals divergent but we do not know anything about the case of one integral
convergent and the other divergent.)
As we already introduced in equation (1.8) of Section 1, we are actually considering
the stochastic differential equation for the position of the particle qεt ∈ R2 as follows:
q̇εt = −
∇λ(qεt )
2(λ(qεt ) + ε)3
+
1
λ(qεt ) + ε
Ẇ t , q
ε
0 = q0 ∈ R2 , ε > 0 . (3.1)
By taking into account our assumption on the friction coefficient λ we can write















λ(yεt ) + ε
Ẇ 1t , x
ε
0 = x0 ∈ R ,
ẏεt = −
λ′(yεt )
2(λ(yεt ) + ε)3
+
1
λ(yεt ) + ε
Ẇ 2t , y
ε
0 = y0 ∈ R .
(3.2)
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Let a < 0 < b be given. Throughout this section we will assume that our process
qεt is stopped once it exits from the domain {(x, y) ∈ R2 : a − 1 ≤ y ≤ b + 1}. We
therefore suppose that y0 ∈ [a− 1, b + 1].
Note that, similarly as in Section 2, the process yεt is a strong Markov process




(λ(s) + ε)ds , vε(y) = 2
∫ y
0









We have the obvious relation uε(y) = u(y) + εy and vε(y) = v(y) + 2εy.
Let us identify points in the x direction x ∼ x + 2π. Therefore we get a process on













t ) is on the cylinder S
1 × [a − 1, b + 1]. When we speak about the process
qεt on the domain {(x, y) ∈ R2 : a − 1 ≤ y ≤ b + 1} ⊂ R2 we will instead refer to the
coordinate representation (xεt , y
ε
t ).
Let C be the product S1 × [a, b] with all points S1 × {0} identified, forming the
point o. A generic point on C will be denoted q̃ = (θ, ỹ) where θ ∈ S1 and ỹ ∈ [a, b]. All
points (θ, 0) correspond to o.





(θ, y − 1) , for 1 < y ≤ b + 1 ;
(θ, y + 1) , for a− 1 ≤ y < −1 ;
o , for − 1 ≤ y ≤ 1 .
(3.5)










t ) where π is the projection map
introduced in Section 2.
Let, as in Section 2, ũ(ỹ) = u(ỹ − 1) for ỹ < 0 and ũ(ỹ) = u(ỹ + 1) for ỹ > 0 and
ũ(0) = u(1) = u(−1); ṽ(ỹ) = v(ỹ − 1) for ỹ < 0 and ṽ(ỹ) = v(ỹ + 1) for ỹ > 0 and
ṽ(0) = ṽ(1) = ṽ(−1). The functions ũ(ỹ) and ṽ(ỹ) are continuous strictly increasing
functions on [a, b]. Let λ̃(ỹ) = λ(ỹ − 1) for ỹ < 0 and λ̃(ỹ) = λ(ỹ + 1) for ỹ > 0 and
λ̃(0) = 0.
Let A be the operator given, for ỹ 6= 0, by the formula
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Let D(A) be the subset of the space C(C) consisting of functions f(q̃) for which




Deu(ey)f(θ′, ỹ) , lim
θ′→θ,ey→0+





exists and does not depend on θ;
lim
θ′→θ,ey→a
Af(θ′, ỹ) = lim
θ′→θ,ey→b










Deu(ey)f(θ′, ỹ)dθ . (3.10)
It is worth mentioning here that the above condition (3.10) in the definition of D(A)
can be replaced by the condition that lim
θ′→θ,ey→0−
Deu(ey)f(θ′, ỹ) and lim
θ′→θ,ey→0+
Deu(ey)f(θ′, ỹ)
not depending on θ and coinciding. In this case the proof of Lemma 3.1 remains the
same.
Let us define, for f ∈ D(A), Af(θ, a) and Af(θ, b) as the limits (3.9) and Af(o) as
the limit (3.8). The operator A defined on D(A) is a linear operator D(A) 7→ C(C).
Lemma 3.1. The closure A|D(A) of the operator A|D(A) exists and is the infinites-
imal operator of a Markov semigroup on C(C).
(The corresponding Markov process q̃t stops after reaching the boundary of C
(ỹ = a or b).)
Proof. We use the Hille-Yosida theorem and we check the following:
• The domain D(A) is dense in C(C).
This is because we can approximate every function g in C(C) by a function f which
is smooth, close to g outside a neighborhood of o and is equal to g(o) in the neighborhood
of o. This function f satisfies our restrictions on D(A) and can approximate the function
g with respect to the norm of C(C) as we choose the neighborhood of o small enough.
• The operator A|D(A) satisfies the maximum principle: for f ∈ D(A), if this
function reaches its maximum value at a point q̃ ∈ C we have Af(q̃) ≤ 0.
Indeed, for q̃ = (θ, a) or (θ, b), we have Af(q̃) = 0. If q̃ = (θ, ỹ), ỹ 6= 0 the first
partial derivatives at q̃ are equal to 0 and
∂2
∂θ2
f(θ, ỹ) ≤ 0, Dev(ey)Deu(ey) ≤ 0. Finally,
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if q̃ = o we have the left-hand derivative D−eu(ey)f(θ, 0) ≥ 0, the right-hand derivative
D+eu(ey)f(θ, 0) ≤ 0 and by (3.10) both these derivatives are equal to 0. It follows then that
the limit as ỹ → 0 of the second ỹ-derivative is non-positive for all θ ∈ S1. Since the
integral over S1 of the second θ derivative is equal to 0 for all ỹ 6= 0, taking into account
that Af(o) is equal to the limit (3.8), we have that Af(o) ≤ 0.
It follows from the maximum principle that for λ > 0 the operator λI − A|D(A)
does not send to zero any function that is not equal 0, and this linear operator has an
inverse (that is not defined on the whole C(C)), with ‖(λI − A|D(A))−1‖ ≤ λ−1. Every
bounded linear operator does have a closure (which is just its extension by continuity),
and with it the operators λI −A|D(A) and A|D(A) also have closures.
• Finally, to check that we can apply Hille-Yosida theorem to the closure A|D(A)
we have only to check that the bounded operator (λI −A|D(A))−1 is defined on a dense
set. That is, for a dense subset of F ∈ C(C) there exists a solution f ∈ D(A) of the
equation
λf −Af = F . (3.11)
Let us take F (θ, ỹ) = einθG(ỹ), defining F (o) as its limit as ỹ → 0. Of course for
n 6= 0 we have to have lim
ey→0
G(ỹ) (which limit we’ll take as the value G(0)) equal to 0.
We shall look for the solution f ∈ D(A) of the equation (3.11) in the form f(θ, ỹ) =
einθg(ỹ) (again, for n 6= 0 it should be g(0) = lim
ey→0
g(ỹ) = 0).





)g(ỹ)−Dev(ey)Deu(ey)g(ỹ) = G(ỹ) , (3.12)
and it should be solved with the boundary conditions
n2
λ̃2(a)
g(a) − Dev(ey)Deu(ey)g(a) =
n2
λ̃2(b)
g(b) −Dev(ey)Deu(ey)g(b) = 0, D−eu(ey)g(0) = D+eu(ey)g(0) and for n 6= 0, g(0) = 0. From
the boundary conditions we get at once g(a) = λ−1G(a) and g(b) = λ−1G(b).
For n = 0 the equation (3.12) with the boundary conditions Deu(ey)Dev(ey)g(a) =




eu(ey)g(0) is just the ordinary
differential equation for a one-dimensional diffusion process that has been considered
infinitely many times, and it has a solution for every G ∈ C[a, b]. Let us go to the case
n 6= 0. We are going to consider the intervals [a, 0) and (0, b] separately; what follows is
about the interval (0, b].
Similarly to how it is done in, e.g.[7], we can prove that there exist two non-negative




)ξi(ỹ)−Dev(ey)Deu(ey)ξi(ỹ) = 0 , 0 < ỹ ≤ b , (3.13)
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the first one increasing and the second one decreasing, ξ1(0) = ξ2(b) = 0, ξ1(b) < ∞,
ξ2(0+) = ∞. The derivatives Deu(ey)ξi(ỹ) are increasing, Deu(ey)ξ1(0) = 0, Deu(ey)ξ2(b) < 0.
It is easily checked that the Wronskian





(both summands Deu(ey)ξ1(ỹ) · ξ2(ỹ) and −Deu(ey)ξ2(ỹ) · ξ1(ỹ) are positive) does not depend
on ỹ: W (ỹ) ≡ W > 0.


















































and it goes to zero as ỹ → 0+.






















and it can be made arbitrarily small by choosing a positive c close enough to 0. The


























, and it is not greater than
‖G‖ · [ξ2(ỹ) · ṽ(c) + ξ2(c) · ṽ(b)] ,
and the first summand is not greater than
‖G‖/W · [W · ṽ(c) + ξ2(c) · ṽ(b) ·Deu(ey)ξ1(ỹ)] .
By choosing c ∈ (0, b) close enough to 0 we make ṽ(c) arbitrarily small; and we
know Deu(ey)ξ1(ỹ) → 0 as ỹ → 0+. So the first summand in (3.17) goes to 0 as ỹ → 0+.
The second summand in (3.17) does not exceed in absolute value
‖G‖ · ξ1(ỹ) · |Deu(ey)ξ2(ỹ)| · ṽ(ỹ) ≤ ‖G‖ ·W · ṽ(ỹ) → 0 (ỹ → 0+) .
Now we are looking for the solution g(ỹ) of the equation (3.12) with the boundary
conditions under this formula in the form g(ỹ) = g̃(ỹ)+C · ξ1(ỹ). For the undetermined
coefficient C we get one linear equation, and it does have a solution since ξ1(b) 6= 0.
The same way we get, for n 6= 0, a solution g(ỹ) for ỹ < 0 with g(0−) =
Deu(ey)g(0−) = 0, g(a) = µ−1G(a).
So we get a solution f ∈ D(A) of the equation (3.11) for every function F (θ, ỹ) =
N∑
n=−N
einθ ·Gn(ỹ), Gn(ỹ) ∈ C[a, b], such that Gn(0) = 0 for n 6= 0 (we take f(o) = G0(0)).
The set of such functions is dense in C(C) so that the closure operator (λI −A|D(A))−1
is defined on the whole C(C) which finishes the proof. ¤
Let q̃t be the Markov process corresponding to A|D(A), whose existence was proved
in Lemma 3.1. We prove the following
Theorem 3.1. As ε ↓ 0, for fixed T > 0, the process q̃εt = π(qεt ) converges weakly
in the space C[0,T ](C) to the process q̃t.
The proof is again based on an application of Lemma 2.2.
Proof of Theorem 3.1. Making use of Lemma 2.2, we take the metric space
M = S1×[a−1, b+1] with standard metric. The mapping Y = π. The space Y (M) = C
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is endowed with the metric d, defined as follows. For any two points (θ1, ỹ1) and (θ2, ỹ2)
on C with ỹ1, ỹ2 having the same sign we let d((θ1, ỹ1), (θ2, ỹ2)) be the Euclidean distance
between points (|ỹ1| cos θ1, |ỹ1| sin θ1) and (|ỹ2| cos θ2, |ỹ2| sin θ2) in R2; if ỹ1 and ỹ2 have
different sign we take d((θ1, ỹ1), (θ2, ỹ2)) = d((θ1, ỹ1), o) + d(o, (θ2, ỹ2)). With respect





t and the process (yt,Py) is taken as q̃t.
For the uniqueness of solution of martingale problem we set the space Ψ be the




Gn ∈ C[a, b] is continuously differentiable inside [a, 0) and (0, b], also Gn(0) = 0 for
n 6= 0. We take f(o) = G0(0). It is proved in the proof of Lemma 3.1 that the equation
λf −Af = F always has a solution f ∈ D ⊂ D(A) for all F ∈ Ψ and λ > 0. The space
D contains those functions f ∈ C(C) that are bounded and are three times continuously
differentiable inside C+ ≡ {(θ, ỹ) ∈ C : a < ỹ < 0} and C− ≡ {(θ, ỹ) ∈ C : 0 < ỹ < b}.
We will state pre-compactness of family of distributions of processes q̃εt in Lemma
3.2. What remains to do is to check that for every compact K ⊂ C and for every f ∈ D




e−λt[λf(π(qεt ))−Af(π(qεt ))]dt− f(π(q0))
]
→ 0
as ε ↓ 0 uniformly in q0 ∈ π−1(K). The proof of this is essentially the same as the
proof we did in Lemma 2.5, based on the following auxiliary Lemmas 3.9 (for the proof
of convergence for processes near o) and 3.10 (for the proof of convergence for processes
away from o) and the auxiliary Lemmas 2.9 and 2.10 (for the estimates on the exit times,
notice that the stopping times σn and τn we will work with in this section are essentially
the same stopping times that we worked with in Section 2 since we are discussing about
a model problem). We omit the details in the proof. ¤
Let κ be a real number with small absolute value. Let G(κ) = {(θ, y) ∈ S1 ×
[a − 1, b + 1] : a − 1 ≤ y ≤ −1 − κ or 1 + κ ≤ y ≤ b + 1}. Let C+(κ) = {(θ, y) ∈
S1 × [a− 1, b + 1] : y = 1 + κ} and C−(κ) = {(θ, y) ∈ S1 × [a− 1, b + 1] : y = −1− κ}.
Let C(κ) = C+(κ) ∪ C−(κ). Let δ > δ′ > 0 be small. We shall introduce a sequence of
stopping times τ0 ≤ σ0 < τ1 < σ1 < τ2 < σ2 < ... by
τ0 = 0 , σn = min{t ≥ τn, qεt ∈ G(δ)} , τn = min{t ≥ σn−1, qεt ∈ C(δ′)} .




hits a− 1 or b + 1 before it hits − 1− δ′ or 1 + δ′) = 1 .
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We will then define τk+1 = min{t > σk : yεt = a − 1 or b + 1}. And we define
τk+1 < σk+1 = τk+1 + 1 < τk+2 = τk+1 + 2 < σk+2 = τk+1 + 3 < ... and so on.
We have lim
n→∞ τn = limn→∞σn = ∞. And we have obvious relations q
ε
τn ∈ C(δ′),
qεσn ∈ C(δ) for 1 ≤ n ≤ k (as long as k ≥ 1, if k = 0 the process may start from G(δ)
and goes directly to S1×{a− 1} or S1×{b + 1} without touching C(δ′) and is stopped
there, or it may start from S1× (−1− δ, 1+ δ), reaches C(δ) first and then goes directly
to S1 × {a− 1} or S1 × {b + 1} without touching C(δ′) and is stopped there). Also, for
n ≥ k +1 we have qετn = qεσn ∈ S1×{a− 1} or S1×{b+1}. If qε0 = q0 ∈ G(δ), then we
have σ0 = 0 and τ1 is the first time at which the process qεt reaches C(δ
′) or S1×{a−1}
or S1 × {b + 1}.
Note that these stopping times are the same as those defined in Section 2 since our
process yεt is essentially the process q
ε
t in Section 2.
The pre-compactness of the family {q̃εt}ε>0 in C[0,T ](C) for 0 < T < ∞ is proved
in the same way as in the one-dimensional case. We shall make use of the technical




• and the space C[0,T ](C) instead of
C[0,T ]([a, b]). We omit the proof of the next lemma.
Lemma 3.2. The family of distributions of {q̃εt}ε>0 is pre-compact in C[0,T ](C).
The next few lemmas establish the estimates on the asymptotic joint law of the
processes (yεt , θ
ε
t ) at first exit from a small neighborhood of the domain within which
the friction vanishes. This is the key part to the proof of Theorem 3.1.
Let δ′′ > 0 be small. We consider the process qεt starting from qε0 = q0 ∈ S1 ×
[−1 − δ′, 1 + δ′]. Let us introduce another sequence of stopping times α1 < β1 < α2 <
β2 < ... < αn(ε) by
α1 = min{0 ≤ t < σ0 : qεt ∈ C(0)} , β1 = min{α1 < t < σ0 : qεt ∈ C(−δ′′)} ,
and for k ≥ 2 we define
αk = min{βk−1 < t < σ0 : qεt ∈ C(0)} , βk = min{αk < t < σ0 : qεt ∈ C(−δ′′)} .
Here we take the convention that the minimum over an empty set is ∞. The
number n(ε) is a non-negative integer-valued random variable such that αn(ε) < ∞ and
βn(ε) = ∞. If α1 = ∞ we set n(ε) = 0.
Lemma 3.3. For q0 ∈ G(δ′) we have










Proof. If 1 ≤ yε0 = y0 ≤ 1 + δ′ we have
Pq0(α1 < ∞) =
uε(1 + δ)− uε(y)
uε(1 + δ)− uε(1) ≥
uε(1 + δ)− uε(1 + δ′)




If −1− δ′ ≤ yε0 = y0 ≤ −1 we have
Pq0(α1 < ∞) =
uε(y)− uε(−1− δ′)
uε(−1)− uε(−1− δ) ≥
uε(−1− δ′)− uε(−1− δ)
uε(−1)− uε(−1− δ) = 1−
−ũ(−δ′) + εδ′
−ũ(−δ) + εδ .
If −1 < yε0 = y0 < 1 we have Pq0(α1 < ∞) = 1. ¤
Lemma 3.4. For q0 ∈ G(δ′) we have
Pq0(β1 < ∞|α1 < ∞) ≥ 1−max
(
εδ′′
ũ(δ) + ε(δ + δ′′)
,
εδ′′
−ũ(−δ) + ε(δ + δ′′)
)
. (3.19)
Proof. If yεα1 = 1 we have
Pq0(β1 < ∞|α1 < ∞) =
uε(1 + δ)− uε(1)
uε(1 + δ)− uε(1− δ′′) = 1−
εδ′′
ũ(δ) + ε(δ + δ′′)
.
If yεα1 = −1 we have
Pq0(β1 < ∞|α1 < ∞) =
uε(−1)− uε(−1− δ)
uε(−1 + δ′′)− uε(−1− δ) = 1−
εδ′′
−ũ(−δ) + ε(δ + δ′′) .
¤
Let M(ε) → ∞ as ε ↓ 0 be an integer. The exact asymptotics of M(ε) will be
specified later. We prove
Lemma 3.5. For q0 ∈ G(δ′) we have





ũ(δ) + ε(δ + δ′′)
,
εδ′′




Proof. This is because trajectories of qεt between times αi ≤ t < αi+1 are inde-
pendent and by iteratively using Lemma 3.4 we get the desired result. ¤
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Lemma 3.6. We have






with Hi being i.i.d. positive random variables with E(Hi)4 < ∞ for i = 1, 2, ..., n(ε)− 1.
Proof. This is a result of the Hölder continuity of the standard Wiener trajectory
|Wt −Ws| ≤ Hi|t − s|1/5 and the fact that between times βi ≤ t < αi+1 the process yεt
is a time-changed Wiener process
1
ε
Wt traveling at least a distance of δ′′. ¤
Let us define an auxiliary function








ũ(δ) + ε(δ + δ′′)
,
εδ′′












Lemma 3.7. For q0 ∈ G(δ′) and for some A > 0, κ > 0 and C > 0, there exists
ε0 > 0 such that for all 0 < ε < ε0, for any 0 ≤ θ1 ≤ θ2 ≤ 2π we have





σ0 = 1 + δ)
∣∣∣∣
≤ C exp(−A(δ′′)5κM(ε)) + 2Ω(ε, δ, δ′, δ′′,M(ε))





σ0 = −1− δ)
∣∣∣∣
≤ C exp(−A(δ′′)5κM(ε)) + 2Ω(ε, δ, δ′, δ′′,M(ε)) .





λ(yεt ) + ε













. Using Lemma 3.6 for q0 ∈ G(δ′) the random time





















(If n(ε) = 0, 1 the sum is supposed to be 0.)
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And we also notice that the random time T ε(σ0) only depends on the behavior of
the process yεt and is therefore independent of the Wiener process W
1
t in the stochastic
differential equation ẋεt =
1
λ(yεt ) + ε
Ẇ 1t (see (3.2)). For the same reason the random
variables yεσ0 , n(ε) and α1 are of course also independent of W
1
t .





























≥ c > 0 a. s.
for some constant c > 0. (We can always assume that Hi is uniformly bounded from






< ∞ and we can apply SLLN.)
Now we see that we can find some ε0 > 0 such that for all 0 < ε < ε0 we will have
Pq0(T
ε(σ0) ≥ (δ′′)5κM(ε)|n(ε) ≥ M(ε), α1 < ∞) = 1
for some constant κ > 0.
This gives
Pq0(T
ε(σ0) ≥ (δ′′)5κM(ε), yεσ0 = 1 + δ|n(ε) ≥ M(ε), α1 < ∞)
= Pq0(y
ε
σ0 = 1 + δ|n(ε) ≥ M(ε), α1 < ∞) .
Recall that we have θεσ0 = x
ε
σ0 mod 2π = W
1
T ε(σ0)
mod 2π. Using this, the inde-
pendence of T ε(σ0), yεσ0 , α1 and n(ε) with W
1
t , and the above estimates we have, as
0 < ε < ε0, that
Pq0(θ
ε










ε(σ0) ∈ dt, yεσ0 = 1 + δ|n(ε) ≥ M(ε), α1 < ∞)Pq0(W 1t mod 2π ∈ [θ1, θ2]) .
Since we have the exponential decay
∣∣∣∣P(W 1t mod 2π ∈ [θ1, θ2])−
θ2 − θ1
2π
∣∣∣∣ < C exp(−At)
for some C > 0 and A > 0, we could estimate









for 0 < ε < ε0.
Notice that we have, by using Lemmas 3.5 and 3.3,
∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = 1 + δ)−Pq0(θεσ0 ∈ [θ1, θ2] , yεσ0 = 1 + δ|n(ε) ≥ M(ε), α1 < ∞)
∣∣
=
∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = 1 + δ|n(ε) ≥ M(ε), α1 < ∞)P(n(ε) ≥ M(ε), α1 < ∞) −
Pq0(θ
ε
σ0 ∈ [θ1, θ2] , yεσ0 = 1 + δ|n(ε) ≥ M(ε), α1 < ∞)
∣∣ + Pq0(n(ε) < M(ε)) + Pq0(α1 = ∞)
≤ 2(Pq0(n(ε) < M(ε)) + Pq0(α1 = ∞))








ũ(δ) + ε(δ + δ′′)
,
εδ′′











= Ω(ε, δ, δ′, δ′′,M) .











σ0 = 1 + δ|n(ε) ≥ M(ε), α1 < ∞)
∣∣∣∣ ≤ Ω(ε, δ, δ′, δ′′,M) .
Summing up these estimates we have





σ0 = 1 + δ)
∣∣∣∣
≤ ∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = 1 + δ)−Pq0(θεσ0 ∈ [θ1, θ2] , yεσ0 = 1 + δ|n(ε) ≥ M(ε), α1 < ∞)
















σ0 = 1 + δ|n(ε) ≥ M(ε), α1 < ∞)
∣∣∣∣
≤ 2Ω(ε, δ, δ′, δ′′,M) + C exp(−A(δ′′)5κM(ε)) ,
as desired. The other inequality is established in a similar way. ¤
Combining Lemma 3.7 and Lemma 2.7 we can have
Lemma 3.8. For q0 ∈ G(δ′) and for some A > 0, κ > 0 and C1, C2 > 0, there
exists ε0 > 0 such that for all 0 < ε < ε0, for any 0 ≤ θ1 ≤ θ2 ≤ 2π we have






≤ C1 exp(−A(δ′′)5κM(ε)) + 2Ω(ε, δ, δ′, δ′′,M(ε)) + ũ(δ
′)− ũ(0) + C2ε










≤ C1 exp(−A(δ′′)5κM(ε)) + 2Ω(ε, δ, δ′, δ′′,M(ε)) + ũ(δ
′)− ũ(0) + C2ε
ũ(δ)− ũ(−δ) ≡ ρ(ε) .
(3.23)
Now let us specify the asymptotic order of M(ε) →∞, δ = δ(ε) → 0, δ′ = δ′(ε) → 0
and δ′′ = δ′′(ε) → 0 as ε ↓ 0. Since for 0 < κ < 1 we have the elementary estimate
1− (1− κ)n = κ(1 + (1− κ) + ... + (1− κ)n−1) ≤ κn we can estimate






ũ(δ) + ε(δ + δ′′)
,
εδ′′












We shall choose δ′′ = δ′′(ε) << δ and M(ε) such that the requirements of Lemmas
2.6, 2.7 and 2.8 hold. At the same time, we need





ũ(δ) ∧ (−ũ(−δ)) . (ũ(δ)− ũ(−δ))
2 . (3.25)














the same time we keep our asymptotic order of choice of ε, δ and δ′ as in Section 2. This













. (ũ(δ)− ũ(−δ))2 .
It could be checked that this is possible to make (3.24) and (3.25) to hold. We formulate
this as a corollary.
Corollary 3.1. Let q0 ∈ G(δ′). Under the above specified asymptotic order we
have, there exist ε0 > 0 such that for any 0 < ε < ε0 we have





∣∣∣∣ ≤ C · (ũ(δ)− ũ(−δ))2 , (3.26)





∣∣∣∣ ≤ C ·(ũ(δ)−ũ(−δ))2 . (3.27)
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Lemma 3.9. For any q ∈ G(δ′) and for any ρ > 0 there exist ε0 = ε0(ρ) such that
for any 0 < ε < ε0, for any f ∈ D(A) we have, for some K > 0
|Eqf(π(qεσ0))− f(π(q))| < K(ũ(δ)− ũ(−δ))2 . (3.28)
Proof. We have, using Corollary 3.1, that
|Eqf(π(qεσ0))− f(π(q))|
=






f(θ, δ)Pq(θεσ0 ∈ dθ, yεσ0 = 1 + δ) +
∫ 2π
0















ũ(δ)− ũ(−δ)f(θ,−δ)dθ − f(π(q))














ũ(δ)− ũ(−δ)(f(o)− f(θ,−δ))dθ + (f(o)− f(π(q)))



















|f(o)− f(π(q))|+ K1(ũ(δ)− ũ(−δ))2
≤ K(ũ(δ)− ũ(−δ))2
for some K1 > 0 and K > 0. We have used the gluing condition (3.10) and our specified
choice of asymptotic order of δ, δ′ and ε. ¤




e−λt[λf(π(qεt ))−Af(π(qεt ))]dt + e−λτ1f(π(qετ1))
]
− f(π(q0))
∣∣∣∣ ≤ (ũ(δ)−ũ(−δ))2 .
(3.29)
The proof of this Lemma is essentially the same proof in Lemma 2.6 modified into
a two-dimensional version and we omit it.
Finally we would like to mention that our boundary condition given in this section









λ(yεt ) + ε
dW 1t ,
yεt = |W 2t | .
(3.30)
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Here λ(•) is a smooth function on R+ that vanishes at 0 and is strictly positive
in (0,∞); W 1t and W 2t are two independent standard Wiener processes on R. Let




t ) on R × R+ be stopped once it hits the boundary {(x, y) ∈
R2 : y = R} for some R > 0. Let θεt = xεt mod 2π. Let π : S1 × R+ → R2 be





t ) is a diffusion process on S
1× [0, R] with normal reflection at the boundary
{(θ, y) : y = 0} and is stopped once it hits the other boundary {(θ, y) : y = R}. Let
mεt = π(w
ε
t ) (i.e., we glue all points {(θ, y) : y = 0}). The process mεt moves within
the disk B(R) = {m ∈ R2 : |m|R2 ≤ R} and is stopped once it hits the boundary. In
general, this process is not a Markov process. But we expect that, as ε ↓ 0, this process
wεt will converge weakly to a Markov process wt on B(R) with generator A and the
domain of definition D(A), defined as follows: The operator A at points (θ, r) (we use
polar coordinates, that is, a point (x, y) ∈ R2 is represented by (r cos θ, r sin θ)) with











f(θ, r) . (3.31)
The domain of definition D(A) of the operator A consists of those continuous functions
f on B(R) for which Af(θ, r) is defined and continuous for r 6= 0, the derivative in r










exists and does not depend on θ;
lim
θ′→θ,r→R−







(θ′, r)dθ = 0 . (3.35)
We define, for f ∈ D(A), Af(θ, R) as the limit (3.34) and Af(O) as the limit (3.33).
The weak convergence of wεt to wt in C[0,T ](B(R)) described above shall be a result
of fast motion xεt running at the local time of the slow motion y
ε
t on the boundary
{(x, y) ∈ R×R+ : y = 0}. The proof of this result shall follow the same method of this
section.
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3. ON SECOND ORDER ELLIPTIC EQUATIONS WITH A SMALL
PARAMETER.
3.1 Introduction



















, k = 0, 1 , x ∈ Rd .
The coefficients are assumed to be smooth enough, say, in C(2)(Rd), i.e., having
continuous second derivatives.
Boundary problems for the operator Lε = L0 + εL1 in the domain G and corre-
sponding initial-boundary problems for the equation
∂uε(t, x)
∂t
= Lεuε, t > 0, x ∈ G,
are considered. The operator Lε is assumed to be elliptic for ε > 0. One can study the
limiting behavior of solutions of stationary problems as ε ↓ 0 and the limiting behavior
of solutions of initial-boundary problems as ε ↓ 0 and t →∞.
If the operator L0 is elliptic in G ∪ ∂G, the problem is simple: uε converges to the
solution of corresponding problem for the operator L0. In the case of degenerate operator
L0, situation is more complicated, and the question was considered in numerous papers.
First, the case of first order operator L0 was considered: L0 = b(0)(x) · ∇, b(0)(x) =
(b(0)1 (x), ..., b
(0)
d (x)). N.Levinson [25] showed in 1950-th that, if the characteristics of L0
(e.g., trajectories of the dynamical system Ẋt = b(0)(Xt) in Rd) leave the domain G in
finite time and cross the boundary in a regular way, then the solution of the Dirichlet
problem Lεuε = 0, x ∈ G, uε(x)|∂G = ψ(x), converges as ε ↓ 0 to the solution of
degenerate equation L0u0(x) = 0, x ∈ G, with the boundary condition ψ(x) (ψ(x) is
assumed to be continuous) on the part of ∂G through which the characteristics leave
the domain. Such a solution u0(x) is unique.
Most of subsequent results concerning this problem were obtained by probabilistic
methods. With each operator Lε, ε ≥ 0, one can (see [9], notice that the coefficients of
a
(k)
ij (x) are in C






(0)(X̃εt ) + εb








X̃ε0 = x ∈ Rd , t > 0 , σ(k)(x)(σ(k)(x))∗ = (a(k)ij (x)) = a(k)(x) , k = 0, 1 .
Here W 0t and W
1
t are independent Wiener processes in Rd. Then the solution of




= Lεuε(t, x) can be represented as expectations of corresponding
functionals of X̃εt . The trajectories X̃
ε
t , in a sense, play the same role as characteristics
in the case of first order operator L0. Using these representations and studying limiting
behavior of process X̃εt one can describe the limiting behavior of the boundary problems
(see [11], [14]).
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If problems with the Neumann boundary conditions are considered, one can use the
corresponding diffusion process with reflection on the boundary (see, for instance, [11,
§2.5]). Various cases of first order operators L0 not satisfying Levinson’s conditions were
examined using the probabilistic approach (see [11], [14] and the references therein).
If the operator L0 has terms with second derivatives, one can introduce a generalized
Levinson condition ([11, §4.2]). Under this condition the equation L0u0(x) = 0, x ∈ G,
with appropriate Dirichlet type boundary conditions has a unique solution, and the
solution uε(x) of the Dirichlet problem for equation Lεuε(x) = 0, x ∈ G converges
to u0(x) as ε ↓ 0. The difference with the classical Levinson case is just in the rate of
convergence: under mild additional assumptions |uε(x)−u0(x)| < εγ for some γ > 0 and
0 < ε << 1, but for any γ′ > 0 one can find L0 with infinitely differentiable coefficients
non-degenerating on ∂G such that |uε(x) − u0(x)| is greater than εγ′ at a point x ∈ G
and 0 < ε << 1.
A convenient way to specify the degeneration of L0 is given by the conservation
laws. A function H(x) is called a first integral for the process X0t corresponding to L0
if Px(X0t ∈ S(H(x))) = 1 for all t ≥ 0 and x ∈ Rd, where S(z) = {y ∈ Rd : H(y) = z};
here and below the subscript x ∈ Rd in the probability Px or expected value Ex means
that the trajectory of the process starts at the point x.




∇ · (a(k)(x)∇u(x)) .
Then a smooth function H(x) is a first integral for the process X̃0t (for the corresponding
operator L0) if and only if a(0)(x)∇H(x) ≡ 0. In general, the process X̃0t can have several
independent smooth first integrals. To restrict ourselves to the case of one smooth first
integral we assume that e·(a(0)(x)e) ≥ a(x)|e|2Rd for each e ∈ Rd such that e·∇H(x) = 0:
It is assumed that a(x) is smooth and strictly positive if x is not a critical point of H(x);
if x0 is a critical point, a(0)(x0) = 0 and a(x0) = 0.















= 0 ; (1.1)
γε(x) here is the inward co-normal unit vector to ∂G corresponding to Lε. Let Xεt be the
process in G∪∂G governed by the operator inside G with reflection along the co-normal
to ∂G. Since Lε is self-adjoint, the Lebesgue measure is invariant for the process Xεt ,
and the problem (1.1) is solvable for continuous f(x) such that
∫
G
f(x)dx = 0. Together
with the last condition, we assume that L1 is not degenerate in G∪∂G, so that to single
out a unique solution of (1.1), we shall fix the value of uε(x) at a point xO ∈ G ∪ ∂G
which is fixed the same for all ε > 0. We let uε(xO) = 0.
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Fig. 3.1.










t )dt . (1.2)
If the first integral H(x) has in G ∪ ∂G no critical points, one can describe the
lim
ε↓0
uε(x) in the way similar to [18]: One shall introduce a graph G corresponding to
the set of connected components of the intersections of the level sets of H(x) within
G. A boundary problem on G with appropriate gluing conditions at the vertices can be
formulated, and the solution of this problem defines lim
ε↓0
uε(x). If the function H(x) has
saddle points inside G, additional branchings in the graph appear. The gluing conditions
at these new vertices can be calculated using the results of [13].
All mentioned above results concern the case when the rank of a(0)(x) is constant
and equal to d−1 for all x ∈ G∪∂G except the critical points of H(x). In this paper, we
consider the case when L0 is non-degenerate in a connected subdomain E ⊂ G, and we let
H(x) be equal to a constant on E . Outside E the first integral H(x) has a finite number
of critical points (see Fig.1). For convenience of presentation, we shall then introduce
several first integrals Hk(x) (k = 1, ..., r) for each of the connected components U1, ..., Ur
on which L0 is degenerate. We shall let H(x) = Hk(x) for x ∈ Uk. A more concrete
setup of the problem is in Section 2. Existence of the domain E where the operator L0
is not degenerate leads to more general gluing conditions. The limiting process on the
graph spends a positive time at the vertex corresponding to E .
Let S(z) = {x ∈ G ∪ ∂G : H(x) = z}. The graph G is the result of identification
of points of each connected component of every level set S(z). Let Y : G ∪ ∂G → G
be the identification mapping. We call Y(x) the projection of x onto G. We consider
the projection Y εt = Y(X
ε
t ) of the process X
ε
t on G and prove that processes Y εt on G
converge weakly in the space of continuous functions [0, T ] → G to a diffusion process
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Yt on G. The process Yt is defined by a family of differential operators, one on each
edge, and by gluing conditions at the vertices. We calculate the operators and the gluing
condition. The function u0(x) = lim
ε↓0
uε(x) is constant on each connected component of
every level set of H(x): u0(x) = v(Y(x)). We formulate a boundary problem for the
function v(y), y ∈ G, which has a unique solution, and actually can be solved explicitly.
The organization of this paper is as follows: Section 2 sets up the problem and
gives the main results. Section 3 is devoted to the proof of the main results in Section
2. Section 4 proves auxiliary results needed in Section 3.
3.2 Main results
Let us first speak about our assumptions.
Suppose we have a bounded domain G ⊂ Rd, with smooth boundary ∂G. Let L0


















∇ · (a(0)(x)∇u(x)) .
Let U1, ..., Ur be several regions inside G. They are simply connected open sets
and they do not intersect each other. Let us assume, that the matrix a(0)(x) ≡
(a(0)ij (x))1≤i,j≤d is strictly elliptic on E = [G]\ (∪rk=1[Uk]) (here [D] is the closure of
a domain D). For x ∈ [E ], the coefficients a(0)ij (x), 1 ≤ i, j ≤ d are assumed to be in
C(3)([E ]).
Let us discuss the case when x ∈ ∪rk=1[Uk]. For each k = 1, ..., r and x ∈ [Uk],
the coefficients a(0)ij (x), 1 ≤ i, j ≤ d are assumed to be in C(3)([Uk]). We assume that
the matrix (a(0)ij (x))1≤i,j≤d is degenerate on ∪rk=1[Uk]. To specify this degeneration, we
assume that within each [Uk] there is a function Hk which is a first integral of the
(degenerate) operator L0, i.e., a(0)(x)∇Hk(x) = 0 for x ∈ [Uk]. Let Hk have only one
minimum mk inside Uk. (We can always make this assumption since if mk is a maximum
we work with −Hk instead of Hk.) Let xk(mk) be the point in Uk corresponding to






is positive definite. Since the choice of Hk is up to a constant
we can assume that Hk = 0 on ∂Uk. For h ∈ (mk, 0] the level surfaces Ck(h) = {x ∈
Uk : Hk(x) = h} of the functions Hk inside Uk are closed surfaces of dimension (d− 1)
and the operator L0 is non-degenerate on Ck(h). Let γk = ∂Uk = Ck(0). A non-
degeneracy condition of a(0)(x) on Ck(h) is assumed: for any vector e ∈ Rd such that
e · ∇Hk = 0 we have e · (a(0)(x)e) ≥ a(x)|e|2Rd for some a(x) > 0 and x 6= xk(mk). We
set a(0)(xk(mk)) = 0 and Ck(mk) = {xk(mk)}. We assume that the level surfaces Ck(h)
for h ∈ (mk, 0] divide Uk\{xk(mk)} into pieces of (d− 1)-dimensional surfaces.
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For simplicity of presentation we will assume that ∇Hk(x) 6= 0 for x ∈ γk. One can
introduce a global first integral H(x) on [G] as in Section 1: H(x) = Hk(x) for x ∈ Uk
and H(x) = 0 for x ∈ [E ]. However, this function H(x) is not smooth at ∪rk=1γk but
this is only a result of non-essential technical assumptions.
Let γ = ∪rk=1γk. We assume that the order of degeneracy is given by the condition
that for a certain unit vector field ed(x) in a small neighborhood of ∪rk=1[Uk] we have
const1 · dist2(x, γ) ≤ ed(x) · (a(0)(x)ed(x)) ≤ const2 · dist2(x, γ)
for some const1, const2 > 0. The distance dist(x, γ) is the Euclidean distance between
x and γ. The vector field ed(x) =
∇Hk
|∇Hk|Rd
for x ∈ γk.
In particular, our assumptions imply that the matrix a(0)(x) has rank d in E and
rank (d− 1) in ∪rk=1[Uk]. However, the coefficients a(0)ij (x), 1 ≤ i, j ≤ d are only in C(1)
for x ∈ γ. We notice that in this case results of [9] do not apply. We shall then assume
that there is a decomposition a(0)(x) = σ(0)(x)(σ(0)(x))∗ for all x ∈ [G]. The square
matrix σ(0)(x) has bounded Lipschitz continuous terms.
We shall assume, that the operator L1 governing the perturbation is self-adjoint


















∇ · (a(1)(x)∇u(x)) .
Again we denote the matrix a(1)(x) ≡ (a(1)ij (x))1≤i,j≤d and we assume that the terms
a
(1)
ij (x) are in class C
(2)(Rd). In this case results of [9] apply and we have a(1)(x) =
σ(1)(x)(σ(1)(x))∗ for all x ∈ [G]. The square matrix σ(1)(x) have bounded Lipschitz
continuous terms.
Let us put a Neumann boundary condition with respect to co-normal unit vector




L0 + L1 inside G with co-normal reflection at ∂G. We see that Lebesgue
measure is invariant for the process Xεt .
Let us then speak about the results.
We construct a graph G as follows. The graph G has r edges I1, ..., Ir joined
together at one vertex O. Let the other endpoint of Ik be Vk. Let us write Ik = [mk, 0].
The coordinate (k, Hk) is a global coordinate on G. The root O corresponds to all (k, 0)
for k = 1, ..., r. Let us introduce an identification map Y : [G] → G: for x ∈ [E ] we have
Y(x) = O and for x ∈ Uk we have Y(x) = (k, Hk(x)). Let the process Y εt = Y(Xεt ). We
are going to prove, that as ε ↓ 0 the processes Y εt converge weakly in the space C[0,T ](G)
to a Markov process Yt on G.
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The process Yt is defined as follows. It is a diffusion process on the graph G with
generator A and the domain of definition D(A). Inside each Ik it is governed by an
operator Lk defined as

























The notation dσ denotes the integral with respect to the area element on Ck(h).
We set Af = Lkf for (k, Hk) ∈ (Ik) ((Ik) is the interior of the interval Ik). Let the
limit lim
(k,Hk)→O
Af(k, Hk) be finite and independent of k. This limit is set to be Af(O).
The domain of definition D(A) of the operator A consists of those functions f that





These functions satisfy the gluing condition at the vertex O:








(k, Hk) . (2.1)







For the exterior vertices V1, ..., Vr no additional assumptions are to be imposed on
the behavior of the function f in the domain D(A).
It was proved in [16] the the process Yt exists and is a strong Markov process on
the graph G.
We have
Theorem 2.1. As ε ↓ 0 the processes Y εt converge weakly to Yt in C[0,T ](G).




t ) starting from a point
x ∈ [G] in the space C[0,T ](G): for each Borel subset B ⊆ C[0,T ](G) we set µεx(B) =
PXε0=x(Y
ε• ∈ B). Similarly, for each y ∈ G we let µ0y be the distribution of Yt in the
space C[0,T ](G) with µ0y(B) = PY0=y(Y• ∈ B). Theorem 2.1 can be reformulated as
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Theorem 2.2. For every x ∈ [G] and every T > 0 the distribution µεx converges




• ) → EY0=Y(x)F (Y•)
as ε ↓ 0.
The process Y εt can be viewed as the slow component of the process X
ε
t . The
fast component Zεt of X
ε
t is a process governed by the operator
1
ε
L0. The process Zεt
moves on Y−1(y) for each y ∈ G: it is moving on [E ] when y = O and it is moving on
Ck(Hk) when y = (k, Hk). Since Lebesgue measure is invariant for the process Xεt , the
fast component Zεt , as ε > 0 is small, has, approximately, a distribution with density
1







Ck(Hk) (with respect to the area element dσ on Ck(Hk)). Using this we can formulate
the above two theorems in terms of differential equations:
















with a Hölder continuous function f(x) satisfying
∫
G
f(x)dx = 0. Let uε(xO) = 0 for




where v(y) is a continuous function on G such that

















when y = (k, Hk). The function v(y) satisfies the gluing condition (2.1) and v(Y(xO)) =
0. Such a function v(y) is unique.
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3.3 Proof of Theorem 2.1
The Proof of Theorem 2.1 follows the arguments of [14], [17], [3] and [4].
Heuristically, the idea of [4] can be explained as follows. The process Xεt moves
within [G] and has Lebesgue measure as its invariant measure. Since the process Xεt
has a ”fast” component governed by the operator
1
ε
L0, it will spend a positive amount
of time proportional to Volume(E) within E as ε ↓ 0. As we project Xεt onto the graph
G and the whole ergodic component E corresponds to O, the limiting process Yt has
a boundary condition with a ”delay” at O. (We recommend a nice article [23] and
a brief summary [24, §5.7] about this boundary condition.) Our gluing condition (2.1)
ensures that the process Yt has an invariant measure on G that agrees with the Lebesgure
measure on [G]. We also refer to [14, Ch.8, pp. 347–350] for an explanation of this.
Let us first introduce some notations. Below we will often suppress the small
parameter ε and it could be understood directly from the context. Let γk = Ck(−ε1/2)
and γ = ∪rk=1γk. Let σ be the first time when the process Xεt hits γ. Let τ be the first
time when the process Xεt hits γ. Let σ0 = σ. Let τn be the first time following σn when
the process reaches γ. For n ≥ 1 let σn be the first time after τn−1 when the process Xεt
reaches γ.
Let σ∗ ∈ {σ0, σ1, ...} and we denote by mxσ∗ the measure on γ induced by Xεσ∗
starting at x. That is,
mxσ∗(A) = Px(X
ε
σ∗ ∈ A) , A ∈ B(γ) .
Let ν(•) be the invariant measure of the induced chain Xεσn on γ. The key lemma
of [4] is the following
Lemma 3.1. Let x ∈ [E ]. For each δ > 0 and all sufficiently small ε there is a
stopping time σ∗ which may depend on δ, ε and x and such that
Exσ∗ ≤ δ , (3.1)
sup
x∈γ
Var(mxσ∗(dy)− ν(dy)) ≤ δ , (3.2)
where Var is the total variation of the signed measure.
Our proof of this lemma is a bit simpler than that of [4].
Proof. We will prove, in Lemma 4.11 that Xεσn satisfies the Doeblin condition on γ
uniformly in ε. This implies that one can choose an N depending on δ but independent
of ε such that the distribution of XεσN is δ-close to the invariant measure ν(•) on γ.
That is, as we set σ∗ = σN the condition (3.2) is satisfied.
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Exσ = 0 , (3.5)
uniformly in ε. We can write σN =
N∑
i=1
[(σi − τi−1) + (τi−1 − σi−1)] + σ0. For each
i = 1, ..., N the random variable σi− τi−1 has the same distribution as σ for the process
Xεt starting at some point on γ; similarly, the random variable τi−1−σi−1 has the same
distribution as τ for the process Xεt starting at some point on γ. The results (3.3),
(3.4), (3.5) imply that as ε is small (notice that N is fixed at this stage) we can choose
σ∗ = σN and the condition (3.1) is also satisfied. ¤
Proof of Theorem 2.1. The proof of Theorem 2.1 is the same as the proof of
Lemma 2.1 (including the proof of Lemma 3.4) stated in [4] using the above Lemma 3.1.
For the sake of completeness let us briefly repeat it here. Reasoning as in [3], [4], [14],
[17], it suffices to prove that for a function f ∈ D(A), for every T > 0 and uniformly in









as ε ↓ 0. Here H(x) = Hk(x) if x ∈ Uk and H(x) = 0 if x ∈ [E ]. Let us replace the time
interval [0, T ] by a larger one [0, σ̃], where σ̃ is the first of the stopping times σn which
is greater than or equal to T : σ̃ = min
n:σn>T




























= (I) + (II)− (III) .
If x ∈ ∪rk=1Uk we have |(I)| → 0 uniformly in x as ε ↓ 0 due to averaging principle.
If x ∈ [E ] then |(I)| → 0 uniformly in x as ε ↓ 0 due to Lemma 4.8. In a similar way we





Af(H(Xεs ))ds and let βk =
∞∑
n=0
Ex(αk+n|Fk) (Fk is the filtration





(αk − βk + βk+1),Fn+1
)








(αk − βk + βk+1) + Ex(β0 − βen+1) = Ex(β0 − βen+1) .
The above argument shows that for the proof of |(II)| → 0 uniformly in x ∈ [G] as






∣∣∣∣∣ → 0 uniformly in x ∈ γ as ε ↓ 0.
Let us first show that Eνα0 = 0. By Lemma 4.11 the Markov chain Xεσn , n ≥ 0
















These two equalities imply that Eνα0 = Eν
∫ σ1
0



































we can use our boundary condition (2.1) to have
∫
[G]
Af(H(x))dx = 0 and therefore
Eνα0 = 0.
From the fact that Eνα0 = 0 one first derives that sup
x∈γ
Exαn decays to 0 expo-






∣∣∣∣ < ∞. It also gives, for x ∈ γ, that, for





∣∣∣∣∣ ≤ ‖Af‖∞ ·Exσ



























∣∣∣∣∣ → 0 uniformly in x ∈ γ as ε ↓ 0. This implies that
|(II)| → 0 uniformly in x ∈ [G] as ε ↓ 0 and Theorem 2.1 follows. ¤
3.4 Auxiliary results needed in the proof of Theorem 2.1
We establish in this section all the auxiliary results needed in Section 3 for the
proof of Theorem 2.1.
Let us make some further geometric constructions. Since we assumed that all
these Uk’s do not intersect each other we see that for sufficiently small neighborhoods
of these Uk’s they also do not intersect each other. Without loss of generality let us
speak about one of these Uk’s. We remind that the matrix a(0)(x) = (a
(0)
ij (x))1≤i,j≤d is
non-negative definite inside [G] and has rank d on [G]\ ∪rk=1 [Uk] and rank (d − 1) on
∪nk=1[Uk]. Since the operator L0 is non-degenerate on Ck(h) for h ∈ (mk, 0] we see that
a(0)(x)∇Hk = 0 on Ck(h) and e · (a(0)(x)e) ≥ a(x)|e|2Rd for any unit vector e tangent
to Ck(h). Here a(x) > 0 for x ∈ Ck(h) and h ∈ (mk, 0]. The eigenvalue λ(x) = 0 for
a(0)(x), x ∈ Ck(0) = γk is simple and is the smallest one in the spectrum of a(0)(x).
For x ∈ γk the family of eigen-polynomials p(λ;x) = det(λI − a(0)(x)) pass through the
origin. They are transversal (i.e. not tangent) to the axis p = 0. The transversality is
preserved under a small perturbation. From here one can see that the eigenvalue λ(x)
will remain simple and is still the smallest one in the spectrum of all the matrices a(0)(x)
as x belongs to a small neighborhood of Uk. We then see from implicit function theorem
that this eigenvalue λ(x) is a C(3) function in a small enough neighborhood of Uk. As a
consequence, the unit eigenvector ed(x) (for different k it is different vector fields but for
simplicity of notation we ignore that k in our notation) corresponding to this smallest








Xx(0) = x ∈ γk. As we are working within a small neighborhood of γk and ed(x) in
this neighborhood is a C(3) vector field, being transversal to γk when x ∈ γk, we see
that for t ∈ [0, h] with h sufficiently small the points Xx(t) for fixed t and all x ∈ γk
form a surface C(3) diffeomorphic to γk. In this way we obtain an extension of Hk to a
neighborhood of Uk by letting Hk(Xx(t)) = t for t ∈ [0, h]. The Euclidean distance from
a point Xx(t) to γk is ≥ d · t for some d > 0. Let us denote by Ck(+t) the level surface
{Hk = +t} for t ∈ [0, h]. Let γk = Ck(+ε1/4) and γk = Ck(+2ε
1/4). Let γ = ∪rk=1γk
64
and γ = ∪rk=1γk. We can take ε small such that all γk’s do not intersect each other
and do not touch ∂G. We denote by E(ε1/4) those points of x ∈ E which lie outside
the union of the neighborhoods of the Uk’s bounded by γk, and we denote E(2ε1/4) in a
similar way.
We shall denote, for x ∈ E(ε1/4), the stopping time σ(ε1/4) to be the time when









for all (ξ1, ..., ξd) ∈ Rd and some const > 0.




for some C > 0.
Proof. Our argument follows from [20, Ch.6]. Let uε(x, t) = Px(σ(ε1/4) > t).













uε(y, 0) = 1 for y ∈ E(ε1/4) ,
uε(y, t) = 0 for y ∈ γ and t > 0 ,
∂uε
∂γε
(y, t) = 0 for y ∈ ∂G .
Let ϕ(x) = eαR − eαx1 for some α > 0. Here R > 0 is so chosen that R ≥ 2x1 for



































L0 + L1 − ∂
∂t
)
ϕ ≤ − P
ε1/2
with P = inf
x∈[G]
eαx1 .
Let P0 = inf
x∈[G]
ϕ(x) and P1 = sup
x∈[G]
ϕ(x). Consider an auxiliary function
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Here ρ > 0 is a small constant (which can be chosen arbitrarily small) such that












































L0 + L1 − ∂
∂t
)
ψ ≤ −ε1/2 .
Also ψ(x, t) > ε for x ∈ γ and t ≥ 0.
Let A > sup
x∈[G]
|uε(x, ρε)| so that ψ(x, ρε) > A > sup
x∈[G]









and ±uε(x, t) = 0 < ε < ψ(x, t) for x ∈ γ and t > 0, by comparison, we have
|uε(x, t)| ≤ ψ(x, t) ≤ A1ε + A2 exp(−A3 t
ε1/2
+ ε1/2A4)




Px(σ(ε1/4) > ε1/2−κ) ≤ A1ε + A2 exp(−A3ε−κ + ε1/2A4) .
66























1−A1ε−A2 exp(−A3ε−κ + ε1/2A4)
≤ Cε1/2−κ
for ε small enough. This implies the statement of the Lemma. ¤
We shall denote by Sk([0, ε1/4]) the closed set bounded by the surfaces γk and γk
and by S([0, ε1/4]) = ∪rk=1Sk([0, ε1/4]). We denote Sk([0, 2ε1/4]) and S([0, 2ε1/4]) in a





Following the geometric construction stated before Lemma 4.1, for ε > 0 small
enough, and each k = 1, ..., r, at any point x ∈ Sk([0, 2ε1/4]) one can introduce an or-
thonormal frame {ej(x)}dj=1 smoothly depending on x ∈ S([0, 2ε1/4]) such that ed(x) =
∇Hk(x)
|∇Hk(x)|Rd
and ej(x)·(a(0)(x)ej(x)) ≥ a|ej(x)|2Rd = a for some a > 0 and j = 1, ..., d−1.
Also a(0)(x)ed(x) = λ(x)ed(x). The eigenvalue λ(x) is in C(3)(Sk([0, 2ε1/4])) with
λ|γk = 0 and λ(x) > 0 for x ∈ Sk([0, 2ε1/4])\γk. Furthermore, for ε small enough we
have C1 ·dist2(x, γk) ≤ λ(x) ≤ C2 ·dist2(x, γk) for some C1, C2 > 0 and x ∈ S([0, 2ε1/4]).
Within the rest of this section implied positive constants denoted by Ci’s will not
be explicitly pointed out unless necessary. Also, sometimes we use the same symbol C
to denote different implied positive constants which are not important.
Let us introduce a new coordinate (ϕk1, ..., ϕ
k
d−1,Hk) in Sk([0, 2ε1/4]). We take







d−1(x)) to be the coordinate for a point ϕ
k(x) = (ϕk1(x), ..., ϕ
k
d−1(x))
on γk. The point ϕk(x) ∈ γk is such that Xϕk(x)(Hk(x)) = x for the flow Xx(t)
introduced in the geometric construction before Lemma 4.1. In the more or less sim-
pler case we can arrange the coordinate (ϕk1(x), ..., ϕ
k
d−1(x),Hk(x)) in such a way that
(e1(x), ..., ed(x)) is the orthonormal frame corresponding to axis curves of this new co-
ordinate system. (We will discuss the general case a bit later.) The metric tensor of this
new coordinate system is given by ds2 = E1(x)(dϕk1(x))
2 + ... + Ed−1(x)(dϕkd−1(x))
2 +
Ed(x)(dHk(x))2. Here the functions 0 < C3 < E1(x), ..., Ed(x) < C4 < ∞ are in class
C(3)(Sk([0, 2ε1/4])) with bounded derivatives. We notice that by our geometric construc-
tion we have C5 ·H2k(x) ≤ λ(x) ≤ C6 ·H2k(x).
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The theory of orthogonal curvilinear coordinate system (see, for example, [33,














and for a differentiable vector field B(x) =
d∑
i=1




























Consider a function (so called ”barrier function”, see [21] and [11, Ch.3]) uk(x) ∈
C(2)(Sk([0, 2ε1/4])) which depends only on Hk and is a constant on each level surface






















































Here the functions µ1(x), ..., µd(x) are defined via the relation a(1)(x)ed(x) = µ1(x)e1(x)+
...+µd(x)ed(x). These functions are in C(3)(S([0, 2ε1/4])) with bounded derivatives. No-
tice that since L1 is strictly elliptic, the matrix a(1)(x) is positive definite, and therefore
the function µd(x) is uniformly bounded from below by a certain positive constant.
For simplicity of notation let us define A(x) =
√∏d
i=1 Ei(x) and Ai(x) =
A(x)√
Ei(x)Ed(x)
for i = 1, ..., d. These functions are strictly positive (with uniform lower bound) in






































As a further simplification we shall define
1
2








































For a point x ∈ Sk([0, 2ε1/4]) and ε small enough we have
C7H
2
k(x) ≤ K1(x) ≤ C8H2k(x) ; (4.2)
C9Hk(x) ≤ ∂
∂Hk
(K1(x)) ≤ C10Hk(x) ; (4.3)




∣∣∣∣ ≤ C13 < ∞ ; (4.5)
|K3(x)| ≤ C14 < ∞ . (4.6)
We also notice, that since we are working in a small neighborhood Sk([0, 2ε1/4]),
the functions Ad(x) = Ad(ϕk1, ..., ϕ
k



























Therefore we see that for x ∈ Sk([0, 2ε1/4]) we have







with a certain positive function Ck(ϕk1, ..., ϕ
k
d−1).
In the general case the axis curve corresponding to Hk will be orthogonal to those
corresponding to the ϕki ’s, but the axis curves corresponding to the ϕ
k
i ’s are not neces-
sarily orthogonal. The calculation will be more bulky since the metric tensor have cross
terms with respect to the coordinate ϕki ’s, but the essence is the same as it is only impor-
tant to have the axis curves corresponding to Hk being orthogonal to those corresponding
to the ϕki ’s. To be more precise, let (gij)1≤i,j≤d be the metric tensor corresponding to the
coordinate system (ϕk1, ..., ϕ
k
d−1,Hk). We introduce a frame e1(x), ..., ed(x). Here ei(x)
is the unit tangent vector on the axis curve corresponding to ϕki for 1 ≤ i ≤ d− 1; ed(x)
is the unit tangent vector on the axis curve corresponding to Hk. We have gid = gdi = 0
for i = 1, ..., d−1 and gdd > 0. Let (gij)1≤i,j≤d be the dual tensor, i.e., (gij)1≤i,j≤d is the
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inverse matrix of (gij)1≤i,j≤d. We have gid = gdi = 0 for 1 ≤ i ≤ d − 1 and gdd = 1
gdd
.






















Here, as before, we have a(1)(x)ed(x) = µ1(x)e1(x) + ... + µd(x)ed(x). We shall
























Here g(x) = det(gij(x)). The basis e1(x), ..., ed(x) is the reciprocal basis (normalized)
dual to e1(x), ..., ed(x), i.e., (ei, ej)(gij) = δij with respect to the inner product (•, •)(gij)
defined by the metric tensor (gij). By the fact that the metric tensor has no cross terms
between Hk and ϕki ’s, we actually have e
d(x) = ed(x) and span{e1(x), ..., ed−1(x)} =
span{e1(x), ..., ed−1(x)}.
We then see that the operator
1
ε
L0 + L1 applied to uk(x) = uk(Hk) will result
in a formula which is the same as (4.1). The functions K1(x), K2(x) and K3(x) will
somehow be different but they still satisfy the conditions (4.2) – (4.7).
Let ζ([0, 2ε1/4]) be the first time when the process Xεt , starting from a point x ∈
S([0, 2ε1/4]), hits γ or γ.
Lemma 4.2. We have
sup
x∈S([0,2ε1/4])
Exζ([0, 2ε1/4]) ≤ Cε3/4




































The function K5(x) is a bounded function with bounded derivatives for x ∈ S([0, 2ε1/4]).
Let the barrier function u(1)k (x) = u
(1)





















It is easy to check that
u
(1)
k (0) = u
(1)
k (2ε
1/4) = 0 .












≤ C17ε1/2 arctan(Hkε−1/2) ≤ C18ε1/2 . (4.9)
This gives the estimates
























































for x ∈ S([0, 2ε1/4]) and ε small enough.
We notice that this process Xεt before hitting γ or γ is restricted to one of the
Sk([0, 2ε1/4])’s and the bound (4.12) can be made uniform in k.
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Now we apply Itô’s formula to the function u(1)k constructed above up to the stop-
ping time ζ([0, 2ε1/4]). Taking expectation we get
u
(1)













s )ds ≥ C22Exζ([0, 2ε1/4]) . (4.13)
From (4.10) and (4.13) we see that the statement of this Lemma follows. ¤
Lemma 4.3. For x ∈ γ we have
Px(Xεζ([0,2ε1/4]) ∈ γ) ≥ Cε1/4
















Let, for a fixed Hk ∈ [0, 2ε1/4], the above maximum be achieved at a point
ϕk = (ϕk1(Hk), ..., ϕ
k
d−1(Hk),Hk) .





∣∣∣∣ ≤ C23 . (4.14)
Let the barrier function u(2)k (x) = u
(2)
k (Hk) be defined by
u
(2)






















It is easy to see that we have
u
(2)
k (0) = 1 , u
(2)
k (2ε
1/4) = 0 .


























































































1/4) ≥ C28ε1/4 . (4.18)
This bound (4.18) can actually be made uniform in k. We can apply Itô’s formula
to the function u(2)k constructed above up to the stopping time ζ([0, 2ε
1/4]). Taking
expectation we get
















s )ds ≥ 0 (4.19)
for x ∈ γ. Now (4.18) and (4.19) imply the statement of this Lemma. ¤
Lemma 4.4. For a fixed Hk ∈ [0, 2ε1/4] and the corresponding ϕk defined as in






for some C > 0.
Proof. Using (4.7), we can write
K7(Hk) =





































































∣∣∣∣ ≤ C .
¤


























dy ≥ C30ε1/2 .


































If a = 0 and b = C32ε1/4 we already get the second inequality of this Lemma. Now
suppose a = ε1/4 and b = 2ε1/4. We shall make use of an asymptotic expansion of










































Proof. Lemmas 4.1, 4.2 and 4.3 imply the statement of this Lemma. For x ∈ γ
we have
Exσ

















Exσ)Px(Xεζ([0,2ε1/4]) ∈ γ) .
(4.20)






Exζ([0, 2ε1/4]) + sup
y∈γ
Eyσ(ε1/4) ·Px(Xεζ([0,2ε1/4]) ∈ γ)
Px(Xεζ([0,2ε1/4]) ∈ γ)
.
Using Lemmas 4.1, 4.2 and 4.3 we see that the statement of this Lemma follows.
(We choose κ = 1/8 in Lemma 4.1.) ¤







Proof. This is a consequence of Lemmas 4.1, 4.2 and 4.6. ¤








Proof. This is a consequence of Lemmas 4.1 and 4.7. ¤
We shall denote by Sk([−ε1/2, ε1/4]) the closed set bounded by the surfaces γk and
γ
k
and by S([−ε1/2, ε1/4]) = ∪rk=1Sk([−ε1/2, ε1/4]). We notice that by the same reason as
before, a coordinate (ϕk1, ..., ϕ
k
d−1,Hk) exists in Sk([−ε1/2, ε1/4]). We denote Sk([0, ε1/4]),
S([0, ε1/4]) (replacing γk by γk) and Sk([−ε1/2, 0]), S([−ε1/2, 0]) (replacing γk by γk) in
a similar way.







Proof. The proof of this lemma is very similar to and is a bit simpler than that of
Lemma 4.6. We shall construct two barrier functions u(3)k (for estimating the exit time
from Sk([−ε−1/2, ε1/4])) and u(4)k (for the probability of hitting γ).
For the construction of u(3)k all the arguments of Lemma 4.2 can be carried here
with γ replaced by γ, γ replaced by γ and γ replaced by γ. We are working now with
Sk([−ε1/2, ε1/4]) and Hk ∈ [−ε1/2, ε1/4]. We apply formula (4.1) with the change of
the estimates (4.2) – (4.6) as follows: when x ∈ Sk([0, ε1/4]) there is no change in the
estimates; when x ∈ Sk([−ε1/2, 0]) we replace (4.2) and (4.3) by K1(x) = ∂
∂Hk
(K1(x)) =
0 and (4.4) – (4.6) remain the same. The function K4(x) is then defined in a same way






















It is then checked that uk(−ε1/2) = uk(ε1/4) = 0 and K6(ε) ≤ 2ε1/4. The estimate
(4.9) is still working for Hk ∈ [−ε1/2, ε1/4]. The estimates (4.10), (4.11) and (4.12) are
still working. Let ζ([−ε1/2, ε1/4]) be the first time when the process Xεt starting from a





Exζ([−ε1/2, ε1/4]) = 0 (4.21)
uniformly in ε.
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The estimate of the hitting probability is a bit simpler. We construct a barrier
function u(4)k similarly as in Lemma 4.3. The function K7(Hk) is defined as in Lemma
4.3. But now we have the property that |K7(Hk)| ≤ C for Hk ∈ [−ε1/2, 0]. We let
u
(4)






















We have u(4)k (−ε1/2) = 1, u
(4)
k (ε












dy ≤ C37ε1/2 ,












dy ≤ C39ε1/2 .
These estimates ensure that an analogue of (4.19) works, but the lower bound is a
positive constant, and hence situation is a bit simpler. We have
1 ≥ Px(Xεζ([−ε1/2,ε1/4]) ∈ γ) ≥ u
(4)
k (0) ≥ C40 > 0 . (4.22)
uniformly in x ∈ γ and ε > 0. The results (4.21), (4.22) and Lemma 4.8, combined with
a similar analysis of (4.20) in Lemma 4.6, give the statement of this Lemma. ¤







Proof. This is a result in the same essence of Lemma 3.2 (formula (10)) of [4]. ¤
Lemma 4.11. The process Xεσn satisfies the Doeblin condition on γ uniformly in
ε.
Proof. For each fixed ε > 0 we have the ergodicity of the process Xεt . Uniformly
in ε the Doeblin condition is satisfied for the process Xεt in [E ] and each of these [Uk]’s
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