In this article we consider the 3D Primitive Equations (PEs) of the ocean, without viscosity and linearized around a stratified flow. As recalled in the Introduction, the PEs without viscosity ought to be supplemented with boundary conditions of a totally new type which must be nonlocal. In this article a set of boundary conditions is proposed for which we show that the linearized PEs are well-posed. The proposed boundary conditions are based on a suitable spectral decomposition of the unknown functions. Noteworthy is the rich structure of the Primitive Equations without viscosity. Our study is based on a modal decomposition in the vertical direction; in this decomposition, the first mode is essentially a (linearized) Euler flow, then a few modes correspond to a stationary problem partly elliptic and partly hyperbolic; finally all the other modes correspond to a stationary problem fully hyperbolic.
Introduction
The theory of the Primitive Equations with viscosity has developed parallel to that of the Navier Stokes equations of incompressible fluids, up to a certain point; see e.g. [6] , [7] , or the review articles [15] , [9] . However the theory of the Primitive Equations of the ocean and the atmosphere in the absence viscosity is not expected to be similar to that of the Euler equations (of incompressible fluids) and we know, since the article of Oliger and Sundström [8] , that there does not exist any set of local boundary conditions for which these equations are well-posed; hence the need to determine (nonlocal) boundary conditions for which the PEs are well-posed. We arrive, in this way, to boundary value problems which are totally new to the best of our knowledge, and the difficulty and the novelty occur already in the linear (linearized) context. For the primitive equations, a related problem appears also in the context of numerical simulations; this issue has been (and will be) addressed elsewhere, see e.g. [16] and [11] .
In this article we focus on the linearized Primitive Equations for which the boundary condition difficulty is already fully present [8] , [14] . In earlier works we have considered the PEs in space dimensions 2 and 2.5, [10] , [1] . In this article we study the PEs in space dimension 3. This article is organized as follows: in the rest of this section we recall the PEs and their linearized form. We also recall the normal modes expansion of the unknowns and their decomposition into the subcritical and supercritical modes. These two sets of modes necessitate different treatments and, unlike in dimensions 2 or 2.5, the study of the supercritical modes is not straightforward. This Section 1 also contains (Section 1.3) a study of the associated stationary operator A, a trace theorem adapted to this stationary operator which shows that if U = (u, v, ψ) and AU are square integrable, then the traces of v and ψ are defined on the whole boundary and the trace of u is defined on part of the boundary (Section 1.4); finally Section 1 finishes with the study of the zero mode -in the modal decomposition (Section 1.5). Section 2 is devoted to the study of the subcritical modes for which the stationary problem, partly elliptic and partly hyperbolic, possesses a regularity result. Section 3 is devoted to the study of the supercritical modes handled in a different manner; the stationary problem is then fully hyperbolic, and it does not produce any regularity. Finally in Section 4 we consider the full Primitive Equations containing both the subcritical and the supercritical modes and we prove our main existence and uniqueness results for homogeneous and nonhomogeneous boundary conditions.
Note that the boundary conditions proposed here for the subcritical modes are different than those studied in [10] and [1] in dimensions 2 and 2.5; this change is of no importance in view of the computational objectives [11] . The related open problem is the determination of all the sets of boundary conditions making the nonviscous primitive equation well-posed. The full nonlinear PEs with boundary conditions similar to those proposed here, will be studied in a separate work.
The article is dedicated to the memory of Jacques-Louis Lions with whom one of the authors initiated the mathematical theory of the Primitive Equations with viscosity in [6] , [7] .
1.1. The Primitive Equations. We now recall the Primitive Equations (PEs); the emphasis will be on the case of the ocean. The case of the atmosphere can be studied similarly with minor changes, as well as the coupled atmosphere and ocean; see e.g. [15] . The equations are derived from the Boussinesq equations by making the hydrostatic assumption which amounts to replacing the conservation of momentum in the vertical direction by the hydrostatic equation. Hence the equations The notations are as follows: u = (u, v, w) is the velocity of the water, v the horizontal velocity, ρ is the density, φ the pressure, T the temperature; ρ = ρ(T ) is the equation of state. The salinity equation is not present in (1.1), but this would raise little additional difficulty to take into account the salinity S. As indicated before, the viscosity is not present in the equations (1.1), this is a crucial point in this study. Equations (1.1) correspond to the β-plane approximation of the PEs near the latitude θ = θ 0 , and f = f 0 + βy, f 0 = Ω sin θ 0 where Ω is the angular velocity of the earth, and β = (df /dy) at θ = θ 0 , that is β = f 0 /a at midlatitudes, (θ 0 = π/4); k is the unit vector along the south to north poles; g is the gravitational constant. The domain occupied by the water
in the Oxyz system of coordinates. Equations (1.1) are linearized around the simple uniform stratified flow (1.2)
where U 0 > 0, ρ 0 > 0 and T 0 > 0 are reference average values of the density and the temperature, α > 0 is a constant and T and ρ are linear in z. We introduce the Brunt-Väisälä (buoyancy) frequency
and we assume that N does not depend on z. We set u = u + u , etc., we linearize the equations and drop the primes. We obtain the following system
where u t = ∂u/∂t, u x = ∂u/∂x, etc. Setting
we can also write
1.2. Normal modes expansion. As indicated in [14] , the first step of the analysis of (1.5) consists, by separation of variables, in looking for solutions of the form
Substituting these expressions into (1.5), we find that U, V, Φ must be proportional and W proportional to Ψ. So we just take V = Φ = U, and Ψ = W. Indeed the third equation (1.5) implies that
and these quantities are constant since the left-hand side of the last equation depends on x, y and t and the right-hand side depends on z only. For the sake of simplicity we can take this constant c 1 equal to one, that is W = Ψ. Similarly, applying the operator ∂/∂t + U 0 ∂/∂x to the first and second equations (1.5) we obtain that U, V and Φ must be proportional, and so we can take U = V = Φ. Finally the fourth and fifth equations (1.5) imply that
where c 2 , c 3 are constant; hence W = c 2 U and
The natural boundary conditions for w and W are W = 0 at z = 0 and −L 3 ; thus U and W are solutions of the two-point boundary value problems consisting of (1.7) and
We denote by λ 2 n the corresponding eigenvalues and write
As usual the functions U n , W n have been chosen to form an orthonormal set in L 2 (−L 3 , 0). The equations satisfied byû,v, etc., will appear below. Indeed having found these special solutions to equation (1.5), we now look for the general solution in the form (1.10)
Substituting these expressions in (1.5), we arrive at the following systems, for n ≥ 1,
And, for n = 0, w 0 = ψ 0 = 0 and there remains (1.12)
Note that, since the considered problem is linear, there is no coupling between the different modes; see e.g. [11] for the nonlinear case which introduces these couplings. We will study the zero mode separately (see Section(1.5)), and, for n ≥ 1, we use the last two equations (1.11) and rewrite the first three in the form (1.13)
As indicated before, our aim is to propose boundary conditions for (1.11)-(1.13) which make these equations well-posed and consequently the equations (1.5) also. As we shall see (see also [10] ), the boundary conditions are different depending on whether
where n c , λ nc are such that
We will not study the non generic case where L 3 N/πŪ 0 is an integer. The modes 0 ≤ n ≤ n c are called subcritical, and the modes n > n c are called supercritical. It is convenient to introduce the sub and supercritical components of the functions defined by:
and similarly for all the other functions; of course the zero mode u 0 is a subcritical mode, but, as we will see, we need to treat it separately. With these notations, the equations (1.5), (1.11), (1.13) are equivalent to the following system:
with the additional relations φ = φ(ψ), w = w(u, v) :
We will also set U = (u, v, ψ), U 0 = P 0 U, U I = P I U, U II = P II U. Hereafter, our aim will be to study separately the subscritical and supercritical modes, proposing suitable boundary conditions for them, and to combine them and obtain existence, uniqueness and regularity of the solution U. In each case we will study one (subcritical/supercritical) mode separately and then combine them for the whole subcritical and supercritical components. We now conclude this section with some remarks concerning the stationary (time independent) equations associated with (1.12), (1.13), and by a trace theorem which will be used repeatedly in the sequel. 
We introduce, componentwise, the differential operators
withŪ 0 , N and λ n > 0 as above. Our object here is to study (recall) the nature of the stationary (time independent) equations in M :
We momentarily drop the indices n for the sake of simplicity and although this is not of direct use in the sequel, it is useful to look for the characteristics of the differential system AU = F. We write this system in the matrix form
and the equation of the characteristics [4] is given by
with µ = dx/dy. Hence the equation for µ:
The (real) solution µ 0 = 0 exists in all cases, producing the characteristics x = constant (parallel to the background flowŪ 0 e x ). This corresponds to the first equation:
Then in the supercritical case,Ū 2 0 −N 2 λ −2 > 0 and we have two more real characteristics
whereas, in the subcritical case, these two characteristics are imaginary. For the stationary zero mode, we obtain from (1.12) after dropping the Coriolis term:
(1.25)
By elimination of φ we findŪ 0 (u xy − v xx ) = F u,y − F v,x and hence we find the fully elliptic equation
We infer from this remark that the stationary system A n U n = F n is fully elliptic for the zero mode, partly hyperbolic and partly elliptic for the other subcritical modes (one real characteristic) and fully hyperbolic in the supercritical case (three real characteristics). This remark will be underlying the studies in Sections 2 and 3, although, as we said, we do not use it directly.
1.4. A trace theorem. We consider the same differential operator A = (A 1 , A 2 , A 3 ), as in (1.20) operating on U = (u, v, ψ), but the indices n are dropped for the sake of simplicity:
withŪ 0 , N, λ = λ n > 0 as above, and we consider the space
We have Theorem 1.1. If U = (u, v, ψ) ∈ X , the traces of v and ψ are defined on all of ∂M , the trace of u is defined at x = 0 and L 1 , and they belong to the respective spaces H −1
. Furthermore the trace operators are linear continuous in the corresponding spaces, e.g. U ∈ X → u| x=0 is continuous from
, so that its traces at x = 0 and L 1 are defined and belong to H
) so that both u x and ψ x belong to the last space and u, ψ ∈ C([0,
; their traces are defined as well at x = 0 and L 1 . Finally we writeŪ
from which we conclude that v y and
x (0, L 1 )) and their traces are both defined at y = 0 and L 2 . Finally all the mappings above are continuous, and the theorem is proved. Remark 1.1. Although the values ofŪ 0 , N, λ = λ n are intended to be those above, Theorem 1.1 extends to operators A with the same structure and more general constant coefficients, and it will be used in this way at times.
1.5. The zero mode. The equations for this mode appear in (1.12) but, for the convenience of the notations, the subscripts are now changed to superscripts. Due to the form of the third equation, we proceed by analogy with the incompressible Navier Stokes equations and we determine first u 0 = (u 0 , v 0 ) and then φ 0 by solving a Neumann problem. The natural function space for u 0 is
where n = (n x , n y ) is the unit outward normal on ∂M . Recall (see e.g. [13] ) that the trace of
is smooth, we classically see that (1.12) implies that
where e z = (0, 0, 1). Conversely if there exists u 0 such that (1.30) is satisfied for all such u 0 , then there exists φ 0 such that equations (1.12) are satisfied. We then introduce the linear unbounded operator A 0 in H,
where P H 0 is the orthogonal projector in L 2 (M ) 2 onto H 0 . Equation (1.30) is then equivalent to the evolution equation
Using the Hille-Phillips-Yoshida theorem, it is easy to see that equation (1.33) with initial condition u 0 (0) given in H 0 or D(A 0 ) produces a well-posed initial value problem. For that purpose it is sufficient to show that −A 0 is the infinitesimal generator of a contraction semi-group in H 0 . Since the operator u
the integration in x being justified for u 0 ∈ D(A 0 ). We need also to show thatĀ 0 * is positive, but this results from the fact thatĀ 0 * = −Ā 0 , with the same domain. 2 We 2 Note that A 0 * = −A 0 as well, and of course
refrain from giving all the details of the proof for this partial result and refer the reader to Section 4 for the complete analysis. We now proceed and study the subcritical modes 1 ≤ n ≤ n c .
Subcritical Modes
2.1. One subcritical mode (1 ≤ n ≤ n c ). We temporarily drop the indices n and first want to set and study an initial value problem for (1.13) when the mode is subcritical, that is (see (1.14))
There are several possible choices of suitable boundary conditions; see e.g. different ones in [10] for a related situation. Here, for a simple subcritical mode 1 ≤ n ≤ n c , we choose the following boundary conditions:
and we introduce the space
and the operator 3 AU = AU.
In view of Theorem 1.1, the traces appearing in (2.1) are well defined when
2) makes sense.
Remark 2.1. As indicated above the boundary conditions (2.1) are different than those in [10] (after neglecting the dependence on y).
We proceed with a regularity result for U in D(A) (see the comments in Section 1.3).
Combining the first and third equations we find
Combining this equation with the second equation (2.3), we obtain
Note that this equation is elliptic in the subcritical case; of course a similar elliptic equation can be derived for v, but we will not use it. We associate to this equation the boundary condition ψ = 0 at y = 0, L 2 and x = L 1 contained in (2.1). Then for the side x = 0 of M , a suitable boundary condition is given by (2.4) in which v y = 0 since v = 0 at x = 0; hence
The right-hand side of (2.6) does not make sense on
3 by a sequence of smooth functions
For each m, the right-hand side of (2.6) makes sense and we find a unique solution ψ m of (2.4), (2.6) and ψ m = 0 on the other sides of M . Of course ψ m is C ∞ on M away from the corners and ψ m ∈ H 1 (M ) (at least), see [2] . Then from ψ m , we determine the corresponding v = v m up to an additive constant: v mx and v my are given by (2.4) and the second equation (2.3), and these equations are compatible (i.e. v mxy = v myx ), because of (2.5). Note that v m belongs to H 1 (M ) at least, its trace on the side x = 0 of M is defined, v my = 0 on this side because of (2.6). Hence v m = 0 on x = 0 by choosing properly the constant. Finally u m is determined by the first equation (2.3) and the boundary condition U m = ψ m /λŪ 0 at x = 0. In conclusion U m = (u m , v m , ψ m ) that we just constructed belongs to D(A) and satisfies AU m = F m .
To pass to the limit m → ∞, we obtain the suitable a priori estimates as follows: we multiply the second equation (2.3) by −(N 2 /λ)ψ my , equation (2.4) by −Ū 0 ψ mx , integrate over M and add these equations. We find
The integrals involving vψ cancel each other because it is legitimate to integrate by parts (enough regularity) and, by integration by parts, taking into account the boundary conditions (2.1) for U m , we find
Thanks to the boundary conditions on ψ m we have a Poincaré inequality which guarantees that
and ψ m is bounded in H 1 (M )
Passing to the limit m → ∞, we obtain U m →Ū , withŪ ∈ D(A) and AŪ = F,Ū satisfying the desired regularity properties. To conclude, we need to show thatŪ = U, that is A is one-to-one.
We thus consider U ∈ D(A), such that AU = 0. Then U satisfies (2.3) with f 1 = f 2 = f 3 = 0 and the boundary conditions (2.1): ψ, v also satisfy (2.4), (2.5) and (2.6) with F = 0. The mixed Neumann-Dirichlet problem of which ψ is solution shows that ψ = 0; then v = 0 because of (2.4), the second equation (2.3) and v = 0 at x = 0. Finally u = 0 because of the first equation (2.3) and the boundary conditionŪ 0 u − ψλ = 0 at x = 0. Theorem 2.1 is thus proved.
2.2.
Positivity of A and A * . We endow the space H = L 2 (M ) 3 with the Hilbert scalar product and norm
Our aim is now to prove that A and its adjoint A * defined below are positive in the sense
These properties are needed to apply the Hille-Phillips-Yoshida theorem (see Section 4). The result for U is now easy thanks to Theorem 2.1. Indeed the following easy calculations are now legitimate, ∀ U ∈ D(A) :
All the integrations by parts above are easy to justify for functions in H 1 (M ). We just want to emphasize those involving u.
) and for a.e. y ∈ (0, L 2 ) : 0, y) and, integrating in y,
To prove (2.12), we apply (2.13) withũ = u, ψ, and v.
We now turn to the definition of the formal adjoint A * of A and its domain D(A * ), in the sense of the adjoint of a linear unbounded operator (see [12] ). For that purpose we first compute (AU,Ũ ) H for U andŨ smooth. By integration by parts, using Stokes formula, we find:
where I 0 stands for the integrals in M and I 1 for the integrals on ∂M . For I 0 we have (2.15)
and (2.16)
For I 1 , taking into account the boundary conditions (2.1), there remains:
According to [12] , D(A * ) consists of theŨ in H such that U → (AU,Ũ ) H is continuous on D(A) for the topology (norm) of H. If U is restricted to the class of C ∞ functions with compact support in M (endowed with the norm of H), then I 1 = 0, and U → I 0 can only be continuous if A * Ũ as defined in (2.16) belongs to L 2 (M ) 3 . We then observe that Theorem 1.1 applies to A * as well and to more general constant coefficients operators.
, and the traces ofŨ are defined as in Theorem 1.1. We now restrict U to the class of C ∞ functions onM which belong to D(A). Then the expressions above of I 0 and I 1 show that U → (AU,Ũ ) H can only be continuous in U for the topology (norm) of H if the following boundary conditions are satisfied: Hence we conclude that
We have shown indeed that D(A * ) is included in the right-hand side of (2.18). Now, with exactly the same reasoning as in Theorem 2.1, we can show that (2.19)
Thus using again (2.13), we see that for every U in D(A) andŨ in D(A * ) (not necessarily C ∞ ), then (AU,Ũ ) H = I 0 + I 1 as above, with I 1 = 0 and I 0 as in (2.15), so that U → (AU,Ũ ) H is continuous on D(A) for the norm of H. The opposite inclusion is proven and (2.18) is established. This reasoning also shows that, for everyŨ ∈ D(A * ), A * Ũ = A * Ũ , A * as in (2.16). It is now easy to prove the positivity of A * , that is the second statement in (2.11). We proceed as in (2.12), using (2.13):
Hence the positivity. Note that we cannot just write (
. In summary we have proven the following theorem:
Based on the previous results we can show that, for each n, 1 ≤ n ≤ n c , −A = −A n is the infinitesimal generator of a contraction semi-group. Then by application of the Hille-Yoshida theorem we can solve the initial and boundary value problem associated with equations (1.13) for every such n. We refrain from developing this and will instead establish a well-posedness result for all modes together, see Section 4.
Supercritical Modes
We now consider the initial and boundary value problem for one single supercritical mode, that is equations (1.11) or equivalently (1.13) when n > n c . We temporarily drop the indices n, and write e.g.
The operator A and its adjoint A * . Here, for one supercritical mode we choose the following boundary conditions:
u, v, and ψ = 0 at x = 0, and ψ = 0 at y = 0 and L 2 .
In this case the operator A = A n , is defined by AU = AU as in (1.27), and
Note that, according to Theorem 1.1, the traces of u, v, ψ appearing in (3.2) and (3.3)
In view of proving that −A = −A n is the infinitesimal generator of a contraction semigroup, our main task is now to show that
where A * is defined below. Our approach for (3.4) is however different from the subcritical case which was based on the regularity result Theorem 2.1. In the supercritical case the equations are hyperbolic and there are no similar regularity results. Instead we are going to prove that (AU, U ) H ≥ 0 when U is sufficiently regular; then we define A * and prove that (A * U, U ) H ≥ 0 for every U , sufficiently regular, in the domain of A * ; and finally, by passage to the limit, we prove (3.4) for all functions in D(A) and D(A * ) respectively.
Positivity of A
We prove that (AU, U ) H ≥ 0 when U belongs to D(A) and is sufficiently regular (say in
The adjoint A * Assume that U ∈ D(A) andŨ ∈ H are smooth functions; then, as in (2.14): 6) where I 0 stands for the integrals on M and I 1 for the integrals on ∂M . For I 0 , we have 
(3.7)
According to [12] , D ( 
Conversely ifŨ
3 and the conditions (3.8) are satisfied, then the calculation (3.6) are valid, I 1 = 0, and U −→ (AU,Ũ ) H is continuous on D(A) for the norm of H. HenceŨ ∈ D(A * ) and we conclude 6 that
and that
16).
Positivity of A and A *
The proof of the positivity is not done as in the subcritical case, since the regularity result of Theorem 2.1 is not available in this case. Instead, for A, to prove that (AU, U ) H ≥ 0, for U in D(A), we will construct a sequence of smooth functions U n ∈ D(A) such that, as n −→ ∞,
Then (AU n , U n ) H −→ (AU, U ) H and since (AU n , U n ) H ≥ 0 by (3.5), (AU, U ) H ≥ 0 follows. The proof for A * would be similar. Given U ∈ D(A), with F = (f 1 , f 2 , f 3 ) = AU ∈ H, we observe that the calculations (2.3)-(2.5) are still valid but now, since λ > N/Ũ 0 equation (2.5 is hyperbolic. In fact we are now going to treat (2.5) as a second order evolution equation in x (wave equation), in which x is the time-like variable and y is the spatial variable. For such a wave equation 6 Remember that A, A * depend on n through λ = λ n ; we write A n , A * n when the dependance on n needs to be emphasized.
we need to prescribe ψ and ψ x at x = 0 1 , and ψ at y = 0 and L 2 . These values of ψ are given equal to 0, and we are missing ψ x which we infer from the first and third equations (2.3) when U is smooth, which we assume for the moment. Indeed since v = 0 at x = 0, v y = 0 and these equations, restricted to x = 0, become a system
which allows us to compute u x and ψ x at x = 0; hence for ψ x :
(3.10)
We continue to assume that all functions (f 1 , f 2 , f 3 , u, v, ψ) are sufficiently regular and we integrate (2.5) from 0 to x. Setting
we obtain:
where (3.12)
Taking (3.10) into account, there remains
which we aim to consider for x > 0, with the "initial" and boundary conditions: (3.14) Ψ = 0 and Ψ x = ψ = 0 at x = 0, Ψ = 0 at y = 0 and L 2 .
We obtain a priori estimates for Ψ in a standard way by multiplying (3.13) by Ψ x , integrating in y and integrating by parts. We find
We then integrate in x from 0 to x to obtain, using (3.14):
The term involving F 2y can be integrated by parts, using (3.14); we find, all functions being sufficiently regular:
We insert this expression in (3.15) and integrate (3.15) in x from 0 to L 1 , which leads to:
SinceŪ 0 > N/λ, we easily deduce from (3.16) an estimate
where κ 1 depends only on the data, namely, L 1 , L 2 ,Ū 0 , N and λ. Alternatively (3.17) can be written as
The calculations above have been made under the assumption that U ∈ D(A) (and AU = F ) are sufficiently regular. The lemma below extends (3.18) to all U in D(A).
Lemma 3.1. In the supercritical case (i.e. assuming (3.1)), (3.18) is valid for every
There also exists a constant κ 2 depending only on the data such that
3 by a sequence of smooth functions F m = (f 1m , f 2m , f 3m ) which are C ∞ with compact support in M . With these F m , we solve equation (3.13) with boundary and initial conditions (3.14) so that we obtain the Ψ m which satisfy (3.18).
As n → ∞, the F m converge to F in L 2 (M ) 3 and the Ψ m converge toΨ weakly in H 1 (M ), whereΨ is the (unique) solution of (3.13), (3.14) in H 1 (M ). We then defineψ = ∂Ψ/∂x which satisfies equation (2.5) in the distributional sense and (3.18) is satisfied byψ,Ψ and F . By inspection of (3.13), we notice thatΨ yy and F 2y belong to
). Henceψ(0, ·) is defined and it vanishes according to (3.14) . Now, integrating in x the first and second equations (2.3) and imposingū =v = 0 at x = 0, we defineū andv by settinḡ 
so that all three equations (2.3) are satisfied byŪ . FurthermoreŪ satisfies the boundary conditions (3.14) and we conclude thatŪ ∈ D(A) and AŪ = F . Since AU = F as well, we will conclude thatŪ = U by showing that A is one-to-one. To show that A is one-to-one, considerŨ ∈ D(A) such that AŨ = 0. ThenΨ defined by (3.11) satisfies (3.13) and (3.14) . At this point we do not know thatΨ ∈ H 1 (M ), but, at least, we infer from (3.11) thatΨ ∈ L 2 (M ) sinceψ ∈ L 2 (M ). We then infer from [5] that (3.13) -(3.14) has a unique solution in L 2 (M ), so thatΨ = 0. From this we conclude thatψ = 0 andũ andṽ also vanish since they satisfy equations (3.20) , because of the boundary conditions at x = 0. HenceŨ = 0 and A is one-to-one.
Returning to U , we conclude at this point that ψ and Ψ satisfy (3.18) which was the first statement in this lemma.
There remains to prove (3.19); |ψ| L 2 (M ) ≤ κ|AU | H follows from (3.18), and the analogue results for u and v follow from (3.20)(and (3.18) ).
The proof of the Lemma is complete.
We can now prove (3.4).
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Theorem 3.1. In the supercritical case (i.e. assuming (3.1)), for every
Proof. We prove the result for A, the proof would be similar for A * . Considering U ∈ D(A), we approximate AU = F by a sequence of smooth functions F m as in Lemma 3.1. To each function F m , we associate U m ∈ D(A) such that AU m = F m : each U m is constructed exactly as we constructedŪ in Lemma 3.1, and U m is smooth. We easily check that, as m → ∞, U m weakly converges in H to U , whereas AU m = F m strongly converges in H to AU = F . Hence
and since (AU m , U m ) H ≥ 0 by (3.5), U m being sufficiently regular, we conclude that (AU, U ) H ≥ 0. Remark 3.1. As indicated in Remark 2.2, and based on the previous results, we can show for each n > n c that −A = −A n is the infinitesimal generator of a contraction semi-group. Then by application of the Hille-Yoshida theorem we can solve the initial and boundary value problem associated with equations (1.13), for each such n. We refrain from developing this and we will study all subcritical and supercritical modes at once (together) in the next section.
The initial and boundary value problem for the full system
In this section we aim to combine the results of the previous sections and to investigate the well-posedness for equations (1.5) associated with the suitable initial and boundary conditions. We successively consider the case of homogeneous and nonhomogeneous boundary conditions.
4.1.
The homogeneous boundary condition case. As explained in (1.15) the function U and its respective components are decomposed in the form U = U 0 + U I + U II . Accordingly the basic function space H will be L 2 (M) 3 or
where H 0 is the same as H 0 in (1.29), andL 2 (M) consists of the orthogonal, in L 2 (M), of the space of functions independent of z. Like in Section 1.5 the elements of H 0 will be the vectors u 0 = (u 0 , v 0 ). The elements ofL 2 (M) 3 will be the triplets U = (u, v, ψ); each of these functions possesses an expansion of the form (1.10) from which we can accordingly identify the functions with the product of their components, and the space L 2 (M) with the product of an infinite sequence of spaces L 2 (M ). The space H is a subspace of L 2 (M) 3 , just remembering that ψ 0 = 0, and its natural scalar product and norms are essentially those of L 2 (M) 3 , more precisely,
Each U can be seen as the sum of its three components
or it can be identified with the infinite sequence of its components {U n } n≥0 , in which case
The semigroup
We now introduce the operator A and its domain
, where the space D(A 0 ) is the same as in (1.32),
Then (compare to (2.2)): Here we introduced for convenience the function φ = ψ 0 + φ I + φ II = {φ n } n≥0 , with, according to (1.11), (4.5)
Finally (compare to (3.3)): 
A n as in (1.27) with λ = λ n . We now need to define the adjoint A * of A and prove that A and A * are positive which will follow promptly from the results in the previous sections.
For the adjoint, it is easy to see that
with D(A 0 * ) = D(A 0 ) as shown in Section 1.5, D(A I * ) defined in (2.18) and D(A II * ) defined in (3.9). Indeed, according to [12] ,Ũ ∈ D(A * ) if and only if, Proof. According to [17] and [3] , it suffices to show that i) A and A * are closed operators, and their domains D(A) and D(A * ) are dense in H. ii) A and A * are positive:
For i) we observe, as is well-known, that D(A * ) (resp. D(A)) dense in H implies that A (resp. A * ) is closed. We proceed componentwise for, say, 
The first term in the right-hand side of (4.10) has been shown to be positive (= 0 in fact, see (1.34)). The second term is equal to
and each of these terms is positive as shown in (2.11). Finally the third term
and each term of the series is positive according to (3.4) .
The initial and boundary value problems
We now consider the whole system of three-dimensional linearized Primitive Equations, namely (1.5) and introduce the initial and boundary conditions. We start with the homogeneous boundary conditions and treat subsequently the case of nonhomogeneous boundary conditions.
As implied by the previous sections the boundary conditions will be different for the subcritical and supercritical components of U = (u, v, ψ) = (U 0 , U I , U II ). Hence for U 0 = u 0 (ψ 0 = 0), we set (see (1.32)):
For U I , according to (2.1), the boundary conditions read Note that F = (F u , F v , F w ) which does not appear in (1.5) is added here for mathematical generality and to study below the case of nonhomogeneous boundary conditions. By Theorem 4.1 this problem is now solved by the Hille-Yoshida theorem and we have 
4.2.
The nonhomogeneous boundary conditions. We now turn to the case of nonhomogeneous boundary conditions for (4.11) -(4.13), that is we want to solve (1.5) with (4.11) -(4.13) in which the boundary conditions are now nonhomogeneous, and with initial condition (4.14). We assume that all boundary data are inferred from a function U g = (u g0 , U gI , U gII ) which is defined in M × [0, T ]. We also assume that U g is given by its normal modes expansions: We now set U = U # + U g , and observe that U # ∈ D(A) if U # is smooth enough (homogeneous boundary conditions). Then U # will be sought as the solution of the linear evolution equation Here AU g is defined by its normal mode expansion, where each (AU g ) n is equal to A n U g n , A n as in (1.27). Theorem 4.2 will be applicable to (4.19) and we will obtain the desired existence and uniqueness result for U, provided we assume that U In addition we require that U 0 and U g satisfy certain compatibility conditions, for t = 0, and (x, y) ∈ ∂M , conditions which guarantee that U With the regularity hypotheses (4.22) and the compatibility hypotheses (4.23), we obtain U satisfying
and the boundary conditions for 0 < t < T : In summary, we have proven the following theorem:
Theorem 4.3. We assume that U 0 , F and U g are given satisfying the hypotheses (4.22) and (4.23). Then there exists a unique U solution of the Primitive Equations (1.5), satisfying the regularity properties (4.24), the boundary condition (4.25) and the initial condition (4.16).
