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Abstract
In the present paper, we study the normalized solutions with least energy to the fol-
lowing system:

−∆u+ λ1u = µ1|u|p−2u+ βr1|u|r1−2|v|r2u in RN ,
−∆v + λ2v = µ2|v|q−2v + βr2|u|r1 |v|r2−2v in RN ,∫
RN
u2 = a21 and
∫
RN
v2 = a22,
where p, q, r1 + r2 can be Sobolev critical. To this purpose, we study the geometry
of the Pohozaev manifold and the associated minimizition problem. Under some as-
sumption on a1, a2 and β, we obtain the existence of the positive normalized ground
state solution to the above system.
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1 Introduction
Recall the following Schro¨dinger system:

−i ∂∂tΦ1 = ∆Φ1 + µ1|Φ1|
p−2Φ1 + βr1|Φ1|
r1−2|Φ2|
r2Φ1,
−i ∂∂tΦ2 = ∆Φ2 + µ2|Φ2|
q−2Φ1 + βr2|Φ1|r1 |Φ2|r2−2Φ2,
Φj = Φj(x, t) ∈ C, (x, t) ∈ RN × R, j = 1, 2,
(1.1)
where i is the imaginary unit, µ1, µ2 and β > 0 are constants. The system (1.1) comes
from various physical phenomena, such as mean-field modles for binary mixtures of
Bose-Einstein condensates, or binary gases of fermion atoms in degenerate quantum
states (Bose-Fermi mixtures, Fermi-Fermi mixtures), see e.g. [1, 2, 8, 20] and the
references therein. It is well known that the masses∫
RN
|Φ1(t, x)|
2dx and
∫
RN
|Φ2(t, x)|
2dx
are independent of t ∈ R. Moreover, the L2-norms |Φ1(t, ·)|2 and |Φ2(t, ·)|2 have
important physical significance. For example, in Bose-Einstein condensates, |Φ1(t, ·)|2
and |Φ2(t, ·)|2 represent the number of particles of each component; in nonlinear optics
framwork, |Φ1(t, ·)|2 and |Φ2(t, ·)|2 represent the power supply. Therefore it is natural
to consider the masses as preserved, and the solution of (1.1) with prescribed mass is
called normalized solution.
We study the solitary wave solution of (1.1) by setting Φ1(x, t) = e
iλ1tu(x) and
Φ2(x, t) = e
iλ2tv(x). Then the system (1.1) is reduced to the following elliptic system:{
−∆u+ λ1u = µ1|u|p−2u+ βr1|u|r1−2|v|r2u in RN ,
−∆v + λ2v = µ2|v|
q−2v + βr2|u|
r1 |v|r2−2v in RN .
(1.2)
The existence of the normalized solution to (1.2) can be formulated as follows: geven
a1, a2 > 0, we aim to find (u, v) ∈ H1(RN )×H1(RN ) and (λ1, λ2) ∈ R2 such that

−∆u+ λ1u = µ1|u|p−2u+ βr1|u|r1−2|v|r2u in RN ,
−∆v + λ2v = µ2|v|q−2v + βr2|u|r1 |v|r2−2v in RN ,∫
RN
u2 = a21,
∫
RN
v2 = a22.
(1.3)
In the current paper, we treat (1.3) in cases µ1, µ2, β > 0, that is the so-called self-
focusing and attractive interaction. Throughout the paper we also require N ≥ 3, 2 <
p, q ≤ 2∗ and r1, r2 > 1 with r1 + r2 ≤ 2∗, where 2∗ =
2N
N−1 is the Sobolev critical
exponent. These constants are prescribed while the parameters λ1, λ2 are unknown
and will appear as Lagrangian multipliers. In the last decades, despite the physical
relevance, most of the previous studies deal with the problem (1.2) with fixed frequen-
cies, while the problem with the normalization condition (1.3) is far from being well
understood.
It is easy to see that a normalized solution of (1.3) can be found as critical point of
the energy functional
2
I(u, v) =
∫
RN
1
2
(|∇u|2 + |∇v2|)−
1
p
µ1|u|
p −
1
q
µ2|v|
p − β|u|r1 |v|r2 (1.4)
under the constraint Sa1 × Sa2 , where
Sa =
{
u ∈ H1(RN ) :
∫
RN
u2 = a2
}
,
and the parameters λ1, λ2 appear as Lagrangian multipliers. In the current paper, we
are particularly interested in the normalized ground states defined as follows:
Definition 1.1. We say that (u0, v0) is a normalized ground state of system (1.3), if it
is a solution to (1.3) having minimal energy amoung all the normalized solutions:
I(u0, v0) = inf
{
I(u, v) : (u, v) solves (1.3) for some (λ1, λ2) ∈ R
2
}
.
The search for normalized ground states of system (1.3) is a challenging and in-
teresting problem. The presence of the L2-constraint makes the methods developed to
deal with unconstraint problems unavailable, and new technical difficulties arise. One
of the main difficulties is the lack of the compactness of the constraint Palais-Smale se-
quences. Indeed it is hard to check that the weak limits of the constraint Palais-Smale
sequences lie in the constraint Sa1 × Sa2 , since the embeddingsH
1(RN ) →֒ L2(RN )
and even H1rad(R
N ) →֒ L2(RN ) are not compact. Moreover, the L2-constraint in-
duced a new critical exponent, the L2-critical exponent
p¯ = 2 +
4
N
.
This is the threshold exponent for the boundedness of the energy functional I(u, v). If
the problem is purely L2-subcritical i.e., 2 < p, q, r1+ r2 < p¯, then I(u, v) is bounded
from below on Sa1 × Sa2 . In this case, T. Gou and L. Jeanjean in [11] obtained the
compactness of the minimizing sequence of I(u, v) constrianed on Sa1 × Sa2 , and the
existence of a normalized ground state, as a global minimizer, was proved. However,
if one of p, q, r1+ r2 is greater than p¯, i.e., L
2-supercritical, then I(u, v) is unbounded
from below and from above on Sa1×Sa2 . In the cases 2 < p, q < p¯ < r1+r2 < 2
∗ and
2 < r1+r2 < p¯ < p, q < 2
∗, by using similar techniques as purelyL2-subcritical case,
T. Gou and L. Jeanjean proved the existence of a normalized ground state in [12]; in the
cases p¯ < p, q, r1 + r2 < 2
∗, using the Pohozaev manifold and mountain pass lemma,
T. Bartsch etc. in [5, 4] proved the existence of a normalized ground state for large β.
For more conclusions about the existence and mulplicity of the normalized solutions
for Schro¨dinger equations on the whole space, we refer to [3, 12, 5, 4, 6, 22, 23, 15].
We note that in [23], N. Soave obtained a constraint Palais-Smale sequence with an
additional property by studying the geometry of the corrsponding Pohozaev manifold,
and he proved the compactness of this special constraint Palais-Smale sequence under
some energy level. We follows their idea to study (1.3). However, we deal with a
system, which is different from the single equation in [23]: the appearence of the
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coupled item makes the geometry of the Pohozaev manifold more complicated; the
compactness of constraint Palais-Smale sequence is harder to check.
For simplicity, let r = r1 + r2 and
γp =
N(p− 2)
2p


< 2p , if 2 < p < p¯,
= 2p , if p = p¯,
> 2p , if p¯ < p < 2
∗,
and γ2∗ = 1. (1.5)
As in [22, 23], the following Pohozaev manifold will play a special role in the proof:
Pa1,a2 = {(u, v) ∈ Sa1 × Sa2 : P (u, v) = 0} , (1.6)
where
P (u, v) =
∫
RN
|∇u|2 + |∇v|2 − γpµ1|u|
p − γqµ2|v|
q − rγrβ|u|
r1 |v|r2 . (1.7)
As a consequence of the Pohozaev identity, any solution of (1.3) belongs to Pa1,a2 . So
if (u, v) ∈ Pa1,a2 is a minimizer of the constraint minimization
m(a1, a2) = inf
(u,v)∈Pa1,a2
I(u, v), (1.8)
and (u, v) solves system (1.2) for some λ1, λ2, then (u, v) is a normalized ground state
of (1.3). To study the minimization problem (1.8), we introduce a dilition operation
preserving the L2-norm: for u ∈ Sa and s ∈ R,
s ⋆ u(x) := e
Ns
2 u(esx) for a.e. x ∈ RN .
Then s ⋆ u ∈ Sa. Define s ⋆ (u, v) = (s ⋆ u, s ⋆ v) and the fiber maps
Φ(u,v)(s) := I(s ⋆ (u, v))
=
∫
RN
e2s
2
(|∇u|2 + |∇v|2)−
epγps
p
µ1|u|
p −
eqγqs
q
µ2|v|
q − erγrsβ|u|r1 |v|r2 .
(1.9)
By direct computation, we have Φ′(u,v)(s) = P (s ⋆ (u, v)) and then
Pa1,a2 =
{
(u, v) ∈ Sa1 × Sa2 : Φ
′
(u,v)(0) = 0
}
.
In this direction, we decomposePa1,a2 into disjoint unionsPa1,a2 = P
+
a1,a2 ∪P
0
a1,a2 ∪
P−a1,a2 , where
P+a1,a2 :=
{
(u, v) ∈ Sa1 × Sa2 : Φ
′′
(u,v)(0) > 0
}
,
P0a1,a2 :=
{
(u, v) ∈ Sa1 × Sa2 : Φ
′′
(u,v)(0) = 0
}
,
P−a1,a2 :=
{
(u, v) ∈ Sa1 × Sa2 : Φ
′′
(u,v)(0) < 0
}
.
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We see that the monotonicity and convexity of Φ(u,v)(s) will strongly affect the struc-
ture of P and hence have a strong impact on the minimization problem (1.8).
Now, we state our main results. As we have stated, thoughtout this paper, we
require µ1, µ2, β, a1, a2 > 0, N ≥ 3, 2 < p, q ≤ 2∗ and r1, r2 > 1 with r1 + r2 ≤ 2∗.
When p = q = r = 2∗, we obtain a classification result of positive solutions of
(1.3).
Theorem 1.1. Suppose p = q = r = 2∗, then
(1) if N = 3, 4, then (1.3) has no positive solution;
(2) if N ≥ 5, then (1.3) has a positive solution iff there exists k > 0 such that{
µ1a
2∗−2
1 + βr1a
r1−2
1 a
r2
2 = k,
µ2a
2∗−2
2 + βr2a
r1
1 a
r2−2
2 = k.
(1.10)
Moreover, if (1.10) holds, then all positive solutions of (1.3) are
(u, v) = (a1k
−N−2
4 Uε0,y, a2k
−N−2
4 Uε0,y), for y ∈ R
N ,
where
Uε,y(x) = [N(N − 2)]
N−2
4 (
ε
ε2 + |x− y|2
)
N−2
2 ,
and ε0 = k
N−2
4 |U1,0|2.
Now we state our results about normalized ground states. Let
T (a1, a2) =

a
r1(1−γr)
1 a
r2(1−γr)
2 β(µ2a
q(1−γq)
2 )
2−rγr
qγq−2 + µ1a
p(1−γp)
1 (µ2a
q(1−γq)
2 )
2−pγp
qγq−2
if r < p¯,
min
{
a
r1(1−γr)
1 a
r2(1−γr)
2 β, (µ1a
p(1−γp)
1 )
1
2−pγp (µ2a
q(1−γq)
2 )
1
qγq−2
}
if r = p¯,
a
r1(1−γr)
1 a
r2(1−γr)
2 β(µ1a
p(1−γp)
1 )
rγr−2
2−pγp + µ2a
q(1−γq)
2 (µ1a
p(1−γp)
1 )
qγq−2
2−pγp
if r > p¯.
(1.11)
Theorem 1.2. Suppose 3 ≤ N ≤ 4, 2 < p < p¯ < q ≤ 2∗, r < 2∗, r2 < 2, then there
exists a constant α0 = α0(p, q, r,N) > 0 such that if T (a1, a2) < α0, then (1.3) has a
positive normalized ground state.
Remark 1.1. The assumption r2 < 2 is used to control the energy level, and the
assumption T (a1, a2) < α0 is applied to ensure that the Pohozaev manifold has a
good geometry. We note that for fixed µ1, µ2, β > 0, T (a1, a2) < α0 holds as long as
a1a2 small enough.
Finally, we obtain a result about the normalized ground state for purelyL2-supercritical
case.
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Theorem 1.3. Suppose 3 ≤ N ≤ 4, p¯ < p, q, r < 2∗, then
(1) there exists a β0 > 0 such that (1.3) has a positive normalized ground state
for any β > β0;
(2) if further r1, r2 < 2, then (1.3) has a positive normalized ground state for
any β > 0.
The paper is organized as follows. In Section 2 we collect some preliminary re-
sults which will be used from time to time in the paper. In Section 3 we prove the
classification result in purely Sobolev critical cases. Theorems 1.2, 1.3 are proved
in Sections 4,5 respectively. In Appendix, we give a proof of a regularity result.
Thoughtout the paper we use the notation |u|p to denote the Lp(RN ) norm, and we
simply write H1 = H1(RN ), H = H1(RN ) × H1(RN ). Similarly, H1r denotes
the subspace of funtions in H1 which are radial symmetric with respect to 0, and
Hr = H
1
r × H
1
r , Sa,r = Sa ∩ H
1
r . The symbol || · || denotes the norm in H
1 or
H . Denoting by u∗ the symmetric decreasing rearrangement of u ∈ H1, we recall that
(see [19]) for p, q > 1
|∇u∗|2 ≤ |∇u|2, |u
∗|p = |u|p and
∫
RN
|u∗|p|v∗|q ≥
∫
RN
|u|p|v|q.
Capital lettersC1, C2, · · · denote positive constants whichmay depend onN, p, q, r1, r2,
whose precise values can change from line to line.
2 Preliminaries
In this section, we summarize several results which will be used in the rest disscussion.
For N ≥ 3, 2 < p ≤ 2∗, the Gagliardo-Nirenberg inequality is
|u|p ≤ CN,p|∇u|
γp
2 |u|
1−γp
2 , ∀u ∈ H
1, (2.1)
where γp is defined by (1.5). For a special case of (2.1), if p = 2
∗, then denoting
S = C−2N,2∗ , we have the Sobolev inequality
S|u|22∗ ≤ |∇u|
2
2, ∀u ∈ D
1,2(RN ),
where D1,2(RN ) is the completion of C∞c (R
N ) with respect to the norm ||u||D1,2 :=
|∇u|2. We observe that the functional I(u, v) defined in (1.4) is well defined and is of
class C1. Throughtout this paper, we denote

D1 = (
max{r1,r2}
r )
rγr
2 CrN,ra
r1(1−γr)
1 a
r2(1−γr)
2 ,
D2 =
1
pµ1C
p
N,pa
p(1−γp)
1 ,
D3 =
1
qµ2C
q
N,qa
q(1−γq)
2 .
(2.2)
Then we have
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∫
|u|r1 |v|r2 ≤ (
∫
|u1|
r)
r1
r (
∫
|u2|
r)
r2
r
≤ CN,ra
r1(1−γr)
1 a
r2(1−γr)
2 (
∫
|∇u|2)
r1γr
2 (
∫
|∇v|2)
r2γr
2
≤ CN,ra
r1(1−γr)
1 a
r2(1−γr)
2 (
r1
r
∫
|∇u|2 +
r2
r
∫
|∇v|2)
rγr
2
≤ D1(
∫
|∇u|2 + |∇v|2)
rγr
2 , (2.3)
1
p
∫
µ1|u|
p ≤ D2|∇u|
pγp
2 and
1
q
∫
µ2|u|
q ≤ D3|∇v|
qγq
2 . (2.4)
Substituting (2.3)-(2.4) into (1.4), we obtain
I(u, v)
≥
1
2
(
∫
|∇u|2 + |∇v|2)−D1β(
∫
|∇u|2 + |∇v|2)
rγr
2 −D2|∇u|
pγp
2 −D3|∇v|
qγq
2
≥ h((
∫
|∇u|2 + |∇v|2)
1
2 ), (2.5)
where h(t) : (0,+∞)→ R defined by
h(t) =
1
2
t2 −D1βt
rγr −D2t
pγp −D3t
qγq . (2.6)
We now focus on the Sobolev subcritical and critical nonlinear Schro¨dinger equa-
tions with prescribed L2-norm. For fixed a > 0, µ > 0, 2 < p ≤ 2∗, we search for
u ∈ H1 and λ ∈ R solving{
−∆u+ λu = µ|u|p−2u in RN ,∫
RN
u2 = a2, u ∈ H1.
(2.7)
Solutions of (2.7) can be found as the critical points of Ep,µ : H
1 → R
Ep,µ(u) =
∫
RN
1
2
|∇u|2 −
1
p
µ|u|p,
constrained on Sa, and the parameter λ appears as Lagrange multiplier. It is well
known that by scaling, the equation (2.7) is equivalent to
−∆w + w = |w|p−2w in RN , w ∈ H1, (2.8)
whose positive solutions are studied clearly. Therefore the existence of normalized so-
lutions of (2.7) can be obtained easily. However, there are still some special properties
that need to be clarified. To be precise, we introduce the Pohozaev manifold for single
equations:
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Ta,p,µ :=
{
u ∈ Sa :
∫
RN
|∇u|2 − γpµ|u|
p = 0
}
, (2.9)
and the constraint minimizition problem
mµp (a) = inf
u∈Ta,p,µ
Ep,µ(u). (2.10)
It is easy to see that
m(a1, 0) = m
µ1
p (a1) and m(0, a2) = m
µ2
q (a2).
Then we have the following lemmas.
Lemma 2.1. Suppose N ≥ 3, µ, a > 0 and 2 < p < 2∗, p 6= p¯, then up to a
translation, (2.7) has a unique positive solution up,µ ∈ Ta,p,µ with λ > 0. Moreover,
(1) if p < p¯, then
mµp (a) = inf
u∈Sa
Ep,µ(u) = Ep,µ(up,µ) < 0; (2.11)
(2) if p > p¯, then
mµp (a) = inf
u∈Sa
max
t∈R
Ep,µ(t ⋆ u) = max
t∈R
Ep,µ(t ⋆ up,µ) = Ep,µ(up,µ) > 0; (2.12)
and in both casesmµp (a) is strictly decreasing with respect to a > 0.
Proof. By [17, 10], up to a translation, wp,µ is the unique positive solution of (2.8),
which is radial symmetric and decreasing with respect to 0. Then since p 6= p¯, by
scaling we obtain the unique solution of (2.7)
up,µ = (
λ
µ
)
1
p−2wp,µ(λ
1
2x) with λ = (
a2
|wp,µ|22
µ
2
p−2 )
p−2
2−pγp .
Using the Pohozaev identity, it is easy to check that up,µ ∈ Ta,p,µ. Then
Ep,µ(up,µ) = (
1
2
−
1
pγp
)
∫
RN
|∇up,µ|
2 = (
1
2
−
1
pγp
)(γpCN,pµa
p−pγp)
2
2−pγp ,
which is negative if p < p¯ and is positive if p > p¯. Moreover it is easy to seemµp (a) is
strictly decreasing. To prove futher properties, let
Φu(s) := Ep,µ(s ⋆ u) =
∫
RN
|∇s ⋆ u|2 −
γp
p
∫
RN
µ|s ⋆ u|p
=
e2s
2
∫
RN
|∇u|2 −
epγps
p
γp
∫
RN
µ|u|p. (2.13)
If p < p¯, then for any u ∈ Sa, there exists a unique global minimizer su for Φu(s) and
su ⋆ u ∈ Ta,p,µ. So
Ep,µ(u) ≥ Ep,µ(su ⋆ u) ≥ m
µ
p (a) ≥ inf
u∈Sa
Ep,µ(u),
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which impliesmµp (a) = infu∈Sa Ep,µ(u) < 0. Taking a minimizing sequence (un) for
infu∈Sa Ep,µ(u), we can assume un ∈ H
1
r and positive by insteading un of |un|
∗. The
coerciveness of Ep,µ|Sa means that (un) is bounded. Then we can assume un ⇀ u0
inH1(RN ), un → u0 in Lp(RN ) and un → u0 a.e. in RN . So u0 ≥ 0. We will prove
that u is a nontivial minimizer ofmµp (a). If u0 = 0, then we have
mµp (a) = limn→∞
Ep,µ(un) = lim
n→∞
1
2
∫
RN
|∇un|
2 ≥ 0,
which is a contradiction. Hence 0 < |u0|2 ≤ a. Suppose |u0|2 6= a, then
mµp (a) = Ep,µ(un) + o(1) ≥ Ep,µ(u0) ≥ m
µ
p (|u0|2) > m
µ
p (a),
which is also a contradiction, thus |u0|2 = a, i.e., Ep,µ(u0) = mµp (a) and u0 is a
positive solution of (2.7). Then by the uniqueness, we obtainmµp (a) = Ep,µ(up,µ).
Suppose now p > p¯, then we can prove mµp (a) = infu∈Sa maxt∈REp,µ(t ⋆ u)
similarly as [23, Lemma 2.2] and mµp (a) = maxt∈REp,µ(t ⋆ up,µ) = Ep,µ(up,µ)
comes from [16, Lemma 2.10].
When p = 2∗, we also have a clear characterization about the positive solutions of
(2.7) and the minimizition problem (2.10).
Lemma 2.2. SupposeN ≥ 3, µ, a > 0 and p = 2∗, then
m
µ
2∗(a) = inf
u∈Sa
max
t∈R
E2∗,µ(t ⋆ u) =
1
N
µ−
N−2
2 S
N
2 > 0. (2.14)
Moreover,
(1) if N = 3, 4, then (2.7) has no posotive solution for any λ ∈ R, and in
particularm
µ
2∗(a) is not achieved;
(2) ifN ≥ 5, then up to a translation, (2.7) has a unique positive solution u2∗,µ ∈
Ta,2∗,µ with λ = 0, and
m
µ
2∗(a) = E2∗,µ(u2∗,µ).
Proof. For detailed proof, we refer to [23, Propesition 2.2].
Lemma 2.3. Suppose (u, v) ∈ H is a nonnegative solution of (1.2) with 2 < p, q, r ≤
2∗, then
(1) if N = 3, 4, then u > 0 implies λ1 > 0; v > 0 implies λ2 > 0;
(2) if N ≥ 5, then u > 0 implies λ1 ≥ 0; v > 0 implies λ2 ≥ 0.
Proof. From Corollary A.1, we know that (u, v) is a smooth solution. Suppose u > 0
but λ1 < 0, then
−∆u = |λ1|u+ µ1u
p−1 + βr1u
r1−1vr2 ≥ min{|λ1|, µ1}u
σ, in RN ,
for any 1 < σ < p− 1. Using a Liouville type theorem [21, Theorem 8.4], we deduce
u = 0, which is impossible. So λ1 ≥ 0. Morevoer, if N = 3, 4 and λ1 = 0, i.e.,
−∆u = µ1u
p−1 + βr1u
r1−1vr2 ≥ 0, in RN ,
then [14, Lemma A.2] implies that u = 0, which is also a contradiction. So λ1 > 0
whenN = 3, 4.
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Finally we recall the Brezis-Lieb lemma.
Lemma 2.4. Suppose (un, vn) ⊂ H is a bounded sequence, (un, vn)→ (u, v) a.e. in
R
N and 2 ≤ r ≤ 2∗, r1, r2 > 1, then
lim
n→∞
∫
RN
|un|
r1 |vn|
r2 − |u|r1 |v|r2 − |un − u|
r1 |vn − v|
r2 = 0.
3 Proof of Theorem 1.1
Proof of the Theorem 1.1. Suppose (u, v) is a positive solution of (1.3) with p = q =
r = 2∗, then by Pohozaev identity we have
λ1a
2
1 + λ
2
2a
2
2 = 0.
Thus we get a contradiction from Lemma 2.3 whenN = 3, 4, i.e., (1.3) has no positive
solution whenN = 3, 4. IfN ≥ 5, Lemma 2.3 implieas λ1 = λ2 = 0, that is, (u, v) is
a solution of {
−∆u = µ1u2
∗−1 + βr1u
r1−1vr2 ,
−∆v = µ2v
2∗−1 + βr2u
r1vr2−1.
By [7, 13], (u, v) = (b1U, b2U) with{
µ1b
2∗−1
1 + βr1b
r1−1
1 b
r2
2 = b1,
µ2b
2∗−1
2 + βr2b
r1
1 b
r2−1
2 = b2,
(3.1)
and
−∆U = U2
∗−1, U > 0, in RN .
Then we have b1|U |2 = a1, b2|U |2 = a2. Substituting b1, b2 into (3.1), we obtain
(1.10) for k = |U |2
∗−2
2 .
On the other hand, suppose (1.10) holds. Since any positive soultion of (1.3) must
be of type (u, v) = (b1U, b2U), we have k = |U |
2∗−2
2 . Then |U |2 = k
N−2
4 and
bi = k
−N−2
4 ai, i = 1, 2. We know that
U ∈ {Uε,y(x) = [N(N − 2)]
N−2
4 (
ε
ε2 + |x− y|2
)
N−2
2 : y ∈ RN , ε > 0},
so from |U |2 = k
N−2
4 , we have
U(x) = [N(N − 2)]
N−2
4 (
ε
ε2 + |x− y|2
)
N−2
2
with ε = k
N−2
4 |U1,0|2.
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4 Proof of the Theorem 1.2
In this section, we assume 2 < p < p¯ < q ≤ 2∗, 2 < r < 2∗, r1, r2 > 1. Recall the
definition of h(t) in (2.6), we have
Lemma 4.1. There exists a constant α1 > 0 such that if T (a1, a2) < α1, then the
function h(t) has exactly two critical points, one is a local minimum at negitive level,
the other one is a global maximum at positive level. Futher, there exists 0 < R0 < R1
such that h(R0) = h(R1) = 0, and h(t) > 0 iff t ∈ (R0, R1).
Proof. We divide the proof into four different situations.
Case-1: p ≤ r < p¯. We have pγp ≤ rγr < 2 < qγq and
h′(t) = tpγp−1(t2−pγp −D1βrγrt
rγr−pγp −D2pγp −D3qγqt
qγq−pγp).
Denote g(t) = t2−pγp −D1βrγrtrγr−pγp −D3qγqtqγq−pγp , we have
h′(t) = tpγp−1(g(t)−D2pγp),
g′(t) = trγr−pγp−1
[
(2−pγp)t
2−rγr−D1βrγr(rγr−pγp)−D3qγq(qγq−pγp)t
qγq−rγr
]
.
Let f(t) = (2− pγp)t2−rγr −D3qγq(qγq − pγp)tqγp−rγr , then
g′(t) = trγr−pγp−1
[
f(t)−D1βrγr(rγr − pγp)
]
,
f ′(t) = t1−rγr
[
(2− pγp)(2− rγr)−D3qγq(qγq − pγp)(qγq − rγr)t
qγq−2
]
.
Since pγp ≤ rγr < 2 < qγq , we have f(0+) = 0+, g(0+) = h(0+) = 0−, f(+∞) =
g(+∞) = h(+∞) = −∞. Then we can see that f(t) has a unique critical point t¯ in
(0,+∞) satisfying
t¯qγq−2 =
2− pγp
qγq − pγp
2− rγr
qγq − rγr
1
D3qγq
. (4.1)
Moreover, if
f(t¯) > D1βrγr(rγr − pγp)), g(t¯) > D2pγp, h(t¯) > 0, (4.2)
then the function h(t) has exactly two critical points, one is a local minimum at negitive
level, the other one is a global maximum at positive level. Futher, there exists 0 <
R0 < R1 such that h(R0) = h(R1) = 0, and h(t) > 0 iff t ∈ (R0, R1). Indeed, (4.2)
is equivalent to


(2− pγp)t¯2 > D1βrγr(rγr − pγp))t¯rγr +D3qγq(qγq − pγp)t¯qγq ,
t¯2 > D1βrγr t¯rγr +D2pγpt¯pγp +D3qγq t¯qγq ,
1
2 t¯
2 > D1βt¯rγr +D2t¯pγp +D3t¯qγq .
(4.3)
Substituting (4.1) into (4.3), we obtain a constant C > 0 such that if
D1βD
2−rγr
qγq−2
3 +D2D
2−pγp
qγq−2
3 < C,
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then (4.3) holds. It follows from the definitions of D1,D2,D3 we can immediately
obtain a constant α1 with the required properties.
Case-2: r < p < p¯. If we exchange the roles of D2tpγp and D1trγr , then we can get
the constant α1 as in case-1.
Case-3: r = p¯. We first suppose α1 <
1
4 , then δ =
1
2−D1β ∈ (
1
4 ,
1
2 )whenD1β < α1.
Then
h(t) = δt2 −D2t
pγp −D3t
qγq .
Taking a similar argument as in case-1, we can prove the existence of the constant α1.
Case-4: r > p¯. Note that in this case pγp < 2 < rγr, qγq . Similarly we have
h′(t) = tpγp−1(t2−pγp −D1βrγrt
rγr−pγp −D2pγp −D3qγqt
qγq−pγp).
Denote g(t) = t2−pγp −D1βrγrtrγr−pγp −D3qγqtqγq−pγp , we have
h′(t) = tpγp−1(g(t)−D2pγp),
g′(t) = t1−pγp
[
2− pγp −D1βrγr(rγr − pγp)t
rγr−2 −D3qγq(qγq − pγp)t
qγq−2
]
.
We can see that g(t) has a unique critical point t¯ in (0,+∞) and
(2− pγp)t¯
2 = D1βrγr(rγr − pγp)t¯
rγr +D3qγq(qγq − pγp)t¯
qγp . (4.4)
In particular, if
g(t¯) > D2pγp, h(t¯) > 0, (4.5)
then h(t) has exactly two critical points: one is a local minimum at a negitive level, the
other on is a global maximum at positive level. Futher, there exist 0 < R0 < R1 suct
that h(R0) = h(R1) = 0, and h(t) > 0 iff t ∈ (R0, R1). Indeed, (4.5) is equivalent to{
t¯2 > D1βrγr t¯rγr +D2pγpt¯pγp +D3qγq t¯qγq ,
1
2 t¯
2 > D1βt¯rγr +D2 t¯pγp +D3t¯qγq .
(4.6)
We observe that if
t¯ > s¯ :=
(
2D2min
{ rγr − 2
rγr − pγp
,
qγq − 2
qγq − pγp
}) 1
2−pγp ,
then we have
D1βrγr t¯
rγr +D2pγp t¯
pγp +D3qγq t¯
qγq
≤ max
{ 1
rγr − pγp
,
1
qγq − pγp
}
(2− pγp)t¯
2 +D2qγq s¯
pγp−2t¯2
< t¯2,
and similarly
D1βt¯
rγr +D2t¯
pγp +D3t¯
qγq <
1
2
t¯2.
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So it is sufficient to prove t¯ > s¯. Note that there exists a constant C > 0 such that
(2 − pγp)s¯
2 > D1βrγr(rγr − pγp)s¯
rγr +D3qγq(qγq − pγp)s¯
qγp
as long as
D1βD
rγr−2
2
−pγp
2 +D3D
qγq−2
qγq−pγp
2 < C,
then t¯ > s¯ because of qγq, rγq > 2. Finally, analogous to case-1, we may get the
constant α1 with the required properties.
Lemma 4.2. There exists a constantα2 > 0 such that if T (a1, a2) < α2, thenP0a1,a2 =
∅, and Pa1,a2 is a C
1 submanifold in H with codimension 3.
Proof. We first prove that P0a1,a2 = ∅ implies that Pa1,a2 is a C
1 submanifold in
H with codimension 3. As we can see, Pa1,a2 is defined by P (u, v) = 0, G(u) =
0, F (v) = 0, where
G(u) = a21 −
∫
RN
u2, F (v) = a22 −
∫
RN
v2.
It is sufficient to prove
d(P,G, F ) : H → R3 is a surjective.
Suppose it is not true, by the independence of dG(u) and dF (v), there must be that
dP (u, v) is a linear combination of dG(u) and dF (v), i.e., there exists ν1, ν2 ∈ R such
that (u, v) is a weak solution of


−∆u+ ν1u =
pγp
2 µ1|u|
p−2u+ rγr2 βr1|u|
r1−2|v|r2u in RN ,
−∆v + ν2v =
qγq
2 µ2|v|
q−2v + rγr2 βr2|u|
r1 |v|r2−2v in RN ,
|u|2 = a1, |v|2 = a2.
(4.7)
Testing system (4.7) with (u, v) and combining with the Pohozaev identity, we can
conclude that
2
∫
RN
|∇u|2 + |∇v|2 = pγ2p
∫
RN
µ1|u|
p + qγ2q
∫
RN
µ2|v|
q + (rγr)
2
∫
RN
β|u|r1 |v|r2 ,
which implies that (u, v) ∈ P0a1,a2 , a contradiction.
Now we prove that there exists a constant α2 > 0 such that P0a1,a2 = ∅ as long as
T (a1, a2) < α2. Suppose there is a (u, v) ∈ P0a1,a2 . Let ρ = (|u|
2
2 + |v|
2
2)
1
2 and
W (t) : = tΦ′(u,v)(0)− Φ
′′
(u,v)(0)
= (t− 2)
∫
RN
|∇u|2 + |∇v|2 − (t− pγp)γp
∫
RN
µ1|u|
p
− (t− qγq)γq
∫
RN
µ2|v|
q − (t− rγr)rγr
∫
RN
β|u|r1 |v|r2
= 0.
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We disscuss it in four different situations.
Case-1: p ≤ r < p¯. There is pγp ≤ rγr < 2 < qγq . Moreover,W (rγr) = 0 implies
(2− rγr)ρ
2 ≤ (qγq − rγr)
∫
RN
µ2|v|
q ≤ (qγq − rγr)qD3ρ
qγq .
Thus ρ ≥ ( qγq−rγr2−rγr
1
qD3
)
1
qγq−2 . On the other hand, byW (qγq) = 0, we obtain
(qγq − 2) = (qγq − pγp)γpρ
−2
∫
RN
µ1|u|
p + (qγq − rγr)rγrρ
−2
∫
RN
β|u|r1 |v|r2
≤ (qγq − pγp)γppD2ρ
pγp−2 + (qγq − rγr)rγrD1βρ
rγr−2
≤ C(p, q, r)(D2D
2−pγp
qγq−2
3 +D1βD
2−rγr
qγq−2
3 ).
Therefore by the definitions of D1,D2,D3, we can choose an α2 > 0 such that
D2D
2−pγp
qγq−2
3 +D1βD
2−rγr
qγq−2
3 < C(p, q, r)
−1(qγq − 2)
as long as T (a1, a2) < α2, then we get a contradiction. That is, P0a1,a2 = ∅ provided
that T (a1, a2) < α2.
Case-2: r < p < p¯. If we exchange the roles of D2tpγp and D1trγr in case-1, then we
can get the constant α2 with the required properties.
Case-3: r = p¯. We first suppose α2 <
1
4 , so that
1
2 − D1β ∈ (
1
4 ,
1
2 ) when D1β < α2.
Then analogous as case-1, combiningW (qγq) = 0 and W (pγp) = 0, we can obtain
the constant α2 with the required properties.
Case-4: r > p¯. If r ≤ q, then there is pγp < 2 < rγr ≤ qγq and analogous as case-1,
combining W (rγr) = 0 and W (pγp) = 0, we can obtain the constant α2 with the
required properties. If r > q, then there is pγp < 2 < qγq < rγr and analogous as
case-1, combiningW (qγq) = 0 andW (pγp) = 0, we can obtain the constant α2 with
the required properties.
Remark 4.1. Pa1,a2 is a C
1 submanifold of codimension 3 in H means that it is a
complete C1,1-Finsler manifold.
Using Lemma 4.1,4.2, we can discribe the geometry of Pa1,a2 .
Lemma 4.3. If T (a1, a2) < min{α1, α2}, then for every (u, v) ∈ Sa1 × Sa2 , the
functionΦ(u,v)(t) has exactly two critical points s(u,v) < t(u,v) and two zeros c(u,v) <
d(u,v) with s(u,v) < c(u,v) < t(u,v) < d(u,v). Moreover:
(1) s ⋆ (u, v) ∈ P+a1,a2 iff s = s(u,v); s ⋆ (u, v) ∈ P
−
a1,a2 iff s = t(u,v);
(2) s(u,v) < log
R0
(
∫
RN
|∇u|2+|∇v|2)1/2
and
Φ(u,v)(s(u,v)) = inf
{
Φ(u,v)(s) : s ∈
(
−∞, log
R0
(
∫
RN
|∇u|2 + |∇v|2)1/2
)}
;
(3) I
(
t(u,v) ⋆ (u, v)
)
= maxs∈R I
(
s ⋆ (u, v)
)
> 0;
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(4) the maps (u, v)→ t(u,v) and (u, v)→ s(u,v) are of class C
1.
Proof. Let (u, v) ∈ Sa1 × Sa2 . By (2.5), we have
Φ(u,v)(s) = I
(
s ⋆ (u, v)
)
≥ h
(
es(
∫
RN
|∇u|2 + |∇v|2)1/2
)
,
then
Φ(u,v)(s) > 0, ∀s ∈
(
log
R0
(
∫
RN
|∇u|2 + |∇v|2)1/2
, log
R1
(
∫
RN
|∇u|2 + |∇v|2)1/2
)
.
Hence combining with Φ(u,v)(−∞) = 0
− and Φ(u,v)(+∞) = −∞, we obtain Φ(u,v)
has at least two critical point s(u,v) < t(u,v), with s(u,v) local minimum point on(
−∞, log R0
(
∫
RN
|∇u|2+|∇v|2)1/2
)
at negetive level, and t(u,v) global maximum point at
positive level. On the other hand, the functionΦ(u,v)(s) has at most two critical points,
which means that Φ(u,v)(s) has exactly two critical points s(u,v) and t(u,v). Since
Φ′(u,v)(s) = P
(
s ⋆ (u, v)
)
, we have s ∗ (u, v) ∈ Pa1,a2 implies s = s(u,v) or t(u,v).
Moreover, fromΦ′′(u,v)(s(u,v)) ≥ 0, Φ
′′
(u,v)(t(u,v)) ≤ 0 and P
0
a1,a2 = ∅, we deduce that
s(u,v) ⋆ (u, v) ∈ P
+
a1,a2 and t(u,v) ⋆ (u, v) ∈ P
−
a1,a2 .
By the monotonicity, Φ(u,v) has exactly two zeros c(u,v), d(u,v), with s(u,v) <
c(u,v) < t(u,v) < d(u,v). It remains to show that the maps (u, v)→ t(u,v) and (u, v)→
s(u,v) are of classC
1. We apply the implicit function theorem onΨ(s, u, v) = Φ′(u,v)(s).
Using the fact that
Ψ(s(u,v), u, v) = Ψ(t(u,v) ⋆ (u, v)) = 0,
∂sΨ(s(u,v), u, v) = Φ
′′
(u,v)(s(u,v)) > 0,
∂sΨ(s(u,v), u, v) = Φ
′′
(u,v)(t(u,v)) < 0,
and P0a1,a2 = ∅, we obtain the maps (u, v) → t(u,v) and (u, v) → s(u,v) are of class
C1.
For k > 0, let
AR :=
{
(u, v) ∈ Sa1 × Sa2 : (
∫
RN
|∇u|2 + |∇v|2)1/2 < R
}
.
We have the following crucial estimates.
Lemma 4.4. SupposeN ≥ 3 and T (a1, a2) < min{α1, α2}. If r2 < 2, then
m(a1, a2) = inf
(u,v)∈AR0
I(u, v) < min
{
m(a1, 0),m(0, a2)
}
.
Proof. From Lemma 4.3, we have
P+a1,a2 =
{
s(u,v) ⋆ (u, v) : (u, v) ∈ Sa1 × Sa2
}
⊂ AR0 ,
and
m(a1, a2) = inf
Pa1,a2
I(u, v) = inf
P+a1,a2
I(u, v) < 0.
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Obviouslym(a1, a2) ≥ infAR0 I(u, v). On the other hand, for any (u, v) ∈ AR0 , there
is 0 < log R0
(
∫
RN
|∇u|2+|∇v|2)1/2
, then
m(a1, a2) ≤ I(s(u,v) ⋆ (u, v)) ≤ I(u, v).
Hence m(a1, a2) = inf(u,v)∈AR0 I(u, v). Since p < p¯ < q, there is m(a1, 0) < 0 <
m(0, a2). Thus it is sufficient to provem(a1, a2) < m(a1, 0).
We now choose a proper test fnunction to prove m(a1, a2) < m(a1, 0). From
h(R0) = 0, we have
1
2R
2
0 > D2R
pγp
0 , that is R
2−pγp
0 > 2D2. Let u ∈ Sa1 be the
unique function in Lemma 2.1 with parameters p, µ1, a1. There is
|∇u|22 = γpµ1|u|
p
p ≤ pγpD2|∇u|
pγp
2 < R
2−pγp
0 |∇u|
pγp
2 ,
which means |∇u|2 < R0. Take
N
2 −
2
r2
< m < N2 − 1 and
ϕ(x) ∈ C∞0 (B2(0)), 0 ≤ ϕ(x) ≤ 1, ϕ(x) = 1 in B1(0).
Let v(x) = cϕ(x)|x|m with constant c > 0. It easy to see v ∈ H
1, and we choose c such
that v ∈ Sa2 . Therefore (u, s ⋆ v) ∈ AR0 for s≪ −1. Let
α(s) =
∫
RN
|u|r1 |s ⋆ v|r2 = Ce(
N
2
−m)r2s
∫
RN
ur1(x)
ϕr2 (esx)
|x|mr2
.
From [18], u decays exponentially in the sense that
u(x) = O(|x|−
1
2 e−|x|), as |x| → ∞,
and |u(x)| ≤M in RN . Then
0 <
∫
RN
ur1(x)
|x|mr2
≤ C(
∫
BR(0)
1
|x|mr2
+
∫
BR(0)c
|x|−
r1
2
−mr2e−r1|x|) <∞.
Thus by the Dominated Convergence Theorem, we obtain α(s) = eθs(C + o(1)) as
s → −∞ where C > 0 and θ = (N2 −m)r2 ∈ (1, 2). Finally we see that for some
s≪ −1, there is
m(a1, a2) ≤ I(u, s ⋆ v)
= Ep,a1,µ(u) +
e2s
2
|∇v|22 −
eqγqs
q
|v|qq − βα(s)
< Ep,a1,µ(u) = m(a1, 0).
Now we prove the compactness of Palais-Smale sequences.
Lemma 4.5. SupposeN = 3, 4 and D1β <
1
4 when r = p¯. Let (un, vn) ⊂ Sa1 × Sa2
is a radial Palais-Smale sequence for I|Sa1×Sa2 at level m(a1, a2) with additional
properties P (un, vn)→ 0 and u−n , v
−
n → 0 a.e. in R
N . If
m(a1, a2) < min
{
m(a1, 0),m(0, a2)
}
,
then up to a subsequence (un, vn)→ (u, v) inH , where (u, v) is a positive solution of
(1.2) for some λ1, λ2 > 0.
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Proof. We first prove that (un, vn) is bounded. Let ρn = (|un|22 + |vn|
2
2)
1
2 and
Zn(t) : = tI(un, vn)− P (un, vn)
=
t− 2
2
∫
|∇un|
2 + |∇vn|
2 −
t− pγp
p
∫
µ1|un|
p
−
t− qγq
q
∫
µ2|vn|
q − (t− rγr)
∫
β|un|
r1 |vn|
r2
≤ C(t), ∀ n ≥ 1.
We disscuss it in four different situations.
Case-1: r < p¯. From Zn(qγq) ≤ C, we get
qγq − 2
2
ρ2n ≤ C +
qγq − pγp
p
∫
µ1|un|
p + (qγq − rγr)
∫
β|un|
r1 |vn|
r2
≤ C(1 + ρpγpn + ρ
rγr
n ),
which implies that (un, vn) is bounded.
Case-2: r = p¯. Note that rγr = 2. From Zn(qγq) ≤ C, we get
qγq − 2
2
(1− 2D1β)ρ
2
n ≤ C +
qγq − 2
2
ρ2n − (qγq − 2)
∫
β|un|
r1 |vn|
r2
≤ C +
qγq − pγp
p
∫
µ1|un|
p
≤ C(1 + ρpγpn ),
which implies that (un, vn) is bounded.
Case-3: p¯ < r ≤ q. From Zn(rγr) ≤ C, we get
rγr − 2
2
ρ2n ≤ C +
rγr − pγp
p
∫
µ1|un|
p
≤ C(1 + ρpγpn ),
which implies that (un, vn) is bounded.
Case-4: p¯ < q < r. From Zn(qγq) ≤ C, we get
qγq − 2
2
ρ2n ≤ C +
qγq − pγp
p
∫
µ1|un|
p
≤ C(1 + ρpγpn ),
which implies that (un, vn) is bounded.
Since the sequence (un, vn) is a bounded sequence of radial functions, by the
compactness of the embedding H1r →֒ L
p(RN ) for 2 < p < 2∗, there exists a
(u, v) ∈ H such that up to a subsequence (un, vn) ⇀ (u, v) in H and L2
∗
(RN ) ×
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L2
∗
(RN ) and (un, vn)→ (u, v) in Lp(RN )×Lp(RN ), Lr(RN )×Lr(RN ), Lq(RN )×
Lq(RN ) when q < 2∗, and a.e. in RN . Hence u, v ≥ 0 are radial funtions. Since
I|′Sa1×Sa2
(un, vn) → 0, by the Lagrange multipliers rule, we have that there exists a
sequence (λ1,n, λ2,n) ⊂ R2 such that∫
RN
∇un · ∇ϕ+λ1,nunϕ−µ1|un|
p−2unϕ− βr1|un|
r1−2|vn|
r2unϕ = o(1)||ϕ||H1 ,
(4.8)∫
RN
∇vn · ∇ψ + λ2,nvnψ − µ2|vn|
q−2vnψ − βr2|un|
r1 |vn|
r2−2vnψ = o(1)||ψ||H1 ,
(4.9)
as n → ∞, for every (ϕ, ψ) ∈ H . Choosing (ϕ, ψ) = (un, vn), we decude that
(λ1,n, λ2,n) is bounded as well, and hence up to a subsequence (λ1,n, λ2,n)→ (λ1, λ2) ∈
R
2. Then, passing to the limits in (4.8)-(4.9), we deduce that (u, v) is a nonnegative
solution of (1.2). Thus from Pohozaev identity we obtain
λ1|u|
2
2+ λ2|v|
2
2 = (1− γp)
∫
RN
µ1u
p+(1− γq)
∫
RN
µ2v
q + (1− γr)r
∫
RN
βur1vr2 .
(4.10)
Moreover, combining P (un, vn)→ 0 with (4.8)-(4.9), we have
λ1a
2
1 + λ2a
2
2 = limn→∞
λ1,n|un|
2
2 + λ2,n|vn|
2
2
= lim
n→∞
∫
RN
−(|∇un|
2 + |∇vn|
2) + µ1|un|
p + µ2|vn|
q + rβ|un|
r1 |vn|
r2
= lim
n→∞
(1− γp)
∫
RN
µ1|un|
p + (1− γq)
∫
RN
µ2|vn|
q + (1 − γr)r
∫
RN
β|un|
r1 |vn|
r2
= (1 − γp)
∫
RN
µ1u
p + (1− γq)
∫
RN
µ2v
q + (1 − γr)r
∫
RN
βur1vr2 . (4.11)
Now we disscuss in four cases.
Case-1: u = 0, v = 0. Since (un, vn) → (u, v) in Lp(RN ) × Lp(RN ), Lr(RN ) ×
Lr(RN ), we have
0 = P (un, vn) + o(1) =
∫
RN
|∇un|
2 + |∇vn|
2 − γq
∫
RN
µ2|vn|
q + o(1).
Then there is
m(a1, a2) = lim
n→∞
I(un, vn)
= lim
n→∞
1
2
∫
RN
|∇un|
2 + |∇vn|
2 −
1
q
∫
RN
µ2|vn|
q
= lim
n→∞
(
1
2
−
1
qγq
)
∫
RN
|∇un|
2 + |∇vn|
2
≥ 0.
However,m(a1, a2) < m(a1, 0) < 0, we get a contradiction.
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Case-2: u 6= 0, v = 0. By maximum principle, u is a positive solution of (2.7) with
parameters p, µ1 and a = |u|2 ≤ a1, then m(a1, 0) ≤ m(|u|2, 0) = I(u, 0). Let
u¯n = un − u, then using Brezis-Lieb lemma and Lemma 2.4, we have
0 = P (un, vn) + o(1)
= P (u¯n, vn) + P (u, 0) + o(1)
=
∫
RN
|∇u¯n|
2 + |∇vn|
2 − γq
∫
RN
µ2|vn|
q + o(1),
and hence
m(a1, a2) = lim
n→∞
I(un, vn)
= lim
n→∞
I(u¯n, vn) + I(u, 0)
≥ lim
n→∞
1
2
∫
RN
|∇u¯n|
2 + |∇vn|
2 −
1
q
∫
RN
µ2|vn|
q +m(a1, 0)
= lim
n→∞
(
1
2
−
1
qγq
)
∫
RN
|∇u¯n|
2 + |∇vn|
2 +m(a1, 0)
≥ m(a1, 0),
which is a contradiction.
Case-3: u = 0, v 6= 0. If q = 2∗, then v is a positive solution of (2.7) with parameters
p = 2∗, µ = µ2 and a = |v|2 > 0, which contradicts Lemma 2.2. If q < 2
∗, then
similarly as case-2, we havem(a1, a2) ≥ m(0, a2), a contradiction.
Case-4: u 6= 0, v 6= 0. In this case, we prove (un, vn) → (u, v) in H . Again by
maximum principle, u, v > 0, then Lemma 2.3 implies λ1, λ2 > 0. Moreover, from
(4.10)-(4.11), we obtain
λ1(a
2
1 − |u|
2
2) + λ2(a
2
2 − |v|
2
2) = 0,
and since 0 < |u|2 ≤ a1, 0 < |v|2 ≤ a2 there must be |u|2 = a1, |v|2 = a2. So
(u, v) ∈ Pa1,a2 . Let (u¯n, v¯n) = (un − u, vn − v), then we have
0 = P (un, vn) + o(1)
= P (u¯n, v¯n) + P (u, v) + o(1)
=
∫
RN
|∇u¯n|
2 + |∇v¯n|
2 − γq
∫
RN
µ2|v¯n|
q + o(1),
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and hence
m(a1, a2) = lim
n→∞
I(un, vn)
= lim
n→∞
I(u¯n, v¯n) + I(u, v)
≥ lim
n→∞
1
2
∫
RN
|∇u¯n|
2 + |∇v¯n|
2 −
1
q
∫
RN
µ2|v¯n|
q +m(a1, a2)
= lim
n→∞
(
1
2
−
1
qγq
)
∫
RN
|∇u¯n|
2 + |∇v¯n|
2 +m(a1, a2)
≥ m(a1, a2).
So I(u, v) = m(a1, a2) and (un, vn)→ (u, v) inH .
Proof of the Theorem 1.2. Take α0 = min{α1, α2}, then by Lemma 4.4,4.5, it is suf-
ficient to prove the existence of a radial Palais-Smale sequence for I|Sa1×Sa2 at level
m(a1, a2) with additional properties P (un, vn)→ 0 and u−n , v
−
n → 0 a.e. in R
N .
Let mr(a1, a2) = infAR0∩Hr I(u, v), then by symmetric decreasing rearrange-
ment it is easy to check m(a1, a2) = mr(a1, a2). We choose a minimizing se-
quence (u˜n, v˜n) for m(a1, a2) = infAR0∩Hr I(u, v), and we can assume (u˜n, v˜n)
are nonnegative by insteading (u˜n, v˜n) of (|u˜n|, |v˜n|). Futhermore, using the fact
I
(
s(u˜n,v˜n) ⋆ (u˜n, v˜n)
)
≤ I(u˜n, v˜n), we can instead (u˜n, v˜n) of s(u˜n,v˜n) ⋆ (u˜n, v˜n),
i.e., (u˜n, v˜n) ∈ P+a1,a2,r for n ≥ 1. Hence, by Ekeland’s varational principle, there
is a radial Palais-Smale sequence (un, vn) for I|Sa1,r×Sa2,r (hence a Palais-Smale se-
quence for I|Sa1×Sa2 ) with the property ||(un, vn)− (u˜n, v˜n)|| → 0 as n→∞, which
implies that
P (un, vn) = P (u˜n, v˜n) + o(1)→ 0 and u
−
n , v
−
n → 0 a.e. in R
N ,
then we finish the proof.
5 Proof of the Theorem 1.3
In this section, we suppose p¯ < p, q, r < 2∗. To start our discussion, we consider once
again the Pohozaev manifoldPa1,a2 and the decompositionPa1,a2 = P
+
a1,a2∪P
0
a1,a2∪
P−a1,a2 . If there is a (u, v) ∈ P
0
a1,a2 , then combiningΦ
′
(u,v)(0) = 0 and Φ
′′
(u,v)(0) = 0,
we deduce that
(pγp − 2)γp
∫
RN
µ1|u|
p + (qγq − 2)
∫
RN
µ2|v|
q + (rγr − 2)rγr
∫
RN
β|u|r1 |v|r2 = 0.
Since pγp, rγr, qγq > 2, there must be (u, v) = (0, 0), in contradiction with (u, v) ∈
Sa1 × Sa2 . This shows that P
0
a1,a2 = ∅, and then we can prove that Pa1,a2 is a C
1
submanifold in H with codimension 3. However, in this section, the geometry of
Pa1,a2 is different from the one in Lemma 4.3.
Lemma 5.1. For any (u, v) ∈ Sa1 × Sa2 , the function Φ(u,v) has a unique critical
point t(u,v) ∈ R, which is a strict maximum point at positive level. Moreover,
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(1) Pa1,a2 = P
−
a1,a2 and P (u, v) < 0 iff t(u,v) < 0;
(2) Φ(u,v) is strict increasing in (−∞, t(u,v));
(3) The map (u, v)→ t(u,v) is of class C
1.
Proof. The proof is similar as Lemma 4.3, so we omit it.
Using the above lemma, it is easy to see that
m(a1, a2) = inf
Sa1×Sa2
max
t∈R
I(t ⋆ (u, v)).
And by the same techniques as Lemma 4.5, we can prove the following lemma.
Lemma 5.2. Suppose N = 3, 4. Let (un, vn) ⊂ Sa1 × Sa2 be a radial Palais-Smale
sequence for I|Sa1×Sa2 at levelm(a1, a2) with the additional properties P (un, vn)→
0 and u−n , v
−
n → 0 a.e. in R
N . If
0 < m(a1, a2) < min
{
m(a1, 0),m(0, a2)
}
,
then up to a subsequence (un, vn)→ (u, v) inH , where (u, v) is a positive solution of
(1.2) for some λ1, λ2 > 0.
Remark 5.1. It is naturally thatm(a1, a2) > 0. Indeed, for any (u, v) ∈ Pa1,a2 , there
is ∫
RN
|∇u|2 + |∇v|2 = γp
∫
RN
µ1|u|
p + γq
∫
RN
µ2|v|
q + rγr
∫
RN
β|u|r1 |v|r2
≤ D2pγp(
∫
RN
|∇u|2)
pγp
2 +D3qγq(
∫
RN
|∇v|2)
qγq
2
+D1rγrβ(
∫
RN
|∇u|2 + |∇v|2)
rγr
2 ,
then infPa1,a2
∫
|∇u|2 + |∇v|2 ≥ C > 0. So we have
m(a1, a2) = inf
Pa1,a2
I(u, v)
= inf
Pa1,a2
pγp − 2
2p
∫
RN
µ1|u|
p +
qγq − 2
2q
∫
RN
µ2|u|
q +
rγr − 2
2
∫
RN
β|u|r1 |v|r2
≥ C inf
Pa1,a2
∫
RN
|∇u|2 + |∇v|2 > 0.
We recall the following lemma in [3].
Lemma 5.3. The map (s, u) ∈ R×H1 → s ⋆ u ∈ H1 is continuous.
Now we give a way to find such a Palais-Smale sequence as the one in Lemma 5.2.
Lemma 5.4. There is a radial Palais-Smale sequence for I|Sa1×Sa2 at levelm(a1, a2)
with the additional properties P (un, vn)→ 0 and u−n , v
−
n → 0 a.e. in R
N .
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Proof. We consider the functional I˜ : R×H1(RN )×H1(RN )→ R defined by
I˜(s, u, v) := I(s ⋆ (u, v))
on the constraintR×Sa1,r×Sa2,r. Denoting the closed sublevel set by I
c = {(u, v) ∈
Sa1 × Sa2 : I(u, v) ≤ c}. Using the fact that for any (u, v) ∈ Sa1 × Sa2 ,
I(u, v) ≥
1
2
(|∇u|22 + |∇v|
2
2)−D2|∇u|
pγp
2 −D3|∇v|
qγq
2 −D1β(|∇u|
2
2 + |∇v|
2
2)
rγr
2 ,
I(u, v) ≤
1
2
(|∇u|22 + |∇v|
2
2),
P (u, v) ≥ |∇u|22+|∇v|
2
2−D1pγp|∇u|
pγp
2 −D3qγq|∇v|
qγq
2 −D1rγrβ(|∇u|
2
2+|∇v|
2
2)
rγr
2 ,
we can find a small k > 0 such that
0 < I(u, v) < m(a1, a2), P (u, v) > 0, ∀(u, v) ∈ A¯k.
Then we introduce the minimax class
Γ := {γ = (α, ϕ1, ϕ2) ∈ C([0, 1],R×Sa1,r×Sa2,r) : γ(0) ∈ {0}×A¯k, γ(1) ∈ {0}×I
0}
with the associated minimax level
σ := inf
γ∈Γ
max
t∈[0,1]
I˜(γ(t)).
We check that σ = m(a1, a2). For any (u, v) ∈ Pa1,a2 , there are (u
∗, v∗) ∈ Sa1,r ×
Sa2,r and P (u
∗, v∗) ≤ P (u, v) = 0, which implies t∗ = t(u∗,v∗) ≤ 0. Then, we have
I(u, v) ≥ I(t∗ ⋆ (u, v)) ≥ I(t∗ ⋆ (u
∗, v∗)) = max
t∈R
I(t ⋆ (u∗, v∗)).
Since there are
|∇s ⋆ u∗|22 + |∇s ⋆ v
∗|22 → 0, as s→ −∞,
I(t ⋆ (u∗, v∗))→ −∞, as s→∞,
we can choose s0 ≪ −1, s1 ≫ 1 such that s0 ⋆ (u∗, v∗) ∈ Ak and s1 ⋆ (u∗, v∗) ∈ I0.
Then we define γ∗ : [0, 1]→ R× Sa1,r × Sa2,r by
γ∗(t) =
(
0, [(1− t)s0 + ts1] ⋆ (u
∗, v∗)
)
,
and by Lemma 5.3, γ∗ ∈ Γ. Hence
σ ≤ max
t∈[0,1]
I˜(γ∗(t)) ≤ max
t∈R
I(t ⋆ (u∗, v∗)) ≤ I(u, v),
which implies σ ≤ m(a1, a2). On the other hand, for any γ = (α, ϕ1, ϕ2) ∈ Γ, we
consider the function
Pγ : t ∈ [0, 1]→ P
(
α(t) ⋆ (ϕ1(t), ϕ2(t))
)
∈ R.
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It is easy to see that Pγ is continuous and Pγ(0) > 0. We claim that Pγ(1) < 0.
Indeed, if Pγ(1) ≥ 0, we have t(ϕ1(1),ϕ2(1)) ≥ 0, and then from Lemma 5.1,
I(ϕ1(1), ϕ2(1)) = Φ(ϕ1(1),ϕ2(1))(0) > Φ(ϕ1(1),ϕ2(1))(−∞) = 0
+,
which is a contradiction. Thus we obtain a tγ ∈ (0, 1) such that Pγ(tγ) = 0. Then
max
t∈[0,1]
I˜(γ(t)) ≥ I˜(γ(tγ)) = I(α(tγ) ⋆ (ϕ1(tγ), ϕ2(tγ))) ≥ m(a1, a2)
which implies σ ≥ m(a1, a2). Hence σ = m(a1, a2).
Let F = {γ([0, 1]) : γ ∈ Γ}. Using the terminology in [9, Section 5], F is a
homotopy stable family of compact subset of R× Sa1,r × Sa2,r with extended closed
boundary {0} × A¯k ∪ {0} × I
0, and the superlevel set {I˜ ≥ σ} is a dual set for F ,
which means that the assumptions in [9, Theorem 5.2] are satisfied. Therefore, taking a
minimizing sequence {γn([0, 1]), γn = (αn, ϕ1,n, ϕ2,n)} for σ with the property that
α(t) = 0, ϕ1,n(t) ≥ 0, ϕ2,n(t) ≥ 0 for every t ∈ [0, 1](Indeed, we can replace γn by
γ˜n = (0, αn⋆(|ϕ1,n|, |ϕ2,n|))), there exists a sequence (sn, un, vn) ⊂ R×Sa1,r×Sa2,r
such that as n→∞, I˜(sn, un, vn)→ σ and
∂sI˜(sn, un, vn)→ 0, ||∂(u,v)I˜(sn, un, vn)||TunSa1,r×TvnSa2,r → 0, (5.1)
|sn|+ dist ((un, vn), (ϕ1,n([0, 1]), ϕ2,n([0, 1])))→ 0. (5.2)
Let (u¯n, v¯n) = sn ⋆ (un, vn) ∈ Sa1,r × Sa2,r. From (5.2), we know that {sn} is
bounded and u¯−n , v¯
−
n → 0 a.e. in R
N . Moreover, (5.1) implies that
P (u¯n, v¯n) = ∂sI˜(sn, un, vn)→ 0,
and for any (φ, ψ) ∈ Tu¯nSa1,r × Tv¯nSa2,r,
I ′(u¯n, v¯n)[φ, ψ] = ∂(u,v)I˜(sn, un, vn)[(−sn) ⋆ (φ, ψ)]
= o(1)||(−sn) ⋆ (φ, ψ)||H
= o(1)||(φ, ψ)||H .
Summing up, (u¯n, v¯n) is a radial Palais-Smale sequence of I|Sra1×S
r
a2
and hence a
radial symmetric Palais-Smale sequence of I|Sa1×Sa2 at level σ.
Before giving the estimate of m(a1, a2) coinciding with Lemma 5.2, we would
like to study the dependence of m(a1, a2) on β. In the following lemma, we denote
m(a1, a2), I(u, v) bymβ(a1, a2) and Iβ(u, v) respectively.
Lemma 5.5. For any a1, a2 > 0, there are
(1) mβ(a1, a2) is decreasing with respect to β ≥ 0;
(2) m0(a1, a2) = min
{
m(a1, 0),m(0, a2)
}
.
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Proof. (1)For any β1 ≥ β2 ≥ 0,
mβ1(a1, a2) = inf
Sa1×Sa2
max
t∈R
Iβ1(t ⋆ (u, v))
≤ inf
Sa1×Sa2
max
t∈R
Iβ2(t ⋆ (u, v))
= mβ2(a1, a2).
Somβ(a1, a2) is decreasing with respect to β ≥ 0.
(2)Let l = min{m(a1, 0),m(0, a2)}. We first prove m0(a1, a2) ≥ l. Suppose
0 < m0(a1, a2) < l. Then by Lemma 5.2 and Lemma 5.4, we can find a sequence
(un, vn) → (u0, v0) in H where (u0, v0) attains the infimum problem m0(a1, a2).
Since β = 0, the system (1.3) is given by two uncoupled equations and both u0 and v0
are positive radial solutions. By Lemma 2.1, we have
l > m0(a1, a2) = I0(u0, v0) = m(a1, 0) +m(0, a2) > l,
a contradiction.
Now we provem0(a1, a2) ≤ l, and then the proof is finished. Let u be the unique
positive solution of (2.7) with parameters p, µ1, a1 and v be the unique positive solution
of (2.7) with parameters q, µ2, a2. Then (u, v) ∈ Sa1 ×Sa2 and (u, s ⋆ v) ∈ Sa1 ×Sa2
for any s ∈ R. Let ts = t(u,s⋆v), then
0 = P0(ts ⋆ (u, s ⋆ v)) =e
2ts
∫
RN
|∇u|2 + e2ts+2s
∫
RN
|∇v|2
− epγpts
∫
RN
µ1|u|
p − eqγq(ts+s)
∫
RN
µ2|v|
q,
which means that∫
RN
|∇u|2 + e2s
∫
RN
|∇v|2 ≥ e(pγp−2)ts
∫
RN
µ1|u|
p.
So ets is bounded as s→ −∞. Hence for any s ∈ R
m0(a1, a2) ≤ I0(ts ⋆ (u, s ⋆ v))
= Ep,µ1(ts ⋆ u) + Eq,µ2((ts + s) ⋆ v)
≤ m(a1, 0) +
e2(ts+s)
2
∫
RN
|∇u|2 −
eqγq(ts+s)
q
∫
RN
µ2|v|
q.
Let s → −∞, we obtain m0(a1, a2) ≤ m(a1, 0). Similarly we can prove that
m0(a1, a2) ≤ m(0, a2).
Lemma 5.6.
(1) There exists a β0 > 0 such that m(a1, a2) < min{m(a1, 0),m(0, a2)} for
any β > β0;
(2) futher, if r1, r2 < 2, then m(a1, a2) < min{m(a1, 0),m(0, a2)} for any
β > 0.
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Proof. (1)Let u be the unique positive solution of (2.7) with parameters p, µ1, a1 and v
be the unique positive solution of (2.7) with parameters q, µ2, a2. It is easy to see that
Ep,µ1(s ⋆ u)→ 0 and Eq,µ2(s ⋆ v)→ 0 as s→ −∞.
So there exists a s0 < −1 which is independent of β such that
max
s<s0
I(s ⋆ (u, v)) < max
s<s0
Ep,µ1(s ⋆ u) + Eq,µ2(s ⋆ v)
< min
{
m(a1, 0),m(0, a2)
}
.
If s ≥ s0, then the intersection term can be bounded from below:∫
RN
|s ⋆ u|r1 |s ⋆ v|r2 = erγrs
∫
RN
|u|r1 |v|r2 ≥ Cerγrs0 .
As a consequence, we have
max
s≥s0
I(s ⋆ (u, v)) ≤ max
s≥s0
Ep,µ1(s ⋆ u) + Eq,µ2 (s ⋆ v)− Ce
rγrs0β
≤ m(a1, 0) +m(0, a2)− Ce
rγrs0β,
and the last term is strictly smaller thanmin
{
m(a1, 0),m(0, a2)
}
provided β is suffi-
ciently large.
(2)Let u be the unique positive solution of (2.7) with parameters p, µ1, a1. Since
r2 < 2, we can take am ∈ (
N
2 −
2
r2
, N2 − 1) and v(x) = c
ϕ(x)
|x|m with
ϕ(x) ∈ C∞0 (B2(0)), 0 ≤ ϕ(x) ≤ 1, ϕ(x) = 1 in B1(0).
Then v ∈ H and we choose a suitable c such that v ∈ Sa2 . Therefore (u, s ⋆ v) ∈
Sa1 × Sa2 for any s ∈ R. Let
α(s) =
∫
RN
|u|r1 |s ⋆ v|r2 = Ce(
N
2
−m)r2s
∫
RN
ur1(x)
ϕr2 (esx)
|x|mr2
.
As in Lemma 4.4, we have
α(s) = eθs(C + o(1)), where C > 0, θ = (
N
2
−m)r2 ∈ (1, 2).
Now let ts = t(u,s⋆v), then
0 = P0(ts ⋆ (u, s ⋆ v))
= e2ts
∫
RN
|∇u|2 + e2ts+2s
∫
RN
|∇v|2 − epγpts
∫
RN
µ1|u|
p
− eqγq(ts+s)
∫
RN
µ2|v|
q − βrγre
rγrtsα(s), (5.3)
from which we can obtain that there exists C1, C2 > 0 such that
C1 ≤ e
ts ≤ C2 as s→ −∞.
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Without loss of generality, we may assume ets → l > 0 as s→ −∞, then let s→ −∞
in (5.3), we obtain
l2
∫
RN
|∇u|2 − lpγp
∫
RN
µ1|u|
p = 0,
which menas l = 1. Then
m(a1, a2) ≤ I(ts ⋆ (u, s ⋆ v))
= Ep,µ1(ts ⋆ u) +
e2(ts+s)
2
∫
RN
|∇v|2
−
eqγq(ts+s)
q
∫
RN
µ2|v|
q − βerγrtsα(s)
≤ m(a1, 0) +
e2(ts+s)
2
∫
RN
|∇v|2
−
eqγq(ts+s)
q
∫
RN
µ2|v|
q − βerγrtsα(s),
from which, we can see for sufficiently small s < −1, there is m(a1, a2) < m(a1, 0).
Similarly we can provem(a1, a2) < m(0, a2).
Proof of the Theorem 1.3. The proof is finished when combining Lemma 5.2, Lemma
5.4 and Lemma 5.6.
A A regularity result
We give a proof of the following facts, which we think is known, but for which we can
not find a reference.
Lemma A.1. Suppose Ω is a domain in RN (N ≥ 3) and (u, v) ∈ H10 (Ω)×H
1
0 (Ω) is
a nonnegative weak solution of{
−∆u = f(x, u, v),
−∆v = g(x, u, v),
in Ω
where f(x, u, v), g(x, u, v) : Ω× R2 → R are Carathe´odory functions satisfying
|f(x, u, v)|+ |g(x, u, v)| ≤ C(|u|+ |v|+ |u|2
∗−1 + |v|2
∗−1),
for some constant C > 0. Then (u, v) is a smooth solution.
Proof. We prove that u, v ∈ Lp(Ω) for any p < ∞ using Moser iteration, then ellip-
tic regularity theory means that u, v are smooth functions. Choose s ≥ 0 such that
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u, v ∈ L2(s+1)(Ω). We shall prove that u ∈ L2
∗(s+1)(Ω) so that an obvious bootstrap
argument proves the assertion. Choose L > 0 and set
ψ = min
{
(u + v)s, L
}
, φ = (u+ v)ψ2, ΩL =
{
x ∈ RN : (u(x) + v(x))s ≤ L
}
.
In what follows we denote by C various constants independent on L. We have
∇[(u + v)ψ] = (1 + sχΩL)ψ∇(u + v),
∇φ = (1 + 2sχΩL)ψ
2∇(u+ v),
and φ ∈ H10 (Ω). Therefore, we obtain∫
Ω
|∇(u+ v)|2ψ2 ≤ C
∫
Ω
∇(u+ v) · ∇φ = C
∫
Ω
[f(x, u, v) + g(x, u, v)]φ
≤ C
∫
Ω
(|u|+ |v|+ |u|2
∗−1 + |v|2
∗−1)φ
≤ C
∫
Ω
(|u|+ |v|)2(s+1) + (|u|+ |v|)2
∗−2[(|u|+ |v|)ψ]2
≤ C(1 +
∫
Ω
w[(|u|+ |v|)ψ]2),
where w(x) = (|u|+ |v|)2
∗−2 ∈ L
N
2 (Ω). Then we obtain∫
Ω
|∇[(u + v)ψ]|2 ≤ C
∫
Ω
|∇(u + v)|2ψ2 ≤ C(1 +
∫
Ω
w[(|u| + |v|)ψ]2)
≤ C(1 +K
∫
|w|≤K
(|u|+ |v|)2(s+1) +
∫
|w|>K
w[(|u|+ |v|)ψ]2))
≤ C(1 +K + (
∫
|w|>K
w
N
2
)
2
N (
∫
Ω
[(u+ v)ψ]2
∗
)
2
2∗ )
≤ C(1 +K) + εK
∫
Ω
|∇[(u + v)ψ]|2,
where εK → 0 asK → +∞. ChoosingK such that εK <
1
2 we arrive at∫
ΩL
|∇(u+ v)s+1|2 =
∫
ΩL
|∇[(u+ v)ψ]|2 ≤ C.
Letting L→ +∞, we get us+1, vs+1 ∈ H1(Ω), hence u ∈ L2
∗(s+1)(Ω).
Corollary A.1. Any nonnegative solution of (1.2) is smooth solution.
Proof. In this cases, Ω = RN and
f(x, u, v) = −λ1u+ µ1|u|
p−2u+ βr1|u|
r1−2|v|r2u
g(x, u, v) = −λ2v + µ2|v|
q−2v + βr2|u|
r1 |v|r2−2v,
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then by Young inequality we have
|f(x, u, v)|+ |g(x, u, v)| ≤ C(|u|+ |v|+ |u|p−1 + |v|q−1 + |u|r−1 + |v|r−1)
≤ C(|u|+ |v|+ |u|2
∗−1 + |v|2
∗−1).
Then from Lemma A.1, we obtain any nonnegative solution of (1.2) is smooth.
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