Abstract: * We derive a functional central limit theorem for the excursion of a random walk conditioned on sweeping a prescribed geometric area. We assume that the increments of the random walk are integer-valued, centered, with a third moment equal to zero and a finite fourth moment. This result complements the work of [8] where local central limit theorems are provided for the geometric area of the excursion of a symmetric random walk with finite second moments.
Introduction and main results
Let (X i ) i≥1 be an IID sequence of integer-valued centered random variables of law P and of finite variance σ 2 . We denote by S := (S i ) ∞ i=0 the random walk starting from the origin (S 0 = 0) of increments (X i ) ∞ i=1 , i.e., 1) and the algebraic area under the random walk by
We consider positive excursions of the random walk and therefore we define the stopping time τ := inf {n ≥ 1 : S n ≤ 0} .
The scaling limit of the random walk excursion (S i ) τ i=0 conditioned on τ = n as n → ∞ is proven in [2] and [16] . To be more specific, we denote by (e t , 0 ≤ t ≤ 1) the standard Brownian excursion [10, 14] normalized to have duration/length 1, i.e., If S is sampled from P(· | τ = n), then S sn σ √ n ; 0 ≤ s ≤ 1 converges in distribution to e s ; 0 ≤ s ≤ 1 , in the space of cadlag functions endowed with the Skorohod topology.
In the present paper, we are interested in the scaling limit of positive excursions conditioned on their area rather than on their length. This was for a long time an open issue, mostly because standard Gnedenko techniques to derive local central limit theorems (LCLT) are difficult to apply when working with a random path constrained to remain positive. This difficulty was recently overstepped in [8, Theorem 1.1] which states that sup a∈N n 3/2 P(A n (S) = a | τ = n + 1) − 1 σ w e a n 3/2 = o(1), (1.4) where w e is the density of the area swept by e that is 1 0 e s ds. In the present paper, we bring the analysis some steps further by displaying a functional central limit theorem for the whole trajectory of a random walk excursion conditioned on sweeping a prescribed area. For technical reasons, we shall assume from now on that E(X 4 1 ) < ∞ and E(X but we believe that our main theorem remains true under the finite variance assumption. Before stating our main Theorem, we need a few more notations. We define the pseudo inverse of the sequence of algebraic areas (A n (S)) n∈N by χ s := inf {n ≥ 1 : A n (S) ≥ s} for s ∈ [0, ∞).
(1.6)
To identify the limiting process of the rescaled excursions we need also E = (E t , t ≥ 0) the Brownian excursion normalized by its area, defined in Corollary 8.5. It is the analogue of the standard excursion (e t , 0 ≤ t ≤ 1) (recall (1.3)) except that it is normalized to sweep a unitary area, i.e., R E 0 E s ds = 1 with R E = inf {t > 0 : E t = 0} , (1.7)
rather than to have a unitary length. Finally, we set A t (E) = t 0 E s ds, a E (s) = inf {t > 0 : A t (E) > s} for t ≥ 0, s ∈ [0, 1].
(1.8)
Theorem A. As L → ∞, with S sampled under P (· | A τ = L, S τ = 0), the process
E sR E ; 0 ≤ s ≤ 1 .
• 1 σL 1/3 S χ sL ; 0 ≤ s ≤ 1 converges in distribution to E a E (s) ; 0 ≤ s ≤ 1 . Both convergence in Theorem A occur in the set of cadlag functions endowed with the Skorohod topology. In the first convergence the limiting process is a Brownian excursion normalized by its area, also rescaled in time by its extension and in space by the root of this extension. We actually prove a bit more in the paper since we establish the convergence of ( τ L 2/3 ) L∈N towards R E jointly with the convergence of processes. This is no surprise since the typical area under an excursion of length N should be approximately N 3/2 therefore, the typical length of an excursion of area L should be approximately L 2/3 and the typical height, with a diffusive scaling, should be thus L 1/3 . As a consequence, the following convergence also holds true and may appear more useful to the reader:
S sL 2/3 ∧ τ σL 1/3 ; s ≥ 0 converges in distribution to E s∧R E ; s ≥ 0 .
For the second convergence in Theorem A, we apply a non-linear time-change to the excursion, i.e., for every s ∈ [0, 1] we observe the excursion at the moment its area reaches sL. The resulting process (rescaled in space by L 1/3 ) converges towards a Brownian excursion normalized by its area, subject to a similar time-change.
With Theorem B below, we characterize the limiting processes displayed in Theorem A and prove that their distribution are those of some Bessel bridge excursions, normalized by their length. To that purpose, we let Y be distributed as (|B a B (s) |) 0≤s≤1 with a B (s) = inf t > 0 :
Theorem B.
1. Y is distributed as 2. The process (E a E (s) , 0 ≤ s ≤ 1) has the law π Y of the excursion of Y normalized by its length.
We conclude this section with a brief outline of the rest of the paper. With Section 2 we apply our main result in the framework of 1 IPDSAW a model introduced in [18] to study the collapse transition of a polymer surrounded by a poor solvent. We state in particular Theorem C, which is an advanced version of Theorem A since it deals also with the random walkS := (S i ) ∞ i=0 obtained by switching the sign of every other increment of S. Theorem C turns out to be the key tool to derive the scaling limit of IPDSAW at criticality, which is the object a companion paper [5] . In Section 3, we provide a sketch for the proof of Theorem A, shedding some lights on the links between our proof and some results from [7] and from [8] . Section 4 is dedicated to the multi-dimensional generalization of a non standard technique initially displayed in [7] to derive LCLT. Sections 5, 6, 7 and 8 are dedicated to the proof of Theorem A, C, D and B, respectively.
Extension and Application
Recall (1.1) and (1.5) and defineS := (S i ) ∞ i=0 byS 0 = 0 and
i+1 X i for n ∈ N. (2.1)
We recall (1.8) and that E is a Brownian excursion normalized by its area. We let B be a standard Brownian motion independent of E.
Theorem C. As L → ∞, when sampled under P (· | A τ = L, S τ = 0), the process
B sR E ; 0 ≤ s ≤ 1 .
• 1 σL 1/3 S χ sL ,S χ sL ; 0 ≤ s ≤ 1 converges in distribution to E a E (s) , B a E (s) ; 0 ≤ s ≤ 1 . We refer to [6] for a recent topical review about IPDSAW, but let us introduce the model in a few words. The IPDSAW is a polymer model whose configurations (in size L ∈ N) are given by the L-step trajectories of a self-avoiding walk taking unitary steps up, down and right. Each such configurations is associated with an Hamiltonian given by β > 0 (the coupling parameter) times a number which somehow measures the level of compactness of the configuration. The model is known to undergo a phase transition at some β c between an extended phase (β < β c ) and a collapsed phase (β ≥ β c ). In the extended phase, a typical configuration rescaled in time by L and in space by √ L converges in law towards a 1-dimensional Brownian motion. Inside the collapsed phase (β > β c ) the appropriate rescaling of a typical path is √ L in both time and space and the convergence occurs in probability towards a deterministic two-dimensional Wulff shape.
At criticality (β = β c ) deriving the scaling limit of a typical path is more involved since the limiting object turns out to be a two-dimensional truly random subset of R 2 . This is the object of a companion paper [5] and the proof heavily relies on the fact that the critical-IPDSAW enjoys a random walk representation which allows us to reconstruct a typical trajectory with the help of two random processes:
1. a profile whose law is that of a random walk conditioned on sweeping an area ∼ L 2. a center-of-mass walk obtained by switching the sign of every other increments of the profile.
To be more specific, the random walk representation provides an IID sequence of random variables (X i ) i∈N with a symmetric Laplace law P β , i.e.,
We define S andS with those increments (recall (1.1) and (2.1)) and the geometric area swept by S after n steps is G n := n i=1 |S i | and its perturbation K n := n + G n . We define the pseudo inverse of (K n ) n∈N by ξ s := inf {i ≥ 0 :
The profile and center-of-mass walk mentioned in (1) and (2) above are obtained by sampling
. Therefore, deriving the scaling limit of critical-IPDSAW requires to prove the convergence (as L → ∞) of the joint law of S andS rescaled in time by L
2/3
and in space by L 1/3 and to identify its limit. The fact that the conditioning involves the geometric area swept by S brings us to decompose each path into excursions (away from the origin) simply because the geometric area of the whole trajectory is the sum of the modulus of the algebraic area swept by each excursions. Moreover, the area swept by an excursion is a heavy tailed random variable (see e.g. Lemma 5.3). Therefore one can reconstruct a fraction of the whole trajectory arbitrary close to 1 by considering finitely many excursions sweeping large areas. This is the reason why Theorem C is a cornerstone of the proof of the main result in [5] .
The last subtlety that we must take into account comes from the fact that the excursions of S (whose increments are defined in (2.2)) do not necessarily start from the origin. This is the reason why we have refined the definition of excursions by introducing another slightly different sequence of stopping times, i.e., τ 0 = 0 and for j ≥ 1
3)
The geometric nature of the increments of S yields that the excursions
, j ≥ 2 are IID and that for j ≥ 2 their initial point V τj−1 has law µ defined by
Let P β,µ denote the distribution of the random walk S of increments (X i ) i≥ defined in (2.2) and such that S 0 has law µ. Let also σ β be the variance of the random variable X 1 of la P β (or P β,µ ).
Theorem D. As L → ∞ and when sampled under P β,µ (.
There are three minor issues to settle to turn the proof of Theorem C into that of Theorem D. First, in Theorem D the law of S 0 is µ rather than δ 0 . Second, by definition of τ the random walk in Theorem D may stick to the origin for a while before starting its excursion and this is not the case in Theorem C. Third, the conditionings are different. This is taken care of in Section 7 but let us simply insist here on the fact that the geometric nature of the increments (of S sampled under P µ,β ) is the key to overstep these three difficulties. For instance, it yields that (S i ) τ −1 i=0 has the same law when it is conditioned by {τ + G τ −1 = L} or by {τ + G τ −1 = L, S τ = 0} (this last conditioning being much easier to relate with that of Theorem C, i.e., {A τ = L, S τ = 0}).
Sketch of the proof of Theorem A
Proving the first convergence in Theorem A requires to establish the tightness and the convergence of the finite dimensional marginals of (
For the convergence, we proceed as follows:
1. We state and prove Proposition 4.1 which generalizes a method introduced in [7] by Davis and McDonald to derive local central limit theorems (LCLT) in a non-standard manner. To be more specific, we consider a sequence of random vectors (X n ) n≥1 of law P taking values in X a countable subset of R d . This method can be implemented to estimate P(X n = y) for n large and y ∈ X but it requires a good control on the spatial gradient of P(X n = y) and also a convergence in distribution of (X n ) n∈N towards a continuous random vector with a sufficiently smooth density. 2. For every d ∈ N and t = (t 1 , . . . , t d ) (with 0 ≤ t 1 < · · · < t d ≤ 1), we apply Proposition 4.1 to prove Proposition 5.1 which gives a LCLT for the joint distribution of A N and S [N t] with S sampled from P(· | τ = N, S N = 0). Checking that the hypothesis of Proposition 4.1 are satisfied requires, for every δ > 0, to bound from above the spatial gradient of quantities like
uniformly in y ≥ δ √ N and in a ∈ N. To that aim, we use a method introduced in [8] , which consists in relaxing in the conditioning the constraint that S remains positive on some small windows on the left of time N . On such windows S has no sign constraint anymore and therefore classical LCLT are available for the area, the position and their respective gradients. 3. We rewrite the LCLT in Proposition 5.1 but with the event A N = a in the conditioning. Then, we turn this LCLT into a convergence of the finite dimensional marginals of (
by summing over the length of the excursion N , over the positions of S at times t 1 N, . . . , t d N , and by performing a standard Riemann approximation.
The tightness of ( 
A generalization of Davis and McDonald's proof of LCLT
Let us write first a multidimensional version of a result of [7] . We let (e 1 , . . . , e d ) be the canonical basis of R d and we let ∇ i be the discrete gradient in direction i, that is ∇ i f (x) = f (x + e i ) − f (x). In the statement of Proposition 4.1 below, G 1 , G 2 and G 3 are generic functions that satisfies lim η→0 + G j (η) = 0 for j ∈ {1, 2, 3}.
). Assume that Λ n (X n ) converges in distribution to a random vector Z with a globally Lipschitz density φ.
Assume that for any η > 0 there exists a family of real numbers
Then we have the LCLT
Since φ is a globally Lipschitz density, φ is necessarily bounded on R d .
Proof. We will denote by φ Lip the Lipschitz constant of φ. For x ∈ Z d and n ∈ N we set
where we abuse notation and write Λ n (Rect(x)) for the image of Rect(x) by Λ n . Using that φ is the density of Z and denoting by · the infinite norm on R d we write, for x ∈ Z d and n ∈ N that
Therefore, the proof will be complete once we show that
Assumption (i) combined with the fact that for x ∈ Z d , n ∈ N and i ∈ {1, . . . , d},
We let (x, n) := n r (P (X n = x) − h(x, n)). Observe that the convergence in distribution, combined with the continuity of the density of Z implies the uniform convergence of distribution functions and therefore that for any α > 0
As a consequence, for any α > 0 we set
and lim n→∞ β n (α) = 0. At this stage, we assume that (4.3) is not satisfied. Then, there exists ε > 0 and a non decreasing sequence (n k ) k∈N satisfying lim k→∞ n k = +∞ such that
(4.8)
We pick η = η(ε) > 0 such that
Let n = n k with k large enough so that φ Lip n − inf{ri; i≤d} ≤ G 3 (η) and so that (ii) and (iii) are (4.10) and thus with the help of (iii) and (4.9) we obtain
By assumption, there exists x n ∈ Z d such that | (x n , n)| ≥ ε and therefore (4.11) ensures that Λ n (x n ) ∈ A(η). Assume that (x n , n) ≥ ε (the case ≤ −ε is taken care of similarly). Since Λ n (x n ) ∈ A(η), (ii) and (4.9) imply that η (x n , n) > ε/2.
(4.12)
At this stage we set α := min
so that (iv) ensures us that for any y ∈ Z d satisfying Λ n (y) − Λ n (x n ) ≤ α, we have Λ n (y) ∈ A(η/2) and thus by (ii) and (4.9)
Thanks to η 's smoothness in (4.5), for any y such that Λ n (y) − Λ n (x n ) ≤ α we get 14) and thus (4.12-4.14) yield (y, n) ≥ ε/8. Coming back to (5.1), we bound n r β n (α) from below by 15) which contradicts the fact that lim n→∞ β n (α) = 0 and therefore proves (4.3).
Proof of Theorem A
We derive a local central limit theorem (LCLT) for the excursion, that is we condition now on the event { τ = N, S N = 0}. Set t = (t 1 , . . . , t d ) with 0 < t 1 < · · · < t d < 1 and let φ t (a, x) be the density of
with e the standard Brownian excursion.
The next step is to bring the condition on the area swept in the conditioning (i.e., the event {A N = a}). It is the reason why we derived a LLT for the joint process (area at time N , position at time tN ). Recall (1.7).
By establishing tightness in Section 5.3, this convergence is lifted to the process level and proves the first convergence in Theorem A. By applying an ad-hoc time change we finally obtain the second convergence in Theorem A in Section 5.4.
Proof of Proposition 5.1
We shall restrict ourselves to d = 2 since all the technical ingredients are present there. Therefore, we consider t = (t 1 , t 2 ) with 0 < t 1 < t 2 < 1. We are going to apply Proposition 4.1. For that purpose we define, for N ∈ N, the operator Λ N as
We recall (5.1) and we consider
, e(t 1 ), e(t 2 )). The global Lipschitzianity of φ t (a, x), the density of (A 1 (e), e(t 1 ), e(t 2 )), is the object of Lemma A.1 in the Appendix. Without loss of generality we assume σ = 1.
For every η > 0 we set
For (k, l) ∈ N 2 such that k + 1 ≤ l − 1 we denote by W k,l the set of path which remain positive between times k and l, i.e.,
For η > 0, N ∈ N, and x ∈ Z we set M := η 3 N and
We recall (1.1) and for x ∈ Z we denote by P x the law of (x+S n ) n≥0 . Then, for a ∈ N and x 1 , x 2 ∈ N we set
For η > 0, N ∈ N, a ∈ N and x 1 , x 2 ∈ N 0 we introduce
with r 1 = N t 1 , r 2 = N t 2 − N t 1 and r 3 = N − r 2 . Note that, in the r.h.s. of (5.7) we should have mentioned that a i ∈ N for i ≤ 3 in the index of the sum. We did omit it for simplicity and we will keep doing so when there is no risk of confusion.
Useful bounds
In the present section we collect and prove some upper-bounds that will be important to verify assumptions (i-iv) of Proposition 4.1.
Since the random walk S is centered with finite variance, the upper tail of τ can be bounded above, first for a random walk starting from the origin (see [13, Lemma 5.1.8] ) and also when the starting point of the random walk is positive but "small" (see e.g. [8, (3.9) ]). Thus, there exists
By using a classical proof of Gaussian LCLT (see e.g. [13, Theorem 2.3.10]) we claim that there exists C 2 , C 3 > 0 such that for every N ∈ N sup x,y∈Z
Combining the preceding inequalities, we obtain that there exists C 4 , C 5 > 0 such that for every N ∈ N,
We display here the proof of the second inequality in (5.10) since the proof of the first inequality is similar and easier. We apply Markov property at time K = N 2 and we recall (5.8) and (5.9) to write
We can refine the bounds in (5.10) when the starting point of the random walk is positive but "small". In other words, there exists ε 2 : (0, ∞) → (0, ∞) such that lim η→0 ε 2 (η) = 0 and such that for every
(5.12) Again, the proof of both inequalities above being very similar we only display the proof of the first inequality. By Markov property at time K = N 2 and by recalling (5.8-5.9) we get
We also state the counterparts inequalities of (5.12) but for a random walk starting from the origin and with a "small" endpoint, i.e., there exists ε 3 : (0, ∞) → (0, ∞) satisfying lim η→0 ε 3 (η) = 0 and such that for every N ∈ N,
(5.13) We only prove the first inequality in (5.13) since the proof of the second inequality is again completely similar. By Markov property at time K = N 2 and with the help of (5.10) we get
We now use time reversal and we will use it again several times in the present paper. For this we consider the random walk S := (S n ) n∈N with increments X i = −X i and we set τ = inf {n ≥ 1 : S n ≤ 0}. We note that the increments of S also satisfy (1.5). Since,
we use (5.8) with τ and we rewrite (5.14) as
Using the extra moments assumption (1.5) to obtain the standard gaussian local limit theorem for discrete gradients as in [13, Theorem 2.3.6] it comes that there exists C 6 , C 7 , C 8 > 0 such that for every N ∈ N,
Proof of (i)
In the framework of Proposition 4.1, we are working with r = 5/2. We need to prove the regularity of p η in a, x 1 and x 2 . Thus, we must show that there exists C η > 0 such that for every (a, x) ∈ N × N 2 and N ∈ N we have
As in (5.15) we consider the random walk S and we let p η be defined as in (5.6-5.7) but with S instead of S. Then, by time reversal we have
Since the increments of S also satisfy (1.5), we conclude that regularity of p η in x 1 implies its regularity in x 2 (i.e., the second inequality in (5.17) implies the third inequality). Let us prove the second inequality in (5.17). For simplicity we set u N := P ( τ = N, S N = 0) and we use [17, Theorem 6] , or [2, (4.5)] to assert that
As a consequence, the second inequality in (5.17) will be proven once we show that
We will prove that there exist c 1,η , c 2,η > 0 such that for every a ∈ N, (x 1 , x 2 ) ∈ N and N ∈ N we have
Let us begin with the first inequality in (5.21). Recall that M = η 3 N and use Markov property at time N − M to write
where we have used the second inequality in (5.16) to write the second line and (5.8) in the third line.
For the second inequality in (5.21), by time reversal again we note that it suffices to prove the very same inequality with ∇ x2 α η (a, x 1 , x 2 , N ) instead of ∇ x1 α η (a, x 1 , x 2 , N ) and this turns out to be easier. We apply Markov property at time N − M and obtain
where we have used the second inequality in (5.16) to write the second line. We deduce from (5.6) and from (5.8-5.9) that there exists c 3,η > 0 such that
where we have that r 1 = t 1 N (with t 1 > 0) and M = η 3 N to write the last line. Then, by (5.6) and (5.9) again we write that there exists c 4,η > 0 such that
Finally, by using time reversibility and the same computation as (5.24) we obtain that there exists It remains to prove the first inequality in (5.17) that is the a-regularity of p η . The proof is very close in spirit to that of the second inequality displayed above. For this reason we will only sketch the key points of the proof.
By (5.19) one should prove that
At this stage one should control the gradients, i.e., prove that there exist c 6,η , c 7,η , c 8,η > 0 such that for every a ∈ N, (x 1 , x 2 ) ∈ N and N ∈ N we have
By time reversibility again, in (5.28), the first upper bound implies the third upper-bound. To prove the first upper bound we follow the computation in (5.22) except that we replace
which we bound from above using the third inequality in (5.16). We conclude that indeed the first upper bound in (5.28) is satisfied. Similarly, we prove the second upper bound in (5.28) by following (5.23) and replacing
which we bound from above with the third inequality in (5.16). At this stage we complete the proof of first inequality in (5.17) by combining (5.27) with (5.28) and (5.24-5.26).
Proof of (ii)
Using (5.19), we need to establish that there exists G 1 : (0, ∞) → (0, ∞) such that lim η→0 G 1 (η) = 0 and such that for every η > 0 we have for N large enough and for a ∈ N and
By Markov property, we have
At this stage we need to prove that there existsḠ 1 : (0, ∞) → (0, ∞) satisfying lim η→0Ḡ1 (η) = 0 and such that for every η > 0 we have for N large enough and for a ∈ N and
By time reversibility, in (5.31), the first inequality implies the third inequality. Let us prove the first inequality in (5.31). We write
We consider first
With the help of (5.10), we bound the first probability in the right hand side (r.h.s.) of (5.34) by
. Then, we remove the condition τ > N − M from the second probability and we sum it on a 2 ≤ a to obtain
We let (B s ) s≥0 be a standard 1-dimensional Brownian motion. Using time reversibility we get that
√ N and therefore, (5.35) and Donsker invariance principle guarantee that there exists C > 0 such that for N large enough
We proceed similarly to bound r 2,η (a, 0, x 1 , N ) from above. Thus, we apply Markov property at time N − M and write
By using again (5.10), summing over a 2 ≤ a, applying time reversibility and summing over z ∈ Q N (x 1 ) we get that there exists a C > 0 such that
where we have used the condition x 1 ≥ η √ N and the equality M = η 3 N to obtain the last inequality. By Donsker invariance principle we get finally that that for N large enough
At this stage, (5.32) combined with (5.33), (5.36) and (5.38) complete the proof of the first inequality in (5.31).
We only give the main lines of the proof of the second inequality in (5.31), i.e.,
Here as well we need to identifyḠ 2 (η) satisfying lim η→0Ḡ2 (η) = 0 and such that for every η > 0 we have for N large enough and for a ∈ N and
To that aim we repeat the same type of computations as those who led to (5.36) and (5.38).
To be more precise, we apply Markov property at time N − M for r 1,η and r 2,η and at time M for r 3,η and r 4,η . Since we consider random walk trajectories starting from x 1 (instead of starting from the origin in the previous proof) we apply (5.9) instead of (5.10) and this explains why the r.h.s. in the second inequality in (5.31) decays as N −2 instead of N −5/2 . To obtainḠ 2 (η) we apply Donsker invariance principle on the time interval {N − M, . . . , N } for r 1,η and r 2,η and on the time interval {0, . . . , M } for r 3,η and r 4,η . This completes the proof of the second inequality in (5.31).
At this stage we recall that r 1 = t 1 N and we use (5.10) to claim that there exists a C > 0 such that
then we use that r 2 = t 2 N − t 1 N and (5.9) to claim that there exists a C > 0 such that
and finally we use time reversibility and (5.10) to claim that there exists a C > 0 such that 
Proof of (iii)
We recall (5.19). We need to establish that there exists G 2 : (0, ∞) → (0, ∞) satisfying lim η→0 G 2 (η) = 0 and such that for every η > 0 we have for N large enough and for a ∈ N and 0
We assume that 0 ≤ x 1 ≤ η √ N , and we use (5.12) to bound the second probability in the r.h.s. of (5.30). Therefore
With the help of (5.10) we bound the first probability in the r.h.s. in (5.45) and we use time reversibility and (5.10) again to bound the second probability so that (5.45) becomes
and (5.44) is proven. It remains to consider the case 0 ≤ x 2 ≤ η √ N but by time reversibility this is exactly the same proof.
Proof of (iv)
Since φ t is globally Lipschitz and since φ t (a, x 1 , . . . , x d ) = 0 if there exists i ≤ d such that x i = 0 we obtain that P ((A 1 (e), e t1 , . . . ,
so that (iv) of Proposition 4.1 is easily proven.
Proof of Proposition 5.2
In this proof again we assume, without loss of generality that σ = 1. We shall prove at the end of this section the following Lemma 5.3. There exists C > 0 such that
and consider
With the help of Proposition 5.1 and then by using (5.19) and the fact that φ t is bounded (see Remark 4.2) we rewrite (5.46) as
where o N (1) in (5.47) is a function that depends on (x, N, L) but converges to 0 as N → ∞ uniformly in (x, L). At this stage, we note that there exists C > 0 such that
and therefore it suffices to use Lemma 5.3 to assert that there exists C > 0 such that
We set ψ(u) := R φ t (u, x) dx for u > 0 and we recall that φ t is globally Lipschitz. Thus, we have by Riemann sum approximation that
where o L (1) also depends on N but converges to 0 as
, we obtain
And this establishes the convergence in distribution of the Proposition, since by Lemma 8.
is the density of R,
of Lemma 5.3. We denote byφ the density of A 1 (e). Following the same steps as above, we prove that there exists C 1 > 0 such that
Then, by applying Markov property at time K = N 2 combined with the second inequality in (5.10), we derive easily that there exists C > 0 such that for every N, L ∈ N we have P (A N = L, S N = 0, τ = N ) ≤ CN −3 . As a consequence, there exists C > 0 such that for every
It remains to prove that there exists a G : (0, ∞) → (0, ∞) satisfying lim a→0 G(a) = 0 and such that for every a > 0 and for L large enough,
(5.49)
To that aim we observe that, for
(5.50)
(5.51)
We note first that if S ∈ D N then, before time N , S must have at least two increments larger than L/8N in modulus. These two increments are Xτ L/4N and Xτ L/4N +1 . As a consequence, we have
and therefore
Since X 1 has finite fourth moment, Markov inequality yields
At this stage we note that it is sufficient to focus on 
), on (α 1 , α 2 , α 3 ) the value taken by (A r1−1 , A r2 − A r1−1 , L − A r2 ) and on (x 1 , x 2 ) the values taken by (Sτ L/4N , Sτ L/4N ). We note that, by construction, α 1 and α 3 are necessarily smaller than L/4. We apply Markov property at times r 1 and r 1 + r 2 and reversibility for the last piece of trajectory (between times r 1 + r 2 and N ) so that
Our goal now, is to find an upper bound on W x1,x2,r2,α2 which only depends on N and L. To that aim, we remove the constraint τ > r 2 to obtain the upper bound We observe that there exists c 1 , c 2 > 0 such that g(y, z) ≤ c 1 e
−c2z
2 for every (y, z) ∈ R 2 , and also that the area
We begin with the case r 2 ≥ N 2/3 and we apply Proposition 5.4 to obtain that there exists C > 0 and c 3 > 0 such that
.
3 is bounded on [0, ∞), we conclude that provided C is chosen large enough we
For the case r 2 ≤ N 2/3 , we recall that
. Consequently, by using the fact that (S i ) i∈N is a martingale with finite fourth moment we apply Markov property and Doob's inequality to obtain that there exist C, C > 0 such that for every L ∈ N W x1,x2,r2,α2
(5.58) Going back to (5.53), we use (5.57-5.58) to assert that provided C is chosen large enough we have
and we observe also that there exists a C > 0 such that for every L ∈ N and N ≤ aL 2/3 ,
(5.60) Combining (5.59) with (5.60) we conclude that provided C > 0 is chosen large enough, we have for every L ∈ N and N ≤ aL
L 6 and therefore
which completes the proof of (5.49).
Tightness
Lemma 5.5. Let ν L be the distribution of the process
Proof. We consider the continuity modulus of a given function f : [0, 1] → R : given x < y ∈ [0, 1] and ε > 0 we set
In what follows, we denote byŜ τ the process
and for every N ∈ N by S N the process
. By reversibility, Lemma 5.5 will be proven once we show that for every δ > 0, lim
A slight modification of Proposition 5.2 (whose proof is completely similar) guarantees us that, when sampled under
Hence for every ε > 0 there exists [c 1 ,
Note that we can safely assume that y1 √ c1 < y2 √ c2 and thus
The quantity B 1,L is taken care of with (5.65), so that we only need to focus on B 2,L . To that aim, we partition the event K L,c,α,y depending on the value N taken by τ , i.e., 
where we have used Markov property at N/2 and time reversal in b. Let us finally set for
and
(5.71)
where we have used that . Thus, with (5.70-5.71) we can safely write and that 
where the first equality in (5.76) is just an inversion of the supremums over N and L. Coming back to (5.69) we can rewrite
so that the proof of the step will be complete once we show that
It remains to use a Proposition 6.1 to check that there exists C 1 < C 2 such that for every N ≥ 1
which is sufficient to assert that (5.76) implies (5.78).
Time changing. End of the proof of Theorem A
For notational convenience, we set ν(E) : 
( 5.80) Then, we introduce the operatorÂ :
It is not difficult to check that any V ∈ C [0,1] is a point of continuity forÂ. Thus, since ν(E) is continuous, we deduce from (5.80) that as L → ∞ and with S sampled from
where the fourth coordinate in both sides of (5.81) correspond to the right-continuous pseudo-inverse of the third coordinate, i.e., for u > 0,
and a ν E is the pseudo-inverse ofÂ(ν(E)) defined as in (1.8) .
At this stage, by recalling (1.2) and (1.8), we note that for every t ∈ [0, 1] we haveÂ(Ŝ)(t) =
A tR E (E). We recall also (1.6) and with
(5.84)
Since the limiting processes in (5.81) are continuous, we composeŜ with the inverse processÂ
and use [11, Lemma 2.3 ] to obtain that as L → ∞ and with S sampled from
for the Skorokhod distance. We conclude by observing that ν(E)(a ν E (sR
Proof of Theorem C
We will not display here all the details of the proof of Theorem C since it is very close in spirit to that of Theorem A. We will rather insist on the differences between both proofs.
We recall (5.1) and, given t = (t 1 , . . . , t d ) with 0 < t 1 < · · · < t d ≤ 1, we denote by k(y 1 , . . . , y d ) the density of the random vector B t = (B t1 , . . . , B t d ) , where (B s ) s∈[0,∞) is a standard Brownian motion.
The key point consists in proving the counterpart of Proposition 5.1 in the present framework, i.e., Proposition 6.1. With r = 2d Proving that with S sampled under P(·| τ = N, S N = 0) and as N → ∞, the random vector S tN / √ N converges in distribution towards B t is difficult. For this reason we can not apply Proposition 4.1 directly to prove (7.1). To overstep this difficulty, we first state a variant of Proposition 7.1 involving the Brownian meander instead of the excursion. To that purpose, for v ∈ [0, 1], we let
The proof of Proposition 6.1 is displayed in Section 6.1 below. With Proposition 6.1 in hand, we can prove (7.1). To that aim, we apply Markov property at time t d N in the probability in (7.1). Then, we use (6.2) to estimate the probability associated to the time window [0, t d N ] and a simplified version of (6.2) (withoutS and with d = 1) to estimate the probability associated to the time window [t d N, N ]. Then, it remains to perform a Riemann sum approximation and to note that there exists a C > 0 such that for a ≥ 0 and
to complete the proof of Proposition 7.1. Note that (6.3) is obtained by using classical absolute continuity relationship between Brownian excursion, Bessel bridges of dimension 3 and Brownian meander. At this stage, the rest of the proof of Theorem C is completely similar to that of Theorem A and therefore we do not repeat it here.
Proof of Proposition 6.1
To prove the proposition we apply Proposition 4.1 and follow mutatis mutandis the path taken to prove Proposition 5.1. As mentioned above, the only additional difficulty consists in proving the convergence in distribution required to apply Proposition 4.1. In this case it means proving that when S is sampled from P (. | τ > N ) and as N → ∞, the random vector (
). This will be the object of the rest of the present section.
We shall follow closely the proof of [1] and therefore stick to the notations of this paper. Therefore, we let Y n (s) be the continuous process on [0, +∞) for which Y n (
and which is linearly interpolated elsewhere:
We recall (2.1) and similarly we letȲ n (s) be the linear interpolation process associated to (
to two independent Brownian motions, where C[0, 1] is the space of continuous functions and ρ the uniform metric.
At this stage, we set
} and the convergence in law that we are looking for will be a straightforward consequence of the following proposition.
Proposition 6.4. Let B be a standard Brownian motion independent of the Brownian meander
of Proposition 6.4. The first step of the proof is the following Lemma. Let T n = inf {k : S k+i ≥ S k , for i = 1, . . . , n}. Clearly T n < +∞ a.s.
Lemma 6.5. For each sequences of real numbers a 1 , . . . , a n ,ā 1 , . . . ,ā n we have
What is interesting here is that M j ∈ F j = σ(X k , k ≤ j) and that the random walks (S k+j −S j , k ≥ 0) and (S k+j −S j , k ≥ 0) are independent from the σ-field F j . Therefore 
and we set T = T ∞ , P = P ∞ for simplicity. Let u be the function in C 1 which is everywhere equal to −1. Let Φ s : C s → C 1 be the map
Let Q n be the probability measure defined on (
be the probability measure defined on C 1 × C 1 by
In Lemma 6.5 we have showed that Q n π −1
As stated before, we can prove as in Donsker's theorem that
. By the contraction property, this implies
We can now show as in [1] that if A is a continuity set, i.e. P ⊗ P Ψ −1 (∂ A) = 0, then
and since P Φ −1 is the law of M + , we have that P ⊗ P Ψ −1 is the law of (M + , B) and this concludes our proof.
Proof of Theorem D
We start by showing Lemma 7.1 which yields that it is equivalent to prove Theorem D with S sampled from P β,µ (·|τ +G τ −1 = L, S τ = 0) rather than with S sampled from P β,µ (·|τ +G τ −1 = L).
Lemma 7.1. For every bounded random variable of type Z = F (|S| i∧τ −1 , i ≥ 1) we have
Proof. Remember the geometric nature of the increments :
Therefore, by symmetry,
As for Theorem C, the proof of Theorem D is very close to that of Theorem A. For this reason, we will not display the proof of theorem D in full details here, but we will show how to derive the counterpart of Proposition 6.1 with τ instead of τ , with the underlying probability measure P β,µ instead of the generic P and with G N instead of A N . This is indeed the key tool to obtain the convergence in finite dimensional distribution which is required to prove Theorem D. The next steps : inverting the conditioning, establishing tightness, performing time change, are so similar to those taken in section 5 that we feel free to omit them. Proposition 7.2. With r = 2d
Our stategy of proof for Proposition 7.2 is to apply Proposition 4.1. Therefore, we shall first establish the necessary convergence in distribution in subsection 7.1 and then smoothness of the approximation in subsection 7.2.
Convergence in distribution for Proposition 7.2
We pick t = (t 1 , . . . , t d ) with 0 < t 1 < · · · < t d ≤ 1 and we shall prove that when sampled
converges in distribution to (A(e), e t , B t ) with e t := (e t1 , . . . , e t d ) and with B a standard Brownian motion and e a standard Brownian excursion independent of B. For simplicity we will abuse notation and omit the
2) the convergence in distribution will be established once we show that there exists C 3 > 0 such that for every bounded continuous function F ,
since letting F = 1 in the preceding equation shows that C 3 = C 3 . When the random walk starts from b ≥ 1 then τ = τ and |S N s | = S N s for s ∈ [0, 1]. If, moreover S τ = 0 then G τ = A τ . Therefore conditioning by the value of S 0 and taking into account symmetry, we have
To handle D 2,N we condition on the value of S 1 , use symmetry and the fact that there exists
We then use (7.2) in combination with the convergence in distribution already referred to in the first paragraph of Subsection 5.1 as a consequence of [2, Corollary 2.5], to obtain that there exists a C 5 > 0 such that lim
To handle D 1,N we take into account the time the random walk sticks to 0 and obtain
We shall conclude by applying the dominated convergence theorem. First, the convergence in distribution referred to in subsection 5.1 ensures us that for every k ∈ N,
Second, since c β > 1, the domination bound is easily derived from 7.2 which implies that there exist C 6 , C 7 > 0 such that
Smoothness of approximations
A tedious but straightforward way to obtain items (i) to (iv) of Proposition 4.1, is to follow the same steps as for the proof of Theorem A, substituting the conditioning on τ to the conditioning on τ . We will not repeat all those steps here, but we will show (with lemmas 7.3 and 7.4 below) how to adapt the proofs of Section 5.1 to derive the counterparts bounds of (5.8) and (5.10).
Lemma 7.3. There exists C 1 > 0 such that for
Proof. The same decomposition as that used to obtain (7.4) allows us to write
We now compute P β (τ > N ) by taking into account the time k that the random walk sticks to 0
With (5.8) and since c β > 1, we can use the dominated convergence theorem to show that
and this ends the proof.
We can establish exactly in the same way that there exists C 2 > 0 such that P β,µ (τ = N ) = C 2 N −3/2 (1 + o(1)) and we also recall (7.2). Let us write explicitly another bound.
Proof. We use Markov property at time M = N/2 and the crude bound (5.9) to get
The analogues of all bounds in Section 5.1 (i.e., (5.8-5.10) or (5.12-5.13) and (5.16)) can be derived similarly with τ instead of τ .
Excursion measure normalized by its length or area
The law of a normalized excursion may be defined either by the independence property (Proposition 8.1) or the disintegration property (Proposition 8.3) .
We combine these results with the well known fact that the power of a Bessel process is a time changed Bessel Process to establish finally Theorem B.
Normalizing an excursion measure
Let ρ be a Bessel process of dimension δ ∈ (0, 2) and n ρ be its Itô's measure for excursions away from 0. The following description of n ρ has been established in [14, Theorem 1.1] (and generalizes Itô's description for Brownian motion δ = 1):
• The lifetime R of the excursion has the σ-finite density: with δ = 4 − δ,
• for any positive measurable functional F defined on the excursion space (U, U) we have the disintegration of measure
with P δ ,t 0,0 the law of a Bessel bridge of dimension δ and length t.
This description leads to defining P δ ,1 0,0 as the law of an excursion of ρ normalized by its length (lifetime). We shall see that thanks to the Brownian scaling we can extend this to other functionals than R, by establishing an independence property equivalent to the disintegration of measure.
Let α ≥ 0 and for w ∈ U , a generic excursion of lifetime R(w) = inf {t > 0 : w(t) = 0} , we consider the weighted area
Let s c : U → U be the Brownian scaling operator : defined on (U, U) such that for every positive measurable F, ψ :
Moreover π ρ,A (A = 1) = 1.
Remark 8.2. Relation (8.4) is called the independence property since it shows that the shape of an excursion w is independent of the value of the functional A(w). We call π ρ,A the law of an excursion of the Bessel process ρ normalized by its functional A. When α = 0, A(w) = R(w) and π ρ,R = π ρ is the law of normalized excursion of ρ.
Proof. By scaling of the Bessel process we have n ρ (F (s c (w))) = 1 √ c n ρ (F (w)). Therefore, if c > 0
Since A is non identically zero we also have n ρ (A > t) > 0. We claim that the measure
does not depend on the value of t > 0, since by scaling ν(s c (w)) = ν(w) and
) (F ). We define π ρ,A := π 1 . It is a probability (take F ≡ 1) and since A(ν(w)) = 1 we have
We now generalize this identity to (8.4) by a functional monotone class theorem as follows. First observe that it suffices to prove that for any c > 0 we have 5) and use monotone convergence letting c ↓ 0 + to obtain (8.4). Now fix for the moment F positive measurable and bounded so that π ρ,A (F ) < +∞. The space H of bounded measurable ψ satisfying (8.5) is a monotone space that contains C := 1 [a,+∞[ , a ≥ 0 stable by finite products. Therefore H contains all bounded σ(C) measurable ψ, i.e. all bounded Borel measurable ψ. We can go now from positive bounded F to positive F by fixing ψ positive measurable and use monotone convergence.
Let us state now the equivalence between the disintegration of measure and the shape independence property. Proposition 8.3. There exists a probability π on (U, U) such that for all positive measurable F :
, if and only if there exists a probability measure µ on (U, U) such that for every positive measurable F, ψ:
Moreover, if this is the case we have π = µ and π(A = 1) = 1.
The proof of Proposition 8.3 is inspired by [14] and uses the links between scaling of Bessel processes and independence.
Proof. Necessity Assume we have the disintegration. Since ν • s c = ν, we have
Letting F ≡ 1 we obtain for all positive measurable ψ:
Therefore for almost every a > 0, π(ψ(aA)) = ψ(a) that is π(A = 1) = 1 so that under π, ν(w) = w and we reinject this in (8.7) to obtain
Sufficiency. Assume now the existence of µ satisfying(8.6). Then by the monotone class theorem we get that for every positive measurable G we have
Therefore if we let π = µ and π a = s
π, we obtain for a positive measurable F , letting
Combining (8.1) and (8.2) we obtain the Corollary 8.4. The law π ρ of a Bessel excursion normalized by its length is well defined. We have
0,0 and the independence property for the normalizing operator ν(w) = s R(w) (w) is thus
For Brownian motion, δ = 1, we have π ρ = P 3,1 0,0 and we let (e t , 0 ≤ t ≤ 1) be a process distributed as P 3,1 0,0 , and named (normalized) Brownian excursion. Another important application takes place for α = 1, that is A(w) = +∞ 0 w(s) ds is the excursion area, and δ = 1 that is ρ = |B| is the absolute value of a Brownian motion. There n ρ = 2n + with n + the positive excursion measure of Brownian excursions away from zero. Corollary 8.5. For δ = α = 1, the law π ρ,A of the Brownian excursion normalized by its area
is the normalizing operator, we have
Proof. It suffices to prove that n + (A > 1) < +∞. First observe that if τ t is the inverse local time of Brownian motion, we have by the exponential formula of excursions, on the one hand, for any λ > 0,
On the other hand, by Ray-Knight theorem, if (X t , t ≥ 0) is a square Bessel process of dimension 0 starting form t, we have
with φ(t) the unique positive non increasing solution of φ (t) = φ(t)λt such that φ(0) = 1 (see [15, Chapter XII]). We recognize an Airy-type equation, φ(t) = αAi(λ 1/3 t) + βBi(λ 1/3 t) and the boundedness impose φ(t) = αAi(λ 1/3 t) = 1 Ai(0) Ai(λ 1/3 t) since φ(0) = 1. We get φ (0) = −Cλ
and thus, for all λ > 0, by Fubini's
Inverting the Laplace transform yields n + (A > a) = C a −1/3 < +∞.
Absolute continuity relationship between distributions of Brownian excursion normalized by its length and Brownian excursion normalized by its area
This absolute continuity will be established by playing with the independence property of normalized excursions.
Lemma 8.6. Let h(u, x) be the joint density of (A(e); e ti , 1 ≤ i ≤ d). Then there exists a constant
is the density of (R(E),
Proof. Let φ(u, x) be measurable non negative and
To identify I φ we shall use the independence property for the excursion length : recall that ν(w)(t) = Now we use the independence property for the area. Recall that the normalizing operator is u(t) := ν 1 (w(t)) = A(w) −1/3 w(tA(w) 2/3 ) and observe that we have A(u) = 1, R(u) = A(w) −2/3 R(w) and ν(w)(t) = ν(u)(t). Therefore with γ(t) := t −1/2 n + ψ(tA 2/3 . We now identify this function γ(t). Recall that n + (A ∈ da) = C 2 a −4/3 da, n + (R ∈ dt) = C 3 t −3/2 dt.
We obtain γ(t) = C 2 +∞ 0 ψ(ta 2/3 ) da = C 4 +∞ 0 ψ(u)u −3/2 du = C 5 n + (ψ(R)) .
Injecting this into the last expression of J φ,ψ yields
Comparing the two expressions of J φ,ψ , we conclude that I φ = C 6 E [φ(R(E); ν(E)(t i ), 1 ≤ i ≤ d)] We consider here the area of an excursion A t (w) = t 0 w(s) ds and its inverse a w (s) := inf {t > 0 : A t (w) > s}.
Lemma 8.7. The excursion measure away from zero n Y (dw) of Y t = |B at | is the image of n + (dw) by the function (w(t), t ≥ 0) → (w(a w (t)), t ≥ 0).
Proof. We shall give a proof based on the Master formula. let L t , τ t be the local time at level 0 and its inverse for |B|. Then s ∈ G This is the master formula for Y , whence the result.
Proof of Theorem B
A power of a Bessel process is up to a constant another Bessel process, with a change of time (see [15, Chapter XI, Proposition (1.11)] ). Here we get that
is a Bessel process of index ν = −1/3, i.e. of dimension δ = 2 + 2ν = 4/3. Since Y t = φ(ρ t ) = ( and thus a v (s) = A(w) −2/3 a w (sA(w)). Therefore, by the independence with respect to the area formula,
Combining the preceding equality with (8.10) we obtain γ E (F ) n + (ψ(A)) = n Y (F • λ ψ(R)) = φ π ρ (F ) n Y (ψ(R)). (8.11) By the definition of the normalizing measure, (8.11) yields π Y = γ E = φ π ρ .
1 0 e s ds be its area and let 0 < t 1 < t 2 < . . . < t d ≤ 1. Then the random vector (A(e); e ti 1 ≤ i ≤ d) has a C 1 b joint density.
Proof. The law of e is P 3,1 0,0 the law of the Bessel bridge of dimension 3 of length 1. It is standard knowledge, se e.g. [15] , that under P Therefore it remains to prove that for any x, t, under P density. Since P 3
x is the h-transform for the harmonic function h(x) = x of the law Q x of Brownian motion killed when it reaches 0, (see [15, Chapter VIII, Section 3]), on F t , dP 3 x dQx = X t and for every measurable positive f, g:
It remains to show that (X t , A t ) has a joint density under Q x and this is quite straightforward by a hitting time decomposition (see e.g. [12] or [9] ) which we reproduce here.
Let T 0 = inf {t > 0 : B t = 0} be the hitting time of 0 by a brownian motion B and p t (x, a; y, b) be the transition density of the Markov centered gaussian process (B t , A t (B)). Then, by Strong Markov property: Q x [f (X t )g(A t )] = E x f (B t )g(A t (B))1 (t<T0) = E x [f (B t )g(A t (B))] − E x f (B t )g(A t (B))1 (t≥T0) = p t (x, 0; u, v)f (u)g(v) dudv − P x (T 0 ∈ ds, A T0 (B) ∈ da) 1 (s<t) p t−s (0, a; u, v)f (u)g(v + a) dudv
