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Regularity and Stability of Invariant Measures for Diffusion
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Abstract
The Sobolev regularity of invariant measures for diffusion processes is proved on non-smooth
metric measure spaces with synthetic lower Ricci curvature bounds. As an application, the
symmetrizability of semigroups is characterized, and the stability of invariant measures is
proved under perturbations of drifts and the underlying spaces in the sense of the measured
Gromov convergence.
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1 Introduction
Invariant measures describe equilibrium states of (random) dynamical systems, which play a funda-
mental role for understanding the long-time behaviour of their evolutions. For a given measure space
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(X,m) and a strongly continuous semigroup {Tt} on Lp(X,m), a measure µ = ρm with ρ ∈ Lq(X,m)
(1/p+ 1/q = 1) is said to be an invariant measure for {Tt} if
ˆ
X
Ttfdµ =
ˆ
X
fdµ, ∀f ∈ Lp(X,m), ∀t ≥ 0. (1.1)
Invariant measures can also be characterized in terms of the infinitesimal generator. Let (L,D(L)) be
the infinitesimal generator on Lp(X,m) associated with {Tt}. Then µ is an invariant measure for {Tt}
if, and only if
ˆ
X
Lφdµ = 0, ∀φ ∈ D(L). (1.2)
In this case, µ is also called an invariant measure for (L,D(L)). Equation (1.2) comes down to a solution
ρ solving the following elliptic PDE:
L∗ρ = 0, (1.3)
whereby (L∗,D(L∗)) denotes the adjoint operator of (L,D(L)) on Lp(X,m).
The existence, uniqueness, and regularity of invariant measures are fundamental questions both for
the theory of Markov processes and for the theory of elliptic PDEs. There is a long history concern-
ing these issues from both aspects: Metafune–Pallara–Rhandi [49] on the Euclidean space, Bogachev,
Krylov, Ro¨ckner and their coauthors [14]–[22] for Riemannian manifolds and some related infinite-
dimensional spaces; Shigekawa [54] and Hino [36] for the Wiener space; Bogachev–Ro¨ckner–Zhang [23]
for locally convex topological vector spaces; Hino [37] and Beznea–Cimpean–Ro¨ckner [11] for general
state spaces.
The aim of this paper is to study invariant measures and the related elliptic PDE (1.3) on non-smooth
metric measure spaces satisfying synthetic lower Ricci curvature bounds (RCD condition for brevity).
The notion of the RCD condition on metric measure spaces is a generalization of the notion of lower
Ricci curvature bounds in the framework of metric measure spaces, which are stable under geomet-
ric convergences such as the measured Gromov–Hausdorff (GH) convergence. They therefore contain
various finite- and infinite-dimensional singular spaces such as Ricci limit spaces (Sturm [57, 58], Lott–
Villani [47]), Alexandrov spaces (Petrunin [52], Zhang–Zhu [65]), warped products and cones (Ketterer
[43, 44]), quotient spaces (Galaz-Garc´ıa–Kell–Mondino–Sosa [31]), stratified spaces (Bertrand–Ketterer–
Mondello–Richard [13]) and infinite-dimensional spaces such as Hilbert spaces with log-concave measures
(Ambrosio–Savare´–Zambotti [9]), which are related to various stochastic partial differential equations.
In spite of the singularities of spaces, various analysis and geometries have been well-developed from
the synthetic viewpoint of lower Ricci curvature bounds.
We first establish the construction of diffusion processes and the existence and uniqueness of invariant
measures. The infinitesimal generator considered in this paper can be written formally in the following
form:
L =
1
2
∆ + b. (1.4)
Here ∆ denotes the Laplacian, and b denotes a derivation operator (also called drift in the context of
probability theory), which is the first-order differential operator. In Section 3, we construct diffusion
processes and the associated semigroups by using the theory of Dirichlet forms and the Girsanov trans-
formation (cf. Hino [36] in the Wiener space; Fitzsimmons [29] in general spaces). In order to develop the
Girsanov transformation in the generality of RCD spaces, we construct an isometry I : L2(TX)→ ◦M
whereby L2(TX) denotes the L2-tangent module (Gigli [32]) and
◦M denotes the space of square-
integrable martingales with finite energy associated with the Cheeger energy. Then, for b∗ ∈ L2(TX),
we define an exponential martingale:
Mt = exp
{
Nt − 1
2
〈N〉t
}
, (1.5)
whereby N = I(b∗) and 〈N〉 denotes the quadratic variation process of N , and define the semigroup
Ttf(x) = Ex[Mtf(Bt)], which is the Girsanov transformation of the Brownian motion (Bt,Px) associated
with (1/2)∆. By aid of the log-Sobolev inequality under the RCD condition, and the exponential inte-
grability assumption on b, the semigroup {Tt} can be extended to a strongly continuous Lp-semigroup
with 1 < p < ∞ and, when p = 2, {Tt} coincides with the L2-semigroup associated with the Dirichlet
form constructed in Proposition 3.5. In Section 4, by making use of the construction of semigroups
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in Section 3, we show the existence and the uniqueness of invariant measures under several different
assumptions.
As the main result of this paper, the Sobolev regularity of the density ρ and the gradient estimate
of ρ are obtained in Section 5 whenever ρ satisfies the following equation:ˆ
X
(1
2
∆+ b
)
(φ)dµ = 0, ∀φ ∈ TestF(X). (1.6)
Note that (1.6) is weaker than (1.2) since TestF(X) is not necessarily dense in the domain of (L,D(L))
with respect to the graph norm, but we also call µ = ρm invariant measure. Since RCD spaces are
quite singular, the standard strategy based on the Friedrichs mollifier does not work for the Sobolev
regularity of ρ. However, the heat semigroup {Ht} possibly works as a good mollifier owing to the
RCD condition, which enables us to show the Sobolev regularity of ρ. Compared to the proof in the
Euclidean case, we need to handle the integrability issue of the mollifier more carefully (see Theorem
5.4 and Remark 5.5). Note that, in the Wiener space, Shigekawa [54] proved the Sobolev regularity by
using the finite-dimensional approximation of the Wiener space. Our proof relies only on regularity of
the heat semigroup based on the Bakry–E´mery gradient estimate, which gives a different proof in the
Wiener space.
As an application of the Sobolev regularity, we can answer the question on the symmetrizability of
the semigroup {Tt} on L2(X,m). The question is based on the gap between the symmetrizing measures
and the invariant measures. We say that {Tt} is symmetrizable if there is a Borel measure µ = ρm with
ρ ∈ L1(X,m) so that ˆ
X
(Ttf)gdµ =
ˆ
X
fTtgdµ, f, g ∈ Bb(X), (1.7)
whereby Bb(X) denotes the set of real-valued bounded Borel-measurable functions on X . If {Tt} is
stochastically complete (i.e., Tt1 = 1 for any t ≥ 0), it is easy to see that the symmetry (1.7) with
respect to µ implies the invariance (1.1) with respect to µ. The converse implication is, however, false
in general. A natural question is, therefore, to ask
(Q1) when is {Tt} symmetrizable?
This question was considered by Kolmogorov [45], originally in the context of probability theory, in order
to investigate when time-reversed diffusion processes have the same generators as the original diffusion
processes. In compact smooth Riemannian manifolds with smooth drifts, {Tt} is symmetrizable if, and
only if b is a gradient type, i.e., b(·) = 〈∇f,∇·〉 for some smooth function f (Kolmogorov [45], and
see also Ikeda–Watanabe [40, Section 4 in Chapter V]). In the case of infinite-dimensional spaces, (Q1)
was considered by Shigekawa [54] in the Wiener space, and by Albeverio–Ro¨ckner [2] in locally convex
topological vector spaces (see also the references provided therein). In Theorem 6.2, under the RCD
condition, we show that {Tt} is symmetrizable if, and only if, there is a Lipschitz continuous function
f with f ∈ L2(m) so that b(·) = 〈∇f,∇·〉. This result can be seen as a generalization of Kolmogorov
[45] and Shigekawa [54] to non-smooth settings.
Another application of the Sobolev estimate is the stability of invariant measures under perturba-
tions of the derivation operator b and the underlying space X . Equality (1.2) tells us that invariant
measures are determined by the Laplacian ∆ and the drift b, whereby the Laplacian is determined by
the underlying metric measure structure. A natural question regarding the stability is the following:
(Q2) If the underlying space Xn converges to X∞ in a geometric sense, and the drift bn converges to
b∞ in an operator sense, then does the invariant measure µn converge to µ∞ weakly?
In this paper, the pointed measured Gromov (pmG) convergence and the L2-convergence are adopted
as a geometric convergence and a convergence of drifts in (Q2) respectively. In this case, it should be
noted that the pmG convergence cannot a priori see any differential structure of Xn (like the uniform
convergence of functions), but invariant measures depend on the second-order differential structure (or
the first-order differential structure in the weak form) by (1.2). Therefore, (Q2) is unreasonable without
some uniform control of the underlying differential structure, for which the RCD condition comes into
play.
In Theorem 7.1, we prove the stability of µn and ρn under the RCD condition. To be more precise,
we prove that µn is stable with respect to the weak convergence of measures, and that ρn is stable
with respect to the convergence of the Sobolev norm under the pmG convergence of Xn and the L
2-
convergence of bn. If the underlying spaces are fixed, i.e., Xn = X∞ for all n ∈ N, then Theorem
7.1 implies that µn converges to µ∞ in the total variation distance. The key steps for the proof of
Theorem 7.1 are the regularity of ρ obtained in Theorem 5.2 and 5.4, and showing the convergence of
non-symmetric Dirichlet forms under varying underlying spaces (cf. Hino [35], To¨lle [62, 63], and [61]).
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2 Notation and Preliminary Results
2.1 Preliminary from Metric Measure Geometry
Let N = {0, 1, 2, ...} and N = N ∪ {∞} be the set of natural numbers and the set of extended natural
numbers respectively. Let (X, d) be a complete separable metric space. The open ball centered at
x ∈ X with radius r > 0 is denoted by Br(x) = {y ∈ X : d(x, y) < r}. The family of all Borel
sets in (X, d) is denoted by B(X). The set of real-valued bounded Borel-measurable functions on
X is written as Bb(X). Let C(X) denote the set of real-valued continuous functions on X , while
Cb(X), C0(X) and Cbs(X) denote the subsets of C(X) consisting of bounded functions, functions with
compact support, and bounded functions with bounded support respectively. Let Lip(X) denote the
set of real-valued Lipschitz continuous functions on X . The set of continuous functions on [0,∞) valued
in X is denoted by C([0,∞);X). Let Lipb(X) and Lipbs(X) denote the subsets of Lip(X) consisting of
bounded functions, and bounded functions with bounded supports, respectively. For f ∈ Lipbs(X), the
global Lipschitz constant Lip(f) is defined as the infimum of h > 0 satisfying |f(x) − f(y)| ≤ hd(x, y)
for any x, y ∈ X . The set P(X) denotes all Borel probability measures on X . A sequence of probability
measures µn ∈ P(X) is said to converge to µ if, for any f ∈ Cb(X), it holds that µn(f) → µ(f) as
n→∞. Here µ(f) = ´X fdµ.
For a given Borel measure m, the support of m is denoted by supp[m] = {x ∈ X : m(Br(x)) >
0, ∀r > 0}. Let (Y, dY ) be another complete separable metric space. For a Borel measurable map
f : X → Y , let f#m denote the push-forward measure on Y :
f#m(B) = m(f
−1(B)) for any Borel set B ∈ B(Y ).
For a measurable set A ⊂ X , the indicator function is denoted by 1A, which is equal to 1 for x ∈ A
and 0 otherwise. For two functions f, g : X → R, their maximum and minimum are denoted by
f ∨ g = max{f, g} and f ∧ g = min{f, g}. Let L0(X,m) denote the set of all m-equivalence classes of
Borel measurable functions f : X → R. Let 1 ≤ p ≤ ∞. A function f ∈ L0(X,m) is said to belong to
Lp(X,m) if ‖f‖pp =
´
X |f |pdm < ∞ for 1 ≤ p < ∞, and if ‖f‖∞ = ess-supx∈X |f(x)| < ∞ for p = ∞.
Let Lp+(X,m) (resp. L
p
>0(X,m)) denote the set of non-negative (resp. strictly positive) L
p-functions.
For f, g ∈ L2(X,m), the round bracket (f, g) denotes the inner product ´X fgdm.
Throughout the paper, when we write (X, d,m), we always assume that
(X, d) is a complete separable geodesic metric space
and m is a Borel measure with m(X) <∞ and supp[m] = X . (2.1)
We simply call (X, d,m) a metric measure space if (2.1) is satisfied.
A curve γ : [0, 1] → X is said to be absolutely continuous if there exists a function f ∈ L1(0, 1) so
that
d(γt, γs) ≤
ˆ s
t
f(r)dr, ∀t, s ∈ [0, 1], t < s. (2.2)
The metric speed t 7→ |γ˙|t ∈ L1((0, 1), dt) is defined as the essential infimum among all the functions f
satisfying (2.2). A Borel probability measure pi on C([0, 1];X) is said to be a test plan if there exists a
non-negative constant C(pi) so that
(et)#pi ≤ C(pi)m, ∀t ∈ [0, 1], with
ˆ ˆ 1
0
|γ˙t|2dtdpi(γ) <∞.
Here et(γ) = γ(t) ∈ X denotes the evaluation map. The set of Sobolev functions S2(X, d,m) (or,
simply S2(X)) is defined to be the space of all functions in L0(X,m) so that there exists a non-negative
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G ∈ L2(m) for which it holds
ˆ
|f(γ1)− f(γ0)|dpi(γ) ≤
ˆ ˆ 1
0
G(γt)|γ˙t|dtdpi(γ), for any test plan pi.
It turns out (see [5]), that for f ∈ S2(X) there exists a minimal G in the m-a.e. sense so that the
above inequality holds, which is denoted by |∇f | and called minimal weak upper gradient. The Sobolev
space is defined by W 1,2(X, d,m) = S2(X, d,m) ∩ L2(X,m) (or, simply W 1,2(X)). The Cheeger energy
Ch :W 1,2(X, d,m)→ R is defined in the following manner:
Ch(f) =
1
2
ˆ
X
|∇f |2dm, f ∈W 1,2(X, d,m).
For f ∈ Lip(X), the local Lipschitz constant is defined as follows:
|lip(f)|(x) =
lim supy→x
|f(y)− f(x)|
d(y, x)
if x is not isolated,
0 otherwise.
According to [5], the Cheeger energy can be represented as follows:
Ch(f) =
1
2
inf
{
lim inf
n→∞
ˆ
|lipfn|2dm : fn ∈ Lipb(X),
ˆ
X
|fn − f |2dm→ 0
}
, (2.3)
f ∈W 1,2(X, d,m).
Note that Lipb(X) ⊂ Lp(X,m) for all 1 ≤ p ≤ ∞ since we always assume m(X) < ∞ in (2.1). The
Cheeger energy Ch : L2(X,m) → [0,+∞] is a lower semi-continuous and a convex functional, but not
necessarily a quadratic form. The metric measure space (X, d,m) is said to be infinitesimal Hilbertian
(IH) if Ch is a quadratic form, i.e.,
2Ch(u) + 2Ch(v) = Ch(u+ v) + Ch(u− v), (2.4)
for any u, v ∈ W 1,2(X, d,m). Under Condition (IH), the point-wise scalar product is defined in the
following manner:
〈∇f,∇g〉 = lim
ε→0
|∇(f + εg)|2 − |∇f |2
2ε
, f, g ∈W 1,2(X, d,m), (2.5)
whereby the limit is taken with respect to L1(m). If the Cheeger energy Ch is quadratic, the point-wise
inner product is an L1(m)-valued bilinear form (see [6, Definition 4.12], and [10, Theorem 2.7]). Define
the bilinear form Ch(f, g) = 1/2
´
X〈∇f,∇g〉dm for f, g ∈W 1,2(X, d,m).
2.2 Lp-Wasserstein Space
Let (Xi, di) be a complete separable metric space for i = 1, 2. For µi ∈ P(Xi), a probability measure
pi ∈ P(X1 ×X2) is called a coupling of µ1 and µ2 if
proj1#pi = µ1 and proj2#pi = µ2,
whereby proji denotes the projection proji : X1×X2 → Xi as (x1, x2) 7→ xi. The set of all couplings of
µ and ν is denoted by Π(µ, ν). Let (X, d) be a complete separable metric space. Let 1 ≤ p ≤ ∞. The
set of all Borel probability measures µ with finite p-th moment is denoted by Pp(X):
Pp(X) =
{
µ ∈ P(X) :
ˆ
X
dp(x, x)dµ(x) <∞ for some (and thus any) x ∈ X.
}
.
The transportation distance Wp is defined on Pp(X), which is called Lp-Wasserstein distance:
Wp(µ, ν) =
(
inf
pi∈Π(µ,ν)
ˆ
X×X
dp(x, y)dpi(x, y)
)1/p
. (2.6)
It turns out that (Pp(X),Wp) is a complete separable geodesic metric space (e.g., [64, Theorem 6.18]).
A coupling pi ∈ Π(µ, ν) is called an optimal coupling if pi attains the infimum in the equality (2.6). For
any µ, ν, there always exists an optimal coupling pi of µ and ν (e.g., [64, §4]).
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2.3 Pointed Measured Gromov Convergence
The pmG convergence has been introduced by Gigli-Mondino-Savare´ [34]. A metric measure space
(X, d,m) with a fixed point x ∈ X is called a pointed metric measure space and denoted shortly as
p.m.m. space.
Definition 2.1 [34, Def. 3.9] A sequence of p.m.m. spaces (Xn, dn,mn, xn) is said to converge to
(X∞, d∞,m∞, x∞) in the pointed measured Gromov (pmG) sense if there exist a complete separable
metric space (X, d) and an isometric embedding ιn : Xn → X (n ∈ N) satisfying the following:
ιn(xn)→ ι∞(x∞) ∈ X∞, and
ˆ
X
f d(ιn#mn)→
ˆ
X
f d(ι∞#m∞), (2.7)
for any f ∈ Cbs(X). If the underlying space Xn is compact for any n ∈ N, then the fixed point xn is
dropped and just called measured Gromov (mG) convergence.
Remark 2.2 Several remarks for Definition 2.1 are presented.
(i) The pmG convergence is a notion of a convergence for isomorphism classes of pointed metric
measure spaces while the pointed measured Gromov-Hausdorff (pmGH) convergence is defined
for each pointed metric measure spaces, not for equivalence classes ([34, Remark 3.25]). The
pmG convergence is weaker than the pmGH convergence ([34, Theorem 3.30, Example 3.31]).
If {Xn}n∈N satisfies a uniform doubling condition, then pmG and pmGH coincide [34, Theorem
3.33].
(ii) The pmG convergence is metrizable by a certain distance pGW on the collection X of all isomor-
phism classes of p.m.m. spaces ([34, Definition 3.13]). The space (X, pGW ) is a complete and
separable metric space ([34, Theorem 3.17]).
2.4 Lp(m)-normed Module
In this subsection, the notion of the Lp-normed module is recalled by following [32, §1.2].
Definition 2.3 (L∞(m)-premodule) [32, Def. 1.2.1] An L∞(m)-premodule is a Banach space (M, ‖ ·
‖M) equipped with a bilinear map L∞(m)×M ∋ (f, v) 7→ f · v ∈ M satisfying the following:
(fg) · v = f · (g · v), 1 · v = v, ‖f · v‖M ≤ ‖f‖L∞(m)‖v‖M,
for any v ∈ M and f, g ∈ L∞(m).
Definition 2.4 (L∞(m)-module/Hilbert Module) [32, Def. 1.2.1, 1.2.20] An L∞(m)-module is an
L∞(m)-premodule M satisfying the following two conditions:
(i) (Locality) For any v ∈ M and An ∈ B(X) (n ∈ N), it holds that
1An · v = 0, ∀n ∈ N implies 1∪n∈NAn · v = 0.
(ii) (Gluing) For any sequence {vn}n∈N ⊂M and {An}n∈N ⊂ B(X) so that
1Ai∩Aj · vi = 1Ai∩Aj · vj , ∀i, j ∈ N, and lim sup
n→∞
‖
n∑
i=1
1Ai · vi‖M <∞,
there exists v ∈M so that
1Ai · v = 1Ai · vi, ∀i ∈ N, and ‖v‖M ≤ lim inf
n→∞
‖
n∑
i=1
1Ai · vi‖M.
If, furthermore, (M, ‖ · ‖M) is a Hilbert space, then M is called a Hilbert module.
For two L∞(m)-modules M1 and M2, a map T :M1 →M2 is called a module morphism provided
that it is a bounded linear map from M1 to M2 as a map between Banach spaces and satisfies the
following:
T (f · v) = f · T (v), ∀v ∈M1, f ∈ L∞(m). (2.8)
The set of all module morphisms is denoted by Hom(M1,M2). The set Hom(M1,M2) has a canonical
L∞(m)-module structure.
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Definition 2.5 (Dual Module) [32, Def. 1.2.6] For an L∞(m)-module M, the dual module M∗ is
defined as Hom(M, L1(m)).
Definition 2.6 (Lp(m)-normed module and its dual) [32, Def. 1.2.10] Let p, q ∈ [1,∞] and 1/p+
1/q = 1.
(i) An Lp(m)-normed module is an L∞(m)-module M endowed with a map | · | :M→ Lp(m) with
non-negative values so that
‖|v|‖p = ‖v‖M, |f · v| = |f ||v|, m-a.e,
for every v ∈ M and f ∈ L∞(m). The map | · | is called point-wise norm.
(ii) Let M be an Lp(m)-normed module. Then the dual M∗ is an Lq(m)-normed module with its
point-wise norm | · |∗ defined as follows ([32, Prop. 1.2.14 (i)]):
|L|∗ := esssupv∈M,|v|≤1 m-a.e.|L(v)|.
2.5 Tangent Module
In this subsection, by following [32, §2], the notion of the tangent module Lp(TX) on a metric measure
space (X, d,m) is recalled. The tangent module Lp(TX) is an Lp(m)-normed module in the sense of
Definition 2.6 and a generalized notion of the space of Lp-sections of the tangent bundle on a smooth
manifold.
Definition 2.7 (Pre-cotangent module) [32, p.62] The set Pcm defined as follows is called Pre-
cotangent module:
Pcm =
{
{(fi, Ai)}i∈N :{Ai}i∈N ⊂ B(X) is a partition of X
fi ∈ S2(X), ∀i ∈ N, and
∑
i∈N
ˆ
Ai
|∇f |2dm <∞
}
.
An equivalence relation between two elements in Pcm {(fi, Ai)}i∈N ∼ {(gj, Bj)}j∈N is defined as follows:
|∇(fi − gj)| = 0, m-a.e. on Ai ∩Bj , ∀i, j ∈ N.
The vector space structure can be endowed with the quotient space Pcm/ ∼ by defining the sum
and the scalar multiplication as follows:
[(fi, Ai)i] + [(gj , Bj)j ] = [(fi + gj , Ai ∩Bj)i,j ], λ[(fi, Ai)i] = [(λfi, Ai)i] (∀λ ∈ R).
The product operation · : Sf(m) × Pcm/ ∼→ Pcm/ ∼ can be defined in the following manner: Let
Sf(m) ⊂ L∞(m) denote the set of all simple functions f , which means that f attains only a finite set
of values. Given [(fi, Ai)i] ∈ Pmc/ ∼ and h =
∑
j aj1Bj ∈ Sf(m) with {Bj}j∈N being a partition of X ,
the product h · [(fi, Ai)i] is defined as follows:
h · [(fi, Ai)i] = [(ajfi, Ai ∩Bj)i,j ].
The point-wise norm | · |∗ is now recalled (note that the notation | · |∗ is used as a point-wise
norm for the sake of consistency with the definition of tangent modules given later): Define | · |∗ on
Pcm/ ∼→ L2(X,m) as ∣∣[(fi, Ai)i]∣∣∗ = |∇fi|, m-a.e. on Ai for all i ∈ N.
Then the map ‖ · ‖L2(T∗X) : Pcm/ ∼→ [0,∞) is defined as follows:
‖[(fi, Ai)i]‖2L2(T∗X) =
ˆ ∣∣[(fi, Ai)i]∣∣2∗dm =∑
i∈N
ˆ
Ai
|∇fi|2dm.
It can be seen that ‖ · ‖L2(T∗X) is a norm on Pcm/ ∼ .
Definition 2.8 (Cotangent Module) [32, Def. 2.2.1] The cotangent module (L2(T ∗X), ‖ · ‖L2(T∗X))
is defined as the completion of (Pcm/ ∼, ‖ · ‖L2(T∗X)).
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The cotangent module (L2(T ∗X), ‖ · ‖L2(T∗X)) is an L2-normed module with the product · (which can
be extended to the map · : L∞(m)×L2(T ∗X)→ L2(T ∗X)), and the point-wise norm | · |∗ (see [32, §2.2]
for more details).
Definition 2.9 (Tangent Module) [32, Def. 2.3.1] The tangent module (L2(TX), ‖ · ‖L2(TX)) is de-
fined as the dual module of (L2(T ∗X), ‖ · ‖L2(T∗X)). The point-wise norm associated with the dual of
| · |∗ is written as | · |.
Under Condition (IH), the tangent module (L2(TX), ‖ ·‖L2(TX)) is a Hilbert module and the point-wise
norm | · | satisfies the parallelogram identity. Hence, the point-wise inner product can be defined by
〈·, ·〉. The notion of Lp(TX) can be also defined for 1 ≤ p <∞. See [32, Section 1.3, 3.2].
The notions of differential and gradient for a function in Sobolev class are recalled.
Definition 2.10 (Differential) [32, Def. 2.2.2] Let f ∈ S2(X). The differential df ∈ L2(T ∗X) is
defined as follows:
df = [(f,X)] ∈ Pcm/ ∼⊂ L2(T ∗X).
Here [(f,X)] means [(fi, Ai)i∈N] for f0 = f , A0 = X and Ai = ∅ for i ≥ 1.
By definition, |df |∗ = |∇f |. The notion of gradient of a Sobolev function is defined through duality with
the notion of the differential.
Definition 2.11 (Gradient) [32, Def. 2.3.4] Let f ∈ S2(X). A vector field X ∈ L2(TX) is said to be
a gradient of f if
df(X) = |X |2 = |df |2∗.
The set of all gradients of f is denoted by Grad(f).
Under Condition (IH), the set Grad(f) has a unique element, which is denoted by ∇f . In this case, the
gradient ∇f satisfies the following linearity ([32, Proposition 2.3.17]):
∇(f + g) = ∇f +∇g, m-a.e., f, g ∈ S2(X).
Assume (IH) and let 〈·, ·〉 : L2(TX)→ L1(X,m) be the point-wise inner product, which is induced by
the structure of L2-normed module with the point-wise norm | · | in L2(TX). Then, 〈∇f,∇g〉 can be
identified in the m-a.e. sense with the same expression defined in (2.5) in Subsection 2.1.
2.6 Derivation
In this subsection, the notion of the derivation is briefly explained by following [32, §2.3.1]. Let (X, d,m)
be a metric measure space.
Definition 2.12 (Derivation) [32, Def. 2.3.2] A linear map b : S2(X, d,m) → L1(m) is said to be a
derivation if there exists h ∈ L2(m) so that
|b(f)| ≤ h|∇f |, m-a.e., for all f ∈ S2(X, d,m).
The m-a.e. smallest function h satisfying the above inequality is denoted by |b|. The space of all
derivations with |b| ∈ Lp(X,m) is denoted by Derp(X, d,m) for 1 ≤ p ≤ ∞.
Derivation operators satisfy the local property: for any f, g ∈ S2(X, d,m),
|b(f − g)| ≤ h|∇(f − g)| = 0, m-a.e. on {f = g}.
By the local property, the chain rule holds:
b(φ(f)) = (φ′ ◦ f)b(f), φ ∈ Lip(R), m-a.e.,
and the Leibniz rule also holds:
b(fg) = b(f)g + fb(g), m-a.e.
For any vector field V ∈ L2(TX), the map V ◦ d : S2(X, d,m) → L1(X,m) is a derivation. Here d
has been defined in Definition 2.11. Conversely, by [32, Theorem 2.3.3], for a given derivation b, there
exists a unique vector field V ∈ L2(TX) so that the following diagram commutes:
S2(X, d,m) L2(T ∗X)
L1(X,m)
✲d
◗
◗
◗
◗
◗s
b
❄
V
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The vector field V is denoted by b∗.
Now the notion of divergence of derivations is recalled.
Definition 2.13 (Divergence) [32, Def. 2.3.11] A derivation b ∈ Der2(X, d,m) is said to have a
divergence in L2(X,m) if there exists g ∈ L2(X,m) so that
−
ˆ
X
b(f)dm =
ˆ
X
fgdm, ∀f ∈W 1,2(X, d,m).
Such a g is uniquely determined if it exists, and denoted by divb. The existence of such g is not
necessarily ensured for general b, but when the notation divb is used in this paper, the existence of such
g is implicitly assumed. Let Divp(X, d,m) = {b ∈ Derp(X, d,m) : divb ∈ Lp(X, d,m)} for 1 ≤ p ≤ ∞.
By using the Leibniz rule, the following holds:
ˆ
X
b(f)φdm = −
ˆ
X
b(φ)fdm −
ˆ
X
fφdivbdm, ∀f, φ ∈ Lipb(X). (2.9)
2.7 Dirichlet Forms
In this subsection, basic notions of Dirichlet forms are presented. See [48] and [51] for more details. Let
(X, d,m) be a metric measure space. Let F ⊂ L2(X,m) be a dense linear subspace and E be a bilinear
form on F . Let Eα(f, g) = E(f, g) + α(f, g) and Eα(f) = Eα(f, f) = E(f, f) + α‖f‖22 for α ∈ [0,∞).
The symmetric part is defined by Es(f, g) = (1/2)(E(f, g) + E(g, f)) and the anti-symmetric part by
Ea(f, g) = (1/2)(E(f, g)−E(g, f)). The bilinear form (E ,F) is said to be a coercive closed form if there
is a constant λ ≥ 0 so that
(E .1) Eλ is non-negatively definite: Eλ(f) ≥ 0 for all f ∈ F ;
(E .2) E satisfies the weak sector condition: there exists a constant C ≥ 1 so that
|Eλ+1(f, g)| ≤ CEλ+1(f)Eλ+1(g), ∀f, g ∈ F ;
(E .3) F is a Hilbert space with the norm (Esλ+1)1/2.
Let D ⊂ L2(X,m) be a dense linear subspace. A bilinear form (E , D) satisfying (E .1) and (E .2) is
closable if, for any fn ∈ D with limn,m→∞ E(fn − fm) = 0 and limn→∞ ‖fn‖2 = 0, it holds that
limn→∞ E(fn) = 0. The form (E ,F) is said to be symmetric if E(f, g) = E(g, f) for all f, g ∈ F . The
dual form E∗ is defined to be E∗(f, g) = E(g, f) for f, g ∈ F . If (E ,F) is a coercive closed form, then the
corresponding semigroups {Tt} and {T ∗t } exist on L2(X,m) so that (Ttf, g) = (g, T ∗t f) for any t ≥ 0
and f, g ∈ L2(X,m). Furthermore, the corresponding resolvents Gα and G∗α with α ≥ λ are defined as
Gαf =
´∞
0 e
−αtTtfdt and G
∗
αf =
´∞
0 e
−αtT ∗t fdt, and it holds that
Eα(Gαf, g) = (f, g) = Eα(g,G∗αf), ∀f ∈ L2(X,m), g ∈ F , α ≥ λ.
Concerning the Markovian property, the following statements are equivalent (e.g., [51, Theorem 1.1.5.]):
(E .4) for any f ∈ F and non-negative constant a, the following holds:
E(f ∧ a, f − f ∧ a) ≥ 0;
(M) {Tt} is Markovian: if f ∈ L2(X,m) satisfies 0 ≤ f ≤ 1 m-a.e., then 0 ≤ Ttf ≤ 1 m-a.e.
Note that the property (M) is called sub-Markovian in [51, Theorem 1.1.5.], but we call it Markovian in
this paper. The bilinear form (E ,F) is said to be a Dirichlet form if (E .1)–(E .4) hold. The form (E ,F)
is said to satisfy the dual Markov property if
(Eˆ .4) for any f ∈ F and non-negative constant a, the following hold
E(f − f ∧ a, f ∧ a) ≥ 0.
Now the regularity/quasi-regularity for Dirichlet forms is presented, which is a sufficient condition
for the existence of Hunt processes/m-tight special standard processes associated with Dirichlet forms
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(see [48, Theorem 3.5 in Chapter IV]). An increasing sequence {En}n∈N of closed subsets of X is said
to be an E-nest if ⋃
n∈N
FEn is dense in F with respect to (Esλ+1)1/2,
whereby FA = {u ∈ F : u = 0 m-a.e. on Ac}. A subset N ⊂ X is said to be E-exceptional if
N ⊂
⋂
n∈N
Ecn for some E-nest {En}n∈N.
A property of points in X holds E-quasi-everywhere (E-q.e.) if the property holds outside some E-
exceptional set. A function f E-q.e. defined on X is called E-quasi-continuous if there exists an E-nest
{En}n∈N so that f ∈ C({En}), whereby
C({En}) = {f : A→ R :
⋃
n∈N
En ⊂ A ⊂ X, f |En is continuous for all n ∈ N}.
The Dirichlet form (E ,F) on L2(X,m) is said to be quasi-regular if the following three conditions hold:
(i) there exists an E-nest {En}n∈N consisting of compact sets;
(ii) there exists an (Esλ+1)1/2-dense subset of F whose elements have E-quasi-continuous m-versions;
(iii) there exist un ∈ F for n ∈ N having E-quasi-continuous m-versions u˜n and an E-exceptional set
N ⊂ X so that {u˜n}n∈N separates points of X \N .
Assume that (X, d) is locally compact. The Dirichlet form (E ,F) is said to be regular with a core C1
if C1 ⊂ C0(X) ∩ F is dense both in C0(X) with the uniform norm ‖ · ‖∞ and in F with (Esλ+1)1/2
respectively. The form (E ,F) is quasi-regular if it is regular ([48, Chapter IV Section 4a)].
Let {Tt} be the semigroup corresponding to (E ,F). If the Dirichlet form (E ,F) is quasi-regular, then
there exists an m-tight special standard process (Ω,M,Mt, St, θt,Px) ([48, Definition 1.5, Definition
1.13, Theorem 3.5 in Chapter IV]) so that, for all t ≥ 0 and f ∈ Bb(X) ∩ L2(X,m),
Ttf(x) = Ex(f(St)), E-q.e. x.
Here Ex(f(St)) =
´
Ω f(St(ω))Px(dω).
Assume that (E ,F) is quasi-regular. The form (E ,F) is said to be conservative if Tt1 = 1 m-a.e. for
any t ≥ 0. The form (E ,F) is said to be local if E(f, g) = 0 whenever f, g ∈ F with supp[f ]∩supp[g] = ∅.
Note that the compactness of the supports of f and g are not necessary (see [48, Proposition 1.2]). The
form (E ,F) is said to be strongly local if, for any f, g ∈ F , the following holds: if g is constant on a
neighborhood of supp[f ], then E(f, g) = 0.
2.8 RCD Spaces
In this subsection, RCD(K,∞)/RCD(K,N) spaces are briefly explained. Let (X, d,m) be a metric
measure space. Recall that Ch denotes the Cheeger energy and the property of infinitesimal Hilbertianity
(IH) was defined in (2.4). Under Condition (IH), considering (2.3), Ch is a strongly local symmetric
Dirichlet form ([5, 6]). The corresponding semigroup {Ht} is called heat semigroup, and the infinitesimal
generator is denoted by ∆. The following condition is considered:
Every function f ∈ W 1,2(X, d,m) with |∇f | ≤ 1 m-a.e. admits a continuous
1-Lipschitz representative f˜ . (2.10)
The gradient estimates of the heat semigroup is the following: for every f ∈W 1,2(X, d,m) with |∇f | ≤ 1
m-a.e., and every t > 0, it holds that
Htf ∈ Lipb(X), |∇Htf |2 ≤ e−KtHt(|∇f |2), m-a.e. in X. (2.11)
The gradient estimate with dimensional upper bounds is the following:
Htf ∈ Lipb(X), |∇Htf |2 +
2Kt2
N(eKt − 1) |∆Htf |
2 ≤ e−KtHt(|∇f |2), m-a.e. in X. (2.12)
According to [4, 5, 28, 24], RCD(K,∞)/RCD(K,N) conditions can be identified with (2.11)/(2.12)
under (IH) and (2.10). Namely, the metric measure space (X, d,m) is said to be an RCD(K,∞) (resp.
RCD(K,N)) space if (2.11) (resp. (2.12)) holds under (IH) and (2.10).
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Remark 2.14 Note that RCD(K,∞)/RCD(K,N) conditions can be defined also in terms ofK-convexity
of the relative entropy in the L2-Wasserstein space with Condition (IH) ([3, 5, 28, 24])).
The class of RCD spaces contains various (finite- and infinite-dimensional) singular spaces such as Ricci
limit spaces (Sturm [57, 58], Lott–Villani [47]), Alexandrov spaces (Petrunin, Zhang–Zhu [52, 65]),
warped products and cones (Ketterer [43, 44]), quotient spaces (Galaz-Garc´ıa–Kell–Mondino–Sosa [31]),
stratified spaces (Bertrand–Ketterer–Mondello–Richard [13]) and infinite-dimensional spaces such as
Hilbert spaces with log-concave measures (Ambrosio–Savare´–Zambotti [9]), which are related to various
stochastic partial differential equations.
Under the RCD(K,∞) condition, the following gradient estimates hold (see [6, Theorem 6.2] and
[12, Theorem 5.5.2]):
|∇Htf | ≤ e−Kt/2Ht(|∇f |), m-a.e., ∀f ∈W 1,2(X, d,m), (2.13)
|∇Htf |2 ≤ e−KtHt(|∇f |2), m-a.e., ∀f ∈ W 1,2(X, d,m). (2.14)
The stability of RCD(K,∞)/RCD(K,N) spaces under the pmG convergence is presented.
Theorem 2.15 ([3, 6, 28, 34, 57, 58]) (Stability of the RCD(K,∞)/RCD(K,N))
Let K ∈ R and 1 < N <∞. Let (Xn, dn,mn, xn) be a p.m.m. space satisfying RCD(K,∞)/RCD(K,N)
for n ∈ N. If (Xn, dn,mn, xn) converges to (X∞, d∞,m∞, x∞) in the pmG sense, then the limit space
(X∞, d∞,m∞, x∞) also satisfies the RCD(K,∞)/RCD(K,N) condition.
It is known that the following Poincare´ inequality, the log-Sobolev inequality and the Sobolev inequality
hold (see e.g., [64]):
Theorem 2.16 Let (X, d,m) be an RCD(K,∞) with K > 0 (called the first case hereinafter), or with
diam(X) < D (called the second case hereinafter). Then the following two statements hold:
(i) there exists a constant CP > 0 depending only on K in the first case, and on K,D in the second
case so that the L2-Poincare´ inequality holds:
ˆ
X
|f −m(f)|2dm ≤ CP
ˆ
X
|∇f |2dm, f ∈W 1,2(X, d,m); (2.15)
(ii) there exists a constant CLS > 0 depending only on K in the first case, and on K,D in the second
case so that ˆ
X
f2 log f2dm ≤ CLS
2
ˆ
X
|∇f |2dm, f ∈ W 1,2(X, d,m). (2.16)
Let (X, d,m) be an RCD(K,N) with K > 0 and N > 2. Then the following holds:
(iii) there exists a constant CS > 0 depending only on K,N so that
‖f‖22N/(N−2) ≤ ‖f‖22 + CS‖∇f‖22. (2.17)
By the log-Sobolev inequality, the heat semigroup {Ht} satisfies the hyper-contractive property ([27,
Theorem 6.1.14]):
‖Ht‖p→q ≤ 1, t > 0, 1 < p < q <∞, q − 1
p− 1 ≤ e
4t/CLS . (2.18)
2.9 Test Functions and Test Vector Fields
In this subsection, test objects on RCD spaces are presented: one is the class of test functions, the
other is the class of test vector fields, both of which play fundamental roles as test objects. Readers are
referred to [32, Section 3] for more details.
Let (X, d,m) be an RCD(K,∞) space. The class TestF(X) of test functions is defined in the following
manner:
TestF(X) =
{
f ∈ D(∆) ∩ L∞(X,m) : |∇f | ∈ L∞(X,m) and ∆f ∈W 1,2(X, d,m)
}
.
By the Sobolev–to–Lipschitz property ([6, Theorem 6.2]), the following holds:
any f ∈ TestF(X) has a Lipschitz representative f˜ : X → R with Lip(f˜) ≤ ‖|∇f |‖∞.
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By the L∞ − Lip regularization property of the heat semigroup {Ht} ([6, Theorem 6.2]), it can be seen
that (see also [32, §3.1])
f ∈ L2(X,m) ∩ L∞(X,m) =⇒ Htf ∈ TestF(X) ∀t > 0.
Therefore,
TestF(X) is dense in W 1,2(X, d,m).
Now the class of test vector fields is recalled. The class TestV(X) ⊂ L2(TX) of test vector fields is
defined in the following manner:
TestV(X) =
{ n∑
i=1
gi∇fi : n ∈ N, fi, gi ∈ TestF(X), i = 1, 2, ..., n
}
.
By the approximating argument of the heat semigroup discussed in [32, Section 3.2], the following holds:
TestV(X) is dense in L2(TX).
2.10 Brownian Motion and Stochastic Analysis
In this subsection, stochastic analysis concerning Brownian motions on RCD spaces is briefly explained.
See [30, Chapter 5] for a comprehensive account of stochastic analysis with respect to Dirichlet forms.
Let (X, d,m) be an RCD(K,∞) space and Ch denote the Cheeger energy with the domainW 1,2(X, d,m).
For an open set O ⊂ X , define LO = {u ∈ W 1,2(X, d,m) : u ≥ 1 m-a.e. on O} and define the capacity
of O with respect to Ch as follows:
Cap(O) =
{
infu∈LO Ch1(u), if LO 6= ∅,
∞, if LO = ∅.
For any setA ⊂ X , define Cap(A) = inf{Cap(O) : A ⊂ O, O is open}. It is known that (Ch,W 1,2(X, d,m))
is a symmetric strongly local conservative quasi-regular Dirichlet form ([6, Lemma 6.7]). Let (1/2)∆,
{Ht}, {Rα} denote the infinitesimal generator, the heat semigroup and the resolvent on L2 correspond-
ing to (Ch,W 1,2(X, d,m)) respectively. The L2-semigroup {Ht} can be extended uniquely to Lp for
p ∈ [1,∞] and the extension is strongly continuous for any 1 ≤ p < ∞ (e.g., [26, Theorem 1.4.1]). Let
((1/2)∆p,D(∆p)) denote the infinitesimal generator associated with {Ht} on Lp(X,m) for 1 ≤ p <∞.
The subscript p is used only if a particular p is relevant. It holds that D(∆p) ⊂ D(∆q) if q ≤ p with
p, q ∈ [1,∞). By the quasi-regularity of (Ch,W 1,2(X, d,m)), there exists the corresponding conservative
diffusion process (Ω,M,Mt, Bt, θt,Px), called Brownian motion, so that (see Section 2.7)
Htf(x) = Ex(f(Bt)), ∀f ∈ Bb(X), t ≥ 0, Ch-q.e. x.
Let At(ω) be an extended real valued function for t ≥ 0 and ω ∈ Ω. The function A is said to be an
additive functional (AF for brevity) with respect to the Brownian motion (Ω,M,Mt, Bt, θt,Px) if the
following two conditions hold ([30, §5.1]):
(A.1) At(·) is Mt-measurable for any t ≥ 0;
(A.2) there exists a set Λ ∈ M∞ and an exceptional set N ⊂ X with respect to the capacity associated
with the Cheeger energy Ch so that Px(Λ) = 1 for all x ∈ X \ N , θtΛ ⊂ Λ for all t > 0, and,
moreover, for each ω ∈ Λ, the path A·(ω) is right continuous and has the left limit on [0,∞),
A0(ω) = 0, |At(ω)| <∞ for t > 0 and At+s(ω) = As(ω) +At(θsω) for t, s ≥ 0.
The sets Λ and N referred to in (A.2) are called a defining set and an exceptional set of the AF A
respectively. Two AFs A1 and A2 are said to be equivalent if, for each t > 0, Px(A
1
t = A
2
t ) = 1 Ch-q.e.
x. These two AF A1 and A2 are identified with respect to this equivalence relation. An AF A is said to
be continuous if At(ω) is continuous in t ∈ [0,∞) for any ω in a defining set. A [0,∞]-valued continuous
AF is said to be a positive continuous AF (PCAF). Let A+c denote the family of all equivalence classes
of PCAFs. For any f ∈ Bb(X) with f ≥ 0 and A ∈ A+c , the PCAF (fA)t is defined as follows:
(fA)t =
ˆ t
0
f(Bs)dAs.
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A Borel measure µ is said to be smooth if µ charges no set of zero-capacity and there is an increasing
sequence {Fk}k of closed sets so that
µ(Fk) <∞ (k = 1, 2, ...),
lim
k→∞
Cap(K \ Fk) = 0 for any compact set K.
Let S denote the family of all smooth measures. A PCAF A ∈ A+c and µA ∈ S are said to be in the
Revuz correspondence if
lim
t↓0
1
t
Eh·m[(fA)t] =
ˆ
X
hfµA, (2.19)
for any γ-excessive function h with γ ≥ 0 and f ∈ B(X) with f ≥ 0. Here a function f is γ-excessive
if f ≥ 0 and e−γtHtf ≤ f m-a.e., for any t ≥ 0. It is known that the family A+c and S are in one-to-
one correspondence under the Revuz correspondence (see e.g., [30, Theorem 5.1.4]). For A ∈ A+c , the
corresponding smooth measure is denoted by µA, which is called the Revuz measure of A.
The energy e(A) of the AF A is defined in the following manner:
e(A) = lim
t↓0
1
2t
Em[A
2
t ],
if the limit exists in [0,∞]. The mutual energy e(A1, A2) is defined by the polarization:
e(A1, A2) =
1
4
(
e(A1 +A2)− e(A1 −A2)).
Let us define
M = {M :M is a continuous AF s.t. for each t ≥ 0, Ex[M2t ] <∞, Ex[Mt] = 0 Ch-q.e. x.},
and
◦M = {M ∈ M : e(M) <∞}.
Each M ∈ ◦M admits a unique PCAF 〈M〉t, called quadratic variation, satisfying the following:
Ex[〈M〉t] = Ex[M2t ], ∀t > 0, Ch-q.e. x.
Its Revuz measure µ〈M〉 is called the energy measure of M . By (2.19), the energy measure satisfies the
following equality:
e(M) = lim
t↓0
1
2t
Em[M
2
t ] = lim
t↓0
1
2t
Em[〈M〉t] = 1
2
µ〈M〉(X). (2.20)
The polarizations of the quadratic variation and the energy measure are denoted by 〈·, ·〉t and µ〈·,·〉
respectively. The space
◦M is a Hilbert space with the inner product e(·, ·). For M ∈ ◦M and f ∈
L2(X,µ〈M〉), there exists a unique element f •M ∈
◦M so that (see [30, Theorem 5.6.1])
e(f •M,L) = 1
2
ˆ
X
fdµ〈M,L〉, ∀L ∈
◦M.
The map f 7→ f •M is linear and continuous from L2(X, dµ〈M〉) into (
◦M, e). The martingale f •M is
called stochastic integral. The space (
◦M, e) is a Bb(X)-module by the stochastic integral (f •M)t for
f ∈ Bb(X). For f ∈ Bb(X) and M1,M2 ∈
◦M, the following equality holds:
dµ〈f•M1,M2〉 = fdµ〈M1,M2〉. (2.21)
For f ∈ W 1,2(X, d,m), there is a quasi-continuous modification f˜ . By the Fukushima decomposition,
the following holds (See [30, Theorem 5.2.2]):
f˜(Bt)− f˜(B0) =M [f ]t +N [f ]t , for any t ≥ 0,Px-a.e.,Ch-q.e. x,
whereby M
[f ]
t ∈
◦M and N [f ] is a continuous AF with e(N [f ]) = 0. Such M [f ] and N [f ] are uniquely
determined as AFs. By [30, Theorem 5.2.3], it holds that µ〈M [f]〉 = |∇f |2dm for any f ∈W 1,2(X, d,m).
Combined with (2.20), the quadratic variation of M [f ] andM [g] for f, g ∈ W 1,2(X, d,m), and its signed
measure can be written as follows:
〈M [f ],M [g]〉t =
ˆ t
0
〈∇f,∇g〉(Bs)ds, dµ〈M [f],M [g]〉 = 〈∇f,∇g〉dµ. (2.22)
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2.11 Convergence of Non-symmetric Forms
In this subsection, the convergence of non-symmetric forms under varying metric measure spaces is
recalled. In the case of fixed underlying spaces, the convergence of non-symmetric forms was introduced
by [35]. In the case of varying underlying spaces, this notion has been generalized by [62, 63] and [61].
In this section, we follow [61]. The L2-convergence of functions on varying metric measure spaces is
recalled first.
Definition 2.17 [34, Definition 6.1] Let (Xn, dn,mn, xn) be a sequence of p.m.m. spaces for n ∈ N.
Assume that (Xn, dn,mn, xn) converges to (X∞, d∞,m∞, x∞) in the pmG sense. Let (X, d) be a
complete separable metric space and ιn : Xn → X be an isometry for each n ∈ N as in Definition 2.1.
Identify (Xn, dn,mn) with (ιn(Xn), d, ιn#mn) and omit ιn.
(i) fn ∈ L2(X,mn) converges weakly to f∞ ∈ L2(X,m∞) if the following hold:
sup
n∈N
ˆ
|fn|2 dmn <∞ and
ˆ
φfn dmn →
ˆ
φf∞ dm∞ ∀φ ∈ Cbs(X).
(ii) fn ∈ L2(X,mn) converges strongly to f∞ ∈ L2(X,m∞) if fn converges weakly to f∞ and the
following holds:
lim sup
n→∞
ˆ
|fn|2 dmn ≤
ˆ
|f∞|2 dm∞.
Let (Xn, dn,mn, xn) be a sequence of p.m.m. spaces converging to (X∞, d∞,m∞, x∞) in the pmG
sense. Let (X, d) be a complete separable metric space and ιn : Xn → X be an isometry for each
n ∈ N as in Definition 2.1. Let (En,Fn) be a sequence of coercive forms with a common coercivity
constant λ ≥ 0. Let Φn(f) = sup{Enλ+1(g, f) : (En,sλ+1(g))1/2 = 1} for f ∈ Fn, whereby En,sλ+1 denotes the
symmetric part of Enλ+1.
Definition 2.18 (See also [60, Definition 4.2]) (En,Fn) converges to (E∞,F∞) if the following two
conditions hold:
(N1) if a sequence fn ∈ L2(X,mn) converges weakly to f∞ ∈ L2(X,m∞) with lim infn→∞Φn(fn) <∞,
then
f∞ ∈ F∞;
(N2) for any sequence fn ∈ Fn converging weakly in L2 to f∞ ∈ F∞, and any w∞ ∈ F∞, there exists
a sequence wn ∈ Fn converging strongly in L2 to w∞ ∈ F∞ so that
lim
n→∞
En(fn, wn) = E∞(f∞, w∞).
In the case of symmetric forms, see, e.g., [50], [46] and [34].
Verifying (N2) is not always easy, so another condition is introduced below:
(N2′) For any sequence {nk}k ↑ ∞ and any sequence fk ∈ L2(X ;mnk) weakly convergent in L2 to
f∞ ∈ F∞ with supk∈N Φnk(fk) < ∞, there exists a dense subset C ⊂ F∞ for the topology with
respect to E∞,sλ+1 so that every w ∈ C has a sequence {wk} with wk ∈ Fnk converging to w strongly
in L2 with
lim inf
k→∞
Enk(wk, fk) ≤ E∞(w, f∞).
Define (N1∗) by replacing Φn(fn) with (En,sλ+1(fn))1/2 in (N1), and (N2′∗) by replacing Φnk(fk) with
(Enk,sλ+1 (fk))1/2 in (N2′).
Let {T nt } and {Gnα} be the L2-contraction semigroup and resolvent associated with En.
(R) For any sequence fn converging to f∞ strongly in L
2, the resolvent Gnαfn converges to G
∞
α f∞
strongly in L2 for any α > 0;
(S) For any sequence fn converging to f∞ strongly in L
2, T nt fn converges to T
∞
t f∞ strongly in L
2.
The convergence is uniform on any compact time interval [0, T ].
Theorem 2.19 [61, Thm. 4.4] The following statements hold:
(i) (N1) & (N2) ⇐⇒ (N1) & (N2′) ⇐⇒ (R) ⇐⇒ (S);
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(ii) (N1∗) & (N2
′
∗) =⇒ (R).
Several convergences of derivations are presented by following [10]. Let A ⊂ Lipb(X∞) denote the
smallest algebra containing the following functions:
min{d(·, x), k}, k ∈ Q, x ∈ D ⊂ X∞, dense subset.
The algebra A becomes a vector space over Q. Let Abs be a subalgebra consisting of bounded support
functions. Let {H∞t } be the heat semigroup associated with Cheeger energy Ch∞. Let HQ+Abs =
{H∞s f : f ∈ Abs, s ∈ Q+} ⊂ Lipb(X).
Definition 2.20 ([10, Definition 4.3, 5.3]) Let (Xn, dn,mn, xn) converge to (X∞, d∞,m∞, x∞) in the
pmG sense. Let (X, d) be a complete separable metric space and ιn : Xn → X be an isometry for each
n ∈ N as in Definition 2.1. Identify (Xn, dn,mn) with (ιn(Xn), d, ιn#mn) and omit ιn.
(i) (Weak Convergence) We say that bn ∈ Der2(X, d,mn) converges weakly to b∞ ∈ Der2(X, d,m∞)
in duality with HQ+Abs if, for all f ∈ HQ+Abs,ˆ
X
bn(f)hdmn →
ˆ
X
b∞(f)hdm∞ ∀h ∈ Cbs(X).
(ii) (Strong Convergence)We say that bn ∈ Der2(X, d,mn) converges strongly to b∞ ∈ Der2(X, d,m∞)
if, for all f ∈ HQ+Abs, the function bn(f) converges in measure to b∞(f), i.e.,ˆ
X
Φ(bn(f))hdmn →
ˆ
X
Φ(b∞(f))hdm∞ ∀h ∈ Cbs(X), ∀Φ ∈ Cb(R).
(iii) (Lp-strong Convergence) Let p ∈ [1,∞). We say that bn ∈ Derp(X, d,mn) converges Lp-strongly
to b∞ ∈ Derp(X, d,m∞) if bn converges strongly to b∞ and, for all f ∈ HQ+Abs, the following
holds:
lim sup
n→∞
ˆ
X
|bn(f)|pdmn ≤
ˆ
X
|b∞(f)|pdm∞.
The W 1,2-convergence of functions on varying metric measure spaces is recalled.
Definition 2.21 ([7, Definition 5.2]) Let (Xn, dn,mn, xn) be a sequence of p.m.m. spaces. Assume that
(Xn, dn,mn, xn) converges to (X∞, d∞,m∞, x∞) in the pmG sense. Let (X, d) be a complete separable
metric space and ιn : Xn → X be an isometry for each n ∈ N as in Definition 2.1. Identify (Xn, dn,mn)
with (ιn(Xn), d, ιn#mn) and omit ιn.
(i) fn ∈ W 1,2(X,mn) converges to f∞ ∈W 1,2(X,m∞) weakly in W 1,2 if fn → f∞ weakly in L2 in the
sense of Definition 2.17 and supn∈N Chn(fn) <∞;
(ii) fn ∈W 1,2(X,mn) converges to f∞ ∈W 1,2(X,m∞) strongly in W 1,2 if fn converges to f∞ strongly
in L2 in the sense of Definition 2.17 and limn→∞ Chn(fn) = Ch∞(f∞).
3 Construction of Semigroups and Diffusion Processes
In this section, the construction of diffusion processes on RCD spaces is discussed. Throughout this
section, (X, d,m) is an RCD(K,∞) space for K ∈ R and (Ω,M,Mt, Bt, θt,Px) denotes the Brownian
motion on (X, d,m) (see Subsection 2.10).
3.1 Construction of Diffusions by Girsanov’s Transformation
An isometry from the tangent module L2(TX) to
◦M is constructed in order to utilize the Girsanov
transformation. For a given u ∈W 1,2(X, d,m), define a map I as follows:
I(∇u) =M [u], (3.1)
whereby M [u] ∈ ◦M denotes the martingale part of the Fukushima decomposition with respect to the
Brownian motion (Bt,Px) (see Subsection 2.10):
u(Bt)− u(B0) =M [u]t +N [u]t , Px-a.s. Ch-q.e. x ∈ X.
By the following proposition, the map I can be extended to the isometry I : L2(TX)→ ◦M.
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Proposition 3.1 The map I defined in (3.1) can be uniquely extended to the isometry I : L2(TX)→
◦M. Furthermore, the map I is an L∞-module morphism in the sense of (2.8) and the following equality
holds:
〈I(V ), I(W )〉t = 1
2
ˆ t
0
〈V,W 〉(Bs)ds, ∀V,W ∈ L2(TX), t ≥ 0. (3.2)
Proof. Let V = {∑ni=1 fi∇ui : fi ∈ Bb(X), ui ∈ W 1,2(X, d,m), n ∈ N}. For V = ∑ni=1 fi∇ui ∈ V ,
define the map I as follows:
I(V ) =
n∑
i=1
fi •M [ui].
Let W =
∑n
i=1 gi∇vi ∈ V be another vector field. Then, by (2.20), (2.21) and (2.22), the following
holds:
e(I(V ), I(W )) =
1
2
ˆ
M
∑
1≤i,j≤n
figjdµ〈ui,vj〉 =
1
2
ˆ
M
∑
1≤i,j≤n
figj〈∇ui,∇vj〉dm = 1
2
〈V,W 〉L2(TX).
Therefore, I is an isometry and well-defined as a map from V to ◦M. By the same argument as in [30,
Lemma 5.6.3], V generates a dense subset in ◦M. Since TestV (X) ⊂ V ⊂ L2(TM) is dense in L2(TM)
(see Subsection 2.9), the map I can be extended to the isometry I : L2(TX) → ◦M. The uniqueness
and the property of L∞-module morphism can be easily seen by the construction of I.
Finally, the equality (3.2) is checked. For any Borel set A ⊂ X , by (2.20), (2.21) and (2.22), the
following holds:
1
2
ˆ
A
〈V,W 〉dm = e(I(V ), I(1AW )) = e(I(V ),1A • I(W )) = µ〈I(V ),I(W )〉(A).
Therefore, (1/2)〈V,W 〉dm = dµ〈I(V ),I(W )〉, which implies (3.2).
Let b be a derivation with |b| ∈ L2(X,m) and b∗ ∈ L2(TX) denote the dual of b (see Subsection
2.6). Set N = I(b∗) and Mt = exp {Nt − (1/2)〈N〉t}.
Proposition 3.2 {Mt} is a continuous martingale under Px for Ch-q.e. x ∈M . If, moreover, exp{θ|b|2} ∈
L1(X,m) holds for some θ > 0, then the following statements hold:
(i) for any p ≥ 1, there exists T > 0 so that {Mt} is an Lp-martingale on [0, T ] under Pm and Px for
Ch-q.e. x ∈M ;
(ii) for any p > 0, r > 1 and t ≥ 0, it holds that
Ex[M
p
t ] ≤ Ex
[
exp
{pr(pr − r + 1)
p(r − 1)
ˆ t
0
|b(Bs)|2ds
}]1/r
Ch-q.e. x ∈ X.
Proof. The first part can be proved by the combination of the Markov property of (Bt,Px) and the
super-martingale property of {Nt} under Px Ch-q.e. x. The second part can be shown by using (3.2)
and the Ho¨lder inequality. See [36, Proposition 2.2] for details.
The construction of diffusion processes is presented by making use of the Girsanov transformation.
Let N1 be an exceptional Borel set so that {Mt} is a continuous martingale under Px for x ∈ M \N1.
Redefine Mt = exp {Nt − (1/2)〈N〉t · 1B0∈X\N1}. Set the following probability measure:
Qx|Mt =MtPx|Mt ∀t > 0. (3.3)
Then (Ω,M,Mt, Bt, θt,Qx) is a diffusion process on X . The choice of N1 does not matter to the process
in the following sense: Let N2 ⊃ N1 be an exceptional Borel set so that M \ N2 is (Bt,Px)-invariant.
Then M \ N2 is also (Bt,Qx)-invariant. See [36, Proposition 2.3]. Now define Ttf as follows: for any
f ∈ Bb(M) and t > 0,
Ttf(x) = E
Q
x [f(Bt)] =
ˆ
Ω
f(Bt)dQx = Ex[f(Bt)Mt], T0f = f.
The family of the operators {Tt} can be uniquely extended to an L∞-contraction Markovian semigroup
{Tt}. In the next section, we extend {Tt} to the Lp-space under Condition (B), for which the log-Sobolev
inequality plays a key role.
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3.2 Lp-semigroups
In this subsection, an Lp-estimate of the semigroup {Tt} is obtained. Throughout this subsection,
(X, d,m) is an RCD(K,∞) space with K > 0 or with a bounded diameter. Under these assumptions,
the log-Sobolev inequality (2.16) holds with the log-Sobolev constant CLS . Set α = CLS . Furthermore,
assume that
exp{θ|b|2} ∈ L1(X,m) for some θ > α
2
.
Fix p > 1 so that
θ >
p2
2(p− 1)2α.
We name this set of assumptions as (B).
Proposition 3.3 Suppose (B). Then the semigroup {Tt} can be extended to a strongly continuous semi-
group on Lp(X,m). Furthermore, {Tt} is hypercontractive in the following sense: for t > 0, p < q <∞,
α′ > α with α2
p
(p−1)2
α′2
(α′−α)2 < θ and
q−1
p−1 ≤ e4t/α
′
, it holds that
‖Tt‖p→q ≤
∥∥∥∥exp{α2
(
pα′
(p− 1)(α′ − α)
)2
|b|2
)}∥∥∥∥ 2p−1
(q−1)2
q2
( 1
α
− 1
α′
)t
1
. (3.4)
In particular,
‖Tt‖p→p ≤
∥∥∥∥exp{α2
(
p
(p− 1)
)2
|b|2
)}∥∥∥∥
2(p−1)t
p2α
1
. (3.5)
Proof. The proof is similar to [36, Proposition 3.1]. The hyper-contractivity of the heat semigroup {Ht}
is used, which follows from the log-Sobolev inequality (2.16).
Let (Lp,D(Lp)) be the infinitesimal generator corresponding to {Tt} on Lp(X,m). Let L = 12∆+b
with the domain
D(L) = {f : f ∈ D(∆1) ∩ S2(X, d,m), |∇f | ∈ L1(X,m)},
whereby ∆1 denotes the infinitesimal generator of the heat semigroup {Ht} on L1(X,m). A criterion
for functions belonging to the domain D(Lp) of Lp is shown in the following proposition.
Proposition 3.4 If f ∈
(
∪r>1D(∆r)
)
∩W 1,2(X, d,m)∩Lp(X,m) and Lf ∈ Lp(X,m), then f ∈ D(Lp)
and Lpf = Lf.
Proof. The proof can be obtained by the same way as [36, Proposition 3.2].
As a corollary of Proposition 3.4, it can be easily checked that D(∆2) = D(L2) if |b| ∈ L∞(X,m).
3.3 Dirichlet Forms
In this subsection, several important properties of Dirichlet forms are proved. Let E be the following
bilinear form:
E(f, g) = 1
2
ˆ
X
〈∇f,∇g〉dm−
ˆ
X
b(f)gdm, f, g ∈ Lipb(X).
The following three types of assumptions are considered: Let diam(X) = sup{d(x, y) : x, y ∈ X}.
(A) Let (X, d,m) be an RCD(K,∞) space with m(X) <∞. Assume |b| ∈ L∞(X,m), divb ≥ 0.
(B) Let (X, d,m) be an RCD(K,∞) space with K > 0 or diam(X) < D < ∞. Assume exp{θ|b|2} ∈
L1(X,m) for some θ > CLS2 , whereby CLS denotes the constant in the log-Sobolev inequality
(2.16). Let p > 1 with θ > CLS
p2
2(p−1)2 .
(C) Let (X, d,m) be an RCD(K,N) space with K > 0 and 2 < N <∞. Assume that |b| ∈ LN(X,m)
and divb ≥ −c for some constant c ≥ 0.
Note that m(X) <∞ holds under each of the three assumptions.
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Proposition 3.5 Under (A), (B) with θ > 2CLS, or (C), the bilinear form (E ,Lipb(X)) is closable and
its closure (E ,F) is a quasi-regular strongly local conservative coercive Markovian form. Furthermore,
F =W 1,2(X, d,m) and
E(f, g) = 1
2
ˆ
X
〈∇f,∇g〉dm−
ˆ
X
b(f)gdm, f, g ∈ F =W 1,2(X, d,m), g is bounded. (3.6)
Moreover, the following statements hold:
(i) Under (A), the form (E ,F) is positivity-preserving and has the dual-Markov property. The coer-
civity constant is λ = 0.
(ii) Under (B) with θ > 2CLS, the infinitesimal generator (L,D(L))) associated with (E ,F) coincides
with (L2,D(L2)) defined in Subsection 3.2.
(iii) Under (C), the form (E ,F) is regular.
Proof. The conservativeness is obvious since the total measure m(X) is finite. Under (A), all the
properties stated in the proposition have been proved in [61, (b) Proposition 3.2]. It suffices to give
a proof only for the case of (B) and (C). Note that (Ch,W 1,2(X, d,m)) is a quasi-regular symmetric
Dirichlet form in the case RCD(K,∞), and a regular symmetric Dirichlet form in the case of RCD(K,N)
(see [6, Lemma 6.7]). Therefore, concerning the coercivity, the (quasi-)regularity, F = W 1,2(X, d,m)
and (3.6) for (E ,F), it suffices to show that there are constants λ ≥ 0, c, c′ > 0 and C ≥ 1 so that
c‖f‖21,2 ≤ Eλ(f) ≤ c′‖f‖21,2, ∀f ∈ Lipb(X), (3.7)
and the weak sector condition:
Eλ+1(f, g) ≤ CE1/2λ+1(f)E1/2λ+1(g), ∀f, g ∈ Lipb(X). (3.8)
In order to show (3.7) and (3.8), we only have to show that there are ε ∈ (0, 1) and a, b ≥ 0 so that
ˆ
X
b(f)fdm ≤ εCh(f) + a‖f‖22, (3.9)
and ∣∣∣∣ˆ
X
b(f)gdm
∣∣∣∣ ≤ bCh1/21 (f)Ch1/21 (g), (3.10)
for any f, g ∈ Lipb(X). (See e.g., [23, (2.12a), (2.12b)], which imply the equivalence of the norms (3.7)
and the weak sector condition (3.8). Note that the plus-minus sign in front of b in (3.6) is opposite to
the Dirichlet form in [23, p. 96], so the plus-minus sign in (3.9) is also opposite to [23, (2.12b)].) In this
case, the constant λ can be taken as follows:
λ = a+ 1− ε. (3.11)
Assume (B) with θ > 2CLS . We first check (3.10). By making use of the Hausdorff–Young inequality
st ≤ es + t log tt for s ∈ R and t > 0 and the log-Sobolev inequality (2.16), it holds that, for f, g ∈
Lipb(X),∣∣∣ˆ
X
b(f)gdm
∣∣∣ ≤ ˆ
X
|b||∇f ||g|dm ≤ ‖∇f‖2‖|b|g‖2
≤ ‖∇f‖2‖g‖2
∥∥∥|b| g‖g‖2
∥∥∥
2
≤ ‖∇f‖2‖g‖2
{ˆ
X
θ−1
(
eθ|b|
2
+
g2
‖g‖22
log
g2
‖g‖22
)
dm
}1/2
≤ θ−1/2‖∇f‖2‖g‖2
{∥∥∥eθ|b|2∥∥∥
1
+
CLS
2
‖∇g‖22
‖g‖22
}1/2
≤ θ−1/2‖∇f‖2
(∥∥∥eθ|b|2∥∥∥1/2
1
‖g‖2 +
√
CLS
2
‖∇g‖2
)
≤ θ−1/2
∥∥∥eθ|b|2∥∥∥1/2
1
Ch
1/2
1 (f)Ch
1/2
1 (g) + θ
−1/2
√
CLS
2
Ch
1/2
1 (f)Ch
1/2
1 (g)
= bCh
1/2
1 (f)Ch
1/2
1 (g).
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Thus (3.10) has been checked. Now we check (3.9). Take a positive constant α so that
0 < α < 1−
√
2CLSθ
−1/2. (3.12)
Then we have that
ˆ
X
b(f)fdm ≤ θ−1/2
√
CLS
2
‖∇f‖22 + θ−1/2
∥∥∥eθ|b|2∥∥∥1/2
1
‖∇f‖2‖f‖2
=
(√
CLS
2
θ−1/2 +
α
2
)
‖∇f‖22 −
(√
α√
2
‖∇f‖2 −
∥∥∥eθ|b|2∥∥∥1/2
1
θ−1/2
√
2α
‖f‖2
)2
+
∥∥∥eθ|b|2∥∥∥
1
2αθ
‖f‖22
≤ (
√
2CLSθ
−1/2 + α)Ch(f) +
‖eθ|b|2‖1
2αθ
‖f‖22
= εCh(f) + a‖f‖22.
By (3.12) and θ > 2CLS, it holds that ε ∈ (0, 1). Therefore, (3.9) has been proved.
Assume (C). Since divb ≥ −c for some c ≥ 0, it holds that
ˆ
X
b(f)fdm =
1
2
ˆ
X
b(f2)dm = −1
2
ˆ
X
divb|f |2dm ≤ c
2
ˆ
X
|f |2dm.
Therefore, (3.9) has been proved. We now check (3.10). By the Sobolev inequality (2.17), it holds that∣∣∣ˆ
X
b(f)gdm
∣∣∣ ≤ ˆ
X
|b||∇f ||g|dm ≤ ‖∇f‖2‖|b|2g2‖1/21 ≤ ‖∇f‖2‖|b|2‖1/2N/2‖g2‖1/2N/(N−2)
= ‖∇f‖2‖b‖N‖g‖2N/(N−2)
≤ ‖∇f‖2‖b‖N
(
‖g‖22 + CS‖∇g‖22
)1/2
≤ ‖∇f‖2‖b‖N
(‖g‖2 +√CS‖∇g‖2)
= bCh
1/2
1 (f)Ch
1/2
1 (g).
We have proved (3.10).
Now it is proved that (E ,F) is Markovian. It suffices to check that, for any non-negative constant a
and f ∈ Lipb(X), it holds that E(f ∧ a, f − f ∧ a) ≥ 0 (see [51, Theorem 1.2.2]). Let {f < a} = {x ∈
X : f(x) < a} for f ∈ D(E) and a non-negative constant a. Noting the Markovian property of Ch and
b(a) = 0, the following holds:
E(f ∧ a, f ∧ a) = Ch(f ∧ a)−
ˆ
{f<a}
b(f)fdm ≤ Ch(f ∧ a, f)−
ˆ
X
b(f ∧ a)fdm = E(f ∧ a, f).
Thus (E ,F) is Markovian and 0 ≤ Ttf ≤ 1 m-a.e. whenever 0 ≤ f ≤ 1 m-a.e. with f ∈ L2(X,m). The
strong locality follows easily from the local property of Ch and the derivation b.
It is now proved that the infinitesimal generator corresponding to (E ,F) coincides with (L2,D(L2))
under (B). Let L be the infinitesimal generator associated with (E ,F). Let f ∈ D(L) ⊂W 1,2(X, d,m).
For g ∈ D(∆q) ∩ L∞(X,m) with any q ≥ 2,
ˆ
X
f(−∆qg)dm =
ˆ
X
〈∇f,∇g〉dm = E(f, g) +
ˆ
X
b(f)gdm =
ˆ
X
(−Lf + b(f))gdm.
Hence, f ∈ D(∆p) and ∆pf = Lf − b(f) for any 1 < p ≤ 2. By Proposition 3.4, f belongs to D(L2)
and L2f = Lf . Therefore, L ⊂ L2. Thus, (λ − L)−1 ⊃ (λ − L2)−1 for sufficiently large λ. Since
both operators (λ − L)−1 and (λ − L2)−1 are everywhere defined on L2(X,m), which implies the L2-
continuity of these operators, and coincide on a dense subspace D(L2) ⊂ L2(X,m), it can be concluded
that L = L2.
4 Existence and Uniqueness of Invariant Measures
In this section, the existence and the uniqueness of invariant measures for the infinitesimal generator
(L,D(L)) are proved. Now we state the existence and the uniqueness of invariant measures.
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Theorem 4.1 The following hold:
(i) Suppose one of the two assumptions (A) or (C). Then (L,D(L)) has a unique (up to positive con-
stant multiplication) non-zero invariant measure µ = ρm in the sense of (1.2) with ρ ∈ L2(X,m).
In the case of (C), ρ is strictly positive.
(ii) Suppose (B). Then (Lp,D(Lp)) has a unique (up to positive constant multiplication) non-zero
invariant measure µ = ρm in the sense of (1.2) with ρ ∈ L pp−1 (X,m). The density ρ is strictly
positive.
We first prove the case of (A).
Proof for Theorem 4.1 under Condition (A). By Proposition 3.5, (E ,F) is a positivity preserving coercive
form under Condition (A). Therefore, [11, Corollary 3.20] can be applied to show the existence of non-
zero invariant measures for (L,D(L)).
The uniqueness of invariant measures can be proved by a similar way to [23, Corollary 2.13], for
which (2.12a) and (2.12b) in p. 96 in [23] have been checked in Proposition 3.5. Note that [23] required
the underlying space X to be a locally convex topological vector space, but the proof of Corollary 2.13
is available also for the setting in Theorem 4.1. To apply [23, Corollary 2.13], we only have to check the
following Liouville-type property.
Lemma 4.2 Let (X, d,m) be an RCD(K,∞) space with K ∈ R and m(X) = 1. If u ∈ D(∆) and
∆u = 0, then u has an m-modification u˜ so that u˜ is a constant function.
Proof. Take a function u with u ∈ D(∆) and ∆u = 0. Then, it holds that
0 =
ˆ
X
u∆udm = −
ˆ
X
〈∇u,∇u〉dm.
Therefore, |∇u| = 0 m-a.e. By the Sobolev-to-Lipschitz property in [6, Theorem 6.2], a Lipschitz
modification u˜ of u can be taken with the Lipschitz constant Lip(u˜) ≤ ‖|∇u|‖∞ = 0. Thus, u˜ is a
constant function.
We resume the proof for Theorem 4.1 under Condition (A).
Proof for Theorem 4.1 under Condition (A). By applying [23, Corollary 2.13], we finished the proof.
In the remainder of this section, Condition (B) or (C) is assumed. We utilize [37, Theorem 3.6], which
gives sufficient conditions for the existence and the uniqueness of strictly positive invariant measures.
To apply [37, Theorem 3.6], we have to check two criteria:
(i) ([37, Definition 2.1]) The semigroup {Tt} is said to satisfy Condition (I)p if, for every t > 0, there
is a constant J > 0, so that
ψTt(J) = sup
f∈Lp+(X,m), ‖f‖p≤1
‖(Ttf − J)+‖p < 1. (4.1)
(ii) ([37, Definition 3.1]) Set
χTt(ε) = inf
{ˆ
X
Tt1B11B2dm : m(B1) ≥ ε,m(B2) ≥ ε
}
.
The semigroup {Tt} is said to satisfy Condition (E) if, for each ε > 0, there exists some t > 0 so
that χTt(ε) > 0.
Lemma 4.3 The following hold:
(i) Under (B), the semigroup {Tt} satisfies Condition (I)p.
(ii) Under (C), the semigroup {Tt} satisfies Condition (I)2.
Proof. We first check Condition (I)p under (B). By Proposition 3.3, the semigroup {Tt} is a bounded
operator from Lp(X,m) to Lq(X,m) for 1 < p < q < ∞ satisfying the condition in Proposition 3.3.
Thus, by [37, (i) in Lemma 2.2], we can conclude that {Tt} satisfies (I)p.
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Now we check Condition (I)2 under (C). By the Sobolev inequality (2.17) and (3.7), we have that,
for any α > λ, there is a constant C > 0, so that
‖f‖22N
N−2
≤ CS‖∇f‖22 + ‖f‖22 ≤ C(Eα(f) + ‖f‖22), ∀f ∈ F . (4.2)
Let {Rα} denote the resolvent of (E ,F). Then we have that (f, g) = Eα(Rαf, g) for any α > λ and any
f, g ∈W 1,2(X, d,m). Thus, by (4.2), the L2N/(N−2)-norm of Rαf can be estimated as follows:
‖Rαf‖22N
N−2
≤ CEα(Rαf) + C‖Rαf‖22 ≤ C‖f‖22 + C‖Rαf‖22 ≤ C‖f‖22 + C‖Rα‖22→2‖f‖22.
Since ‖Rα‖2→2 ≤ 1α−λ (e.g., [51, Theorem 1.1.2]), the resolventRα is a bounded operator from L2(X,m)
to L2N/(N−2)(X,m) for each α > λ. Therefore, by [37, (i) in Lemma 2.2], we can conclude that {Tt}
satisfies (I)2.
Now we show that {Tt} satisfies Condition (E). It suffices to check the conditions (F1)–(F8) in [37,
Section 4]:
(F1) there exist a positive constant λ ≥ 0 so that Eλ(f) ≥ 0 for any f ∈ F , and the domain F is dense
in L2 and closed under the norm (Eλ+1)1/2. Furthermore, the weak sector condition holds: there
exists a constant C ≥ 1 so that
E(f, g) ≤ CE1/2λ+1(f)E1/2λ+1(g);
(F2) the corresponding semigroup {Tt} is positivity-preserving, that is,
0 ≤ f m-a.e. =⇒ 0 ≤ Ttf m-a.e. for any t > 0;
(F3) there exists a bilinear map Γ : F × F → L1(X,m) (not necessarily symmetric) so that
E(f, g) =
ˆ
X
Γ(f, g)dm, f, g ∈ F ;
(F4) Γ has a derivation property with respect to the first component: for any fi ∈ F with i = 1, ..., n
and any φ ∈ C∞(Rn), φ(f1, ..., fn) belongs to F and
Γ(φ(f1, ..., fn), g) =
n∑
i=1
∂φ
∂xi
(f1, ..., fn)Γ(fi, g), ∀g ∈ F .
Let us set the following set:
U = {p > 1 : {Tt} is extended or restricted to a strongly continuous semigroup on Lp}. (4.3)
By the Riesz–Thorin interpolation theorem, it holds that [2,∞) ⊂ U . Furthermore, the following
conditions are considered: there exist another bilinear map Γ0 : F × F → L1(X,m), functions η ∈ F ,
χ ∈ L2(X,m), σ > 0, ξ ≥ 0 m-a.e., and constants r > 0, κ > 0 so that
(F5) Γ0 has a derivation property as in (F4) with n = 1 with respect to both components;
(F6) ‖η‖2 = 1, η ∈
⋃
s∈U L
2s(X,m) and η2ξ ∈ L1(X,m);
(F7) the following Poincare´ type inequality holds: for every f ∈ F ∩ L∞(X,m),
ˆ
X
Γ0(f, f)η
2dm ≥
(ˆ
X
∣∣∣f − ˆ
X
fη2dm
∣∣∣rσdm)2/r; (4.4)
(F8) for every f ∈ F , it holds that Γ0(f, f) + ξf2 ≥ 0 m-a.e.,
Γ(η, f) ≥ χ(Γ0(f, f) + ξf2)1/2 m-a.e.,
and
Γ(f, f) ≥ κΓ0(f, f)− ξf2 m-a.e. (4.5)
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Lemma 4.4 Under (B) or (C), the form (E ,F) satisfies all conditions (F1)–(F8) with
Γ(f) =
1
2
|∇f |2 − b(f)f, Γ0(f) = 1
2
|∇f |2,
and η ≡ 1, χ ≡ 0, r = 2, σ = CP , κ = 1/2 and ξ = |b|2. Here CP denotes the constant appearing in
the Poincare´ inequality in (2.15).
Proof. (F1) has been already checked in Proposition 3.5. (F2) is now checked. It suffices to show
that, for any f ∈ F , it holds that f+ ∈ F and Eλ(f+, f) ≥ 0, whereby f+ = f ∨ 0. Noting that
F =W 1,2(X, d,m), it is clear that f+ ∈ F whenever f ∈ F . By (3.7), the following holds:
Eλ(f+, f) = Eλ(f1{f≥0}) ≥ c‖f1{f≥0}‖21,2 ≥ 0.
Thus (F2) has been checked.
(F3) can be easily obtained by taking Γ(f, g) = (1/2)〈∇f,∇g〉 − b(f)g. The derivation property
(F4) holds by making use of the derivation property of b and the inner product 〈·, ·〉 in L2(TX). By
taking Γ0(f, g) = (1/2)〈∇f,∇g〉, Condition (F5) and (F6) can be checked. Since (Ch,W 1,2(X, d,m))
satisfies the Poincare´ inequality owing to the RCD(K,∞) condition with K > 0, or with a bounded
diameter as in (2.15), Condition (F7) holds. Concerning (F8), it suffices to check (4.5). It can be seen
by the following argument with κ = 1/2 and ξ = |b|2 that
Γ(f)− 1
2
Γ0(f) + |b|2f2 = 1
4
|∇f |2 − b(f)f + |b|2f2 ≥ 1
4
|∇f |2 − |b||∇f ||f |+ |b|2f2 = 1
4
(
|∇f | − 2|b|f
)2
≥ 0.
Thus, Condition (F8) has been checked.
Proof for Theorem 4.1 under Condition (B) or (C). By Lemma 4.3 and 4.4, we can apply [37,
Theorem 3.6, Proposition 4.3], which concludes the existence and the uniqueness of strictly positive
invariant measures.
5 Regularity of Invariant Measures
Throughout this section, we always assume without explicitly mentioning that
(X, d,m) is an RCD(K,∞) space with K > 0, or diam(X) <∞, and b satisfies |b| ∈ L1(X, ρm).
(5.1)
Let ρ ∈ L1+(X,m) satisfy the following equality:
ˆ
X
(1
2
∆+ b
)
(φ)ρdm = 0, ∀φ ∈ TestF(X). (5.2)
Note that (5.2) is weaker than (1.2) since TestF(X) is not necessarily dense in the domain of (L,D(L))
with respect to the graph norm, but we also call µ = ρm invariant measure. In this section, the Sobolev
regularity of the density ρ is proved. Recall that {Ht} denotes the heat semigroup and ρε := Hερ.
Lemma 5.1 If one of the following conditions holds:
(i) ρ ∈ L2(X,m) and |b|ρ ∈ L2(X,m);
(ii) Ht : L
1(X,m)→ L∞(X,m) for any t > 0 (i.e., {Ht} is ultra-contractive);
then it holds that ˆ
X
〈∇φ,∇ρε〉dm =
ˆ
X
b(Hεφ)dµ, ∀φ ∈W 1,2(X, d,m). (5.3)
Proof. For any φ ∈ TestF(X), the following holds:
ˆ
X
〈∇φ,∇ρε〉dm = −
ˆ
X
∆φρεdm = −
ˆ
X
∆φHερdm = −
ˆ
X
Hε∆φρdm = −
ˆ
X
∆Hεφdµ. (5.4)
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By (5.2) and Hεφ ∈ TestF(X), it can be seen that
−
ˆ
X
∆Hεφdµ =
ˆ
X
b(Hεφ)dµ.
Therefore, by (5.4), the following equality is obtained:
ˆ
X
〈∇φ,∇ρε〉dm =
ˆ
X
b(Hεφ)dµ, ∀φ ∈ TestF(X).
We now prove that the above equality holds for φ ∈ W 1,2(X, d,m). Let {φi}i∈N ⊂ TestF(X) with
φi → φ in W 1,2(X, d,m) as i→∞. Then, the following holds:∣∣∣∣ˆ
X
〈∇φ,∇ρε〉dm−
ˆ
X
b(Hεφ)dµ
∣∣∣∣
≤
∣∣∣∣ˆ
X
〈∇φ,∇ρε〉dm−
ˆ
X
〈∇φi,∇ρε〉dm
∣∣∣∣+ ∣∣∣∣ˆ
X
〈∇φi,∇ρε〉dm−
ˆ
X
b(Hεφi)dµ
∣∣∣∣
+
∣∣∣∣ˆ
X
b(Hεφi)dµ−
ˆ
X
b(Hεφ)dµ
∣∣∣∣
=
∣∣∣∣ˆ
X
〈∇φ,∇ρε〉dm−
ˆ
X
〈∇φi,∇ρε〉dm
∣∣∣∣+ ∣∣∣∣ˆ
X
b(Hεφi)dµ−
ˆ
X
b(Hεφ)dµ
∣∣∣∣
≤
ˆ
X
∣∣〈∇(φ − φi),∇ρε〉∣∣dm+ ˆ
X
|b|∣∣∇Hε(φi − φ)∣∣dµ. (5.5)
Since the first term in the last line goes to zero as i→∞ by φi → φ in W 1,2(X, d,m), it suffices to show
that the second term goes to zero as i → ∞. If |b|ρ ∈ L2(X,m) or {Ht} is ultra-contractive, then, by
the gradient estimate (2.13), the second term in (5.5) can be estimated as follows:
ˆ
X
|b|∣∣∇(Hεφi −Hεφ)∣∣dµ ≤ e−Kε/2 ˆ
X
Hε
∣∣∇(φi − φ)∣∣|b|ρdm = e−Kε/2 ˆ
X
∣∣∇(φi − φ)∣∣Hε(|b|ρ)dm.
→ 0 (i→∞).
Thus, the second term in (5.5) goes to zero as i→∞, which implies the equality (5.3).
The regularity of the density ρ is now presented.
Theorem 5.2 Suppose (5.1) and (5.2). Assume ρ, |b|ρ ∈ L2(X,m). Then ρ ∈ W 1,2(X, d,m) and the
following inequality holds:
‖∇ρ‖2 ≤ ‖|b|ρ‖2. (5.6)
Proof. By |b|ρ ∈ L2(X,m), the equality (5.3) in Lemma 5.1 is available. Taking φ = ρε, we see the
following estimate:
ˆ
X
〈∇φ,∇ρε〉dm =
ˆ
X
|∇ρε|2dm =
ˆ
X
b(Hερε)dµ
≤
ˆ
X
|b||∇Hερε|dµ
=
ˆ
X
|∇Hερε||b|ρdm
≤ e−Kε/2
ˆ
X
Hε
(|∇ρε|)|b|ρdm
= e−Kε/2
ˆ
X
|∇ρε|Hε(|b|ρ)dm
≤ e−Kε/2
(ˆ
X
|∇ρε|2dm
)1/2(ˆ
X
|Hε(|b|ρ)|2dm
)1/2
≤ e−Kε/2
(ˆ
X
|∇ρε|2dm
)1/2(ˆ
X
|b|2|ρ|2dm
)1/2
.
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Thus, it has been obtained that(ˆ
X
|∇ρε|2dm
)1/2
≤ e−Kε/2
(ˆ
X
|b|2|ρ|2dm
)1/2
<∞. (5.7)
Therefore, {ρε}ε>0 is a bounded sequence in W 1,2(X, d,m). By [34, Theorem 6.3, Proposition 6.7],
under (5.1), there exists a subsequence {ρε′} and ρ′ ∈ W 1,2(X, d,m) so that ρε′ converges to ρ′ strongly
in L2(X,m) and weakly in W 1,2(X, d,m) as ε′ goes to zero. Since {Ht} is a strongly continuous L2-
semigroup, we have that ρε converges to ρ in L
2(X,m) strongly and W 1,2(X, d,m) weakly as ε goes to
zero. Thus, ρ = ρ′ and ρ ∈ W 1,2(X, d,m). Furthermore, by (5.7) and the weak W 1,2-convergence of
{ρε}, we obtain that(ˆ
X
|∇ρ|2dm
)1/2
≤ lim inf
ε→0
(ˆ
X
|∇ρε|2dm
)1/2
≤ lim sup
ε→0
(ˆ
X
|∇ρε|2dm
)1/2
≤
(ˆ
X
|b|2|ρ|2dm
)1/2
.
Thus, we have that ρ ∈W 1,2(X, d,m) and
‖∇ρ‖2 ≤ ‖|b|ρ‖2.
We have obtained the desired result.
Remark 5.3 The Sobolev regularity of ρ in the case of the Wiener space with a bounded drift has been
shown by Shigekawa [54], which relies on the finite-dimensional approximation of the Wiener space.
Theorem 5.2 relies only on the regularity of the heat semigroup {Ht} induced by the Bakry–E´mery
gradient estimate, which gives a different proof for the Wiener space.
In order to show the Sobolev regularity ρ ∈ W 1,2(X, d,m) by applying Theorem 5.2, it is necessary
to know when the assumption ρ, |b|ρ ∈ L2(X,m) in Theorem 5.2 holds. For instance,
(a) Let |b| ∈ L∞(X,m) and ρ ∈ L2(X,m). In this case, the following inequality holds:
‖∇ρ‖2 ≤ ‖|b|ρ‖2 ≤ ‖b‖∞‖ρ‖2 <∞. (5.8)
(b) Let 1 < p < 2. Let |b| ∈ L2p/(2−p)(X,m) and ρ ∈ Lp/(p−1)(X,m). In this case, the following
inequality holds:
‖∇ρ‖2 ≤ ‖|b|ρ‖2 ≤ ‖b‖ 2p
2−p
‖ρ‖ p
p−1
<∞. (5.9)
In the case of finite-dimensional spaces, it is proved in the next theorem that the condition of the
integrability of |b| and ρ can be relaxed:
Theorem 5.4 Assume (5.2) and that (X, d,m) is an RCD(K,N) space with 2 < N < ∞ and K > 0,
and |b| ∈ LN(X,µ). Then, ρ ∈ W 1,2(X, d,m) ∩ Lp(X,m) for any 1 ≤ p < ∞ and the following
inequality holds:
‖∇ρ‖2 ≤ ‖|b|ρ‖2 ≤ ‖b‖LN(X,dµ)‖ρ‖
N−1
N
N
N−2+1
<∞. (5.10)
If, moreover, |b| ∈ Lk(X,µ) for some k > N , then ρ ∈ L∞(X,m).
Remark 5.5 In the case of the Euclidean space, the Sobolev regularity in Theorem 5.4 was studied by
Metafune–Pallara–Rhandi [49]. Their proof relies on the Friedrichs mollifier, which is not available in
our non-smooth setting. Alternatively, the heat semigroup {Ht} plays a role as a mollifier in our setting,
whose regularity comes from the lower Ricci curvature bounds. Compared to the Euclidean case, our
proof needs more careful arguments on the integrability estimate concerning the heat semigroup action.
We also note that the Sobolev inequality (2.17) is different from the Sobolev inequality in the Euclidean
space, which will be utilized in order to do Moser’s iteration in Lemma 5.9.
In what follows in this section, we focus on the proof of Theorem 5.4. Note that under the assumption
of Theorem 5.4, diam(X) <∞ and m(X) <∞ by the generalised Bonnet–Myers theorem [58, Corollary
2.6]. We may assume that m(X) = 1 by normalizing m/m(X).
We prove several lemmas. We first give an gradient estimate of
√
ρ.
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Lemma 5.6 Assume (5.2) and that (X, d,m) is an RCD(K,N) space with 2 < N < ∞, K ∈ R, and
diam(X) < D <∞. Assume |b| ∈ L2(X,µ). Then √ρ ∈W 1,2(X, d,m) and
‖∇√ρ‖2 ≤ ‖b‖L2(X,µ). (5.11)
Proof. Since ρ ∈ L1(X,m) and {Ht} is ultra-contractive by [42] and the Bishop–Gromov inequality, by
applying [6, Propisition 6.4], we have that ρε := Hερ ∈ Lipb(X) ⊂W 1,2(X, d,m). Let φε be defined as
follows:
φε = log(ρε + δ)− log δ ∈W 1,2(X, d,m) δ > 0.
Applying (5.3) with φ = φε, the gradient estimate (2.13) and the chain rule for φε (see [32, Theorem
2.2.6]), we have that
ˆ
X
|∇ρε|2
(ρε + δ)
dm =
ˆ
X
b(Hεφε)dµ ≤
ˆ
X
|b||∇Hεφε|dµ
≤
(ˆ
X
|b|2dµ
)1/2(ˆ
X
|∇Hεφε|2dµ
)1/2
≤ e−Kε
(ˆ
X
|b|2dµ
)1/2(ˆ
X
|∇φε|2Hε(ρ)dm
)1/2
= e−Kε
(ˆ
X
|b|2dµ
)1/2(ˆ
X
|∇ρε|2
(ρε + δ)
ρε
(ρε + δ)
dm
)1/2
≤ e−Kε
(ˆ
X
|b|2dµ
)1/2(ˆ
X
|∇ρε|2
(ρε + δ)
dm
)1/2
.
Thus, by the Fatou lemma, taking δ → 0, we have that(ˆ
X
|∇ρε|2
ρε
dm
)1/2
≤ lim inf
δ→0
(ˆ
X
|∇ρε|2
(ρε + δ)
dm
)1/2
≤ e−Kε‖b‖L2(X,µ).
Therefore, it holds that
lim sup
ε→0
(ˆ
X
|∇√ρε|2dm
)1/2
= lim sup
ε→0
(ˆ
X
|∇ρε|2
ρε
dm
)1/2
≤ ‖b‖L2(X,µ).
Hence, {√ρε}ε is a bounded sequence in W 1,2(X, d,m). Therefore, there is a converging subsequence
{√ρε′}ε′ in the L2-strong sense and the W 1,2-weak sense. Since the measure ρεm converges weakly to
ρm as ε→ 0, we have that √ρε → √ρ weakly in W 1,2(X, d,m) and strongly in L2 as ε→ 0. Thus, we
have that(ˆ
X
|∇√ρ|2dm
)1/2
≤ lim inf
ε→0
(ˆ
X
|∇√ρε|2dm
)1/2
≤ lim sup
ε→0
(ˆ
X
|∇√ρε|2dm
)1/2
≤ ‖b‖L2(X,µ).
We finished the proof.
We prove the following key lemma:
Lemma 5.7 Assume (5.2) and that (X, d,m) is an RCD(K,N) space with 2 < N <∞ and K > 0 and
|b| ∈ Lk(X,µ) for some k > 2. Fix α > 0. If ρ ∈ Lα kk−2+1(X,m), then
ˆ
X
ρα−1|∇ρ|2dm ≤
ˆ
X
|b|2ρα+1dm <∞. (5.12)
Proof. It can be checked easily that
ˆ
X
|b|2ρα+1dm =
ˆ
X
|b|2ρ2/kρα+1−2/kdm ≤
(ˆ
X
|b|kρdm
)2/k(ˆ
X
ρα
k
k−2+1dm
)(k−2)/k
<∞. (5.13)
Since (X, d,m) is an RCD(K,N) space with K > 0, the heat semigroup {Ht} is ultra-contractive. Thus,
(5.3) can be applied.
We first prove the case α ≥ 1. Take φ = (ρε)α (just simply write ραε = (ρε)α hereinafter). Note
that φ ∈W 1,2(X, d,m)∩L∞(X,m) owing to the ultra-contrativity of {Ht}. Then we see that (see [32,
Theorem 2.2.6])
∇φ = αρα−1ε ∇ρε. (5.14)
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Plugging φ into (5.3), we have that
α
ˆ
X
ρα−1ε |∇ρε|2dm =
ˆ
X
〈∇φ,∇ρε〉dm =
ˆ
X
b(Hεφ)dµ
≤
ˆ
X
|b||∇Hεφ|dµ
≤ e−Kε/2
ˆ
X
|∇φ|Hε(|b|ρ)dm
= αe−Kε/2
ˆ
X
ρα−1ε |∇ρε|He(|b|ρ)dm
≤ αe−Kε/2
(ˆ
X
(
Hε(|b|ρ)
)2
ρα−1ε dm
)1/2(ˆ
X
ρα−1ε |∇ρε|2dm
)1/2
.
Therefore, we have that(ˆ
X
ρα−1ε |∇ρε|2dm
)1/2
≤ e−Kε/2
(ˆ
X
(
Hε(|b|ρ)
)2
ρα−1ε dm
)1/2
. (5.15)
We now show that the right-hand side in (5.15) converges as ε→ 0. By the assumption ρ ∈ Lα kk−2+1(X,m),
it can be checked easily that ρα−1 ∈ Lβ(X,m) so that β is determined by the following equality:
(α− 1)β = α k
k − 2 + 1.
By a simple calculation, we have that
β =
αk + k − 2
(α− 1)(k − 2) .
Therefore, ρα−1ε converges to ρ
α−1 strongly in Lβ(X,m) by the strong continuity of {Ht} on Lp(X,m),
i.e., Htf → f in Lp(X,m) as t → 0 for every f ∈ Lp(X,m) (1 ≤ p <∞). Let β∗ denote the conjugate
exponent of β, that is,
β∗ =
β
β − 1 =
αk + k − 2
2k + 2α− 4 .
In order to show that the right-hand side in (5.15) converges, it suffices to show that (Hε(|b|ρ))2
converges to |b|2ρ2 strongly in Lβ∗(X,m). To show this, we only have to show that |b|2ρ2 ∈ Lβ∗(X,m)
because of the strong continuity of {Ht} on Lp(X,m) for any 1 ≤ p <∞. We have that
ˆ
X
|b|2β∗ρ2β∗dm =
ˆ
X
|b|2β∗ρ2β∗/kρ2β∗−2β∗/kdm ≤
(ˆ
X
|b|kρdm
)2β∗/k(ˆ
X
ρ
4β2
∗
(k−1)
k(k−2β∗) dm
) k−2β∗
2β∗
.
(5.16)
By the assumption |b| ∈ Lk(X,µ), it holds that ´
X
|b|kρdm <∞. By a simple calculation,
4β2∗(k − 1)
k(k − 2β∗) =
4β2∗(k + α− 2)
k(k − 2) .
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Since k > 2 and α ≥ 1, we see that
α
k
k − 2 + 1−
4β2∗(k − 1)
k(k − 2β∗) = α
k
k − 2 + 1−
4β2∗(k + α− 2)
k(k − 2)
=
1
k(k − 2)(αk
2 + k(k − 2)− 4β2∗(k + α− 2))
=
1
k(k − 2)
(
αk2 + k(k − 2)− 4 (αk + k − 2)
2
(2k + 2α− 4)2 (k + α− 2)
)
=
1
k(k − 2)
(
k
(
αk + (k − 2))− (αk + k − 2)2
(k + α− 2)
)
=
(αk + k − 2)
k(k − 2)
(
k − (αk + k − 2)
(k + α− 2)
)
=
(αk + k − 2)
k(k − 2)
(k − 1)(k − 2)
(k + α− 2)
=
(αk + k − 2)
k
(k − 1)
(k + α− 2)
> 0.
Therefore, we have that
4β2∗(k − 1)
k(k − 2β∗) < α
k
k − 2 + 1.
By the assumption ρ ∈ Lα kk−2+1(X,m) and the fact that ‖f‖p ≤ ‖f‖q whenever p ≤ q since m(X) = 1,
we obtain that(ˆ
X
ρ
4β2
∗
(k−1)
k(k−2β∗) dm
) k−2β∗
2β∗
=
(
‖ρ‖
k−2β∗
2β∗
4β2
∗
(k−1)
k(k−2β∗)
) k(k−2β∗)
4β2
∗
(k−1) ≤
(
‖ρ‖
k−2β∗
2β∗
α k
k−2+1
) k(k−2β∗)
4β2
∗
(k−1)
<∞.
Thus, (5.16) is finite, which concludes that |b|2ρ2 ∈ Lβ∗(X,m). Therefore, the right-hand side of (5.15)
converges as ε→ 0 and
lim sup
ε→0
(ˆ
X
ρα−1ε |∇ρε|2dm
)1/2
≤
(ˆ
X
|b|2ρα+1dm
)1/2
.
Note that, by (5.14), it holds that
2
α+ 1
(ˆ
X
∣∣∣∇ρα+12ε ∣∣∣2dm)1/2 = (ˆ
X
ρα−1ε |∇ρε|2dm
)1/2
.
Thus, we see that
lim sup
ε→0
2
α+ 1
(ˆ
X
∣∣∣∇ρα+12ε ∣∣∣2dm)1/2 = lim sup
ε→0
(ˆ
X
ρα−1ε |∇ρε|2dm
)1/2
≤
(ˆ
X
|b|2ρα+1dm
)1/2
.
Note that ρ
(α+1)/2
ε ∈ L2(X,m) since α + 1 ≤ α kk−2 + 1 and ρ ∈ Lα
k
k−2+1(X,m) by the assumption.
Therefore, {ρ(α+1)/2ε }ε is bounded inW 1,2(X, d,m), which implies that there is a converging subsequence
weakly in W 1,2(X, d,m) and strongly in L2(X,m). Since ρε converges to ρ strongly in L
α k
k−2+1(X,m)
by the strong continuity of {Ht}, we have that the full sequence {ρ
α+1
2
ε }ε converges to ρα+12 weakly in
W 1,2(X, d,m) and strongly in L2(X,m). Thus, we obtain that(ˆ
X
ρα−1|∇ρ|2dm
)1/2
=
2
α+ 1
(ˆ
X
∣∣∣∇ρα+12 ∣∣∣2dm)1/2 ≤ 2
α+ 1
lim inf
ε→0
(ˆ
X
∣∣∣∇ρα+12ε ∣∣∣2dm)1/2
≤ 2
α+ 1
lim sup
ε→0
(ˆ
X
∣∣∣∇ρα+12ε ∣∣∣2dm)1/2
= lim sup
ε→0
(ˆ
X
ρα−1ε |∇ρε|2dm
)1/2
≤
(ˆ
X
|b|2ρα+1dm
)1/2
.
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The first equality holds by applying the chain rule in [32, Theorem 2.2.6]. In fact, by [32, Theorem
2.2.6], we have that |∇(ρ ∧M)(α+1)/2|2 = ρα−1|∇ρ|21{ρ≤M} m-a.e. for 0 < M < ∞. By M → ∞ and
the monotone convergence theorem, we have the first equality. We have finished the proof for α ≥ 1.
We now prove the case 0 < α < 1. Let ψα,η(x) = (x+η)
α for η > 0. We use the second subscription η
only where necessary, and otherwise write ψα. Take φ = ψα◦ρε. Note that φ ∈W 1,2(X, d,m)∩L∞(X,m)
owing to the ultra-contrativity of {Ht}. Then we see that
∇φ = αψα−1 ◦ ρε∇ρε. (5.17)
Plugging φ into (5.3), we have that
α
ˆ
X
ψα−1 ◦ ρε|∇ρε|2dm =
ˆ
X
〈∇φ,∇ρε〉dm
=
ˆ
X
b(Hεφ)dµ
≤
ˆ
X
|b||∇Hεφ|dµ
≤ e−Kε/2
ˆ
X
|∇φ|Hε(|b|ρ)dm
= αe−Kε/2
ˆ
X
ψα−1 ◦ ρε|∇ρε|Hε(|b|ρ)dm
≤ αe−Kε/2
(ˆ
X
(
Hε(|b|ρ)
)2
ψα−1 ◦ ρεdm
)1/2(ˆ
X
ψα−1 ◦ ρε|∇ρε|2dm
)1/2
.
(5.18)
By the assumption |b| ∈ Lk(X,µ), we have that
Hε(|b|ρ) = Hε
(
|b|ρ 1k ρ1− 1k
)
≤
(
Hε
(|b|kρ)) 1k(Hε(ρ kk−1− 1k−1 ))k−1k ≤ (Hε(|b|kρ)) 1k ρ k−1kε . (5.19)
Here the first inequality above follows from the Ho¨lder inequality for the heat kernel measure ht(x, dy)
with Htf(x) =
´
X fht(x, dy). By (5.18) and (5.19), it holds that(ˆ
X
ψα−1 ◦ ρε|∇ρε|2dm
)1/2
≤ e−Kε/2
(ˆ
X
(
Hε(|b|ρ)
)2
ψα−1 ◦ ρεdm
)1/2
≤ e−Kε/2
(ˆ
X
(
Hε(|b|kρ
)) 2k
ρ
2(k−1)
k
ε ψα−1 ◦ ρεdm
)1/2
. (5.20)
To show the convergence of the right-hand side in (5.20), we prove the following statements:
(i)
(
Hε(|b|kρ
)) 2
k converges to |b|2ρ 2k strongly in L k2 (X,m) as ε→ 0;
(ii) fε := ρ
2(k−1)
k
ε ψα−1 ◦ρε converges to f := ρ 2(k−1)k ψα−1 ◦ρ strongly in L kk−2 (X,m) as ε→ 0, whereby
k
k−2 is the conjugate exponent of
k
2 .
Statement (i) can be proved by the assumption |b| ∈ Lk(X,µ) and the strong continuity of {Ht} on
Lp(X,m) for any 1 ≤ p <∞. Thus, it suffices to show (ii). By 0 < α < 1,
fε = ρ
2(k−1)
k
ε ψα−1 ◦ ρε = ρ
2(k−1)
k
ε
(ρε + η)1−α
=
ρ1−αε
(ρε + η)1−α
ρ
2(k−1)
k
−(1−α)
ε ≤ ρ
2(k−1)
k
−(1−α)
ε . (5.21)
Thus, we obtain that (
2(k − 1)
k
− (1− α)
)
k
k − 2 =
k − 2 + kα
k − 2 = α
k
k − 2 + 1. (5.22)
Noting ρ ∈ Lα kk−2+1(X,m), we conclude that
fε ∈ L kk−2 (X,m).
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Considering (5.21), (5.22) and the contraction of {Ht}, we have that
sup
ε
‖fε‖ k
k−2
≤ sup
ε
∥∥∥∥ρ 2(k−1)k −(1−α)ε ∥∥∥∥
k
k−2
≤ sup
ε
‖ρε‖α
k
k−2+1
α k
k−2+1
<∞.
Thus, the sequence {fε}ε is uniformly bounded in L kk−2 (X,m). Combining ρε → ρ strongly in Lα kk−2+1(X,m),
we have proved that fε → f strongly in L kk−2 (X,m), which is Statement (ii).
Therefore, by (5.17), (5.20), (i) and (ii), we have that
lim sup
ε→0
2
α+ 1
(ˆ
X
∣∣∣∇ψα+1
2
◦ ρε
∣∣∣2dm)1/2 = lim sup
ε→0
(ˆ
X
ψα−1 ◦ ρε|∇ρε|2dm
)1/2
≤
(ˆ
X
|b|2ρ2ψα−1 ◦ ρdm
)1/2
≤
(ˆ
X
|b|2ψα+1 ◦ ρdm
)1/2
<∞.
Here the last two inequalities above can be seen by similar arguments as in (5.13) and (5.21). Note that
ρ
(α+1)/2
ε ∈ L2(X,m) since α + 1 ≤ α kk−2 + 1 and ρ ∈ Lα
k
k−2+1(X,m) by the assumption. Therefore,
{ψα+1
2
◦ ρε}ε is bounded in W 1,2(X, d,m), which implies that there is a converging subsequence weakly
in W 1,2(X, d,m) and strongly in L2(X,m). Since ρε converges to ρ strongly in L
α k
k−2+1(X,m) by the
strong continuity of {Ht}, we have that the full sequence {ψα+1
2
◦ ρε}ε converges to ψα+1
2
◦ ρ weakly in
W 1,2(X, d,m) and strongly in L2(X,m). Thus, we obtain that
2
α+ 1
(ˆ
X
∣∣∣∇ψα+1
2 ,η
◦ ρ
∣∣∣2dm)1/2 ≤ 2
α+ 1
lim inf
ε→0
(ˆ
X
∣∣∣∇ψα+1
2 ,η
◦ ρε
∣∣∣2dm)1/2
≤ 2
α+ 1
lim sup
ε→0
(ˆ
X
∣∣∣∇ψα+1
2 ,η
◦ ρε
∣∣∣2dm)1/2
= lim sup
ε→0
(ˆ
X
ψα−1,η ◦ ρε|∇ρε|2dm
)1/2
≤
(ˆ
X
|b|2ρ2ψα−1,η ◦ ρdm
)1/2
≤
(ˆ
X
|b|2ψα+1,η ◦ ρdm
)1/2
→
(ˆ
X
|b|2ρα+1dm
)1/2
(η → 0). (5.23)
Since ψα−1,η ◦ ρ→ ρα−1 m-a.e. as η → 0, it holds that, by the Fatou lemma,
2
α+ 1
(ˆ
X
∣∣∣∇ρα+12 ∣∣∣2dm)1/2 = (ˆ
X
ρα−1|∇ρ|2dm
)1/2
≤ lim inf
η→0
(ˆ
X
ψα−1,η ◦ ρ|∇ρ|2dm
)1/2
=
2
α+ 1
lim inf
η→0
(ˆ
X
∣∣∣∇ψα+1
2 ,η
◦ ρ
∣∣∣2dm)1/2.
(5.24)
The two equalities above hold by applying the Sp(X)-version (1 < p < ∞) of [32, Theorem 2.2.6] (see
also [32, the third paragraph in (2) in §2.5]) combined with the result [33]. In fact, by applying this
chain rule, we have that |∇(l ∨ ρ ∧M)(α+1)/2|2 = ρα−1|∇ρ|21{l≤ρ≤M} m-a.e. for 0 < l < M < ∞.
By M → ∞, l → 0 and the monotone convergence theorem, we have the first equality. By (5.23) and
(5.24), we obtain the desired result:
2
α+ 1
(ˆ
X
∣∣∣∇ρα+12 ∣∣∣2dm)1/2 = (ˆ
X
ρα−1|∇ρ|2dm
)1/2
≤
(ˆ
X
|b|2ρα+1dm
)1/2
.
We finished the proof.
By (5.12) and (5.13), we have the following corollary:
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Corollary 5.8 Assume (5.2) and that (X, d,m) is an RCD(K,N) space with 2 < N <∞ and K > 0.
Let |b| ∈ Lk(X,µ) for some k > 2. If ρ ∈ Lα kk−2+1(X,m) for some α > 0, then ρ(α+1)/2 ∈W 1,2(X, d,m)
and
ˆ
X
|∇ρα+12 |2dm ≤
(
α+ 1
2
)2(ˆ
X
|b|kρdm
)2/k(ˆ
X
ρα
k
k−2+1dm
)(k−2)/k
. (5.25)
We now show the integrability of ρ in Theorem 5.4.
Lemma 5.9 Assume (5.2) and that (X, d,m) is an RCD(K,N) space with 2 < N < ∞ and K > 0.
Then the following statements hold:
(i) if |b| ∈ Lk(X,µ) with k > N , then ρ ∈ L∞(X,m);
(ii) if |b| ∈ LN(X,µ), then ρ ∈ Lp(X,m) for any 1 ≤ p <∞.
Proof. Assume that ρ ∈ Lα kk−2+1(X,m) for some α > 0. By (5.25) and the Sobolev inequality (2.17),
we have that ρ ∈ L(α+1) NN−2 (X,m) and(ˆ
X
ρ(α+1)
N
N−2 dm
)(N−2)/N
≤ CS‖∇ρ(α+1)/2‖22 + ‖ρ(α+1)/2‖22
≤ CS‖b‖2Lk(X,µ)
(
α+ 1
2
)2(ˆ
X
ρ
αk
k−2+1dm
)(k−2)/k
+ ‖ρ(α+1)/2‖22. (5.26)
Let C = CS‖b‖2Lk(X,µ). Noting αkk−2 + 1 ≥ α+1, we see that the right-hand side of (5.26) is dominated
by the following quantity:
C
(
α+ 1
2
)2
‖ρ‖α+
k−2
k
αk
k−2+1
+ ‖ρ‖α+1α+1 ≤ C
(
α+ 1
2
)2
‖ρ‖α+
k−2
k
αk
k−2+1
+ ‖ρ‖α+1αk
k−2+1
.
Combining this with (5.26), we obtain that
‖ρ‖α+1(α+1)N
N−2
≤ C
(
α+ 1
2
)2
‖ρ‖α+
k−2
k
αk
k−2+1
+ ‖ρ‖α+1αk
k−2+1
. (5.27)
The inequality (5.27) improves the integrability of ρ inductively. Let ηn be the integrability of ρ in the
nth step, i.e., ρ ∈ Lηn(X,m). Then, we have the following relation:
ηn+1 = r
(
ηn +
2
k − 2
)
, r =
N
N − 2
k − 2
k
. (5.28)
By the assumption k > N , it holds that r > 1. Since
√
ρ ∈ W 1,2(X, d,m) by Lemma 5.6, by using the
Sobolev inequality (2.17), it holds that ρ ∈ LN/(N−2)(X,m). Thus, we can take η0 = N/(N − 2) and
αn > 0 so that
αn + 1 =
N − 2
N
ηn+1 =
k − 2
k
(
ηn +
2
k − 2
)
.
We note that ηn → ∞ and αn → ∞ as n → ∞. We may assume that ‖ρ‖ηn ≥ 1 for sufficiently large
n since if not, ‖ρ‖ηn ≤ 1 for any n ∈ N, which implies ‖ρ‖∞ ≤ 1 and concludes the desired result. We
may also assume that
C
(
αn + 1
2
)2
≥ 1,
for sufficiently large n. Noting that, for any α > 0 and ‖ρ‖ αk
k−2+1
≥ 1,
‖ρ‖α+
k−2
k
αk
k−2+1
≤ ‖ρ‖α+1αk
k−2+1
,
it holds that, for sufficiently large n,
‖ρ‖αn+1ηn+1 ≤ C
(
αn + 1
2
)2
‖ρ‖αn+
k−2
k
ηn + ‖ρ‖αn+1ηn ≤ C
(
αn + 1
2
)2
‖ρ‖αn+1ηn + C
(
αn + 1
2
)2
‖ρ‖αn+1ηn
≤ 2C
(
αn + 1
2
)2
‖ρ‖αn+1ηn . (5.29)
30
Therefore, we have that, with some constant C1 > 0,
‖ρ‖ηn+1 ≤
(
C1
αn + 1
2
) 2
αn+1
‖ρ‖ηn .
Taking the logarithm in both sides of the above inequality with θn = log ‖ρ‖ηn , it can be seen that
θn+1 ≤ 2
αn + 1
log
{
C1
αn + 1
2
}
+ θn.
We have that
θn+1 − θn ≤ 2
αn + 1
log
{
C1
αn + 1
2
}
≤ 2N
ηn+1(N − 2) log
{
C1(N − 2)
2N
ηn+1
}
≤ C2
η1−εn+1
, (5.30)
for any 0 < ε < 1 with some constant C2 > 0. Since the right-hand side of (5.30) is summarable in n,
it concludes that θn → θ = log ‖ρ‖∞ <∞ as n→∞. We finished the proof of (i).
In the case of k = N in (ii), by (5.28), it holds that
ηn+1 = ηn +
2
N − 2 .
Thus, ηn ↑ ∞ and we have finished the proof.
By Lemma 5.9, we finished the proof of the integrability of ρ in Theorem 5.4.
We now give the proof of (5.10) in Theorem 5.4.
Proof of (5.10) in Theorem 5.4. Let k = N , and α = 1 in (5.25), and α = (N − 2)/N in (5.26). Then,
we have that
ˆ
X
|∇ρ|2dm ≤
ˆ
X
|b|2ρ2dm ≤
(ˆ
X
|b|Nρdm
)2/N(ˆ
X
ρ
N
N−2+1dm
)(N−2)/N
<∞. (5.31)
Thus, ρ ∈W 1,2(X, d,m) and (5.10) has been proved.
The following corollary will be used in Section 7 in order to show the stability of invariant measures.
Corollary 5.10 Assume (5.2) and that (X, d,m) is an RCD(K,N) space with 2 < N <∞ and K > 0
with |b| ∈ LN (X,µ) ∩ L2N (X,m). Then it holds that
‖∇ρ‖22 ≤ CS
(
N − 1
N
)2
‖b‖42N‖ρ‖22 + ‖b‖22N‖ρ‖22.
Proof. Since 2(N − 1)/N ≤ 2 and ‖f‖p ≤ ‖f‖q for any p ≤ q owing to m(X) = 1, we have that
‖ρ‖
2(N−1)
N
2(N−1)
N
≤ ‖ρ‖
2(N−1)
N
2 .
Therefore, by the Sobolev inequality (2.17), the right-hand side of (5.31) can be estimated from above
as follows:(ˆ
X
|b|Nρdm
)2/N(
CS
(ˆ
X
|b|Nρdm
)2/N(
N − 1
N
)2(ˆ
X
ρ2dm
)(N−2)/N
+ ‖ρN−1N ‖22
)
≤ CS
(
N − 1
N
)2(ˆ
X
|b|Nρdm
)4/N(ˆ
X
ρ2dm
)(N−2)/N
+
(ˆ
X
|b|Nρdm
)2/N
‖ρN−1N ‖22
≤ CS
(
N − 1
N
)2(ˆ
X
|b|Nρdm
)4/N(ˆ
X
ρ2dm
)(N−2)/N
+
(ˆ
X
|b|Nρdm
)2/N
‖ρ‖
2(N−1)
N
2
≤ CS
(
N − 1
N
)2
‖b‖42N‖ρ‖
4
N
2 ‖ρ‖
2(N−2)
N
2 + ‖b‖22N‖ρ‖
2
N
2 ‖ρ‖
2(N−1)
N
2
= CS
(
N − 1
N
)2
‖b‖42N‖ρ‖22 + ‖b‖22N‖ρ‖22.
Therefore, we conclude the desired result.
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6 Symmetry of Semigroups
In this section, we characterize the symmetrizability of the semigroup {Tt}. Throughout this section
(except Proposition 6.1), Condition (B) in Section 4, m(X) = 1 and |b| ∈ L∞(X,m) are assumed. Let
(E ,F) be the Dirichlet form defined in (3.6). Let (L,D(L)) and {Tt} be the infinitesimal generator and
the semigroup on L2(X,m) corresponding to (E ,F) respectively. By Theorem 4.1 and Theorem 5.2,
there exists a unique (up to constant multiplication) invariant measure µ = ρm for (L,D(L)) so that ρ
is strictly positive and ρ ∈W 1,2(X, d,m).
Before the main result in this section, we prove the essential self-adjointness of (∆,TestF(X)) in
L2(X,m).
Proposition 6.1 Let (X, d,m) be an RCD(K,∞) space with K ∈ R. Then (∆,TestF(X)) is essentially
self-adjoint in L2(X,m), i.e., TestF(X) is dense in D(∆) with respect to the graph norm ‖ · ‖2∆ =
‖ · ‖22 + ‖∆ · ‖22.
Proof. By using the Bakry-E´mery gradient estimate (2.13), it is straightforward to check that the heat
semigroup action preserves TestF(X), i.e., Htf ∈ TestF(X) whenever f ∈ TestF(X) for any t ≥ 0.
Thus, by [53, Theorem X.49], we can conclude the statement.
The following result is the main theorem in this section.
Theorem 6.2 Assume (B), m(X) = 1 and |b| ∈ L∞(X,m). Then {Tt} is symmetrizable if, and only
if, there exists f ∈ Lip(X) ∩ L2(X,m) so that
b = 〈∇f,∇·〉.
The symmetrizing measure µ is unique up to constant multiplication, and µ = ρdm with ρ = ce2f m-a.e.
with some constant c > 0.
Remark 6.3 In the case of the Wiener space, the set of cylinder functions can be taken as a dense
subset in D(∆) (see Shigekawa [54, Theorem 2.1]). By replacing Lipschitz functions with H-Lipschitz
functions in the statement of Theorem 6.2, we can apply the same proof of Theorem 6.2 to the case of
the Wiener space.
Hereinafter, we prove Theorem 6.2.
Lemma 6.4 TestF(X) is dense in D(L) with respect to the graph norm ‖ · ‖2L = ‖ · ‖22 + ‖L · ‖22.
Proof. By Proposition 6.1, for any f ∈ D(L) = D(∆) (by Proposition 3.4), we can take {fi} ⊂ TestF(X)
so that fi converges to f in the graph norm ‖ · ‖∆. Since |b| ∈ L∞(X,m), in order to prove that fi
converges to f with respect to ‖ · ‖L, it suffices to show that fi converges to f in W 1,2(X, d,m). Since
∆fi → ∆f and fi → f both in L2, we have that
ˆ
X
|∇(fi − f)|2dm = −
ˆ
X
∆(fi − f)(fi − f)dm→ 0.
We finished the proof.
Lemma 6.5 Let f ∈ W 1,2(X, d,m) satisfy |∇f | ∈ L∞(X,m). Then ef ∈ W 1,2(X, d,m) and ∇ef =
ef∇f .
Proof. Take a smooth function φ : R → R so that φ(z) = z for z ≤ 0, and φ(z) = 1 for z ≥ 1. Let
φn(z) = n+ φ(z − n). Set fn(x) = φn(f(x)). Then fn ∈ W 1,2(X, d,m) and
|∇fn| = (φ′n ◦ f)|∇f |, m-a.e.
Thus, |∇fn| ∈ L∞(X,m) and
‖∇fn‖∞ ≤ ‖φ′n‖∞‖∇f‖∞ ≤ ‖φ′‖∞‖∇f‖∞. (6.1)
Let gn = cne
fn with the constant cn determined by ‖gn‖2 = 1. Then gn ∈ W 1,2(X, d,m) and ∇gn =
gn∇fn. By (6.1), it holds that
‖∇gn‖2 ≤ ‖gn‖2‖∇fn‖∞ ≤ ‖φ′‖∞‖∇f‖∞.
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Hence, {gn}n∈N is a bounded sequence in W 1,2(X, d,m). By [34, Theorem 6.3, Proposition 6.7], a
converging subsequence {gn′}n′∈N can be taken with respect to the L2-strong convergence and the
W 1,2-weak convergence. Noting that cn is non-increasing, let limn→∞ cn = c. Then it can be seen that
gn converges to g = ce
f m-a.e. Hence, gn converges to g strongly in L
2 and weakly in W 1,2. Therefore,
g ∈ W 1,2(X, d,m), and noting ‖gn‖2 = 1 for any n ∈ N, it can be seen that c > 0. It is easy to check
that ∇ef = ef∇f .
Lemma 6.6 log ρ ∈ W 1,2(X, d,m) and
‖∇ log ρ‖2 ≤ ‖b‖∞. (6.2)
Proof. Let ρε = Hερ and φε be defined as follows:
φε =
1
ρε + δ
− 1
δ
∈ W 1,2(X, d,m) δ > 0.
Then, by (5.3) with the above φ = φε and the gradient estimate (2.13), it can be seen that
ˆ
X
|∇ρε|2
(ρε + δ)2
dm =
ˆ
X
b(Hεφε)dµ ≤
ˆ
X
|b||∇Hεφε|dµ
≤ e−(K/2)ε‖b‖∞
ˆ
X
|∇ρε|
(ρε + δ)
Hε(ρ)
(ρε + δ)
dm
≤ e−(K/2)ε‖b‖∞
(ˆ
X
|∇ρε|2
(ρε + δ)2
dm
)1/2(ˆ
X
ρ2ε
(ρε + δ)2
dm
)1/2
.
Therefore, the following holds:(ˆ
X
|∇ρε|2
(ρε + δ)2
dm
)1/2
≤ e−(K/2)ε‖b‖∞
(ˆ
X
ρ2ε
(ρε + δ)2
dm
)1/2
≤ e−(K/2)ε‖b‖∞.
Thus, it holds that
lim sup
ε→0
(ˆ
X
|∇ρε|2
(ρε + δ)2
dm
)1/2
≤ ‖b‖∞.
Hence, {φε}ε is a bounded sequence in W 1,2(X, d,m). Therefore, there is a converging subsequence
{φε′}ε′ and its limit φ′ ∈ W 1,2(X, d,m) in the L2-strong sense and the W 1,2-weak sense. Since φε
converges to φ = 1/(ρ+ δ) + 1/δ in the L2-strong sense, it holds that φ = φ′. Thus, φε converges to φ
in the L2-strong sense and the W 1,2-weak sense. Therefore, the following inequality is obtained:(ˆ
X
|∇ρ|2
(ρ+ δ)2
dm
)1/2
≤ lim inf
ε→0
(ˆ
X
|∇ρε|2
(ρε + δ)2
dm
)1/2
≤ lim sup
ε→0
(ˆ
X
|∇ρε|2
(ρε + δ)2
dm
)1/2
≤ ‖b‖∞.
As δ tends to zero with a similar argument to (5.23) and (5.24), the desired inequality (6.2) is obtained.
Now it is proved that log ρ ∈ W 1,2(X, d,m), for which it suffices to show that log ρ ∈ L2(X,m)
according to (6.2). Under (B), the Poincare´ inequality (2.15) holds:
ˆ
X
|f −m(f)|2dm ≤ CP
ˆ
X
|∇f |2dm, f ∈W 1,2(X, d,m).
Let fn = | log(min{ρ, n} + n−1)|. According to (6.2), it can be seen that |∇fn| is uniformly bounded
in L2(X,m). By combining this with the Poincare´ inequality, it holds that fn − m(fn) is uniformly
bounded in L2(X,m). Noting that ρ is strictly positive by Theorem 4.1, it holds that fn → | log ρ|
m-a.e. By using Fatou’s lemma, the sequence {m(fn)}n is bounded. In fact, if {m(fn)}n is unbounded,
a subsequence {m(fn′)}n′ can be taken so that |m(fn′)| → ∞. By Fatou’s lemma, it holds that
∞ =
ˆ
X
lim
n′→∞
|fn′ −m(fn′)|2dm ≤ lim inf
n′→∞
ˆ
X
|fn′ −m(fn′)|2dm.
This contradicts the Poincare´ inequality and the L2-uniform boundedness of |∇fn|. Thus {m(fn)}n is
bounded. Hence, ‖fn‖2 is uniformly bounded, which implies | log ρ| ∈ L2(X,m). The proof has been
completed.
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Now the proof of Theorem 6.2 is presented.
Proof of Theorem 6.2. The “only if” part is proved first. Assume that {Tt} is symmetric with respect to
a measure µ. Then, µ is an invariant measure and unique up to constant multiplication by Theorem 4.1.
By Theorem 5.2, we can write µ = ρm with ρ ∈ W 1,2(X, d,m). Let φ, ψ ∈ TestF(X). By Proposition
3.4, it holds that TestF(X) ⊂ D(L2) andˆ
X
(Ttφ− φ)ψdµ =
ˆ
X
φ(Ttψ − ψ)dµ.
Thus, by taking the time derivative d/dt on both sides, it can be obtained that
ˆ
X
d
dt
(Ttφ− φ)ψdµ =
ˆ
X
φ
d
dt
(Ttψ − ψ)dµ.
Letting t→ 0, the following equality holds:
ˆ
X
L(φ)ψdµ =
ˆ
X
φL(ψ)dµ. (6.3)
By the invariance of µ, it holds that ˆ
X
L(φψ)dµ = 0.
By the Leibniz rule of ∆ and b, it can be seen that L(φψ) = L(φ)ψ+φL(ψ) + 〈∇φ,∇ψ〉, which implies
that ˆ
X
L(φψ)dµ =
ˆ
X
(
L(φ)ψ + φLψ + 〈∇φ,∇ψ〉
)
dµ = 0. (6.4)
Therefore, by (6.3) and the Sobolev regularity of ρ obtained in Theorem 5.2, it holds that
0 =
ˆ
X
(
L(φ)ψ + φL(ψ) + 〈∇φ,∇ψ〉
)
dµ =
ˆ
X
(
φL(ψ) + φL(ψ) + 〈∇φ,∇ψ〉
)
dµ
=
ˆ
X
(
φ∆(ψ) + 2φb(ψ) + 〈∇φ,∇ψ〉
)
dµ
= −
ˆ
X
〈∇(φρ),∇ψ〉dm +
ˆ
X
2φb(ψ)ρm+
ˆ
X
〈∇φ,∇ψ〉ρdm
= −
ˆ
X
(
φ〈∇ρ,∇ψ〉 + ρ〈∇φ,∇ψ〉
)
dm+
ˆ
X
2φb(ψ)ρm
+
ˆ
X
〈∇φ,∇ψ〉ρdm
=
ˆ
X
(
2ρb(ψ)− 〈∇ρ,∇ψ〉
)
φdm. (6.5)
Since TestF(X) is dense in W 1,2(X, d,m), the following equality is obtained:
〈∇ρ,∇v〉 = 2ρb(v), ∀v ∈ W 1,2(X, d,m).
There is a unique vector field b∗ ∈ L2(TX) so that b(v) = 〈b∗,∇v〉 for any v ∈ W 1,2(X, d,m) (see
Subsection 2.6). Since {∇v : v ∈ W 1,2(X, d,m)} is dense in L2(TX) (see Subsection 2.9), it holds that
∇ρ = 2ρb∗. (6.6)
Take f = (1/2) log ρ. Then, by Lemma 6.6, it holds that f ∈ W 1,2(X, d,m) and, by (6.6),
∇f = ∇ρ
2ρ
= b∗.
Since |∇f | = |b| ∈ L∞(X,m) by the assumption, using the Sobolev-to-Lipschitz property ([6, Theorem
6.2]), we have that f can be taken as a Lipschitz continuous function. The proof of the “only if” part
has been completed.
The “if” part is now shown. Assume that there is a function f ∈ Lip(X) ∩ L2(X,m) so that
b = 〈∇f,∇〉, in other words, b∗ = ∇f . Then the measure ρ′ = e2fm is an invariant measure for
(L,D(L)). In fact, by Lemma 6.5, it holds that ρ′ ∈W 1,2(X, d,m) and
∇ρ′ = 2e2f∇f = 2ρ′b∗.
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Noting D(L) = D(∆) by Proposition 3.4, the following holds: for φ ∈ D(L),
ˆ
X
L(φ)ρ′dm =
1
2
ˆ
X
∆(φ)ρ′dm+
ˆ
X
b(φ)ρ′dm = −1
2
ˆ
X
〈∇φ,∇ρ′〉dm+
ˆ
X
b(φ)ρ′dm
= −
ˆ
X
b(φ)ρ′dm+
ˆ
X
b(φ)ρ′dm = 0.
Therefore, ρ′ is an invariant measure. Since (L,D(L)) has a unique invariant measure up to constant
multiplication by Theorem 4.1, it is obtained that ρ′ = cρ for some constant c > 0. We may assume
that c = 1 for simplicity of the following argument.
Now it is shown that {Tt} is symmetric with respect to µ = ρm. Since ρ = e2f and b∗ = ∇f , the
right-hand side of (6.5) is equal to zero. By following the arguments in (6.5) conversely and combining
these with (6.4), for any φ, ψ ∈ TestF(X), it holds that
ˆ
X
L(φ)ψdµ =
ˆ
X
φL(ψ)dµ. (6.7)
Since TestF(X) is dense in D(L) with respect to the graph norm ‖ · ‖L by Lemma 6.4, it holds that,
for any φ, ψ ∈ TestF(X), ˆ
X
LTt(φ)Ts(ψ)dµ =
ˆ
X
Tt(φ)LTs(ψ)dµ.
Define
g(s) =
ˆ
X
Tt−s(φ)Ts(ψ)dµ, 0 ≤ s ≤ t.
Then, by differentiating the both sides in s, it can be seen that
g′(s) = −
ˆ
X
LTt−s(φ)Ts(ψ)dµ +
ˆ
X
Tt−s(φ)LTs(ψ)dµ = 0.
Thus, g(t) = g(0), and
ˆ
X
Tt(φ)ψdµ =
ˆ
X
φTt(ψ)dµ. (6.8)
By the density of TestF(X) in L2(X,m), the equality (6.8) holds for any φ, ψ ∈ Bb(X). The proof has
been completed.
7 Stability of Invariant Measures
In this section, the stability of invariant measures with respect to the perturbation of b and X is proved.
Let (Xn, dn,mn, xn) be a metric measure space with a fixed point xn ∈ Xn for n ∈ N = N ∪ {∞}. The
following three conditions are considered:
(A’) Set K ∈ R and 0 < D < ∞. Let (Xn, dn,mn) be an RCD(K,∞) space with K > 0, or
supn∈N diam(Xn) < D. Let (Xn, dn,mn) be an RCD(K,∞) space and bn be an L∞-derivation,
and
sup
n∈N
‖bn‖∞ <∞.
(B’) Set K ∈ R and 0 < D < ∞. Let (Xn, dn,mn) be an RCD(K,∞) space with K > 0, or
supn∈N diam(Xn) < D. Let bn be a derivation so that there is a constant θ > 2CLS independent
of n satisfying the following condition:
sup
n∈N
∥∥∥eθ|bn|2∥∥∥
1
<∞,
whereby CLS denotes the constant in the log-Sobolev inequality (2.16).
(C’) Set K > 0, 2 < N <∞ and c ≥ 0. Let (Xn, dn,mn) be an RCD(K,N) space for n ∈ N. Assume
that supn∈N ‖bn‖2N <∞ and divbn ≥ −c.
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Under each of these assumptions, there is a unique non-zero invariant measure µn = ρnmn with ρn ∈
L2(Xn,mn) by Theorem 4.1. For n ∈ N, let µn be the invariant measure for (Ln,D(Ln)) with ‖ρn‖2 = 1
(by the normalization ρn/‖ρn‖2, we can always take such ρn). Let INV>0(L) and Inv>0(L) denote the
set of non-zero invariant measures and the set of densities of non-zero invariant measures for (L,D(L))
respectively. The set of all finite Borel measures on X is denoted by M(X). The following theorem
shows the stability of the invariant measure µn and the density ρn with respect to the pmG convergence
of Xn and the L
2-convergence of the derivation bn.
Theorem 7.1 Suppose that (Xn, dn,mn, xn) converges to (X∞, d∞,m∞, x∞) in the sense of the pmG,
and bn → b∞ and divbn → divb∞ strongly in L2 respectively. Let (X, d) be a common ambient space
for {Xn}n∈N associated with the pmG convergence (see Subsection 2.3). Then the following statements
hold:
(i) Under (A’) or (C’), ρn converges to ρ∞ weakly in W
1,2 and strongly in L2;
(ii) under (B’), let A denote the set of limit points of {ρn}n with respect to the weak L2-sense. Then
A ⊂ Inv>0(L∞).
In particular, µn → µ∞ weakly in M(X) in the cases of (i). In the case of (ii), let A denote the set of
limit points of {µn} with respect to the weak convergence. Then A ⊂ INV>0(L∞).
Remark 7.2 We give two remarks on Theorem 7.1.
(i) If the underlying spaces are fixed, i.e., Xn = X∞ for any n ∈ N, then the result (i) in Theorem
7.1 gives the convergence of µn in the total variation distance dTV :
dTV (µn, µ∞) = sup
|f |≤1
|µn(f)− µ∞(f)|.
(ii) Theorem 7.1 tells us that the weak convergence of invariant measures can be derived from weaker
assumptions compared to the convergence in law of diffusion processes. Indeed, in order to show
the convergence in law of the corresponding diffusion processes, we need the boundedness of |b|
for the tightness of the laws (see [61, Theorem 1.3], and also [55, Theorem 11.1.4] in the case of the
Euclidean space). However, for the weak convergence of invariant measures, the L2N -integrability
is sufficient in the case of (C’).
We now start to prove Theorem 7.1. Under Condition (A’), (B’) or (C’), the bilinear form (En,Fn)
defined in (3.6) is a closed form for any n ∈ N and let {T nt } be the corresponding semigroup. The
L2-convergence of the semigroups {T nt } is proved first.
Proposition 7.3 Assume that (A’), (B’) or (C’) hold. If
(i) Xn converges to X∞ in the pmG sense;
(ii) bn → b∞ and divbn → divb∞ strongly in L2 respectivly.
Then the semigroup T nt converges to T
∞
t in L
2 for all t ≥ 0. Namely, T nt fn converges to T∞t f∞ strongly
in L2 for any t ≥ 0 whenever fn converges to f∞ strongly in L2.
Proof. The coercivity constant λ can be taken uniformly in n owing to (3.11) under (A’), (B’) or (C’).
By Theorem 2.19, it suffices to show the convergence of (En,Fn) to (E∞,F∞) in the sense of Definition
2.18. Conditions (N1∗) and (N2
′
∗) defined in Section 2.11 are checked in the following arguments:
(N1∗): Let fn → f∞ weakly in L2 with lim infn→∞ Enλ (fn) < ∞. Since (Chn,Fn) converges to
(Ch∞,F∞) in the Mosco sense [34, Theorem 6.8], and (3.7) holds, it is obtained that
Ch∞(f∞) ≤ lim inf
n→∞
Chn(fn) ≤ c lim inf
n→∞
Enλ (fn) <∞, (7.1)
for some positive constant c independent of fn. For such c, see (3.7) under Condition (A), (B) or (C).
This implies f∞ ∈W 1,2(X, d,m∞).
(N2′∗): Let nk ↑ ∞ and fk → f∞ weakly in L2 with supk∈N Enkλ+1(fk) <∞ and f∞ ∈ W 1,2(X, d,m∞).
Then, fk → f∞ weakly in W 1,2. Take C = HQ+Abs (defined in Subsection 2.11) and w ∈ C. By (2.9),
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the following holds:
|Enk(fk, w) − E∞(f∞, w)| =
∣∣∣1
2
Chnk(fk, w)− Ch∞(f∞, w)
∣∣∣+ ∣∣∣ˆ
Xnk
bnk(fk)wdmnk −
ˆ
X∞
b∞(f∞)wdm∞
∣∣∣
=
∣∣∣1
2
Chnk(fk, w)− Ch∞(f∞, w)
∣∣∣+ ∣∣∣ˆ
Xnk
fkbnk(w)dmnk −
ˆ
X∞
f∞b∞(w)dm∞
∣∣∣
+
∣∣∣ˆ
Xnk
fkwdivbnkdmnk −
ˆ
X∞
f∞wdivb∞dm∞
∣∣∣
= (I)k + (II)k + (III)k.
By the Mosco convergence of Chn to Ch∞ proved by [34], it can be seen that (I)k → 0 as k → ∞. By
bn → b∞ strongly in L2, it holds that (II)k → 0 as k → ∞. By divbn → divb∞ strongly in L2, the
quantity (III)k → 0 also goes to zero.
Theorem 7.1 is now proved.
Proof of Theorem 7.1. We prove (i). Let ρn be the non-zero density of the invariant measure µn with
‖ρn‖2 = 1 for any n ∈ N. By Theorem 5.2 for (A’) and, by Corollary 5.10 for (C’), it holds that
sup
n∈N
‖ρn‖1,2 <∞. (7.2)
By [34, Theorem 6.3, Proposition 6.7], there is a converging subsequence {ρn′} with its limit ρ′∞ ∈
W 1,2(X, d,m∞) so that
ρn′ → ρ′∞, strongly in L2 and weakly in W 1,2.
For simplicity of notation, we write ρn shortly for ρn′ . We first show that ρ
′
∞ is an invariant measure
for (L∞,D(L∞)). For any φ ∈ HQ+Abs, the following holds:
0 = En(ρn, φ) =
ˆ
Xn
(
〈∇ρn,∇φ〉+ bn(ρn)φ
)
dmn =
ˆ
Xn
(
〈∇ρn,∇φ〉 − ρnbn(φ) − divbnρnφ
)
dmn
→
ˆ
X
(
〈∇ρ′∞,∇φ〉 − ρ′∞b∞(φ)− divb∞ρ′∞φ
)
dm∞
= E∞(ρ′∞, φ). (7.3)
Since HQ+Abs is dense in W
1,2(X, d,m), it holds that
E∞(ρ′∞, φ) = 0, ∀φ ∈W 1,2(X, d,m).
This implies that ˆ
X
L∞(φ)ρ
′
∞dm∞ = 0, ∀φ ∈ D(L).
Thus, ρ′∞ is an invariant measure for (L∞,D(L∞)). Since (L∞,D(L∞)) has a unique invariant measure
by Theorem 4.1, it holds that ρ′∞ must coincide with cρ∞ with some constant c > 0. Since ‖ρn‖2 = 1
for any n ∈ N and ρn converges to ρ′∞ strongly in L2 up to subsequences, we conclude that c = 1 and
the limit ρ′∞ is independent of choice of subsequences. Consequently, ρn converges to ρ∞ strongly in
L2 and weakly in W 1,2.
We prove (ii). Let ρn be the density of the non-zero invariant measure µn with ‖ρn‖2 = 1 for any
n ∈ N. Therefore, there is a converging subsequence {ρn′} and its limit ρ′ ∈ L2(X,m∞) so that
ρn′ → ρ′ weakly in L2 as n′ →∞. (7.4)
By Proposition 7.3, for any fn → f∞ strongly in L2, it holds that T nt fn → T∞t f∞ strongly in L2. Note
that, if fn = f |ιn(Xn) for f ∈ Lipb(X) for each n ∈ N, then fn → f∞ strongly in L2. Note also that
mn(fngn)→ m∞(f∞g∞) whenever fn → f∞ strongly in L2 and gn → g∞ weakly in L2. Therefore, by
(7.4) and the invariance of ρn′dmn′ with respect to {T n′t }, it holds that, for any t > 0, and f ∈ Lipb(X),ˆ
X∞
T∞t (f)ρ
′
∞dm∞ = lim
n′→∞
ˆ
Xn′
T n
′
t (f)ρn′dmn′ = lim
n′→∞
ˆ
Xn′
fρn′dmn′ =
ˆ
X∞
fρ′∞dm∞.
Noting that Lipb(X) is dense in L
2(X,m∞), if ρ
′
∞ is non-zero, then ρ
′
∞ must coincide with cρ∞ with
some constant c > 0 owing to the uniqueness of the invariant measure µ∞. Now it is shown that ρ
′
∞ is
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non-zero, which is proved by contradiction. Assume ρ′∞ = 0. Then ρn has to converge to zero in L
2.
Thus, for any t > 0, the following holds:
1 =
ˆ
Xn′
ρ2n′dmn′ =
ˆ
Xn′
T n
′
t (ρn′)ρn′dmn′ = ‖T n
′
t ρn′‖2‖ρn′‖2 ≤ ‖T n
′
t ‖2→2‖ρn′‖22 → 0 (n′ →∞),
(7.5)
whereby the last equality follows from the fact that supn∈N ‖T nt1‖2→2 < ∞ by Proposition 3.3. Thus,
(7.5) contradicts ρ′∞ = 0. Consequently, ρn′ → ρ′∞ weakly in L2 with ρ′∞ non-zero. Thus, ρ′∞ = cρ∞
for some constant c > 0. This implies A ⊂ Inv>0(L∞), whereby A denotes the set of limit points of
{ρn} with respect to the L2-weak convergence.
Finally, it is proved that µn converges weakly to µ∞ in the case of (i), and A ⊂ INV>0(L∞), whereby
A is the set of limit points of {µn} with respect to the weak convergence of measures in the case of (ii).
It has been proved that ρn converges to ρ∞ strongly in L
2 in the case of (i). Since Xn converges to
X∞ in the pmG sense, mn converges to m∞ weakly in P(X). By noting that mn(fngn)→ m∞(f∞g∞)
whenever fn → f∞ strongly in L2 and gn → g∞ weakly in L2, it can be seen that, for any bounded
continuous function f ∈ Cb(X),
µn(f) =
ˆ
Xn
fρndmn →
ˆ
X∞
fρ∞dm∞ = µ∞(f).
In the case of (ii), taking a L2-weak converging subsequence from {ρn} and doing the same argument
above, we can prove A ⊂ INV>0(L∞). Hence, the proof has been completed.
8 Examples
In this section, several examples for the main theorems are given. There are various concrete examples
of non-smooth metric measure spaces satisfying RCD conditions. See Ricci limit spaces (Sturm [57, 58],
Lott–Villani [47], Cheeger–Colding [25, Example 8]), Alexandrov spaces (Petrunin, Zhang–Zhu [52, 65]),
warped products and cones (Ketterer [43, 44]), quotient spaces (Galaz-Garc´ıa–Kell–Mondino–Sosa [31]),
stratified spaces (Bertrand–Ketterer–Mondello–Richard [13]) and infinite-dimensional spaces such as
Hilbert spaces with log-concave measures (Ambrosio–Savare´–Zambotti [9]). We refer readers who are
interested in non-smooth examples to these references.
In this section, we give two examples of derivations bn for the stability of invariant measures in
Theorem 7.1. For any f ∈ W 1,2(X, d,m), the derivation operator of the gradient type bf is defined in
the following manner:
bf (g) = 〈∇f,∇g〉, g ∈ W 1,2(X, d,m).
It can be checked that bf is an L
2-derivation with the point-wise norm |bf | = |∇f | (see e.g., Gigli
[32] for detail). The strong W 1,2-convergence of fn ∈ W 1,2(Xn, dn,mn) is a sufficient condition for the
L2-strong convergence of bfn (recall the definition of the W
1,2-convergence in Definition 2.21):
Theorem 8.1 ([10, Theorem 6.4]) Let (Xn, dn,mn, xn) be a sequence of p.m.m. spaces with RCD(K,∞)
condition. Assume that (Xn, dn,mn, xn) converges to (X∞, d∞,m∞, x∞) in the pmG sense. If fn ∈
W 1,2(Xn, dn,mn) converges strongly in W
1,2 to f∞ ∈W 1,2(X∞, d∞,m∞), then bfn converges strongly
in L2 to bf∞ .
Using Theorem 8.1, derivations converging strongly in L2 are constructed. See [10, Example 6.6] and
[60, Example 8.2].
Example 8.2 (Derivation associated with resolvents) Let (Xn, dn,mn, xn) be a sequence of
p.m.m. spaces with RCD(K,∞) condition and mn(Xn) = 1 for n ∈ N. Assume that (Xn, dn,mn, xn)
converges to (X∞, d∞,m∞, x∞) in the pmG sense. Let {Gnλ} and {Hnt } be the resolvent and the semi-
group associated with Cheeger energy Chn respectively. Let gn ∈ L∞(mn) with supn∈N ‖gn‖∞ < ∞
and gn converge to g∞ ∈ L∞(m∞) strongly in L2. Let fn = Gλgn and bn = bfn for n ∈ N. Then bn
converges to b∞ strongly in L
2, and supn∈N(‖bn‖∞ + ‖divbn‖∞) <∞.
Another example is presented, which is given in terms of eigenfunctions of Laplacian according to
[10, Example 6.7]. See also [60, Example 8.3].
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Example 8.3 (Derivation associated with eigenfunctions of Laplacian)
LetK > 0. Let Xn = (Xn, dn,mn, xn) be an RCD(K,∞) space for all n ∈ N converging to (X∞, d∞,m∞, x∞)
in the pmG sense. Let un be a normalized eigenfunction
´
Xn
u2ndmn = 1 of the generator −∆n asso-
ciated with Chn with −∆nun = λun for some λ ∈ R≥0. By [34, Proposition 6.7], −∆n has discrete
spectra {λkn}∞k=1 (non-decreasing order) with the eigenfunctions {ukn}k≥0. By [34, Theorem 7.8], λkn
converges to λk∞, and u
k
n converges to u
k
∞ strongly in L
2 if the limit eigenvalue is simple (if not simple,
a convergence subsequence can be extracted). By Chn(u
k
n) = λ
k
n → λk∞ = Ch∞(uk∞), it holds that ukn
converges to uk∞ strongly in W
1,2, which implies bukn converges to buk∞ strongly in L
2 by Theorem 8.1.
If, furthermore, Xn is RCD
∗(K,N) with supn∈N diam(Xn) <∞, or with infn∈N infx∈Xn mn(Br(x)) > 0
for any fixed r > 0, then supn∈N(‖bukn‖∞ + ‖divbukn‖∞) <∞ for any k ∈ N.
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