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In this paper we consider a class of Fredholm integral equations of the first kind 
which arise in a large number of problems in applied mathematics. Although only 
certain special cases of the equations can be solved exactly, it is shown that a 
constructive method can be developed for reformulating the equations as Fredholm 
integral equations of the second kind. This approach will be seen to cover and bring 
together the large number of isolated cases of the equations which have appeared in 
the literature. Several examples are given to illustrate the general method. 
1. INTRODUCTION 
One major difficulty in working with any Fredholm integral equation of 
the first kind 
W(x) = j” m Y) f(Y) 4 = g(x)? a<x<b (1.1) 
a 
is that the solution does not depend continuously on the given function g(x). 
Furthermore this instability carries over to the solution of the algebraic 
system arising from discretization of the integral equation. These difficulties 
are not encountered in integral equations of the second kind 
(I- -7 “f(x) = g(x), a<x<b. (1.2) 
A better understanding of the problems (1.1) and (1.2) may be achieved 
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when viewed in the context of linear operator theory. For simplicity, suppose 
the operator 9 in (1.1) is compact on some Hilbert space H into itself; thus 
its range’ R(.A?) is always a nonclosed subset of H (unless the kernel is 
degenerate, in which case R(9) is finite dimensional). In contrast, 
R (I - M’) is always a closed subspace of H for any A. Thus, the generalized 
inverse of 9 (and in particular the inverse of 9 if it exists) is unbounded 
and densely defined in H. On the other hand, the generalized inverse of 
I- 19 is bounded and everywhere defined and consequently (Z-19) is 
normally solvable in the sense of HausdorB, i.e., for a given g(x) E H the 
necessary and sufficient condition that the integral equation (1.2) has a 
solution is that g be in the orthogonal complement of the null space of 
Z-x3*, where * denotes the adjoint of an operator. (For an excellent 
treatment of the topic of generalized inverses and linear integral equations 
see 131.) 
To avoid the above difftculties associated with the Fredholm integral 
equations of the first kind considered in this paper and described in Section 
2, we develop in Sections 3 and 4 a constructive method for reformulating 
the integral equations as Fredholm integral equations of the second kind. 
This will be seen to be a generalization of the ingenious method due to 
Williams [ 131 which first stimulated our interest in the subject. 
The algorithms described in Sections 3 and 4 are used in Section 5 to 
investigate certain important cases of the integral equations which possess 
Erdelyi-Kober-type kernels and Section 6 is devoted to the solution of a very 
general equation of this type which is found when solving some triple 
integral equations. 
In Section 7 we solve certain dual and triple integral equations resulting 
from the scattering by a disk and by an annulus. Concluding remarks 
concerning our paper are given in the last section. 
2. THE GENERAL INTEGRAL EQUATIONS 
Consider the following Fredholm integral equations of the first kind 
ux, JJ: 4 f(Y) & = g(x), O<a<x<b (2.1) 
I 
b M,(x, Y:  d) F(Y) dv = G(x), O<a<x<b (2.2) 
a 
whose kernels L, and MA are defined below, g(x) and G(x) are prescribed 
functions andf(y) and F(y) are the solution functions to be determined. It is 
assumed throughout this paper that g and G are in the ranges of the integral 
operators. 
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The kernels of the integral equations are defined by the expressions 
L&J’: 4 = ,f” W)P,(& x)P&,Y) dt, u = min(x,y), 0 < d < a (2.3) 
d 
MA@, Y: 4 = id v(~>P,(x, QP,(Y, 4 & A= max(x, y), b < d (2.4) .A 
where d(t) and v(t) are known non-zero functions and pi(t, x), i = 1, 2, are 
the known kernels of the integral operators 
f’i,xf(X) = ix Pi(f> X(t) dt, a<x<b 
a 
P,Txf(x) = Jb Pi(X, t> f(t) dt, a<x<b 
x 
(2.5) 
which are assumed to have unique inverses defined by (Pi,,)-’ and (Pz,))‘, 
respectively. 
3. INTEGRAL EQUATIONS WHICH CAN BE SOLVED EXACTLY 
Important special cases of the integral equations (2.1) and (2.2) which can 
be solved exactly are the “associated” integral equations 
I 
b 
&A~~ Y:  a) f(y) dy = g(x), a<x<b (3-l) 
a 
J *’ M,,(x, Y: 6) F(Y) dy = G(x), 
a<x<b. (3.2) 
a 
Obtaining the expressions for L,(x, y: a) and M,(x, y: 6) from the definitions 
(2.3) and (2.4), respectively, substituting them into the above equations and 
then inverting the order of the integrations it can be shown that the Eqs. 
(3.1) and (3.2) assume the operational forms 
Pl,AX> ~~xf(x) = g(x), a<x<b (3.3) 
Pl*,x v/(x> P&‘(x) = G(x), a<x<b (3.4) 
where the Pi,X are defined by Eqs. (2.5). 
Applying the inverse operators in turn to both sides of the equations, we 
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find that the general solutions of the associated integral equations (3.3) and 
(3.4) are given by 
f(Y) = v-Y,>- l $(y) -L (4J' g(v), a<ytb 
F(Y) = (p2,y) - ‘ & W,,>-’ G(Y), a<y<b. (3.6) 
4. SOLUTIONS OF THE GENERAL INTEGRAL EQUATIONS 
In general the integral equations (2.1) and (2.2) cannot be solved exactly. 
Using the results of the previous section it will now be shown that their 
general solutions can be expressed in terms of the solutions of certain 
Fredholm integral equations of the second kind. 
To do this we employ the associated integral equations investigated in 
Section 3 and write the integral equations (2.1) and (2.2) in the forms 
*’ J [L,(x, y: a) + L,(x, y: d) - L,(x, y: a)1 S(y) dy = g(x), a<x<b a 
(4.1) 
i b [M*(x, y: b) + M,(x, y: d) - M,(x, y: b)l I;(Y) dv = G(x), a<x<b. -a 
(4.2) 
On using the definitions (2.3) and (2.4) the above equations are readily seen 
to be equivalent to the equations 
lb L,(x,Y: a)f(y) dv =g(x) -j” &(x, t: d)f(t) dt (4.3) n a 
jb M,(x, y: b) F(y) dy = G(x) -lb M,(x, t: d) F(t) dt (4.4) a a 
which, by the results contained in the previous section, can be written as 
Pl,,$(x) K+y-(x) = g(x) -j-b Ux, t: 4 f(t) dt 
a 
(45) 
P;“.x ‘Y(X) P&-(x) = G(x) - jb Mb(x, t: d) F(t) dt. 
a 
(4.6) 
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We now introduce the functions S(X) and T(x) which are defined by the 
expressions 
S(x) = 4(x> % f(x), WI = v(x) ~*,Ax) 
which are equivalent to 
1 
f(Y) = (qy)rl qqjj- W), F(Y) = &rl &) mJ)* 
In this way Eqs. (4.5) and (4.6) become 
J’,,,W) =g(x> -1” L,(x, 1: W’&-’ -& W> dt 
0 
=R(+J; $j S(t)(P,,,)- ’ L,(x, t: d) dt 
Ptx T(x) = G(x) -lab -& T(t)(f’z*,t)- ’ Mb(x, I: d) dt. 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
Finally, on applying the operators (Pi,,))’ and (Pl*,,)-‘, respectively, to 
Eqs. (4.9) and (4.10), we get the following Fredholm integral equations of 
the second kind for the determination of the functions S(x) and T(x) 
S(x) = g,(x) -1” Q<h x) W) & a<x<b (4.11) 
(1 
where 
T(x) = G,(x) - jb R (t, x) T(t) dt, a<x<b (4.12) 
a 
QW=& (4,x>-’ Q’J1 L&t:4 (4.13) 
R(t, x) = & (p&-l (p:,)-’ Mb(X,t:d) (4.14) 
and g,(x) and G,(x) are the known functions 
g,(x) = PI,,)-’ g(x) (4.15) 
G,(x) = <f’,*,,>-’ G(x). (4.16) 
Once S(x) and T(x) have been found from the integral equations (4.11) 
and (4.12), the solution functionsf(y) and F(y) of Eqs. (2.1) and (2.2) can 
be found from Eq. (4.8). 
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5. APPLICATIONS TO ERDI~LYI-KOBER-TYPE KERNELS 
Important special cases of the kernels L, and M, which occur in many 
problems concerned with the solution of dual and triple integral and series 
equations are of the form 
~b”(x,y: d) =.c #(t)(x” - c”‘)~-’ (y” - tn)4-’ dt, 
O<d<a<x,y<b,a=min(x,y) 
M~“(x,y: d) = J; ~(t)(t” - x”‘)~~’ (t” -Y~)~-’ dt, 
O~a<x,y<b~d,~=max(x,y) 
(5.1) 
(5.2) 
where a, /I, m > 0, n > 0 are real constants. 
Associated with these kernels are the integral operators Pi x and PtX 
which can be shown to be the slightly extended forms of the Erdelyi-Kober 
operators of fractional integration which are defined in [lo] by 
-rn(u+v) x 
Zn,a(ur x: m)f(x) = mxr(a) !, (x” - tm)ap’ tm(‘+q)-‘f(t) dt, 
a>0 (5.3) 
=x l~m(a+rl+‘)~n;Fnx{~m(a+q+S+‘)-lZn,a+s(a,~: m)f(x)), 
a < 0 (5.4) 
Kq,,(x, 6: m)f(x) = !T.!fT lb 
r(a) x 
(t” - xmy- 1 tm(l--tl,-if(t) & 
a > 0 (5.5) 
= (-l)S x m(v-l)+lgs mx{~m(s~q+i)--lK~,,+,(x, 6: m)f(x)), 
a < 0 (5.6) 
where 0 < a < x < b, m > 0, S?,,,, = (l/m)(d/dx) xl-“’ and s is a positive 
integer such that 0 < a + s < 1 when a < 0. Because of the connection 
between the kernels (5.1) and (5.2) with the Erdelyi-Kober operators, we 
shall hereafter refer to them as Erdelyi-Kober-type kernels. 
As a specific example consider the integral equation 
I 
b 
Lb”(x, Y:  0) J-(Y) & = g(x), O<x<b (5.7) 
0 
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where a > 0 and /I > 0. Substituting (5.1) into (5.7) we get after an 
interchange in the order of integration 
.4 (Xm-~m)a-l#(t)~ff (V”--t”)D~lf(y)d~=g(x), O<x<b (5.8) f 
which in terms of the Erdelyi-Kober operators defined in (5.3) and (5.5) 
becomes 
I -,,&A x: m>[x rn(a-l)+n(D-1)+2 !?Yx>~l-o-l,n,o(x~ b: n>f(x)l 
= r(ay.@) g(x) = ‘Yl(X>. (5.9) 
From the integral equation (5.9) one can obtain the solutionf(x) in terms of 
g(x) exactly; in fact it can be shown that 
f(x) = K,-l,n,-5(x, b: n) [ x-m”-1;x;,5-“-2 I,,-J4x: m) g&4]. 
0 < x < b. (5.10) 
It is seen that the integral operator in (5.8) cannot be reduced to the 
particular form considered by Williams (cf. [ 13, Eq. (2)]). It follows that the 
Erdelyi-Kober-type kernels constitute an important class of kernels which do 
not lend themselves well to the analysis given by Williams but are ideally 
suited for the method of this paper. From the consideration of these kernels, 
it is seen that the method of this paper constitutes an important extension of 
Williams’ method. 
To complete the analysis here, the importance of the Erdelyi-Kober-type 
kernels to the area of mixed boundary value problems should be pointed out. 
Often problems that fall under this category may be reformulated as dual 
and triple integral and series equations (e.g., see [ 1 l] and [4, Chapter lo]). 
Many of these equations in turn, using several different techniques, may be 
reformulated as Fredholm integral equations of the first kind possessing 
Erdelyi-Kober-type kernels. (See, for example, [5-71 and the references 
given there.) 
It is remarkable that so many seemingly unrelated mixed boundary value 
problems may be reformulated as Fredholm integral equations of the first 
kind, possessing Erdelyi-Kober-type kernels. Furthermore, because these 
integral equations may be reformulated as Fredholm integral equations of the 
second kind using the procedure given in Section 4, it is seen that the method 
can be applied to many physically important problem. 
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6. EXAMPLE: OBTAINING THE SOLUTION TO 
SOME TRIPLE INTEGRAL EQUATIONS 
In this section we illustrate the application of the method of Section 4 by 
solving the general set of triple integral equations 
A-’ ! 
r(t + s/m) 
r(t - P + s/m> 
@(s):x =o, 
I 
O<x<a,b<x<m (6.1) 
Jfr’ 
i 
r( 1 + v - s/n) 
I-( 1 + 7 + a - s/n) 
a<x<b (6.2) 
where a, /I, <, q, m  > 0, n > 0 are given parameters, g(x) is a known function, 
Q(s) is to be determined and 
H{ f(x): s I = W), x~- ’ (F(s): x} =f(x) 
denote the Mellin transform off(x) and its inversion formula, respectively. 
These equations have been solved previously ]9] using the operators 
(5.3t(5.6), but in a more indirect way than that to be described. The above 
integral equations generalize many of the triple integral equations which 
occur in the formulations of mixed boundary value problems in potential 
theory (see [ 11) and [ 121). 
In order to reduce the above triple integral equations to a Fredholm 
integral equation of the type (2.1) we set 
Jr i r(r+ drn) 
i r(t -P + s/m> 
fqs): X! =f(x) r ’ a<x<b (6.3) 
wheref(x) is a function to be determined. 
On applying the inversion theorem to Eqs. (6.1) and (6.3) we get 
Q(s) = =‘& f +-,$’ ,f f(t) t” - ’ dt. 
0 
(6.4) 
Substituting Q(s) from (6.4) into (6.2) and interchanging the order of 
integrations we obtain the following integral equation forf(x): 
[‘f(t) t-‘L:‘(X, t:o)dt-g(x), a <X (b 
where 
Lb”(X, t: 0) =.,ay-’ \ w + rl -s/n> r(<-P + s/m) x i r(l + ff + Ct - s/n) T(< + s/m) ’ 7 * (6’6) t 
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On using the formulas for the inverse Mellin transforms of Z(l + r~ - s/n)/ 
r( 1 + II + a - s/n) and r(< - P + s/m)/r(C + s/m) (e.g., see [ 12, p. 421) and 
the Faltung theorem for Mellin transforms it can be shown that the above 
expression can be put into the form 
x 
I 
; (x” +yl (p +n)D-I yn(l+tl)+m(l-4)-l & (6.7) 
= Lfy’(x, t: a) + Lf’(x, t: 0) (6.8) 
where u = min(x, t) and Ly’(x, t: a) is the kernel of the associated integral 
equation as discussed in Section 3. 
After substituting the expression (6.8) into the integral equation (6.5) and 
then interchanging the order of the integrations, we find on using the 
definitions (5.3~(5.6) that it assumes the operational form 
z,,,@, x: n) K,-,,,(x, b: m)./-(x) + Z,,,(O, a: n) K,-,,&A b: m)./-(x) 
= g(x), a<x<b. (6.9) 
Setting 
K r-s,o(~, b: m>./-(x) = S(x), a<x<b (6.10) 
and 
f(x) = K,, &, b: m> S(x), a<x<b (6.11) 
in Eq. (6.9) we get 
zn.a(a, X: n> s(X) = g(X) - z,,& a: n) M&x, b: m) S(x) (6.12) 
where 
M,.-,(x, b: m) S(x) = K,-,,,(a, b: m) K&x, b: m) S(x). (6.13) 
Operating on (6.12) by Z,i, we obtain the following Fredholm integral 
equation of the second kind for S(x): 
S(x) = g,(x) + k,,,(O, x: n) M,,_,(x, b: m) S(x) (6.14) 
where 
&(x>=z;,;(w: n)&>=Z,+,,-,(~,x: n)g(x) (6.15) 
L,,,(O, x: n>f(x) = z,&, x: n) ZvJO, a: n)f(x). (6.16) 
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Properties of and explicit expressions for the integral operators L,,, and 
M 1,-4 may be found in [9]. 
Finally, the solution Q(s) to the triple integral equations can then be 
obtained from Eqs. (6.4), (6.11) and (6.14). 
7. EXAMPLES ARISING FROM SCATTERING BY 
A DISK AND BY AN ANNULUS 
In this section we use the method of this paper to investigate certain dual 
and triple integral equations. The dual integral equations we consider, 
hereafter referred to as DIE, are 
.m 
I UP-“(u* -k*)’ @(~)J~(xu)u du = G(x), o<x< l,k>0(7.1) -k 
.a. 
!  
u@(u) J,.(xu) du = 0, x> 1. 
0 
(7.2) 
The triple integral equations we consider, hereafter referred to as TIE, are 
I= u#(u) J,.(xu) du = 0, O<x<a,b<x< 03 (7.3) 
. 0 
.o; 
I 
u-u-“(u2 -k2)” $(u)Ju(xu)u du = g(x), a<x<b,k>O. (7.4) 
k 
For both DIE and TIE, it is assumed that p, v and /3 are real constants and 
thatp, v>/?>-1. 
First we consider DIE. In order to reduce DIE to a Fredholm integral 
equation of the type (2.1) we set 
i 
.m 
u@(u) J,,(xu) du = F(x), o<x< 1 (7.5) 
‘0 
where F(x) is a function to be determined. Applying the inverse Hankel 
transform to Eqs. (7.2) and (7.5), it can be shown that 
(7.6) 
Substituting Q(u) in (7.6) into (7.1) and then interchanging the order of 
integration, we obtain the following integral equation for F(x): 
1’ YF(V) L:‘(X, y: 0) dy = G(X), o<x< 1 
JO 
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where 
Ip(x,y: 0) =f 24-u-l’ (22 - k2)4 J,(xu) J,.(yu) du. (7.8) 
From Sonine’s second finite integral and the Hankel inversion theorem it can 
be shown (see [ 14, Eq. (37)]) 
L’*‘(x y. 0) = X-Uy-L”k*6+*-U--u 
0 >* I 
t20+l(X2 _ t2)‘l/2’(U-4w 
0 
x @’ - t2)‘1/2”“-4-1) Jp-o-l [k ,,/=I 
xJ,,-,-#i/y-] dt (7.9) 
where (J = min(x, JJ). After substituting the expression (7.9) into (7.7) and 
then interchanging the order of the integrations we have 
x -,ik2L,+2-U-ll x .1 
t2b+‘(X2 - f2)(1/2)(~~~~‘)J~_5_,[k @q] dt 
0 
x F(y) dy = G(x). (7.10) 
Associated with the kernel in (7.9) are the integral operators P,,X and P,TX 
which in this case can be shown to be the generalized Erdelyi-Kober 
operators of fractional integration which are defined in ]8] by 
J-&v, a: a, x> f(x) 
-x = 2aX-2q-2ak’-u 
I 
u1+27j (x*-~*)(~‘*)(~~‘)J~_,[k~~]f(~)d~, 
-a 
a > 0 (7.11) 
=x~‘-~~-~~~~{x~~+~+~~+*~~~(~, a + m: a, x)f(x)}, a < 0 (7.12) 
.jt/k(v, cf: x, 6) f(x) 
= 2UX*llkl-a 24 1~*~~2~(U*-X2)(1/2)(~-1)Ja_l[k ~~]f@)&, 
a > 0 (7.13) 
=(-1)“x .{ 2qe’Bm ~*~+‘-~~Xj(ry - m, a + m: x, b)f(x)}, a < 0 (7.14) 
where 0 < a < x < b, gX = i(d/dx) x -’ and m is the smallest integer such 
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that 0 <m +a < I when cr < 0. The operators &Jr, a: a, x) and 
&,(v, a: x, b) are defined by the above equations when J,- r is replaced by 
I a-1, the modified Bessel function of order (r - 1. Furthermore from [8] we 
have that the inverse operators are 
3y(q, a: a, x) = cYJ?y + a, -a: a, x) (7.15) 
XL ‘(q, a: x, b) = &(q + a, -a: x, b). (7.16) 
On using the definitions (7.1 l)-(7.14) it follows that Eq. (7.10) can be 
written in the operational form 
224~u~“.~~-~~,~--p:0,x)x”+~-24~~(p-~~,),-~:x, l)F(x)=G(x), 
0 <x < 1. (7.17) 
From this integral equation the solution function F(x) can be found exactly 
and using the results (7.15) and (7.16) it is seen to be 
F(x) = 2 LC+“-2%&,~- v: x, ~)x*~~“~~,~~(~~,P-E~: 0,x) G(x), 
0 <x < 1. (7.18) 
The solution to DIE can then be found from (7.6) and (7.18). 
Using different methods, other investigators who have obtained an exact 
solution to DIE are ( 1 ] and [ 81, and, for the case when ,u = r, [ 141. Using 
the algorithm of this paper and the results from fractional integration, the 
method used here, however, for obtaining the solution is more direct than 
that used by the other investigators. 
Now let us consider TIE. In order to reduce TIE to a Fredholm integral 
equation of the type (2.1) we set 
1 
.K 
qqu> J,,(xu) du =.0x), a<x<b (7.19) 
0 
wheref(x) is a function to be found. Applying the inverse Hankel transform 
to Eqs. (7.3) and (7.19), we obtain 
YJ,(YU) f(Y) dY, o<u<al. (7.20) 
Substituting #(u) in (7.20) into (7.4) and then interchanging the order of 
integration, we have the following integral equation forf(x): 
I 
.b 
Ye Lb2’(x, Y:  0) & = g(x), a<x<b (7.21) 
a 
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where LF’(x, y: 0) is defined in (7.9). Letting 
J 
d 
L’2’(x y. c) =X-Uy-Uk2b+2-W-u 
d 7. 
p+yx2 _ t2)‘l/2”LL-4-l, 
c 
X (y’ - t2)‘1’2’(“-4-1)Jr_5_, [k ,,/‘=I (7.22) 
X J,-,-,[k d-1 dt 
the integral equation (7.21) may be expressed as 
lab yf(y) L?(x,Y: a> 4 = g(x) - j”” YS(Y) L:‘(x,Y: 0) dy. (7.23) 
a 
Substituting for Lf’(x,y: a) in the integral on the left-hand side of (7.23), 
interchanging the order of the integrations and, finally, using the definitions 
(7.1 lt(7.14) it can be shown that 
22”~P~I’~~~YkCO-~~,El--P:a,X)X “+Ll~‘O.iv,Ca-~v,v-P:x,b)f(x) 
= g(x) -1” Ye Lb2’(x, Y: 0) dy, a<x<b. (7.24) 
a 
Defining the function S(x) by 
S(x) = x L’+“-24R&?-~v,~-/I:x,b)f(x) (7.25) 
we get 
f(x) =.,?‘,‘(/I - iv, v -/3: x, b) x*“~“-““s(x) 
=.&,($,/3 - v: x, 6) x2’-“-@S(x). 
(7.26) 
(7.27) 
From (7.24) (7.25) and (7.27) we have the integral equation 
,r,ca - $6 P -P: a, x) S(x) (7.28) 
=gl(x) - 2Ll++20 yLa’(x, y: O).&(~vJ - v: y, b) y2Dp“p“S(y) dy 
where g,(x) = 2Ut “-‘“g(x). 
On using the result [8] 
j” yf(y) J,(r, a: a, Y) g(y) dy = j-b yg(.v)&;l,(v, a: Y, b)f(y) & (7.29) 
a a 
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and applying the inverse operator 3;’ to (7.28), we obtain the following 
integral equation for S(x): 
S(x) =g*(x) - y+“--24 
.i 
b 
JP+‘-“-qy) 
a 
x {J,(+p, p -,u: a, x) 3&($, p - v: a, y) L;2’(x, y: 0)) dy (7.30) 
where a < x < b and g2(x) = &(&/I -P: a, x) gl(x). 
In principle the solution to TIE can be obtained by first solving the 
Fredholm integral equation of the second kind (7.30) for S(x) and then using 
Eqs. (7.27) and (7.20) to obtain 4(x). In reality the kernel of the integral 
operator in (7.30) is extremely complicated and consequently the deter- 
mination of S(x) will be difficult. Further simplification of the kernel may be 
possible and certainly warrants further investigation. 
In the limiting case k = 0, the expression (7.18) becomes the exact 
solution to the dual integral equations of Titchmarsh type 
c 
m 
u24-“-“+~@o(u)Ju(xu) du = G,(x), o<x< 1 (7.3 1) 
'0 
(m u@,(u) J,(xu) du = 0, 
-’ 0 
x> 1 (7.32) 
which arise in the solution to the potential problem for the disk. Similarly, 
the integral equation (7.30) reduces to the one obtained when solving the 
following triple integral equations of Titchmarsh type 
J 
-00 
u#~(u) J,(xu) du = 0, O<x<a, b<x< 00 (7.33) 
0 
r 00 u25~u~~‘+~~o(u)J,(xu)du =go(x), u<x<b (7.34) 
'0 
which occur in the potential problem for the annulus. 
8. CONCLUDING REMARKS 
In this paper we have considered the integral equations (2.1) and (2.2) 
whose kernels are defined in (2.3) and (2.4), respectively. For the special 
cases d = a and d = b, respectively, these integral equations can be solved 
exactly. For other values of d, this is not true. Some of the difficulties of 
dealing with integral equations of the first kind are given in the Introduction 
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and consequently, we reformulate them as Fredholm integral equations of the 
second kind. 
Ideally, the integral operators in Eqs. (4.11) and (4.12) are in some sense 
“small,” so that the solutions may be obtained by iteration. A sufficient 
condition for this to occur is that the spectral radius of each of the integral 
operators be less than unity with respect to the operator norm of the 
underlying Banach space. In this case the unknown function S(x) can be 
expressed as a uniformly convergent Neumann series. In the limiting cases 
d + a, d -+ b, respectively, it is seen that the integral operators in (4.11) and 
(4.12) vanish. Consequently, one obvious way that the spectral radius could 
be less than unity for each of these integral operators is that d be near a and 
b, respectively. 
Another method for obtaining an analytical solution to a Fredholm 
integral equation is the series method for constructing the resolvent kernel 
(see (4, p. 491 or [2, p. 2401). 
In general the kernel functions in (4.11) and (4.12) are complicated and 
the investigation of the important question of when one can obtain an 
analytical representation for the solution must be dealt with on a case by 
case situation. 
To serve as illustrations of the algorithms of this paper, we have 
considered several important dual and triple series and integral equations. 
Furthermore, as a nice serendipity, in our consideration of the Erdklyi- 
Kober-type kernels we have brought together a large number of isolated 
examples which occur in the literature. 
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