New identities on traces of representations of the Hecke algebra on the spaces of paths on graphs are presented. These identities are relevant in the computation of partition functions with fixed boundary conditions and of two-point correlation functions in a class of lattice models. They might also help to determine the Boltzmann weights of these (allegedly) integrable models.
Introduction
This paper is devoted to the study of identities satisfied by the Boltzmann weights of some two-dimensional integrable lattice models. These models are originally built from certain representations of the sl(k) algebras, or rather from their quantum deformations.
Imposing that their ('face') transfer matrices commute with the action of the quantum group U q sl(k) implies that these transfer matrices are generated by some representation of the Hecke algebra (in fact a quotient of the Hecke algebra by a condition depending on k, see below) [1] . Thus the original problem of building integrable models of that type is rephrased as the algebraic study of representations of the Hecke algebra.
In the graph models considered here, that are known to have a critical regime described by minimal W k conformal theories, these representations are supported by the space of paths on a graph [2] . Which graph is adequate for this construction remains to be fully understood, but one may start from the well-known 'basic' case of the weight lattice of sl(k) truncated at some level. A few other graphs have been discovered in previous investigations [3] [4] [5] [6] , more have been conjectured lately [7] , but the determination of their Boltzmann weights and the verification that they satisfy the relations of the Hecke algebra is a painful, case-by-case analysis [6] . It has been observed recently, however, that these weights seem to satisfy general identities: traces of products of these weights take a simple, universal (i.e. graph independent) expression. The aim of the present work was thus to understand the origin and the form of these identities and possibly to exploit them for a general determination of the Boltzmann weights.
The present work is also connected with considerations on conformal field theories.
On the one hand, the traces that we are considering yield particular contributions to the partition functions of the lattice models with fixed boundary conditions. Along the line explored by previous authors [8, 5] , these partition functions are known to enjoy algebraic properties that match those of the corresponding conformal field theories [9] . On the other hand, these traces may also be regarded as particular contributions to two-point functions of certain lattice operators. The universality properties of correlation functions with respect to the choice of representation of the Hecke algebra have also consequences on properties of structure constants of the operator algebra of the corresponding conformal field theories: see [10] for a discussion in the case of sl (2) .
In sect. 2 we recall the context and notations following previous references. We also state the main results and conjectures of this paper. Section 3 presents the elements of proof that we have collected.
2. The Hecke Algebra. Identities on traces.
Notations on the Hecke algebra
The Hecke algebra H L (q) is a q-deformation of the algebra of the symmetric group S L . It is generated by the identity 1 and by g i , i = 1, · · · , L−1, the q-analogues of the transpositions (i, i + 1) generating the symmetric group S L , that satisfy
Alternatively H L (q) is generated by the generators U i = q − g i satisfying
We are interested in representations of a quotient of the Hecke algebra by an additional condition. This comes about in the search of lattice integrable models whose diagonal-todiagonal transfer matrix commutes with the action of the quantum group U q sl(k). The commutant of that quantum group in the representation space [k] ⊗L of the L-th power of the k-dimensional fundamental representation is generated by a certain k-dependent quotient of the Hecke algebra H L (q).
The extra condition relevant to describe the commutant of U q sl(k) is easier to express in terms of the g generators. For any permutation σ of S k+1 , write a minimal decomposition into transpositions of adjacent elements: σ = i∈I σ σ i and denote by g σ the corresponding product of generators of the Hecke algebra g σ = i∈I σ g i . Then the condition reads [1] σ∈S k+1
See also [11] for a discussion of this condition.
Representations on path spaces of graphs
We consider representations of this (quotient of the) Hecke algebra on the space of paths of graphs.
When dealing with U q sl(k) the basic example of graph is given by the system of integrable weights of the affine algebra sl(k) n−k at a certain level n − k, if q = exp iπ n . This system of weights is the truncated weight lattice shifted by the vector 1 :=
We also need the k (linearly dependent) vectors e i 5) endowed with the scalar product
We then consider the fusion coefficients N ν λµ [12] and the associative, commutative algebra that has these coefficients as structure constants. The set of matrices N λ , of non negative
++ , forms the regular representation of this fusion algebra
If we denote for short G ℓ = N 1+Λ ℓ the fusion matrix for the ℓ-th fundamental representation of weight Λ ℓ (or rather 1 + Λ ℓ in the notation of (2.4)), it is known that the set {N λ } is polynomially generated by the G's
The matrices G ℓ , ℓ = 1, · · · , k − 1 may be regarded as the adjacency matrices of a collection of graphs G ℓ . Only G 1 will be relevant for the considerations of the present paper. In that basic case we shall refer to it as A (n) : it is defined by its vertices, the weights of (2.4), and its edges between neighbouring vertices on the weight lattice oriented along the vectors e i .
Beside this "basic" case, the other graphs G ℓ that are known may be recast in that same framework by noticing that their matrices G 1 , G 2 , · · · , G k−1 generate by the same polynomials as in (2.8) another integrally valued representation N (G) λ of the fusion algebra (2.7) (see [4] , where these matrices N (G) λ ab
were denoted (V λ ) ab .)
In the following, we shall also extend the notation
One then considers the space P (L) of paths of length L on the graph G 1 , i.e. the space spanned by the states
where a|b = δ ab and the matrix elements of the adjacency matrix G 1 of the graph G 1 ensure that consecutive vertices a i , a i+1 along the path are adjacent on the graph. (In this paper, for the sake of simplicity, we consider only graphs G 1 with no double edge:
When the graph under consideration is one of the basic ones introduced above, it has been shown that the space of paths P (L) supports a representation of the quotient of the Hecke algebra H L (q) given by the following formula [13] For other graphs, subject to additional conditions that are not yet fully clarified, the space of paths also supports a representation of the Hecke algebra. Only in the case of sl (2) in which the relevant graphs turn out to be ADE Dynkin diagrams, the general expression of the U 's has been found in terms of the Perron-Frobenius eigenvector
Given a representation of the Hecke algebra of the previous type, namely on paths on a graph G 1 , we need the trace of an arbitrary element x of that algebra. As the elements of the algebra do not affect the end points of the path, we may in fact compute the traces in the subspaces of paths with fixed ends a 0 and a L . The trace tr of the element x of the Hecke algebra H L with fixed L is thus a matrix defined as
In words, we are computing the trace of the element x in the subspace P
a 0 a L of paths of length L going from height a 0 to height a L . The most important property of the trace (2.12) that we shall need below is its cyclicity : tr (x y) = tr (y x).
We are mainly interested in computing expressions of the form L so as to make the "Markov
Here and in the following, ψ (1) stands for the Perron-Frobenius eigenvector common to all the G matrices. We shall not make this choice in this paper.
We recall that the local face transfer matrix at site i of the integrable model built out of this representation of the Hecke algebra is a linear combination of U i (or g i ) and the identity operator [2] . Thus expressions (2.13) are particular cases of what has to be computed in the evaluation of the partition function of the model.
If L = 1, the element x is necessarily the identity, the summation in (2.12) is void and we set Z 1 = Z 1 = G 1 in agreement with (2.9). Also it is easily verified that the computation of traces where some of the U 's or g's are skipped reduces to the matrix product of lower ones times possibly G's; for example
since U i "sees" only heights a i−1 , a i and a i+1 and affects only a i . Likewise tr
A more complicated example is given by (Fig.2) .
Notice that the labelling by L of Z L , Z L implies that we are dealing with paths of length L from a 0 to a L , and the expression (2.15) has indeed the grading 13, if each Z ℓ is counted for ℓ. 
Properties of the Z and Z
We show now that Z and Z are matrices that commute with the matrices G ℓ and may be expressed in terms of them. Moreover, we establish for low values of k and L, and conjecture in general, some recursion formulae on L for these expressions.
a) First we claim that the Z and Z matrices satisfy L on k, n is just embodied in the restriction of the summation over λ. Consider first the case of the "basic" graphs A (n) . Then the matrix N (A) λ is nothing else than the fusion matrix N λ . As the proof of (2.16) is a bit lengthy and technical, it has been relegated to an appendix.
As mentionned in the Introduction, the fact that the traces (2.13) may be reduced through fusion matches the same property of partition functions with fixed boundary conditions in conformal field theories [9] . Note that relation (2.16) allows to determine the coefficient z 
18)
The algebraic interpretation of (2.18) is that the only irreducible representations of the Hecke algebra are those on paths on the basic graph running from 1 to some weight λ and that the fusion coefficients N λ µν yield the multiplicities in the decomposition of the more general representation on paths from µ to ν [14, 9] .
For other graphs G 1 , we have no direct proof of the general validity of (2.16), but convergent evidences. First it can be proved for k = 2, using the explicit Boltzmann weights (2.11). Also as we shall see below, for k = 3, very explicit forms will be given to the Z L based on the only defining relations of the Hecke algebra, thus valid for all graphs, that agree with (2.16). Finally the same interpretation may be given to the integer entries For this we make use of Chebychev polynomials of second type
(We refrain from using the ordinary notation U ℓ as it could cause confusion with the generators of (2.1)). They start as P 0 = 1, P 1 = β etc. The recursion formula they satisfy, namely βP ℓ = P ℓ+1 + P ℓ−1 , may be used to extend them to P −1 = 0, P −2 = −1. We consider these polynomials for θ given by q = e iθ , hence β = q + q −1 .
With these conventions we claim that
Similar recursion formulae for the physical transfer matrix have been obtained in [15] . Eq.
(2.21a) or (2.21b) define recursively all Z L , resp Z L . With our convention that G ℓ = 0 for ℓ > k, the right hand side of both eqs (2.21) vanishes for L > k. Thus (2.21) reads more
and likewise
Note that because of the vanishing of P 1 , the dependence of Z L on G 1 comes only through that of Z 1 , · · · , Z k , and Z L is thus at most of degree one in G 1 .
The first Z and Z read
(2.24) 
We have checked that up to Z 9 . The reason of this intriguing feature is not known to us, but should have to do with positivity properties of the operator
L might be given a combinatorial or group theoretic interpretation.
2
Even simpler are the corresponding expressions for the Z L
These formulae suggest an obvious generalization. Consider the Young tableaux with at most one line of length larger than one (i.e. of type (t + 1)(1) s , s + t + 1 = L, s, t ≥ 0) and denote by λ t,s the corresponding weight of sl(k) (k ≥ s + 1)
As we shall see in sect. 3.1, this conjectured expression is indeed the solution to eq. (2.21a) or (2.22) and it reduces to a well known fact in the classical limit q → 1.
d) Explicit solutions to eqs (2.21b) may be given for k = 2, 3. For k = 2,
(2.29) 2 Here again, to get universal expressions, we have extended slightly the original conventions on the weights or Young tableaux labelling the fusion matrices N : for a given k, any column in a
Young tableau with k rows may be deleted, any tableau with a column of more than k rows does not contribute. Thus for instance N = II if k = 4, and = 0 for k ≤ 3.
For k = 3,
. (2.30)
In these two cases k = 2, 3, we have respectively G 2 ≡ 1, G 3 ≡ 1, but we have left them in order to make explicit the homogeneity of Z ℓ . In checking that these expressions do satisfy the recursion formulae (2.23) it is useful to use the following formula for P n (β):
Similar expressions may be obtained for higher k but they become increasingly cumbersome. Eq. (2.29) may be easily proved in full generality for all graphs using Pasquier's expressions for the Boltzmann weights [2] .
e) The status of the assertions (2.21) is as follows 1) the expression (2.28) may be proved to solve (2.21a), and its limit as q → 1 is related to well known properties of the symmetric group; as a result, (2.21a) itself is proved in that limit q = 1 (see below, sect. 3.1);
2) eq. (2.21a) may be shown to be a simple consequence of (2.3) for k = 2, 3 and all L > k (see below, sect. 3.2); thus it holds for all graphs;
3) eq. (2.21b) has been checked for the basic graph of sl(k) up to k = 9 and L = 9 using the explicit expression (2.10); (1)
which may be proved on the expression (2.10). (For other graphs, it then follows from the existence of 'cells' [16, 4, 17, 18] ). From that identity, it follows that
and it is easy to see that (2.33) satisfies the recursion formula (2.21b).
In view of these evidences, it seems quite reasonable to conjecture the general validity of (2.21) for all representations, all k and all L > k.
Elements of proof.
In this section we collect the various evidences on the validity of eqs (2.21) that we have Moreover, the product g 1 g 2 . . . g L−1 whose trace defines Z L in (2.13) is a cyclic permutation of S L . It is well known (see for example [19] ) that the only Young tableaux giving non vanishing characters of cyclic permutations σ of S L are those denoted λ t,s in sect. 2.4.c, for which χ λ t,s (σ) = (−1) s . Thus in the limit q = 1,
and expression (2.28) is a very natural q-deformation of that formula.
In fact one may prove that (2.28) satisfies (2.22) for all q. Considering first the case where k ≥ L, insert (2.28) in the (1, µ) matrix element of the l.h.s. of (2.21a).
It receives contributions from those weights µ that appear in the tensor product of λ t,s by the ℓ-th fundamental representation
It is then a simple exercise of bookkeeping to see that there are cancellations for almost all µ and that only the vertical Young tableau with L boxes contributes (−1)
For k < L, the same discussion applies, provided one restricts oneself to Young tableaux with less than k + 1 rows. For instance, for k = 2, the contribution of in (3.3) has to be removed.
In this section, we have proved that i) eq. (2.28) is true for q = 1; ii) that it satisfies (2.21a) for all q. This implies that the conjectured identity (2.21a) is itself established for q = 1.
(2.3) implies (2.21a)
This implication has been checked for k = 2, 3. For k = 3, to write explicitly (2.3), we have to enumerate all permutations of the symmetric group S 4 and to decompose them into products of adjacent transpositions g i , i = 1, 2, 3. We get in that way
Multiply this by g 4 g 5 · · · g L−1 , take the trace and use eqs (2.1) and the cyclicity of the trace to simplify this expression. A straightforward but tedious calculation yields
which is the appropriate eq. (2.21a). The same can be done for k = 2 and might be repeated for all k > 3, although we have not been able to master the combinatorics.
Proving (2.21b) for all L and k = 3, 4
For the basic graph for k = 3, 4, using the explicit expressions (2.10) of the matrix elements of the U 's, we have been able to prove (2.21b) for all L ≥ k (while it is verified for L ≤ k by simple inspection). The proof displays an interesting and suggestive hierarchical structure.
Let us sketch the proof for k = 3. The identity to be proved reads
Denote a α → b an edge between the two heights a and b of the "basic graph" (a and b are integrable weights) along the direction e α . We look at the contributions to Z L from paths ending at some height e that passed through the heights a and b, i.e. paths
with a, b, α, e fixed, and we shall sum over the possible c, d. The direction β must be different from α and by convention, γ denotes the third direction such that e α +e β +e γ = 0.
Two cases are possible:
1) β, δ and ǫ are all different, hence equal up to some permutation to α, β, γ, hence e = b.
This is possible for
2) β, δ, ǫ not all different, either as
Let us now compute the contributions of these paths to the l.h.s. of the recursion is the contribution to Z L−2 from the paths ending along the edge ab.
The last two terms in the square bracket are equal to one. Indeed with the notations of (2.10)
Let us compare the result of (3.8) with the contributions to the r.h.s. of (3.7) of the same paths through a and b
Since (G 2 ) ce = δ e,c+e α +e β + δ e,c+e β +e γ + δ e,c+e γ +e α , the first two terms reproduce the last two in (2) , and the last is equal to δ eb , hence we have to compare all the terms in (3.8) and ( The l.h.s. of (4) reads, if a αβ := (a, e α − e β ) and s(x) = sin
One may check by a direct (and boring) calculation that this is equal to β but it is simpler to regard it as a function of the components a 1 and a 2 of a; this is a meromorphic function;
it is bounded as a 1 , a 2 go to ∞, and the residues at the possible poles (a αβ = 0 mod n, a βγ = 0 mod n, a αγ = −1 mod n) all vanish. By Liouville theorem, we conclude that this is a constant, that may be computed by letting a 1 , a 2 go to −i∞, for which we find the result β, which establishes (3.11) and hence (3.7).
We have repeated the same analysis for the case of sl(4), i.e. k = 4. What is quite intriguing is that the identity (3.12) plays a role several times in that k = 4 calculation:
first to simplify some contributions, in the same way as (3.9) did, and secondly to help to establish the analogue of (3.12). The relevant (very cumbersome) trigonometric identity is again proved by making use of Liouville theorem, and the previous identity (3.12) is just what guarantees the vanishing of the residues at the possible poles. There is little doubt that this structure extends to higher k but we have not been able to fully disentangle the hierarchy of identities that appear there.
Note that this approach hints at a property apparently stronger than the identities (2.21), namely that, for k = 3 say,
where (Z L ) ab;e denotes a trace like in (2.13) but with two heights fixed on one side, one on the other. Such partition functions have been already the object of some interest in the past [8, 9] .
Conclusions and perspectives
In this paper we have presented some evidence that traces of operators in representations of the Hecke algebra satisfy remarkable identities that have a large character of universality, that is, that are independent of the representation. Clearly a more systematic proof is still needed. Also one should extend it to cases of graphs with multiple edges (as those appearing in orbifold graphs [3] ); we do have evidence that the identities remain valid in those cases, when the appropriate modifications, v.i.z. the introduction of additional edge degrees of freedom, are taken into account.
Let us mention some directions in which these identities are or might be useful:
-As mentionned in the Introduction, these traces also yield contributions to the twopoint function of lattice operators, the so-called "Pasquier operators": cf [2, 10] . It is an interesting question to see if one can extend this to 3-point functions, as it would provide some non trivial information on the operator algebra. This has been achieved so far only for k = 2 [10] , and there is some indication that the situation for k ≥ 3 is more subtle.
-Regarding the sequences of U or g appearing in the traces (2.13) as the product along a cylinder, one can also use the exact results of this paper to compute the partition function of a quasi-one-dimensional system. We refer the interested reader to [15] for a detailed discussion.
-The original hope was that the detailed knowledge of these identities would provide additional and sufficient information to fully determine the Boltzmann weights in cases where they are not known. This is based on the following observation.
A powerful method of determination of Boltzmann weights is through the calculation of "cells" [16, 4, 17, 18] , that intertwine between the weights pertaining to the graph G 1 and those relative to some basic graph A. Some identities, like (2.32), are such that if they are satisfied by the basic graphs, the mere existence of cells (with their orthonormality properties) guarantees that they are also satisfied by the graph G 1 . This is not the case with identities (2.21). Thus if these identities are satisfied both by A and G 1 , this implies non trivial constraints on the cells. At this stage, the systematic exploitation of these constraints has not yet been achieved. We hope to report on that matter in the future.
O. Foda and the Mathematics Department, University of Melbourne, for their generous hospitality that made this collaboration possible.
Appendix A.
This appendix presents the proof of the assertion of eq. (2.16), in the case of the "basic" graphs A (n) .
Let V (λ) denote the representation space of weight λ of the algebra U q sl(k). We recall that for q is a root of unity, q = exp iπ n , it is consistent to restrict to the admissible weights λ ∈ P If one decomposes
Implicit in this procedure is the connection between height (IRF) models and "vertex models" where the spins take their values in some fixed representation of U q sl(k) (here the fundamental, k-dimensional one) [20] .
Let us denote W := V 1 ⊗ · · · ⊗ V L for short and let ∆(1 (λ L ) ) be the projection on the irreducible representation (λ L ) induced by the coproduct in the space V 0 ⊗ W . We are interested in operators x that are generated by the Hecke algebra and thus are in the commutant of the quantum group acting on W . Also these x act as the identity on V 0 . For such an operator, computing the trace in the space V 0 ⊗ W of (1
to taking the trace in the subspace P 
The first trace is nothing else than the fusion coefficient N 
