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Resumo
O estudo de novas distribuic¸o˜es se faz necessa´rio a` medida em que nos deparamos
com dados que muitas vezes possuem peculiaridades que na˜o se encaixam em dis-
tribuic¸o˜es ja´ conhecidas.
O objetivo deste trabalho e´ apresentar novas distribuic¸o˜es assime´tricas e
sime´tricas, suas propriedades e aplicac¸o˜es com dados reais, nas a´reas clima´tica e
econoˆmico-financeira.
O nosso trabalho possui treˆs tipos de distribuic¸o˜es: uma distribuic¸a˜o as-
sime´trica, que engloba dados na˜o negativos, uma versa˜o sime´trica para dados em
toda a reta real e, verso˜es “skew” geradas a partir da versa˜o sime´trica.
As distribuic¸o˜es desse trabalho sa˜o em geral, formas racionais de polinoˆmios.
Por possu´ırem uma grande quantidade de paraˆmetros, tem a vantagem de serem
bastante malea´veis e versa´teis. As distribuic¸o˜es tem como maior caracter´ıstica a
cauda pesada, pois possuem caudas com variac¸a˜o regular de ordem 2, significa que ao




Para definir momentos e func¸o˜es caracter´ısticas paras as distribuic¸o˜es, uti-
lizaremos func¸o˜es matema´ticas especiais da famı´lia Hipergeome´trica, revisadas teori-
camente em [Mathai et al., 2010] (9), [Springer, 1979] (19), [Hai & Yakubovich, 1992]
(8), [Slater,1966] (18) e [Temme, 1996] (20).
Construiremos distribuic¸o˜es assime´tricas (“skew”) geradas a partir de resul-
tados de [Azzalini, 1985] (1) e [Fernandez et al., 1998] (7).
Os dados clima´ticos e econoˆmico-financeiros sera˜o ajustados a`s distribuic¸o˜es
por meio de estimadores de ma´xima verossimilhanc¸a, com aux´ılio de me´todos com-
putacionais.
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Os dados clima´ticos se referem a um conjunto que conte´m a precipitac¸a˜o anual
da cidade de Los Angeles, entre 1878 e 1998 obtidos no s´ıtio do National Weather
Service (NWS) dos Estados Unidos da Ame´rica (12).
As aplicac¸o˜es na a´rea econoˆmico-financeira possuem dois conjuntos de dados.
O primeiro se refere aos retornos percentuais calculados a partir das taxas cambiais
dia´rias para o Real (Brasil) e Do´lar (Canada´) frente ao do´lar americano entre 03 de
janeiro de 2000 e 20 de maio de 2011 divulgadas pelo Federal Reserve (5). O segundo
trata do consumo de energia em kg de petro´leo per capita para 136 pa´ıses em 1997
divulgadas pelo Banco Mundial (23).
Palavras-Chave: Func¸a˜o H, func¸a˜o Hipergeome´trica, func¸o˜es de distribuic¸a˜o e den-
sidades sime´tricas e assime´tricas, estimadores de ma´xima verossimilhanc¸a.
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Abstract
The study of new distributions is necessary when we are faced with data that
often do not fit to already known distributions.
The aim of this work is to present new skew symmetric and asymmetric
distributions, its properties and applications with real data, in economic and financial,
and climate areas.
Our work has three types of distributions: an asymmetric distribution,
which includes non-negative data, a symmetric version of data across the real line,
and “ skew” version generated from the symmetric version.
The distributions presented in this work are generally rational forms of poly-
nomials. As it has many parameters, we have the advantage of being very flexi-
ble and versatile. The distribution has the greatest feature a heavy tail, because it
has tails with regular variation of order 2, it means that |x| → ∞, ∀ x ∈ R or
x→∞, x > 0, we have probability density functions of type c
x2
.
To define moments and characteristic functions for distributions, we use ma-
thematical special functions of Hypergeometric family, with shown theory in [Mathai
et al., 2010] (9), [Springer, 1979] (19), [Hai Yakubovich, 1992] (8), [Slater, 1966] (18)
and [Temme, 1996] (20).
In particular, we will generate skew distributions from results of [Azza-
lini, 1985] (1) and [Fernandez et al., 1998] (7).
The climate data and economic-financial data will be adjusted to distribu-
tions through maximum likelihood estimation, with computational methods support.
The climate data refer to a set containing the annual rainfall in the city of
Los Angeles, between 1878 and 1998 provided on-line at the National Weather Service
(NWS) of the United States of America (12).
10
The applications in the economic-financial area have two data sets. The first
refers to the percentage returns calculated from daily exchange rates for the Real
(Brazil) and Dollar (Canada) against the U.S. dollar between January 3, 2000 and
May 20, 2011 released by the Federal Reserve (5). The second deals with the energy
consumption in kg of oil per capita to 136 countries in 1997 released by the World
Bank (23).
Keywords: H-function, Hypergeometric function, skew and symmetric distributions




A Estat´ıstica associada a` Probabilidade permite a previsa˜o do comportamento de
dados. Ajustar distribuic¸o˜es de probabilidade a dados reais sera´ sempre um desafio,
pois encontrar uma func¸a˜o matema´tica que traduza os dados de maneira satisfato´ria
e´ sempre complexo.
Com certa frequ¨eˆncia nos deparamos com dados que possuem peculiaridades
que nem sempre conseguem ser captadas pelas distribuic¸o˜es mais conhecidas. As dis-
tribuic¸o˜es apresentadas nesse trabalho sa˜o em geral, formas racionais de polinoˆmios.
Por possu´ırem uma grande quantidade de paraˆmetros, tem a vantagem de serem
bastante malea´veis e versa´teis.
As distribuic¸o˜es tem como maior caracter´ıstica a cauda pesada, pois possuem
caudas com variac¸a˜o regular de ordem 2, significa que ao |x| → ∞, ∀ x ∈ R ou
x → ∞, x > 0, temos func¸o˜es de densidade de probabilidade do tipo c
x2
como sera´
mostrado no Cap´ıtulo 3. Logo, temos distribuic¸o˜es que podem modelar com eficieˆncia
dados ecolo´gicos e ambientais, ale´m de dados financeiros.
O termo “cauda pesada” se refere a` propriedade estat´ıstica de que uma parcela
maior da populac¸a˜o repousa dentro da cauda de uma distribuic¸a˜o de probabilidades
abaixo daquela cauda observada, por exemplo, em uma distribuic¸a˜o Normal e que,
se prolonga no eixo da ass´ıntota. Tambe´m pode ser referida ”cauda longa” e surgira´
a partir da inclusa˜o de valores muito altos ou muito baixos que provocara˜o aumento
ou reduc¸a˜o da me´dia, enviesando a distribuic¸a˜o para a direita ou esquerda, respecti-
vamente. Sa˜o exemplos de distribuic¸o˜es com caudas pesadas as de Levy e de Pareto.
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O trabalho trata de novas distribuic¸o˜es sime´tricas e assime´tricas e suas pro-
priedades. Por serem distribuic¸o˜es que podem assumir formas com caudas pesadas,
podem ser utilizada para se´ries de dados financeiros e fenoˆmenos naturais como ı´ndices
pluviome´tricos e temperaturas em determinadas localidades ao longo do tempo. Sera´
apresentada versa˜o da distribuic¸a˜o apenas com valores positivos e outra versa˜o para
toda a reta real. Ale´m de uma distribuic¸a˜o fortemente assime´trica gerada a partir da
distribuic¸a˜o sime´trica.
Dados ecolo´gicos e ambientais, geralmente de ı´ndices pluviome´tricos, tempe-
raturas, incideˆncia de raios solares possuem caudas pesadas e dependendo da loca-
lidade podem ocorrer distribuic¸o˜es bimodais. Isso porque em certas localidades, as
temperaturas, por exemplo, podem ter duas modas, por exemplo em pa´ıses de clima
temperado, onde ocorrem invernos e vero˜es rigorosos, com valores extremos. Tambe´m
para ı´ndices pluviome´tricos observamos esse tipo de comportamento, onde temos uma
quantidade de precipitac¸a˜o me´dia ao longo do ano, e em uma outra e´poca do ano, se
tem grande quantidade de chuva como, por exemplo, no fenoˆmeno das monc¸o˜es.
Em dados financeiros, temos comportamento de caudas pesadas frequente-
mente ao tratarmos de retornos financeiros, pois em geral, possu´ımos um rendimento
me´dio (se forem dia´rios, geralmente esta˜o em torno de 0). Mas tambe´m teremos val-
ores muito abaixo (perdas) ou acima (ganhos) da me´dia do rendimento, que formara˜o
a cauda pesada da distribuic¸a˜o, com valores extremos.
O objetivo e´ determinar propriedades da distribuic¸a˜o, encontrar a densidade,
momentos, func¸a˜o caracter´ıstica e determinar estimadores para os paraˆmetros a fim de
fazer infereˆncia estat´ıstica a partir destas distribuic¸o˜es e modelar com dados reais.As
distribuic¸o˜es sa˜o denominadas invers´ıveis, pois conseguimos simular X a partir das
distribuic¸o˜es apresentadas.
O Cap´ıtulo 2 apresenta as func¸o˜es matema´ticas especias da famı´lia Hiper-
geome´trica que sera˜o utilizadas para ca´lculo de momentos e func¸o˜es caracter´ısticas.
As definic¸o˜es e resultados apresentados para a Func¸a˜o H, Func¸a˜o G de Meijer e Func¸a˜o
H Biavariada podem ser encontrados em [Mathai et al., 2010] (9), [Springer, 1979]
(19) e [Hai & Yakubovich, 1992] (8). Os resultados para a Func¸a˜o Generalizada de
Gauss podem ser encontrados em [Slater, 1966] (18) e [Temme, 1996] (20).
O Cap´ıtulo 3 trata da distribuic¸a˜o assime´trica e suas propriedades. Para
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a versa˜o assime´trica, pode-se imaginar, por exemplo, que a distribuic¸a˜o de Pareto
tambe´m possui caudas pesadas, enta˜o porque utilizar a nova distribuic¸a˜o? A van-
tagem da nova distribuic¸a˜o e´ que esta passa pela origem, enquanto que a de Pareto
na˜o.
O Cap´ıtulo 4 trata da distribuic¸a˜o sime´trica em torno de 0 e suas propriedades.
Para a versa˜o sime´trica, o que se observa e´ que essa distribuic¸a˜o possui semelhanc¸a
com a distribuic¸a˜o de Cauchy, ja´ que ambas possuem caudas com variac¸a˜o regular de
ordem 2. Mas no caso da nova distribuic¸a˜o temos formas bimodais, o que na˜o ocorre
com a distribuic¸a˜o de Cauchy.
O Cap´ıtulo 5 apresenta versa˜o fortemente assime´trica gerada a partir da versa˜o
sime´trica por meio de resultados encontrados em [Azzalini, 1985] (1) e [Fernandez et
al., 1998](7). Essas distribuic¸o˜es possuem formas bimodais e possuem a vantagem de
ter uma modelagem mais simples do que a abordagem de mistura de distribuic¸o˜es,
frequentemente utilizada para ajuste de dados bimodais.
O Cap´ıtulo 6 trata de aplicac¸o˜es com dados reais onde sera˜o ajustadas as
distribuic¸o˜es com estimac¸a˜o de ma´xima verossimilhanc¸a dos paraˆmetros por meio do
pacote DEoptim, segundo as definic¸o˜es de [Mullen et al., 2011] (11).
O primeiro conjunto de dados estudado e´ o de precipitac¸a˜o anual (quantidade
de chuva) na cidade de Los Angeles, para anos de 1878 a 1998. O histograma mostra
uma densidade assime´trica a` direita, em que sera´ aplicada a versa˜o assime´trica do
Cap´ıtulo 3, que engloba dados na˜o negativos.
A segunda aplicac¸a˜o se refere aos retornos dia´rios percentuais das taxas de
caˆmbio do Brasil e Canada´, entre 03 de janeiro de 2000 e 20 de maio de 2011. As
densidades estimadas por Kernel apontam para dados com caudas pesadas, onde sera´
aplicada a versa˜o sime´trica do Cap´ıtulo 4.
Por fim, o terceiro problema apresenta dados de consumo de energia em quilos
de petro´leo per capita em 136 pa´ıses no ano de 1997. Sera´ justada a versa˜o “skew”





Sera˜o apresentadas a func¸a˜o H(z) e a func¸a˜o Hipergeome´trica Generalizada (pFq),
pois alguns resultados para momentos e func¸o˜es caracter´ısticas das distribuic¸o˜es que
sera˜o estudadas adiante utilizam estes tipos de func¸o˜es. A vantagem de utilizar
estas func¸o˜es e´ que muitos ca´lculos podem ser realizados por meio de implementac¸o˜es
presentes em softwares matema´ticos como o Maple e o Mathematica.
2.2 A Func¸a˜o H(z)
2.2.1 Conceitos e fundamentos - [SPRINGER,1979] (19)
Definic¸a˜o 2.2.1. A Func¸a˜o H(z) e´ definida por um tipo de integral de Mellin-Barnes
H(z) = Hm,np,q
z







j=1 Γ(bj − βjs)
∏n
j=1 Γ(1− aj + αjs)∏q
j=m+1 Γ(1− bj + βjs)
∏p
j=n+1 Γ(aj − αjs)
zsds, (2.1)
onde
0 ≤ m ≤ q,
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0 ≤ n ≤ p,
m 6= 0 ou n 6= 0,
αj > 0, j = 1, 2, . . . , p,
βj > 0, j = 1, 2, . . . , q,
aj ,com j = 1, 2, . . . , p, e bj , com j = 1, 2, . . . , q, sa˜o nu´meros complexos tais que
nenhum dos po´los de Γ(bj − βjs), j = 1, . . . ,m, coincidam com algum dos po´los de
Γ(1− aj + αjs), j = 1, . . . , n. Tambe´m, C e´ um contorno no plano complexo percor-





para j = 1, . . . ,m e k = 0, 1, . . . para o lado direito do contorno C e os pontos
s =
aj − 1− k
αj
,
para j = 1, . . . , n e k = 0, 1, . . . para o lado esquerdo do contorno C com indentac¸o˜es,
se for necessa´rio para tal separac¸a˜o.
O contorno C possui as seguintes definic¸o˜es:
i) Para C = C−∞ que engloba estritamente os po´los de Γ(bj − βjs), j = 1, . . . ,m, a
integral converge ∀z se µ > 0 e z 6= 0 ou µ = 0 e 0 < z < η. A integral tambe´m






























ii) Para C = C∞ que engloba estritamente os po´los de Γ(1− aj − αjs), j = 1, . . . , n,
a integral converge ∀z se µ < 0 e z 6= 0 ou µ = 0 e |z| > η.
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iii) Para C = Ciω∞ e´ um contorno iniciando no ponto ω− i∞ passando por ω+ i∞,
onde ω ∈ R = (−∞,+∞) tal que todos os po´los de Γ(bj − βjs), j = 1, . . . ,m
sa˜o separados dos po´los de Γ(1 − aj − αjs), j = 1, . . . , n, a integral converge se
υ < 0, |arg(z)| < 1
2
piυ, υ 6= 0. A integral tambe´m converge se υ = 0, ω + Re(δ) <















2.3 A Func¸a˜o Generalizada de Gauss pFq
2.3.1 Conceitos e fundamentos - [SLATER,1966] (18)
Definic¸a˜o 2.3.1. A Func¸a˜o Generalizada de Gauss, denotada por pFq, e´ uma se´rie
de poteˆncias da forma
1 +
a1a2 . . . ap




a1(a1 + 1)a2(a2 + 1) . . . ap(ap + 1)
b1(b1 + 1)b2(b2 + 1) . . . bq(bq + 1)
z2
2!




(a1)n(a2)n . . . (ap)n








= a(a+ 1)...(a+ k − 1)
Enta˜o a1, a2, . . . , aq sa˜o paraˆmetros do numerador e b1, b2, . . . , bq sa˜o paraˆmetros
do denominador que na˜o podem ser inteiros negativos, pois a se´rie na˜o e´ definida para
estes valores, z e´ a varia´vel e a e z podem assumir valores reais ou complexos.




a1, . . . , ap









∣∣∣∣∣∣ (1− a1, 1), . . . , (1− ap, 1),(0, 1), (1− b1, 1), . . . , (1− bq, 1)
 (2.3)
2.3.2 A convergeˆncia da Func¸a˜o Generalizada de Gauss pFq
A se´rie pFq converge para todos os valores de z real ou complexo quando p ≤ q,
se unz
n e´ o n-e´simo termo de se´rie
∣∣∣∣un+1un
∣∣∣∣ ≤ |a1 + n||a2 + n| . . . |ap + n||z||b1 + n||b2 + n| . . . |bq + n|(1 + n)
≤ |z|n
p−q−1(1 + |a1|/n)(1 + |a2|/n) . . . (1 + |ap|/n)
(1 + 1/n)(1 + |b1|/n)(1 + |b2|/n) . . . (1 + |bq|/n , (2.4)
e (2.4) tende a zero, quando n → ∞, para p ≤ q. Tambe´m, se p = q + 1, a se´rie
converge desde que |z| < 1. Tambe´m converge quando z = 1, se Re(∑qj=1 bj −∑p




j=1 aj) > −1.Se p > q + 1, a se´rie nunca
converge, exceto para z = 0, e a func¸a˜o e´ definida apenas quando a se´rie termina,
isto e´, quando um ou mais dos a paraˆmetros e´ zero ou um inteiro negativo.
2.3.3 A Func¸a˜o Hipergeome´trica de Gauss 2F1
Um caso em especial da func¸a˜o hipergeome´trica, sera´ do interesse de nossos
estudos, 2F1, tambe´m conhecida como se´rie de Gauss.
















+ . . . (2.5)
e´ simbolizada por 2F1[a; b; c; z], onde a, b e c sa˜o paraˆmetros e z a varia´vel. Se a ou b
for um inteiro negativo, a se´rie tem um nu´mero finito de termos, e torna-se, de fato,
um polinoˆmio.
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2.3.4 Convergeˆncia da Func¸a˜o de Gauss 2F1
A se´rie de Gauss, 2F1, pode ser denotada por






(a)n = a(a+ 1)(a+ 2)(a+ 3) . . . (a+ n− 1). (2.7)












Se a e´ um inteiro negativo −m, enta˜o
(a)n = (−m)n, if m ≥ n
e
(a)n = 0, if m < n
.
Por exemplo, (−2)2 = (−2).(−1) = 2, entretanto, (−2)5 = 0.
Enta˜o em 2F1[a; b; c; z], se a ou b for um inteiro negativo, a se´rie tem um
nu´mero finito de termos, e torna-se, de fato, um polinoˆmio, mas se c e´ um inteiro
negativo, a func¸a˜o na˜o e´ definida, uma vez que apenas um nu´mero finito de termos
da se´rie torna-se infinito. Temos que
d
dz
(2F1[a; b; c; z]) =
ab
c 2
F1[a+ 1; b+ 1; c+ 1; z]. (2.10)
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2.3.5 Relac¸o˜es Funcionais de 2F1[a; b; c; z]
Segundo [Temme, 1996] (20), a func¸a˜o hipergeome´trica satisfaz a`s seguintes
relac¸o˜es:
2F1[a; b; c; z] = 2F1[b; a; c; z] (2.11)
2F1[a; b; c; z] = (1− z)−a 2F1
[




2F1[a; b; c; z] = (1− z)−b 2F1
[




2F1[a; b; c; z] = (1− z)c−a−b 2F1 [c− a; c− b; c; z] (2.14)
Seja a forma abaixo a Integral de Contorno de 2F1[a; b; c; z]. Temos que





















2.4 A Func¸a˜o G de Meijer
Definic¸a˜o 2.4.1. A Func¸a˜o G de Meijer e´ definida pela integral
G(z) = Gm,np,q
z







j=1 Γ(bj − s)
∏n
j=1 Γ(1− aj + s)∏q
j=m+1 Γ(1− bj + s)
∏p
j=n+1 Γ(aj − s)
zsds, (2.17)
onde
0 ≤ m ≤ q,
0 ≤ n ≤ p,
m 6= 0 ou n 6= 0,
aj ,com j = 1, 2, . . . , p, e bj , com j = 1, 2, . . . , q, sa˜o nu´meros complexos tais que
nenhum dos po´los de Γ(bj − s), j = 1, . . . ,m, coincidam com algum dos po´los de
Γ(1−aj+s), j = 1, . . . , n. Tambe´m, C e´ um contorno no plano complexo percorrendo
ω − i∞ a ω + i∞ pra algum ω real tal que
s = bj + k,
para j = 1, . . . ,m e k = 0, 1, . . . para o lado direito do contorno C e os pontos
s = aj − 1− k,
para j = 1, . . . , n e k = 0, 1, . . . para o lado esquerdo do contorno C com indentac¸o˜es,
se for necessa´rio para tal separac¸a˜o. A integral (2.17) e´ chamada Mellin-Barnes e
pode ser vista como uma Transformac¸a˜o Inversa de Mellin.
A func¸a˜o G de Meijer e´ computa´vel e esta´ implementada em softwares matema´-
ticos como o Maple e o Mathematica.





a1, . . . , ap








∣∣∣∣∣∣ (a1, 1), . . . , (ap, 1),(b1, 1), . . . , (bq, 1)
 (2.18)
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Se os paraˆmetros αj , j = 1, . . . , p e βj, j = 1, . . . , q da func¸a˜o Hipergeome´trica
Generalizada sa˜o racionais, a func¸a˜o H pode ser escrita como func¸a˜o G.
2.5 A Func¸a˜o Bivariada H [x, y]
2.5.1 Conceitos e fundamentos - [MATHAI et al.,2010] (9)


















onde x e y sa˜o varia´veis na˜o-nulas. A notac¸a˜o (ai, αi, Ai)1,p1 e´ a abreviac¸a˜o da
sequeˆncia de paraˆmetros (a1, α1, A1), . . . , (ap1 , αp1 , Ap1). De forma similar, deve ser
feito com as outras sequeˆncias de paraˆmetros.Onde
φ(s, t) =
∏n1
i=1 Γ(1− ai + αis+ Ait)∏p1
i=n1+1
Γ(ai − αis− Ait)
∏q1




j=1 Γ(dj − δjs)
∏n2
i=1 Γ(1− ci + γis)∏q2
j=m2+1
Γ(1− dj + δjs)
∏p2
i=n2+1
Γ(ci − γis) , (2.22)
φ2(t) =
∏m3
j=1 Γ(fj − Fjt)
∏n3
i=1 Γ(1− ei + Eit)∏q3
j=m3+1
Γ(1− fj + Fjt)
∏p3
i=n3+1
Γ(ei − Eit) . (2.23)
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Assume-se que ai, bj , ci, dj, ei, fj sa˜o nu´meros complexos e seus respectivos coe-
ficientes αi, Ai, βj , Bj , γi, δj, Ei, Fj sa˜o nu´meros reais e positivos, tais que os contornos

































































Sob as condic¸o˜es supracitadas, a integral dupla de Mellin-Barnes (2.20) con-







Mais informac¸o˜es podem ser encontradas em [Mathai et al.,2010] (9).
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2.6 Caso Especial da Func¸a˜o Bivariada H [x, y]
2.6.1 Conceitos e fundamentos - [HAI & YAKUBOVICH,
1992] (8)
Definic¸a˜o 2.6.1. Um caso especial da Func¸a˜o Hipergeome´trica Generalizada Bivari-










































onde x e y sa˜o varia´veis na˜o-nulas.Onde
φ1(s+t) =
∏n1














j − b(2)j s)
∏n2















j − b(3)j t)
∏n3









Γ(1− β(3)j − b(3)j t)
, (2.28)
Assume-se que ai, bj sa˜o nu´meros reais e positivos. Mais informac¸o˜es sobre





A distribuic¸a˜o que sera´ apresentada a seguir tem como caracter´ıstica assimetria
a` direita acentuada. Como possui diversos paraˆmetros, a distribuic¸a˜o pode assumir
va´rias formas, o que facilita o uso em diversos dados onde se queira modelar v.a’s
positivas.
3.2 Distribuic¸a˜o Acumulada Assime´trica
Definic¸a˜o 3.2.1. Seja a forma
F (x) =
aρx2ρ
(ax2 + 2bx+ c)ρ
(3.1)
a func¸a˜o de distribuic¸a˜o acumulada de uma v.a. X onde x > 0, a > 0, c > 0, e ρ > 0.
A distribuic¸a˜o acumulada acima possui quatro paraˆmetros e pode ser reescrita
como uma func¸a˜o de treˆs paraˆmetros se o fator aρ no denominador (3.1) for colocado
em evideˆncia, enta˜o assumiremos que a func¸a˜o de distribuic¸a˜o acumulada assime´trica
de interesse de nossos estudos e´ da forma abaixo.
Definic¸a˜o 3.2.2. Seja a forma
F (x) =
x2ρ
(x2 + 2Bx+ C)ρ
(3.2)
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a func¸a˜o de distribuic¸a˜o acumulada assime´trica de uma v.a. X onde B = b
a
e C = c
a
,
x > 0, C > 0, e ρ > 0.
3.2.1 Propriedades da Distribuic¸a˜o Acumulada
Dado que F (x) e´ distribuic¸a˜o, enta˜o ela satisfaz a`s seguintes propriedades:
i) limx→0 F (x) = 0
ii) limx→∞ F (x) = 1
iii)F (x) ≤ F (y), ∀x < y; x, y ∈ R
iv) 0 ≤ FX(x) ≤ 1, ∀x ∈ (0,∞);
Demonstrac¸a˜o:




ii) limx→+∞ F (x) = limx→+∞ x
2ρ
(x2+2Bx+C)ρ





iii) Como f(x) > 0, ∀x ∈ (0,∞), enta˜o F (x) e´ func¸a˜o na˜o-decrescente, ∀x ∈
(0,∞).
iv) De fato, pelas propriedades i)− iii) conclui-se que iv) tambe´m vale.
Para os valores fornecidos de F (x), x pode ser obtido pela seguinte expressa˜o:
x =
BF 1/ρ + [B2F 2/ρ + CF 1/ρ(1− F 1/ρ)]1/2
(1− F 1/ρ)
Isto significa que F e´ invers´ıvel e os quantis podem ser obtidos facilmente. O
resultado acima indica que se pode simular valores de uma v.a. X com a distribuic¸a˜o
3.2.
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3.2.2 Gra´ficos para a Distribuic¸a˜o Acumulada
Como provamos que F (x) e´ distribuic¸a˜o, enta˜o apresentaremos algumas formas
da distribuic¸a˜o, para diversos valores dos paraˆmetros B,C, ρ.












Figura 3.1: Formas para a Distribuic¸a˜o Acumulada Assime´trica F (x)
Para verificar o efeito de cada um dos paraˆmetros na curva, produzimos
gra´ficos onde se fixa dois paraˆmetros enquanto um terceiro varia.












Figura 3.2: Formas para a Distribuic¸a˜o Acumulada F (x) - variac¸a˜o de ρ, com B > 0,
C fixos
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Figura 3.3: Formas para a Distribuic¸a˜o Acumulada F (x) - variac¸a˜o de ρ, com B < 0,
C fixos












Figura 3.4: Formas para a Distribuic¸a˜o Acumulada F (x) - variac¸a˜o de B, com C, ρ
fixos












Figura 3.5: Formas para a Distribuic¸a˜o Acumulada F (x) - variac¸a˜o de C, com B > 0,
ρ fixos
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Figura 3.6: Formas para a Distribuic¸a˜o Acumulada F (x) - variac¸a˜o de C, com B < 0,
ρ fixos
3.2.3 Func¸a˜o Densidade de Probabilidade








(x2 + 2Bx+ C)ρ
)
=
(2ρx2ρ−1)(x2 + 2Bx+ C)ρ − ((x2ρρ)(x2 + 2Bx+ C)ρ−1(2x+ 2B))
(x2 + 2Bx+ C)2ρ
=
2ρx2ρ+1 + 4B2ρ + 2Cρx2ρ−1 − 2ρx2ρ+1 − 2Bρx2ρ
(x2 + 2Bx+ c)ρ+1
=
2Bρx2ρ + 2Cρx2ρ−1
(x2 + 2Bx+ C)ρ+1
=
2ρx2ρ−1(Bx+ C)
(x2 + 2Bx+ C)ρ+1
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Definic¸a˜o 3.2.3. Seja a forma
f(x) =
2ρx2ρ−1(Bx+ C)
(x2 + 2Bx+ C)ρ+1
(3.3)
a func¸a˜o densidade de probabilidade de uma v.a. X onde x > 0, C > 0, e ρ > 0.
3.2.4 Gra´ficos para a Func¸a˜o Densidade de Probabilidade
A seguir apresentaremos algumas formas da f.d.p., para diversos valores dos
paraˆmetros B,C, ρ:












Figura 3.7: Formas para a Densidade de Probabilidade Assime´trica f(x)
Observando a figura (3.7), podemos ver certa semelhanc¸a com a distribuic¸a˜o
Gama Generalizada. A func¸a˜o densidade de probabilidade da uma v.a. X com dis-












onde x > 0, β > 0 e´ paraˆmetro de escala, α, γ > 0 sa˜o paraˆmetros de forma. O
gra´fico da f.d.p com a v.a. X ∼ Γ(α, β, γ) pode ser observado abaixo:











Figura 3.8: Formas para a Densidade Gama Generalizada
Os gra´ficos das densidades presentes nas figuras (3.7) e (3.8) possuem diferenc¸as
nas caudas. No caso da nova densidade, ela pode assumir formas com caudas mais
pesadas.
Para verificar o efeito de cada um dos paraˆmetros na curva, produzimos
gra´ficos onde se fixa dois paraˆmetros enquanto o terceiro varia.
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Figura 3.9: Formas para a Densidade de Probabilidade f(x) - variac¸a˜o de ρ, com
B > 0, C fixos












Figura 3.10: Formas para a Densidade de Probabilidade f(x) - variac¸a˜o de ρ, com
B < 0, C fixos
32












Figura 3.11: Formas para a Densidade de Probabilidade f(x) - variac¸a˜o de B, com
C, ρ fixos












Figura 3.12: Formas para a Densidade de Probabilidade f(x) - variac¸a˜o de C, com
B > 0, ρ fixos
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Figura 3.13: Formas para a Densidade de Probabilidade f(x) - variac¸a˜o de C, com
B < 0, ρ fixos
Pela figura (3.9) observamos que o paraˆmetro ρ controla a queda inicial da
cauda da densidade, isto e´, o meio da func¸a˜o. Quando nos referimos ao meio da
curva, estamos nos atendo ao segmento da curva entre o pico e o final da cauda, onde
normalmente se encontra a curvatura da f.d.p., para B > 0.
Pela figura (3.10) conclu´ımos que o paraˆmetro ρ controla a queda inicial da
cauda da densidade. Mas com B < 0 associado a ρ, a curva fica mais achatada do
que no caso em que B > 0.
Pela figura (3.11) verificamos que o paraˆmetro B determina o comportamento
relacionado a` assimetria. Quanto maior B, mais larga e´ a curva.
Pela figura (3.12) observamos que o paraˆmetro C determina o comportamento
relacionado ao pico da func¸a˜o. Quanto maior C, menor o pico da curva, para B > 0.
Pela figura (3.13) conclu´ımos que o paraˆmetro C determina o comportamento
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relacionado ao pico da func¸a˜o. Mas na˜o existe a relac¸a˜o inversamente proporcional
que encontramos quando B > 0.
Ao observarmos o comportamento da f.d.p. (3.3), quando x→∞, temos
lim
x→∞






onde c e´ uma constante, e possui gra´fico com cauda assinto´tica:












Figura 3.14: Comportamento da Densidade de Probabilidade f(x) quando x→∞
Logo, o que se observa e´ que o comportamento da cauda tem variac¸a˜o regular
de ordem 2. Observe que o comportamento da cauda de f(x) quando x → ∞ pode











onde −∞ < x <∞, µ e´ paraˆmetro de locac¸a˜o, θ > 0 e´ paraˆmetro de escala. O gra´fico
da f.d.p com a v.a. X ∼ C(µ, θ) pode ser observado abaixo:











Figura 3.15: Formas para a Densidade de Cauchy
A nova distribuic¸a˜o tem cauda pesada como as distribuic¸o˜es de Levy e Pareto,
por exemplo. No caso da Levy, a nossa distribuic¸a˜o tem a vantagem de deter forma
expl´ıcita sempre. E ao compararmos com a de Pareto, observamos que a nova densi-
dade (3.3) passa pela origem, o que na˜o ocorre com Pareto.
3.2.5 Distribuic¸o˜es de Mı´nimo e Ma´ximo
A distribuic¸a˜o e a densidade do Mı´nimo X(1) = min(X1, . . . , Xn) sa˜o dadas por:

















(z2 + 2Bz + C)ρ
]n−1
A distribuic¸a˜o e a densidade do Ma´ximo X(n) = max(X1, . . . , Xn) sa˜o dadas
por:




F (w) = 1−
[
w2ρ




(w2 + 2Bw + C)ρ+1
[
w2ρ
(w2 + 2Bw + C)ρ
]n−1
3.2.6 Momentos para X


























(x2 + 2Bx+ C)ρ+1
dx




(ax2 + 2bx+ c)q















onde B(a, b) = Γ(a)Γ(b)
Γ(a+b)
para a > 0, c > 0, b2 < ac, 0 < p < 2q. Utilizando (2.13),




(ax2 + 2bx+ c)q

















onde B(a, b) = Γ(a)Γ(b)
Γ(a+b)
para a > 0, b > 0, b2 > ac, 0 < p < 2q.
Isto significa que, para as duas situac¸o˜es, tanto b2 < ac quanto b2 > ac temos


















i) Comparando (I) e a expressa˜o (3.6), temos:






















ii) Comparando (II) e a expressa˜o (3.6), temos:



































































onde B2 < C, 0 < k < 1. Pode ser obtido resultado similar para B2 > C, pois
existe a forma (3.7), que gera 2F1 diferente para este caso. Observamos enta˜o que o
k-e´simo momento de X so´ existe para f(x), quando k < 1 (possui apenas momentos
fraciona´rios), isto e´, a f.d.p. na˜o possui Esperanc¸a, e consequentemente, na˜o pos-
sui Variaˆncia, ou quaisquer momentos inteiros posteriores, utilizados frequentemente
para estimac¸a˜o e intervalos de confianc¸a. Como os momentos inteiros positivos na˜o
existem, enta˜o na˜o sera´ calculada a Func¸a˜o Geratriz de Momentos.
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3.2.7 Func¸a˜o Caracter´ıstica para X









































(x2 + 2Bx+ C)ρ+1
+
2ρCx2ρ−1











(x2 + 2Bx+ C)ρ+1
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2ρCx2ρ−1



















ds; 0 < γ <
1
2
















ds; 0 < γ < 1, x > 0 (3.10)
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(x2 + 2Bx+ C)ρ+1
dxds





































































































































































































































































































(x2 + 2Bx+ C)ρ+1
dxds





















































































































































































iv) Usando a definic¸a˜o (2.24) de H
 x
y






































































































































































































3.2.8 Estimadores para os paraˆmetros B,C, ρ de f(x)
O me´todo utilizado e´ o de Ma´xima Verossimilhanc¸a. Os estimadores do Me´todo
dos Momentos na˜o sera˜o calculados, pois existem apenas os momentos fraciona´rios
entre 0 e 1, que podem na˜o fornecer boas estimativas. Desta forma, calcularemos o







2ρx2ρ−1i (Bxi + C)
(x2i + 2Bxi + C)
ρ+1
=






























log(x2i + 2Bxi + C)
ρ+1 =





















































(x2i + 2Bxi + C)
= 0
Na˜o existe uma forma expl´ıcita para os estimadores de θ = (B,C, ρ). Logo,
teremos que utilizar me´todos computacionais para resolver as equac¸o˜es I)-III) acima,
e obter o E.M.V.. Utilizaremos o Intervalo de Confianc¸a descrito no Apeˆndice I.
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Cap´ıtulo 4
Versa˜o Sime´trica para a
Distribuic¸a˜o
4.1 Introduc¸a˜o
Apresentaremos a seguir distribuic¸a˜o sime´trica correspondente a`quela apresentada
no Cap´ıtulo 3. Como possui diversos paraˆmetros, a distribuic¸a˜o pode assumir va´rias
formas, o que facilita o uso em diversos dados onde se queira modelar v.a’s em toda
a reta real.
4.2 Distribuic¸a˜o Acumulada Sime´trica








(x2 + 2B|x|+ C)ρ (4.1)
a func¸a˜o de distribuic¸a˜o sime´trica em torno de 0 de uma v.a. X onde −∞ < x <
∞, C > 0, e ρ > 0.
4.2.1 Propriedades da Distribuic¸a˜o Acumulada Sime´trica
Dado que G(x) e´ distribuic¸a˜o, enta˜o ela satisfaz a`s seguintes propriedades:
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i) limx→−∞G(x) = 0
ii) limx→∞G(x) = 1
iii)G(x) ≤ G(y), ∀x < y; x, y ∈ R
iv)0 ≤ GX(x) ≤ 1, ∀x;
Demonstrac¸a˜o:












































iii) Como G(x) e´ func¸a˜o na˜o-decrescente, ∀x ∈ R, logo atende a` propriedade iv).
iv) De fato, pelas propriedades i)− iii) conclui-se que iv) tambe´m vale.
4.2.2 Gra´ficos para a Distribuic¸a˜o Acumulada Sime´trica
Como provamos que G(x) e´ distribuic¸a˜o, enta˜o apresentaremos algumas formas
da distribuic¸a˜o, para diversos valores dos paraˆmetros B,C, ρ:












Figura 4.1: Formas para a Distribuic¸a˜o Acumulada Sime´trica G(x)
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Para verificar o efeito de cada um dos paraˆmetros na curva, produzimos
gra´ficos onde se fixa dois paraˆmetros enquanto um terceiro varia.












Figura 4.2: Formas para a Distribuic¸a˜o Sime´trica Acumulada G(x) - variac¸a˜o de ρ,
com B > 0, C fixos












Figura 4.3: Formas para a Distribuic¸a˜o Sime´trica Acumulada G(x) - variac¸a˜o de ρ,
com B < 0, C fixos
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Figura 4.4: Formas para a Distribuic¸a˜o Sime´trica Acumulada G(x) - variac¸a˜o de B,
com C, ρ fixos












Figura 4.5: Formas para a Distribuic¸a˜o Sime´trica Acumulada G(x) - variac¸a˜o de C,
com B > 0, ρ fixos
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Figura 4.6: Formas para a Distribuic¸a˜o Sime´trica Acumulada G(x) - variac¸a˜o de C,
com B < 0, ρ fixos
4.2.3 Func¸a˜o Densidade de Probabilidade Sime´trica













(x2 + 2B|x|+ C)ρ
)
=
(2ρ|x|2ρ−1)(x2 + 2B|x|+ C)ρ − ((x|x|2ρ−1ρ)(x2 + 2B|x|+ C)ρ−1(2x+ |x|
x
2B))
2(x2 + 2B|x|+ C)2ρ
=
(2ρ|x|2ρ−1)(x2 + 2B|x|+ C)ρ − 2(x2 + 2B|x|+ C)ρ−1[(x2|x|2ρ−1ρ) + (|x|2ρρ)]
(x2 + 2B|x|+ C)2ρ
=
ρ|x|2ρ+1 + 2Bρ|x|2ρ + Cρ|x|2ρ−1 − ρ|x|2ρ+1 −Bρ|x|2ρ
(x2 + 2B|x|+ C)ρ+1
=
Bρ|x|2ρ + Cρ|x|2ρ−1
(x2 + 2B|x|+ C)ρ+1
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Definic¸a˜o 4.2.2. Seja a forma
g(x) =
ρ|x|2ρ−1(B|x|+ C)
(x2 + 2B|x|+ C)ρ+1 (4.2)
a func¸a˜o densidade de probabilidade de uma v.a. X onde −∞ < x < ∞ , C > 0, e
ρ > 0.
4.2.4 Gra´ficos para a Func¸a˜o Densidade de Probabilidade
Sime´trica
A seguir apresentaremos algumas formas da f.d.p., para diversos valores dos
paraˆmetros B,C, ρ:












Figura 4.7: Formas para a Densidade Sime´trica g(x)
Observamos que ao fixar ρ = 1
2
, obtemos densidade sime´trica unimodal e para
todos os outros valores de ρ, criamos densidades bimodais.
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Observe que o comportamento da cauda de g(x) quando |x| → ∞ pode ser









onde c e´ uma constante. Logo, o que se observa e´ que o comportamento da cauda
tem variac¸a˜o regular de ordem 2, assim como o caso assime´trico (3.3).
Para verificar o efeito de cada um dos paraˆmetros na curva, produzimos
gra´ficos onde se fixa dois paraˆmetros enquanto um terceiro varia.












Figura 4.8: Formas para a Densidade g(x) - variac¸a˜o de ρ, com B > 0, ρ fixos
54












Figura 4.9: Formas para a Densidade g(x) - variac¸a˜o de ρ, com B < 0, ρ fixos












Figura 4.10: Formas para a Densidade g(x) - variac¸a˜o de B, com C, ρ fixos
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Figura 4.11: Formas para a Densidade g(x) - variac¸a˜o de C, com B > 0, C fixos












Figura 4.12: Formas para a Densidade g(x) - variac¸a˜o de C, com B < 0, C fixos
As figuras (4.8) e (4.9) apontam que o paraˆmetro ρ determina o compor-
tamento de queda inicial da cauda da densidade, referente ao segmento da curva
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localizado entre o pico e a cauda, isto e´, o meio da f.d.p .
Pela figura (4.10) verificamos que o paraˆmetro B determina o comportamento
relacionado a` distaˆncia entre as curvas do lado negativo e positivo. Quanto maior B,
mais pro´ximas ficam as curvas.
Pelas figuras (4.11) e (4.12) observamos que o paraˆmetro C determina o com-
portamento relacionado ao pico da func¸a˜o. Quanto maior C, menor o pico da curva.
4.2.5 Distribuic¸o˜es de Mı´nimo e Ma´ximo
A distribuic¸a˜o e a densidade do Mı´nimo X(1) = min(X1, . . . , Xn) sa˜o dadas por:






















(z2 + 2B|z|+ C)ρ
]n−1
A distribuic¸a˜o e a densidade do Ma´ximo X(n) = max(X1, . . . , Xn) sa˜o dadas
por:

























(z2 + 2B|z|+ C)ρ
]n−1
4.2.6 Momentos para X







































(x2 + 2Bx+ C)ρ+1
dx =










































































(x2 + 2Bx+ C)ρ+1
dx
Se k e´ ı´mpar, µ′k = 0. Se k e´ par, temos o resultado ideˆntico ao caso as-












































onde B2 < C, 0 < k < 1. Para o caso B2 > C, tambe´m pode ser encontrado re-
sultado para mu′k em termos de 2F1. Observamos enta˜o que o k-e´simo momento de
X so´ existe para f(x), quando k < 1 e e´ par(possui apenas momentos fraciona´rios),
isto e´, a f.d.p. na˜o possui Esperanc¸a, e consequentemente, na˜o possui Variaˆncia, ou
quaisquer momentos inteiros posteriores, utilizados frequentemente para estimac¸a˜o e
intervalos de confianc¸a. Como os momentos inteiros positivos na˜o existem, enta˜o na˜o
sera´ calculada a Func¸a˜o Geratriz de Momentos.
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4.2.7 Func¸a˜o Caracter´ıstica para X




























(x2 + 2Bx+ C)ρ+1
dx
Mas, o resultado acima e´ ideˆntico a` expressa˜o (I) da func¸a˜o caracter´ıstica da








































































4.2.8 Estimadores para os paraˆmetros B,C, ρ de g(x)
O me´todo utilizado e´ o Ma´xima Verossimilhanc¸a. Os estimadores do Me´todo dos
Momentos na˜o sera˜o calculados,pois existem apenas os momentos fraciona´rios entre 0
e 1, que podem na˜o fornecer boas estimativas. Desta forma, calcularemos o E.M.V.,








(x2i + 2B|xi|+ C)ρ+1
=




(x2i + 2B|xi|+ C)ρ+1
(4.4)
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(x2i + 2B|xi|+ C)
= 0
Assim como no caso assime´trico do Cap´ıtulo 3, na˜o existe uma forma expl´ıcita
para os estimadores de θ = (B,C, ρ). Logo, teremos que utilizar me´todos computa-
cionais para resolver as equac¸o˜es I)-III) acima, e obter o E.M.V.. Utilizaremos o





Sera˜o geradas distribuic¸o˜es assime´tricas (conhecidas como skew) a partir daquelas
apresentadas no Cap´ıtulo 4. Os resultados que geram distribuic¸o˜es na˜o sime´tricas a
partir de distribuic¸o˜es sime´tricas podem ser encontrados em [Azzalini, 1985] (1) e
[Fernandez et al, 1998](7).
A metodologia de misturas de distribuic¸o˜es e´ utilizada para ajustas curvas
bimodais. Mas normalmente as misturas esta˜o associadas a` combinac¸a˜o linear de
distribuic¸o˜es de Levy α − esta´veis. Como a distribuic¸a˜o de Levy na˜o possui den-
sidade expl´ıcita, e o momentos na˜o sa˜o finitos, enta˜o a estimac¸a˜o de paraˆmetros e´
realizada, geralmente, pela func¸a˜o caracter´ıstica. Esta abordagem e´ mais complexa
que a apresentada neste Cap´ıtulo.
Por outro lado, as distribuic¸o˜es aqui desenvolvidas possuem a vantagem de
gerar curvas “skew’, com formas bimodais e que, possuem modelagem mais simples
do que a abordagem de misturas de distribuic¸o˜es. A estimac¸a˜o pode ser realizada por
meio de Ma´xima Verossimilhanc¸a, pois possuem densidades expl´ıcitas.
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5.2 Distribuic¸a˜o Assime´trica h1(x)
5.2.1 Construc¸a˜o de h1(x)
Utilizaremos o seguinte resultado de [Azzalini, 1985] para gerar uma distribuic¸a˜o
assime´trica a partir de uma distribuic¸a˜o sime´trica:
h1(x) = 2g(x)G(w(x)),−∞ < x <∞, onde g(x) e´ a func¸a˜o de densidade sime´trica
em torno da origem dada por (4.2), G(x) e´ dada por (4.1), e w(x) e´ func¸a˜o ı´mpar de
x.






















[(x2 + 2B|x|+ C)ρ+1][((γx)2 + 2B|γx|+ C)ρ]
]
(5.1)
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5.2.2 Gra´fico para a Densidade Assime´trica Sas(x)
Notamos que a densidade pode assumir a forma bimodal, ale´m de possuir curvas
com caudas pesadas. Segue o gra´fico para a densidade h1(x) para alguns valores de
Θ = (B,C, ρ, γ, µ, σ):
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Figura 5.1: Formas para a Densidade Assime´trica Sas(x)
A interpretac¸a˜o para o paraˆmetro µ e´ de que ele se encontra onde ocorre o
ponto de inflexa˜o da curva, no caso da curva bimodal.
5.3 Distribuic¸a˜o Assime´trica h2(x)
5.3.1 Construc¸a˜o de h2(x)
Utilizaremos o seguinte resultado para gerar uma distribuic¸a˜o assime´trica a partir





g(xαsinal[x]), onde sinal[x] = |x|
x








((xαsinal[x])2 + 2B|xαsinal[x]|+ C)ρ+1
]
(5.3)



























σ )])2 + 2B|xαsinal[(x−µσ )]|+ C)ρ+1
]
(5.4)
5.3.2 Gra´fico para a Densidade Assime´trica Sbs(x)
Notamos que a densidade pode assumir a forma bimodal, ale´m de possuir curvas
com caudas pesadas tambe´m. Segue o gra´fico para a densidade h2(x) para alguns
valores de Θ = (B,C, ρ, α, µ, σ):












Figura 5.2: Formas para a Densidade Assime´trica Sbs(x)
A interpretac¸a˜o para o paraˆmetro µ e´ de que ele se encontra onde ocorre o





Sera˜o apresentados conjuntos de dados onde foram aplicadas as distribuic¸o˜es.
Sera˜o realizados os ajustes das distribuic¸o˜es e densidades, logo sera˜o calculados os
valores dos paraˆmetros. A primeira aplicac¸a˜o trata de dados de precipitac¸a˜o, onde
utilizaremos a forma assime´trica da densidade introduzida em (3.3). O segundo exem-
plo trara´ dados de retornos de taxas de caˆmbio do Brasil e Canada´, onde realizaremos
o ajuste para a versa˜o sime´trica apresentada em (4.2). O terceiro exemplo trara´ dados
de log-consumo de energia, onde aplicaremos a densidade assime´trica derivada a par-




Os dados foram obtidos no s´ıtio http://www.weather.gov/ (12). Sa˜o dados anuais
de precipitac¸a˜o(chuva) entre 1878 e 1998, para o centro da cidade de Los Angeles, com
121 observac¸o˜es. Segundo o s´ıtio (12), o ano hidrolo´gico termina em 30 de junho de
cada ano. A precipitac¸a˜o observada e´ um subproduto do National Weather Service
(NWS) dos Estados Unidos da Ame´rica. Este conjunto de dados foi utilizado por
[Rathie & Coutinho,2011] (16) e os resultados sera˜o comparados.
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Foram calculadas as estat´ısticas descritivas, bem como o boxplot. A dis-
tribuic¸a˜o emp´ırica dos dados, assim como a densidade foram constru´ıdas com software
R por meio dos comandos ecdf e density.

















Figura 6.1: Boxplot para os Dados de Precipitac¸a˜o
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Figura 6.2: Distribuic¸a˜o Emp´ırica e Densidade Estimada por Kernel para os Dados
de Precipitac¸a˜o
Observamos pelo boxplot (6.1), que a distribuic¸a˜o e´ muito assime´trica a` direita.
Foi verificada a hipo´tese de normalidade dos dados por meio do teste Shapiro-Wilks,
que apontou W = 0, 9211 e p− valor = 0, 00000256. Logo, existem fortes evideˆncias
de que os dados na˜o possuem distribuic¸a˜o Normal.
6.2.2 Estimac¸a˜o dos Paraˆmetros
OMe´todo da Ma´xima Verossimilhanc¸a foi empregado para estimac¸a˜o dos paraˆmetros
B,C, ρ. A otimizac¸a˜o da func¸a˜o de log-verossimilhanc¸a foi realizada com o aux´ılio do
pacote DEoptim (11) no software R. Outros me´todos como o nlm,nlminb, optim e o
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pacote rgenoud foram utilizados, mas na˜o encontraram soluc¸o˜es satisfato´rias.
Para a estimac¸a˜o do intervalo de confianc¸a a 95%, utilizamos o me´todo Boot-
strap na˜o-parame´trico baseado em 1.000 amostras com reposic¸a˜o, por meio do pacote
boot. A seguir apresentamos os resultados:
Tabela 6.2: E.M.V. e I.C. 95% Bootstrap para os Paraˆmetros B,C, ρ
Paraˆmetro Estimativa I.C.Bootstrap Normal 95% I.C.Bootstrap Ba´sico 95%
B -0,35 [-0,3844; -0,3427 ] [-0,3816; -0,3447]
C 28,00 [27,34; 29,41] [27,44; 29,28]
ρ 7,27 [6,759; 7,798] [6,816; 7,752]
Para garantir que Bˆ, Cˆ, ρˆ e´ E.M.V., calculamos a matriz Hessiana, denotada
por H(θ) e verificamos no software Mathematica que e´ definida negativa:

−65, 00 −3, 16 −16, 13
−3, 16 −0, 19 −0, 72
−16, 13 −0, 72 −2, 28

6.2.3 Ajuste da Curva
Calculamos o teste de bondade de ajuste Kolmogorov-Smirnov, onde a ma´xima
distaˆncia ou ma´ximo desvio encontrado foi de D = 0, 0496 e p−valor = 0, 9984, indi-
cando que houve um bom ajuste, na˜o se rejeita a hipo´tese de que os dados seguem a




(x2 − 0.7x+ 28)7,27 (6.1)
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f(x) =
14, 54x13,54(−0, 35x+ 28)
(x2 − 0, 7x+ 28)8,27 (6.2)
Foram calculadas medidas de acura´cia do ajuste: Erro Quadra´tico Me´dio
(MSE), Desvio Me´dio Absoluto (AAD) e Desvio Ma´ximo Absoluto (MD). A me-
dida MSE (Mean Square Error) consiste na me´dia do quadrado da diferenc¸a entre
os valores da distribuic¸a˜o emp´ırica e valores da distribuic¸a˜o ajustada.A medida AAD
(Average Absolute Deviation) consiste na mediana do mo´dulo da diferenc¸a entre os
valores da distribuic¸a˜o emp´ırica e valores da distribuic¸a˜o ajustada. E, finalmente,
a medida MD (Maximum Deviation) consiste no valor ma´ximo entre as diferenc¸as
absolutas para a distribuic¸a˜o emp´ırica e a distribuic¸a˜o ajustada. Apresentamos as
medidas:
Tabela 6.3: Medidas de Acura´cia de Ajuste para as Distribuic¸a˜o dos Dados de Pre-
cipitac¸a˜o




Observamos um bom ajuste dos dados a` distribuic¸a˜o apresentada no Cap´ıtulo
3. Ao compararmos os resultados encontrados neste trabalho e aqueles apresentados
em Rathie e Coutinho(2011) (16), vemos que a acura´cia do ajuste foi semelhan-
te, ja´ que os valores encontrados la´ foram MSE=0,000589018, AAD=0,0192187 e
MD=0,0547488.
A seguir apresentamos os gra´ficos com a distribuic¸a˜o e densidade ajustadas
aos dados de precipitac¸a˜o do centro de Los Angeles:
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Figura 6.3: Ana´lise de Bondade do Ajuste para os Dados de Precipitac¸a˜o
6.3 Retornos Dia´rios de Taxa Caˆmbio
6.3.1 Ana´lise Descritiva
Os dados de taxas de caˆmbio foram obtidos no s´ıtio http://www.federalreserve.gov/
(5). A informac¸a˜o e´ baseada em dados coletados e certificados pelo Federal Reserve
Bank of New York a partir de uma amostra de participantes no mercado. O per´ıodo
das taxas de cambio dia´rias em relac¸a˜o ao do´lar americano encontram-se entre 03 de
janeiro de 2000 e 20 de maio de 2011. As moedas pesquisadas foram o Real e Do´lar
Canadense que pertencem aos pa´ıses Brasil e Canada´, respectivamente. Segundo o
FDR (5), os dados sa˜o mensurados ao meio-dia pelas taxas de compra em Nova York








Pi e´ o prec¸o ou taxa de caˆmbio do dia i
Pi−1 e´ o prec¸o ou taxa de caˆmbio do dia anterior i-1
Foram calculadas as estat´ısticas descritivas, bem como o boxplot. A dis-
tribuic¸a˜o emp´ırica dos dados, assim como a densidade foram constru´ıdas com software
R por meio dos comandos ecdf e density, para Brasil e Canada´:
Tabela 6.4: Estat´ısticas Descritivas para os Dados de Retornos Dia´rios das Taxas de
















Boxplot − Retornos das Taxas de Câmbio do Real − Brasil








Boxplot − Retornos das Taxas de Câmbio do Dólar Canadense − Canadá
Figura 6.5: Boxplot para Retornos da Taxa de Caˆmbio - Do´lar Canadense - Canada´
Foi verificada a hipo´tese de normalidade dos retornos de taxas cambiais por
meio do teste Shapiro-Wilks, que apontouW = 0, 8898 e p−valor < 2, 2.10−16 para o
Brasil (real) eW = 0, 9492 e p−valor < 2.2.10−16 para o Canada´ (do´lar). Logo, exis-
tem evideˆncias de que os dados na˜o possuem distribuic¸a˜o Normal para ambos os casos.
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Densidade Estimada por Kernel





Figura 6.6: Distribuic¸a˜o Emp´ırica e Densidade Estimada para Retornos da Taxa de
Caˆmbio - Real - Brasil
6.3.2 Estimac¸a˜o dos Paraˆmetros
OMe´todo da Ma´xima Verossimilhanc¸a foi empregado para estimac¸a˜o dos paraˆmetros
B,C. Fixaremos o paraˆmetro ρ̂ = 1
2
, pois pela ana´lise gra´fica da densidade estimada
por kernel dos dados de retornos de taxas de caˆmbio, observamos que os dados pos-
suem curva unimodal, tanto para o Brasil quanto para o Canada´. Para a ana´lise
gra´fica da densidade sime´trica apresentada em (4.2), a u´nica hipo´tese em que a den-
sidade apresenta forma unimodal e´ quando ρ = 1
2
.
A otimizac¸a˜o da func¸a˜o de log-verossimilhanc¸a foi realizada com o aux´ılio
do pacote DEoptim no R. Para garantir que Bˆ, Cˆ e´ E.M.V., calculamos a matriz
Hessiana e verificamos no software Mathematica que e´ definida negativa, para Brasil
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Densidade Estimada por Kernel





Figura 6.7: Distribuic¸a˜o Emp´ırica e Densidade Estimada para Retornos da Taxa de
Caˆmbio - Do´lar Canadense - Canada´
e Canada´, respectivamente:  8478, 36 6757, 35
6757, 35 3283, 16

e
 50537, 63 34867, 27
34867, 27 21929, 15

Utilizamos intervalos de confianc¸a de Wald, baseados na Matrizes Inversas de
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A seguir apresentamos os resultados do E.M.V., com quatros casas de pre-
cisa˜o:
Tabela 6.5: E.M.V. e I.C. Wald 95% para os Paraˆmetros B,C
Paraˆmetro Caˆmbio Estimativa I.C.Wald 95%
B Real 0,05 [0,0234;0,0765]
Do´lar Canadense -0,01 [-0.0379;0.0179]
C Real 0.6193 [0,5792;0,6647]
Do´lar Canadense 0.2810 [0.2385; 0,3235]
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6.3.3 Ajuste da Curva
Calculamos o teste de bondade de ajuste Kolmogorov-Smirnov, onde a ma´xima
distaˆncia encontrada entre a distribuic¸a˜o emp´ırica e a distribuic¸a˜o ajustada foi de
D = 0, 0258 com p − valor = 0, 2946 para o Brasil e D = 0, 0269 com p − valor =
0.2518 para o Canada´. Isto e´, na˜o existem evideˆncias de que a distribuic¸a˜o estimada e
a distribuic¸a˜o emp´ırica sejam diferentes. Apresentamos adiante medidas de acura´cia
do ajuste, a saber: Erro Quadra´tico Me´dio (MSE), Desvio Me´dio Absoluto (AAD) e
Desvio Ma´ximo Absoluto (MD).
Tabela 6.6: Medidas de Acura´cia de Ajuste para as Distribuic¸o˜es dos Retornos das








A seguir apresentamos os gra´ficos com a distribuic¸a˜o e densidade ajustadas
aos dados dos retornos das taxas cambiais de Brasil e Canada´, respectivamente:
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Figura 6.8: Ana´lise de Bondade de Ajuste para Retornos Dia´rios da Taxa de Caˆmbio
- Real - Brasil



















































































Figura 6.9: Ana´lise de Bondade de Ajuste para Retornos Dia´rios da Taxa de Caˆmbio
- Do´lar Canadense - Canada´
6.4 Consumo de Energia - kg de petro´leo per capita
6.4.1 Ana´lise Descritiva
O s´ıtio http://data.worldbank.org/indicator/EG.USE.PCAP.KG.OE (23) conte´m
os dados de consumo de energia. O consumo de energia refere-se a utilizac¸a˜o da
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energia prima´ria antes da transformac¸a˜o para outros combust´ıveis de uso final, que e´
igual a` produc¸a˜o ind´ıgena, mais as importac¸o˜es e as mudanc¸as de estoque, menos as
exportac¸o˜es e combust´ıveis fornecidos a navios e aeronaves em tra´fego internacional
para 136 pa´ıses no ano de 1997. Os dados esta˜o na escala de quilos de petro´leo per
capita. Para nossa ana´lise, transformamos a escala para log-consumo de energia.
A abordagem utilizada para os dados bimodais e´ mais simples do que aquela
realizada por meio de mistura de distribuic¸o˜es presente em [Valdes, 2011] (21), pois
la´ tem-se a combinac¸a˜o linear de Levy, que e´ uma soluc¸a˜o mais complexa do que
a apresentada neste trabalho. Aqui a distribuic¸a˜o tem forma fechada e uma u´nica
curva, onde temos um u´nico vetor de paraˆmetros estimados a partir dos dados.
Foram calculadas as estat´ısticas descritivas, bem como o boxplot. A dis-
tribuic¸a˜o emp´ırica dos dados, assim como a densidade foram constru´ıdas com software
R por meio dos comandos ecdf e density.


















Figura 6.10: Boxplot para os Dados de Log-Consumo de Energia






































Figura 6.11: Distribuic¸a˜o Emp´ırica e Densidade Estimada por Kernel para os Dados
de Log-Consumo de Energia
6.4.2 Estimac¸a˜o dos Paraˆmetros
OMe´todo da Ma´xima Verossimilhanc¸a foi empregado para estimac¸a˜o dos paraˆmetros
B,C, γ, µ, σ. Fixamos o paraˆmetro ρ = 1
2
. A otimizac¸a˜o da func¸a˜o de log-verossimilhanc¸a
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foi realizada com o aux´ılio do pacote DEoptim (11) no software R. Outros me´todos
como o nlm,nlminb, optim e o pacote rgenoud foram utilizados, mas na˜o encontraram
soluc¸o˜es satisfato´rias. A estimac¸a˜o realizada para os paraˆmetros foi pontual. A seguir
apresentamos os resultados:







6.4.3 Ajuste da Curva
Calculamos o teste de bondade de ajuste Kolmogorov-Smirnov, onde a ma´xima
distaˆncia encontrada entre a distribuic¸a˜o emp´ırica e a distribuic¸a˜o ajustada foi de
D = 0, 0809 com p−valor = 0, 7653, o que indica que a hipo´tese de semelhanc¸a entre
as distribuic¸o˜es emp´ırica e ajustada na˜o foi rejeitada. Foram calculadas medidas de
acura´cia do ajuste: Erro Quadra´tico Me´dio (MSE), Desvio Me´dio Absoluto (AAD) e
Desvio Ma´ximo Absoluto (MD). Apresentamos as medidas:
Tabela 6.9: Medidas de Acura´cia de Ajuste para as Distribuic¸a˜o dos Dados de Log-
Consumo de Energia





A seguir apresentamos os gra´ficos com a distribuic¸a˜o e densidade ajustadas
aos dados de consumo de energia:










































































Log−Consumo de Energia 
f(x
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Os cap´ıtulos anteriores caracterizam as distribuic¸o˜es assime´tricas e sime´tricas.
Pela quantidade de paraˆmetros, pode-se observar pelos gra´ficos que as distribuic¸o˜es
sa˜o malea´veis e podem assumir diversos formatos, e assumem formas com caudas
grossas e pesadas.
Um fato interessante e´ que ambas na˜o possuem momentos inteiros positivos,
geralmente utilizados na Infereˆncia Estat´ıstica Cla´ssica. Os momentos e func¸o˜es ca-
racter´ısticas possuem resultados em func¸o˜es especias que podem ser computados em
softwares matema´ticos como Maple e Mathematica.
Observamos que tanto para o caso sime´trico, quanto para o caso assime´trico,
foram encontrados dados reais em que as distribuic¸o˜es tiveram aplicac¸o˜es. A dis-
tribuic¸a˜o ajustada obteve resultado excelente para os dados de precipitac¸a˜o, forte-
mente assime´tricos, apesar das poucas observac¸o˜es. Para os dados de retornos per-
centuais de taxa de caˆmbio do real e do´lar canadense em relac¸a˜o ao do´lar americano,
o resultado do ajuste foi o´timo.
A distribuic¸a˜o assime´trica do Cap´ıtulo 5 obtida a partir da distribuic¸a˜o
sime´trica do Cap´ıtulo 4 tambe´m gerou bons resultados e tem a vantagem de modelar
dados bimodais e fortemente assime´tricos, com caudas pesadas. A diferenc¸a entre a
distribuic¸a˜o emp´ırica e distribuic¸a˜o ajustada poderia ser menor se houvessem mais
observac¸o˜es. A abordagem utilizada para os dados bimodais e´ vantajosa, pois e´ mais
simples do que aquela realizada por meio de mistura de distribuic¸o˜es presente em
[Valdes, 2011] (21), e possui boa resposta aos dados.
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As distribuic¸o˜es apresentadas mostraram grande aplicabilidade aos dados
reais, principalmente em a´reas com um comportamento t´ıpico de caudas pesadas
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Conceitos Ba´sicos em Probabilidade e Infereˆncia Es-
tat´ıstica
Para analisar o problema proposto sera˜o necessa´rios alguns conceitos de Proba-
bilidade e Infereˆncia Estat´ıstica. No estudo de Probabilidade sera˜o introduzidas
definic¸o˜es de Distribuic¸a˜o de Probabilidade, Momentos, Func¸a˜o Geratriz de Momen-
tos e Func¸a˜o Caracter´ıstica. Estes conceitos sera˜o necessa´rios para montar va´rias
propriedades das distribuic¸o˜es que sera˜o apresentadas.
Por outro lado, apo´s apresentac¸a˜o das propriedades das novas distribuic¸o˜es
e´ indispensa´vel a estimac¸a˜o dos paraˆmetros destas, onde sera˜o necessa´rios conceitos
a Ma´xima Verossimilhanc¸a, Me´todo do Momentos e Intervalos de Confianc¸a. Breves
definic¸o˜es e conceitos sera˜o apresentados a seguir.
Probabilidade
A palavra probabilidade deriva do Latim probare (provar ou testar). O estudo
da probabilidade esta´ interessado em observar fenoˆmenos cotidianos aleato´rios. Note
que ao realizar experimentos aleato´rios, na˜o se sabe qual sera´ o resultado exato antes
de realiza´-lo, mas sim quais sa˜o os resultados prova´veis.
Distribuic¸a˜o de Probabilidade Acumulada
Definic¸a˜o 7.0.1. Seja X uma varia´vel aleato´ria (v.a.) em um espac¸o de probabili-
dade. A func¸a˜o de distribuic¸a˜o de probabilidade acumulada de X, denotada por FX
ou simplesmente F, e´ definida por
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FX(x) = P (X ≤ x), x ∈ R (7.1)
Proposic¸a˜o 7.1. Propriedades da Func¸a˜o de Distribuic¸a˜o Acumulada
i) 0 ≤ FX(x) ≤ 1, ∀x;
ii) limx→−∞ FX(x) = 0 e limx→∞ FX(x) = 1;
iii) FX e´ cont´ınua a` direita;
iv) FX na˜o e´ decrescente, isto e´, FX(x) ≤ FX(y), ∀x < y; x, y ∈ R.
Func¸a˜o Densidade de Probabilidade
Definic¸a˜o 7.0.2. Seja X uma varia´vel aleato´ria em um espac¸o de probabilidade. X e´
denominada discreta se assume um nu´mero finito ou enumera´vel de valores. Neste
caso, a func¸a˜o densidade de probabilidade de uma v.a. discreta, denotada por p(xi),
e´ definida por








Proposic¸a˜o 7.2. Propriedades da Func¸a˜o Densidade de Probabilidade de
uma V.A. Discreta
i) p(xi) ≥ 0, x ∈ R;





Definic¸a˜o 7.0.3. Seja X uma varia´vel aleato´ria em um espac¸o de probabilidade. X e´
denominada cont´ınua se sua func¸a˜o densidade de probabilidade (f.d.p.), denotada




f(t)dt; ∀x ∈ R (7.3)
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Proposic¸a˜o 7.3. Propriedades da Func¸a˜o Densidade de Probabilidade de
uma V.A. Cont´ınua









Definic¸a˜o 7.0.4. Seja X uma varia´vel aleato´ria qualquer e F sua distribuic¸a˜o em um






















xdF (x) forem finitas.
Momentos
Definic¸a˜o 7.0.5. Seja X uma vara´vel aleato´ria em um espac¸o de probabilidade. O
k-e´simo momento de X, denotado por µ′k, e´ definido por
µ′k = EX
k, (7.5)
desde que E|X|k exista. O k-e´simo momento central de X (em torno da me´dia),
denotado por µk, e´ definido por
µk = E(X − EX)k, (7.6)
desde que E|X − EX|k exista.
91
Func¸a˜o Geratriz de Momentos
Definic¸a˜o 7.0.6. Seja X uma vara´vel aleato´ria em um espac¸o de probabilidade. A
func¸a˜o geratriz de momentos de X, denotada por MX(t), e´ definida por
MX(t) = Ee
tX , (7.7)
desde que a esperanc¸a exista.






Definic¸a˜o 7.0.7. Seja X uma vara´vel aleato´ria em um espac¸o de probabilidade. A
func¸a˜o caracter´ıstica, denotada por ϕX(t), e´ a func¸a˜o ϕ : R→ C definida por
ϕX(t) = Ee
itX ; (7.8)
onde i e´ o nu´mero imagina´rio
√−1.
Proposic¸a˜o 7.4. Propriedades da Func¸a˜o Caracter´ıstica
i) ϕX(t) e´ limitada, isto e´, |ϕX(t)| ≤ 1, ∀t ∈ R;
ii) ϕX(0) = 1;
iii) ϕX(t) e´ uniformemente cont´ınua na reta;
iv) A func¸a˜o caracter´ıstica de uma v.a. X determina a distribuic¸a˜o de X unicamente;
v) Se E|X| <∞, enta˜o ϕX possui k derivadas cont´ınuas e dkdtk (ϕX(t))|t=0 = ikEXk.
Note que, pelas propriedades acima apresentadas, a func¸a˜o caracter´ıstica sem-
pre existe.
Infereˆncia Estat´ıstica
A infereˆncia estat´ıstica tem por objetivo fazer afirmac¸o˜es sobre uma populac¸a˜o
ou universo a partir de uma amostra. Tal tipo de afirmac¸a˜o deve sempre vir acom-
panhada de uma medida de precisa˜o. Os estimadores esta˜o ligados a` ide´ia de fazer
92
afirmac¸o˜es de sobre a populac¸a˜o e intervalos de confianc¸a esta˜o associados a` ide´ia
de precisa˜o. A seguir sera˜o apresentados conceitos relacionados a` estimac¸a˜o de
paraˆmetros e intervalos de confianc¸a. O leitor devera´ estar familiarizado com as fer-
ramentas da Infereˆncia como espac¸o parame´trico, estimadores, estat´ısticas suficientes
e completas. Tais fundamentos podem ser encontrados em Bolfarine[2002] etc.
Me´todos de Estimac¸a˜o
Sera˜o apresentados me´todos que possibilitam a estimac¸a˜o dos paraˆmetros nas
distribuic¸o˜es que sera˜o estudadas: o Me´todo dos Momentos e o Me´todo da Ma´xima
Verossimilhanc¸a.
Me´todo dos Momentos
O Me´todo dos Momentos consiste em igualar momentos amostrais aos mo-
mentos populacionais.








onde n e´ o nu´mero de elementos de uma amostra X1, X2, . . . , Xn.









Me´todo da Ma´xima Verossimilhanc¸a
Definic¸a˜o 7.0.9. Sejam X = (X1, X2, . . . , Xn) uma amostra aleato´ria da v.a. X
com f.d.p. f(x|θ) em que θ ∈ Θ e´ um vetor (θ1, θ2, . . . , θk), onde Θ e´ o espac¸o
parame´trico e k e´ a quantidade de paraˆmetros que a f.d.p. possui. A func¸a˜o de





Definic¸a˜o 7.0.10. O estimador de ma´xima verossimilhanc¸a ( E.M.V.), de-
notado pelo vetor θˆ, e´ alcanc¸ado por meio da maximizac¸a˜o de L(θ;X).
L(θˆ) = maxθˆ∈ΘL(θ;X) (7.12)
A seguir e´ apresentado o procedimento para obtenc¸a˜o do E.M.V.
i) Obte´m-se o logaritmo natural de L(θ;X)
l(θ;X) = logL(θ;X) (7.13)


















iii) Resolve-se as k equac¸o˜es (7.14), isolando cada θˆi.



































Note que o E.M.V pode na˜o existir ou pode na˜o ser u´nico. Tambe´m observe
que em situac¸o˜es em que o espac¸o parame´trico Θ e´ discreto ou que o ma´ximo de
l(θ;X) ocorre na fronteira de Θ, o E.M.V deve ser obtido examinando a func¸a˜o de
verossimilhanc¸a, ao inve´s de utilizar o procedimento acima descrito.
A propriedade da Invariaˆncia presente nos E.M.V. e´ muito vantajosa e sera´
enunciada a seguir.
Teorema 7.0.1. (O princ´ıpio da Invariaˆncia) Seja g(.) func¸a˜o real e invers´ıvel
definida no espac¸o parame´trico Θ. Enta˜o, se θˆ e´ E.M.V. de θ, enta˜o g(θˆ) e´ o E.M.V.
para g(θ).









e´ denominada a Matriz de Informac¸a˜o de Fisher. Ob-
serve que I(θ) e´ a matriz hessiana com sinais trocados.
Intervalos de Confianc¸a (I.C.)







em que diag e´ a diagonal da Matriz Inversa de Informac¸a˜o de Fisher e zα/2, z1−α/2 sa˜o
os quantis da distribuic¸a˜o N(0, 1) com n´ıvel de confianc¸a α.
Outro tipo de I.C. esta´ baseado no me´todo na˜o-parame´trico de Bootstrap,
descrito a seguir:
i)Estimar θˆ utilizando os dados reais.
ii) Retirar B amostras bootstrap de tamanho m, com reposic¸a˜o dos dados reais (x1, x2, . . . , xn).
iii) Estimar θˆ1, . . . , θˆB das B amostras.








v) Para estimar o I.C. Bootstrap Normal, calcular a me´dia θˆ e desvio-padra˜o dp(θˆ)de





Para mais detalhes sobre o me´todo Bootstrap, veja (4).
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