An analytic technique is proposed, which allows to generate many new examples of entropic functionals generalizing the standard Boltzmann-Gibbs entropy. Our approach is based on the existence of a grouptheoretical structure, which is intimately related with the notion of entropy, as clarified in recent work of the author. The new entropies proposed satisfy the first three Shannon-Khinchin axioms and are composable (at least in a weak sense). By combining them, multiparametric examples of entropies can be realized. As a by-product of the theory, entropic functionals related to the Riemann zeta function and other numbertheoretical functions are introduced.
Introduction
The relevance of the notion of entropy in modern science has dramatically increased in the last decades. Apart from the traditional thermodynamical contexts, entropy has become a key concept in different areas as information theory, social sciences, linguistics and the theory of complexity in its broadest sense. Since the pioneering work of Tsallis [1, 2] , the search for new entropic functionals designed to provide an extension of the classical Boltzmann-Gibbs framework has become a very active research field (e.g. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] ; http://tsallis.cat.cbpf.br/TEMUCO.pdf). In classical information theory, they provide generalizations of the Kullback-Leibler divergence [16] . In quantum information theory, generalized entropies are of crucial importance for the proper detection of entanglement, as the von Neumann entropy fails to provide a reliable test [17] [18] [19] . The purpose of this paper is to prove the existence of a new, huge class of entropic functions, which possesses several thermodynamically important properties. In [20] , it has been established that there exists a general group-theoretical structure underlying the notion of entropy. This structure emerges as a consequence of the composability axiom that an entropy should satisfy, apart from the first three Shannon-Khinchin (SK) axioms [21] [22] [23] (see appendix A). It essentially means that the entropy of a macroscopic system which comes from the composition of two statistically independent systems should depend on the entropy of the systems only, and not on a microscopical description of the dynamics [2, 24, 25] . In addition, the composition process must satisfy some very natural requirements, as associativity, commutativity and invariance with respect to the composition with a zero entropy system.
Depending on their degree of generality, we can distinguish two different versions of the notion of composability.
(i) We shall say that an entropy is strictly composable (or composable tout court) if composability holds for any possible choice of the probability distributions of the considered subsystems. (ii) Instead, if we require composability at least on the uniform distribution, we shall talk about weak composability. The uniform distribution emerges, for instance, when considering an isolated system at the equilibrium (microcanonical ensemble) or in contact with a reservoir at high temperature (canonical ensemble). The only two known cases of trace-form strictly composable entropies are the Boltzmann's and the Tsallis's entropies. It is possible to ascertain that even in the case of entropies, obtained as functions of composable entropies, the composability properties are not guaranteed in the trace-form class. Instead, there are (infinitely) many examples of weakly composable entropies.
At the same time, although weak composability is a very common property, it is not guaranteed a priori. Indeed, there are entropic forms that satisfy the first three SK axioms, but are not even weakly composable. For instance, by performing a linear combination of the Boltzmann and the Tsallis entropy with suitable coefficients, one gets a trace-form function that is not associated with a generalized logarithm; therefore, it is not weakly composable, as this property fails on the uniform distribution.
In the light of the previous discussion, it emerges that a necessary condition for an entropy S to be considered admissible is that it satisfies the first three SK axioms, it is at least weakly composable and it reproduces the Boltzmann entropy in some limiting procedure. Clearly, strong composability is a much more desirable property both for thermodynamical and informationtheoretical purposes.
The universal group entropy, also introduced in [20] , provides a huge class of weakly composable entropies. Let us denote by P W the set of probability distributions
..,W be a discrete probability distribution. Let
be a real analytic function, where {a k } k∈N is a real sequence, with a 0 = 0, such that the function S U : P W → R + ∪ {0}, defined by
is a concave one. This function will be called the universal-group entropy.
Observe that the condition a k ≥ (k + 1)a k+1 (with strict inequality for at least some k ∈ N) is sufficient (but not necessary) to ensure that G(t) is absolutely and uniformly convergent with a The key observation is that the knowledge of G(t) is sufficient both to construct an entropy and to derive its essential physical-and information-theoretical properties.
The main results of this paper are the following:
(i) We shall prove a general result (theorem 2.4), which allows us to construct infinitely many cases of interesting entropic functionals, not previously contemplated in the literature. These cases are realizations of the universal group entropy (1.2); in our opinion, they are non-trivial, due to their many thermodynamical and analytical properties. We also require that the entropic functionals considered reproduce the standard BG entropy as a limiting case. This requirement is crucial if we wish to generalize standard thermodynamics. (ii) We shall also introduce multi-parametric entropies (see theorem 7.1), depending a priori on an arbitrary number of parameters. Up to date, only very few examples of two-parametric entropies were known. (iii) As a byproduct of the theory, a potentially interesting connection with analytic number theory is proposed. Indeed, the 'magical recipe' allowing to generate such entropies can also be applied to derive entropic functionals directly related to the Riemann zeta function and other Dirichlet series.
The paper is organized as follows. In §2, a new class of trace-form entropies is introduced and its main properties investigated. In §3, the thermodynamical properties of the new class are studied; the relation with known entropies is clarified in §4. In §5, some concrete examples of entropies of the new class are discussed in more detail. A connection with analytic number theory is proposed in §6. In §7, a theorem is proposed, which allows to generate new multiparametric entropies from known cases. Finally, a generalization of the proposed construction is briefly outlined in §8.
The 'Magical recipe'
where a is such that 1 − af (a) = 0. Then f will be said to be an admissible function.
We shall denote by A the set of admissible functions. The values of l a , l σ usually will depend on the choice of f . Remark 2.2. Definition 2.1 makes sense for functions f at least of class C 2 (0, 1) (with the other properties unchanged). The regularity C ∞ (0, 1) is required for later convenience.
Let f be an admissible function, according to definition 2.1 . The functional 
In addition, S f [p] takes values in R + ∪ {0}. Indeed, s f (x) is strictly concave for x ∈ [0, 1] and s f (0) = s f (1) = 0. Therefore, it takes its minimum value at x = {0, 1} and s f (x) > 0 for x ∈ (0, 1).
(a) The group theoretical structure of the s f entropy: composability An axiomatic formulation of the notion of composability has been proposed in [20] , based on the theory of formal groups [26] [27] [28] (see appendix B).
Definition 2.5 (Composability Axiom). An entropy S is strictly composable if there exists a smooth function of two real variables Φ(x, y) such that (C1)

S(A ∪ B) = Φ(S(A), S(B); {η}), (2.3)
where A and B are two statistically independent systems, defined for any probability
, {η} is a possible set of real parameters, with the further properties. (C2) Symmetry:
Remark 2.6. Our formulation extends the original notion, as proposed in the book [2] , that essentially demanded the property (C1) only. Instead, a group theoretical structure is now required.
Hereafter, let us consider the class of trace-form entropies. The symmetry property is an obvious requirement. The null-composability ensures that the composition of a system with a system in a state of zero entropy cannot affect thermodynamics, and in fact is in some sense related to the axiom (SK2), called 'expansibility' (adding a zero probability event does not affect the value of an entropy). The associativity property is the essential point: it guarantees the composability of more than two systems. The weak formulation of this notion is the following. Definition 2.7. We shall say that an entropy is weakly composable if the properties (C1)-(C3) of definition 2.5 are satisfied at least when the probability distributions of the two statistically independent systems A and B are both uniform, and property (C4) holds in general.
We shall prove that the entropies constructed in this work are indeed composable in this weaker sense. Again, the composability requirement is equivalent to the existence of a group law intimately related to the notion of entropy. 
(b) Relation with the universal group entropy
We will show here that the class of entropies obtained according to the previous construction are directly related with the universal group entropy (1.2). Precisely, given an admissible function f ∈ A, and consequently an entropy of the form (2.2), we shall determine the function G(t) of equation (1.1) as a formal expansion in terms of the given function f ∈ A and its derivatives. Also, the weak composability property of the class of S f entropies will be discussed.
Theorem 2.8. For any f ∈ A, S f is weakly composable.
Proof. We shall prove that there exists a function Φ(x, y), expressed a priori in terms of a formal power series, such that
where A and B are two statistically independent systems, with {p A i } and {p B j } both uniform. According to the general theory proposed in [20] , the function Φ(x, y) is obtained from the relation
where G(t) is a formal power series which can be recovered as the series expansion of S f around σ = 0, expressed in terms of power of logarithms, i.e.
also, F(s) denotes the compositional inverse of G(t). Explicitly, we have
Consequently, we deduce that the general expression of G(t) for the family (2.2) is
Note that G(t), as a formal series, is invertible, and its inverse F(s) can be obtained term by term by means of the Lagrange inversion principle (see appendix B). Over the uniform distributions (putting t = ln W), we have
The form (2.8) ensures that Φ(s 1 , s 2 ) defines a formal group law. Consequently, the thesis follows.
From the previous discussion, it emerges that the class of entropies S f represents a specific realization of the notion of universal group entropy (1.2). However, it is very general and it contains many known important examples, as well as infinitely many new ones.
The microcanonical description and associated thermodynamics
In this section, we shall describe some of the thermodynamic properties of the entropies discussed above. Despite their different functional form, they share several relevant features. Let us first 
Equation (2.2) takes the usual form
In the micro-canonical ensemble, all microstates have equal probability p i = 1/W. In this case, equation (2.2) becomes
It reduces to the celebrated Boltzmann formula S BG = k ln W when σ → 0. Let F(s) be the compositional inverse of G(t). We can define the generalized exponential
We shall discuss the maximization of group entropies under appropriate constraints: we advocate a generalized maximum entropy principle (e.g. [29] ). As pointed out in [20] , the derivation of the Legendre structure of classical thermodynamics for group entropies is an open problem. As we have seen, at least some aspects of the Legendre structure of classical thermodynamics are preserved.
However, for a system in thermal contact with a reservoir (generalized canonical ensemble), a deeper analysis is required. We introduce the numbers i , interpreted as the values of a physically relevant observable, typically the value of the energy of the system in its ith state. Assume that p i ( i ) is a normalized and monotonically decreasing distribution function of i . We define the internal energy V in a given state as V = W i=1 i p i ( i ). Consider the variational problem of the existence of a stationary distributionp i ( ) for a generalized entropy S G [p] . To this aim, we introduce the functional
where α and β are Lagrange multipliers. We impose the vanishing of the variational derivative of this functional with respect to the distribution p i . Without loss of generality, we write the stationary solution as [29] 
with α ∈ R, μ = −α/β, and E(·) is a priori an invertible function. However, as already pointed out in [30] , only in particular cases we are able to identify this function with the inverse of the generalized logarithm.
More specific forms of constraints have also been studied in the literature (see [2] for a discussion). In the cases when the Legendre structure is preserved, one can introduce a thermodynamical observable T, which might be interpreted as an effective temperature for a non-equilibrium metastable state. Precisely, we can define it from ∂S G /∂V = 1/T. Analogously, a generalized free energy can be introduced according to F = V − TS G .
Relation with known entropies
We shall first discuss the connection between the proposed construction and some well-known examples of entropies. 
(a) Boltzmann-Gibbs entropy
Observe that ∀ f ∈ A, each entropy S f generalizes the S BG entropy, which is recovered as a limiting case.
Proposition 4.1. Let f ∈ A. Then we have
Proof. It is a direct consequence of the expansion (2.10). By taking it in the limit σ → 0, the result follows.
Given a weakly composable entropy, in general it is not difficult to interpret it as a specific case of S f , for a suitable choice of f . Indeed, this class of entropies possesses an expansion of the form (1/p i ) ).
(b) Tsallis entropy and other non-additive cases
The fundamental case of Tsallis entropy is recovered by the simplest choice, namely f (x) = const. Indeed,
with the identification σ = q − 1, that in this case is valid for q ≥ 0. A new version of Kaniadakis entropy is obtained below.
Definition 4.2. The generalized Kaniadakis entropy is the function
Indeed, it can be considered as a two-parametric version of Kaniadakis entropy, due to the presence of the extra parameter α = 1/a, with α > 0. The expression (4.3) coincides with the standard Kaniadakis entropy for α = 1 and σ = κ, κ ∈ (−1, 1).
Note that although in this case f is not defined at x = 0, the entropy (4.3) is still well defined for p i ∈ [0, 1] and concave.
An important case is that of the S(c, d) entropy, defined for c ∈ (0, 1], d ∈ R [7, 8] . It is weakly composable for (c = 1, d ∈ N) and (c ∈ (0, 1), d = 0). For any values of d ∈ N, the corresponding function G(t) is nothing but a polynomial of degree d. For instance,
corresponds to the choice G(t) = 15t + 6t 2 + t 3 (the constant term is irrelevant. In some cases, the S(c, d) entropy is related to our scheme: a possibly admissible function f could be obtained a priori (at least in simple cases) from relations (2.11)).
Infinitely many new entropies
The most important feature of the present approach is that the entropy S f can be specialized to treat infinitely many cases that, at the best of our knowledge, were not previously considered in the literature. Hereafter, we wish to propose just very few paradigmatic examples. 
(a) The exponential entropy
As an application of theorem 2.4, we can consider entropic functionals related to elementary functions. For instance, the exponential entropy
.
(b) Trigonometric and polynomial entropies
Other cases are related to trigonometric functions. Let us consider by way of an example the functional
with a ∈ (0, 1), σ ∈ (0, 1). We shall call it the sin-entropy. It is easy to show that the same construction would lead to new entropies for the functions cos, tan, arctan, as well as for the hyperbolic cases sinh, cosh, tanh, arctanh and so on. Infinitely many polynomial functions can also be used.
A detailed study of all these new functionals is out of the scope of the present work.
Entropies and Dirichlet series in number theory
There exists a nice connection between the notion of entropy and analytic number theory. Indeed, it is possible to realize new entropic functionals directly related to Dirichlet series, and in particular, to the Riemann zeta function.
(a) The zeta entropy
The Riemann zeta function plays a crucial role in analytic number theory [31] . It is defined by
where s ∈ C, Res > 1. It can be analytically continued to the whole complex plane, defining a meromorphic function with a simple pole in s = 1. Observe that ζ (x) ∈ A, for x ∈ [0, 1). We propose the following new entropic functional.
Definition 6.1. The functional
with a, σ ∈ (0, 1) will be called the zeta entropy.
As a consequence of the previous discussion, S ζ [p] satisfies the first three SK axioms and is weakly composable.
The correspondence established here among the notion of entropy and Dirichlet series can be extended to many more cases. At this stage, it is largely mysterious. Let us mention that it is intrinsically different from the connection already discussed in [13, 30, 32] . In those works, it has been observed that, under certain hypotheses, the group exponential G(t) defining a given weakly composable entropy, or equivalently the generalized logarithm associated, can be related to a class of Dirichlet series [30] , by means of a Mellin transform [31] technique . In particular, Tsallis entropy is directly related to the Riemann zeta function [13] . In the present condition, L-functions and Dirichlet series are directly associated with entropies. parameters (a, σ ) we reported for each entropy defined above are not necessarily the unique ones ensuring concavity.
In this work, we preferred to focus on the most obvious choices. A detailed analysis of this point is left to the reader.
Multiparametric entropies
One of the main results of the paper is the following theorem, allowing to compose known entropies to obtain new, multi-parametric ones.
, l a , l σ ∈ (0, 1) be the entropy associated with a function f ∈ A. Then the function
, with the assumption s (a 2 ) = 1/a 2 in (0, l a 2 ), for suitable l a 2 , l σ 2 ∈ (0, 1), and
is a new entropy, associated with s(x), depending on the four parameters (a 1 , a 2 , σ 1 , σ 2 ).
Proof. By virtue of theorem 2.4, as f ∈ A, then S f (x) is an admissible entropy; in particular, the function s(x) is strictly concave. We wish to prove that s(x) satisfies the inequality (2.1) for x ∈ (0, 1] in suitable intervals a 2 ∈ (0, l a 2 ), σ 2 ∈ (0, l σ 2 ), i.e. that s(x) ∈ A. To this aim, observe that, due to the properties of f , s is a smooth function in (0,1), at least C 1 at x = 0. Also, there exists a unique ω ∈ (0, 1) such that s (ω) = 0.
For
In what follows, for simplicity we introduce the notation a 2 =: a, σ 2 =: σ , b =: ax σ . First, we study the case x ∈ (0, ω), i.e. s (x) > 0. We distinguish two possibilities.
, it suffices to observe that for a ≡ a 2 ∈ (0, l a 2 ), with l a 2 > 0 sufficiently small, we have δ < 0. Therefore, for these values the inequality (2.1) holds.
, the inequality (2.1) holds.
Consider now x ∈ (ω, 1]. It is trivial to show that whenever s (·) < 0, s satisfies the inequality (2.1). However, x ∈ (ω, 1] b ≡ ax σ ∈ (ω, 1]. A simple way to prove inequality (2.1) in this case is to take 0 < l a 2 < ω. In this case, a, b ∈ (0, ω) and the proof of the previous case applies.
For x = ω, a, b ∈ (0, ω) and the same considerations again apply. Consequently, the function S S f (x) is another admissible entropy, in its space of parameters (a 1 , a 2 , σ 1 , σ 2 ).
A typical example of application of theorem 7.1 is obtained by using as S f the sin-entropy (5.2). Another interesting possibility is offered by the iteration of the zeta entropy. Starting from the output entropy S S f (x), under the hypotheses of theorem 7.1, we can obviously iterate the process, obtaining multi-parametric admissible entropies.
A further generalization
The notion of S f entropy can be further generalized, with the aim of treating several new cases of entropies recently introduced, with a similar mathematical apparatus. Definition 8.1. Let {p i } i=1,. ..,W , with W i=1 p i = 1, be a discrete probability distribution. Let f be an admissible function, and δ ∈ (0, l δ ), with l δ ∈ R depending on f . The functional
will be called the δ-entropy associated with f .
The motivation for this further generalization is both to recover other relevant examples known in the literature, and to further enlarge the class of new examples. Precisely, we have the following result. Its proof is completely analogous to that of proposition 4.1 and is left to the reader. The entropy (8.2) reproduces the entropy S δ , introduced in [2] and in [15] , and recently discussed in the context of black-holes thermodynamics in [14] . It is weakly composable and concave in a suitable region of the space of its parameters; this implies that it satisfies the first three SK axioms. Another interesting case is obtained when f = 1. Now, we get the entropy S q,δ [ 
A thorough analysis of the many properties of the large class of entropies (8.1) is in progress.
Φ(s 1 , s 2 ) = G(F(s 1 ) + F(s 2 )).
(C 3)
The applications of the Lazard formal group include algebraic topology, cobordism theory, the theory of Bernoulli polynomials, etc. [27, [33] [34] [35] [36] .
The coefficients of the power series G(F(s 1 ) + F(s 2 )) lie in the ring B ⊗ Q and generate over Z a subring A ⊂ B ⊗ Q, called the Lazard ring L.
We recall that, given a commutative one-dimensional formal group law over any ring R, there exists a unique homomorphism L → R under which the Lazard group law is mapped into the given group law (the universal property of the Lazard group).
Another remarkable property, also due to Lazard, is the existence of a series ψ(x) ∈ R [[x] ] ⊗ Q such that, given any commutative one-dimensional formal group law Ψ (x, y) over any ring R, we have 
