Abstract-Participation factor analysis is an interesting feature of the eigenvalue-based stability analysis in a power system, which enables the developers to identify the problematic elements in a multivendor project like in an offshore wind power plant. However, this method needs a full state-space (SS) model of the elements that is not always possible to have in a competitive world due to confidentiality. In this paper, by using an identification method, the SS models for power converters are extracted from the provided data by the suppliers. Some uncertainties in the identification process are also discussed and solutions are proposed, and in the end the results are verified by time domain simulations for linear and nonlinear cases with different complexities, no matter which domain (phase or dq) is used.
be understood by the conditions that create unstable poles in the system transfer function [16] , [17] .
There are typically two ways to assess small-signal stability. One is the impedance-based stability analysis (IBSA) [17] and the other one is the eigenvalue-based analysis using the statespace (SS) model [16] . The IBSA evaluates the system's stability using the ratio of the impedance of the two subsystems (lumped impedances) that are connected to the node under study. While the eigenvalue-based method models the entire system as SS matrices, the IBSA is a simpler method but gives only local information about the stability of the system. The IBSA is confined only to an interconnection point, and it needs to be remodeled repeatedly in order to assess somewhere else [18] , [19] . In contrast, SS models are harder to get but using them one can study the system globally. The SS model allows the participation factor (PF) analysis or the sensitivity analysis [20] , [21] which is very necessary when imposing a responsibility of the interaction problem to the participants in the power network. Phenomenally, the interaction problem is a compounded issue with the linked impedances and the participant can be an offender or a victim at the same time.
In that sense, it is necessary to have a quantitative method that measures the effect on the poles of the entire system (eigenvalues) from varying the state variables in each subsystem [20] . The entire SS model can be found using a systematic and modular method called component connection method (CCM) [22] , [23] . Also, by the help of CCM, the problematic state variables in each subsystem can be managed and visible easily [21] .
However, this method is only possible on the assumption that we have proper SS models of all subsystems. The problem is with the confidentiality of the commercial products where the detailed SS model cannot be obtained and can only be reconstructed indirectly such as by vector fitting (VF) [24] [25] [26] . In [27] , the application of the VF in eigenvalue-based stability analysis has been introduced, in which based on measurements from a node in the network, an SS model is proposed using the VF. However, since this model is based on a local measurement, the model is local and not global. In other words, it cannot show the dynamics of the entire system if there are some symmetries in the system, which leads to the appearance of some hidden dynamics [28] , and as a result, this method must be repeated at different nodes. It also needs a stable system to do measurements, because if the system is unstable, then no measurement can be done and 2168-6777 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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this method is not applicable. Finally, since the entire network is modeled as a black box seen from the measurement point, no further studies such as the PF analysis can be done to find the most problematic component in a system. It must be noted that the method proposed in this paper can be considered as an extension of [27] when more information is available. In this paper, system stability analysis based on SS and CCM by using the indirect VF is presented. Some interaction case examples are adopted to show the validity of this procedure. The result shows that the problematic subsystem could be identified based on the PF analysis even for an unstable system. Since the method models the entire system using a systematic approach, it includes all dynamics of the system. Some uncertainties in the VF are also discussed.
II. EIGENVALUE ANALYSIS

A. Stability Evaluation
If one has the overall SS representation of a system, for instance as given in (1), then the stability can be evaluated by investigating the eigenvalues of matrix A, which is called the state (or system) matrix [29] . The eigenvalues are indeed poles of the system and if their real part is positive, then the system is unstable. It must be noted that in this paper the focus is on linear/linearized SS modelṡ
The eigenvalues also contain some other useful information [20] , for instance if the i th eigenvalue/pole, which is called hereafter the i th mode, is
Then, the oscillation frequency of that mode is ω i , the time constant of that mode, very similar to the first order RC system, is 1/σ i , and the damping is defined as
In other words, the transient response of the system to a perturbation includes this frequency which will decay with the specified time constant/damping. A negative damping by definition indicates an unstable case, where instead of damping, amplifying happens. Therefore, not only the stability of the system can be assessed using the sign of the real parts, but also the minimum damping of the system can be found. The latter can be considered as a measure that states how stable a system is.
B. How To Find the Overall SS Model
One problem is how to find the SS representation of such a complicated system, which has some controllers in addition to a coupled electrical system. The CCM is a good way to deal with very complicated systems [23] . In this method, each subsystem (power converters, passive network, and etc.) is modeled separately and in the end the overall SS can be found by some simple matrix operations. Modeling the system in this way is much easier, and the equations are more readable. The implementation of this algorithm in a computer program is also more straightforward. In this method, first the block diagonal matrices are created by simply appending the different SS matrices individually without considering the interconnections between theṁ
Then, the final matrices can be obtained by
where L 1 to L 4 , which are called the interconnection matrices, are the matrices which define the relationship between the inputs and outputs of the individual components (u cmp and y cmp ) and the inputs and outputs of the total system (u sys and y sys ). The total SS model is described bẏ
where
and I is the identity matrix.
C. Improper Transfer Functions
A transfer function is called improper, if the order of the numerator polynomial is more than the order of the denominator polynomial. The SS model of an improper transfer function could not be described by only A, B, C, and D matrices, and another matrix E is needed to model the extra ordeṙ
The VF is able to find the E matrix; however, in this paper, the improper transfer functions are avoided by choosing a proper impedance or admittance representation. For instance, for current-controlled converters (such as solar inverters), a series inductor is normally used for smoothing the output current; therefore, this series inductance makes the transfer function of the output impedance improper. However, by using the admittance model for a current-controlled converter, this problem can be avoided. The same can be concluded for voltage-controlled converters, in which a capacitive shunt is used at the output terminal. Thus, for a voltage-controlled converter, an impedance model should be used. As a conclusion, the E matrix is not necessary in the identification process by choosing the correct models based on the application and a little engineering judgment. If the magnitude of the frequency response goes up for higher frequencies, then it means the current model might be improper.
III. PROPOSED METHOD FOR DEALING WITH BLACK BOX MODELS
If the SS models of converters and other elements are available, then one can use the aforementioned method and evaluate the stability. However, the structure and parameters of the power converters are not always available due to confidentiality and intellectual property rights. Instead, the terminal characteristics of the converter are delivered as a lookup table, which shows the frequency response of the converter to a voltage/current perturbation at a given condition. Fig. 1 shows the admittances of five current-controlled converters [15] , which are considered in this paper. It is assumed that these are the only available information. The admittances are measured in the phase domain and since the bandwidth of the phaselocked loop (PLL) is set too low; therefore, the coupling in the frequency response can be neglected [30] , and the system can be treated as a single input single output (SISO) system [4] .
In this paper, in order to find an SS model for these numerical data, the VF is utilized. The VF is an iterative process, which tries to find a proper approximate transfer function or SS for the given frequency response [24] [25] [26] , [31] 
where f (s) is the numerical frequency response, N is the order of the transfer function, R m is the corresponding residue of the pole P m , D is the feed-through (direct input to output gain) matrix, and E is nonzero in cases that the transfer function is improper.
The following issues should be addressed in the approximation process.
1) Up to which frequency should the fitting be done? Due to the digital nature of the controller, it is suggested to evaluate the system up to the Nyquist frequency, which is half of the sampling frequency [32] , [33] . 2) What is the suggested order for the fitting process? As a general rule, the minimum order that can minimize the fitting error should be used [24] . However, there are cases where such decisions cannot be made. Therefore, in this paper, an investigation is carried out with different system orders in order to see what happens if over-fit models are used. 3) What are the effects of the measurement noise in the fitting process? In this paper, for the sake of simplicity and a clearer presentation, the noise is not considered; however, there are different statistical methods to minimize the noise effect in the system identification.
IV. SIMULATION RESULTS
In this section, the proposed method is explained by two test cases. The first case is formed of five converters and is a simple study case where all models are linear. The second case is a more comprehensive case, which includes an active inverter and an active rectifier, and the effects of the signal conditioning filter (SCF), PLL, and dc link voltage controller are considered. In the first case, since the model is linear and symmetrical, the study is carried out in the phase domain. However, for the second case, the linearization is performed in the synchronous reference frame. Fig. 2 shows the considered power system, which is based on the Cigré LV benchmark system [34] . The current control is done using a proportional resonant controller as shown in Fig. 2 , and the parameters of the electrical system and controllers are listed in Table I . Depending on which converters Considered power system [15] , which is based on Cigré LV benchmark system [34] . are connected or disconnected, different stable and unstable cases can be seen [15] , [35] . Table II shows a few different configurations, and Fig. 3 is the time domain simulation considering those cases. Fig. 4 shows the magnitude plot of the admittance of Inverter 2 and the accuracy of the identified models (magnitude of the absolute error) with 6th, 8th, and 12th orders by the VF. It must be noted that since the original admittance plots are results of a measurement; therefore, they must model a stable system. To ensure that no right half-plane (RHP) pole appears in the identified models, the stability enforcement must be used, which simply rejects unstable poles in each iteration. For elements where the transfer function is accessible, one can find the equivalent SS representation. For instance, the SS equations of the network can directly be obtained from the differential equations describing the system dynamics (notice the notations and directions in Fig. 2) as (14) and (15) , which are shown at the bottom of the next page. Fig. 5 shows the considered power system as a control block diagram in order to show how CCM can be utilized. The L 1 , L 2 , L 3 , and L 4 interconnection matrices of (9) and (11) are given as (16) . The inputs and outputs are highlighted with red and blue signals, respectively. The elements of u cmp and y cmp vectors are also highlighted in Fig. 5 . Any signal can be considered as the system input and output; however, as an example, the grid voltage v g is considered as the input to the CORRESPONDING RESULTS [15] overall system and v pcc is considered as the output
A. Linear Case study
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1) Challenges in the VF:
The CCM as described above can be utilized to build up the entire SS model of the system and to study the system dynamics [23] . Fig. 6 shows the pole plot of the entire system (for Case 5) for different identification orders that is zoomed in for a better view, and the reader cannot see all the high-frequency poles. Time domain simulations for a detailed switching model as shown in Fig. 3 indicate the stable operation of Case 5. However, there are some RHP poles in the identified system as listed in Table III. One may think that the unstable identified poles are caused by overfitting, because the unstable poles do not appear for the sixth order, but the problem is indeed caused by the lack of information for the frequencies beyond the trained range of the frequency. Fig. 7 shows the sum of admittances of the converters for Case 5 (Y 1 + Y 2 + Y 5 ) for the original data and the fitted data with different orders. It can be seen that at the high-frequency range, beyond the trained range, there is a nonpassive region, which causes those unstable poles reported in Table III for the eighth-order model. Actually, this is the reason why passivity enforcement is necessary in the VF. Passivity enforcement is the process during the VF to make sure that the model is passive at all frequencies even beyond the trained range [36] . This can be done by enforcing the Hamiltonian matrix of the identified system to have no imaginary eigenvalues [37] . Passivity enforcement is necessary in approximating the passive elements such as transformers, because the models will afterwards be used in time domain simulations and if they are nonpassive, they might make the system unstable. However, this is not a concern in this paper, because of the following.
1) The aim of this paper is not to develop a model for time domain simulations, in fact evaluating the stability is the target here. 2) A power converter is not a passive component due to the following [33] . a) The time delay, computational delay, and pulse width modulation (PWM) delay which affect the high-frequency region. b) The current controller which affects the current control bandwidth. (For example, a constant power load introduces a negative resistance in the control bandwidth.) c) The low-frequency outer loop controllers (e.g., PLL, voltage and power controller), which affect the low-frequency range. Therefore, the passivity enforcement is not applicable for power converter approximation. The proposed work around in this paper is to limit the frequency of the identified poles of the total system. In other words, the system is trained up to 10 kHz; therefore, the identified poles beyond this range must be disregarded. It can easily be done by removing the poles, which are outside the confidence circle as shown in Fig. 8 . 2) Participation Factor Analysis: By removing the highfrequency poles from the study, the PF analysis can be done by some simple matrix operations [20] , [21] . For the i th pole, the participation analysis can be done using (17) where i is the right eigenvector of the i th eigenvalue, i is the left eigenvector of the i th eigenvalue, and P ki indicates the contribution of the kth state on the i th pole. In this section, Case 2, which is unstable, is considered [15] , [35] . It can be seen from Fig. 9 that the instability is due to an eigenvalue at (229± j 8180) rad/s. Table IV shows the five largest contributors to this unstable pole and also indicates that despite different approximation orders, they identify the contribution levels to be almost the same. It can be seen that Inverter 1 has the most contribution to the unstable pole. Since the model is a black box, no more conclusions can be made on which part of Inverter 1 is causing the instability. However, by informing the supplier about this, they can improve the stability by looking at the frequency of stability.
3) Time Domain Simulations: As discussed in Section II-A, an eigenvalue contains information about the transient response, i.e., how fast the transient decays/grows and at which frequency. In this section, the previously presented cases are reviewed again by means of time domain simulations. Simulations are carried out in PLECS [38] using a very detailed switching model. The controller is exactly modeled by using triggered subsystems to mimic the sampled-based control loop in a real DSP. The single update PWM is used in this paper, which is the reason the sampling and switching frequencies are equal. The most critical eigenvalue, which has the lowest damping, in Case 5, is −64 ± 8254 j , which indicates an oscillation frequency of 8254 rad/s and a time constant of −1/64 sec. It can be seen from Fig. 10 that the oscillation frequency in Case 5 after a perturbation is accurately anticipated. The measured time constant is also roughly correct, since the oscillation magnitude (peak to peak) is changed −61% from t 1 = 0.201 to t 2 = 0.211 [s]. However, a −47% drop is predicted by the decaying/growing exponential function
where τ = 1/σ is the time constant (for a stable pole it is negative), and I 2 and I 1 are the current magnitudes at t = t 2 and t = t 1 , respectively. Similar study is also done for the Case 2, which is unstable. The unstable eigenvalues are 229 ± j 8180 rad/s. The highlighted oscillation frequency in Fig. 11 is almost the same as the imaginary part of the predicted eigenvalue. In the simulation, the peak-to-peak magnitude is changed 962% from 
B. Nonlinear Case
Linearized models should be used for small-signal stability analysis of nonlinear systems. Therefore, the first step in analyzing the stability using the proposed method is to find the steady-state operating point that can be obtained after a load flow. In this paper, the linearization is performed in a synchronously rotating frame (the dq frame), where each ac quantity can be modeled by two dc signals (d-and q-channels).
In contrast to linear systems, the linearized nonlinear models are dependent on an operating point, and as shown in [39] , by changing the operating point, the admittance/impedance characteristics would be different. Therefore, for each condition (e.g., different active and reactive power generation), a new set of numerical data should be used for identification. In [39] , it has been shown that by some simple sensitivity studies, the admittance/impedance can be found for any operating point. It should also be noted that power system elements are mostly operated very close to the nominal conditions. Therefore, assuming a constant admittance profile for studies seems reasonable. Furthermore, it should also be taken into account that providing the correct data for studies is the suppliers' responsibility. Therefore, in this part, the given characteristics are for the given operating point and finding the operating point dependent characteristics is out of the scope of this paper.
Another important point is that the nonlinear behavior in the power electronic devices mostly happens in the low-frequency range (i.e., less than two times the fundamental frequency) due to the fact that the outer loop controllers have a bandwidth much slower than the current controller. Therefore, if the objective is to study the interactions in the harmonic frequency range (medium to high frequency), linear models can be used in a similar way to the previous case, where PLL dynamics are neglected [4] .
Outer loop control (dc link control, power control, and synchronization loop) generally results in a multi-input multioutput (MIMO) control system, where the impedance characteristics cannot be considered as in an SISO system [30] , [40] . In phase (sequence) domain modeling, they result in appearance of some frequency couplings, i.e., if a small signal voltage perturbation is applied at the converter terminals, then the converter will respond with different frequencies. In the case of a balanced system with a current controller in the dq frame and a simple SRF PLL, the response includes ω p and ω p −2ω 1 where ω p is the perturbation frequency and ω 1 is the fundamental frequency. Then, a 2 × 2 matrix must be used as the converter admittance/impedance for small-signal stability analysis. In the dq domain modeling, normally impedances are defined as 2 × 2 dq impedances, and since the operating point is a dc signal (as long as the system is balanced) in the dq frame, the aforementioned frequency couplings do not happen.
In this section to study the effects of the synchronization loop (PLL) and the dc link control, a test case as shown in Fig. 12 is considered. The voltage-source inverter (VSI) injects active current to the PCC while the active front end (AFE) feeds a dc load by absorbing active power from the PCC. This system is based on the test system considered in [41] , and the parameters are listed in Table V . The power circuit and the control structure of the VSI and the AFE are shown in Fig. 13 . The SCF block acts as a low-pass filter to attenuate the high-frequency content from the measurements. The dc link in the AFE is controlled by a PI controller, which absorbs more active power if there is a drop in dc link voltage. The terminal characteristics as shown in Fig. 14 are obtained from the equations developed in [41] for admittance modeling of converters in the dq domain for this specific operating point (the impedance can also be measured in the dq domain), and finally the same methodology as in the previous case is followed here. The admittances are not SISO; hence, the matrix fitting (MF) should be utilized, which is the MIMO version of the VF [24] [25] [26] , [31] . It must be noted that a slightly different method than [31] should be used because [31] assumes the transfer function matrix is symmetrical, which is not the case in dq impedances.
Two scenarios are reported in this part, one is stable and the other one is intentionally made unstable by increasing the integrator gain of the PLL of the VSI (see Table V ). The SS model of the network can be obtained aṡ
where is used to emphasize that small-signal incremental equations are used. It should be noted that the above equations are valid for a single-phase system. For a three-phase system, the equations can be transformed into dq domain [42] using (20) where I is the identity matrix of the appropriate size. Now the CCM can be applied to get the overall SS matrices of the whole system. Fig. 15 shows the identified poles of the system for the stable (in blue cross) and unstable (in red cross) cases. Fig. 16 shows the time domain results of the PLL output of the VSI for stable and unstable cases when a perturbation is applied. The measured frequencies in Fig. 16 are almost the same as the imaginary part of the highlighted poles, which are the poles with the minimum damping. Furthermore, the exponential curves in Fig. 16(a) and (b) , which are based on the real part of the predicted poles as mentioned in (18) , show good agreement between the time constant in the simulations with the proposed method.
Participation Factor Analysis: By using (17), the PF analysis for the unstable pole in the second case is carried out. Table VI shows the three largest contributors to this instability, where it meets the expectation, since the reason of instability was the increase in the PLL gain of the VSI.
V. CONCLUSION
In this paper, the eigenvalue-based stability analysis is used to evaluate the stability of a system with multiple converters. The converters are modeled as black boxes where no information about the internal structure and parameters are available. The VF is used to find a proper SS model; however, there are uncertainties in the modeling. It is shown that some models might result in a nonpassive model and a method is proposed to exclude the irrelevant poles from the study. Also, the PF analysis is utilized to quantify how much each component is responsible for the observed instability. A nonlinear case with synchronization loops and a dc link voltage control, which is linearized in the dq domain, is also presented to show that the MF can successfully be used for the analysis of MIMO systems.
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