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I. Inleiding. 
1. Het probleem. 
1.1. Wij onderstellen de volgende si tuatie: 
1){ en-,_ zijn twee grooth-eden~ die naar men weet (Of aart-
neemt) door een lineaire betrekking L met onbekend.e coefficien-
ten met elkaar verbonden zij n: 
(VO'.lr~eelden: \ en 'l'l_ z1jn dezelf'de grootheid, gemeten tnet ver-
sohillende schalen, zodat t een ijklijn is; \ is een stroom-
sterkte, '\ een spanning, o<. een onbekende weerstand 1 (3.= O; bij 
een chemtsahe reactie: ~ is de concentratie van een der rea-
genti~"l de reactiesnelheid, terwijl ~ door de overige, on-
bekende, concentrs.ties wordt bepaa.ld, ~ = 0) .. De lijn 
-, :;: ot. ~ +~ geven wij met L aan. 
2) Waarneming va.n punten van L g~at gepaard met waarnemings-
fouten in een van beide ~~ beide grootheden. Als waarnemings-
res•ltaat Tindt men dus in plaats van een punt Q van L met 
coordinaten (~ ,-,,·)een punt P met coordinaten (xty), waarbij 
in het algemiten ~ + ~ en/ c'f ';/ + '7 is. 
3) Gegeven zijn n dergelijke wa.argenomen punten Pi :E, (x1 tY1 ) 
(i = l, ••• ,n), behorend bij cnbekende pun~en Qi van L, Wt'W-rvan 
er minstens twee verschillend zijn. 
.J 
Gevra.agd wcrdt, wat, op grond van waars'1hijnlijkheid-theore-. 
tische dverwegingen en met beh·~tlp van later te preciseren 
ondersiiellingen ,,mtre:n:t de waarschij nlijkheidsverdelingen van 
de meetfouten, van de Dl en r gezegd kan worden. 
1., 2. In het bijzonder zullen wij -,·erschillende sehattingsmethoden 
voor Q<.. en p. beschouwen en enkele methoden, die het mogelijk 
ma.ken, voor d. en r betrouwbaarheidsintervallen te bepalen. 
Tenslotte beschouwen wij nog het :probleem van de scha-tting 
van een van de twee coordinaten ·van een punt Q (resp. P) 
de andere coordinaat gegeven is (;net o:f zonder mee-tfout). 
Het ~verzic-ht, dat in deze srllal.J1ls gegeven wordt, is 
volledig; slechts de nieu.wer::." er. (ls, me est l:>ru:i,kbar\i: van 
olidere methoden worden bes:proken~ De bewi;jz~n e-ijn in 
algerneen slechts sohematisch aang~g~v~nJ in:~i. v~r-m.al.di11g. "'""""·''·'''"'F; 
plaat$, waar zij vo lledig te v in.den ~ltjn~ 
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Een h1storisch cverzicht over de ontwikkeling van dit p~obleem 
vindt mert bij A •. WALD (17J en D. V. LINDLEY [12] • 
2. Waars_chijnlijkheid~1heoret~sche interpretatie; 2 gevallen. 
2.1. Notaties. De elene ntaire begrippen van de mathematische statis-
tiek worden b ekend ondersteld. 
De notat:i.e van Prof. Dr D. van D.A:NTZIG- volgende, geven wij 
het stocha.stisch karakter van een stochastische 'V'ariabele 
(algemeen van een stochastisch element van een verzameling) 
aan door het bijbehorende syrnbool te onderstrepen. i) Para-
meters (ook onbekende), die een waarschijnlijkheidsverdeling 
bepalen, word.en met Grielcse letters aangegeven en. bepalende 
paraITete~~ genoemd, stochastische variabelen worden met 
Latijnse letters aangegeven. 
De· ka.r:!3 op ee:h gebeurtenis A, onder de voorwaarde B, wordt 
aangegeven door :PB (A] of P (A I BJ ; dezelfde notatie word 1. gebru;i,kt 
als Been hypothese voorstelt; de onvoorwaardelijke waarschijn-
lijkheid van A door P[AJ. de mathena.tische verwachting van een 
stochastische variabele wordt aangegeven door het oper~tie-
symbool t, ; voorwaarden worden op dezelfde wij ze aangeduid als 
bij P. 
De waargenomen punten Pl., ••• , Pn. zullen w:lj tezamen een 
111!,aarnemingsresultaa-t noemen, behorende bij de met Pi , ••• ,Pn 
corresponderende punten QJ., •• ~,Q"' van L. Q~ zal soms het bij 
Pi, behorende "ware II punt word en genoernd. Noemen wij de meet-
fouten in ~ - en 1 -richting Ut. resp.. Vt , dan hebben wij: 
( 2 ) { :C~-= ~i.+ u.~ , ':lL"' rri~+v-1 L-= i, ... ~ n 
'1'\; ~ a(~, +(1 {• ')I. , 
2. 2. Voor de waarschijnlijkheidstheoretische · interpretati~ oncler-
scheiden wij twee gevallent, 
Geval I. De gr,nthe;id .~ bezit geen waarschijnlijkheidsverdeli11g 
( of deze bestaat wel, maar wordt buiten beschouwing gelaten) .. 
Wegens (1) is ditzelfd'6 dan voar'f\ het geval. De waarschijn1ijk-
heidstheo;e.etische overwegingen berusten in dit geval op de over.-
gang van het gevonden waa.rnemingsresultaa:t naar de oollectie r 
van alle mogelijke bij · de;ylt'de 1mnten Q1 , ... ,Q!\,. b,enorende 
waarnemingsres ul tat en~ De onderst elli:ngen, die bmtrent de meet- • 
fouten gema.akt zullen worden ~aken r 'tot een waar$chij nlijkheids~ 
• . J •·. · . . veld. 
E,e;n si;oqh~Ertische variabele is .een' variabel;~:J o.:te ,.~en 
, ,§'f6htj.liliJkheius~e+-Uelirig beiit~ ·. ·· .. · 
In:lien de onderstell1ng gema.akt wordt, dat de paren meettouten 
(yL, !~) onderling onafm.nkelijk verdeel~ zijn, kan men r 
opgebouwc! denken als productveld van n twee-dianaionale waa.r-
schij nliJkheidsvelden f ( 1 • l, ••• , n), waarbij ~ het •aar-
sch1j n113khe1dsvel dis behorende bij bet met Qi oorresponderend 
atoohaetisohe punt Pt• 
-Dema waarachijnlijkheidainterpretatie wordt anngegeven 
door de vergelijkingen (2) te schrijven in de vorms 
l • 1, .. , , "-
verbonden dflor de linen.ire betrekkingt 
{l') ·,;_•fl:. 5t +{l i. t, .. "'n. 
met t, , oe en (l a.la onbekende pa.raiitera, te.rwijl ook de verde-
lingen van ~i en !i nog onbekende para.meters kunnen beva.tten. 
Genl Jl• De grootheid t bezit w~l _een waaraohijnlijkheids-
verdeling (dua ii ook); wij zullen dit a.a.ngevon door \ en 1t 
te echrijven ~ en Y(zodat t_ =CX X+r-, geldt). Het punt ~•<~,y> 
is dan stochastiscfi' verdeeld over Len het probleem gaat over 
in een specie.al geval van de tweedi~ m ionele regreesieanslyse; 
(2) gs.at over im 
(2") :!i.,. ~i+~L {' • 'ji-t'!:f '- 1 .•.• • t'\ 
we.arin XL en >-1 verbonden zijn door de lineaire betrekkinga 
( l n ) Y~ - " ~ L + fl i. • 1 l .. • > "-
-
met cl.. en f.> a.ls onbekende parameters, terwijl oak de verdelinge:n. 
van ~,, !c en ~t nog onbekende para.meters kunnen bevatten. 
Het met deze si tuatie corresponderence wh-veld r .. is de 
oollectie van alle mogelijke waarnemingsresultaten wn de uit• 
gebreidheid n, waarbij de punten 3t nu echter onafhankelijk 
van elkaar verdeeld zijn met een, van i onafhankelijke we.ar-
schijnlijkheidsverdeling,die uit de boven onderstalde waa.:r-
eohijnlijkheidsverdeling vane, voortvloeit. 
Wij zullen ons in hoofdzaak bezig houden met het eerate 
geval; a.an het slot eohter komen wij op geval II terUB, 
}. §chstti!]g§n en be]ro\!!i!M!:x:ytidsintena.lletl (~~:fJ.»A:ti:21)~, 
,,,:,:, "~r 
le. dere lfteetbare funotie t = t(~,,.·•·•., I.,.; 1l;. · . .,. • .. ~) .. :ftll:;·, 
oo6rdir.aten vt.n de s'tocba.stische pl.Ultea l, b$sl,i.}19D:. 
' • " 'I-. , '• ',--/~{ 
.aeb;!jnl:.tjkbeida'l'.et-deli~, die van de onbt•~t,,~, •. 
1-.t!keli~k $.s. lea a.rgeliJlte 1\lnet;Le •trd'tt. (·: · 
' "' " · .. - l _,:.1 <~tif.~·. ·:~';:\.lf:,~·, 
niet van onbekende paramters afhangt, een s~a1~stis2bt !!.£ii• 
bele ger.oel'Jld,. 
Een atatistisohe varit-ibele wordt een sohl:ttirs fln een on- , 
bekende paraJN'ter 8 genoemd, indien haar verdelinc aan bepulde 
eisen voldoet. Als !llinimum-eis stelt men gewoonlijk, dn.t 1 4e 
eerste der volgende eigenacha.ppen moet bezitten (de vertaling 
der Engelse termen is ontleend aan D.van DANTZIG [3j p, 202 
(Whr 291))1 
a) 1 heet een bruikbare (Engelat oonsisterrt) ech~tting van 
e ; a'J.s 
(3) lim P( lt"-81 <€I 0) ... 1 voor iedere t>O • 
,-..,,.. -
In woorden: indien !n de s chatting t vooratclt bij uitgebreid-
heid n van de waarmmingsrecks (of in bet algemeem steekproef) 
en 8 de ware waarde van de bepalenda parameter is, nadert de 
leans, da.t ]n minder dan ( vnn 8 verschil t, voor iadere co11atante 
t > o , tot l ala n naar d' gaat. 
Aequivelent met (3) is ' 
Bij iedere £ ,>o en ! >O i~en natuurlijk geta.l N( e ,t ) , 
van l en S afhangt met 
(4) -P[\t 11-Sl<E.] > 1-\ voor iedere n > N(l,t) .. 
Men z egt dan, dat/ ]" stochaatiseh naar e oonvergeert. 
b)] heet aen zuivero (~ngelsa unbiased) schatting van 0 
ala voor iedere uitgebreidheid n geldt: 
(5) 1..8 t. - e 
da.t 
d. •• z. de verwachti?)8 van 11.n , is gelijk M.n de wnre pare.mete.r-
wa.a.rde is, ( i. c. $ ) • 
o) 1 heet de ~treffendste (Engelst most efficient) sob.at~ 
ting van 8 , a.ls "A een zuivere scha.tting is, die bovendien van 
alle.zuivere schattingon de kleinste spreiding bezit. n~w.z. 
a.ls voor iedere andere zuivere schatting !.~ van 0 geldt1 
(bl °i:' ,. -e,I t, - t,t, t ~ :\. 
°i: ta(~: - t 8 t: ( 
voor iedere n. 
Zoa.ls reeds opgemerlrt stelt men gewo•nlijk a•n een. aobat't 
de eis van bruikbe.arheid; verder is het duidelijkl at, •'4• 
heid een flftr wenaelijke eigenschap u. »13 'd•. lieu•- it--•• 
., :- ., ; .. "'. ~ ,, ,'' \/;,::~· 
11ogelijke soba.ttingen laat !En zich. nae.st b&o~eJJ{ · ·. 
nut naar aanleiding van bovengenoemde eigenschappen, uiter-
aard tevens leiden door de bewerkelljkheid van hun bereke-
ning. Dit laatste echter is •uit zuiver wiskundig oogpunt 
weinig interessant en zal hier buiten besohouwing gelaten 
worden. 
Voor een stelsel statistische variabelen ~.r , ••• , f1n , die 
een simultane waarschijnlijkheidsverdeiing bezitten en be-
schouwd worden als schattingen van een stelsel bepa.lende 
parameters 01 , ••• , 0.i, , k~n men op analoge wijze bovenge-
noemde eigcnschappen de~inieren. Vgl. b.v. D.v.DANTZIG [3] 
p. 221 en 222 (Whr 310 en 311). 
3• 2. Twee statistisch~ grootheden t1 en t,. , die een simulta.ne 
waarschijnlijkheidsverdeling bezitten waarvoor geldt: 
t:,. < ~~ . voor ieder element A. van het waarschijnlijk-
heidsveld r, word en betroU!J!..ba.a.rhe idsgremzen voor ee'n be• 
palende parameter e genoe nrl ( of ook: . het interval met t1 
en;ials eindpunt~~ wordt een betrouwba.arheidsinterval 
vdor S genoemd) indien geldt: 
(7) 
waarin p een bekende constante (0 ~ p ~ 1) is, die de ~-
~rouwbaarheidsdrempel (Engelsi confidence level) van het 
betrouwbaarheidsinterval heet (of ook: 1-f is de betrouw-
baarheidsdrempel; Engels: confidence coefficient). 
Analoog voor meer dan een parameter; een van de stochas-
tisohe co~rdinaten i 1 , ••• , fn ; j 1 , ~ ... , fn afhankelijk ge .. 
bied § in de ( 01 , ••• , Bm )-ruimte is een !2._etrouwbaarheids-
ge bied voor ( ·e1 , ••• , 0m ) met betrouwbaarheidsdrempel 1~ p , 
a.ls voldaan is aan 
<a) P[{e1 .... ,em)~ G-1 e1 .••·, emJ = 1- p ('l#p ~ 1~r) 
\ 
II. Versohillende opl'2.§_sJ_lJ&fil!• 
4. ~thogen der.kl§ins."tst-9.~~d~~~l'.L..~~jJn_~m-li™.iboQd 
· methode. 
4.1- Beschrijving van de methode,der kleins~e-Q,Uadre.te:q. 
De oudste methode, waarrnee het hier behandelde probleem iE;t 
aangepakt, is de methode der kleinste quadraten. Ee~ 
...._ _______ .._ __ .;;__ ,},N 
3.) Indien het rtiet ge1ukt eel'l. t1 en "b, ta vinlien, wan.rvoor. ~tlf~' 
· met het gelijkheid$i;eken g~ldt, moet men .ienoegen .. Ji~:" .,.,, 
met een ~ .....teken in de. plaats' daarvan., '.B:i.:.d d$,s()t-~1;' 
· delingen ia. dit, indien men .p ya;n 'te~ .·u, · 
n1.s;ior1scne besohoµwii1lf~daa7orntreni Yt~ai men b~j 
LINDLEY [12] p. 241 e. v. 
Lindley besohrijft deze methode als volgts 
Onders1eiliooent 
D.V. I . 
l) !&i ( i = 1, .... , n) is normaal verdeeld met gemiddelde O . 
en spreiding a /Vfi , waarin b onbekend is, maa.r de 
ffi. bekend zijn. 
2) '}!; ( i = 1, ••• , n) is normaal verdeeld met gemiddelde 0 
en spreiding ~ Vlc /Vh-i. t waarin S onbekend is, ~aar 
i ert Ii.;_ bekend zijn. 
3) ~:1 , ••• , !:f,, ; ¼ , ••• , y;. zijn alle pnderling onaf'hanke-
lijk verdeeld. 
Onder deze omstandigheden volgt uit (2'): · 
t. . 2. 1. .t !' (·'-/L + cl:'/ •) t ,i J fr+«.: fi-o; -11: x · -n -:::. ~- + ac: aa · = qt I,., =-- O • F' ,. · 
.e' -' r .!' · , ji h, 
De methode bestaat nu uit het minimaliseren van de vorm: 
(9 )' Z!_ J!· h,· (" · - o,: ~1.· - ~),. 
; 4+«,.h; d"' 
hetgeen voor h; = Jl overgaat int. 
(9') i:O(.,,. L.Jt:fjt,-O('X;_-(3)'A. 
w~rin (:xi, Ji) (le ooordinaten van de g~vonden waa,;-nemings-
reeks zijn. In~ien j, = ,.h, is met bekende c kan men. dit 
probleem expliciet opiossen ( door wijziging van k .kan c = 1 
gema.akt worden). Door de af'geleiden naar Q( en f.i gelijk nul 
te stel~en en enige herleidi~ toe te passen, verkrijgt men 
dan ala kleinste-quadrat.en$oha.ttingen (die we met een * aan-
geven):. •) , 
"".11. *(-''- :.) "s· (10) a. ~:t -t a. ](~ -s~ - I( )(¥ = 0 
<11) .. /;,ti(-= j- a.• x 
waarin 
v,., .!. LJ-i !ft• d"' ti . 
(12) s;- i 7-JitJ,,--Ji.l 
is. 
-·-~~.~~-· ', 
') Van grootheden, voorgesteld door Griekse letters, wor'de~·i 
de tJbhe.t-ti..ng,ell. ~.IX' a~ o"i.~'A~~oTu~iae liatijn,s~ let"te~~ i 
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Uit {10) vol.gen twee waarden voor aij/t; de waarde 
(13) a~• ? + V{t;·* m.c,t" ~.. ~~ s: 
2. J~., 
martkt ( 9) minimaal, de waarde ~ - V~l_. ,i ms.akt ( 9) maximaal. 
Het aantal graden van vrijbeid (d.w.z. het aan'tal ona:t-
hankelijke quadraten) van (9) is n,-2; aJ..,1:3 schatting voor 
}/ neemt men daarom de minima.le qdadraatsora ( 9) gedeeld 
door n-2, dus (na enige herleiding} 
(14) 
Opmerkigg: Indian er geen c is met ji = c Ii; voor iedere i 
ka.n men gebruik ma.ken van ieen benaderingsmethodet zie b. v. 
W,.E. DEMING [4] en (voor hetzel:.f'de probleem opgelost met de 
maximum likelihoodmathode) R .. S. ){OOHAL [ 9] • 
Bruik-,aarheid van de echattiggen; yerzwakking van de voor-
waa.rden. 
4.2. Onder bovengenoemde ond.erstellingen verkrijgt men door 
t.oepassing van de methodeder maxiDtUm-1:ikelihood (verto.li.ugi 
methode der aa.nnemel~Jkste schattingen). d.ezelfde s chat-
tingen voor o:'. en f?i (zie D.v.DANTZIG[;] p. 234 (Whr 323) 
e.v. en LDIDLEY [12] p. 235 e.v. ) .. Aangezien eohter aan 
de op P• 221 (Whr 310) mn D.v. DANTZIG (l.c.) vermelde 
voorwaarden hiar niet voldaan is (hat aants.l onbekende para-
meters, waartoe immer~ ook de ~i. behoren, gaat met n • 00 
zel:f naar oneindig), k:an men hieruit niet, zoa.ls vaak wel 
het geval is, tot bepaRlde eigenschappen van genoemde sohat .... , 
tingen besluiten. Daze moeten dus apart onderzocht worden 
en daa.rbij zal blijken, dat do voorwaarde van normaliteit, 
o.verbodig is, d. w. z. op geen enkele plaa.ts gebruikt word.t 
voor de hier te bewijzan eigenschappen. (Zie Lindley l. o. 
pag. 237. A.A., MARKOFF [13] ontwikkelde reeds in 1910 da 
theorie der kleinsta quadraten zonder norme.liteitsonder-
ste 11 ingen) • 
Wij hebben nl. a.ls de voorwaarde van norma.liteit vervangij~: · 
wordt door f. ':!:!l ~ 0 voor iedere i en de '\toorwaardE1 ~n · 
onafhankelljkheid van de meetfouten door ongeoo,;r~al· 
£~:~"ii L-}l [ {$1,-3/4 
__ .,.. _____ .,,.... 
•) De a.a.nnemelijkste schatting van 
de kleinste-qu.adra:t&n-seha:ttirig 
baar. 
',' '',- f;,,,~ 
i,,,'il;!'.it;. 
waarin ( met f ::.i. .!. L q_ • ~ • en ii ;,:; .!. 2.. Ct· u • ) : 
"J l'I "' s(., - n er' -t. 
t ..t tf l" ;> r -;}-i. f>,. - r >'·+ ,,..,-::;-., !.').. ( ?!: i - ~) = ( Si - 5 + ~· - ff · ==' S S ,. q . 
is dus 
(15) 
waarin 
en 
· is. De lan"t:::.:te ve:rgelijkingen van ( 15) word en bewezen op_ 
an.a.loge wijze als de eerste. 
Verder vol.gt uit 1t = f;t. ~' +~ gemakkelijk 
.t :t. JI,, 
(16) 5.2'"' cc.st~= ct.. .st 
Daar . 2 
~~:,: :. ZJ-i (;s,·-i /,.,,.-/; ZJi I rt-f J + ry., -~; 1 • 
.>; s; -t- ¾ L/j.,·((<·--f)IYr-iJ.J t- :i?: 
., 
:t. . 
is, convergeer+, ~.l<. onder algemene voo:rwaarden stochastisch 
tot f .;~ , Aat'..gezien Lindley deze voorwaarden slechts vaa.g 
.aanduidt ~ gaan we hier iets nader op in. 
De verwachting van de tweede term is gelijk .aan Oen voor 
n--+ r::P gaat, zoals na enige herleiding blijkt, de (preiding 
van deze term naar O indien voor n • ~ ~~ = tY(n) en 
{- Ji = cr(n. iJ,1.) is ·• Dan convergee:rt de term dus 
stochastisch naar 0, De laatste term , ~~- • blijkt stochas-
tisch naar ~ %• te convergeren, indien voldaan is aan 
'i'l. 
~. I "';- t ", ;::::: 0  '";;'i. /.._ 0/ ; ff:t' 
n~= n d' 
daar in da:t geval de s:preiding van ::?~ voor n • °" naar 0 
-R 1 n~1 '°~ convergeert en <:. ~l.... = - o is. 
n ~ 
Onder analoge voorwaarden convergeert ~ stochastisch 
naar t'. :t; , terwijl het bestaan van de spreiding van Y;,· 
voor iedere i reeds voldoende is (tezamet,1 met f.. 5:£-t:• 0 en 
onafhankelijkheid van de ~i en¥;: ) voor stochastische con-: 
vergentie san $~ tot 51 • 
- 'j, .,,z 
Is aan deze voorw~rtten voldaan, dan volgt me:t behulp 
van (15) en (16) direct,, dat de door (11), (13) en (1:4) 
4.;. 
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gegeven echattingen bruikba!U' zijn. 
Derhalve geldts 
8!~.~.!~11}1 ~~ .. met be~ulp v~n ... de .~th<>de. d4lr kle:1ns1le ... 
<l:~~~~ ..... ?. verkreg~n schattingem 
( 13) ,t .. = ~ + \/?""•7 ~ ~ • 
(11) 
(14) 
zijn bruikbaar, indien voldaan is aA.n de volgende voo:rwa.a.:r--
, ,.,,.,,,.,,,.., .,,,., • .,., • '" .,. •· "'""'"" ,,.,.,.,' "' •"••• • •• •>• •• , .. ,, " •••·•• • ., ... ,..,,. ,.,,o ••H••"'" ,,. 0 
dent 
1) De meetfouten ~,(i = 1, ••• ,n) zijn onafhankelijk 'fex--
deeld ;~t ... ~I;;~idi~en. ~/v;;. .. ( ~~t- bek~~d~· .... ~:·y .. ·~~ gem!dd~lden 
. . ..... ·•· ........................................ ..... ';}, ............................... ,. .... j .......... ,. .... ., ............................. _, 
Q.~ 
2) De meetfouten !f ( i = l,. •• , n) mijn ona.fhankelijk ve~ 
deeld met. sp;·~idi;;~· ivl;. (.t b·~k·;~~"~{) ... ·;~· .. ,.;idd;'io.en ·. 
...... .. .. ... . ............ ., .. . ................... .... . .... .f}L ...................... ............................ ~ ............................................ _ Q, . . 
! ; !j,• .. ~.~ .1; Z.i..~.n. ... °.~8.~?..~:~.~~.~~. ~~~~. ~~d~~.e ./. ~n. /.• • 
~ n ~ . ~ 
-L ..! (i. or} • -I~ .! s! = (.:,,, ;f-. L 0; c ~1 • 4!!. ~ 4-1"· t v(' 
,.,. , er ,..,. .. n 1 ,, • l//0 , .-1 "_._ , 
......... ... Bijzon~i~r .. gevaii~nj ... f outio.ze .. ~. •-.. . • .... ... . • ................................ .. 
Indien ~ exaot meetbaar is ( g,!! O voor iedere i) krijgt men 
een bijzonder geval van het vor:ige (/• rt>; ~J"-+ oonsta.nte > O)~ .. -· 
RoemanE in dit geva.l r:.r.;~cr,., dan vinden we uit (10) en 
( 11) door A""" Cl:# te la ten gaan: 
(17) 
met 
(18) 
waarin ~p• •. , t" bekende parameters zijn. 
A.ls schatting van cr1 vinden we na. enige herleiding van .. 
de vorm 
(19} 
In dit eenvoudiger geva.1 mijn nog. iaind.$l"' On&l2"eint, 
nod:l.C, om de •thode ta recht't/U.l:'digetli. · 'Ii ... ,;i,,_,;o, 
.. t '" 
.'.,. :i -..ifft~d• atellitJgen, 
• ,', " ' l, , '\i'l '" , .· , 
-,1,.J,• 
Stell;Lm 2• I~~fl~ .. Y.c,~r. .... ~!~er~.,: __ p~~~.~. Jfl .. ~.9 .. !~ .. ~.VJ• .. '!. 
zijn de scha:tt1I1Ben Q.• en ~• uit (17) en (18) suivere 
• •·•·••·"•"'"""" • .,, .• ,. q. " • ' • ,.,. •• , • '.,,..,,.~~• ............. ,. .......... u..,,- . .,• .. •••·• .. ••••~•"' 
s~~-~~~•~- "!a.11. .. «x. e.n [,?. . (l.iij ittd.e.:r! .. J~!~Z~.Ael!' I, ) . 
Stt;l;l&M 31 1_~1«:ni. .'!o<>.:r. ieder~. (geJ.d~• .. ~,.=.<> .. •~ .!..fl.~.<'. .. 
t.~~~-~ ... a-;= cr'YJ, is_ ~.!fl ~~e~~~. J.· .(~~ o~~~-~~-~! ... ~), 
en de meetfoutea u·. onderling ona:fhe.nkelijk zijn, mijn de 
.. ,, . .. . , ....... "'•.. .. . -c ..... .. . ., ,. ,., .. , . ·• ' ... , ......... " .... ""'""' ... "" ........ . 
achattingen a~en 6•u1t (17) en (18) zuiver en bez1tten •13 
..... """""'"' . .,. ,";"'.":_... ... . . '. . ' ..... ",., .. .,. ,. .... ., ........... , ......................... -.... _.,.,, . , .. 
~- alle muiver,.•. e~attil'le;~Jl• .. ~~e .. l~.11~.~. ~n.. ~! .. ~: ... ~~~.1:' 
de kleinste spreidingen ( zij zijn due de doe11rtt:t!ltt\e 
. " .. . . .. ... . .. '" ....... ' -~ . '. "' " .. .. . . " . . ., ., .... " ..... " " "" ..... " .. , .... . 
•~~!t.~~•~ V..8.1'1 ~1-~ .. ~?.~~'.t,~i~~.n..~ .. ~-~·~ ... ~~~fJ8.~ .. 1f!:, ~'! .. ;tl 
•~j~) ....... ~~:v.e.~_;e 
:.St I. 
(20) ~1- ( i¾ - g." ) 
i 
"" een m.iivere schatting van het spreidingakwadraat van ._ • 
................ ,... .. ............................ ' . ......... ..... . ..... .. .......... ............ .. .... ................ :'r' ... 
Het bewijs van stelling 2 is triviaal .. Voor bet b•wija 
•an a-telling 3 vergelijke men b. v. J. JOfflt.N and 1. N.DA."'."ID 
(15), waar man ook een historisch ovenicbt over deze en 
algemenere etellingen uit de theorie der kleinste tuadra-
ten vindt. 
4.3.2. _R. ORA.Mm [2) p. 549 e.v. 'bewijst de volgenda van R.A. 
FISHER a:tkomstige stellingt 
,. ........................... ,,., .. ,.,..,,. ,. ............. ., ........... , ... , ..... , ............ ,. ..... . 
Hierui t kan men dus betrouwba.a.rheidsg.renzen bepalen voor. 
d.. , voor (3 bij gegeven o<. (N. B. t i• en 2 • zijn niet om.t-
hankelijk verdeeld) en een betrouwbe.a.rheidsgabied voor·oc en 
{) gezamenlijk. Tevens volgt uit de~e stelliDg, dat voor . 
1 ' 
dit geval (3-;r :1 voor iedere £) J~ een muivere sobatti~ 
van c:r' is • 
4 .. 3. 3. Een an.der bij II) nder geva.1 is kcl; men ve:dtl"ijgt clan «ce · 
orthogonale regressielijn. Vool" dit geval zijnt thnal.1,./' 
' ' . '>:'., ,, 
voor het algemene, gee.n betrouwba.atheidegr-en••tt ."fo~. 
(3 bekend. l)e achattingen !it en ~.., t.si,t,~·1"':., 
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4. 2 besohreven eigenschap,,en. Diverse andere method.en, 
wanrbij een orderstelliDB ovor do spreidingsn van de .!'ou-
ten in beide riohtir\gen wordt gemaakt, zijn on'\wikkeld. 
Een aarrtal publica.ties dienaangaande vindt men bij A. IALD 
[17] p. 285 vermeld. 
4. ;. 4. Uit het vorige hlijkt, dat do methode der kleinata quadra-
ten een uitstekende oplossing van het problaem gea:rt, ala 
~ exact meetbaar is, voora.1" ala men bovendien no:rmaliteit 
van de :fouten in de "'2, a.an mag nemen. Voor hot vorkrijgen 
van Eh:in!!)_~~::t~iDB van r,; en f.; is de mathode ook zet~r ge-
schikt, indien ook t a.an meetfouten onderhovig is, maar de 
vorhouding van de spreidingen der me~tfouten bekend is. 
Gegevens over de al of niot normaliteit van de :fout in do 
72 -richting en over de verhouding van de spr(1idi:nge11 kan 
men varkrijgen indien hat aa:urtal waargenomon punten m.et te 
klein is en ie.der. l)tint tfl .. twe~ .~a~ .. w.e.~g~I1om~ln w ()r~~ .. 
De in het volgende te bespraken schattin.gameth.oden zijn 
da.,'1.rom vooral van be la.ng voor het ge·,,,.al, dat beide ooordi-
naten met meetfouten belast zijn torwijl er geen ot weinig. 
duplicaati.netingen voorhanden zijn. De methoden ter verkrij-
ging van betrouwbaarheidsintervallen, die besp:roken worden 
in de punten 8 en 9, zijn ook toepasbaar als de hier be-
sproken methode der kleinste quadre.ten en die vrm 1Va.ld 
(zie punt 5) falen. 
5. Methode van A. WA~. 
5.1., A. WALD [r(l was de eerste, die (in 1940) een scha.ttinga- · 
methode ontwiorp, om een bruikba.re schatting van de para-
meters te verkrijgf3n, a.ls de verhouding van de spreidingen 
niet bekend is. De fouten behooven ook niot normal ver-
deeld te zijn; voor het goval ze dat wel zijn, loid~ Wald 
bovendien betrouwbaa.rheidsinte:rva.llcn af voor «. , voor ~ 
,'J•: 
bij gegeven ai< en een betrouwbaa.rheidsgebied voor i.l. en ~ ., 
taza.men. Een kleine wij ziging ter vergroting van de et:ti-: 
ciency is later ( 1949) aangegeven door M. s. MRTLBT'T' [lJ. ·:; . 
5 .. 2. Wald ma.a.kt de volgend e .Q._nderste1lingem Zij 
oneven n kan men b .. v. het w· aa3:genomen punt Il~lt d:,:, 
x -waarde bui ten beschouwing la.ton) en ~ij m"'.1- • ·· ... •· 
'i' ·.,, ·/:'.'.' __ :,: .. ,_•:;:.-_.:\J~-' :.'t-" ,' ":(),/ 
schik de pu.nten ~ (i ~ 1:, ••• ,n) yol~an!:i •>'~~ji~lt@.qp!~;~•; 
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x- (o:f y-) waarden en verdeel z e in twee groepen G.1 en G~ 
waarvan G:t de eerste m en Cr:. de ltia.tste m van deze gerang-
schikte punten bevat. Zij ~ , •• : , -P1t1. de groep G:t en 
t+! , ... , -P~ groep Gi• De onderstellingen zijn nu: 
1) De meetf'outen f:f, (i ~ l,. .. ,n) hebben alle dezelf'de 
verdeling met gemiddelde Oen (onbekende) spreiding ct; en 
Zijn onderling ongecorreleerd, d.w .. z. "t!!:_t:!:p.·:::o voor i*j• 
Analoog voor de ~ ( met spreid ing ~ ) • 
2) f B-1 i;: = 0 voor i~dere i en j. 
3) ~i-nll~fiti-it:}!>o 
ffl • ()0 1 ,.. • i. 
4) Behoort Jf tot G:1. en ¼' tot _ G.i , dan is t· < t· • 
Een korte discussie van deze onderstellingen volgt in 
punt 5.5. 
5.3. Als schattingen voert Wald nu in: 
voor c<, 
(21) 
voor /4; 
Cl. -v- -
~ n 
L.. "'° -L.. ~t 
' if ,.,..,., tr 
~ n. 
L,"11.i - :E.. ~t· 
,, ,.,,..,~, 
" 
(22) ~ j· ~ 'Z. ,.. -- !!l" ;:! I: ?G; 
a voor (T!!- i 
(23} S :i.. . lo!.V"= 
-1 
en voor a:~ : 
1!' 
(24) 
m fs:-
'n. - I , met 
~ -): S:,= ~ I.. (;;,l-), 
5';(:l tr. {,tl-i.)(Jl-j) 
·n. 
-
De schattingen Ewt en ~ zijn, zoals Wald aantoont, 
I' . 
bruikbare schattingen, van ex eI,1. p, • Indien ~! , ~; en 1,.., 
in waarschijnlijkheid naar hun verwachtingswaarden conver-
geren, waartoe een verdere voorwaarde, zoals b.v~ 
voldoende is (vgl. voorwaarde 4 van a.telling 1),, dan zijn 
ook §~>,.,. en ~~1-w- bruikbare schaiit'i.ngen ·van c-;. en '1";. .i 
Een dergelijke voorwaarde · wo:rdt, dO(;)r Jf;3;l~ n;i.et gehoemd ~i'. 
> ' I , i ' '' ', ,? ~ !,; ',, 
' .... -•11t."·• " 
· ,,,utt ~ijn bewijzen blijkt niet, hq$ ,zi:~ ·~!~9::~~···'..~~ ~,,~:;~~ 
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5.4. Voor het geval, dat Ben y normaal verdeeld ziJn, leidt 
Wald betrouwbaarheidsintervallen a:f voor o( en f1 • Dit 
levert geen nieuwe geaichtspunten op; voor de :formules zij 
verwezen naar het geciteerde artikel. 
5. 5. Discussie van de voorwaarden; aanvulling ·van BARTLETT. 
De schatting E-w-is de helling van de lijn, die de 
"zwaartepunten11 van G:1 e rt Cr~ verbindt ( als men aan alle pun-
ten e~n gelijk gewicht toekcnt). BARTLETT [1] stelt voor, 
. de punten in_ 3 gelijke groepen te ve:Fdelen, H'j , fl2. en 1-6, 
waarvan H1 de punten met kleinste abscissen en H3 de punten 
met grootste abscissen bevat. ') Hij bewijst voor een spe-
ciaal geval, dat dit de doeltref:fendheid van de methode ten 
goede komt 1 d.w.z. d~t de spreiding van de schatting er-
door vermindert. Veraer geo:ft hij een duscussie van de 
mogelijkheden voor de s chatting van rr:.i en <J,l' en leidt hij de 
formules voor de betrouwbaarheidsintervallen a:f f w .J.artoe 
deze methode, naar analogie van die van Wald, leidt. 
VGorwaarde 3) van Wald gaat bij Bartlett over in 
-~ l~I { ~ { t t- -L ti \ ) -;, 0 
•?{ • 00 !_ n, + I 
,ii 
en voorwaarde 4) in: 
behoort 1\ tot H, 1 Pj tot H~ en] J;:~.t, H3 , dan is 
g{ < t· < 5~ 
Voorwaa.rde 3) kan, indien t , zoals ~,x1dersteld, geen 
waarschijnlijkheidsverdeling bezit, geen rnoeilijkheden op-
leveren. Zij houdt, daar n uiteraard eindig blij:ft bij 
toepassingen, in, dat men de punten niet -te veel op een 
kluitje moet nemen •. 
Voorwaarde 4) is bezwaarlijker. Deze houdt in, dat de 
verdeling in de groepen G1 en Gl.. , resp. /-/1 , f-1~ en H3 , 
ona:fhankelijk van de meetfouten moet zijn of, populair 
gezegd, dat geen punt ten gevolge van de meetfout in de 
~ -richting in een "verkeerde" groep mag kunnen rake n. 
Deze voorwaarde is nodig, om de ona:fhankelijkheid van de. 
meetfouten ondanks de groepering -te behou<ten. 
_.,.. __ ,... _____ ..,.. 
·, ) D-eze suggestie werd oorspronkelijk op· experimentele 
gronden in iets gew:i,jii,gde vo~ door. K. R, NAIR en K,;3i 
. . r 
BANERJEE [15J J ge9t:,~$r~~ 
-15:.. 
Aan deze voorwaarde is is b. v. bij een normaal verdeelda 
fout niet voldaan. Het is echter duidelijk, da.t ook, als 
men weet 1 dat er slechts een zeer geringe kans r,, bestaat op 
deze verwiss eling, de me tho de bruikbaar blij:ft; de onbetl:'ouw, 
baarheidsdrempel van de betrouw baarheidsintervallen neemt 
dan ten hoogste met fJ. toe. ~ald geeft van di t punt een vrij 
uitvoerige discussie (l.c. pag. 294 e.v. ), die bier niet 
gereproduceerd zal warden. Als kleine wijziging op de metho~ 
de van Bartlett zou men, als tJ, niet voldoende klein is en 
men wel beschikt over een bovengrens voor de "range" 
(variatiebreedte) van~, in sommige gevallen als volgt te 
werk kunnen gaan: verdeel de punten in de volgende groepen: 
f<t , bestaande uit die punte~ die zeker tot Hi behoren 
1 ) . (i = 1,2,3) ; 
kff' , bP.staande uit punt~ die tot H1 of H,. behoren; 
ks, bes-taande uit punten, die tot Hi of H3 behoren. 
Kies nu stochastisch ( ttat random'') een zo groot aantal pun-
ten ui t k'I als nodig is om k1 ½ n. punten te geven en voeg 
deze bij k1 en analoog ui t ks om k. te completeren. Ge-
bruiken wij nu kt en ki in plaats van H1 en -1--13 dan behouden 
wij (gedeeltelijk) bet voordeel van de grotere efficiency 
van Bartlett's methode en maken tevens q = o. Hierbij is 
ondersteld, dat ~ begrensd is; is dit niet zo~ dan kan men 
toch veelal op deze w ijze de q voldoende klein ma.ken. 
Uit het vorige blijkt, dat de methode van Wald het best 
toepasbaar ms, 'indien de "puntenwolku "R, ... ;Pn de vorm van 
_een halter heeft, twee puntenbollen met een gelijk aantal 
punten op zo groot mogelijke afstand. Soms zal men hiermee 
bij de inrichting van een exper:_imeht rekening lrunnen houden. 
Voor de bepaling van q is het bovendien zeer gewenst alle 
waarnemingen in duple te verrichten. 
6! Meth ode van G. W. HOUSNER en J. F. BRENNAN. 
l 
>.1. G. W. HOUSNER en J.F, BRENNAN (a] bntwikkelden een sohatti:ngs .... 
metbode, verwant aan die v~n Wald. Zij beh~ndelden verder . 
' ___ ..., _____ --
•) Str.ikt gehomen, die:nt lllen to~ :tE;!l v~egen:• •n die o:ok n;i.et 
ten gev61ge '1~n d.~ ni~etf:~u;t -*~ Mttaaert kunnen uit\tallen, 
dat men hi.e+over g,ee,n. ~~ke~heid be:t±t. 
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een specie.al voorbeeld, waarbij de doel tref'fendheid van hun 
·schatting groter is dan die van Wald. Een algemene disoussie 
van deze eff'iciency geven zij niet •. 
6.2. Onderstelli:ngent 
1) Onderstellingen 1) en 2) van Wald (zie 5.2). 
2} Voor i < j is t: < ~i' ) . 
3} Er is een i>o zo, da.t 
.....t-m.. 'P [ -kt IL i(~,-~J) > c] : :1. l-4. 
?l ... <lO 
(Deze derde onderstelling wordt door hen als vanzelfsprekend 
aa:ngenomen). 
6. 3 •.. De schattingen: 
Voor cl...-: 
(25) £ ( (x,·-5€) 
t.'.t: I 
Voor/3: 
(26) bl-I!>:> j. - ail.!3 x 
Van beide schattingen bewij zen zij de bruikbaarheid. 
Housner en Brennan geveh de f'oJ:;mUl!:;s in iet& algemertere 
vorm, nl. vo_or het geval t dat er van het pu.nt ]\ = (t,•7,) ni: 
waarnemingen zijn verricht (i = l, •• ~,n). 
6. 41. O:pmerkingen: Voorwaarde 2) komt overeen met voorwaa.rde 4) 
van Wald, maar eist meer. Voorwaarde 3. ) is. het analogon va:n 
• • ' , C ' , • ' • 
voorvvaarde 4) van Wald. Deze µiethode zal in verband met 
voorwaarde 2) het best toepasbaar zijn, als de punten 
Ongeveer aeouid:j.$tant liggen, daar dan de kans op volgorde-
v;~~;s-:;W;;::iY-rot t~~~~tt'ode van Wald, waarbij verwis~rn-
lingen binnen ieder van de twee groepen zijn toegestaan •. 
,..._...;.~----- -. 
') D. w. z,. de punten iijn gerangschikt V'olgens opklimmende 
waarden van de "ware" abcsissen~ I. h. a, zal men tot deze 
r'angscliikking alleen in staat zij n door de punte11 volgens 
opklimmende ~-wa~tt'den>:te Ol;"deneri; voorwaarde 2) houdt dan 
in, da:t de verschillen tussen de t -waaz:den zo groot zijn, 
\ 
dat ·de meet:f outen de vo lgorde niet kunnen verstorer.i-~ 
7. Onzuive;rheid van de scha.ttinsen rl', ~ ~~ gltB ~ 
7.1. Van de kleinate-quadraten-schatting (in het algemene geval),,'i-,~ 
de schattingen van Wald en Housner en Brennan wordt slechts 
de bruikba.arheid door de auteurs bewezen, aan de ~iverheid 
of onzuiverheid wordi; geen aandacht geschonken. Men kan. hier· 
over echter het volgende opmerken: 
Verwisselt men bij genoerrrl.e methoden de twee coordinaat-
assen en past men vervolgens dezelfde schattingsmethode too, 
dan verkrijgt men dezelfde lijn als schattipg van ; a.ls oor,... · 
spronkelijk. ') Met andere woordent men vindt ~~n lijn en 
niet twee verschillende t zoals in d. gewone regressieanal~rs~ 
Dit f'eit leidt er echter toe, dat de schatting in het alge-
meen noodzakelijkerwijze onzuiver is, zoals men als volgt 
kan inziem 
De vergelijking: 
{1) ~;=ei:.t+0 
kan men ook schrijven a.ls 
(27) 
Is nu g. de schatting van 0(. , dan vindt men door- verwis-• 
seling ·van de assen i: als schatting van ~ • D.e eige~:sch1::rr,y,-:i: .. ;. 
.... ' I die aan g. te·n opzichte van ci<. toekomen, moeten q.us b.ok aan .~ 
ten opzichte van .!. toekomen, dus als 
o(_ 
·-eg.:::Ol 
is, dan z.ou oc,k 
[ ..!... = _!_ 
~ Ol 
moeteh zijn .. Daai:- echter ( indien -P[ t-- > o]:: 1 is) geldt: 
<2s) t ~ ? ei 
tenzij ~ een waarde met waarschijnlijkheid 1 aanneemt, is 
dit in het algemeen, hiet het geval. 
7.2. In pla.ats van de gewon~ zutverheidseigen$chap: 
f'!f=O<'.. 
kan men echter ook de eigenschap van "mediaan-zuiverhe:tq_H 
.....,,.._ ... ....,. .......... ~ ... 
•) Bij de methoden van Wald en Housner en Brennan geldt 
,slechts', a.ls de groeper-ing resp .. volgo:rde bij rang'Scbik 
king- naar 9pltlinunend~ x-we.arden deze1fd.e ·is als bij r~g•. 
beschouwen; wij kunnen ~ mediaan-zuiver noemen, als geldt: 
(29) 
d.w. z. a.ls de ire diaan van de verdeling van §: gelijk aan oC. 
is. Daar voor de mediaan (mits 'f>[9:>o]:1.q-{o is) geldt: 
{30) t 
ka.n de eigenschap van mediaan-zuiverheid bij schattingcn van 
de in het vorige punt beschreven aard wel vervttld zijn. 
Inderdaad geldt voor de schattingen ~ven g.H'll van Wald en 
van Housner en Brennan: 
( 31 ) ,fl..ed. g_w -= v(,uo{_ f3. H ?, = OC. 
Immers in beide gevallen is: 
(fl~-:: <X ~,-!}- {IX g_, - Ye·) 
--dus 
Jt --1, :Ii ex. ((~i-X-1_}- 0( (~l- giJ + {1tc - 'Itj) 
dus: 
(32) 
en 
(33) 
~HJ,= CX. -
CK Ii: I 11:-.,. - !r!-4.J +I;_ t~ --n) 
_t<i . ~t 
LL (-&i - ~.t) 
£<l 
In beide verge lijkingen ia d~ !-~ti van de tweede term 
van het rechterlid symmetrisc~er ee is, als gien y~de-
zelfde verdeling bezitten. Daar de verdeling van de noemer 
niet onafhankelijk is van die van de teller,. kan men niet 
concluderen, dat deze breuken symmetrisch verdeeld zijn, 
maar wel, dat bun mediaan gelijk aan nul is, daar de noeme~0 
in beide gevallen steeds positie£ zijn en de tellers de me• 
diaa.n O hebben. 
7.3. In beide geva1len is 
{34) id=/3+ («-g.Jt ... (f!:~--i;-) 
Daar echter de media.an niet, zoals het gemi~delde, de 
eigenschap van addi'tivi'teit bezit en 0t-~ :in bet algemeen ni.e-t 
wrometrisch verdeeld is (bij symmetrisch verdelingen is de 
m"ediaan wel addi tief), lijkt het niet eenvoudig, voorwa.arden 
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a.an 1e gev-en, die g tot een mediaan-zuivere sohatting van (3 
maken. 
8. Betrouwbaarbeidsgrenzen voor «: en~ 2:onder onderstelling van. 
norma.liteit van de fouten. 
a.1. Op de Statistische Afdeling van het Mathematisch Oentrum zijn 
enige methoden ontworpen ter berekening van betrouwbaarheids---:· 
gre.nzen voor ,<, en (3 zonder de voorwaarde van nor1,DB.li tei t 
van de meet:fouten, die in dit en het volgende punt besproken i 
worden. 
8. 2. De onderstellipgen, die bij de eerste methode (J., HEMELRIJK 
[7]) gebruikt worden, zijn verschillend bij het bep:1len van 
betrouwbaa.rheidsgrenzen voor oc en voor ~. 
Voor het bepalen van een betrouwbaarheidsgebied voor ~ wordt 
ondersteld: 
la) De meetf'outen ~i en ~- hebben een · simultane waarschijn-
lijkheidsverdeling, die one.:fhankelijk is-van.i. 1 ) 
· lb) De leans, dat bet punt ( Y.t·, ~) op een gegeven· reohte 
lijn in het ( ¼·, t1 )-vlak ligt, is gelijk aan O voor i&dere 
lijn 1n dit vlak. 
le) Noemen wij het "ware" punt met kleinste abecis {:ft en 
h.et ttware" punt met grootstE! abscis ~u dan kan men de bij . 
C:e1 en ~" behorende punten ~ en 'P,i a.anwij zen onder d~ purrten 
'P. ( 1· - l · · n) " ) 
' - t ••• , ~ 
Voor het bepal.en van een betrouwbaa.rheidsinterval voor fJ 
onder de hypothese, dat de belling oe ge,lijk is aan een gege-
ven waa.~de a wordt ondersteld: 
2) De meetfouten ~l , en y-;, hebben voor iedere i een simul-
tane waarschijnlijkheids~erdeling, die van i af'ha.nkelijk kan 
zijn, maar wa.e,rbij voor iedere i de leans, dat 1} a.an de ~ne 
zijde van· r, ligt gelijk is a.an de kans, dat ?1 aan de andere 
__ ..,..,.._.,._,..._ 
•) ~, en Jli behoeven dus bij een zeltde i niet onafnankelijk 
van elka.a;r verdeeld te z.ijn; ·wel is de verdeling van de 
pare-n ( ~- t 1tt ) en ( , , ~·) voor j + 1 onafhankelijk. , 
0 ) · l>eze.: onderstelling is va.n dez.elide $&rd als onderstelling : 
4) van Wald (zie_pun-t 5~2),zij h~t i~ts ~~ke:r. Z.ij kan 
nog enigazins worden ven:,wakt; di't zal 'hier echter niat 
WGpd,en Qet$~e ld. .In de genoemde publicatie wordt hi$X'• 
.. -,~~, i.~'tlt.''~r. gesegd. 
,,,_-:~.cc'.'i~:,1,N,oi :i:::~-?-•i\:~~:,-..:~: -t·.::t - ·.; i ~<.< :· \. ·_ ~ .<:' ".:·-,:; 1,- +'" ;;~,.:, 
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zijde ligt, terwijl de }{ans, dat l, opt ligt gel,ij:k is Ml 
o. 
V•or de bepa.ling van e en betrouwbaarheidsgt,bied voo~ cf•~ 
gezamenlijk wo;rdt ~owel l;) .. ,c) a.ls 2)~~.1.1<le!t>st;i;~~' 
8. 3. B§t,rouwbaarheid:?&fAbi~d. vooz: f'-. ,11 
Een betrouwbaarheidsgeb;i.ed A voor « met onbetrouw'baarheia~~ 
drempel 
(35) 
/?n + t ) ('m "° 1) 
"1 ('11 "'.) 
wordt nu gevormd door die waa.rden a., die voldoen a.an het 
volgende criterium, 
'?rekt men in het ( ~ > '7 )-vlak(dat tevens (x,y}-vlalc 'la'l, 
door ~ en ~ twe~ evanwijdige lijnen l 1 en l,. met rt.chti 
coefficient a, dan bevat de etro-0k, die begrensd wqrdt 4,Q1 
l 1 on l 11 (deie lijnen nie.,1 inbegrepen) hoogatens· n-rii-3 van 
4e punten ~(1 • 2,.. ,n-1). 
Bewezen dient dan t e worden dat 
1) [ « ~ A J - 1'!!:-+I} ,,,,,,_f 1) ('.56) r _ n (n., > 
is. Dit bewijs berust op het teit, dat de afstand ~i van P1. 
tot L (i c 1, ••• ,n), gemeten in een w1lle.lceurige vaste rich-
ting, ona:fhankelij}c van elkaar verdeald zijn met dezelfde 
verdeli.ngsfunctie voor iedere i. Uit het teit, dat alleen &n 
d. niet ·tt>t ! behoort, als iainstens n-m \IB.n de afstanden l, 
gelegen zijn in bet a:tgealoten interve.1 met '!,., en i,. als 
gremen, vo.lgt (36) mat behulp van een eerw~d:ise redenering. 
A bestaat uit een eindig a.ante.l intervallen. Indien men door 
~ en 'P~ twee evenwijdige lijnen kan trekken. waa~ussen alle 
overige punten ~· geleg~fi tijn, gaat A over in ~~n interval. 
Dit is steeds bet geval ais de meet::fouten n:i.et te groot ,zijn 
in. vergelijking met de at'stand van @1 en~" tot· de overige 
pv.nten @,. 
8. 4.. :Betrouwbaarheidsinterval. ;yqor (} onder de h;y:pothese <X-... a, • 
Een betrouwbaarheidsinterval B voor f.> bij gegeven 1111':.a met 
on:betrouwbaarh~idsdrempel 
' ' 
.,-n•.:f .. ·"'" ( '!') 
b. . .. 4- 'f- ' ,-,,,,,,.._ L•O 
richtingaooiffioient a. evenwijdig te versahuiven tot a.an 
iedere sijde van de atrook, die zij begrensen, preoies J 
van de punten 1/ gelegen zijn, terwijl op beide nieuwe lijnen 
L,.-. L,._minstena ,,n van de punten 1t ligt (sodat sij met 
dichter bij elkaar gebracht kunnen worden, monder dat aan 
minstena ,,n van bei~e zijden bet a.antal buiten de strook 
gelegen punten groter dank wordt). De doorsnijding ve.n 
deze strook met de '>z -as is het betrouwbas.rheidsinte~ 
B. H•t bewijs van daze stalling vol.gt gemakkelijk uit on-
derstelling 2). 
a.5. Betrouwbe.arheidsgebied voor al. en~ gez§U!!:!nlijk •. 
De bepeling van het betrouwba.arheidsgebied voor r;t. kon 
overeen met het vaststellen vanren oriterium ter verwerpi!iff 
van de hypothese, da.t « de waarda a bezit, wa.arbij de ke.nB 
f,.. bestaat, de.t « 2el±' aan dit criterium voldoet. Ev~nzo 
komt de bepalill6 van hat betrouwba.arheidsinterval voor /$ 
onder de voorwaa.rde ~-a neer op bet vaststellen van een 
criterium tar verwerping van de hypothese, dat f.> onder de 
voorwaarde a<= a de waarde b be zit, wa.arbij de kans A be-
ataat, Eta.t fJ zelf a.an dit criterium voldoet. 
Van daze twee criteria is hat eerste gebaseerd op de 
pleats, die ~:t en l,i innemen in de naar opklimmende grootte 
gerangschikte rij gotallen (i = 1, ••• ,n) (het is dus omf-
hankelijk van het teken van de ~i ) , terwij l hat tweede ori-
terium invariant is tegen permutatie van de punten P. ( on 
-L 
juist van de -tekons "1an de 1, afhangi;). Hieruit volgtJ da.t de 
twee criteria onafhankelijk zijn, zodat de kans, da.t hetzij 
oc. aan he-t eerste, hetzij 13 a.an het tweede criterium 
(als daarbij van de ware richting o<: gebruik gemaakt W'>rdt) 
' voldoet, gelijk is aan 
(38) f' • />z. + p,. - Ps A. 
La.at men aerhalve a alle waardon van A doorlopen en be-
pa.alt men bij iedere a. het bijbehorende interval B dan vorm't 
de zo verkregen verzam:11ng van punten {a, b) een betrouw,-. 
baarheidsgebied door het punt(~,~} met onbetrouwbaarheids-
drampel p. 
8.6 .. Ter verduidel;ijking van de mthode gaven wij in fig. 1 voor 
aen~emn:rwitg geval de construotie weer. 
T 
I 
j 
T,_ 
th. IJ 'm-.:. :t { • l 
fa,= O,Ob !r 
In deze '.figuur stelt A dB hoek va.n richtingen voor,. die 
een betrouwbaarheidsinterva.l mot onbetrouwbaal'heidsdrempel 
f>1 == 0 ,,039 voor d.e richting van L vormen, Voor de beide 
uiterste richtingen ~ijn de intervs.llen { i; r) resp •. 
( 7; , 7i') betrouvrbaarheidsintervallen voor fJ onder de voor-• 
waarde, dat ~ de bijbehor~de waa.rde be z1 t • met onbetrouw• 
baa.rheidsdrempel Pt= Ot004. 
Het door de gebroken lijnen 7; S,. il1 en 7: S1, a~ begrensde 
gebied G van bet· ( ! , ~ )-vlak vormt nu een betrouwbaarheic 
gebied voor L met ot1betrouwba.arheidsdrempel h +f,. .. J,,fa. =0,c 
in t:f.ie f4iJ.l, da.t de lw.ns, de:t. di t stochastisch gebied L ge-
hee\ bevat = 0,957 is, terwijl omgekeerd niet iedere lijn 
d~t eJ'.' ge~t$;l in l:i.gt, een a en b bezit, die tot het simul-
,~~ o~~J,i,,ln~arbeidsgebied voor rx en (3 beho:ren. Wel 1s 
l1'.il ~•i Qla, a steeds bet geva.l, maar de b behoe:ft niet tot 
, · ,M. · .~ 'd"e a. geconstrueerde be'trouwbaa:rheids ... 
~-1:..Q.Ql._~1-
-2'• 
de •~ling ftn al.le li;tn~u1, 41.tt lebM•l in G UtlP1h 
Ben kleine COIIJ)lioatie doet tiiob ftr4e nor, w-•• · · 
lijn ala b. •• '// ~ 11'1 i'igUur l de lijaen 7j Ji • U,i J, , 
en.ijdt. Bri vu d• ho.it 7i S:1 u,. afgeaned• pdNl:te ~ 
hoort dan ook bi~ G. • 
Bet betrouwba.arbeidsgebied voor «en(?. gesamtnUJk b 
in dit geval ongweer de 11'1 fip.ur 2 ptu:en.le ...... (bet 
gearoeerde pdeelte van bet (s, b)...Ylat) • 
..... ___ o. 
8.7. De hie:t besohreven methQde is, zoals uit de oonstructie en 
uit veorwaarde 1.c van 8 .. 2, blijkt, voora.l geschikt• indien 
de meeste pun-ten vr13· dioht bij el.kaar liggen1 terwijl zo-
nl links &.l. a rechts •an dese puntenwolk minstens ,~n punt 
ge1egen is •. ,Dit is dus juiS't in die gevallen, waarvctor de 
1&&tb,oden van Wald en die van Housner en 13renna.n, everlals de 
in he~ volgeu1e punt neg te bespreken metnoden minder doel-
•tig &1Jn (t.bib. ook in verband met de voor de verschil-
1ende methoden trarierend9 eisen omtrent invarianti& van de 
"ftllg()rt• t. o .. v. de aeet:fouten). 
~·t~f6l'e1ies van he-t assenstelse1·1ate,n de 
~·. 
1ria ••trucii$ i'1-.rian-t. Di:t kan het graphi~~h uit-
.r · ' ·. ::"Nb ci_; k-'tnotie sOiits verge~elijken~ N~4at deze 
,,!/! • '~ ''",, '.:.: ,, '. :· 
'" · ··:t,~•n de.n enkaie herekeningen van hellingen 
tot de preei~e betl'O\,lwt;aarheideintervallen. 
Uit dese metbode ktmn.en enkele eenvoudip 'l,ori.eell "f'OGl' 
bepaalde hypo1beeen omtrent Lworden af&'el•14. 
9. Metho~ep ~n H, ffllqL. 
9.1. ff. THEIL [16) heeft twee method.en ontworpen, die wei~ 
opge~et ~ijn in het kader der regressieam.ly-ee, ...,. tie · 
ook op bet hi'er 'be sproken p.robleen kumlen worden toegepiaa1. 
Wij lichten ui-t sijn (nog niet verschenen) artikel d1,e ,•~ 
lsn, die relevant zijn voor bet bier gestelde probl••• 
9. 2. De eerste methode berust op 4e vclgende ogter1· 
Yoo%' de bepaling van een lietre11(t~a.rm,idsi.mHYIJ. 1 ~ 
1} Is t.< ~i dan is ook :X.£ < ~ • (vgl. 6. 2). 
2) Een rs,n de beide volgende onderstellingen IIOe1_ Tel"-
vuld zij nt ) , . · . , 
a. De meetfouten ~,- en ~ (1 :::: ).., ••• ,n) hebben voor i-4e-
re i dezelfde simultane waarschijnlijk:b:eidsv~eling; de 
. paren {~.:,!;·) en (~,.f) zi~n ona:fbanltelijk ,,:oor i • j;- 4~ 
verdelingsfunetie van V; - c< !!i is continu in de aediaan. 
b. Da meetfouten zijn alle ona.fhank.elijk van elkaar ver-
deeld; ieder van hen is bovendien tVJDmetrisoh verdeeld, ter-
wijl de mediaan van '&t voor ie~ere 1 dezelfde is; evenzo de 
aediaan van v-;. veer iedere i. De verdelingsfuncties zijn 
-L 
alle oontinu in bun lle(}ianen. . 
Voor de bepaling van een betrou1rbaax:tieidsin:t;e:rval voor /3 
gndet: de byAAth~se !( = it wordt bovendien ondersteld; 
:, ) Med (Jti - « !!i )= O voor iedere i. 
9.3. De betrouwbaarheids\n'ter'Vaileri worden nu als volgt bepaaldt 
Zij de rangschikking ~ , •• : , ~ .verricht naar opklimmen-
de grootte .~ x., en zij tn.:::j1t ~met eventuele weglating) van 
bet aiddelste pl.Ult). ,itj verder, 
('9l, , · .·fl :; .Ii -:f~+~ 
· '. , · · ,~t- a"'+" 
~·M .:(-va:1.; ·.y,. 2) 
:· .)i~.•·,il~r~n11.1l- tx../1!-'° .... ~w,+l) + t-n.., 1"'"'+') 
' " ~~ ~/·::" ,, 
)- (?; - Y~+i) voor iedere 
is dan 
(40) 
indien ~oorwaarde 1) en 2) vervuld zijn. 
Rangschikt men nu de gevonden a.l ( i = 
opklimmende waarden en is: 
. -\-I 
= ;z-mT1 z.· (1'1;t,) 
/Ji ~~· ~ (41) 
dan zijn de t! en de {.,..., - i + :t )t van deze rij de:r «i de u.11 .. 
einden van een betrouwba.arheidsinterval voor oc met onba• 
/ 
trouwbaarheidsdremper /t • 
Voor fo lean men, onder hypothese oc .. a. ,. een betrol:lwbaar-
heidsinterval afleiden op• dezeltde wijze als bij de vori.ge 
methode (zie 8.4.)~ Bezit dit betreuwbaarheidsinterval de 
onbetrouwbaarheidsdrempel p. en dui~en wij de twee inter-
valien aan met ( a, , a.1) en ( ~, 1 4. ) , da.n is: 
(42) ., i 
zoda.t men een rechthoekig betrouwba.arheidsgebied voor oC en 
f.> gezamenlijk heeft. De reden, dat men in dit geval geen 
betrouwbaarheidsg~bied voor het punt(~,~) van de in 8.6 
beschreven vorm verkrijgt, is d at in di t geval de- in 8 .. 5 
genoetnde onafhankelijkheidsvoorwaarde hiet vervtild is~· 
i 
I 
9.4. ~~tweala methode bezit vermoedelijk bet voordeel, scherper 
te zijn dan de varige. De berekeningen worden echter veel 
,I 
ui tgebreider, daar hierbij niet slechts van J. n hellingen 
gebru:i.k W<>rdt gemaa.k-t, maar van de hellingen van alle moge-
lijke verbindingslijnen van pun-tenparen 1f ~· (het versch~l/ 
me-t de eerste methode t vertoont een zekere analogie met het : 
versohd.l tussen de methode van Housner en Brennan wn die, vati 
Wald). 
Voor bet bepalen van een betro1,1wbaarheid~interva.:j., voor .: 
wor&m ~e volgende onde:rstellingen geaaakt; · 
l.) Is t· < t. • da.n ia ~,. < ~- • 
', 2)' l>e 1neett:~-ten ~'l en~- bezitten voor i'edere i dezelfd~; 
$illlll:l.~~ verdeling; de paren ( ~;, ~) en ( J;,·, ~-) zijn orraf .... J 
:J~~~~,jlt -Yerdeeld voor i + ~; de grooth~id · 11 ""4 Ye· is 
'~~.l~:,¥~de~1d., vbor iedere c6nata.nte a ( d,·w, ~~ irt lle-t 
. , ~, .. ;;. 1, · · J,: 1A . , , 
,, ... , , · j'al(; ·1~L ~O<>~ i~dere vas~e rechte lijn de tans, dat · 
·· '(; ,~~•~ iP''ligt gelijk aan nul). 
1-1,~-.·. '.,~~0J ::..,:,?t:.' ;~~, "";• 
I 
t..e."!_:~ 9. 5. Het betrouwbaa.rheidsint_~~:!:!._wordt nu a.ls volgt bepaald: 
De rangschikking 1;_ • ••• , ~ zij wear zodanig, de:t :.t,·< ~-
is voor /<;· - Zij verder 
(43) 
met i = 1, •.. , n-1 en j = i+l,. •. ,,n. Dan is g!t·>«cla.n tn 
slechts dan als ,?t·- (>(JN < ~- o( ~l • Vullen wij voor 0< ean 
willekeurig aangenomen getal a in, da.n is het aantal gff&,1- .. 
len, waarvoor ~· - ~ u.,,> 7- a'}' (met i < j) is, voo1'- ied~r · 
waarnemingsresultaat bepaRld. Dit aantal, dat bebalve V\\ttt 
bet waa.rnemi.ngsresul taat ook van a afhangt, noemen wij j flt); 
'J (o..) is een stocha.stische va.ria.bele op de collectie van 
-
alle mogelijke waarnerningsresultaten. 
Nu is de verdeling van 
(44) r = 1 - .2 J 11Vlr1J 
bekend, onder de hypothese da.t de grootheid 1';· - a.~,· ona.f-
hankelijk van i verdeeld is (zie M .. G. KENDALL [10]> [11]; 7: 
heet de :r-an.k correlation coefficient, hetgeen men zou kunnen 
vertalen uwt rangc:orrela tie coefficient). Aan deze hypothese 
is in ons geval voldaan a.ls a:-= -o< is, terwijl bij toenemende 
a.:fwijking van Q(. de kan$ op grotere i toeneemt. Neemt mEfl nu 
r zo, dat 
< 45) lJ [ J t4} ~ 1:-- 1 J = i 1>1 
is, en r a:r.gschikt men de ay..' volgens opklimmende waa.rden 
(a'I )J. < .• • < I ati-1;; 
dan zijn de t! en de ( (';)- i + t. ) ~ van deze rij de ui teinden 
ve.n een betrouwbaa.rheids.interval YCOr o< met onbetrouwbaar-
. heidsdrempel /01. : 
(46) '?[ {!!:p-11, ~ o( ~ (q,f)('f)-'t;-1 ] ~ 1-r'.t· 
. 
Voor f, gaat men te werk als bij de eerste mcthode. 
9. 5. Deze methoden ~ijn, z oe.ls in de betreffendc publicaties zal 
blijken, voor velerlei generalise.tie vatbaar: . het aantal 
variabelen, wa.Rrvan} lineair afhangt kan willekeurig groo1' 
ge:ma.akt wordert; de linee;.__riteit van bet verband kan getoetst 
WQrden tegen a.on'ttexiteit; ui tbreiding tot vergolijkingen 
van nbgere grli:ad is mogelijk; stelsels vergelijkingen met 
onbelcen<J;e parameters kunnen o:p deze wijze worden beha.ndeld. 
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In verband met voorwaarde 1) zijn beide metb9~es; ·sJ'e 
die van Housner en Brennan, het best toepasbatir1 al,$' .de 
punten 'Pt ongeveer aequidistant liggen. 
10. Het g:eva.lt dat ~ een ?1aarschijnlijkheidsverd~).i!7& be~d.t. 
10.1. In 2. 2 zijn twee verschillende situaties genoe!IKl, aangedui-c\!} 
als geval I en geval II. Hoewel deze gevallen be-trekking 
ben op geheel :verschillende problemen, kan el' todh een 
verba.nd tussen gelegd worden .. · 
In geval I b·ezit § geen wa.arschijnlijkheidsverdeli:o.g 
worden de coordinaten v~n de punten 4t:i:, , ••• , ~"' -()pgeva't 
~nbekende .parameters van de waarschijnlj.jkheidsverdeling van 
de ~, en lt, . Dit doet zich b.v. voor als men d1;or de in---
richting van het experiment de grootte der t, m!n .o:f meer 
naar willekeur kan bepalen ook al kan men ze Il.iet exaet-
m~ten. 
Ln geval II bezit ~.wel een waarschijnlijkheidsverdeling 
{en we scbrijven aa.n X in plaats van ~ en Y in plaats van 
?'j ). · Deze situatie kan zich b.v. voordoen, indien 6 en Y 
in principe meetbare grootheden zijn, maar men, om een of-
andere reden, alleen over onna:uwkeurige metingen beschikt 
(de nauwkeurige meting kan b.v. een ijiet besohikbare appara-
tuur eisen o~ te veel tijd in beslag nemen). Dear~ en/ 
nu ook een simultane waarsohij.nlijkheidsverdeling bezitten, 
kan men de X en y geheel uit het vraagstuk elimineren en al~ 
dus tot de gewone regressieanalyse overgaan. Indien echter 
~ en 1- b.v. natuurkundige grootheden voorstellen, is het 
zeer wel mogelijk, .dat het verband -tussen 6 en Y wel, maar 
dat tussen ~ en :J niet van ui teindelijk belang is. Bovendien 
behoe~t er tussen .~en~ geen lineair V!erband te bestaa~; 
als .dit met ~ en y w·el bet geval. is. LINDLEY (i2] bewijst 
dienaanga.ande de ~oigende stelling: 
Stelling 5: I_ndi;.en X, ::!: en!' &nderling onafhankelijk ver-
, de.e'Jde stoch~~ti·~•~\h·; ;;;i;b~i~·~·--;'iin ~ -~~-t ·----~{~· ;·· "{?··;; 0 .... . 
''. '•·•.. ... . ; . "' . ' ' .............. " ....... ' '.' ' ........... , ............ . en i~ie~ ... g,;i4'i;·-·· ........................ , .............................. , 
•••• -~. '.·, ',:,. ••• '•· ................ : •• f•• •· •••••••• 
'!-"fl: fil. c_ +~ ; 1£, = 4 + ~ ; / .. t + '!!: 
. -~,!~.;-~~--·~,~-~-~~~,~~~}.~ ... ~!!: ... Y.?~?.?.~.~~? .. , .... ?P..~~~···-~-~-- .. :~~~~-s~.i~ ... Y!:l.~ ! 
t:e~ ()-j,i~elrt~ va~ x lineair z i j 1 d. w. z. opda t ;'~tT.''._~'~.:~.-t?' ~,.~-:~~~-•.-;·~,t-·-·· .,._, ... ~ .. •k • • : • • '.:·· .... ~ •••• ,":"7: .•• " •• ' ' ••• ' ••.•• ' ...................... " ••.••.•••.• '' .•....•.••••••..••... ' ... ' .••. 
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(47) 
i~ Y.?.~~-- .. ;-~~-~~~ iC t dat voor de karakteri$tieka funoties 
• • •·••••• •" • • • • • '• '' • • •'' • •• • • • • • • • • o+ • • • • •• •• • •~•" •• .,_., • • • • ~•o•• •.•••• • ,.,.,.,h~_.. ......... ~.~~. ••• .. .,. ..... •~•••••·• , • .,,.«,•••~:o, 
z!!- (r) !: t .e't'tf. 4n z f (r) a.f t e "~ ~) 
van ~ resp. X :r X- t X t geldt: 
................... ,............... - - - ............... '"'"'"' 
o< I 
{ 48) Z -g { r) = 1 Z ~ ('r)} tK-- «' 
(49) 
......... ''.' ' .................... ~· .. ··~ .. ·····. , .... ' ........ . 
Op~erking: 1. De in deze stelling geneemde noodzakelijke 
en voldoende voorwaarde betokent b. v. voor het geval, dat X 
norma.a.1 verdeeld is, dat ~ ook een norm.ale verdeling moet be-
zitten. Daar bovendien in het algemeen een macht van een 
karakteristieke functie zelf geen karakteristieke functie is, 
wordt door (48) aan het type van de verdeling van ~een ster-
ke be perking opge legd •. 
2. Uit de stelling volgt v€rder direct, dat 
d.' ;;:::-;;, / > 0 dus o < I«' l < lex\ 
moet zi jn, terwijl oc' en - o<. hetzelfde teken bezi tten. 
Wij zullen in deze para.graaf geval II beschouwen zonder eli-
minatie van X en y .. 
10,. 2. Notaties;. Een waarnemingsresu1taat ~,.;. •• ;"R. geven we aan 
met -P , w:aarbij 'P het punt ( ::t-:1 , !· •• ., "n 1 j1. , ••• -; Jin.) van een 
2n-dirnensiona.le ruimte 'R. voorstelt .. De bij Tt , ... ;~ beho-
rende punten (11 ,. •• , ~11..geven we tezamen aa.n met ~ , waarbij 
(:£ het punt ( x,. l ••• , xh, Yi , .... t Yn) ln een 2n-dimensionale 
ruirnte S voorstel t.. · 
Gt bez1t een waarschijnlijkheidsverdeling in S, waarvan 
we de verdelingsfunctie 
r (Xn •.. ~ Xn , Yt > ... ~ y n) 
T(~) 
t) ~.·• bet<;1keni14 is per definitie gelijk aan. 
.. 29 .. 
!tvens bu1, P , wor ieder pun ff,... S, ._ y·om•a.. 
delijlte waarschijnlijkbei4sver4eli111 in Tt , otde de ~, 
waarde ~ = (:e • De trerdelings:funotie flln ihat YOO~eU, .. 
waarsohijnlijkheidsverdelings 
G- (Xs_a••·, 'Xt11• )t ····•1" I lt•X.., .. ,> '"'.x., • 'Is• y, ...... y ... i;.) 
geven we verkort aan door G(?lrt}en de onvoorwurd.elijke ••• 
delinsfunctie G<~o-•'=-..•1-., ... ,,-) van 1' in ·"'R door: G{l>). 
Wij hebben dan de volgeale betrekki.ngs 
( 50 ) G { T,)) ~ f G ( 'P I <:t ) d r C <:e) 
$ 
De in de vorige gedeelten afgeleide a ohattingen ! (van Ill() 
en ~ ( van f., ) z1jn berelron<l onder de hypothese, da"t et een 
bepaald (zij het onbekend) punt van Sis, en zij be~itten 
onder daze hypothese een waa~schijnlijkheidsverdeling, waa.r-
uit bun eigensohappen zijn a:tgeleid·. Hetzelfde geldt voor de 
stochastisohe gre1man van de voor «en~ afgeleide betrouw• 
ba.arheidsintervallen. lij zullen bier een soha.tting ~ van « , 
daar deze door 1) geheel bepaald is t aa~even door 
a. (1:) 
en betr-ouwbaarheidsgranzen voor ci.. om dezel:fde reden door 
g,. =- <'t-;1. Cf) -6". i.t IC Q.% <P) 
10.3. Besohouwen wij nu de methode der kleinste guadraten voor het 
geval, dat de meetfou"G ~ in de x -richting identiek gclijk 
aan nul is, dan zien wij (zie 4.3), dat de voorwaarde van 
ste1ling 2 , 3 en 4 voor ieder punt ~ van 5. geld.en, mits 
sleohts de algemene eis, dat er onder ~ 1 , ••• , ~11. minstens 
twee veraohillende punten voorkomen, vervuld is. Wij ondor-
atel1en nu, dat de waa.:rschijnlijkheidsverdeling van §'in S 
zodanig is, dat de ~ans, dat hieraan voldaan is, gelijk is 
aa.n 1 en laten deze voorwaarde verder buiten beschouwing. 
~li gelat: 
i~S~: l6t ~~!.~~~~ .... ~.!.~ .... ~.:: ... ~ ... ~.~.~~.Y..~?. .... ?.~~~~-~:n.~E:.~~ ... ~.?.1..~~~., 
~St1. ... P!~: ... t ....... !~~2 ... ~-~-?.~ ... l . .-r.~.~---~ .... ~.! .. ~ .. ~ .. : .. ! .. ~1. .. ! .... ~~.~-~~-~-~-- ... ~.~.~ 8'' .·rt1 s { X..~ .. •., X ) een waarschijnlijkheidsverdeling in 
-:·:--, .. ·-.. •--!l'l'l•·,·• .. ··~::,.~r.'•· ............... r.:-."' ...................................... -. . . . .. . . .. . . .. . . . . .. . . . . . . . . . ........................... -- .......... -..... . 
/al\ behoeven dus nie-t onafhankelijk verdeeld te 
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Bewi:l!!: Dit bestaa.t uit twee delen: 
1) Indie n voor een echatting ~ Tan « in stelling 2, 3 of 
bewezen ist dat zij zuiver is 1 bet$kent di:t, dat llll stldtt 
dat 
{51) t~=<:t g = { a. (P}c(G-("PJ(:e) = «: 
is voor iedere fieS .. 
Een dergelijke schatting is dus voorwa!U'deli; 
ender de voorwa.a.rde C:t "'~ , voor iedere 13! eS • . 
echter ook onvoorwaardelijk zuiver, immerst 
(52) f g::: / a(P) otG(P) = ff t.t ('P) cf(r{Plct) !('F(fll) • 
'R R. s 
. .=-/« F((t) f o.('!J) d(;(P/(sz)"" c( I ctF((::t) - ()(. 
s ~ •· .$ 
Hetzel:fde geldt voor de andere in stellit'),g 2, 3 en 
noemde sohattingen. 
2) In st el ling 4 is v.oor «: een bctrouwbaarbeidsintarval af'g 
leid. Geven wij 4i t a.an met ( ~.u fh), dan geld1: 
voor iedere ~ E .S • 
Derhalve is ook onvoorwaardelijk: 
(54} --P [ a-1, (p) < °' < ec~cr)J:::: / otF((f) "Pf a-1. <«< std g?• 41J :;:' 
:s 
:: {1-p)[d.P'(&z)= '1..-p. 
s 
Aanloog voor bet betrouwbaarheidsinterval voor r en het 
betrouwbaarheidsgebied voor o: en r gezamenlijk. 
10,.4. De overige in het vbrige gedeelte vermelde resultaten laten 
zich niet zo volledig van geval I op ge:=,val II ovcrbrengen• 
daar deze resul~aten gebonden zijn aan voorwaarden betref-
:f'ende Gt , die in het algemeen niet voor iedere Ge van S 
vervuld zijn-, Deze voorwa.arden, die wij nevcmvoorwaarden 
iullen moemen • zijn: 
Voox-w~at-ae 4} van a-telling l ( zie 41. 2); 
vo-0::rwae¼de j ~ti 4 val'l Wald ( zie 5 • 2); 
VOQX'W~_,. :2 en 3 van Housner en Brennan (zie 6. 2); 
voorw~~~e 1. e van 8. 2; 
vo~~~e 1 van 9. 2. 
Gedeeltelijk zijn deze voorwa.arden gebruikt voor het a:f-
leiden va.n betrouwbaa.rhe idsintervallen, gedeel telijk voor 
het bewijs der bruikbaarheid van bepaalde schattingen. Voor 
ieder van deze methoden gelden nu de volgende beschouwingem 
1) Voor betrouwbaarheidsinte::rvalleni 
Indien V verzameling van alle c:e ui t S is, wa.arvoor aan 
de betre:ffende nevenvoorwa.arde voldaan is, dan is een onder 
• de hypothese ~= ~ a:fgeleid betrouwbaarheidsinterval, met 
onbetrouwbaarheidsdrempel p , tevens een voorwaardelijk 
betrouwbaarheidsinterval, met dezelf'de onbetrouwbaarheids-
drernpel, onder de voorws.arde ~ EV • (Bewijs analoog aan hot 
tweede gedeelte van het bewijs van stelling 6). Is 
(55) 
dan is het betrouwbaarheidsinterval tevens een onvoorwaarde~ 
lijk betrouwbaarheidsinterval met onbetrouwbaarheidsdrempel 
~ p+~ '}. 
2) Voor bruikbaarheid: 
Aangezien dit een asymptotische eigenschap 1s, d.w.z. een . 
limieteigenschap voor n • c,:, schrijven wij .Sn voor 5 en ~ti'\,, 
voor fg • Als er nu een rij deelruimten ·¼ is, met Yr.. c 51'\ t 
zodartig, dat de betreffende nevenvoorwaarden gelijkmat:j.g in 
fl. vervuld zijn voor (£(1'\)E Yn , geldt voor een onder de voor_:, 
wa.arden 
bruikba.re sch att ing g,," van ex: : 
Is nu 
(57) 
met 
{58) 
....... ~--·~---- ' 
') .Genee.l•~naloog: kan men 
ffiediaan• uive:r.heid van 
;·' ': i 
·v~~f' ~val . II overgaat 
bewijzen, dat de in 7.2 genoemde 
g.,_,. en g~! als · seliattingen van o(. 
in een voorwaardelijke mediaan-
\roorwaarde fj,~Y, terwijl onvoorwaa.r-
VC<.tr beide, scha~tingen -tussen a e 
dan vo1gt (analoog aan de bewij.svoering van stelling 6 ) 
(57T 1' [ \ 9::n, - od < t 1 > :! - ~ - 'i,n ~ n. > N (£~~) 
zodat de schatting ook onvoorwaardelijk bruikbaar is. Ver-
ge1ijk in dit. verband ook WAW t17] punt e. •. 
III. Sphatting van een coordinaat, als de andere gegeven is. 
11. Het probleem. 
11. l. Gegeven zijnt n punten -P~ , ..• , 1;, en de voorwa.arden, die 
nodig zijn,. om uit deze punten volgens e~n der beschreven 
methoden schattingen van ot. en ~ te bepaletl,. Verder is van 
een [n+1.)'! punt 1{ de coordinaat X-o gegeven. 
Gevraagd wordt een sch~tting te geven van de coord inaat 
'70. (resp. y0 ) va.n ~ en van deze sohatting de eigenschappen 
na te gaan. ' ) 
11. 2. Geval Jl •. In gevlf,l rr bezitten de punte~ '}\ , ! .• ·, }\,. en -pa 
een si~~ltane. waarschijnlijkheidsverdeiing, zodat men het 
probleem kan zien als· de vraag naar de eigenschappen van de 
ve~<:ielirig vta.n ~ 0 ~J::l in het. bij zonder _van Y? . , onder de -,~; 
voor.waarde ~o = _xa , terwijl .~n .(le coordina.ten van Y:1., • •, 1,, 
geen voor~a.arden warden opgelegd. Dit is de beschouwingswijz~ 
der ;r-egressieana.lyse·. . 
11. 3·,, G~y~l }• In g_e,val I, bezi tten de punt en 1\., . • . , t~ en Io even-
eens · een simult~ne wa.arsohijnltjkheidsverdeling~ nu echter 
· met ~e coord±na:teri 'der punt·en · C:eq .- ~., 8211, en ~ 0 als onbekende 
parameters. Men raou hier het probleem op' dezeI:fde wijze kun-
nen stellen a.ls ender geval II, voor zoverre· het !" betref't; 
''7.0 · echter bezit geen voorwa.A.rde'lijke waarschijnlijkheids-
, verdeli,ng ond·er de voorwaa.r;de· 2!o = ::x-~.en in het algemeen is 
juist . -,Zo b.elangrijk ( en niet y,,..). Het. ligt daa.rom, voor de 
~rid..,. te t:r,achten eenoohatting van 7o te geven zonder de 
voorwaard-e ~o= l:0 te stellep.. 
f' • • • ' • '. ~ ; ; ' ' • • . ' ., ' ·; 
lnd'-:en m~n h,et problee~: yoor de twee ·gwalle~ 'op deze 
• / i, ','.' '.,: ,: < : .• •. ', ' 1 \ • ! ~ '': •. ~- I / ' ; :: • ~... : '' •. • " 1 • " 
~w~~ ~ver.~qTi.~:Ll~n~e .. ~ijzen: itit,e~:fE!.~eert t, t~ee4~ in het 
-·-.-:;;....: .. .'.; ... .:....j~_;-...,.•. . i "'. ,; '. . :, ' • ' ' .• , , 
'·l:.~<'f19r•m~e:r~::pg ,~l; :jdi, , .. Ell~ g~~ven· C.(?O:t:'dinaat ~n- te ~oba,t .... 
· ,:t-~~ :ai\l~,oi~ . van "Pc, o~it~t~-t ~oor verwiss·e::t~ng v.a.n de 
. ,~&~~~~1ten -~i~' ·de p;~~-- ~~~even :formulerir,g • 
. :;;)!\\f ,,:;j,t' ., .':".' ' ' ,I :, < ··,\ ' . ' . ' .• 
geval ·,an exac.t meetbare t resp. ~ een verschil in resul-
taa top, waarover in de litteratuur nogal wat ta doen is 
geweest (zie b.v. A. WALD [17} p. 298 e.v.; C. EISENHART 
[6] en D.V. LINDLEY [12] p. 231 e.v.). Wij zullen dit geval 
na.der beschouwen: 
12. Schatting van de abscis ~iJ gegeven ordinaat, als de absci~ 
t,Qu-tloos is .. 
12-.1. In het geval ff-= o kan mer,: volgens de methode van 4. 3 ( stel..; 
ling 2), indien de daar gemaakte onderstellingen ve~vuld 
zijn, met behulp van R , •.. , Pn zuivere schattingen ~ en ~ 
voor c( resp. r afleiden, die dan ( volgens stelling 6) voor 
be Lie gevallen zui ver zijn. Dan is echter ( vgl. 7 .1) in het 
algemeen -¾ een onzuivere sche.tting van ~ en een zuivere 
·schatting -voor ~ is in dit geval niet belrnnd. 
Indien nu van 'P0 de co6rdina.at ~ gegeven is, is dus 
(59) 
in geval I in het algemeen een onzui vere schatting van ~ o , 
daar ( in rtet algemeen) 
is. 
In geval II is (59) eveneens een onzuivere schatting van' 
f. :/a"'r, XO , zelfs' indien cL en 0 bekend zijn en in ( 59) voo!r 
a en b worden gesul"istitueerd.Dit blijkt op de volgende wijze: 
Wij hebben (de index O voor het moment wegl~tende) 
waa.rin 'i en 1( onafhankelijk zijn. Dus 
t, Y = £ It - '{vc <,, 11" = ~ - t;, .. "' ? }~ ..... ? ii- :f ~· er er ~ ., 
Zij k ly) verdelingsdichtheid van Y en -l ('IJ-J de verde-
:Ringsdichtheid van '!!' , d.an is de eimultane verdelingsdicht-
b.eid van· 1/ en ~ 
- /,. {y ). ( (tr) 
(luij de· s:i,•l~~n~ verd$lingsdiohtheid "IJ'an ;f en ? is: 
it-~-~~~ ~ 
zod.at wij bebben 
(61.) / 17- At;· vJ £ tv-J dv 
/1,_(J-V-) ~lv}eftr 
Indien de teller de factor h fJ-") niet bevatte, zou zij 
gelijk aan !1!" _, dus gelijk aan nui' zijn. Nu is dit in het 
algemeen niet het geval. Indien v klein is t.o.v. 1 , zodat 
in (61) in de Taylor-ontwikkeling van h.t1~v-J de tweede- en 
hogere graadstermen verwaarloosd lrunnen worden, krijgen we de 
volgende benadering 
.£ /,I)'; /v-i:tvJCf'v- - J/()Jfv-~~1,.,-J av-
e./=) '!::: ~ ~~------=------ ::: 
- h~;/~tv}~v - 1/t;;fv--A-n.r)dv 
/2", 
= - :!_!.Pt 11'2, 
h7; -
daa.r ~'Y=O is en /-l.tv-J'11'-v- .. :1 is .. 
I~dien b.v. y normaal verdeeld is met gemiddelde f-l en 
spreiding o- en'!! normaal verdeeld met gemiddelde O en sprei-
ding r , krijgt men 
(62) 
hetgeen sleoht s dan gelijk aan O is, als r:::. o of f'.,. ~ is. 
Nu is dus in het a.lgemeen 
( 63 ) [ v. "'- X =- l .e y - ~ ..i.. ~ C 'I- .. ~ ) 
' tf'"'• • ,r• - o o<. C. f.J.,. 4 o ..,.. -,- .,.. - I .. 
- !" ro _ o<. 
• I 
Lindley geeft nu eohter voor die gevallen, _waarvoor stelling 
5 geldt, een methode a.an, om voor geval II een zuiver~ schat-, 
ting van f.~"'jo ~o te verkrijgen~ Indi~n n. 1. stelling 5 
geldt (watb.v~ het geval is, ais ¼en y,. beide normaal ver-
deeld zijn; of indien beide een r ~verdeling l)ezitten), is 
( daar ~ = t_ 0 . is wege:ns ~o ~ o ) : 
{$4) 
geldt: 
De schatting 
(66) 
~ 
c')I - ct 
- C -
is nu dus een zuivere schatting van ~~;,0 X,, • 
Op te merken valt nog, dat deze methode in geval I geen 
oplossing geeft 1 daar in dat geval stelling 5 niet geldt; 
en f' een ·onzuivere schatting van ck is. Dit laatste blijkt, 
uit stelli:ng 5; im1:1ers was 5.' een zuivere schatting van ~ 
in geval I, dan was dit volgens stelling 6 ook zo in geval 
II, hetgeen echter in strijd is met de tweede bij stelling 
5 gemaakte opmerking. Voor.geval I is een zuivere schatting 
voor J.. nog niet gevonden. Schatting (59) is, uit het oog-
punt · v~ bruikbaarheid, in gevai I boven (66) te verkiezen, 
daar {59) in dit geval bruikbaar is en (66) in hot algemeen 
niet (Lie hiervoor 13). 
12. 2. Indien de exact meetbare coordinaat van --P0 gegeven is, zijn 
aan het zuiver schatten van de andere coordinaat in geen van 
beide gevallen moeilijkhe.den verbonden. Daar voor het geval,. 
dat beide coordinaten meetfouten verton$n1 geen zuivere 
schattingen van o< en (3 bekend zijn, behoeft dit niet apart 
behandeld te worden. Wij wijzen er echter op, dat ook in 
deze situatie de voor het in 12.1 gestelde probleem door 
Lindley gegeven oplossing voor geval II van toepassing is, 
indien stelling 5 kan Worden toegepast. 
13. Bruikbaarheid van schattipgen van de ene coordinaat uit do, 
andere. 
Het bruikbaarheidsbegrip wordt in di t verband gecompli·• 
ceerder. Immers beschikt men over bruikbare schattingen Q- en 
b rt, 'i) 
_ van 0<. resp. (3 verkregen met behUlp van de pun ten lt ;. .. , !.n 
dan betekent dit, clat g. en .!? stochast-isch naar ol. en p con-
vergeren, ,voor n-.,. po • Om nu echter een bruikba.re schatti:rw 
te verkrijgen va.n ltJ. v. de coBrdinaat 70 (resp. \/0 ) van "Po 
1n:oet men bov-endien over een brtiikbare schatting van de 
· eoordinaat l, ·{r~ap~ X()) · van 1 beschi15_ken. '.Deze kan nie-t be• 
$tMn uit e~n .etlkel€ waro-neming van ~:"o, wel, eventueel, uit 
het gemiddelde Zo van m dergelijke waarnemingen. Is dit 
gemiddelde inderdaad een bruikbare schatting van ~0 (resp. 
X0 ), d.w.z. convergeert ~o vocir m ... ~ stochastisch naar ~0 
(resp. X0 ), dan is 
( 67) 
een bruikbare schatting van ~o (resp. y0 ) in die zin, dat 
deze ui tdrukking stochastisch -tot "'la (resp. y0 ) conver-
geert, als 'h en 11l. beide naar to gaan. 
Daar nu voor bruikbaarheid geldt, dat, a ls c-(s:j,: o en ~ 
een bruikb_are schatting van ex is 9 oak ¾_ een bruikbare schat-
ting van};_ is, treden er hier verder w;inig moeilijkheden 
op. Het is echter van belang er op te wijzen, dat in geval 
I. met foutloze ~ , indien de in 12.1 gemaakte onderstellin-
gen geld en, · schatting ( 59) een bruikbare schntting van ~ei 
is, indien men daarin ~ 0 door een bruikbare scho.tting van 
ri-i._o vervangt en indien 9- en t bruikbare schatt ingen voor 
o<. en~ zijn (vgl. stel1ing 1), terwijl dit met (66) in 
het o.lgemeen niet het geval is, daar f en cJ' in dit geval 
onzuivere schattingen van ..!.. en -~ zijn .. 
0( ol. 
14 •. Keuze ui t de verschillende method en .. 
14.1. Een algemeen principe voor deze keuze is, dat men meestal 
een beter resultaat verkrijgt, na3rmate men meer onderstel-
lingen gebruikt. Men kieze daarom die methode 9 wa8Tbij men 
van zoveel mogelijk (gcrechtvaardigde) onderstellingen ge-
bruik maakt. Een volledig overzicht van de verschillende 
mogelijke onderstellingenstelsels met de daarbij behorende 
methoden en resultaten wordt, door zijn uitgebreidhoid, on-
overzichtelijk. Wij volstaan daarom met het aangeven van 
enkele belangrijke punten. 
14. 2. Is ~ :f outloos ( ~ ~ o ) , dan is de rnethode der kloinste q_ua-
draten (zie 4. 3; stelling 1, 2 en 3) ondur zeer ruimo ver-
dere voorwaarden toepasbaar en soms zelfs de meost doel-
t.re:ffende. Betrouwbanrheidsintervallen voor o<. en (:> verh.rijgt 
·voor zover bekend, met deze methodG sle chts, als y 
verd..eeld ··:1s. 
meotfouten, dan verliest do me-
l.d~Z> K1ei.ris1.~ .>qu.adrat en veel van zij n toepnsban.rh0id ,. · 
,,"' ,, ' 
~ien b,e:,tjj'ouw'.baarheidsintervallen voor o< on (?> , . vol-
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gens deze methode afgeleid 9 bekond zijn, terwijl voor het 
verkrijgen van scha:tti~en de vcrhouding der spreidingen 
er~, en cr'll't bekend moet zij n ... Is echter deze verhouding 
bekend, terwijl verder van de verdelingen der punten 
( ~i' 2.12 ) slechts bekend is, dat ~z en yz voor iedere [ onge- .. 
correleerd zijn en ':!.·; en ~: voor iedere i en/ eveneens, 
dan is genoemde methode de enige van alle bes:proken me-
thoden, waarvan de voorwaarden vervuld zijn._ 
14. 4 •. Bezi tten de punt en ( ~'°, y;.) alle dezelfde verdeling, en zij.n · 
zij onafhankelijk van e lkaar verdeeld, dan zijn de metho-
den van Wald, Housner en Brennan, Heme lrijk en beide me-
thoden van Theil Conder een aantal vrij algemene aanvul-
lende voorwaarden) alle toepasbaar. Hiermee zijn schattin-
gen en petrouwbaarheidsintervallen voor o( , (3 , ·a; en ~ 
te verkrijgen. De rnethode van Wald is de enige, waarmee 
onder deze omstandigheden schattingen van <f'= en 0-'!t ver-
kregen word.en~ De methoden van Hemelrijk en Theil leveren 
betrouwbaarhe idsintervallen, ook als de meetfouten niet 
normaal verdeeld zijn •. Zijn deze wel normaal verdeeld, 
dan verkrijgt men ook met de methode van Wald betrouwbaar-
heidsintervallen •. 
14.5. Voo"r keuze tussen de methoden van Wald, Housner en Brennan, 
Heme lrijk en de beide me tho den van Theil is ( in verband 
met de nevenvoorwaarden voor ~ , de volgorde der punten f:12, 
betreffende) de vorm van de puntenwolk van invloed. Is 
deze "hal tor-vormig" ( twee punt-wolken met ecn tussenruim-
te) dan is de methode van Wald aan te bevelen; heeft zij 
rt d d. de vorm van oen "bol met twee uitsteeksels , an ie v~n 
Hemelrijk; heeft zij de vorm van een staaf, dan die v?n 
Housner en Brennan (waarmee slechts schattingen verkregen 
warden) en de twee methoden van Theil. Indien slechts 
punten beschikbaar zijn kunnen de methoden van Hemelrijk 
en de tweede van Theil toch gebruikt warden voor 
van een betrouwbaarheidsinterval voor d... met 
onbetrouwbaarheidsdrompel p (resp •. 7 
14- 6 .• Tenslotte zij er nogmaals op gewezen, 
van ( lief st alle) waarnemingen in 
groat nut is voor het verkrijg$p 
. e sing, daar men dan 1 met de ,.,, .. ,,.,,u.,._="" 
kan werken (als van ieder puni. ev,~.·n<1l~~I 
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zijn verricht), terwijl nu bovendien de normaliteit der 
fouten kan toetson en hun s~Jreidingen kan schatten. 
15. Generalisaties van de theorie. 
V oor me erdere variab elen ( 1Z = L o:.l t + r ) vind t men 
een behandeling met de methode der kleinste 0uadraten en 
de maximum-likelihood methode bij LINDLEY [12]. Zie •ok 
H. THEIL [16 J , waarin tevens een litteratuurlij st zal 
worden opgenomen van publicaties betreffende stelsels van 
lineaire vergelijkingen van stochastische variabelen. 
H. THEIL [16] en K.R. NAIR and M. ].. SHRIVASTAVA [14] be-
handelen ook het geval, dat '¥1,gelijk is aan een polynoom 
van S. De toepassing van de methode der kleinste quadra-
ten op di t prob le om wordt o. a.: behandeld door W. E: DEMING 
[4]. 
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