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SOMMAIRE
Les systemes informatiques a forte entropie, developpes avec une approche procedu-
rale, ont sub! beaucoup de modifications au cours des annees. Par consequent, Us sont
devenus complexes et tres mal documentes. De plus, la maintenance de ces systemes
est difl&cile a assurer et tres couteuse. Afin de pallier ces difficultes, plusieurs organisa-
tions orientent leurs systemes vers de nouvelles technologies. Dans ces systemes a forte
entropie, 1'identification des objets est essentielle pour conduire ceux-ci vers la techno-
logie orientee objets. Cette technologie favorise la reutilisation, 1'extension, la flexibilite,
1'encapsulation, la modularite et la maintenance.
Dans ce memoire, nous presentons une approche automatique permettant d'identifier
les objets dans un code procedural. L'identification des objets est la premiere phase de
la migration d'un code source procedural vers un code source oriente objets. L'approche
suggeree est basee sur la decomposition de graphes bipartites. Notre approche consiste
a identifier des sous-graphes connexes a Pinterieur du graphe d'un systeme. Chacun des
sous-graphes connexes est compose d'un noeud representant les donnees, et d'un ou
plusieurs noeuds representant les methodes de 1'objet. Les sous-graphes connexes repre-
sentent des candidats objets du systeme procedural. Cette approche est une amelioration
de celle presentee par Canfora, Cimitile et Munro.
Nous avons applique notre approche d'identification des objets sur des systemes de
grandes et moyennes tallies. Les resultats demontrent que Papproche est capable d'identi-
fier des objets. De plus, un exemple connu illustre 1'approche. Finalement, nous suggerons
des pistes pour des futurs travaux.
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INTRODUCTION
Le genie logiciel est une discipline dont Fobjectif est de produire, de maniere efficace,
des logiciels de haute qualite. En 1968, a la conference de Garmish, une reflexion sur
la qualite du logiciel et la productivite des ingenieurs a mene a la naissance du terme
genie logiciel. Selon Barazin [26], Ie genie logiciel est 1'application de la science et des
mathematiques au processus par lequel on rend les ordinateurs utiles aux personnes. Par
ailleurs, Bauer [26] presente Ie genie logiciel comme etant Petablissement et 1'utilisation de
principes de genie solides pour produire economiquement des logiciels qui sont fiables et
efficaces. En considerant les deux definitions precedentes, on peut conclure que 1'objectif
du genie logiciel est de definir des outils et des methodes scientifiques pour produire des
logiciels repondant aux besoins des utilisateurs en respectant les contraintes de temps et
de budget.
Ce memoire s'interesse a une sous-discipline du genie logiciel. Cette sous-discipline
est la reingenierie de programmes proceduraux vers une technologie orientee objets.
La problematique et Papproche
Le probleme resolu dans ce memoire est Pidentification des objets dans un code source
procedural, ce qui peut permettre de migrer une application ecrite dans un langage
procedural vers une application ecrite dans un langage oriente ob jets. Pour resoudre ce
probleme, nous avons identifie deux approches : Papproche dite dependante du domaine
d'application et 1'approche dite independante du domaine d'application.
L'approche dite dependante du domaine d'application demande des connaissances
d'un expert pour definir un modele d'application. Ce modele, utilise conjointement avec
Ie code source procedural de 1'application, permet de recouvrer la conception pour ensuite
etre capable d'identifier les objets de cette application.
L'approche dite independante du domaine d'application ne demande aucune expertise
du domaine de 1'application et utilise uniquement Ie code source de I5 application pour
identifier les objets. Par consequent, Ie niveau d'automatisation du processus permet-
tant 1'identification des objets est beaucoup plus eleve avec 1'approche independante du
domaine qu'avec 1'approche dependante du domaine.
Nous avons choisi 1'approche independante du domaine pour solutionner Ie probleme,
car elle peut etre automatisee. Cette automatisation permet d'obtenir un processus
d'identification des objets qui est economique et efBcace.
L'algorithme que nous proposons est inspire des travaux de Canfora et al. [4]. Get
algorithme utilise un graphe oriente bipartite appele "graphe de references" . Le premier
ensemble de noeuds represente les variables globales contenues dans Ie code source de
1'application. Le deuxieme ensemble de noeuds represente les fonctions de cette meme
application. Les arcs permettent de lier les noeuds de type variables globales aux noeuds
de type fonctions. Ces arcs indiquent qu'une fonction fait reference a une variable globale.
La figure 1 montre un exemple d'un graphe de references.
L'idee de base de 1'algorithme est que les sous-graphes connexes a Pinterieur du graphe
de references representent de bons candidats pour creer des objets. II y a cependant des
sous-graphes connexes qui ne sont pas de bans candidats pour creer des ob jets. En efFet,
ces sous-graphes regroupent des fonctions qui n'ont pas besoin d'appartenir au meme
VARIABLE
GLOBALE
FIG. 1: Exemple d'un graphe de references.
objet pour avoir une cohesion fonctionnelle. II est possible d'eliminer ces connexions in-
desirables en brisant Ie sous-graphe en plusieurs sous-graphes. Les nouveaux sous-graphes
connexes out une meilleure cohesion fonctionnelle. Les connexions indesirables peuvent
etre causees principalement par deux situations.
Le premier type de connexions indesirables concerne les fonctions ayant une faible
cohesion. Ces fonctions manipulent des elements de donnees qui n'out pas de liens logiques
entre eux. Par consequent, ces elements de donnees ne doi vent pas se retrouver dans Ie
meme objet. Dans 1'exemple illustre a la figure 2, les connexions indesirables representant
cette situation sont les connexions 1, 2 et 3. Les variables globales PILE, FILE et CLIENT
n'out pas de liens entre elles. Par contre, la fonction INITIAL I SER fait reference a ces
trois variables. Done, il est possible de conclure que la fonction INITIALISER a une faible
cohesion. II faut eliminer ce type de connexion lors de la determination des candidats
appeles a devenir des ob jets.
La seconde situation est causee habituellement par une mauvaise programmation. II
s'agit de variables qui sont declarees globales mats qui devraient plutot etre declarees
locales a chaque fonction. Evidemment, ces variables globales ne devraient pas faire par-
tie d'un objet. Dans la figure 2, Ie programmeur a declare la variable INDICE globale,
puisqu'elle est utilisee dans les fonctions EMPILER, ENFILER et AJOUTER CLIENT. Done, 11
faut eliminer les connexions 7, 8 et 9 lors de la determination des candidats a etre elus
comme ob jets.
FIG. 2: Exemple d'un graphe de references ayant des raauvaises connexions.
Dans 1'exemple precedent, il est facile de voir les connexions indesirables. Par contre,
dans des programmes de plusieurs milliers de lignes ayant des noms de variables et de
fonctions non significatifs, ce n'est pas aussi simple. Dans ce memoire, nous proposons une
technique pour eliminer ces connexions indesirables et obtenir des sous-graphes connexes
significatifs pour un humain.
Les raisons de resoudre ce probleme
Cette section presente les principales raisons qui justifient la migration vers une ar-
chitecture orientee objets. II y a quatre secteurs ou cette migration vers 1'oriente objets
s'avere tres interessante : la maintenance, 1'evolution des logiciels, 1'evolution du materiel
et la reutilisation.
La maintenance
Une etude realisee vers la fin des annees 1980 par Osborne [11] du National Bureau of
Standards suggere que 60 % a 85 % du cout total d'un logiciel est du a la maintenance.
Par ailleurs, en 1989, Corbi [21] affirme qu'une tres grande partie de 1'argent investi pour
assurer la maintenance des systemes est depense uniquement pour essayer de comprendre
ces systemes. En efFet, la comprehension des systemes informatiques represente environ
50 % de PefFort requis pour assurer la maintenance. II existe quatre types de maintenance
[2, 15, 24] :
corrective : la correction des erreurs signalees par un utilisateur;
adaptative : 1'adaptation du logiciel a un changement d'environnement;
perfect ive : 1'ajout de nouvelles fonctionnalites au logiciel;
preventive : la prevention des erreurs par I5 anticipation des changements a venir.
Les programmes orientes objets sont plus faciles a maintenir que les programmes
proceduraux, car Us sont generalement plus simples a comprendre. La cohesion d'un
logiciel correspond a la capacite de chaque fonction de realiser une seule tache. Un lo-
giciel ayant une forte cohesion peut etre plus simple a comprendre qu'un logiciel ayant
une faible cohesion. Par ailleurs, Ie couplage est la mesure du degre d'inter connexions
entre les modules d'un logiciel. Un logiciel ayant un faible couplage indique qu'il y a
peu d'echanges de donnees entre ses modules. Done, un logiciel ayant un couplage faible
peut etre plus simple a comprendre qu'un logiciel ayant un couplage eleve. L'indepen-
dance fonctionnelle est atteinte en developpant des modules ayant un faible couplage
et une forte cohesion. Par ailleurs, Poriente ob jets favorise la creation de programmes
modulaires. La modularite est definie comme etant Pindependance fonctionnelle entre les
composantes d'un programme [17]. Des modules independants sont plus faciles a main-
tenir, car il y a beaucoup moins d'effets secondaires causes par la modification du code
source. Selon Myers [17], la modularite est Ie seul attribut d'un logiciel qui lui permet
d'etre intellectuellement gerable. En efFet, un logiciel monolithique (un seul gros module)
est tres difficile a comprendre, car au lieu d'avoir plusieurs petits problemes a resoudre,
il n en a qu'un seul, mais il est enorme.
Par ailleurs, Pencapsulation est une caracteristique propre aux programmes orien-
tes objets. L'encapsulation se definit comme un principe permettant de diminuer la
complexite des logiciels. L'encapsulation permet de cacher certains details de maniere
a diminuer 1'effort requis pour la comprehension des logiciels. Les ob jets permettent
d'encapsuler de Pinformation inutile aux autres objets.
L'evolution des logiciels
Les systemes a forte entropie sont souvent la seule source de documentation sur les
regles de gestion des entreprises. Les systemes a forte entropie sont des systemes habi-
tuellement ages dont la structure s'est degradee a la suite de nombreuses modifications
[21]. De plus, il s'agit de systemes proceduraux developpes avant la venue de la program-
mation structuree et des principes du genie logiciel. Dans plusieurs cas, les gens qui out
implante ces regles de gestion ne sont plus disponibles pour assurer leur maintenance.
Les systemes a forte entropie peuvent difficilement evoluer. II existe tout de meme
deux fagons de faciliter leur evolution. La premiere solution consiste a recrire manuelle-
ment ces systemes dans un langage de programmation plus evolue en suivant les principes
du genie logiciel. Cette reecriture est tres couteuse a realiser, car il faut franchir toutes
les etapes du cycle de developpement d'un logiciel. La seconde solution consiste a utiliser
des outils de GLAO (Genie Logiciel Assiste par Ordinateur) pour traduire les systemes
a forte entropie en systemes ecrits dans des langages plus evolues. Cette reingenierie est
beaucoup moins couteuse que la reecriture manuelle du logiciel, car Putilisation d un outil
pour extraire les regles de gestion du code source peut permettre d'economiser beaucoup
de temps.
L'evolution du materiel
Les systemes a forte entropie sont utilises dans les ordinateurs des generations prece-
denies. Pour demeurer competitives, les entreprises doivent suivre 1'evolution technolo-
Traduction libre de Legacy Systems.
gique. II va de soi que cette evolution materielle doit etre suivie d'une evolution des
logiciels. Dans ce cas, il faut convertir les systemes pour les adapter aux nouveaux en-
vironnements. Conformement a ce qui precede, cette transformation des logiciels peut
etre realisee de deux manieres difFerentes : soit par la reecriture manuelle, soit par la
reingenierie de ces systemes dans un langage de programmation plus evolue.
La reutilisation
La reutilisation du code source de systemes a forte entropie est tres limitee. En effet,
il est tres difficile de comprendre Ie fonctionnement de ces systemes informatiques, car
leur code source est tres volumineux et tres peu structure. Selon Presseman [17], la
reutilisabilite est une caracteristique importante d'une composante logicielle de haute
qualite. II est plus facile de reutiliser du code source si les donnees et les traitements sont
encapsules dans un objet.
Nos contributions
Nous avons apporte des ameliorations a 1'approche presentee par Canfora et al. 4].
Premierement, cette approche ne permet pas d'identifier des classes d'objets. Pour tenter
de solutionner ce probleme, nous proposons d utiliser un autre type de graphe comme
entree a Palgorithme d'identification des objets, c'est-a-dire Ie graphe de visibilite des
types.
Deuxiemement, 1'approche presentee par Canfora et al. [4] est basee sur les variables
globales. Done, 11 est impossible d'identifier les objets d'une librairie de fonctions ou d'un
programme ayant peu de variables globales. Pour pallier ce probleme, nous proposons
d'utiliser un nouveau type de graphe comme entree a Palgorithme d'identification des
objets, c'est-a-dire Ie graphe de visibilite des donnees.
Troisiemement, Papproche presentee par Canfora et al. [4] focalise systematiquement
certaines fonctions pour parvenir a identifier les objets d'un programme procedural. En
realite, la focalisation d'une fonction n'est pas toujours possible a realiser. Par conse-
quent, nous proposons d'utiliser un nouveau type de graphe comme entree a 1'algorithme
d'identification des objets, c'est-a-dire Ie graphe de references ameliore. C'est un graphe
de references permettant de tenir compte du mode d'utilisation d'une variable globale
par une fonction lors de la focalisation.
Quatriemement, Papproche presentee par Canfora et al. [4] demande de calculer un
seuil permettant d'effectuer des modifications sur Ie graphe d'un programme procedural.
Ces modifications permettent d'obtenir des sous-graphes connexes representant des can-
didats objets. Leur fagon de calculer Ie seuil est difficilement automatisable, car elle est
basee sur Ie style de programmation. Nous proposons une fa^on automatique de calculer
Ie seuil permettant d'obtenir des objets de petite taille.
Cinquiemement, nous avons modifie la condition de fin de Palgorithme presente par
Canfora et al. [4]. L'identification des objets dans un systeme reel a permis de decouvrir
que Palgorithme ne terminait pas pour certains cas particuliers.
Sixiemement, nous avons valide notre approche sur des systemes reels de grandes et
moyennes tallies. Ce type de validation n'a pas ete realise par Canfora et al. [4].
I/organisation du memoire
Le chapitre 1 expose Petat de 1'art en reingenierie des logiciels. Le chapitre 2 explique
la solution qui est proposee pour resoudre Ie probleme. Le chapitre 3 presente Ie proto-
type de 1'outil permettant P identification des objets dans un code source procedural. Le
chapitre 4 montre les resultats obtenus lors de Pidentification des ob jets de trois systemes
informatiques ecrits dans des langages proceduraux. La conclusion nous permet de faire
un resume des contributions et de discuter des problemes a resoudre a la suite de la
realisation de cette recherche. Les annexes contiennent respectivement Ie code source des
programmes Exemplel.cc, Exemple2.cc et ExempleS.cc.
Chapitre 1
I/ETAT DE I/ART
Ce chapitre porte sur les travaux qui out ete realises dans Ie domaine de la reingenierie
des logiciels. Premierement, nous faisons un survol des principaux termes utilises en rein-
genierie des logiciels. Deuxiemement, nous dressons un portrait du paradigme objet pour
situer Ie lecteur. Troisiemement, nous presentons des approches de retro-ingenierie des
logiciels. Quatriemement, nous etudions les travaux qui out ete realises sur 1'identification
des objets dans un code source procedural.
1.1 Les definitions
Cette section a comme objectif de definir les principaux termes utilises dans Ie do-
maine de la reingenierie des logiciels.
La retro-ingenierie est Ie processus par lequel on analyse un systeme dans Ie but
d'identifier ses composantes et leurs relations. De plus, ce processus cree une re-
presentation du systeme sous une autre forme ou a un niveau d'abstraction plus
eleve. Contrairement a la reingenierie, la retro-ingenierie est uniquement un pro-
cessus d'analyse et non un processus de modification [13]. La figure 1.1 presente les
processus de retro-ingenierie des logiciels.
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FIG. 1.1: La retro-ingenierie dans Ie cycle de developpement d'un logiciel.
L'ingenierie est Ie processus traditionnel permettant de passer d'un haut niveau d'abs-
traction vers un niveau plus bas. Par exemple, il s'agit de passer du niveau logique
d'implant ation au niveau physique. En resume, ce processus comporte trois phases :
la phase d'analyse des besoins, la phase de conception et la phase d implantation
du logiciel [13]. La figure 1.2 presente Ie processus d'ingenierie des logiciels.
ANALYSE DES BESOINS CONCEPTION IMPLANTATION
FIG. 1.2: L'ingenierie dans Ie cycle de developpement d'un logiciel.
La restructuration est Ie processus de transformation d une representation d'un sys-
teme en une autre forme. Habituellement, 1 ancienne representation et la nouvelle
out Ie meme niveau d5 abstraction. Cette transformation doit preserver Ie compor-
tement externe du systeme, c'est-a-dire que Ie systeme doit conserver la meme
fonctionnalite. Pour effectuer Ie travail de restructuration, les analystes utilisent
certaines approches de la retro-ingenierie des logiciels. Le terme "restructuration
est devenu populaire avec la transformation de code non-structure (code spaghetti
utilisant des GOTO) en un code structure. La restructuration est souvent utilisee
comme une forme de maintenance preventive permettant d'ameliorer la qualite du
systeme en respectant certains standards. Finalement, la restructuration du code
peut permettre d'efFectuer la maintenance adaptative du systeme. Comme nous
Pavons signale plus haut, cette forme de maintenance permet au systeme de ren-
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contrer de nouvelles contraintes environnementales. Cette forme de maintenance
n'implique aucune reevaluation au niveau des besoins fonctionnels du systeme [13].
La reingenierie est Ie processus d'analyse ou de modification d'un systeme dans Ie but
de Ie reconstruire sous une nouvelle forme afin d'ameliorer sa qualite et sa mainte-
nabilite. Evidemment, la phase d'analyse de ce processus correspond au processus
de retro-ingenierie. De plus, la reingenierie est un processus qui fait appel a des
notions de Pingenierie des logiciels et de la restructuration du code source. Finale-
ment, il est important de remarquer que la reingenierie permet la modification du
systeme pour qu'il comble de nouveaux besoins, des besoins que Ie systeme original
ne comblait pas [13]. La figure 1.3 presente Ie processus de reingenierie des logiciels.
ANALYSE DES BESOINS CONCEPTION IMPLANTATION
FIG. 1.3: La reingenierie dans Ie cycle de develop? ement d'un logiciel.
Le recouvrement de la conception est un sous-ensemble de la retro-ingenierie faisant
appel a la connaissance du domaine dans lequel Ie systeme est en operation. De plus,
il fait appel a toutes les informations externes qui sont disponibles sur Ie systeme
et a certains raisonnements flous ou deductions concernant celui-ci. Evidemment,
ces informations propres au recouvrement de la conception doivent etre ajoutees
a celles recueillies par la retro-ingenierie pour identifier un haut niveau d'abstrac-
tion qui soit significatif. En efFet, ce haut niveau d'abstraction sera meilleur que
celui obtenu directement par une simple analyse du code source du systeme. En
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1989, BiggerstafF indique que Ie but ultime du recouvrement de la conception est
la reconstruction d'une conception abstraite a partir d'une combinaison du code
source, d'une documentation sur la conception (si elle est disponible), d'expertises
personnelles et de connaissances generates sur un probleme ou sur un domaine d'ap-
plication. En resume, Ie recouvrement de la conception est la creation de documents
de conception utiles pour la maintenance d'un logiciel [13].
1.2 Le paradigme ob jet
Cette section a comme objectif de faire un bref rappel sur la technologie orientee
objets et de definir la terminologie de base qui est utilisee en oriente objets [12]. Une
fagon de faire la reingenierie de programmes proceduraux est d'aller vers la technologie
orientee objets.
L?idee de base
Le monde est plein d'elements; il est possible d'abstraire ces elements et d'appeler ces
abstractions des ob jets. Par exemple, un chien, un chat et un cheval sont des ob jets qui
peu vent etre representes par la classe animal. Le tableau 1.1 montre un exemple de la
classe animal.
Terminologie de base
Objet Un objet est un abstraction d'un concept du domaine d5 application. Un objet
est caracterise par des attributs et des methodes pour agir sur ses attributs.
Attribut Un attribut permet de conserver un etat pour 1'objet d'un concept. Selon [6],
Pattribut represente Ie domaine du probleme et les responsabilites du systeme. Le





























TAB. 1.1: Exemple de la classe animal.
tableau 1.1, les attributs sont : Nom, Espece, Race, Sexe, Date de naissance et
Poids.
Methode Une methode permet de modifier la valeur d'un attribut. De fait, la methode
agit directement sur 1'etat de 1'objet. L'ensemble des methodes d'un objet permet de
decrire Ie comportement de celui-ci. Dans Ie tableau 1.1, les methodes sont Naitre
et Decoder.
Instance Une instance est un element d'une classe. Dans la classe animal presentee au
tableau 1.1, il y a trois instances. D'abord, il y a 1'instance Jessy, Chien, Berger
Allemand, etc. Ensuite, il y a celle debutant par Minouche, Chat, etc. Et finalement,
11 y a Pinstance Tresor, Cheval, Percheron, etc.
Classe Une classe est Ie regroupement de plusieurs objets ayant des attributs et des
methodes communes. Dans Pexemple precedent, Ie tableau 1.1, la classe est Animal.
Heritage L'heritage est un mecanisme permettant d'exprimer Ie partage d'attributs
entre des classes. Done, 1'heritage permet de simplifier la definition d'une classe
similaire a une classe deja definie.
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Generalisation/Specialisation Lorsque plusieurs classes se partagent des attributs,
11 est possible de creer une classe generate ayant comme attributs 1'ensemble des
attributs communs aux autres classes. On peut alors eliminer les attributs communs
des autres classes. Ces classes deviennent des specialisations de la classe generate.
Par exemple, si la classe X est une specialisation de la classe Y, alors toute instance
de X est egalement une instance de Y. Le mecanisme inverse de la specialisation
est la generalisation, qui est Faction de creer une superclasse.
Aggregation L'ensemble des attributs communs pour une classe sert en fait a definir
la classe. L'aggregation est Ie mecanisme qui permet de regrouper ces attributs
pour former une classe.
Modularite La modularite exige que les objets soient Ie plus possible autonomes et
cohesifs. La modularite est caracterisee par une forte cohesion et un couplage faible.
Encapsulation L'encapsulation est synonyme de masquage de Pmformation. L'encap-
sulation permet de ne pas montrer les details. Contrairement a 1'abstraction, Ie
niveau de detail de 1'information n est pas connu.
1.3 La retro-ingenierie des logiciels
Pour faire la reingenierie de programmes proceduraux vers des programmes orien-
tes ob jets, il faut commencer par une phase de retro-ingenierie. Cette phase a comme
objectif d'identifier les elements du code source procedural qui sont de bons candidats
pour creer des ob jets. Par consequent, la retro-ingenierie est essentielle dans Ie processus
de reingenierie d'un logiciel. Suivant Chikosfky et Cross [5], il y a sept objectifs que la
retro-ingenierie des logiciels permet d'atteindre. Le tableau 1.2 presente ces objectifs.
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1- Reduire la complexite du logiciel
2- Generer des vues alternatives
3- Recouvrer les informations perdues
4- Detecter les efFets de bord et analyser la qualite
5- Faciliter la reutilisation
6- Alimenter un depot ou une base de connaissances
7- Synthetiser un haut niveau d'abstraction
TAB. 1.2: Objectifs de la retro-ingenierie des logiciels.
La retro-ingenierie des logiciels peut etre realisee principalement par deux types d'ap-
proches. II y a les approches classiques de retro-ingenierie des logiciels et les approches
utilisant les reseaux neuronaux. Les sous-sections qui suivent presentent quelques-unes
de ces approches.
1.3.1 Les approches classiques
Les approches classiques de retro-ingenierie des logiciels permettent d'atteindre les
objectifs presentes au tableau 1.2. La premiere approche presentee concerne la reutili-
sation de composantes logicielles, tandis que la seconde approche joue un role dans la
maintenance des logiciels.
1 - Le paradigme RE2 — Reutilisation
La retro-ingenierie des logiciels permet de detecter les composantes logicielles reuti-
lisables. Le paradigme RE permet la re-utilisation et la re-ingenierie de modules
logiciels. C'est pour cette raison qu'il est appele Ie paradigme RE . Ce modele comporte
les cinq phases decrites dans Ie tableau 1.3 [3].
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1 - Candidature
2 - Election des candidats
3 - Qualification
4 - Classification et emmagasinage
5 - Recherche et affichage
TAB. 1.3: Phases du paradigme RE2.
1 - Candidature : cette phase regroupe les activites d'analyse du code source et elle
produit des ensembles de composantes logiciellespossz^emen^reutilisables. Chacun
de ces ensembles est un candidat a la creation d'un module reutilisable. Evidem-
ment, pour que Pensemble devienne un module reutilisable, il devra subir un certain
traitement. II faudra ajouter certaines composantes logicielles a cet ensemble, Ie re-
organiser et probablement Ie generaliser. Void les trois etapes de cette phase :
1.1 - Definir Pinformation a extraire et les criteres de selection
Cette etape permet de definir 1'information a extraire du code source pour
obtenir des composantes logicielles reutilisables. De plus, dans cette etape, on
doit identifier les criteres de selection des composantes logicielles. Ces criteres
sont bases sur un ensemble de qualites et d'attributs representant Ie potentiel
de reutilisation d'une composante logicielle.
1.2 - Extraire les composantes logicielles
Cette etape permet d'extraire les composantes logicielles. L'extraction se rea-
Use dans un processus de retro-ingenierie des logiciels. II s'agit de Pactivite
principale de la phase de candidature.
1.3 - Appliquer les criteres de selection
Cette etape permet de produire un ensemble de modules possiblement reuti-
lisables. Les modules sont choisis par 1'application des criteres de selection sur
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Pinformation extraite. Un module possiblement reutilisable est un module qui
est candidat pour etre reutilise. Un module qui est choisi pour etre reutilise
sera traite dans les phases suivantes du paradigme RE2.
^
2 - Election des candidats : cette phase regroupe les activites d'analyse des modules
candidats a la reutilisation et elle produit un ensemble de modules reutilisables.
Void les trois etapes de cette phase :
2.1 - Definir Ie gabarit d?un module
Cette etape permet de definir Ie gabarit utilise pour regrouper les modules
selectionnes comme etant de bons candidats a la reutilisation. Done, cette
etape permet d'eliminer les candidats trop difficiles a reutiliser.
2.2 - Extraire les composantes logicielles de Penvironnement externe
Cette etape permet d'extraire les composantes logicielles appartenant a 1'en-
vironnement externe. II s'agit d'un processus qui fait Fextraction des com-
posantes ne faisant pas partie des modules candidats a la reutilisation. Ces
composantes n'ont pas ete retenues lors de la candidature, puisqu'il ne s'agit
pas de modules entiers.
2.3 - Produire les modules reutilisables
Cette etape permet de regrouper Fensemble des composantes logicielles pour
en faire des modules reutilisables.
3 - Qualification : cette phase regroupe les activites destinees a produire les specifi-
cations de chacun des modules reutilisables. La phase de qualification produit les
specifications fonctionnelles et les specifications des interfaces. Voici les trois etapes
de cette phase :
18
3.1 - Definir un formalisme de specification
Cette etape permet de definir un formalisme de specification. Ce formalisme
exprime Ie fonctionnement du module reutilisable et indique comment ce mo-
dule doit etre utilise.
3.2 - Produire les specifications
Cette etape permet de produire les specifications fonctionnelles et les specifi-
cations des interfaces de chaque module reutilisable. Ces specifications sont
produites selon Ie formalisme defini a 1'etape precedente. Cette etape peut
etre simplifiee en utilisant la documentation du systeme dont les composantes
logicielles ont ete extraites.
3.3 - Tests et corrections des specifications produites
Cette etape permet de verifier si les specifications sont conformes au code
source des modules reutilisables.
4 - Classification et emmagasinage : cette phase a pour objectif de classer les
modules reutilisables et de creer Ie depot servaut a conserver ces modules.
5 - Recherche et affichage : cette phase a pour objectif de permettre au programmeur
d'interroger Ie depot pour recuperer un module reutilisable. Cette interrogation du
depot doit etre conviviale et les modules doivent etre facilement accessibles.
2 - Un modele algebrique — Maintenance
Les gens qui con^oivent des systemes d'interrogation de code source font face a de
gros problemes. En efFet, Us out de la difficulte a trouver des modeles integres permet-
tant de formuler simplement des requetes sur Ie code source et de bien representer les
concepts extraits de ce dernier. L'utilisation d'un modele base sur 1'algebre relationnelle
permettrait d'utiliser un langage formel de requete sur Ie code source.
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Dans [16], on propose un modele algebrique permettant de resoudre les problemes
mentionnes precedemment. En effet, Ie SCA (Source Code Algebra) est un modele alge-
brique servant de base a la construction des systemes de retro-ingenierie des logiciels.
L'algebre permet de definir un modele qui represente les informations dans Ie code source.
En outre, elle permet de dormer un ensemble d'operateurs pouvant etre utilises pour for-
muler les requetes sur Ie code source. L'utilisation de Palgebre comme base d'un langage
de requete peut etre benefique. En effet, Palgebre donne la capacite de produire des speci-
fications formelles lors de la construction d'un langage de requete et offre des opportunites
concernant Poptimisation des requetes.
Le modele SCA permet de representer des informations du code source et contient les
operateurs necessaires a la formulation de requetes sur les informations. Le modele SCA
voit Ie code source comme un domaine d'objets caracterises par des attributs. Ces objets
permettent d'emmagasiner les composantes d'information, les relations avec d'autres ob-
jets, les methodes de calcul et toutes autres informations pertinentes. De plus, Ie modele
SCA supporte la notion de collection d'objets. Une collection peut etre vue comme des
ensembles ou comme des sequences d'objets. Finalement, les requetes sont formulees en
ecrivant des expressions utilisant les operateurs pouvant agir sur les objets individuels et
sur leurs collections.
1.3.2 Les approches utilisant les reseaux neuronaux
L'etude des reseaux neuronaux a permis de constater qu'il est possible de les utiliser en
retro-ingenierie des logiciels. En efFet, les reseaux neuronaux sont utiles pour augmenter
la modularite des logiciels, ainsi que pour recouvrer leur conception a partir d'une analyse
du code source.
La modularite des logiciels diminue les problemes associes a la reutilisation, a la main-
tenance et a la restructuration du code source. Une technique permettant d'augmenter
la modularite d'un logiciel est presentee dans [19]. Le reseau neuronal utilise par cette
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technique est un reseau qui fait la retro-propagation de 1'erreur. Arseneau et Spracklen
appliquent une technique de reingenierie permettant de rendre la structure d'un logi-
ciel plus modulaire [2]. Washburne et al. [22] offrent une methode d'analyse permettant
d'extraire et de classer les differents modules d'un code source.
Par ailleurs, Ie recouvrement de la conception des logiciels est un element important
dans la comprehension des logiciels. Une approche utilisant les reseaux ueuronaux pour
transformer un code procedural en un code oriente objets est proposee dans [1]. Finale-
ment, Merlo et al. [15] suggerent une methode d'analyse du code source d'un logiciel qui
est basee sur les commentaires et les identificateurs d'un programme.
Les sous-sections suivantes presentent davantage ces deux methodes.
1 - Classement automatique des modules
Lorsqu'il est question de comprehension de logiciels, on pense a simplifier ceux-ci
d'une maniere quelconque. Cette simplification est un avantage lors de la maintenance
et de la reutilisation d'un logiciel. Pour simplifier un logiciel, il est possible de classer ses
modules en differentes categories. La methode de classement des modules d'un logiciel
qui est presentee dans [22] utilise les reseaux neuronaux.
La methode de classement des modules utilise sept superclasses. Chacune de ces su-
perclasses est composee d'un ensemble de classes. II y a de une a vingt-neuf classes
par superclasse. Chacune des superclasses doit etre classee a 1'aide de son propre reseau
neuronal. Evidemment, une superclasse ayant seulement une classe ne requiert pas de
classement, car tous les modules se retrouveront dans cette seule classe. Chaque reseau
doit avoir une architecture unique, car chaque superclasse a un nombre de classes diffe-
rent. Chaque module d'un logiciel se retrouvera au moins dans une classe de chacune des
superclasses.
Les reseaux neuronaux utilises pour Ie classement des modules sont des reseaux neuro-
naux probabilistes a alimentation avant. Les reseaux neuronaux probabilistes sont une ex-
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tension du modele de Boltzman et des reseaux neuronaux multicouches. Habituellement,
Ie nombre d'echantillons d'entrainement d'un reseau neuronnal devrait correspondre a
dix fois Ie nombre de classes de la superclasse a laquelle appartient Ie reseau neuronal.
2 - Analyse des informations informelles
Le modele qui est presente dans cette section est tire de [15]. Ce modele utilise les
informations informelles du code source pour recouvrer la conception du logiciel. Les
informations informelles dans Ie code source sont les commentaires et les identificateurs.
Un systeme qui est base sur les reseaux neuronaux est capable de trouver les concepts
appropries en considerant 1'information regue en entree. Cette caracteristique propre aux
reseaux neuronaux se nomme la memoire associative. 11 s'agit de la capacite d'etablir
des associations entre des entrees et des sorties.
^
Etapes du processus d'analyse des informations informelles
1. Un expert humain doit :
- definir les tables d'abreviations utilisees dans Ie code source;
- procurer au systeme les lois de classification des concepts;
- definir 1'architecture du reseau neuronal.
2. Extraction des informations informelles.
3. Entrainement du reseau neuronal.
4. Generation des concepts correspondant aux informations informelles.
Un modele utilisant un reseau neuronal est un modele mathematique pouvant etre
vu comme un ensemble de neurones. Ces neurones sont reliees par des connexions ayant
chacune un poids. Chaque neurone est activee par une entree qui est re^ue soit par une
autre neurone, soit par Ie vecteur d'entrees du reseau. Le reseau utilise par ce modele
suit un mode d'apprentissage supervise.
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1.4 I/ident ification des ob jets
Le code source d'un programme procedural contient des elements qui peuvent faire
penser a des objets 1. On peut identifier et extraire ces elements, caches dans Ie code
source, a 1'aide d'approches de comprehension des programmes.
1.4.1 La comprehension des programmes
Une tres grande partie de 1'efFort requis pour Ie developpement d'un logiciel est consa-
ere uniquement a sa maintenance. Par consequent, une diminution du temps requis pour
la maintenance d'un logiciel reduirait significativement son cout de developpement. De
plus, plusieurs etudes out demontre qu'environ 50% de Peffort requis pour la maintenance
d'un logiciel est consacre exclusivement a sa comprehension. A la lumiere de ces observa-
tions, il apparait evident que 1'on doit se munir d'outils, de techniques, de representations
et d'approches qui nous aideront a comprendre les programmes.
D'une maniere generale, il y a deux types d'approche de comprehension des pro-
grammes. II y a 1'approche ascendante, qui consiste a generer une description a partir
du code source. II y a Papproche descendante, qui consiste a formuler des hypotheses et
a les confirmer en consultant Ie code source. Une approche qui se nomme "raffinement
synchronise" est presentee dans [18]. Cette approche est une combinaison de 1'approche
ascendante et de Papproche descendante.
Les representations graphiques permettent de comprendre plus facilement les pro-
grammes. Lors de la comprehension des programmes, au lieu de dire qu'une image vaut
mille mots, on peut dire qu'une representation graphique vaut des milliers de lignes
de code. La sous-section suivante presente des representations graphiques aidant a la
comprehension des programmes.
1 II s'agit de la traduction libre de Object-Like Features.
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1.4.2 L'abstraction des programmes
L'abstraction en generale
En 1983, Wasserman definit 1'abstraction comme etant la notion psychologique per-
mettant de se concentrer sur un probleme a un niveau de generalisation omettant les
details de bas niveau. De plus, il affirme que Pabstraction permet de travailler avec des
concepts et des termes familiers a 1'environnement du probleme [17].
Le niveau d'abstraction d un processus de retro-ingenierie et les outils pouvant etre
utilises pour supporter ce processus font reference aux informations de conception pou-
vant etre extraites du code source. Idealement, Ie niveau d'abstraction produit par ce
processus doit etre Ie plus haut possible. Le processus de retro-ingenierie utilise Ie code
source d'un programme pour en reproduire un haut niveau d'abstraction. Les represen-
tations utiles pour Pidentification des objets dans un code source procedural sont : Ie
graphe de references, Ie graphe de visibilite des types et Ie graphe d'appels des fonctions.
Le graphe de references
Comme nous 1'avons mentionne precedemment, Ie graphe de references d'un pro-
gramme source est un graphe bipartite. Ce graphe bipartite a deux types de noeuds : des
noeuds pour representer les variables globales et des noeuds pour representer les fonctions
du programme. Les arcs entre les noeuds signifient qu'une fonction fait reference a une
variable globale. Le graphe de references est une abstraction d'un programme source, car
il permet de visualiser uniquement Pinformation pertinente a 1'identification des objets.
La figure 1.4 presente Ie graphe de reference du programme Exemplel .ec. Le code source
de ce programme est disponible a 1'annexe A.
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FIG. 1.4: Graphe de references du programme Exemplei.cc.
Le graphe de visibilite des types
Comme Ie graphe de references, Ie graphe de visibilite des types d'un programme
source est un graphe bipartite. Les noeuds de ce graphe represente des fonctions et des
types complexes de donnees. Un arc entre un noeud representant une fonction et un
noeud representant un type complexe de donnees indique la presence d'une donnee de
ce type complexe soit dans la declaration, soit dans Ie corps de la fonction. Les types
complexes de donnees peuvent etre attribues a une variable globale, a une variable locale
ou a un parametre formel d'une fonction. La figure 1.5 presente Ie graphe de visibilite
des types du programme Exemplel .ec.
Le graphe d?appels des fonctions
Le graphe d'appels des fonctions est un graphe ayant un seul type de noeuds. Chaque
noeud represente une fonction et les arcs entre deux noeuds signifient qu'une fonction
appelle une autre fonction. La figure 1.6 presente Ie graphe d'appels des fonctions du
programme Exemplel.cc. Ce graphe permet de conserver la trace des fonctions n'appa-
raissant pas dans Ie graphe de references et dans Ie graphe de visibilite des types. Dans
Ie graphe de references, il est possible d'observer uniquement les fonctions faisant refe-
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FIG. 1.5: Graphe de visibilite des types du programme Exemplel.cc.
rence a une variable globale. Par consequent, toutes les autres fonctions sont oubliees.
Lorsqu'on veut reecrire un programme procedural dans un langage oriente objets, il faut
inclure toutes les fonctions dans Ie nouveau code source. De plus, il faut etre capable de
savoir a partir de quelles methodes ces fonctions sont appelees.
1.4.3 La demarche d'identification des objets
La demarche generale
Comme nous Pavons signale precedemment, il y a deux types d'approches permet-
tant Fidentification des objets dans un code source procedural. II s'agit des approches
dites dependantes du domaine et des approches dites independantes du domaine. Tout
d'abord, 1'approche dite dependante du domaine d'application exige des connaissances
d'un expert pour defmir un modele de Papplication. Ce modele, utilise avec Ie code source
procedural de Papplication, permet de recouvrer la conception pour ensuite etre capable
26
FIG. 1.6: Graphe d'appels des fonctions du programme Exemplel .ec.
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d'identifier les objets de cette application. Ensuite, il y a Papproche dite independante
du domaine de Papplication. Cette approche ne demande aucune expertise du domaine
de 1'application et utilise uniquement Ie code source de 1'application pour identifier les
ob jets. Par consequent, Ie niveau d'automatisation du processus permettant Pidentifica-
tion des objets est beaucoup plus eleve avec 1'approche independante du domaine qu'avec
1'approche dependante du domaine. Les travaux sont presentes en utilisant les memes cri-
teres de presentation pour chacune des approches. Cela a comme objectif de permettre
une comparaison des approches.
Les criteres de presentation
II y a cinq criteres de presentation dont il faut tenir compte pour bien comprendre
ces approches :
1. Pinformation utilisee en entree (code source, modeles d'analyse, expert, etc.);
2. les abstractions utilisees;
3. les etapes de 1'approche;
4. la portee de Papproche (identification des objets ou generation de code source);
5. la classification de Papproche (dependante vs. independante du domaine, theorie
des graphes, connaissances, heuristiques, etc.).
Les sous-sections qui suivent presentent des travaux realises en utilisant ces deux
types d?approches.
Les approches dependantes du domaine
La premiere approche presentee est celle de Gall et al. [7], [8], [9] et [10]. Cette ap-
proche est dependante du domaine de 1'application, car elle necessiste un modele d'ana-
lyse de 1'application. II faut debuter par 1'extraction du graphe d'appels de 1'application.
Ensuite, Ie graphe d'appels permet d'extraire Ie diagramme de flux de donnees (DFD)
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de P application. Le DFD est utilise pour extraire Ie diagramme entitees-relations (DER).
Le DER permet la creation du modele des classes. Lorsque 1'extraction des graphes est
terminee, il faut creer Ie Reverse object-oriented Application Model (RooAM). Le RooAM
est un modele de conception oriente objets cree a 1'aide du modele des classes. Aussi,
il faut creer Ie Forward object-oriented Application Model (FooAM). Le FooAM est un
modele de conception oriente objets cree a 1'aide du modele d'analyse de 1'application.
Ensuite, il faut faire un mapping entre Ie RooAM et Ie FooAM pour obtenir Ie modele
oriente objets de 1'application. Le modele oriente objets de Papplication est transforme
en code source oriente objets. Lors de la mise en application de cette approche, il est pos-
sible de rencontrer des cas d exception ne pouvant pas etre traites a 1 aide de ce modele.
Ces cas d'exception doivent etre traites manuellement lors de la transformation du code
source. Le tableau 1.4 resume cette approche.
La seconde approche presentee est celle de Shin [20]. Cette approche est dependante
du domaine et elle est inspiree de 1'approche precedente. Contrairement a 1'approche de
Gall et al., cette approche utilise Ie graphe de references comme abstraction. D'abord,
il faut extraire Ie graphe de references de 1'application. Ensuite, il faut identifier les
ob jets en se basant sur les variables globales de 1'application. Lorsque les ob jets sont
identifies, 11 faut identifier les methodes de chaque objet a 1'aide du graphe de references
et du code source. Cette approche se termine par la creation des classes d'objets et la
reorganisation de code source procedural en un code source oriente ob jets. Soulignons
que Ie deroulement de cette approche est supporte par un navigateur. Ce navigateur
permet d'effectuer des requetes sur Ie code source pour la prise de decisions. Le tableau
1.5 resume cette approche.
Les approches independantes du domaine
La troisieme approche presentee est celle de Canfora et al. [4]. Cette approche pre-
sente un meilleur niveau d'automatisation que les approches precedentes, car elle est
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independante du domaine de 1'application. De plus, les informations requises en entree
sont Ie code source et des heuristiques statistiques. D'abord, il faut extraire Ie graphe de
references de 1'application. Ensuite, il faut calculer 1'indice de connectivite entre chaque
noeud du graphe, ainsi que la variation de cet indice de connectivite. Ces informations
sent utiles a la resolution des conflits qui surviennent lors de Pidentification des objets
dans Ie code source procedural. En efFet, ces indices permettent de determiner si on doit
decouper ou regrouper les objets. Le tableau 1.6 resume cette approche.
La derniere approche presentee est celle de Yeh et al. [25 . L'utilisation du graphe
de visibilite des types permet d'identifier des objets dans un code source procedural
meme si celui-ci ne possede pas de variables globales. II faut debuter par 1'extraction du
graphe de references et du graphe de visibilite des types. Ensuite, il faut faire Punion de
ces deux graphes en ne dupliquant pas les elements. L'union des deux graphes permet
d'identifier les objets, ainsi que les types abstraits de donnees (TAD) par la technique









Le code source de 1'application
Le modele d'analyse de 1'application
Un expert du domaine de Papplication
Le graphe d'appels
Le diagramme de flux de donnees (DFD)
Le diagramme entites-relations (DER)
Un modele de classes
/
Et apes :
3.1- L extraction des abstractions utilisees
3.2- La creation du Reverse object-oriented Application Model (RooAMl)
3.3- La creation du Forward object-oriented Application Model (FooAM)
3.4- Le mapping entre Ie RooAM et Ie FooAM
3.5- La reorganisation du code source et Ie traitement des exceptions
La generation du code source
L'approche est dite dependante du domaine
L'approche requiert des connaissances d'un expert









Le code source de 1'application
Le modele d'analyse de 1'application
Un expert du domaine de 1'application
Le graphe de references
Un navigateur
Et apes :
3.1- L'extraction du graphe de references
3.2- L'identification des classes d'objets
3.3- L'identification des methodes
3.4- La reorganisation du code source
La generation du code source
L'approche est dite dependante du domaine
L'approche requiert des connaissances d'un expert









Le code source de 1'application
Des heuristiques statistiques
Le graphe de references
Etapes :
3.1- L'extraction du graphe de references
3.2- Le calcul de Pindice de connectivite
3.3- Le calcul de la variation de Pindice de connectivite
3.4- La resolution des conflits
L'identification des ob jets
L'approche est dite independante du domaine
L'approche utilise la theorie des graphes
L'approche utilise des heuristiques









Le code source de 1'application
Le graphe de references
Le graphe de visibilite
Et apes :
3.1- L'extraction des abstractions utilisees
3.2- L'union du graphe de references et du graphe de visibilite
3.3- L'identification des objets et des type abstraits de donnees (TAD)
3.4- La resolution des cas de composantes mixtes
L'identification des ob jets
L'approche est dite independante du domaine
L'approche utilise la theorie des graphes




La solution proposee dans ce memoire est inspiree des travaux de Canfora et al. [4].
L'approche qu'ils suggerent permet d'identifier et de detruire les connexions indesirables
dans un graphe de references. L'identification et la destruction de ces connexions inde-
sirables permettent de produire des regroupements de variables globales et de fonctions.
Ces regroupements sont des candidats pour devenir des ob jets. En effet, dans un regrou-
pement, les variables globales representent les donnees de Pobjet, tandis que les fonctions
representent les methodes de cet objet. En premier lieu, ce chapitre presente 1'algorithme
d'identification des objets tel que developpe par Canfora et al. [4]. En deuxieme lieu, il
expose les notions theoriques necessaires a la focalisation d'une fonction. En troisieme
lieu, il presente les problemes que nous avons identifies avec 1'approche de Canfora et al.
[4]. Finalement, ce chapitre se termine par la presentation de nos contributions face aux
problemes identifies avec Papproche de Canfora et al. [4].
2.1 L^algorithme cPidentification des objets
Cette section presente 1'algorithme permettant 1'identification des objets dans un
code source procedural [4]. Get algorithme d'identification d'objets permet d'eliminer les
connexions indesirables dans un graphe de references. Comme nous 1'avons mentionne
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precedemment, Ie graphe de references d'un programme procedural est construit a partir
des variables globales et des fonctions de celui-ci. L'algorithme permet de produire des
regroupements de fonctions et de variables globales. Les variables globales permettent
d'emmagasiner Petat de 1'objet, tandis que les fonctions implantent les methodes de cet
objet. Les regroupements produits par 1'algorithme sont des candidats pour deveuir des
objets.
2.1.1 Le graphe de references
L'algorithme d'identification des objets se termine lorsque Ie graphe de references est
transforme en un ensemble de sous-graphes isoles. Chacun de ces sous-graphes est un
candidat pour devenir un objet. Comme nous Pavons vu plus haut, Palgorithme utilise
en entree Ie graphe de references : c'est un graphe bipartite compose de deux ensembles
de noeuds et d'un ensemble d'arcs. Void les deux ensembles dont 11 faut tenir compte
pour creer les noeuds du graphe de references :
- VARIABLES-GLOBALES : 1'ensemble des variables globales;
- FONCTIONS : 1'ensemble des fonctions.
Un arc represente Futilisation d'une variable globale par une fonction. Les noeuds
et les arcs du graphe de references sont decrits formellement par les deux ensembles
ci-dessous :
- NOEUDS : VARIABLE S-GLOBALES[JFONCTIONS;
- ARCS : {(f,d) \ f e FONCTIONS A d G VARIABLES-GLOBALES A /
accede a d}.
Si Ie programme procedural etait ecrit avec une approche pleinement orientee ob jets,
les ob jets du graphe seraient associes a des sous-graphes connexes. Malheureusement,
les programmes proceduraux ne sont generalement pas ecrits avec une telle approche.
Certaines fonctions accedent a plusieurs variables. Lorsque ces variables appartiennent
a des ob jets differents, cela cree des connexions indesirables entre les sous-graphes. II y
36
a deux types de connexions indesirables entre les sous-graphes : les connexions resultant
de la coincidence et les connexions resultant d'une mauvaise conception.
Connexions par comcidence : ces connexions resultent de fonctions qui implantent
plus d'une fonctionnalite. En d'autres mots, les connexions par coincidence sont
la consequence de fonctions qui implantent plus d'une methode avec au moins
deux de ces methodes qui appartiennent a des ob jets differents. Par exemple, une
fonction qui initialise des variables globales peut produire ce genre de connexions.
Dans un programme procedural, 11 est normal d'avoir une fonction pour initialiser
les variables globales. Par contre, dans un programme oriente ob jets, cela n'est pas
souhaitable, car chaque objet possede son constructeur pour initialiser ses variables.
Connexions par mauvaise conception : ces connexions resultent de fonctions qui
accedent les donnees de plus d'un objet dans Ie but d'implanter des operations spe-
cifiques au systeme. Habituellement, ces connexions sont Ie resultat d'un melange
entre les methodes de conception basees sur la decomposition fonctionnelle et 1'ap-
proche orientee ob jets. Generalement, il s'agit de fonctions ayant un couplage eleve
et une faible cohesion.
La meilleure fagon d'eliminer les connexions indesirables consiste a appliquer une
technique de focalisation pour separer les fonctions qui generent ces connexions. Par
exemple, une fonction qui initialise les variables globales appartenant a trois objets peut
etre separee en trois sous-fonctions. Ces trois sous-fonctions vont devenir des methodes,
c'est-a-dire des constructeurs de chacun des objets.
L'algorithme d'identification des objets tente d'identifier les sous-graphes a 1'aide d'un
processus iteratif. A chaque iteration, on associe a chaque fonction / du systeme un indice
La focalisation consiste a extraire Ie code source concernant une variable.
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qui mesure la variation de la connectivite interne de son sous-graphe. Cette variation de
la connectivite interne permet de generer de nouveaux regroup ements. Le sous-graphe de
la fonction f doit inclure toutes les donnees referencees par cette fonction et toutes les
fonctions faisant reference uniquement a ces donnees. Le sous-graphe de la fonction / est
defini par 1'ensemble V{f) et par 1'ensemble F(f). La sous-section suivante presente les
elements necessaires a Papplication de 1'algorithme.
2.1.2 Les elements necessaires a Papplication de Palgorithme
Voici les elements qu'il faut considerer lors de Papplication de Palgorithme d'identifi-
cation des objets presente a la section 2.1.4.
GRAPHE-REFERENCES(NOEUDS,ARCS) = Ie graphe de references
PreSet(noeud) = {y \y e NOEUDS A noeud e NOEUDS A (?/, noeud) G AJ?Cf^}
PreSet(noeud) = 0 pour tout noeud € FONCTIONS
PostS et(noeud) = {y \y ^ NOEUDS A noeud e NOEUDS A (noez^, ?/) € AI?C'6'}
PostS 'et(noeud) = 0 pour tout noeud e VARIABLES-GLOBALES
V{f) = Pensemble des variables appartenant au sous-graphe de /
V(f) = PostSet(f)
F(f) = 1'ensemble des fonctions appartenant au sous-graphe de /
F(f) = U {AIA e PreSet(d) A PostSet(fi) C PostSet(f)}
dePostSet^f)
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^ = la cardinalite d'un ensemble
1C (f) = Vindice de connectivite interne du sous-graphe de / est Ie nombre d'arcs
appartenant a des fonctions qui ne pointent pas a 1'exterieur du sous-graphe de /
divise par Ie nombre d'arcs total appartenant a des variables du sous-graphe de /.
IC(f) permet de savoir si Ie sous-graphe de / est fortement connexe. Done, plus
IC(f) est pres de un, plus Ie sous-graphe de f est connexe.
EdePostSet(f) Wi\fi ^ PreSet(d) A PostSet(f,) C PostSet(f)}
EdePostSetW ^PreSet(d)
/\IC(f) = la variation de I'indice de connectivite interne du sous-graphe de / est IC(f)
mains la somme des ratios, pour chaque variable d pointee par jf, entre Ie nombre
de fonctions pointant uniquement d et Ie nombre total de fonctions pointant d.
AIC(f) permet de determiner si Ie sous-graphe de / est dans une forme minimale.
Le sous-graphe de / est dans une forme minimale si Ie /\IC(f) = 0. Si Ie sous-
graphe de / n'est pas dans une forme minimale, alors soit que / doit etre focalisee,
soit que les variables pointees par / doivent etre regroupees.
AIC(f) = IC(f) - ^ *{!i I po^etw= {d}}
^s,w #PreSet(d)
REGROUPER = {/ | MC(f) > seuil}
FOCALISER = {f | AJC(/) < OVAJC(/) > OAAJCr(/) <= sem/}. Cette definition
de Pensemble FOCALISER est Ie fruit d'une petite modification que nous avons
apportee a la definition de Pensemble FOCALISER de Canfora et al. [4]. En efFet,
la definition originale ne permet pas de focaliser les fonctions ayant un A(7C<) nega-
tif. Cette modification est justifiee puisqu'elle permet d obtenir les memes resultats
que Canfora et al. [4].
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2.1.3 Le seuil
Le seuil est tres important, car il permet de determiner si Ie sous-graphe associe a
une fonction doit etre modifie ou non. De plus, si Ie sous-graphe d'une fonction doit
subir une modification, alors Ie seuil permet de determiner Ie type de modification que
ce sous-graphe devra subir. Canfora et al. [4] n'indiquent pas clairement leur maniere
de calculer Ie seuil lors de leurs experimentations. Done, lors de nos experimentations,
nous avons developpe une approche pour Ie calcul du seuil. Cette approche nous permet
d'obtenir Ie plus grand nombre de regroupements possibles et les resultats qu'elle donne
sont significatifs. A la sous-section 2.3.3 nous presentons la maniere que Canfora et al.
[4] utilise pour calculer Ie seuil, tandis qu'a la sous-section 2.4.4 nous presentons notre
maniere de calculer Ie seuil.
2.1.4 L9algorithme
Pour chaque noeud / € FONCTIONS il faut calculer 1C (f)^ 1'indice de connectivite
du sous-graphe de /. Le sous-graphe de / est defini par 1'ensemble des variables pointees
par J, c'est-a-dire V(/), et par I'ensemble des fonctions pointant uniquement les variables
pointees par /, c'est-a-dire F(f). Ensuite, pour chaque noeud / G FONCTIONS, il faut
calculer la variation de 1'indice de connectivite, c'est-a-dire AIC(f). Les fonctions ayant
une variation de 1'indice de connectivite qui est suffisamment elevee sont utilisees pour
generer des regroupements de variables. Par ailleurs, les fonctions ayant une variation
de 1'indice de connectivite qui n'est pas suffisamment elevee et qui est differ ente de zero
sont considerees comme des fonctions introduisant des connexions indesirables devant
etre focalisees. Evidemment, la variation de 1'indice de connectivite de chaque fonction
est recalculee a chaque iteration de 1'algorithme. L'algorithme termine lorsque chaque
fonction accede a une et seulement une variable, c'est-a-dire lorsque Ie graphe de re-
ferences est sous la forme d'un ensemble de sous-graphes isoles. Chaque sous-graphe
est forme d'un noeud appartenant a 1'ensemble VARIABLES-GLOBALES et d'un ou
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plusieurs noeuds appartenant a 1'ensemble FONCTIONS. Le noeud appartenant a VA-
RIABLES-GLOBALES est possiblement associe a un groupe de donnees du systeme
original, tandis que les noeuds appartenant a FONCTIONS pointent sur un noeud appar-
tenent a VARIABLES-GLOBALES. Chacun des sous-graphes obtenus par cet algorithme
est un candidat pour devenir un ob jet.
Le pseudo-code de Palgorithme
TANT-QUE Ie graphe de references n'est pas sous une forme d'un ensemble de sous-
graphes isoles, c'est-a-dire que chaque sous-graphe est forme d'un noeud C VARIA-
BLE_GLOBALES et d'un ou plusieurs noeuds e FONCTIONS.
FAIRE
POUR-CHAQUE noeud / € FONCTIONS FAIRE
- Calculer la valeur de IC(f) et de MC(f)
FIN-POUR
- Calculer Ie seuil
- Calculer 1'ensemble REGROUPER
- Calculer Pensemble FOCALISER
- Interagir avec un expert pour efFectuer certaines operations sur Ie graphe (notre
implantation de cet algorithme ne permet pas cette interaction) :
Detruire des fonctions du graphe;
Deplacer des fonctions de 1'ensemble REGROUPER vers Pensemble FOCALI-
SER;
- Deplacer des fonctions de 1'ensemble FOCALISER vers 1'ensemble REGROU-
PER.
POUR-CHAQUE noeud / G REGROUPER FAIRE
- Regrouper les variables pointees par les / en une seule variable
- Fair e pointer les / sur la nouvelle variable
41
FIN-POUR
POUR-CHAQUE noeud f G FOCALISER FAIRE
- Determiner les / qui sont reellement a focaliser, c'est-a-dire que la fonction
/ peut etre focalisee si et seulement si elle pointe sur une variable regroupee
et qu'elle pointe sur un autre ensemble de variables
Trancher en deux les fonctions / qui sont reellement a focaliser. fa pointe sur




Selon Menif [14] et Weiser [23], la focalisation est un ensemble de techniques permet-
tant a Panalyste de localiser et de comprendre les fonctionnalites d'un systeme. En 1984,
Weiser [23] a introduit la notion de focalisation. II s'agit d'une methode de decomposition
automatique des modules qui se base sur 1'analyse statique du flot de donnees et du flot
de controle. La focalisation permet de reduire Ie programme dans une forme minimale
pour un comportement donne. Cette forme reduite d'un programme est une tranche.
Des etudes out demontre que des programmeurs d'experience font mentalement une fo-
calisation informelle lorsqu'ils corrigent des erreurs dans un programme. La focalisation
est utilisee dans plusieurs domaines d'application. En outre, lors de la remgenierie des
applications, la focalisation peut etre utile pour la comprehension, la modularisation et
la reutilisation des programmes.
La focalisation peut etre realisee a deux niveaux : Ie niveau intraprocedural et Ie
niveau interprocedural. Le niveau intraprocedural concerne chacune des instructions
d'une procedure, tandis que Ie niveau interprocedural concerne les appels de procedures.
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Un critere C est un tuple < s,V >, ou s est une instruction du programme et V est
un sous-ensemble de variables. On peut definir une tranche Sc d'un programme sous
un critere C =< s,V >. Cette tranche est une portion executable d'un programme
formee de Pensemble des instructions qui contribuent au calcul de V, avant Pexecution


















IF X <= 1







II est possible d'extraire des tranches de cette procedure selon difFerents criteres. Void


















L'algorithme de focalisation utilise Ie graphe Def/Use. II s'agit d'un graphe de controle
oriente possedant un noeud initial et un noeud final. Le noeud initial correspond au point
d'entree dans la procedure, tandis que Ie noeud final represente Ie point de sortie de la
procedure. Les noeuds du graphe Def/Use intraprocedural representent des instructions
elementaires d'une procedure, tandis que les arcs representent Ie flot de controle entre
ces instructions. Chaque noeud est annote d'un ensemble de variables utilisees et d'un
ensemble de variables definies. Une variable est dite definie dans une instruction si cette
instruction affecte une valeur a la variable. Par ailleurs, une variable est dite utilisee dans
une instruction si celle-ci doit evaluer la valeur de cette variable. Par consequent, 11 est
possible qu'une variable appartienne a 1'ensemble des variables definies et a 1'ensemble
des variables utilisees d'une meme instruction. Par exemple, dans Pinstruction X = X +
Y, la variable X appartient a 1'ensemble des variables definies et a 1'ensemble des variables
utilisees, tandis que la variable Y appartient uniquement a 1'ensemble des variables utili-
sees de cette instruction. La figure 2.1 represente Ie graphe Def/Use intraprocedural de
la procedure AFFICHER_TOTAL().
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2 ) D(2) = {X,Y}
D(6)={SUM}
U(6)={Y}






FIG. 2.1: Exemple d'un graphe Def/Use intraprocedural.
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2.2.1 La focalisation de base
Selon Weiser [23], la focalisation de base a ete utilisee essentiellement pour la compre-
hension des programmes. L'objectif de la focalisation de base est de trouver une tranche
minimale, c'est-a-dire une tranche ayant un minimum d'instructions. Pour extraire cette
tranche, il faut utiliser Ie graphe Def/Use et un algorithme recursif. La focalisation de
base intraprocedural permet d extraire une tranche Sc d'instructions d'une procedure
affectant directement ou indirectement Ie calcul de V avant 1'execution de I'instruction
s.
2.3 Les problemes identifies avec l?approche
Bien que 1'approche presentee par Canfora et al. [4] puisse produire des regroupements
interessants, nous avons identifie quatre principaux problemes lors de son utilisation. Pre-
mierement, cette approche ne permet pas d'identifier les classes d'objets. Deuxiemement,
elle ne produit pas de regroupements interessants si Ie nombre de variables globales par
rapport au nombre de fonctions n?est pas significatif. Troisiemement, Ie calcul du seuil
est imprecis. Et finalement, la focalisation d'une fonction qui touche a deux sous-graphes
est realisee d'une maniere systematique.
2.3.1 L'identification des classes d'objets
Lors de 1'identification des objets dans un code source procedural, il peut s'averer
tres utile de connaitre la classe a laquelle appartient chaque objet. Comme nous 1'avons
mentionne precedemment, 1 ob jet est une instance de la classe. Dans les programmes
proceduraux, il est frequent de retrouver une seule instance de chaque classe. Aussi,
chaque classe possede un seul ob jet et Fidentification des ob jets peut s'averer une solution
adequate. Par centre, certains programmes proceduraux peuvent avoir plusieurs objets
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appartenant a la meme classe. Done, 1'identification des objets dans un code source
procedural ne permettra pas d'identifier ces regroupements d'objets, c'est-a-dire les
classes d'objets.
2.3.2 L'utilisation des variables globales
L'approche presentee par Canfora et al. [4] utilise Ie graphe de references comme entree
a Palgorithme d'identification des objets dans un code source procedural. L'utilisation du
graphe de references peut s'averer inutile si Ie nombre de variables globales par rapport
au nombre de fonctions n'est pas representatif du nombre de donnees par rapport au
nombre de fonctions. Cette situation se produit lorsque Ie transfert des donnees entre les
fonctions s'effectue principalement par parametres.
2.3.3 Le calcul du seuil
Le seuil est determine par une approche statistique. Pour Petablir, il faut considerer
la distribution de la variation de 1'indice de connectivite. Le type de la distribution
et Ie seuil sont etablis selon les caracteristiques du systerae sur lequel 1'algorithme est
applique. En efFet, Ie style et les standards de programmation qui out ete suivis influencent
la distribution. Ces caracteristiques sont subjectives et difficilement identifiables. Done,
Canfora et al. [4] ne calculent pas Ie seuil d'une maniere automatique.
2.3.4 La focalisation systematique
L'algorithme presente par Canfora et al. [4] focalise une fonction qui touche a deux
sous-graphes d'une maniere systematique. Sachant que la focalisation n'est pas toujours
possible et qu elle est tres couteuse a realiser, il est preferable de la minimiser.
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2.4 Nos contributions
Pour pallier aux problemes que nous avons presentes a la section precedente, nous
avons developpe un nouveau type de graphe:Ie graphe de visibilite des donnees. De plus,
nous avons ameliore Ie graphe de references et Ie graphe de visibilite des types. Ces graphes
sont utilises en entree de Palgorithme d'identification des objets presente a la section
2.1.4. Le graphe de visibilite des types peut permettre d'identifier les classes d objets
d'un code source procedural. En outre, Ie graphe de visibilite des donnees permet de
considerer toutes les donnees globales du code source procedural, c'est-a-dire les donnees
globales declarees globalement et les donnees globales passees en parametre. Le graphe
de references ameliore permet de ne pas focaliser une fonction qui touche a deux sous-
graphes d'une maniere systematique. Cette section presente notre maniere de calculer
Ie seuil, ainsi que notre modification de la condition de fin de Palgorithme presente par
Canfora et al. [4].
2.4.1 Le graphe de visibilite des types
Le graphe de visibilite des types est un graphe bipartite. Un premier type de noeuds
represente les types complexes de donnees et un second type de noeuds represente les
fonctions. Void les deux ensembles dont il faut tenir compte pour creer les noeuds du
graphe de visibilite des types :
- TYPES_COMPLEXES-DONNEES : Pensemble des types complexes de don-
nees;
- FONCTIONS : Pensemble des fonctions.
Un arc entre une fonction / et un type t indique la presence d'une donnee de type t
soit dans les parametres, soit dans Ie corps de la fonction /. Les noeuds et les arcs du
graphe de visibilite des types sont decrits formellement par les deux ensembles ci-dessous :
48
- NOEUDS : TYPES-COMPLEXES-DON NEES^FONCTIONS;
- ARCS : {(f,t) | / e FONCTIONS /\t e TYPES-COMPLEXES ^DON-
NEES A/ vo^}.
Notre contribution concernant Ie graphe de visibilite des types consiste en 1'ajout d'un
attribut sur les arcs. Get attribut concerne la portee de la declaration de la variable de
type complexe de donnees. En effet, les types complexes de donnees peuvent etre attribues
a une variable globale, a une variable locale ou a un parametre formel d'une fonction.
Par consequent, les valeurs possibles pour les attributs sont : GLOBALE, LOCALE et
PARA^/IETRE. Get attribut est utilise par 1'expert pour evaluer Pexactitude des classes
d'objets identifiees par Palgorithme. De fait, il peut etre utile a 1'expert de savoir qu'une
variable de type complexe de donnees a ete declaree globale au lieu d'etre declaree locale
a une fonction. La figure 1.5 presente Ie graphe de visibilite des types du programme
Exemplel.cc.
Les regroupements produits par 1'algorithme d'identification des objets presente a
la section 2.1.4, ne sont plus des regroup ements de variables et de fonctions. II s'agit de
regroupements de types complexes de donnees et de fonctions. Ces regroupements sont des
candidats pour devenir des classes d'objets. En efFet, chaque type complexe de donnees est
forme de types elementaires de donnees. Par exemple, dans Ie programme Exemplel.cc






Nous avons applique 1'algorithme d'identification des objets au graphe de visibilite
des types du programme Exemplel.cc dans Ie but d'identifier les classes d'objets. L'al-
gorithme propose de regrouper les quatre types complexes de donnees, a savoir Structu-
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rel_Globale, Structure2_Globale, Structure3_Globale et Structure4_Globale. Le













De plus, toutes les fonctions du graphe pointent sur ce nouveau type complexe de
donnees. La figure 2.2 presente Ie regroupement produit par Papplication de 1'algo-
rithme d'identification des objets sur Ie graphe de visibilite des types du programme
Exemplel.cc.
L'intervention de Pexpert pour obtenir des meilleurs resultats
Le regroupement obtenu par 1'application de 1'algorithme sur Ie graphe de visibilite
des types du programme Exemplel.cc peut sembler exact. Par contre, un expert du
programme Exemplel. ec aurait pu suggerer des regroupements plus appropries. II aurait
pu par exemple proposer deux regroupements de types complexes de donnees, a savoir
Ie regroupement Structure l_Globale_REGROUPER et Ie regroupement Structure3_Glo-
bale-REGROUPER.
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Les deux regroupements proposes par 1'expert sont des candidats pour devenir des
classes d'objets. Le premier candidat pour devenir une classe d'objets est Ie regroupe-
ment Structure l_Globale_REGROUPER. Ce candidat possede les attributs : Nombrel,
Nombre2, Lettrel et Lettre2. De plus, ce candidat possede les methodes : Main_A,























Le second candidat pour devenir une classe d'objets est Ie regroupement Structu-
re3-Globale_REGROUPER. Ce candidat possede les attributs : NombreS, Nombre4, Let-













Pour parvenir a effectuer ces regroupements, 1'algorithme doit focaliser les fonctions
Main et Fonction_3. Par consequent, la fonction Main sera transformee en deux sous-
fonctions, c'est-a-dire les sous-fonctions Main_A et Main_B. La sous-fonction Main_A pointe
sur Ie nouveau type complexe de donnees Structurel_Globale_REGROUPER, tandis que la
sous-fonction Main_B pointe sur Ie type complexe de donnees Structure3_Globale_RE-
GROUPER. En ce qui concerne Fonction_3, c'est Ie meme phenomeme qui se produit.
Cette fonction sera transformee en deux sous-fonctions, c est-a-dire les sous-fonctions
Fonction_3_A et Fonction_3_B. La sous-fonction Fonction_3_A pointe sur Ie type com-
plexe de donnees Structure 1-GlobaleJlEGROUPER, tandis que la sous-fonction Fonc-
tion-3_B pointe sur Ie type complexe de donnees Structure3_Globale-REGROUPER. La
figure 2.3 presente les regroupements produits par 1'intervention d'un expert lors de 1'ap-
plication de 1'algorithme d'identification des ob jets sur Ie graphe de visibilite des types
du programme Exemplel .ec.
2.4.2 Le graphe de visibilite des donnees
Le graphe de references ne sera pas utile a Pidentifcation des objets si Ie nombre de
variables globales par rapport au nombre de fonctions n'est pas significatif. De plus, Ie





FIG. 2.3: Le graphe de visibilite des types avec 1'intervention d'un expert lors de Papplication
de Palgorithme.
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d'une librairie de fonctions. En effet, une librairie de fonctions ne possede pas de variables
globales, car les donnees sont transmises entre les fonctions en utilisant des parametres.
Le graphe de visibilite des donnees est aussi un graphe bipartite. Un premier type de
noeuds represente les donnees et un second type de noeuds represente les fonctions. Void
les deux ensembles a examiner pour creer les noeuds du graphe de visibilite des donnees :
- DONNEES : Pensemble des donnees globales et locales a chaque fonction;
- FONCTIONS : Pensemble des fonctions.
Les arcs indiquent la presence d'une donnee soit dans la declaration, soit dans Ie
corps de la fonction. Les noeuds et les arcs du graphe de visibilite des donnees sent
decrits formellement par les deux ensembles ci-dessous :
- NOEUDS : DON NEES^FONCT IONS;
- ARCS : {(/, d) | / e FONCTIONS A rf G DONNEES A J" accede a ri}.
Contrairement au graphe de references, qui considere uniquement les donnees decla-
rees globalement, Ie graphe de visibilite des donnees considere toutes les donnees globales
du programme. Ces donnees globales sont celles declarees globalement et celles declarees
localement mais passees par parametre. La figure 2.4 presente Ie graphe de visibilite des
donnees du programme Exemple2.cc (Ie code source de ce programme est disponible
a 1'annexe B). II est important de noter que Ie nom de la variable a sub! une legere
modification nous permettant de savoir dans quelle fonction la variable a ete declaree
locale. En efFet, nous avons ajoute une extension au nom de la variable, s'il s'agit d'une
variable locale a une fonction. Cette extension est composee du symbole " _ " suivi du
nom de la fonction ou elle a ete declaree localement.
L'utilisation du graphe de visibilite des donnees, en entree a Palgorithme d'identifi-
cation des objets presente a la section 2.1.4, permet de produire des regroupements de
fonctions et de donnees. Nous avons utilise Ie graphe de visibilite des donnees du pro-




FIG. 2.4: Le graphe de visibilite des donnees du programme Exemple2.cc.
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a permis de produire un regroupement compose de quatre variables. Le regroupement




FIG. 2.5: Le graphe de visibilite des donnees apres 1'application de 1'algorithme.
L'intervention de Pexpert pour obtenir des meilleurs resultats
Par centre, un expert du programme Exemple2.cc pourrait identifier deux regrou-
pements dans ce programme au lieu d'un seul. La figure 2.6 presente les regroupements
qu?un expert suggere de faire sur Ie graphe de visibilite des donnees du programme
Exemple2.cc.
L'intervention de Pexpert lors de Pidentification des objets dans Ie programme Exem-
ple2. ec a permis de trouver deux candidats objets au lieu d'un seul. L'expert a modifie
la proposition de 1'algorithme dans Ie but d'obtenir des candidats objets plus significatifs.
Bien entendu, Ie programme Exemple2 .ec est un exemple simple et les resultats obtenus




FIG. 2.6: Les regroupements possibles sur Ie graphe de visibilite des donnees.
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figure 2.7 presents les deux candidats objets obtenus par Pintervention de 1'expert lors







FIG. 2.7: Les candidats objets obtenus avec Pintervention d'un expert lors de 1'application de
1'algorithme.
2.4.3 Le graphe de references ameliore
Le graphe de references ameliore est un graphe de references identique a celui presente
a la section 2.1.1 mais avec la prise en compte du mode d'utilisation d'une variable glo-
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bale. Cela permet de ne pas focaliser systematiquement une fonction qui touche a deux
sous-graphes. Done, chaque arc du graphe de references ameliore possede un parametre.
Ce parametre est soit A pour indiquer que la variable est accedee par la fonction, soit
M pour indiquer que la variable est modifiee par la fonction. Ce parametre permet de
prendre une decision concernant la focalisation d'une fonction qui touche a deux sous-
graphes. La figure 2.8 presente un exemple d'une situation de focalisation. II est possible
d'observer que la fonction FONCTION4: appartient a deux sous-graphes. L'approche
de Canfora et al. [4] suggere de focaliser systematiquement la fonction FONCTION4:.
Par contre, en considerant Ie mode d'utilisation de la variable par la fonction, il est
possible de minimiser la focalisation. En effet, la figure 2.8 permet de conclure que la
fonction FONCTION4: ne doit pas etre focalisee. La fonction FONCTION4. doit ap-
partenir au sous-graphe SOUS-GRAPHE1, car la fonction FONCTION^ ne modifie
aucune variable appartenant au sous-graphe SOUS-GRAPHE'2 et modifie une variable




FIG. 2.8: Exemple d'une focalisation non systematique.
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2.4.4 Notre maniere de calculer Ie seuil
Le seuil est egal au AJC(/) maximum —e. Cette fagon de calculer Ie seuil permet
d'obtenir Ie plus grand nombre de regroupements possible, c'est-a-dire Ie plus grand
nombre de candidats objets possible. De plus, elle permet d'obtenir des regroupements
ayant Ie plus petit nombre d'attributs et de methodes possible. Done, cette fagon de
calculer Ie seuil permet d'obtenir des objets de petite taille. Cette maniere de calculer Ie
seuil a ete etablie a 1'aide d'experimentations. Les resultats obtenus en calculant Ie seuil
de cette maniere sont comparables aux resultats de Canfora et al. [4].
2.4.5 Une modification de la condition de fin de Palgorithme
Selon Canfora et al. [4], 1'algorithme d'identification des objets se termine lorsque Ie
graphe est transforme dans un ensemble de sous-graphes connexes, c'est-a-dire que chaque
fonction du graphe a un AJC' egal a zero. Pour efFectuer ces transformations sur Ie graphe,
il faut regrouper des variables et focaliser des fonctions. La focalisation d'une fonction
necessite que celle-ci pointe sur une variable regroupee et un ensemble de variables non
regroupees. Les experimentations nous out permis de constater que la condition normale
de fin de Palgorithme ne peut pas toujours etre respectee. En effet, il est possible que
1'algorithme d'identification des objets se termine avec des fonctions possedant un AJC'
different de zero. Une fonction qui a un AJC' egal a zero est une fonction qui pointe sur
une seule variable. Par ailleurs, nous avons rencontre un cas particulier, c'est-a-dire Ie cas
ou une fonction pointe sur deux variables ne devant pas etre regroupees. Par consequent,
cette fonction ne peut pas etre focalisee et Palgorithme se termine avec une fonction qui
pointe sur deux variables. II n'est pas justifie de regrouper ces deux variables. Done, nous




L'identification des objets dans un code procedural est un processus qui doit etre
realise en deux phases. La premiere phase consiste a effectuer une retro-ingenierie de
P application, c'est-a-dire a extraire les informations utiles a 1'identification des objets
dans Ie code procedural. La seconde phase consiste a executer 1'algorithme d'identification
des ob jets presente a la section 2.1.4 en utilisant 1'information extraite lors de la retro-
ingenierie. Ce chapitre presente les specifications des outils permettant 1'identification
des objets, c'est-a-dire les extracteurs d'information du code source et Ie programme
qui implante 1'algorithme d'identification des objets. De plus, la section 3.3 montre un
exemple de Papplication de 1'algorithme.
3.1 Les extracteurs de graphes
Cette section presente les specifications des outils d'extraction du graphe de references,
du graphe de references ameliore, du graphe de visibilite des types et du graphe de
visibilite des donnees. II est important de noter que les extracteurs sont congus pour
extraire de Pinformation a partir d un code source ecrit en langage C. Les extracteurs sont
construits sous forme de regles applicables sur Parbre syntaxique du programme source.
Ces regles permettent d'extraire des f alts du programme source. Les faits peuvent etre
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combines pour former la base de faits utilisee par 1'algorithme d'identification des objets.
Pour bien saisir Ie principe de fonctionnement des outils d'extraction, nous presenterons
les techniques de compilation utiles a 1'analyse d'un code source.
3.1.1 I/analyse du code source
Les principes et les techniques du developpement de compilateurs sont importants lors
de la reingenierie d'une application. En effet, la phase de retro-ingenierie de 1'application
exige Pextraction des informations du code source. L'outil d'extraction est implante selon
les principes et les techniques de developpement des compilateurs. II doit creer 1'arbre
syntaxique du programme pour lequel il veut extraire de Pinformation. La creation de
1'arbre syntaxique est realisee a 1'aide de Panalyse lexicale et de 1'analyse syntaxique.
Lorsque Parbre syntaxique est cree, 1'outil d'extraction applique des patrons sur cet arbre
pour identifier Pinformation qu'il doit extraire. Bien entendu, 1'utilisation d'une gram-
maire hors contexte est requise pour Ie codage des patrons, car 1'arbre syntaxique est
construit selon cette grammaire. Finalement, 1'outil d'extraction produit un fichier repre-
sentant une base de faits. Ces faits sont utilises en entree a 1'algorithme d'identification
des objets presente a la section 2.1.4.
3.1.2 Les regles generates aux trois extracteurs de graphes
Les regles sont composees d un antecedent et d'un consequent. D'abord, il faut evaluer
si Pantecedent est vrai ou faux. Lorsque Pantecedent est vrai Ie consequent est execute.
L'antecedent est une condition sur la base de faits et la base de faits est dynamique.
Done, si Ie consequent cree un nouveau fait, alors ce fait est considere par 1'antecedent
de chaque regle.
Regle 1 : Extraire Ie type et Ie nom des variables globales
Extraire les variables globales declarees avec des types simples
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Extraire les variables globales declarees avec des types complexes
Extraire les variables globales declarees sous forme de listes
POUR-CHAQUE variable globale
FAIRE
Creer Ie fait VARIABLE_GLOBALE(TYPE, NOM)
FIN-POUR-CHAQUE
Regle 2 : Extraire Ie nom et Ie corps des fonctions
POUR-CHAQUE fonction
FAIRE
Creer Ie fait FONCTION(NOM, CORPS)
Creer Ie fait DECLARATION-FONCTION(NOM, PARAMETRES)
FIN-POUR-CHAQUE
Regle 3 : Extraire Ie nom des types complexes
Extraire les types complexes construits a Paide d'un STRUCT
Extraire les types complexes construits a 1'aide d'un UNION
Extraire les types complexes construits a 1'aide d'un TYPEDEF
POUR-CHAQUE type complexe
FAIRE
Creer Ie fait TYPE-COMPLEXE(NOM)
FIN-POUR-CHAQUE
3.1.3 L'extracteur du graphe de references





IDENTIFIANT2 se retrouve dans CORPS
ALORS
Creer Ie fait REFERENCE (IDENTIFIANT1, IDENTIFIANT2, TYPE)
FIN-SI
3.1.4 I/extracteur du graphe de references ameliore
Regle 5 : Extraire Ie graphe de references ameliore
SI
REFERENCE(IDENTIFIANT1, IDENTIFIANT2, TYPE) ET
IDENTIFIANT2 se retrouve a gauche d'un operateur dans Ie corps de IDENTIFIANT1
(il y a d'autres famous de modifier une variable qui ne sont pas traitees)
ALORS
Creer Ie fait AMELIORER(IDENTIFIANT1, IDENTIFIANT2, TYPE, M)
SINON
Creer Ie fait AMELIORER(IDENTIFIANT1, IDENTIFIANT2, TYPE, A)
FIN-SI
3.1.5 L'extracteur du graphe de visibilite des types







IDENTIFIANT2 se retrouve dans CORPS
ALORS
Creer Ie fait VISIBILITE_TYPES(IDENTIFIANT1, TYPE, "GLOBALE")
FIN-SI





TYPE se retrouve dans CORPS
ALORS
Creer Ie fait VISIBILITE-TYPES(IDENTIFIANT1, TYPE, "LOCALE")
FIN-SI





TYPE se retrouve dans PARAMETRES
ALORS
Creer Ie fait VISIBILITE_TYPES(IDENTIFIANT1, TYPE, "PARAMETRE")
FIN-SI
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3.1.6 L'extracteur du graphe de visibilite des donnees
Regle 9 : Extraire les variables locales a chaque fonction
Extraire les variables locales declarees avec des types simples
Extraire les variables locales declarees avec des types complexes
POUR-CHAQUE variable locale de chaque fonction
FAIRE
Creer Ie fait VARIABLE_LOCALE(FONCTION, VARIABLE, TYPE)
FIN-POUR-CHAQUE
Regle 10 : Extraire les appels de fonctions
POUR-CHAQUE appel de fonction
FAIRE
Creer Ie fait APPEL-FONCTION(FONCTION1, FONCTION2)
La FONCTION1 est la fonction appelante
La FONCTION2 est la fonction appelee
FIN-POUR-CHAQUE
Regle 11 : Extraire les parametres formels
POUR-CHAQUE parametre formel
FAIRE
Creer Ie fait PARAMETRE_FORMEL(FONCTION, VARIABLE, RANG)
Le RANG est la position du parametre lors de la declaration de la fonction
FIN-POUR-CHAQUE
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Regle 12 : Extraire les parametres reels
POUR-CHAQUE parametre reel
FAIRE
Creer Ie fait PARAMETRE-REEL(FONCTION1, FONCTION2, VARIABLE,
RANG)
La FONCTION1 est la fonction appelante
La FONCTION2 est la fonction appelee
Le RANG est la position du parametre lors de 1'appel de la fonction
FIN-POUR-CHAQUE
Regle 13 : Extraire Ie graphe de visibilite des donnees — PARTIE 1
SI
PARAMETRE_REEL(FONCTION1, FONCTION2, VARIABLEl, RANG1) ET
VARIABLE-LOCALE(FONCTION1, VARIABLEl, TYPE) ET
PARAMETRE_FORMEL(FONCTION2, VARIABLE2, RANG1)
ALORS
VARIABLES = VARIABLEl + "-" + FONCTION1
Creer Ie fait VISIBILITE_DONNEES(FONCTION1, VARIABLES, TYPE)
Creer Ie fait VISIBILITE_DONNEES(FONCTION2, VARIABLES, TYPE)
Creer Ie fait LIEN (VARIABLES, FONCTION1, VARIABLE2, FONCTION2,
TYPE, RANG1)
FIN-SI
Regle 14 : Extraire Ie graphe de visibilite des donnees — PARTIE 2
SI
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LIEN(VARIABLE1, FONCTION1, VARIABLE2, FONCTION2, TYPE, RANG1) ET
PARAMETRE_REEL(FONCTION2, FONCTION3, VARIABLE2, RANG2) ET
PARAMETRE_FORMEL(FONCTION3, VARIABLES, RANG2)
ALORS
Creer Ie fait VISIBILITE_DONNEES(FONCTION3, VARIABLEl, TYPE)
Creer Ie fait LIEN (VARIABLE 1, FONCTION2, VARIABLES, FONCTION3,
TYPE, RANG2)
FIN-SI
3.2 I/algorithme d?identification des objets dans un
code source procedural
Cette section presente les specifications du programme qui implante 1'algorithme
d'identification des ob jets presente a la section 2.1.4.
3.2.1 La procedure principale
Extraire Pinformation de la base de faits
Creer Ie graphe a partir des informations extraites
FAIRE
Afficher Ie graphe








Afficher les ensembles REGROUPER et FOCALISER





TANT-QUE MC(F) de chaque fonction 0 0
3.2.2 Extraire Pinformation de la base de faits
Ouvrir Ie fichier Fl representant la base de faits en lecture
TANT-QUE la fin du fichier Fl n'est pas atteinte
FAIRE
POUR-CHAQUE ligne du fichier Fl
FAIRE
Extraire Ie nom de la fonction dans TAB_FICHIER[noJigne].FONC-
TION
Extraire Ie nom de la donnee TAB_FICHIER[noJigne].DONNEE




3.2.3 Creer Ie graphe a partir des informations extraites
POUR-CHAQUE indice de TAB^FICHIER
FAIRE
SI Ie noeud fonction F n'existe pas
ALORS
Creer Ie noeud fonction F
FIN-SI
SI Ie noeud de donnee D n'existe pas
ALORS
Creer Ie noeud de donnee D
FIN-SI
SI Parc entre Ie noeud de fonction F et Ie noeud de donnee D n'existe pas
ALORS
Creer Fare entre Ie noeud de fonction F et Ie noeud de donnee D
FIN-SI
FIN-POUR-CHAQUE
Creer Ie noeud de fonction F
Alimenter Ie tableau de noeuds fonctions avec Ie nom de la fonction
Creer Ie noeud de donnee D
Alimenter Ie tableau de noeuds donnees avec Ie nom et Ie type de la donnee
Creer Parc entre Ie noeud de fonction F et Ie noeud de donnee D
Aj outer Ie noeud de donnee D dans la liste des donnees pointees par la fonction F
Aj outer Ie noeud de fonction F dans la liste des fonctions pointees par la donnee D
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3.2.4 Afficher Ie graphe
POUR-CHAQUE noeud de fonction F
FAIRE
Afficher Ie nom de la fonction F
Afficher Ie nom et Ie type de chaque donnee D pointee par la fonction F
FIN-POUR-CHAQUE
3.2.5 Calculer Ie AJC(F)
Calculer Ie IC(F)
Calculer la partie de droite de Pexpression arithmetique
AIC(F) = IC(F) - Partie-de-droite
Calculer Ie IC(F)
Calculer Ie NUMERATEUR de Pexpression arithmetique
POUR-CHAQUE noeud de donnee D pointe par F
FAIRE
POUR-CHAQUE noeud de fonction Fi pointe par D
FAIRE
SI Pensemble des donnees pointees par Fi est inclus dans Pensemble des
donnees pointees par F
ALORS
Incrementer Ie compteur NUMERATEUR
FIN-SI
FIN-POUR-CHAQUE
Calculer Ie DENOMINATEUR de Pexpression arithmetique
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POUR-CHAQUE noeud de donnee D pointe par F
FAIRE
DENOMINATEUR = au nombre de noeuds fonctions Fi pointe par D
FIN-POUR-CHAQUE
IC(F) = NUMERATEUR - DENOMINATEUR
Calculer la partie de droite de Pexpression arithmetique
POUR-CHAQUE noeud de donnee D pointe par F
FAIRE
Calculer Ie NUMERATEUR de Pexpression arithmetique
POUR-CHAQUE noeud de fonction Fi pointe par D
FAIRE
SI Fi pointee par D pointe uniquement sur D
ALORS
Incrementer Ie compteur NUMERATEUR
FIN-SI
FIN-POUR-CHAQUE
Calculer Ie DENOMINATEUR de 1'expression arithmetique
DENOMINATEUR = au nombre de noeuds fonctions Fi pointe par D
ParUe-de^droite = NUMERATEUR - DENOMINATEUR
FIN-POUR-CHAQUE
3.2.6 Calculer Ie seuil
Seuil = MC{F) maximum - 0.001
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3.2.7 Calculer Pensemble REGROUPER
POUR-CHAQUE noeud de fonction F
FAIRE
SI AK7(F) > Seuil
ALORS
Aj outer Ie noeud de fonction F dans la liste des fonctions a regrouper
FIN-SI
FIN-POUR-CHAQUE
3.2.8 Calculer Pensemble FOCALISER
POUR-CHAQUE noeud de fonction F
FAIRE
SI MC(F) <= Semi A MC(F) ^ 0
ALORS
Ajouter Ie noeud de fonction F dans la liste des fonctions a focaliser
FIN-SI
FIN-POUR-CHAQUE
3.2.9 Afficher les ensembles REGROUPER et FOCALISER
AfHcher la liste des fonctions F a regroup er
Afficher la liste des fonctions F a focaliser
3.2.10 EfFectuer Ie regroupement
POUR-CHAQUE noeud de fonction F appartenant a la liste des fonctions a regrouper
FAIRE
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Ajouter les donnees D pointees par F dans la liste LI des donnees a regrouper
FIN-POUR-CHAQUE
Creer Ie nouveau noeud de donnee D^i en regroupant les donnees de la liste LI
Modifier les arcs des noeuds fonctions F appartenant a la liste des fonctions a regrouper
pour qu'elles pointent sur Ie nouveau noeud de donnee DLI
Ajouter les arcs au nouveau noeud de donnee DLI pour qu'il pointe sur les noeuds
fonctions F appartenant a la liste des fonctions a regrouper
3.2.11 Effect uer la focalisation
POUR-CHAQUE noeud de fonction F appartenant a la liste des fonctions a focaliser
FAIRE
SI la fonction F est vraiment a focaliser, c'est-a-dire que F doit pointer sur un
nouveau noeud de donnee DL\ et sur un ou plusieurs noeuds donnees D
ALORS
Aj outer la fonction F dans la liste L2 des fonctions vraiment a focaliser
FIN-SI
FIN-POUR-CHAQUE
POUR-CHAQUE noeud de fonction F appartenant a la liste L2 des fonctions vrai-
ment a focaliser
FAIRE
SI Ie type de graphe utilise en entree est Ie graphe de references ameliore
ALORS
SI Ie noeud de donnee D^ est modifie par la fonction F et au moins une des
donnees D, autres que D^, esi modifiee par la fonction F
ALORS
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Creer Ie noeud de fonction FA
Ajouter Fare entre la fonction FA et Ie nouveau noeud de donnee D^
Creer Ie noeud de fonction Fp
Aj outer les arcs entre la fonction FB et les donnees D pointees par
F
Detruire Ie noeud de fonction F
SINON
SI Ie noeud de donnee D^ est accede par la fonction F et au moins une
des donnees D est modifiee par la fonction F
ALORS
Faire pointer la fonction F uniquement sur les donnees D
SINON
Faire pointer la fonction F uniquement sur Ie noeud de donnee D ^21




II s agit du cas ou Ie type de graphe utilise en entree n'est pas Ie graphe de
references ameliore
Creer Ie noeud de fonction FA
Aj outer 1'arc entre la fonction FA et Ie nouveau noeud de donnee D^
Creer Ie noeud de fonction Fp
Aj outer les arcs entre la fonction FB et les donnees D pointees par F





Cette section presente un exemple de 1'application de 1'algorithme d'identification des
objets dans un code source procedural. L'exemple utilise est connu, de petite taille et se
nomme ExempleS. ec. II s'agit d'un systeme qui implante la gestion d'une pile, d'une file
et d'une liste (Ie code source de Papplication est disponible a 1'annexe C). L'identification
des objets est realisee en deux etapes : la creation de la base de faits et 1'execution de
Palgorithme d'identification des objets. Get exemple est presente uniquement pour Ie
graphe de references du programme ExempleS.cc.
3.3.1 La base de faits
La premiere etape consiste a utiliser un outil d'analyse syntaxique pour extraire les
faits permettant de construire Ie graphe de references du systeme. Notre outil se nomme
SEM et nous est fourni par notre partenaire industriel. Un fait est forme de trois para-
metres, a savoir Ie nom de la fonction, Ie nom de la variable et Ie type de la variable.
Chaque fait represente un arc entre un noeud de type fonction et un noeud de type va-




















































3.3.2 L'algorithme d'identification des objets
La deuxieme etape consiste a executer Ie programme, implantant 1'algorithme d'iden-
tification des ob jets, en utilisant comme entree la base de faits extraite precedemment.
L'execution du programme requiert deux iterations de Palgorithme pour parvenir a iden-
tifier les candidats ob jets. La figure 3.1 presente Ie graphe de references du programme
ExempleS.cc avant de lancer 1'algorithme d'identification des objets.
Premiere iteration
Pour decomposer Ie graphe de references en sous-graphes connexes, 1'outil d'identifi-
cation des objets doit evaluer la variation de 1'indice de connectivite (AJC) de chaque
fonction. Voici les valeurs de cet indice pour chacune des fonctions du systeme.
MC(stack-push) = 0,270588
MC{stack-pop) = 0, 270588
MC(stack-top) = 0, 270588
AIC (stack-empty) = 0
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FIG. 3.1: Graphe de references du programme ExempleS.cc.
AJC'(stack- full) = 0
MC(queue-insert) = 0, 0409357
AIC{queue-extract) = 0, 0409357





AJC'(list -empty) = 0
MC{stack-toJist) = 0,0478632
MC(stack-to_queue) = 0,0777778
MC '(queue Jbo^stack) == 0,0777778
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AIC{queue-toMst) = -0, 202381
/\IC(listJ.o-stack) = 0, 0478632
AIC(UstJ.o-.queue) = -0, 202381
MC(global-mit) = -0, 505556
Apr es avoir calculer Ie AJC' de chaque fonction, Poutil determine Ie seuil (AJC maxi-
mum — 0.001). Le seuil pour la premiere iteration est de 0,269588. Le calcul du seuil
permet d'identifier Pensemble des fonctions devant etre regroupees et 1'ensemble des fonc-















Le regroupement des fonctions
stack-push, stack-pop et stackdop
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permet de reunir les variables
stack-struct et stack-point
pour former la nouvelle variable stack. La nouvelle variable stack est de type complexe,
car elle est formee de deux variables de type simple. De plus, Ie regroupement des fonctions
stack -.push, stack jpop et stack-top
permet de determiner les fonctions devant etre reellement focalisees. Une fonction est
dite a focaliser reellement si apres Ie regroupement, elle pointe sur une nouvelle variable
regroupee et d'autres variables. Void 1'ensemble des fonctions devant etre reellement
focalisees :






La figure 3.2 presente Ie graphe de references du programme ExempleS.cc apres la
premiere iteration.
Deuxieme iteration
A chaque iteration, 1'outil calcule a nouveau la valeur du AJC de chaque fonction et
determine Ie nouveau seuil. Le seuil pour la deuxieme iteration est de 0,1978304. Void





FIG. 3.2: Graphe de references apres la premiere iteration.







Le regroupement des fonctions
queue-insert, queue-extract, stack-to-queue J3 et queue -to _stack-B
permet de reunir les variables
queue-struct^ queue -num -el em, queue-head et queue-tail
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pour former la nouvelle variable queue. De plus, Ie regroupement des fonctions
queue-insert^ queue-extract, stack-to _queue_B et queue _to -stack -B
permet de determiner les fonctions devant etre focalisees reellement. Voici 1'ensemble des
fonctions devant etre focalisees reellement :




La figure 3.3 presente Ie graphe de references du programme ExempleS.cc apres la
deuxieme iteration. Ce graphe permet de visualiser les trois sous-graphes produits par
Palgorithme d'identification des objets. Ensuite, la figure 3.4 presente les candidats objets
identifies dans Ie programme ExempleS . ec a 1'aide de Palgorithme de decomposition de
graphes.
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Ce chapitre presente les resultats obtenus lors de Pidentification des objets dans trois
systemes informatiques de grande envergure. II s'agit de trois systemes developpes au
Centre de recherche informatique de Montreal par Punite Systemes a Base de Connais-
sances (SBC). Nous avons choisi d'utiliser ces trois systemes pour valider notre approche,
car les gens qui out implante ces systemes etaient disponibles pour valider nos resul-
tats. Les sections 4.1, 4.2 et 4.3 montrent Pampleur des systemes, ainsi que les resultats
obtenus. Finalement, la section 4.4 presente la validation des resultats par les experts
humains.
4.1 Le systeme SBC1
Cette section presente les resultats obtenus lors de Pidentification des objets dans Ie
systeme SBC1. Le tableau 4.1 presente la taille du systeme SBC1 en considerant Ie nombre
de noeuds de type donnee, Ie nombre de noeuds de type fonction, Ie nombre de methodes
et Ie nombre d'objets identifies avec chacun des graphes utilises.
SBC1
Nombre de lignes de code source = 43 308
Graphe
Graphe de references
Graphe de references ameliore
Graphe de visibilite des types

























TAB. 4.1: Objets identifies dans Ie systeme SBC1.
4.2 Le systeme SBC2
Cette section presente les resultats obtenus lors de Pidentification des objets dans Ie
systeme SBC2. Le tableau 4.2 presente la taille du systeme SBC2 en considerant Ie nombre
de noeuds de type donnee, Ie nombre de noeuds de type fonction, Ie nombre de methodes
et Ie nombre d'objets identifies avec chacun des graphes utilises.
SBC2
Nombre de lignes de code source = 5 851
Graphe
Graphe de references
Graphe de references ameliore
Graphe de visibilite des types

























TAB. 4.2: Objets identifies dans Ie systeme SBC2.
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4.3 Le systeme SB C 3
Cette section presente les resultats obtenus lors de 1'identification des objets dans Ie
systeme SBC3. Le tableau 4.3 presente la taille du systeme SBC3 en considerant Ie nombre
de noeuds de type donnee, Ie nombre de noeuds de type fonction, Ie nombre de methodes
et Ie nombre d'objets identifies avec chacun des graphes utilises.
SBC3
Nombre de lignes de code source = 25 123
Graphe
Graphe de references
Graphe de references ameliore
Graphe de visibilite des types

























TAB. 4.3: Ob jets identifies dans Ie systeme SB C 3.
4.4 La validation des resultats
Les sous-sections suivantes presentent la validation des resultats obtenus lors de 1'iden-
tification des objets dans les systemes SBC1, SBC2 et SBC3. Ces validations ont ete realisees
par les personnes qui ont implante les systemes. Notre fagon de proceder consiste a iden-
tifier les objets dans Ie code source d'une application et de valider nos resultats avec un
expert humain. Le role de cet expert est de determiner dans quelle proportion les objets
que nous avons identifies sont reellement des ob jets. Par consequent, il est clair que les
objets que notre approche n'a pas identifies ne sont pas consideres par 1'expert. Done,
une approche de validation qui permettrait de construire un modele d'analyse oriente ob-
jets de Papplication pourrait etre avantageuse. En effet, ce type d'approche permettrait
d'evaluer non seulement 1'exactitude des ob jets que nous avons trouves mais d'evaluer Ie
pourcentage des ob jets que nous avons trouves.
4.4.1 La validation de SBC1
Le tableau 4.4 presente la validation des resultats obtenus lors de 1'identification des
objets dans Ie systeme SBC1. On constate que Ie pourcentage d'objets identifies correcte-
ment avec Ie graphe de references et Ie graphe de references ameliore est 80 %. Bien que
ces ratios soient significatifs, il ne faut pas oublier qu'il s'agit uniquement des objets que
notre approche est parvenue a identifier. En effet, une analyse orientee ob jets du systeme
SBC1 aurait pu permettre d'identifier plus de dix objets pour un tel systeme.
Les resultats obtenus avec Ie graphe de visibilite des types sont significatifs. En efFet,
on observe que 85 % des classes d'objets identifiees, avec Putilisation du graphe de visibi-
lite des types, out ete acceptees. D'abord, Pexpert nous a mentionne qu'il a developpe Ie
systeme SBC1 en utilisant principalement des types complexes de donnees. Ensuite, il faut
considerer qu'il s'agit uniquement des classes d'objets que notre approche a identifiees.
Les resultats obtenus avec Ie graphe de visibilite des donnees sont tres interessants.
]V[algre que 59 % des objets identifies doivent etre modifies, les commentaires de 1'expert
sont extremement satisfaisants en ce qui concerne Putilisation du graphe de visibilite des
donnees. Generalement, les modifications devant etre realisees aux ob jets sont mineures.
En effet, void une liste non exhaustive des modifications devant etre apportees aux objets
identifies.
- Enlever un attribut de type simple considere comme une variable de travail.
- Enlever un attribut de type simple deja compris dans un attribut de type complexe.
- Enlever un attribut qui fut passe en parametre par un appel recursif de la fonction.
- Fusionner deux objets lorsque 1'algorithme a trop minimise les regroupements.
- Deplacer une methode vers un autre objet.
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- Diviser un ob jet en deux.
- EfFectuer une focalisation manuelle d'une methode appartenant a deux objets.
L'analyse des resultats obtenus avec Ie systemes SBC1 a permis de conclure que notre
fagon de calculer Ie seuil peut etre ameliore. De fait, Ie seuil est calcule a partir du AJC'
maximum —e. Cette maniere de calculer Ie seuil permet de regrouper les variables des
fonctions ayant un AJ(7 maximum. De plus, la nouvelle variable cree par ce regroupement
possede les fonctions ayant un AJC' maximum. Le probleme survient lorsque des fonctions
out par hasard un /\IC identique et qu'il s'agit du AJC7 maximum. Par consequent,




Graphe de references ameliore
Graphe de visibilite des types



















TAB. 4.4: Validation des resultats de SBC1.
4.4.2 La validation de SBC2
Le tableau 4.5 presente la validation des resultats obtenus lors de 1'identification des
objets dans Ie systeme SBC2. Ce tableau permet de constater que Putilisation du graphe
de references permet d'obtenir les meilleurs resultats. Par ailleurs, Putilisation du graphe
de references ameliore a permis d'identifier moins d'objets qu'avec 1'utilisation du graphe
de references. Par centre, Ie nombre d ob jets que Fexpert a rejetes est moindre avec Puti-
lisation du graphe de references ameliore qu'avec Ie graphe de references. Neanmoins, la
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difference entre les resultats obtenus pour ces deux graphes n'est pas reellement signifi-
cative.
L'utilisation du graphe de visibilite des types a permis d'identifier moins de classes
d'objets avec Ie systeme SBC2 qu'avec Ie systeme SBC1. Cette difference importante des
resultats est probablement causee par un style de programmation different. En effet,
contrairement au systeme SBC2, Ie systeme SBC1 a ete programme a 1'aide de types
abstraits de donnees. Done, il est normal de trouver plus facilement des classes d'objets
dans Ie systeme SBC1 que dans Ie systeme SBC2.
Les resultats obtenus avec 1'utilisation du graphe de visibilite des donnees sont moins
significatifs pour Ie systeme SBC2 que pour Ie systeme SBC1. De fait, avec Ie systeme
SBC1, seulement 9 % des objets furent rejetes, tandis qu'avec Ie systeme SBC2 50 % des
objets furent rejetes. Cette importante variation des resultats entre les deux systemes
est causee par une difference au niveau du style de programmation. En effet, Ie systeme
SBC2 comporte un grand nombre d'indicateurs et de variables de travail ne devant pas
faire partie des objets. De plus, 1 expert a mentionne que certains objets etaient formes
d'attributs de types simples deja compris dans un attribut de type complexe appartenant





Graphe de references ameliore
Graphe de visibilite des types



















TAB. 4.5: Validation des resultats de SBC2.
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4.4.3 La validation de SBC3
Le tableau 4.6 presente la validation des resultats obtenus lors de 1'identification
des objets dans Ie systeme SBC3. Les resultats obtenus avec Ie systeme SBC3 semblent
meilleurs que ceux obtenus precedemment. En efFet, 11 est possible d'observer que Ie
pourcentage d'objets a modifier et d'objets acceptes est tres significatifs par rapport
aux systemes precedents. L expert a mentionne que plusieurs objets a modifier doivent
simplement etre fusionnes. En effet, a plusieurs reprise 1'expert a suggere de regrouper
de deux a cinq objets. De plus, il est interessant d'observer que c'est la premiere fois
qu'un systeme obtient des resultats meilleurs avec Ie graphe de visibilite des donnees
qu'avec Ie graphe de references. Ces resultats sont possiblement causes par une plus
grande utilisation de variables globales declarees localement. II s'agit de variables locales
a chaque fonction et passees d'une fonction a 1'autre par 1'utilisation de parametres. En
outre, Pexpert a mentionne que Ie systeme SBC3 comporte une librairie de fonctions. Par




Graphe de references ameliore
Graphe de visibilite des types



















TAB. 4.6: Validation des resultats de SBG3.
92
CONCLUSION
L'identification des objets dans un code source procedural est un processus complexe.
En efFet, ce processus doit etre adapte selon Ie profil de 1'application. Notre approche
comprend quatre types de graphes pouvant etre utilises comme entree a Palgorithme
d'identification des objets. II s'agit du graphe de references, du graphe de references
ameliore, du graphe de visibilite des types et du graphe de visibilite des donnees. Les
experimentations permettent de conclure que 1'utilisation du graphe de references est re-
commandable lorsqu'une application possede un nombre significatif de variables globales
par rapport a son nombre de fonctions. Parfois, les ob jets obtenus sont de mauvaise qua-
lite, car certaines fonctions out ete trop focalisees. Par consequent, il est suggere d'utiliser
Ie graphe de references ameliore pour minimiser la focalisation des fonctions touchant a
deux sous-graphes. L'utilisation du graphe de visibilite des types peut permettre d iden-
tifier les classes d objets. Par contre, les experimentations demontrent que si Ie nombre
de types complexes n'est pas significatif par rapport au nombre de fonctions de 1'appli-
cation, les classes d'objets identifiees possedent un trap grand nombre de methodes et
doivent etre modifiees. Le dernier type de graphe pouvant etre considere comme entree a
1'algorithme d'identification des objets est Ie graphe de visibilite des donnees. Ce graphe
permet d'identifier les objets adequatement si Ie nombre de variables de travail de type
simple et Ie nombre d'indicateurs ne sont pas significatifs par rapport au nombre de fonc-
tions. En efFet, les experimentations permettent de conclure que les ob jets identifies avec
Ie graphe de visibilite des donnees comportent habituellement trop d'attributs de type
simple. Lorsque Ie choix du graphe est effectue, il faut utiliser 1'algorithme d'identifica-
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tion des objets pour decomposer Ie graphe en sous-graphes connexes. La decomposition
du graphe en sous-graphes connexes permet d'obtenir des candidats objets. Chacun de
ceux-ci est forme du nom de 1'objet, d'un ensemble d'attributs et d'un ensemble de me-
thodes. Les attributs permettent de conserver 1'etat de 1'objet, tandis que les methodes
permettent de modifier Ie comportement de 1'objet.
Les forces de la solution
Notre approche nous permet de tenir compte du profil de 1'application pour choisir Ie
type de graphe qui sera utilise en entree a Palgorithme d'identification des objets. II s'agit
d'une amelioration face a 1'approche presentee par [4] qui utilise seulement Ie graphe de
references en entree a 1'algorithme d'identification des objets. Ensuite, Papproche que
nous presentons est basee sur des heuristiques inspirees de la theorie des ob jets. En efFet,
Papproche est implantee en considerant les deux heuristiques suivantes : la consideration
du mode d'utilisation d'une variable globale par une fonction lors de la focalisation, et
la determination du seuil en utilisant Ie AJC maximum —6, permettant de minimiser la
taille des objets. II s'agit d'une autre amelioration face a 1'approche presentee par [4] qui
considere uniquement des heuristiques de latheorie des graphes. Enfin, notre approche est
independante du domaine de 1'application, car elle ne demande pas de modeles d'analyse
de Papplication pour fonctionner. Cela nous permet d'avoir une approche d'identification
des ob jets automatisable.
Les faiblesses de la solution
Bien que notre approche soit automatisable, elle requiert un travail supplement air e
non negligeable pour obtenir un modele de classes complet, c'est-a-dire un modele re-
presentant la hierarchie des classes. De plus, bien que Ie profil de 1'application puisse
suggerer d'utiliser Ie graphe de references, il peut arriver que 1'application ne possede pas
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suffisamment de variables globales pour obtenir des resultats representatifs. Par ailleurs,
il est possible que Ie graphe de visibilite des donnees ne soit pas envisageable si Ie nombre
de variables temporaires dans Papplication est trop eleve. Par consequent, il faut affiner
Ie graphe de visibilite des donnees de maniere a eliminer les variables de travail de type
simple et les indicateurs.
Le prolongement des travaux
Nous presentons ci-dessous une liste non exhaustive des taches devant etre realisees
pour parvenir a efFectuer la migration d'un code source procedural vers un code source
oriente ob jets [20].
Filtrage ascendant des methodes : optimiser Ie modele oriente objets de 1'applica-
tion pour que les methodes appartiennent a la bonne classe. Par exemple, si une
classe C2 herite d'une classe Cl, alors une methode Ml qui est propre a la classe C2
peut se trouver dans la classe Cl. La notion d'heritage accorde Ie droit a la classe C2
d'utiliser la methode Ml. Par contre, comme la methode Ml est utilisee uniquement
dans la classe C2, elle doit se retrouver obligatoirement dans celle-ci.
Conversion du code source : reorganiser Ie code source oriente objets de 1'application.
En efFet, les retours de valeurs, les parametres, les declarations et les appels de
chaque methode doivent etre implantes adequatement.
Implantation des caracteristiques de 1'oriente objets : implanter les construc-
teurs, les destructeurs, Ie polymorphisme et 1'heritage.
Affectation des niveaux de protection : implanter les classes avec les etiquettes
public, protected et private.
Regroupement dans des fichiers : diviser Ie code source de 1'application en plusieurs
fichiers. Habituellement, chaque classe doit avoir au moins deux fichiers : un pour
la declaration de la classe et un autre pour les methodes de cette classe.
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ANNEXES




/* DATE DE CREATION:
/*















Ce programme C est utilise comme exemple */








































void Fonction_l ( void ) ;
void Fonction_2 ( void ) ;
void Fonction_3 ( Structure3_Globale, Structure4_Globale );
void Fonction_4 ( void ) ;
void Fonction_5 ( void ) ;
/*














































void Fonction_5( void )
{












Annexe B - Exemple2.cc
/^^4:>(<****+>(;+^^**********^*>1<****^>1<***^*++++*+*^^**^+*^***^*+^^*^^^</
/  /
/* AUTEUR: Franco is Dumont */
/* */
/* DATE DE CREATION: 13 Aout 1997 */
/* */




































void Fonction_l ( Structurel_Globale, Structure2_Globale );
void Fonction_2 ( Structurel_Globale, Structure2_Globale );
void Fonction_3 ( Structurel_Globale, Structure2_Globale );
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void Fonction_4 ( Structure3_Globale, Structure4_Globale );



















void Fonction_l( Structurel_Globale Varl_Fl, Structure2_Globale Var2_Fl )
{
Varl_Fl.Nombrel = Varl_Fl.Nombrel + 1;
Var2_Fl.Nombre2 = Var2_Fl.Nombre2 + 2;
Fonction_2(Varl_Fl, Var2_Fl);
}
void Fonction_2( Structurel_Globale Varl_F2, Structure2_Globale Var2_F2 )
{
Varl_F2.Nombrel = Varl_F2.Nombrel + 1;
Var2_F2.Nombre2 = Var2_F2.Nombre2 + 2;
Fonction_3(Varl_F2, Var2_F2);
}
void Fonction_3( Structurel_Globale Varl_F3,
Structure2_Globale Var2_F3 )
{
Varl_F3.Nombrel = Varl_F3.Nombrel + 1;
Var2_F3.Nombre2 = Var2_F3.Nombre2 + 2;
}
void Fonction_4( Structure3_Globale Varl_F4, Structure4_Globale Var2_F4 )
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{
Varl_F4.Nombre3 = Vari_F4.Nombre3 + 1;
Var2_F4.Nombre4 = Var2_F4.Nombre4 + 2;
Fonction_5(Varl_F4, Var2_F4);
}
void Fonction_5( Structure3_Globale Varl_F5, Structure4_Globale Var2_F5 )
{
Varl_F5.Nombre3 = Varl_F5.Nombre3 + 1;
Var2_F5.Nombre4 = Var2_F5.Nombre4 + 2;
}
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Annexe C - Exemple3.cc
/^^^^^^^^^^^^^^^^^^^^^>l<>)<^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^>t:;l<>l<**^+*;t:>t;:+;/
/* */
/* AUTEUR: Francois Dumont */
/* */
/* DATE DE CREATION: 2 Novembre 1997 */
/* */
/* NOM DU PROGRAMME: ExempleS.cc */
/* */
/* */



































/* La fonction "main" de ce programme ne contient aucune
instruction, car ce programme a simplement comme objectif
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