Abstract. Let S be a surface in P 2 × P 2 given by the intersection of a (1,1)-form and a (2,2)-form. Then S is a K3 surface with two noncommuting involutions σ x and σ y . In 1991 the second author constructed two height functionsĥ + andĥ − which behave canonically with respect to σ x and σ y , and in 1993 together with the first author showed in general how to decompose such canonical heights into a sum of local heights vλ ± ( · , v). We discuss how the geometry of the surface S is related to formulas for the local heights, and we give practical algorithms for computing the involutions σ x , σ y , the local heightsλ + ( · , v),λ − ( · , v), and the canonical heightsĥ + ,ĥ − .
Introduction
Let S ⊂ P 2 × P 2 be a K3 surface defined by the vanishing of a (1,1)-form L(x, y) and a (2,2)-form Q(x, y). The two projections S → P 2 are double covers, so they induce involutions σ x , σ y : S → S. The involutions σ x and σ y are rational maps, and they will be morphisms provided that the projections have no degenerate fibers, that is, no fibers of positive dimension.
Suppose now that S is defined over a number field K and that σ x , σ y are morphisms. Then Silverman [6] has defined two height functionsĥ ± : S(K) → [0, ∞) which behave canonically relative to σ x and σ y . (See Theorem 3.1.) These heights have many interesting arithmetic properties, including the property that h + (P ) = 0 ⇐⇒ĥ − (P ) = 0 ⇐⇒ P has finite orbit under σ x and σ y .
Thusĥ + andĥ − are analogous to the usual canonical heights on elliptic curves and abelian varieties.
The construction of canonical heights can be extended to even more general settings whenever Tate's telescoping sum construction applies, see [2, Theorem 1.1]. Néron and Tate have shown that the canonical height on an abelian variety can be decomposed into a sum of local height functions, one for each place of K, and this construction can also be generalized [2, Theorem 2.1].
The decomposition into local heights offers a more practical method for calculating the canonical height. For non-Archimedean v, one can show that if the variety and morphism have good reduction modulo v, then the canonical local height can be computed as a simple intersection index. It remains to devise a method for computing the canonical local height for non-Archimedean places of bad reduction and for Archimedean places.
Tate [7] described a rapidly convergent series for the canonical local height on the v-adic points of an elliptic curve provided that the complete field K v is not algebraically closed, and Silverman [5] gave a modified series which converges with no restriction on K v . These constructions were generalized by Call and Silverman [2, §5] , where they gave a series for the canonical local height on a general variety V with morphism φ : V → V . As explained in [2] , in order to implement this series in practice, one must explicitly write down certain rational functions whose existence is guaranteed by general principles. Further, one must have an explicit implementation of the morphism φ.
In this paper we will describe how to implement the algorithms in [2] for the K3 surfaces described above. We begin in the first two sections by setting notation and studying the geometry of the surface S. In particular, we develop important formulas related to degeneracy of fibers and the involutions σ x and σ y . The third section briefly reviews the theory of canonical heights on S as developed in [2] and [6] . In §4 we define some error functions and give convergent series for the canonical local heights which are useful theoretically, but not good for practical computations. Next in §5 we show that if the fibers of S are nondegenerate modulo v, then the error functions all vanish, and hence the series from §4 reduce to a single term. This reduces the computation ofĥ + andĥ − to computing the local height for the places of bad reduction and for the Archimedean places.
The remainder of the paper is concerned with practical computation of these remaining canonical heights. We begin in §6 by giving an algorithm to compute the involutions σ x and σ y . Then in §7 we construct the rational functions needed to implement the series [2] for the canonical local height and we describe the resulting algorithm. Finally, in §8 we consider the particular surface S already studied in [6, §5] . We show how to find the primes of bad reduction, and we implement our algorithms to compute the canonical local and global heights of some of its points. An appendix is included giving the implementation of the algorithms to compute σ x , σ y ,λ + ( · , v) andλ − ( · , v).
Notation and geometry
In this section we will describe the notation which will be used throughout this paper. b ijkl x i x j y k y l .
S/K the variety S ⊂ P 2 (K)×P 2 (K) defined by L(x, y) = Q(x, y) = 0. We will always assume that S has dimension 2 and that S does not contain a component of the form {a} × P 2 or P 2 × {b}. However, unless explicitly stated, we do not assume that S/K is smooth. p 1 , p 2 projections p j : S → P 2 induced by p j : P 2 × P 2 → P 2 . The following quartic forms will appear frequently in our calculations. In these formulas, the indices (i, j, k) are some permutation of {0, 1, 2} and the * may be replaced by either x or y.
Finally we define four sixth-degree forms R x (X), R y (Y), g x (X) and g y (Y) by the formulas
A straightforward calculation shows that g x (X) and g y (Y) are indeed homogeneous polynomials and that their definition is independent of the ordering of (i, j, k). More precisely, one can verify that
We call g x and g y the ramification polynomials of σ x and σ y respectively. See Proposition 2.1 below for the appropriateness of this name.
For any given points a, b ∈ P 2 we denote various fibers as follows:
To ease notation, we will often write y ∈ L x a rather than (a, y) ∈ L x a . We begin with the following elementary result, where we recall that the rank of a bilinear form such as L is defined to be the rank of the associated 3 × 3 matrix (a ij ).
Lemma 1.1. (a)
The following four conditions are equivalent :
Proof. (a) Let A = (a ij ) be the matrix associated with L. Condition (i) says that the columns of A are linearly dependent, and (ii) says that the rows are dependent, so (i), (ii) and (iii) are equivalent. Further, since L (b) If L has rank less than 2, then there are lines l 1 and l 2 in P 2 such that L(a, Y) ≡ 0 for all a ∈ l 1 and L(X, b) ≡ 0 for all b ∈ l 2 . Fix some a ∈ l 1 . Let b ∈ P 2 be an intersection point of the line l 2 and the curve Q(a, Y) = 0. Then (a, b) ∈ S and
Hence (a, b) is a singular point of S.
For most points a and b, the fibers S
2 (b) each consists of two points. We will say that a fiber is degenerate if it has positive dimension, and that it is nondegenerate if it consists of a finite set of points. Notice that the projections p 1 and p 2 are flat if and only if they have no degenerate fibers. The next proposition tells us that if S is smooth, then the flatness of p 1 and p 2 is equivalent to the condition that the rational maps σ x and σ y are morphisms. Proof. Suppose first that p 1 is flat. Then for each a ∈ P 2 , the fiber S
a consists of exactly two points (counted with multiplicity), and hence σ x is a morphism. Similarly, if p 2 is flat, then σ y is a morphism. To prove the converse, we assume that σ x and σ y are both morphisms. By symmetry, it suffices to prove that p 1 is flat. Suppose first that some fiber S x a has dimension 2. This means that S x a = {a} × P 2 , contradicting the assumption that S has no components of this form. Hence the fibers have dimension at most 1.
Next suppose that S But an ample divisor and a positive divisor always intersect positively. This contradiction shows that S x a has dimension 0, which concludes the proof that p 1 is flat. 
is a degenerate fiber if and only if
Proof. By symmetry, it suffices to prove (a). The surface S is defined by the two
, substitute into Q, and do a little algebra, we obtain an identity of the form
There are analogous formulas obtained by eliminating y 1 and y 2 . Since we will generally be interested in studying points satisfying at least L(x, y) = 0, we will write these three identities as congruences in the polynomial ring
as follows: 
x a , and we have
A similar argument shows that G We are now ready to give formulas for computing the automorphisms σ x and σ y on degenerate fibers. These formulas will be useful for theoretical work. We will describe a somewhat more practical algorithm for computing σ x and σ y automorphisms in §6. 
For each such pair (k, l), the coordinates of P and σ x P satisfy the relation (in 
For each such pair (i, j), the coordinates of P and σ y P satisfy the relation (in
Proof. By symmetry, it suffices to prove (a). Since S x a is nondegenerate, σ x is well defined. More precisely, b and b are defined to be the unique points in S
Hence, our assertion is an immediate consequence of the identities (6), (7) , and (8).
Singular points, degenerate fibers and ramification points
In this section we will study the relationship between singular points on the surface S, degenerate fibers of the projections p i : S → P 2 , and the ramification loci of these projections. We begin by showing that the ramification polynomials g x and g y defined earlier actually capture the ramification locus of the projections.
Proof. This follows directly from Proposition 1.4, Corollary 1.5, and the definition of g x and g y .
Notice that the condition σ x (P ) = P says precisely that the projection p 1 : S → P 2 is ramified over a. Thus, Proposition 2.1 implies that g x (x) = 0 is the ramification locus of p 1 , and similarly g y (y) = 0 is the ramification locus of p 2 . We next verify that the degenerate fibers lie above singular points of the ramification locus. (4) for g x tells us that
Otherwise the alternative formula (5) for g x gives us the same result. Hence a is a singular point of the ramification curve. This proves (a), and (b) is proven similarly.
Next we describe those a's and b's for which the curves Q 
These linear equations have a solution in P 2 if and only if (3), and all three partial derivatives ∂Q(a, y)/∂y i are identically zero from (11). Otherwise, the point
Proof. By symmetry, it suffices to prove (a). Suppose that S Proof. By symmetry, it suffices to prove that g y (b) = 0. We begin by deriving some new identities. For each pair (i, j) with 0 ≤ i, j ≤ 2, let M ij denote the matrix of partial derivatives
A little algebra gives the identity
So we may assume (by symmetry) that L y 2 (b) = 0, and now (4) says that we must verify that H
By assumption, the point P = (a, b) is a singular point of S, so det(M ij ) = 0 for all i, j. Evaluating (12) for various i, j, k's gives
, in which case we are done, or else that a 0 = a 1 = 0. But if a 0 = a 1 = 0, then a 2 = 0, and the equation
Proof. This follows immediately from Proposition 2.1, Lemma 2.4 and Proposition 2.5.
Canonical global and local heights on S
To the notation and hypotheses of the first two sections we make the following additions:
K a field with a complete set of proper absolute values M K satisfying the product formula, see [3] . We will call such a field a global height field, since it is for such fields that one can define a height function on P n (K).
S/K
we will henceforth assume that S/K is smooth and irreducible and has no degenerate fibers, so σ x and σ y are automorphisms of S from Proposition 1.2.
M the set of absolute values onK extending those in
where m, n ∈ {0, 1, 2} are the indices fixed in §1. If it is necessary to specify m and n, we will write E 
Using these divisor class relations, Silverman [6] constructed two canonical heightŝ h + andĥ − on S as described in the following result.
Theorem 3.1. There is a unique pair of functionŝ
with the following two properties :
Proof. Parts (i)-(iii) of this result correspond to the same parts of [6, Theorem 1.1].
Notice that (iii) is a consequence of (ii). The limit formulas given in (iv) may be proved using Tate's method, see
It follows from [2, Theorem 1.1] that properties (i) and (iii) in Theorem 3.1 characterize the unique canonical heightsĥ
on S associated with the divisor classes η ± and the morphisms φ and ψ. To compute these canonical heights, we will decompose them into the canonical local heights constructed in [2] . We begin by refining the divisor class relations (13).
Lemma 3.2. Define functions
Setting y n = 0 and eliminating y i , y j from the equations
Hence,
where
m . Now using (14) and the definition of E + , we compute
This proves the first formula in (a). Next we apply (σ x ) * to both sides to obtain
This gives the desired formula for (σ x ) * E − . The formulas for (σ y ) * E ± are proven similarly.
(b) We compute
This gives the first formula in (b), and the second formula is proven similarly.
The divisor relations in Lemma 3.2 yield corresponding canonical local height functions.
Theorem 3.3. There is a unique pair of functionŝ
which are Weil local height functions for the divisors E ± and which satisfŷ
Proof. This follows directly from [2, Theorem 2.1(b)] and the divisor relations proven in Lemma 3.2(b).
The global canonical heightsĥ ± can then be computed by summing the local canonical heights over all absolute values. 
Formulas for local heights
In this section we will develop formulas for computing local heights. We begin by fixing Weil local heights on S for the divisors D x m and D y n . So for any point P = (x, y) ∈ S, we define
We then use these to fix Weil local heights associated with E + and E − :
The divisor relations described in Lemma 3.2 lead to local height relations, which prompts us to define the following three pairs of "error functions":
Next we give some basic properties of these functions.
Proof. (a) The divisor relations given in Lemma 3.2 and functoriality of local height functions immediately imply the desired result for δ x , δ y , γ + , γ − . And the same result holds forγ + ,γ − since Theorem 3.3 says that λ E ± andλ ± are Weil local height functions associated with the same divisors.
(
As in Corollary 1.5, we write P = (x, y) and σ x (P ) = (x, y ). Notice that with this notation we have
Expanding (18) using (15) and (17), we compute
This last expression is symmetric in y and y , which shows that δ x has the same value at P = (x, y) and σ x P = (x, y ). This proves the first part of (b), and the second part is proven similarly.
, so after a little algebra we obtain
Similarly, it follows from (19) that
Using (25) and (26), we obtain
Comparing this last equation with (20), we conclude that (d) To ease notation, we will write
so Theorem 3.3 and (20) have the compact form
Using (28) and the definition (22) ofγ + , it is now a simple matter to compute
This proves the first identity in (d), and the second is proven similarly.
Our final task in this section is to use the functions δ x , δ y , γ + , γ − to give convergent series for the canonical local height functions. These series can, in principle, be used for computations, although we will later modify them to make them more practical. However, an important consequence of our result is that if the error functions are zero, then the naive Weil local height is already the canonical local height. In the next section we will give a sufficient condition involving good reduction for this to occur at a non-Archimedean absolute value. For a more thorough investigation of the connection between degenerate reduction and canonical local heights, see [1] .
Proposition 4.2. We havê
Proof. We use Lemma 4.1(d) to write
We know thatγ + is bounded on S(K v ) from Lemma 4.1(a), and β > 1, so we are allowed to rearrange the terms in the series. The terms telescope, so we find that
This proves the first formula forλ + . To prove the second formula, we computê
This proves the second formula forλ + . The formulas forλ − are proven similarly.
The functions γ + , γ − , δ x , δ y are bounded on S(K v ) from Lemma 4.1(a), so the series in Proposition 4.2 converge quite rapidly. More precisely, using the first N terms of the series gives an error of O(β −2N ), where the big-O constant depends on the equations defining the surface S. The following corollary makes this remark more precise. We will see in §8 how to use this corollary for practical calculations. 
Proof. By symmetry, it suffices to prove (a). To ease notation, we will omit v from the notation. We compute
The canonical local height for non-Archimedean v
In this section we will give an explicit formula for the error functions δ x , δ y for non-Archimedean absolute values.
Definition. Let a ∈ P 2 (K) and v ∈ M be a non-Archimedean absolute value. We say that [a 0 , a 1 
Proof. By hypothesis, S has no degenerate fibers, so by Proposition 1.4 the six quartic forms G 
. This is a relation in P 2 , so there is a nonzero constant µ such that
We evaluate the formula (24) for δ x at P = (a, b) to obtain
By (34) and the fact that a has v-minimal coordinates, this becomes
In order to complete the proof of Theorem 5.1, we will use the following elementary result.
Lemma 5.2. Let v ∈ M be non-Archimedean and let x, x , y, y ∈K. Then min v(xx ), v(xy + x y), v(yy ) = min v(xx ), v(xy ), v(x y), v(x y )}.
Proof. See Resuming the proof of Theorem 5.1, we apply Lemma 5.2 repeatedly to (35). More precisely, for any 0 ≤ i ≤ j ≤ 2 we have
. Taking the various values of i, j and substituting into (35) gives the desired result.
An important corollary of Theorem 5.1 is an effective criterion which lets us easily calculate the canonical local height at all but finitely many absolute values. 
Corollary 5.3. Let v ∈ M be a non-Archimedean absolute value, and assume that the forms L(x, y), Q(x, y) defining S have v-integral coordinates. Assume further that the six quartic forms G
where to evaluate λ E + (P, v) and λ E − (P, v), we write P = (a, b) using v-minimal coordinates.
Proof. The conditions we have imposed on the quartic forms combined with Theorem 5.1 imply that
The desired result then follows immediately from Proposition 4.2.
6. An algorithm to compute σ x , σ y , φ and ψ
In this section we will describe an algorithm to compute the automorphsims σ x , σ y , φ, and ψ on the surface S. In view of the fact that φ = σ y •σ x and ψ = σ x • σ y , it suffices to compute σ x and σ y . The following result performs this task. 
is a nondegenerate fiber, and write σ y P = (a , b). Then
Proof. Let (x, y) ∈ S be a generic point, and write σ x (x, y) = (x, y ). Corollary 1.5 tells us that
Substituting the first equation into the second allows us to eliminate G x (x), and then multiplying by y 0 /y gives 
This gives the first part of (a), and performing a similar computation using y 1 and y 2 in place of y 0 yields the other two parts. Note, however, that this only shows that (a) is true for generic points on S.
In other words, we know that 
(See Corollary 1.5.) Substituting (37) into these equations yields
which shows that the solution set is (at least) one-dimensional. Hence S x a is degenerate. This completes the proof of (a), and the proof of (b) is similar.
An algorithm to compute canonical local heights
In this section we are going to describe a series for the canonical local height λ + =λ S,E + ,φ associated with the divisor E + and the automorphism φ = σ y • σ x . The reader will easily be able to reverse the roles of x and y to produce the analogous series for the canonical local height associated with the divisor E − and automorphism ψ = φ −1 = σ x • σ y . See the appendix for code implementing both algorithms.
We know from Lemma 3.2(b) that
For each pair of (possibly identical) indices i, j ∈ {0, 1, 2} we define a rational function on S by the formula
We write the divisor of t ij as div(t ij ) = E + − D ij and note that
For example, t mn = 1 and D mn = E + . The nine divisors D ij have empty intersection, so they form a set of parameters with which to calculate the convergent series forλ + described in [2] . As in [2] , the next step is to define two additional rational functions
Finally, for any set of four indices i, j, k, l ∈ {0, 1, 2} we define the transition functions
The rational function s ijkl has poles and zeros contained in the support of D ij and φ * D kl . Suppose that we want to evaluate s ijkl at a point P which is not vadically close to div(s ijkl ) , which means that s ijkl (P ) v should not be large or close to 0. If we attempt to evaluate s ijkl (P ) by first calculating f(P), t ij (P ) and t kl (φP ) and then using formula (38), we are likely to run into trouble. The problem is that these three factors from (38) may individually be v-adically large or small. So we need to rewrite the formula for s ijkl to reflect any cancellation that occurs.
To make the notation somewhat easier, we will write
Then the definitions of s ijkl , t ij , and f given above lead to the formula
Next we use the fact that β 2 = 4β − 1 to rewrite the exponent of x m /x i as β 3 = 4β 2 − β and to rewrite the exponent of y n /y l as 1 = 4β − β 2 . Then a little algebra gives
The formula (39) is still not usable, since for example it gives a zero in the denominator if any of x m , y n , y n , x m is zero. In order to create a usable formula, we need to briefly recall the series forλ + described in [2] . To computeλ + (Q, v) we take the sequence of translates Q, φQ, φ 2 Q, . . . and perform certain computations. Suppose that we have just performed the computation associated with P = φ n Q. In particular, we will have chosen indices (i , j , i, j) so that at the previous stage we computed s i j ij (φ n−1 Q). It is not important to know now how the value of j was chosen, but we will see that i can be chosen to satisfy
Next we compute the point φP = (x , y ) and use the result to choose indices (k, l) satisfying the conditions
Notice that the index k is chosen so that it can become our i when we replace P by φP . The next term in the series forλ + (Q) will be
and our general theory tells us that this term is bounded by O(β −2e ). Our task is to find the value of s ijkl (φ e Q) = s ijkl (P ) without dealing with numbers that are very large or very close to 0. The formula (39) for s ijkl has two factors which we deal with separately, so we will write
We begin by calculating B ijl . We consider two cases:
The formula for σ x given in Corollary 1.5(a) tells us in particular that
Note that it is easy to compute G
i , since this number is a polynomial in the quantities x 0 /x i , x 1 /x i , and x 2 /x i , each of which has absolute value at most 1 by (40). Further, our assumption for Case 1B says that |y j /y l | v ≤ 1, so the other factor of B ijl in (42) also has bounded absolute value. Thus (42) gives a good formula for computing B ijl in Case 1B.
Corollary 1.5(a) tells us that the point y ∈ P 2 satisfies the homogeneous equation
We divide this equation by y j y l to obtain
Now we substitute this into the formula (42) for B ijl , which yields
Each of the quantities
in (43) is bounded above. Hence (43) gives a good formula to compute B ijl in Case 2B. The computation of A ikl is very similar, the point being that (41) says the coordinate y l appearing in the denominator of A ikl is the largest coordinate of y . We again consider two cases.
The formula for σ y in Corollary 1.5(b) tells us that
Note that we are applying the formula for σ y to the point (x, y ). Hence,
Each of the two factors on the right is bounded, so (44) is a good formula for computing A ikl in Case 1A.
The point (x, y ) is a point of S, so Corollary 1.5(b) says that x ∈ P 2 satisfies
Dividing this by x i x k and substituting into the formula (44) for A ikl gives (45)
As before, each fraction in this expression for A ikl is bounded, so (45) can be used to compute A ikl in Case 2A.
We have now given a method for computing B ijl and A ikl which does not involve using very large numbers. On the other hand, the product
ijl is uniformly bounded away from 0, so neither B ijl nor A ikl will be too small. This completes the description of the algorithm to computeλ + . See the appendix for code implementing this algorithm and the analogous algorithm forλ − .
A numerical example
We will consider the surface S/Q already studied in [6] . This is the K3 surface defined by the forms For later reference, we list the associated G i 's and H ij 's in Table 1 (next page). In this section we will work over Q, and p will always denote a prime in Z.
Our first job is to find those p's for which the error functions δ x ( · , p) and δ y ( · , p) can be nonzero. Theorem 5.1 tells us that δ x ( · , p) is nonzero if and only if the six polynomials
have a common zero modulo p. (We say "zero" for a zero with at least one nonzero coordinate, or equivalently a zero in P 2 .) Elimination theory says that there is a finite set of polynomials in the coefficients of the G x i 's and H x ij 's whose vanishing is equivalent to the existence of a common zero. (See, e.g., [8, §16.5] .) However, we will use ad hoc methods to get the result we want.
Our first observation is that any five of the polynomials in (46) have a common zero. More precisely,
and
So in order to find some necessary conditions for the polynomials (46) to have a common zero modulo p, we will use some linear combinations of the given six polynomials. We will begin with the three polynomials . It follows that these two polynomials have no common zeros with x 0 = 0 except possibly in characteristic 2. In the following we will use tildes to denote polynomials dehomogenized by setting x 0 = 1 or y 0 = 1 as appropriate. Thus,
If we take the polynomials H
We begin by eliminating the variable x 1 from three polynomialsG
To do this we compute the two resultants R Next we take the resultant of these two polynomials (with respect to the only remaining variable x 2 ) to arrive at the integer
We now know that δ x ( · , p) = 0 for all primes not dividing S 
. The second and third are the same as before, so have no common root with x 0 = 0. Again we dehomogenize and compute
and R Taking several other triples of linear combinations of the six polynomials in (46) leads to the same four primes, so it is for these primes that the error δ x might be nonzero. Further, Theorem 5.1 implies that this multi-resultant gives an upper bound for the error function, namely
). In order to compute canonical heights on S, we must also find out when the other error function δ y can be nonzero. Without giving any details, we compute as above We summarize the above discussion in the next proposition. 
Proof. Since G *
x and H * ij have integer coefficients, it follows from Theorem 5.1 that δ x and δ y take on nonnegative values. This gives the lower bounds, and the upper bounds are just a summary of the discussion given above.
Next we give some useful estimates for points in S(Q). 
Proof. (a) Note that if δ x (P, 3) > 0, then the x-coordinate of P is a solution of the simultaneous congruences
However, it is a simple matter to evaluate these polynomials at the 26 points in P 2 (F 3 ) and verify that they have no common roots. Hence δ x (P, 3) = 0 for all P ∈ P 2 (Q 3 ). (b) Similarly, one can check that the six polynomials {G y i , H y ij } do not all vanish at any of the seven points y ∈ P 2 (F 2 ), so δ y (P, 2) = 0 for all P ∈ P 2 (Q 2 ). (c,d) We begin with a brief examination of the surface S in characteristic 2. Our first observation is that S/F 2 is singular, or more precisely,
There are 11 points in S(F 2 ), which we label as follows: Evaluating the G i 's and H ij 's at these points, we see that σ x is not well defined (in characteristic 2) at the three points P 1 , P 2 , P 3 , but it is well defined at the other 
eight points in S(F 2 ). Further, σ y is well defined at all points of S(F 2 ). The action of the involutions σ x , σ y on S(F 2 ) is given in Table 2 . Notice in particular the closed loop made up of the three points {P 4 , P 5 , P 6 }. It follows that if P ∈ S(Q) reduces to one of these points modulo 2, then the same is true for every iterate φ n (P ). Hence for such a point, δ x (φ n P, 2) = 0 for all n ∈ Z, which completes the proof of (d). 
It follows from Theorem 5.1 that δ x (P, 2) = 1.
We are now ready to compute the canonical height of some representative points in S(Q). We will begin by calculatingĥ + (Q) for the point
Note that Proposition 8.1 combined with Proposition 4.2 says that
except possibly at the "bad primes"
(47) {2, 3, 317, 507593, 2895545793631, 14521485737273461}.
Further, Proposition 8.2(a,b,d) tells us that
and Proposition 8.1 gives δ y (φ n Q, 3) = 0, so another application of Proposition 4.2 yieldsλ 
It is a simple matter to program the algorithm for φ, and since we only need to work modulo p, the numbers don't become too large. (In other words, it would not be possible to compute say φ 20 (Q) exactly in S(Q), but it is quite feasible to compute it in S(F p ) for any moderate size p.)
For example, the iterates φ n Q (mod 317) are listed in Table 3 . It follows from Table 3 that δ x (φ n Q, 317) = 0 for all 0 ≤ n ≤ 15, and we already know from Proposition 8.1 that δ y (φ n Q, 317) = 0 for all n. So we can apply Corollary 4.3 with
to obtain the estimate
We can deal with the other bad primes in a similar manner. Thus, Table 4 This gives the estimate
We will not bother listing the corresponding tables for the two larger bad primes, but will merely give the results
for p = 14521485737273461.
Summing over places of Q, these computations show that
with an error of at most 1. 
It only remains to implement the algorithm described in §7 (see also the appendix) and use it to compute this Archimedean height. We carried out this computation to obtain the estimatê
Further, since σ x (Q) = Q, we can use Theorem 3.1(ii) to get the other height for free,ĥ
We will conclude by computing the height of the point
Most of the calculation goes exactly the same as the calculation for Q. In particular, we find that the contribution from the bad primes p ≥ 3 is negligible, sô
Further, the algorithm for the Archimedean height giveŝ λ + (R, ∞) ≈ 0.892307, so it remains to analyzeλ + (R, 2). First note that
It follows from Theorem 5.1 that
Further, if we use the formula for σ x given in Algorithm 6.1 but work in the finite field F 2 , then we find that σ
. In other words, we do not get a well-defined point in P 2 (F 2 ). However, suppose instead that we work to a higher power of 2. For example, if we work modulo 4 we find that
We can then cancel a factor of 2 from the y-coordinate, but we must reduce the exponent of our congruence. Thus
As we continue to successively apply σ y and σ x , we may again run into points whose x-or y-coordinate is [0, 0, 0]. So we will work modulo a higher power of 2. Table 5 gives φ n R in the range 0 ≤ n ≤ 20, beginning modulo 2 12 and finishing modulo 2 4 . The table also lists the values of δ x ( · , 2) and δ y ( · , 2), where we are taking the normalized valuation at 2. Of course, we already know that δ y ( · , 2) = 0 for all points in S(Q), so the last column is no surprise.
One observation is that δ x appears to be nonzero in a very regular pattern. More precisely, it appears that
This suggests the existence of a "weak Néron model" for S over Spec(Z 2 ), as described in [2, §6] . Adding these givesλ + (R, 2) ≈−0.693167, and combining this with the Archimedean height yieldsĥ + (R) ≈ 0.199140.
Finally, we can use the fact that σ y R = R to compute the other height
Appendix. Implementation of algorithms
In this appendix we give code to implement the algorithms described in this paper. We take S to be the surface in P 2 × P 2 described by the simultaneous equations L(x, y) = b ijkl x i x j y k y l = 0.
We assume that S has no degenerate fibers. We further assume that there are routines available to evaluate the polynomials described by the formulas (1) and (2) 
x l End If LocalHeight = LocalHeight +β −2e−1 log |A| + β −2e log |B| i = k : j = l : P = Q End Loop Return LocalHeight
