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This article introduces the notion of the External Left Length (ELL) of binary trees, which 
is analogous to the notion of the External Path Length (EPL), and derives theorems about 
the ELL which correspond to well-known facts about the EPL. Results are applied to the 
analysis of the optimization of an algorithm for the smooth traffic cutback in data com- 
munication. f”/ 1986 Academic Press, Inc. 
1. INTRODUCTION 
The present subject originates from the development of the automatic volume 
control on the Common-Channel Interofftce Signaling (CCIS) messages for Calling 
Card Service [ 11. These messages are communicated between the Traflic Service 
Position System No. 1 (TSPS No. 1) and the Billing Validation Application (BVA), 
which are nodes on the CCIS network [2]. The TSPS No. 1 send queries to BVA 
data bases for telephone call related data. The reply message from a data base 
includes an overload indicator. If the indicator has a positive value, then the TSPS 
No. 1 will automatically cut back a portion of queries for a certain length of time. 
The value of the indicator specifies the proportion of this traffic cutback. 
In order that the effect of the cutback be smooth, it is desired that the dis- 
tribution of the cutback be uniform. The Permutation Algorithm is a method for the 
selection of individual messages for cutback that achieves a reasonable uniformity. 
Its invocation requires the execution of only one or two basic assembly instructions 
and, depending on the machine, may also require a moderate amount of memory 
storage. The effect of the algorithm depends upon the choice of a predetermined 
permutation on numbers. Different permutations may achieve different degrees of 
uniformity. 
The maximum- and minimum-gap measures are two simple natural measures for 
the uniformity in the distribution of traffic cutback. By associating each per- 
mutation with a binary tree in a certain fashion, the maximum-gap measure 
becomes equivalent to the External Path Length (EPL) of the binary tree. 
Meanwhile, the minimum-gap measure becomes equivalent to the External Left 
Length (ELL) of the binary tree, which is an analogous notion to EPL introduced 
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in this article. Binary trees with minimal EPL and maximal ELL are characterized. 
In the implementation of the Permuation Algorithm, one can then choose among 
those permutations associated with optimal trees to suit any other consideration 
that may arise in individual applications. 
Section 2.1 defines terminology and notation about binary trees. Section 2.2 rein- 
troduces known results about the EPL of trees. Section 2.3 derives results about 
ELL which correspond to those in Section 2.2. Section 3.1 gives a detailed descrip- 
tion of the Permutation Algorithm. Finally, Section 3.2 applies results from Sec- 
tion 2 to the characterization of optimal permutations. 
2. BINARY TREES 
2.1. Terminology and Notation 
In this article, a binary tree always refers to an extended binary tree in the sense 
of Ref. [5, Sect. 2.3.4.51. The following terms about binary trees are well established 
and can be found in standard textbooks, such as Ref. [S]: node, root, subtree, son, 
left-son, right-son, father, descendant, ancestor, internal node, external node, and the 
distance (which Ref. [S] calls path length) between an ancestor and a descendant. 
Define the Weight function on the nodes of a binary tree as follows. If E is an 
external node, then Weight(E) = 1. If Z is an internal node, then Weight(Z) is the 
number of descendants of Z that are external nodes. The two sons of an internal 
node I will be denoted as ZL and ZR, respectively. In particular, the two sons of the 
root will be simply L and R. The subtree rooted at a node V will be denoted as 
Subtree (V). 
A binary tree is said to be balanced if, for every internal node Z, the difference 
between Weight (IL) and Weight (ZR) is at most one. A binary tree with n external 
nodes will be called an n-tree. An n-tree is said to be homogeneous if the distance 
from the root to every external node is either Llg n J or rig n]. With a little thought, 
we find that all balanced binary trees are homogeneous. 
2.2. External Path Length 
The External Path Length (EPL) of a tree is defined as the total distance from 
the root to all external nodes. The following theorems about the EPL are well 
known (See Ref. [6, Sect. 5.3.11). 
THEOREM 2.2.1. The EPL of a binary tree is equal to the total weight of all inter- 
nal nodes. 
THEOREM 2.2.2. The EPL of an n-tree is minimum among all n-trees 13 and only 
if; the tree is homogeneous. 
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THEOREM 2.2.3. The minimum EPL of an n-tree is 
nrlg nl + n - 2r1g nl. 
The first theorem above provides an alternative way of calculating the EPL. Let 
an n-tree be called EPL-minimal if its EPL is minimum among all n-trees. The 
second theorem characterizes EPL-minimal trees. The last theorem gives the 
minimum EPL. In the next section we shall derive corresponding theorems about 
the External Left Length of binary trees, which is a notion analogous to the EPL. 
But first we want to restate Theorem 2.2.2 in terms of “transformations.” Consider 
two nodes U and V on a binary tree T at an equal distance from the root. If the 
positions of Subtree( U) and Subtree( V) in T are interchanged, the EPL is preser- 
ved. Let such an interchange be called a P-transformation on T. 
THEOREM 2.2.2’. A binary tree is EPL-minimal if, and only if, it can be iteratively 
P-transformed into a balanced tree. 
Proof. Since the EPL is preserved by P-transformations, the “only if’ part 
follows Theorem 2.2.2. To prove the “if’ part, we need to show that a homogeneous 
binary tree T can be iteratively P-transformed into a balanced tree. The proof is 
by induction on the number of external nodes. Both Subtree and Subtree 
are homogeneous and therefore, by the induction hypothesis, can be iteratively 
P-transformed into balanced trees. P-transformations on these two subtrees can be 
regarded as P-transformations on T. Hence we may assume that the subtrees are 
balanced. By symmetry, we may further assume that 
and 
Weight( LL) d Weight( LR) < Weight(LL) + 1 
Weight(RL) < Weight(RR) 6 Weight(RL) + 1. 
Now interchange the positions of Subtree and Subtree so that Weight(L) 
and Weight(R) differ by at most 1. Again, by the same induction hypothesis, Sub- 
tree(L) and Subtree can be iteratively P-transformed into balanced trees. This 
makes the whole tree balanced. 1 
2.3. External Left Length 
The left distance from the root to a node means as the number of left-sons on the 
path including, possibly, this node. The External Left Length (ELL) of a tree is 
defined as the total left distance from the root to all external nodes. Hereafter a 
binary tree in which the weight of the left-son of no internal node exceeds the 
weight of the right-son will be simply called a tree. Moreover, an n-tree will refer to 
a tree with n external nodes. An n-tree will be called ELL-maximal if its ELL is 
maximum among all n-trees. With this convention, there exists a unique balanced n- 
tree for each positive integer n. Every binary tree is isomorphic to a tree. The ELL 
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of a tree may be thought of as the “External Lighter-son-side Path Length” of any 
isomorphic binary tree. Both notions of the EPL and the ELL measure the “balan- 
cing” of a tree but in the opposite ways. From Theorem 2.2.2, we know that a 
balanced tree is always EPL-minimal. On the other hand, Theorem 2.3.2 will show 
that a balanced tree is always ELL-maximal. 
We shall derive results about ELL which are parallel to those theorems in 
Section 2.2. 
THEOREM 2.3.1. The ELL of a tree is equal to the total weight of all left-sons on 
the tree. 
Proof Both quantities in the statement of the theorem count those pairs (L, E) 
where L is a left-son and E is an external node and is either L or a descendant 
This theorem will serve as a lemma to a subsequent theorem. The next task is to 
characterize ELL-maximal trees. At the same time, we shall also characterize trees 
that are both EPL-minimal and ELL-maximal. The characterization of ELL- 
maximal trees will be analogous to Theorem 2.2.2’. 
Consider two new types of transformations: Let U and V be two nodes of a tree, 
neither being a descendant of the other. The position interchange between Sub- 
tree(U) and Subtree( V) is called an L-transformation if U and V are at an equal 
left-distance from the root and the resulting binary tree is a tree. Furthermore, this 
L-transformation is called a PL-transformation if U and V are also at an equal dis- 
tance from the root. An L-transformation preserves the ELL, while a PL-transfor- 
mation preserves both the EPL and the ELL. 
THEOREM 2.3.2. A tree is ELL-maximal if and only if, it can be iteratively L- 
transformed into a balanced tree. A tree is both EPL-minimal and ELL-maximal if, 
and only tf, it can be iteratively PL-transformed into a balanced tree. 
LEMMA A. If weight(L) = 1, Weight(R) = 2k for some k z 2, and Subtree is 
balanced, then the tree can be iteratively L-transformed into a balanced tree. 
Proof The proof is by induction on k. First we interchange the positions of 
Subtree and Subtree( In the resulting tree, the subtree rooted at R can be 
iteratively L-transformed into the balanced (2k- ’ + 1 )-tree because of the induction 
hypothesis; thus, the whole tree becomes the balanced (2k + 1)-tree. 1 
LEMMA B. If Weight(L) > 2 and Weight(LR) < Weight(RL), then the position 
interchange between Subtree and Subtree is a PL-transformation. 
Proof: The assumption Weight(LR) < Weight(RL) guarantees that the resulting 
binary tree after the interchange is indeed a tree. 1 
We shall eventually prove Theorem 2.3.2 using only the type of LP-transfor- 
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mations as in Lemma B and the type of L-transformation combinations as in Lem- 
ma A. A process of these two types of changes is illustrated in Fig. 1 following the 
proof of Theorem 2.3.2. 
LEMMA C. For an ELL-maximal tree T, if Weight(L) = 1 and Subtree is 
balanced, then Weight(R) is a power of 2. 
Proof Assume to the contrary that 2k < Weight(ZR) < 2k + ’ for some k > 1. We 
shall derive a contradiction by constructing a tree which has the same number of 
external nodes as T but has a greater ELL. The length of an external path of Sub- 
tree(R) is either k or k + 1. Let E be the rightmost external node that corresponds 
to an external path of the length k. By attaching two sons to E, Subtree 
becomes a new tree with the ELL increased by at least 2. Meanwhile the new tree 
has the same number of external nodes as T. On the other hand, the ELL of T 
exceeds the ELL of Subtree by only 1. 1 
LEMMA D. Zf Subtree and Subtree of an ELL-maximal tree T are balan- 
ced, Weight(L) > 2 and Weight(LR) > Weight(RL), then T is balanced. 
Proof Assume to the contrary that T is not balanced. Then 
2 d Weight(R) - Weight(L) 
< 2 Weight(RL) + 1 - (2 Weight(LR) - 1) 
= 2 + 2(Weight(RL) - Weight(LR)). 
The following equalities are forced. 
Weight(LL) + 1 = Weight(LR) = Weight(RL) = Weight(RR) - 1. 
The position interchange between Subtree and Subtree in T would 
increase the ELL by one. This contradicts the ELL-maximality of T. m 
LEMMA E. For every n-tree T, define the quantity 
Q(T) = 1 nWeight(l) 
I 
where the summation ranges over all internal nodes Z of T. Then the minimality of Q 
among all n-trees is achieved only when T is the balanced n-tree. 
Proof The variance of Q(T) among all n-trees is dominated by the term 
nWeightcR). Therefore Weight(R) has to be minimum possible in order that Q(T) be 
minimal. Similarly, Weight(ZR) has to be minimum possible for every internal node 
Z, otherwise the replacement of Subtree with any other tree with a smaller 
Weight(ZR) would reduce the value of Q(T). 1 
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Proof of Theorem 2.3.2. We first define some terms to be used in the proof. Let 
T be an n-tree and I an internal node. If Weight(K) = 1, Weight(ZB) = 2k for some 
k 2 2, and Subtree is balanced, then the substitution of Subtree in T with the 
balanced (2k + l)-tree will be called an A-transformation on T. According to 
Lemma A, an A-transformation is a composition of L-transformations. If 
Weight(ZL) > 2 and Weight(ZLR) < Weight(ZRL), then the position interchanging 
in T between Subtree(ZLR) and Subtree(ZRL) will be called a B-transformation on 
T. From Lemma B, a B-transformation is a PL-transformation. It is easy to observe 
that Q(T), as defined in Lemma E, decreases through every possible A-transfor- 
mation and every possible B-transformation. 
Now we assume that T is ELL-maximal but not balanced. We shall show the 
following two statements. 
(a) Either an A-transformation or a B-transformation is available. 
(b) If T is homogeneous, then a B-transformation is available. 
These, in turn, will imply the “only if’ part of the two statements in the theorem 
by induction on Q(T). The “if’ part then follow because L-transformations preserve 
ELL and because the balanced n-tree is unique. 
Let Z be an internal node of T such that Subtree and Subtree are balan- 
ced, but Subtree is not. We need to consider two separate cases below. Note that 
Subtree inherits the ELL-maximality of T. 
Case 1. Weight(ZL) = 1. 
From Lemma C, we know that Weight(ZR) is a power of 2. Since Subtree is 
not balanced, Weight(ZR) is at least 4. This is a case where the tree T is not 
homogeneous. An A-tranformation is available. 
Case 2. Weight(ZL) 3 2. 
From Lemma D, we know that Weight(ZLR) < Weight(ZZU). A B-transfor- 
mation is available. The proof of the theorem is completed. fl 
Figure 1 depicts the process of transformations from an ELL-maximal tree into a 
balanced tree. At each step, a highlighted node is the root of the subtree on which 
the next transformation will be performed. 
Write B(n) for the ELL of the balanced n-tree. This number may also be inter- 
preted as the total number of l’s in the binary representations of the first n - 1 
positive integers. To see this we associated each node in the tree a binary string as 
follows. The root is associated with the null string. A left-son (resp. right-son) is 
associated with the string which is the bit “1” (resp. “0”) followed by its father’s 
string. In this way, the binary strings of the n external nodes are exactly the binary 
representations of integers from 0 to n - 1. 
Reference [lo] first gave the following asymptotic estimate of B(n) 
B(n)=+nlgn+O(n) 
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FIG. 1. Transformations of ELL-maximal trees. 
Reference [ 111 gave an interesting history of the number B(n) and its asymptotic 
value. Tight bounds of B(n) appear in Ref. [9]. The number B(n) has also appeared 
in other applications (See Ref. [3,4, 81). A close-form formula for B(n) is given by 
the next theorem. 
THEOREM 2.3.3. Let the binary expression of an integer n be xi=, 2b1, where j > 0 
andb,>b,> ..* > bj > 0. Then, the maximum ELL of an n-tree is 
ice (bi/2 + i) 2”. 
Proof The above expression, as a function of n, satisfies the following 
recurrence with the initial condition I;‘( 1) = 0. 
F(2n) = 2F(n) + n 
F(2n+ l)=F(2n)+ j+ 1. 
Here j+ 1 is the number of l’s in the binary expression of n. From Theorem 2.3.2, 
we need only to check the function B(n) against the two equations in the 
recurrence. B(n) satisfies the first equation because of Theorem 2.3.1. It satisfies the 
second equation because of the interpretation as the number of l’s in binary num- 
bers. The theorem is proved. 1 
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Remark. From Theorem 2.3.1, B(n) also satisfies the following recurrence with 
the initial condition F( 1) = 0. 
F(2n) = 2F(n) + n 
F(2n+ l)=F(n+ l)+F(-(n)+n. 
3. THE PERMUTATION ALGORITHM AND OPTIMAL PERUTATIONS 
3.1. The Algorithm 
A user system sends messages of inquiry to a data base through a communication 
channel. The data base includes an overload indicator in each reply message. A 
positive value of the indicator implies the existence of an overload condition at the 
data base. More specifically, the value of the indicator ranges from 0 to n - 1, where 
IZ is a predetermined number; upon receiving an overload indicator with a positive 
value i, the user system will automatically initiate a short-term traffic reduction by 
cutting i out of every n messages. This is meant to offer an adequate relief to the 
overloaded data base. 
In order that the effect of the cutback be smooth, it is desired that the dis- 
tribution of the cutback be uniform. For example, if n = 1000 and i= 500, one 
would rather skip every other message than alternately send 500 and drop 500. In 
any case, a random variable associated with the message is needed for the deter- 
mination of whether the message should be dropped. For reasons that shall become 
apparent later, such a random variable is called the message Identifi:cation number 
(message ID). Its value ranges from 0 to n - 1 and is assigned sequentially with 
n - 1 followed by 0. 
The Permutation Algorithm is a method to achieve a reasonably uniform dis- 
tribution of the cutback at all possible levels specified by the overload indicator. It 
requires a predetermined permutation (r on the integers from 0 to n - 1 such that 
a(O) = 0. The values of (r are stored in a read-only table of size n, where each item 
requires rig n] bits. Whenever a positive value i of the indicator is received, the 
algorithm uses the message ID, say k, as the address to fetch the value of o(k) from 
the table. Then the message will be dropped if a(k) < i. 
The Permutation Algorithm is intended for an extremely fast execution. 
Therefore the mechanism of assigning the message ZD needs to be fast. In data com- 
munication, one can normally expect the existence of some kind of sequentially 
assigned identifier for an individual message. By defining the message ID in the Per- 
mutation Algorithm to be that identifier or something readily computable from it, 
the algorithm can be implemented at a place of the code where the identifier is 
occupying a hardware register. For example, if n = 2”, the message ID may be 
defined as the m lower bits of the identifier. This mechanism, whenever applicable, 
avoids the creation of a software register for remembering the previous message ID. 
Given the message ID, the execution of the algorithm includes one read and one 
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subtraction or comparison before the eventual branch instruction. In certain 
assembly languages, subtraction can be tagged to the read instruction. In some 
others, comparison can be executed at the branch instruction. Assuming a free 
message ID and not counting the eventual branch instruction, which exists indepen- 
dently of the Permutation Algorithm, the algorithm is basically a single-assembly- 
instruction algorithm that requires nrlg n] bits of read-only data storage. Its 
usefulness is in those applications with an extremely tight budget in real time and a 
moderate one in read-only memory space. For an application in the Switching 
Assembly Programming (SWAP) environment, such as the TSPS, No. 1 as men- 
tioned at the beginning of the article, not only the real time is tight but also the 
processor is not equipped with multiplication and division circuits. This severely 
discounts the availability of viable alternatives to the Permutation Algorithm. Alter- 
natively, a permutation can be computed from a mathematical formula. This avoids 
or reduces the requirement of data storage but limits the choice of the permutation 
to an easily computable one. For example, if p is a number relatively prime to n, 
then the arithmetic progression 
o(k) = kp mod n, 06k<n 
defines a permutation. One way to compute this formula is to increment the 
message ID by p mod n each time. This requires only a couple of instructions, 
assuming the feasibility of having a software register for remembering the message 
ID. There is no need of any other data storage. Without the register, the com- 
putation would involve a multiplication and a division. At the end of Section 4, we 
shall briefly discuss the performance of certain permutations of this form. 
In the case that n is a power of 2, the end-to-end swap of the message ID turns 
out to yield an optimal permutation under both criteria studied in Section 3.2. In 
this case, there is no need of the software register for storing the previous message 
ID, but the computational complexity depends upon whether the programming 
environment allows the swap instruction. Without the swap instruction, the follow- 
ing method swaps a 2”-bit word with O(m) instructions. First, rotate the word by 
2” ~ ’ bits. Then simultaneously but separately rotate both the left and the right 
half-words by 2*-* bits. This simultaneous rotation can be done by an AND with 
an appropriate mask followed by an exclusive OR, two shifts, and an OR. The next 
step is to simultaneously but separately rotate all quarter-words by 2”p3 bits. And 
so on. With this implementation, the Permutation Algorithm requires O(lg lg n) 
instructions. 
3.2. Optimal Permutations 
Let cr be a permutation on (0, l,..., n - 1) such that o(O) = 0. For each i, 1 < 
i < n, the set {o(k): 0 < k < i} defines a partition on the interval [0, n]. (In par- 
ticular, the null set defines the trivial partition.) These partitions, in increasing 
order of i, form successive refinements. Let M,(a) and m,(a) be the maximum and 
minimum length of a subinterval defined by the ith partition, respectively. 
Define the maximum-gap measure of the permutation (r as M(a) = C:= I Mi(o). 
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The smaller the value of M(a), the more uniform is the distribution of cutback con- 
sidered to be. A permutation Q will be called optimal with respect to the maximum- 
gap measure if M(o) is minimum among all such permutations. Similarly, define the 
minimum-gap measure as m(o) = C;=, m,(a). The larger the value of m(a), the 
more uniform the distribution. A permutation e will be called optimal with respect 
to the minimum-gap measure if m(o) is maximum among all such permutations. 
Conceivably, there can be many other possible measures such as the sum of stan- 
dard deviation of sizes of subintervals delined by all successive partitions. We 
choose to study the above two measures because they are simple and natural. 
Similar measures can be defined for partitions of a two-dimensional region which 
are used in the design of visual signals (see Ref. [ 71). 
We shall construct an n-tree associated with the permutation cr in which each 
node V is represented by a subinterval of [0, n] with the length equal to 
Weight( V). The internal nodes of this tree will be labeled as I,, I, ,..., and Z, _ , such 
that the label of a father has an index smaller than that of each son. 
The construction begins with setting the root I, of the tree to be the interval 
[O, n]. The two sons of I, are [0, a-‘(l)] and [I’, n], with the former being 
the left-son if o-‘(l) <n/2. At this point, we have a 2-tree. Next, the external node 
of the 2-tree whose interval contains the point a-‘(2), will be labeled I,. If I, = 
[O, 0 -l(l)], then its two sons are [0, a-‘(2)] and [o-‘(2), a-‘(l)] with the for- 
mer being the left-son if ~‘(2) 6 a-‘( 1)/2. On the other hand, if Z2 = [a-‘(l), n], 
then its two sons are [0~‘(1), a-l(2)] and [a-‘(2), n] with the former being the 
left-son if a-‘(2) 6 (a -‘( 1) + n)/2. This gives us a 3-tree. Continue this process until 
Z,-, is defined. In general, the two sons of Zk are a partition of Ik into two parts 
bordering at the point o-‘(k). Figure 2 shows an example of this construction. 
For 1 < id n, the subintervals of [0, n] defined by the set {a(k): 0 <k < i} 
correspond to those nodes V such that the father of V, but not V itself, is among 
I7A l&91 I&31 L3.41 f4.51 l5.61 
FIG. 2. The tree associated with the permutation 0, 9, 2, 8, 3, 6, 1, 5, 7, 4. 
BINARY TREES AND TRAFFIC CUTBACK 11 
I,, I, ,..., and Zip r. Let Si denote the set of these nodes I’, where 1 < i< n. Also, 
define S1 = {I, }. With this notation, we have, for 1 d i < n, 
M,(a) = max { Weight( I’): V E Si} 
=max(Weight(Z,): i6k <n}. 
Clearly, M,(a) = 1. Thus, 
M(a)= 1 + c max{Weight(Z,): i<k<n) 
i=l 
n-l 
> 1 + 1 Weight(Zi) 
i= I 
=l+EPL 
The equality holds throughout if, and only if, the following condition is met. 
Weight(1,) is a nonincreasing function of k. (*I 
In terms of the successive refinements in partitioning the interval [0, n], this con- 
dition says that, at every stage, a subinterval of the maximum length is the next to 
be split into two. Different permutations may correspond to the same tree with dif- 
ferent ordering on the labels of internal nodes. When the ordering of internal nodes 
satisfies the condition (*), then the maximum-gap measure of the permutation is 
simply the EPL plus one. A permutation is maximum-gap optimal if and only if its 
corresponding tree is homogeneous and satisfies (*), For example, the tree of Fig. 2 
satisfies (*) but is not homogeneous, so its permutation is not optimal. 
An optimal permutation under the maximum-gap criterion can be obtained in 
the following procedure: Take a homogeneous n-tree (see Theorem 2.2.2). Label its 
internal nodes in a way satisfying the condition (*). Associate the root with the 
interval [0, n]. Then, for k = 1, 2 ,..., n - 1 in that order, partition the interval 
associated with Zk into two parts of sizes equal to the weights of its two sons. Let 
a-‘(k) be the border point of the two subintervals. Then, associate these two sub- 
intervals with the two sons. Proceed on to the partition of the interval of Zk+ ,. And 
so on. 
Similarly, for 1 < i < n, 
m,(a) = min{Weight( V): VE Si} 
= min{Weight(Z,L): 1 6 k < i}. 
Clearly, m I (a) = n. Thus, 
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m(a)=n+ 2 min{Weight(Z,L): 1 <k<iJ 
I=2 
=n+ELL 
The equality holds throughout if, and only if, the following condition is met. 
Weight(Z,L) is a nonincreasing function of k. (**I 
In terms of the successive refinements in partitioning the interval [0, n], this con- 
dition says that, at every stage, one of the two newest subintervals has the 
minimum length among all subintervals at that stage. When the ordering on the 
labels of internal nodes associated with a permutation satisfies (**), the minimum- 
gap measure of the permutation is simply the ELL plus n. A permutation is 
minimum-gap optimal if and only if its corresponding tree is ELL-maximal and 
satisfies (**). 
An optimal permutation under the minimum-gap criterion can be obtained as 
follows. Take an n-tree that can be successively L-transformed into a balanced tree 
(see Theorem 2.3.2). Label its internal nodes in a way satisfying the condition (**) 
such that the label of a father has an index smaller than that of each son. If this 
labeling is impossible, then the tree does not correspond to any optimal per- 
mutation. If it is possible, then proceed in the same way as in the construction of an 
optimal permutation under the maximum-gap criterion. 
To construct a permutation that is optimal under both criteria, the tree to start 
with must be one that can be successively PL-transformed into a balanced tree (see 
Theorem 2.3.2). Even with both optimality requirements, there is still room for the 
selection of the permutation to suit any other considerations that may arise in 
individual applications. 
4. CONCLUSIONS 
The maximum-gap measure of an optimal permutation is 
i + nrig nl + n - 2rlgnl= n ig n + o(g 
Let the binary expression of n be C{=, 2’!, where 6, > b, > . . > b, B 0. Then the 
minimum-gap measure of an optimal permutation is 
n + i (bi/2 + i) 2h’ =; n lg n + O(n) 
i=O 
If the traffic cutback is by any method other than the Permutation Algorithm, we 
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may still define the maximum and minimum gaps at every level of traffic cutback. 
Then, as before, we can define the maximum- and minimum-gap measures as the 
sums of maximum and minimum gaps over all possible levels. No matter how com- 
plex is the method of the traffic cutback, there is always the lower bound 
z 0.693 n lg n + O(n) 
on the maximum-gap measure. Similarly, there is always the upper bound 
,;, Lnlil = & n lg n + O(n) 
on the minimum-gap measure. 
Let F,,, denote the mth Fibonacci number. For the case when n = F,,,, the referee of 
this article has suggested the following permutation: 
o(k) = kF,,, ~ 2 mod n. 
From Theorem S and Exercise 9 of Ref. [6, Sect. 6.41, one can prove that this per- 
mutation satisfies the conditions (*) and (**). The EPL and the ELL of this per- 
mutation can be obtained from the “second order” Fibonacci sequence (see, for 
example, Exercise 12 of Ref. [S, Sect. 1.2.81). One then finds that the asymptotic 
maximum-gap measure is 
2+4 -nlgn+O(n)~l.O42nlgn+O(n) 
5 k d 
where 4% 1.618 is the golden ratio. The asymptotic minimum-gap measure is 
2+d ,---nlgn+O(n)zO.398nIgn+O(n) 
54 k 4 
This permutation gives the algorithm a constant running time per message while 
using constant size of memory. If this nice property outweighs the slight non- 
optimality of its maximum- and minimum-gap measures, then it would be useful in 
those practices where the number n is by choice rather than preassigned. 
REFERENCES 
1. R. G. BAYANGER, et al., Stored program controlled network: Calling card service--Overall descrip- 
tion and operational characteristics, Bell System Techn. J. 61, No. 7 (1982), 1655-1674. 
2. R. F. FRERKING AND M. A. MCGREW, Stored program controlled network: Routing of direct-signal- 
ing messages in the CCZS network, Bell System Tech. J. 61, No. 7 (1982), 1599-1610. 
14 SHUO-YEN ROBERT LI 
3. E. N. GILBERT, Games of identification or convergence, SIAM Reo. 4 (1962), 16-24. 
4. R. L. GRAHAM, On primitive graphs and optimal vertex assignments, Ann. N. Y. Acad. Sci. 175 
(1970), 170-186. 
5. D. E. KNUTH, “The Art of Computer Programming, Vol. I: Fundamental Algorithms,” 2nded., 
Addison-Wesley, Reading, Mass., 1973. 
6. D. E. KNLJTH, “The Art of Computer Programming, Vol. III: Sorting and Searching, 
“Addison-Wesley, Reading, Mass., 1973. 
7. J. 0. LIMB, Design of Dither waveforms for quantized visual signals, Be// System Tech. J. 48, No. 7 
(1969), 2555-2582. 
8. B. LINDSTR~M, on a combinatorial problem in number theory, Canad. Math. Bull. 8 (1965), 477-490. 
9. M. D. MCILROY, The numer of l’s in binary integers: bounds and extremal properties, SIAM J. 
Comput. 3, No. 4 (1974), 255-261. 
10. L. MIRSKY, A theorem on representations of integers in the scale of r. Scripta Math. 15 (1949), 
11-12. 
11. B. STOLARSKY, Power and exponential sums of digital sums related to binomial coefficient parity, 
SIAM J. Appl. Math. 32, No. 4 (1977), 717-730. 
