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Let k=Fq(T ), k=Fq((1T)), and let us denote by C the completion of an
algebraic closure of k (for the 1T-adic valuation), and by K/C a finite extension
of k of degree D. Let (Ga , 8 i) (1in) be n Drinfeld modules of rank 1 defined
over K (with exponentials e8i), let u1 , ..., un # C be such that e8i (u i) # K (1in),
and let ;0 , ..., ;n be n+1 elements of K. We obtain in this paper a lower bound for
the linear form of logarithms ;0+;1 u1+ } } } +;n un (when it is not zero) as a func-
tion of the degree D, the heights of the points ;i , the absolute values |ui | and the
heights of the e8i (ui), and the heights of the modules (Ga , 8i).  1999 Academic Press
1. NOTATIONS ET RE SULTATS
Le but de ce texte est d’e tablir une minoration pour des combinaisons
line aires de logarithmes dans le cas des modules de Drinfeld.
Dans le cas complexe, de nombreux articles ont e te consacre s a de telles
minorations depuis les premiers travaux de Baker, et c’est Hirata [Hir] qui
en 1991 a obtenu, dans le cas ge ne ral des groupes alge briques commutatifs
sur C, le meilleur re sultat connu a ce jour. Des minorations dans le cas de
logarithmes p-adiques ont e galement e te obtenues (voir [Yu K, Don]).
Mais aucun re sultat n’existait jusqu’a pre sent dans le cadre des modules de
Drinfeld. Nous nous proposons ici d’e tablir une telle minoration dans ce
cadre.
On de signe par A=Fq[T] l’anneau des polyno^mes a une inde termine e
a coefficients dans le corps fini Fq , par k=Fq(T ) son corps des fractions,
par deg : le degre d’un e le ment : # k (avec la convention usuelle deg(0)=
&), et par |:| sa valeur absolue, normalise e par |:|=qdeg :. On note
alors k le comple te de k pour la valeur absolue | } |, k  une clo^ture
alge brique de k , et l’on prolonge les applications | } | et deg a k  . On note
encore C le comple te de k  (C est alge briquement clos), k la fermeture
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alge brique de k dans C, et l’on prolonge les applications | } | et deg a C.
Lorsque K est un sous-corps de C contenant k, on de signe par K
l’adhe rence de K dans C.
Nous conviendrons d’appeler T-module un couple (G, 8), ou G est un
sous-groupe alge brique connexe d’un certain GNa (Ga groupe additif sur C
et N entier 1) et 8 : A  End(G) un homomorphisme injectif d’anneaux
tel que pour * # Fq , 8(*) soit la multiplication par *. On dira que le
T-module (H, 9 ) (ou plus simplement H) est un sous-T-module de (G, 8)
si H est un sous-groupe alge brique connexe de G stable sous l’action de 8
et si, pour tout a # A, 9(a)=8(a) |H . L’espace tangent a l’origine d’un
T-module (G, 8) sera note TG . La dimension du T-module (G, 8) est par
de finition la dimension du groupe alge brique G.
Nous noterons { : C  C, x [ xq le ‘‘Frobenius’’, et C[{] l’anneau des
endomorphismes Fq -line aires de Ga . Alors, si (Ga , 8) est un A-module de
Drinfeld (c’est-a -dire un T-module de dimension un (Ga , 8) tel qu’en
outre, pour tout a # A, la de rive e a l’origine 8(a) soit e gale a a, cf.
[Del-Hus]), l’homomorphisme 8 est entie rement de termine par la donne e
de 8(T ) # C[{]. Si (Ga , 8) est un A-module de Drinfeld de rang d0
de fini par 8(T )=T{0+a1{1+ } } } +ad {d (ad {0), on dira que (Ga , 8) est
de fini sur le corps K/C si tous les ai sont dans K. On notera e8 : C  C
l’exponentielle de Drinfeld de (Ga , 8) et 48=Ker e8 son re seau des
pe riodes.
Dans toute la suite de ce texte, on se donne n+1 modules de Drinfeld
(Ga , 8i), 0in (n1), ou (Ga , 80) est le module de Drinfeld trivial
(i.e., de fini par 80(T )=T{0) et pour tout i, 1in, (Ga , 8i) est un
module de Drinfeld de rang di1. On supposera tous les modules de
Drinfeld de finis sur K, extension finie de k, et on notera D=[K : k]. On
de signe e galement par G=(Gn+1a , 8)=(G
n+1
a , 80_ } } } _8n) le T-module
produit de fini par l’action diagonale, et on note expG : Cn+1  C n+1 son
application exponentielle, de finie par expG(z0 , ..., zn)=(z0 , e81(z1), ...,
e8n(zn)). Pour chaque entier i, 1in, on se fixe e galement, comme dans
[Dav-Den], une pe riode |i non nulle, de valeur absolue minimale.
Lorsque N est un entier 1, on dispose sur PN(k ) de la hauteur
logarithmique et absolue de Weil, que nous noterons h et dont nous
rappelons la de finition. Si x=(x0 , ..., xN) # PN(k ) et si L est une extension
finie de k de degre D contenant x0 , ..., xN , alors
h(x)=h(x0 , ..., xN)=
1
D
:
v # ML
dv max[&v(xi), 0iN],
ou ML de signe l’ensemble de toutes les places de L, dv est le degre sur Fq
du corps re siduel de Lv (comple te de L en v), et ou , pour v place de ML ,
on a note par la me^me lettre v la valuation associe e normalise e par
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v(L*)=Z (de finition inde pendante du repre sentant choisi pour x et du
corps L choisi). Pour x # k , on notera h(x), au lieu de h(1, x), la hauteur
du point (1, x) # P1(k ). Si l’on reprend notre T-module produit G=
(Gn+1a , 80_ } } } _8n), et si l’on e crit
8i (T )=a i0{0+ } } } +ai, di {
di, 1in,
on de finit la hauteur du T-module G par
h(G)=h(1, (aij)1in
0 jdi
).
On remarquera que puisque ai0=T, on a h(G)1. On posera encore
d=1in d i , et si r # [1, ..., n], on de finit d(r)=max[di1+ } } } +dir |
1i1< } } } <irn] (cette notation interviendra uniquement dans la
majoration (1.7) et dans le Lemme 4.10). Enfin, on note log et logq les
logarithmes en bases e et q respectivement, et pour x re el positif, on pose
log+x=log(max[x, e]).
Ceci e tant pose , le re sultat principal que l’on obtient est le suivant:
The ore me 1.1. Soient G=(Gn+1a , 80 _ } } } _8n) un T-module produit
de fini comme ci-dessus sur une extension finie K de k de degre D=[K : k],
L(z)=;0z0+ } } } +;nzn une forme line aire non nulle sur Cn+1 a coef-
ficients dans K, W son noyau, et u1 , ..., un des e le ments non nuls de C tels
que, pour 1in, on ait e8i (u i) # K. On pose u=(1, u1 , ..., un) # C
n+1,
#i=e8i (u i), et $=[K(u1 , ..., un) : K] (on verra ci-apre s que ce degre $
est en fait fini). On se donne encore des re els B, E, V1 , ..., Vn et h ve rifiant
les conditions suivantes:
log Be, log V1 } } } log Vne, (1.2)
log Bh(;j), 0 jn, (1.3)
log Vi max {h(#i), |ui |
di
D ||i | di= , 1in, (1.4)
hh(G), (1.5)
eEmin{e(D log Vi)1di ||i ||u i | , 1in= . (1.6)
Enfin, on pose V=V1=max1in Vi . Alors:
(1) (i) ou bien il existe un sous-T-module H de G, de dimension r, tel
que u # TH /W, et de degre dans Pn+1 ve rifiant:
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deg Hc(Dh)d(r)+1 $d(r)+1 \ ‘
1ir
log Vi+ (log+$)d(r)+1
_(log log B+log(Dh)+log log V )d(r)+1&r (log E)&r; (1.7)
(ii) ou bien on a la minoration:
deg(L(u))=logq |L(u)|
&c$(Dh)d+2 $ d+1(log B) \ ‘
1in
log Vi+ (log+$)d+2
_(log(Dh)+log log V )
_(log log B+log(Dh)+log log V )d+1&n
_(log E)&(n&1). (1.8)
Dans chacun des cas (i) et (ii), c et c$ de signent des re els strictement positifs,
effectivement calculables, ne de pendant que de q, n et d.
(2) On a pour $ la majoration suivante:
$qdDn ‘
1in
log Vi .
Remarques. (1) Si l’on fait abstraction du parame tre $ qui appara@^t
dans l’e nonce du the ore me, on constate que les de pendances en log B,
log Vi (1in), D, log E, log log B, log log V, et log D correspondent
exactement a celles attendues, en ce sens que l’on obtient ici les me^mes
exposants que dans le cas complexe (cf. [Hir, Dav]), moyennant les con-
versions usuelles permettant de passer des varie te s abe liennes aux modules
de Drinfeld.
(2) La de pendance en la hauteur h semble par contre moins bonne
que celle obtenue dans [Dav], puisqu’on obtient un exposant d+2 dans
(1.8), alors que la minoration de [Dav] nous donne (apre s traduction
pour passer aux modules de Drinfeld) un exposant d+1&n. Ceci
s’explique par le fait que dans ce dernier texte les parame tres log B et log Vi
de pendent de h, contrairement a ce qui est fait ici. En particulier le choix
de la hauteur de Ne ronTate dans [Dav] (au lieu de la hauteur de Weil)
fait que les parame tres log Vi contiennent de ja implicitement une
de pendance en h. On aurait pu ici faire de me^me et prendre dans (1.4) la
hauteur canonique h (#i) de L. Denis (voir [Den2]), l’exposant de h aurait
alors e te d(r)+1&r dans (1.7) et d+2&n dans (1.8).
(3) Le parame tre $ est le seul parame tre ve ritablement nouveau par
rapport aux minorations de formes line aires de logarithmes ante rieures.
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Si dans (1.7) et (1.8) on remplace $ par la majoration obtenue dans la
partie 2 du the ore me, on voit que ce parame tre $ introduit une de pendance
supple mentaire importante en D et log Vi (1in), et rend donc les
estimations nettement moins bonnes que dans le cas complexe. Ce para-
me tre provient du lemme de Siegel utilise au Paragraphe 6, et ne peut e^tre
supprime par la me thode utilise e dans ce texte. Par contre, la me thode des
de terminants d’interpolation, qui n’utilise pas de lemme de Siegel, donne
un re sultat ou n’intervient pas ce parame tre $, mais je ne suis pas parvenu
a obtenir par cette me thode une minoration satisfaisante de |L(u)|. Le
re sultat propose ici a l’avantage de fournir un analogue parfait des minora-
tions obtenues dans le cas complexe lorsque l’on peut prendre $=1 (cf. par
exemple le The ore me 1.9 ci-apre s).
Dans certains cas particuliers, le parame tre $ peut donc e^tre pris e gal
a 1. On a en effet:
The ore me 1.9. On reprend les notations et les hypothe ses du The ore me 1.1,
et on suppose en outre que l’une (au moins) des trois conditions suivantes est
satisfaite:
(i) ;0 {0.
(ii) L’ensemble [expG(su) | s # A] est Zariski-dense dans Gn+1a .
(iii) Pour tout s # A non nul et pour tout sous-T-module H de G tel que
TH /W, on a expG(su)  H.
Alors L(u){0, et on a la minoration (1.8) du The ore me 1.1 avec $=1 au
lieu de $=[K(u1 , ..., un) : K].
Nous de montrerons ce the ore me dans les pages qui suivent en me^me
temps que le The ore me 1.1. Signalons encore que le The ore me 1.1 permet
d’obtenir imme diatement le ‘‘the ore me de Baker’’ pour les modules de
Drinfeld, the ore me qui avait de ja e te obtenu par L. Denis [Den4,
The ore me 5] et J. Yu [Yu J3, The ore me 4.3].
Corollaire 1.10 (The ore me de Baker). Soient (Ga , 8) un A-module de
Drinfeld de rang d1 de fini sur k , et R=[: # C | :48 /48] l ’anneau des
endomorphismes de (Ga , 8). Soient u1 , ..., un des e le ments de C line airement
inde pendants sur R tels que e8(ui) # k , 1in. Alors les e le ments 1,
u1 , ..., un sont line airement inde pendants sur k .
De monstration. Si les e le ments 1, u1 , ..., un e taient line airement de pen-
dants sur k , il existerait une forme line aire non nulle sur Cn+1 a coefficients
dans k , soit L, telle que L(u)=0 (ou u=(1, u1 , ..., un)). En appliquant le
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The ore me 1.1, il existerait donc un sous-T-module H de G=(Gn+1a ,
80 _8n), de dimension n, tel que u # TH . Ce sous-T-module e tant
ne cessairement de la forme H=Ga_H1 , avec H1 sous-T-module de
(Gna , 8
n) (voir la Proposition 2.14), on en de duirait (u1 , ..., un) # TH1 , avec
TH1 rationnel sur R (d’apre s [Thi, The ore me de l’Appendice]) et distinct
de Cn. Mais ceci est en contradiction avec l’inde pendance R-line aire de
u1 , ..., un . K
La suite de ce texte est entie rement consacre e a la de monstration des
The ore mes 1.1 et 1.9. Ces deux the ore mes se de montrant exactement de la
me^me fac on, nous les prouverons simultane ment. Plus pre cise ment, la seule
diffe rence provient des hypothe ses supple mentaires (i), (ii), et (iii) du
The ore me 1.9, qui ont simplement pour conse quence d’exclure le cas
‘‘pe riodique’’ qui appara@^tra au cours de la preuve au Paragraphe 5, et ce
faisant, d’exclure le cas (i) du The ore me 1.1(1), et de permettre de prendre
$=1 dans la minoration (1.8). En pratique, cela se traduira par une discus-
sion se pare e uniquement au Paragraphe 3 lors des re ductions (Lemme 3.1
et Proposition 3.3), et dans la preuve de la Proposition 6.10, lorsque la
valeur du parame tre $ interviendra.
Pour de montrer les the ore mes nous emploierons la me^me me thode que
dans [Hir] ou [Dav] (construction d’une fonction auxiliaire). Voici le
plan de cet article. Au Paragraphe 2, on rassemble quelques propositions
pre liminaires utiles pour la suite, et au Paragraphe 3, on effectue quelques
re ductions pre alables. Au Paragraphe 4, on choisit les parame tres ainsi
qu’un sous-T-module privile gie H . On distingue alors deux cas, pe riodique
et non pe riodique, et on de finit les diffe rentes bases de W qui interviennent
(Paragraphe 5). On peut alors construire, au Paragraphe 6, la fonction
auxiliaire. Les Paragraphes 7 et 8 sont consacre s respectivement a l’extra-
polation et a la minoration arithme tique. Enfin, on ache ve la de monstration
des the ore mes au Paragraphe 9.
2. QUELQUES PROPOSITIONS PRE LIMINAIRES
2.1. Croissance des fonctions exponentielles
Proposition 2.1. Soient (Ga , 8) un module de Drinfeld de rang d1, et
| une pe riode non nulle de (Ga , 8) de valeur absolue minimale. Alors on a:
\z # C, deg (e8(z))deg z+2qd(deg z&deg |+1).
De monstration. Voir [Dav-Den, Lemme 2.3]. K
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2.2. Pe riodes
Proposition 2.2. Soient G=(Ga , 8) un module de Drinfeld de rang
d1, de fini sur une extension K de k de degre D, et | une pe riode non nulle
de G, de valeur absolue minimale. Alors on a:
(i) deg |Dh(G)+1.
(ii) deg |1&Dh(G).
De monstration. Montrons tout d’abord la premie re ine galite . E crivons
8(T )=a0{0+ } } } +ad{d, et posons x=e8(|T ). On sait que e8 admet le
de veloppement en produit infini suivant:
e8(z)=z ‘
*{0
* # 48
\1&z*+ . (2.3)
Il en re sulte, par minimalite de ||| et par l’ine galite ultrame trique, que
|x|=||T |=|||q. Par ailleurs, 8(T)(x)=e8(|)=0, donc: xq
d&1=
&a&1d (a0+a1x
q&1+ } } } +ad&1xq
d&1&1). On en de duit, si deg x0:
(qd&1) deg x &deg ad+ max
0id&1
[deg a i]+(qd&1&1) deg x,
d’ou
deg x&deg ad+ max
0id
[0, deg a i]
 :
v # MK
dvv(ad)+ :
v # MK
dv max[0, &v(ai), 0id],
et donc deg xDh(G) car v # MK dvv(ad)=0. Cette dernie re ine galite e tant
clairement vraie si deg x0, on en de duit la premie re ine galite de la
proposition, puisque |||=q |x|.
La seconde ine galite se montre de la me^me fac on, a partir cette fois de
l’e galite x=&a&10 (a1 x
q+ } } } +adxq
d
). K
2.3. De rivations
Introduisons tout d’abord quelques notations. Soient e=(e1 , ..., em)
(m1) une famille libre de Cn, V le sous-espace vectoriel de Cn qu’elle
engendre, f : Cn  C une fonction entie re, et a un point de C n. Alors les
de rive es divise es D je f (a) sont de finies, pour tout m-uple j=( j1 , ..., jm)
# Nm, par la relation:
\h=h1e1+ } } } +hmem # V, f (a+h)= :
j # Nm
D je f (a) h
j1
1 } } } h
jm
m .
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Lorsque m=n=1 et e1=1 (fonctions d’une seule variable), on notera plus
simplement  jf au lieu de D je f, et f ou f $ lorsque j=1. Si j=( j1 , ..., jm)
# Nm est un m-uplet d’entiers, on notera encore &j&= j1+ } } } + jm . Enfin,
pour tout couple (j, j$) de Nm_Nm, on posera
\j+j$j +=\
j1+ j $1
j1 + } } } \
jm+ j $m
jm + .
Les proprie te s principales des de rive es divise es que nous utiliserons sont
re sume es dans le lemme suivant:
Lemme 2.4. Soient f : Cn  C une fonction entie re, e=(e1 , ..., em) une
famille libre de Cn (m1), et V le sous-espace vectoriel de C n qu’elle
engendre. Alors:
(i) Pour tout j # Nm, l ’application D je f : C
n  C est entie re.
(ii) Si v=v1 e1+ } } } +vmem est un vecteur non nul de V, on a, pour
tout l # N et tout a # Cn,
Dlv f (a)= :
&j&=l
j # Nm
v j11 } } } v
jm
m D
j
e f (a).
(iii) Pour tout (j, j$) # Nm_Nm, on a:
D je (D
j$
e f )=D
j$
e (D
j
e f )=\j+j$j + D j+j$e f.
(iv) Si f1 , f2 : Cn  C sont deux fonctions entie res et j # Nm, on a:
D je ( f1 f2)= :
j1+j2=j
j1, j2 # N
m
(D j1e f1)(D
j2
e f2).
(v) Soient v=v1e1+ } } } +vmem un point de V, et g : C  C la
fonction de finie par g(z)= f (zv). Alors, pour tout entier l0, on a:
lg(z)= :
&j&=l
j # Nm
D je f (zv) v
j1
1 } } } v
jm
m .
De monstration. Elle est facile et laisse e au lecteur, re sultant imme diate-
ment des de finitions et de l’unicite du de veloppement en se rie entie re. K
Le lemme qui suit est un analogue du Lemme 3.1 de [Phi-Wal] et du
Lemme 3.2 de [Hir]. La partie (1) nous permettra de contro^ler les de rive es
en un point v apre s changement de base et nous sera utile a plusieurs
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reprises. La partie (2) est un raffinement de (1) dans un cas particulier et
nous servira a e tablir la Proposition 2.7.
Lemme 2.5. Soient ==(=1 , ..., =l) et e=(e1 , ..., em) (l, m1) deux
familles libres de C n telles qu’il existe des e le ments eij de C, 1im,
1 jl, ve rifiant
ei= :
1 jl
eij = j (1im).
Soient encore v # Cn et f : C n  C une fonction entie re.
(1) On pose 3=max1im, 1 jl[ |eij |]. Alors, pour tout entier
M0, on a:
max
t # Nm
&t&=M
[ |D te f (v)|]3
M max
{ # Nl
&{&=M
[ |D{= f (v)|].
(2) On suppose en outre que = est la base canonique de Cn et que la
fonction f est polynomiale en la premie re variable, de degre L (L entier
0). On pose
31=max[1, max
1im
|ei1 |] et 32=max[1, max
1im
2 jn
|eij |]
(on convient que 32=1 si n=1). Alors, pour tout entier M0, on a:
max
t # Nm
&t&=M
[ |D te f (v)|]3
min[L, M]
1 3
M
2 max
{ # Nn
&{&=M
[ |D{= f (v)|].
De monstration. Montrons d’abord (1). Soient M0 et t # Nm tels que
&t&=M. Il re sulte du lemme pre ce dent 2.4 (iii) et (ii) que l’on a:
D te f (v)=D
t1
e1
b } } } b D tmem f (v)=\ ‘
1im
:
&ki&=ti
ki # N
l
ekii D
ki
= + f (v)
= :
b
&km&=tm
k1, ..., km
&k1&=t1
ek11 } } } e
km
m D
k1
= b } } } b D
km
= f (v), (2.6)
ou on a note ekii =e
ki 1
i1 } } } e
kil
il lorsque ki=(ki1 , ..., k il). On en de duit
facilement la partie (1) du lemme par l’ine galite ultrame trique et le
Lemme 2.4(iii). Pour montrer (2) on repart de l’e galite (2.6). Comme f est
polynomiale en la premie re variable de degre L, un terme de la somme
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(2.6) sera nul de s que l’on de rive plus de L fois par rapport a =1 , c’est-a -
dire de s que k11+ } } } +km1>L. Dans le cas contraire, on aura:
|ek11 } } } e
km
m |= ‘
1im
|eki 1i1 | } ‘
2 jn
1im
|ekijij |3
min[L, M]
1 3
M
2 ,
d’ou la partie (2) du lemme. K
Dans la proposition qui suit, on reprend les hypothe ses et notations du
Paragraphe 1.
Proposition 2.7. Soient e=(e1 , ..., em) une famille libre de Cn+1, et
P # C[X0 , ..., Xn] un polyno^me ve rifiant degXi PLi pour tout 0in
(L i entiers 0), et dont les coefficients sont de degre X, X # R. On e crit
ej=(ej0 , ..., ejn) pour 1 jm, et on pose
30=max[1, max
1 jm
|ej0 |], 31=max[1, max
1 jm
1in
|eji |].
Alors, pour tout v=(v0 , ..., vn) # Cn+1 et tout m-uple j # Nm, on a, en notant
F=P b expG et h=h(G):
deg (D jeF(v))L0 logq 30+&j& logq 31+&j& Dh+X
+2qd :
1in
Li max {1, } vi|i }
di
=+L0 max[0, logq |v0 |]
+ :
1in
Li max {Dh, logq } vi|i }=+2Dh :1in Li .
De monstration. D’apre s le Lemme 2.5(2), on a, en notant = la base
canonique de Cn+1:
deg (D jeF(v))L0 logq 30+&j& logq 31+ max
t # Nn+1
&t&=&j&
[deg (Dt=F(v))]. (2.8)
Afin de majorer deg (Dt=F(v)) pour t # N
n+1 ve rifiant &t&=&j&, on applique
les ine galite s de Cauchy dans le ‘‘polydisque’’ D=[z=(z0 , ..., zn) #
Cn+1 | deg z00 et deg zideg |i , 1in] a la fonction entie re
f : Cn+1  C de finie par f (z)=F(z+v). On obtient:
deg (D t=F(v))=deg (D
t
= f (0))
sup [deg ( f (z)) | z # D]& :
1in
ti deg |i . (2.9)
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E crivons F sous la forme F(z)=* p* z*00 e81(z1)
*1 } } } e8n(zn)
*n. On voit
aise ment que l’on a, par l’ine galite ultrame trique et la Proposition 2.1:
\z # D, deg ( f (z))X+L0 max[0, deg (z0+v0)]
+ :
1in
Li max[0, deg (z i+vi)]
+2qd :
1in
Li qdi(deg (zi+vi)&deg |i)
X+L0 max[0, deg v0]
+ :
1in
Li max[&deg |i , 0, deg (v i| i)]
+ :
1in
Li deg |i+2qd :
1in
Li qdi max[0, deg (vi|i)].
En utilisant alors les majorations &deg |iDh et deg |i2Dh (re sultant
de la Proposition 2.2), et en revenant aux ine galite s (2.8) et (2.9), on
obtient la proposition. K
2.4. Un Lemme d ’interpolation
Le but de ce paragraphe est d’e tablir la Proposition 2.13, que nous
utiliserons au Paragraphe 7 lors de l’extrapolation.
Lorsque f : C  C est une fonction entie re et r un re el, on note M( f, r)=
sup[deg ( f (z)) | deg zr]. On a alors le lemme suivant:
Lemme 2.10. Soient R0 un re el, et S1 , M1 deux entiers ve rifiant
0S1R et M11. Soient bsl (s # A, deg sS1 et l # N, 0l<M1) des
e le ments de C, et soit ( # R tel que max[deg bsl | deg sS1 , 0l<M1]
(. On note encore P le polyno^me d ’interpolation d ’Hermite tel que lP(s)
=bsl(deg sS1 , 0l<M1). Alors on a:
M(P, R)(+(R&S1+1) M1 qS1+1.
De monstration. Appelons x1 , ..., xm les e le ments de l’ensemble
[s # A | deg sS1] (on a donc m=qS1+1), et notons, pour i, l tels que
1im et 0l<M1 , cil=bxil . Alors le polyno^me d’interpolation
d’Hermite P est donne par
P(x)= :
1im
:
0l<M1
c il pil(x),
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ou
pil(x)=(x&x i)l qi (x)& :
l< j<M1
 j&lqi (x i) p ij(x) (1im, 0l<M1)
et
qi (x)= ‘
j{i
1 jm \
x&x j
x i&x j+
M1
(1im).
On ve rifie facilement que pour tout j0 et tout i, 1im, on a
deg ( jq i (x i))0. Par re currence descendante sur l, on de duit de la
l’ine galite suivante, valable pour tout x # C tel que deg xR:
deg ( pil(x))(M1&1) R+deg (qi (x)) (1im, 0l<M1). (2.11)
Majorons maintenant deg (qi (x)) pour deg xR et 1im. On a:
deg (qi (x))=M1 :
j{i
deg (x&xj)&M1 :
j{i
deg (xi&xj)
M1R(m&1)&M1 :
deg sS1
s # A, s{xi
deg (s&xi).
Or,
:
deg sS1
s # A, s{xi
deg (s&x i)= :
deg sS1
s # A, s{0
deg s=S1 qS1+1&
qS1+1&q
q&1
,
d’ou :
deg (qi (x))M1 qS1+1(R&S1+1)&M1 R. (2.12)
En revenant alors a l’expression de P et en utilisant (2.11) et (2.12), on
obtient le lemme. K
Nous pouvons maintenant e tablir la Proposition 2.13. Cette proposition
est une variante du Lemme 2.4 de [Dav-Den] et constitue un analogue en
caracte ristique positive du Lemme d’interpolation 3.5 de [Hir].
Proposition 2.13. Soient f : C  C une fonction entie re, S et R deux
re els tels que 0SR, et S1 et M1 deux entiers ve rifiant 0S1S et
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M11. Soit encore ( # R tel que, pour tout s # A ve rifiant deg sS1 et tout
l # N ve rifiant 0l<M1 , on ait
deg (lf (s))(.
Alors on a:
M( f, S)max[&(R&S) M1qS1+1+M( f, R), (+(S&S1+1) M1qS1+1].
De monstration. Soit P le polyno^me d’interpolation d’Hermite ve rifiant
lP(s)=lf (s) pour tout s # A tel que deg sS1 et tout l # N tel que
0l<M1 . La fonction entie re g= f&P a au moins M1 qS1+1 ze ros (com-
pte s avec multiplicite s) dans le disque [z # C | deg zS]. Donc, par le
Lemme de Schwarz [Yu J1, Lemme 2.3]:
M(g, S)M(g, R)&(R&S) M1qS1+1.
On en de duit, par l’ine galite ultrame trique:
M( f, S)max[M(P, S), M(g, S)]
max[M(P, S), M(g, R)&(R&S) M1qS1+1]
max[M(P, S), M( f, R)&(R&S) M1qS1+1,
M(P, R)&(R&S) M1 qS1+1].
En utilisant alors le Lemme 2.10 pour majorer M(P, S) et M(P, R), on
obtient imme diatement la proposition. K
2.5. Sous-T-modules d ’un T-module produit
Voici un re sultat du^ a L. Denis, de crivant les sous-T-modules d’un
T-module produit.
Proposition 2.14. Soient n1 , ..., ns s entiers 1, et pour i, 1is, soit
Gi=(Gnia , 9i)=(G
ni
a , 9i1 _ } } } _9i, ni) un T-module, produit de ni modules
de Drinfeld (Ga , 9 ij) (1 jn i) deux a deux isoge nes. On suppose que
(Ga , 9ij) n’est pas isoge ne a (Ga , 9kl) si i{k. Alors tout sous-T-module H
du T-module produit (G1_ } } } _Gs , 91_ } } } _9s) est de la forme
H=H1_ } } } _Hs , ou Hi est un sous-T-module de Gi (1is).
De monstration. Voir [Den 3, Lemme 1]. K
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2.6. Fonctions de HilbertSamuel et degre s
Nous rappelons dans ce paragraphe, pour la commodite du lecteur,
quelques re sultats plus ou moins classiques sur la fonction de Hilbert
Samuel d’une varie te multiprojective. Les de tails se trouvent essentiellement
dans [Phi].
Si P=Pn1 _ } } } _Pns est un espace multiprojectif et H une sous-varie te
de P, nous noterons, comme dans [Phi], H(H; L1 , ..., Ls) la valeur en
(L1 , ..., Ls) de la partie homoge ne de plus haut degre du polyno^me de
HilbertSamuel de H, multiplie e par (dim H )!. Alors H(H; L1 , ..., Ls) est
un polyno^me (homoge ne) en L1 , ..., Ls de degre dim H, et combinaison
line aire a coefficients entiers 0 des mono^mes L:11 } } } L
:s
s , ou 0:in i
(1is) et :1+ } } } +:s=dim H.
Si maintenant n est un entier 0 et H une sous-varie te alge brique de
Gn+1a , on de finit H(H; L0 , ..., Ln) comme suit: on plonge de fac on
naturelle Ga dans P1 , d’ou un plongement . : Gn+1a /P1_ } } } _P1=
(P1)
n+1, et l’on pose H(H; L0 , ..., Ln)=H(.(H ); L0 , ..., Ln). Dans le cas
ou H est de la forme H=(0)_H$, H$ sous-varie te de Gna , alors
H(H; L0 , ..., Ln) ne de pend pas de L0 , mais seulement de L1 , ..., Ln . Plus
ge ne ralement, lorsque H est de la forme H=H0_ } } } _Hs , avec
Hi /Gnia /(P1)
ni, on a la relation suivante, pour tout (L0 , ..., Ls) # Ns+1:
H(H; L0 , ..., L0 , ..., Ls , ..., Ls)
=
(dim H )!
(dim H0)! } } } (dim Hs)!
‘
0is
H(Hi ; Li , ..., Li) (2.15)
(dans chaque membre de (2.15), Li figure ni fois (0is)). Cette relation
re sulte facilement du Lemme 3.4 de [Phi].
Mentionnons enfin le re sultat suivant.
Proposition 2.16. Soient m1 un entier et H une sous-varie te alge bri-
que de Gma . On plonge naturellement G
m
a dans Pm et l ’on note deg H le degre
de H dans Pm . Alors on a:
deg HH(H; 1, ..., 1)mdim H deg H.
De monstration. Notons .1 le plongement naturel Gma /Pm , et .2 le
compose du plongement Gma /(P1)
m avec le plongement de Segre
(P1)
m/PN (N=2m&1). En notant H1=.1(H ) et H2=.2(H ), on
obtient un isomorphisme de varie te s quasi-projectives H1 &H2 , et la
Proposition 2 de [Ber-Phi] fournit alors les ine galite s
deg H1deg H2mdim H1 deg H1
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(ou deg H1 est le degre de H1 dans Pm et deg H2 celui de H2 dans PN). On
obtient donc bien la proposition puisque deg H1=deg H et deg H2=
H(H; 1, ..., 1). K
2.7. Distance d ’une pe riode a l ’espace tangent d ’un sous-T-module
Il s’agit de de montrer dans ce paragraphe la Proposition 2.17. Pour v, v$
dans Cn+1, on pose d(v, v$)=max0in |vi&v$i |. On a alors:
Proposition 2.17. On reprend les hypothe ses et notations du
The ore me 1.1. Soient H un sous-T-module de G et ’ # C n+1 une pe riode de
G telle que ’  TH . Alors on a:
d(’, TH)
1
c2qDh(Dh)c1 H(H; 1, ..., 1)
,
ou c1 et c2 sont des re els strictement positifs ne de pendant que de q, n et d.
La preuve de cette proposition va e^tre une conse quence facile du lemme
suivant du^ a S. David et L. Denis.
Lemme 2.18. Soient (Ga , 8i) (1in) n modules de Drinfeld de rang
d1 isoge nes a (Ga , 8), soit G=(Gna , 81_ } } } _8n) le T-module produit,
H un sous-T-module de G, et ’=(’1 , ..., ’n) une pe riode de G telle que
’  TH . Pour chaque i, 1in, on se fixe une pe riode non nulle |i de
(Ga , 8i), minimale pour la valeur absolue, et l ’on de finit
dist(’, TH)= inf
x # TH
max
1in }
x i&’i
| i }.
On se fixe encore une isoge nie fi : (Ga , 8i)  (Ga , 8) pour tout i. Alors on a:
dist(’, TH)
1
(deg H )1d (max1in[deg fi])n+1
,
ou deg H est le degre de H dans le plongement naturel Gna /Pn .
De monstration. Voir [Dav-Den, Lemme 2.23]. K
De monstration de la Proposition 2.17. Quitte a modifier l’ordre des
facteurs, on peut regrouper dans G les modules de Drinfeld isoge nes et
e crire notre T-module G sous la forme:
G=(Ga _Gn1a _ } } } _G
ns
a , 80_91 _ } } } _9s),
ou (Ga , 80) est le module de Drinfeld trivial et, pour tout i, 1is,
(Gnia , 9i) est un T-module produit de ni modules de Drinfeld (Ga , 9ij),
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1 jni , les modules (Ga , 9 ij) et (Ga , 9kl) e tant non isoge nes si i{k.
D’apre s la Proposition 2.14, le sous-T-module H est donc de la forme
H0 _H1_ } } } _Hs , et l’espace tangent a l’origine TH de la forme
TH=TH0 _ } } } _THs . Alors, en e crivant ’=(0, ’1 , ..., ’s), on a d(’, TH)=
max1is [d(’ i , THi)]. Soit maintenant i, 1is, tel que ’i  THi . Pour
chaque entier j ve rifiant 1 jni , notons fij : (Ga , 9 ij)  (Ga , 9 i1) une
isoge nie de finie sur k (on remarquera que puisque les modules de Drinfeld
sont de finis sur k , une telle isoge nie existe: la de monstration est identique
a celle donne e pour les courbes elliptiques dans [Mas-Wu s, Lemme 6.1]).
Appliquant le The ore me 1.3 de [Dav-Den], on voit que l’on peut trouver
fij de sorte que l’on ait deg ( fij)c$2(Dh)c$1, ou c$1 et c$2 ne de pendent que de
q et d. En utilisant alors le Lemme 2.18 et la minoration ||i |q&Dh
(cf. Proposition 2.2), il vient:
d(’i , THi)
1
qDh
dist(’ i , THi)
1
c2(deg Hi) qDh(Dh)c1
,
ou c1=c1(q, n, d ), c2=c2(q, n, d ), et ou deg Hi de signe ici le degre de
l’adhe rence de Zariski de Hi dans le plongement naturel de Gnia dans Pni .
Il suffit maintenant de remarquer qu’en vertu de la Proposition 2.16 et de
la relation (2.15), on a deg H iH(Hi ; 1, ..., 1)H(H; 1, ..., 1), ce qui
ache ve la de monstration. K
2.8. Majoration du parame tre E
Nous terminons ce Paragraphe 2 par la majoration suivante, qui nous
sera utile a plusieurs reprises.
Proposition 2.19. On reprend les hypothe ses et notations du
The ore me 1.1. Alors, si l ’on note V0=min[V i , 1in], on a:
logq E5Dh log V0 .
De monstration. Soit i # [1, ..., n], et supposons tout d’abord |ui |<||i |.
La pe riode |i e tant minimale pour la valeur absolue, il re sulte du de velop-
pement en produit infini (2.3) de e8i et de l’ine galite ultrame trique
que l’on a |e8i (ui)|=|ui |. D’ou deg u i=deg #i &Dh(#i) &D log Vi , et
donc, d’apre s la Proposition 2.2(i) et en utilisant la majoration logq
(D log Vi)(D log Vi&1)log q:
1
log q
+
1
di
logq (D log Vi)+deg |i&deg ui Dh+\1+ 1log q+ D log Vi+1
3D log Vi+2Dh5Dh log Vi .
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Si maintenant |ui | ||i | , on a encore:
1
log q
+
1
di
logq (D log Vi)+deg |i&deg ui 
1
log q
+logq (D log Vi)
2D log Vi5Dh log Vi .
Ceci e tant vrai pour tout i, on obtient bien l’ine galite annonce e. K
3. RE DUCTIONS DU PROBLE ME
Commenc ons par la remarque suivante.
Lemme 3.1. Dans l ’e nonce du The ore me 1.9, chacune des conditions (i)
ou (ii) implique la condition (iii). En conse quence, il suffit d ’e tablir ce
the ore me sous l ’hypothe se (iii).
De monstration. Montrons tout d’abord que (i) implique (iii), et sup-
posons donc ;0 {0. Soit s # A non nul, et H/G un sous-T-module tel que
TH /W. D’apre s la Proposition 2.14, H est de la forme H=(0)_H1 ou
H=Ga_H1 , avec H1 sous-T-module de (Gna , 81_ } } } _8n). On ne peut
avoir H=Ga_H1 , car sinon la droite vectorielle de Cn+1 engendre e par
(1, 0, ..., 0) serait contenue dans TH , donc dans W, ce qui est exclu puisque
;0 {0. Il en re sulte H=(0)_H1 , et comme expG(su)=(s, e81(su1), ..., e8n
(sun)), on a bien expG(su)  H.
Pour prouver que (ii) entra@^ne (iii), on de montre la contrapose e. Soient
donc s0 un e le ment non nul de A et H un sous-T-module de G tels que
TH /W et expG(s0u) # H. De signons par r1 , ..., rm les e le ments de l’ensem-
ble [r # A | deg r<deg s0]. Si s # A, une division euclidienne montre que
l’on peut e crire s=as0+ri , avec a # A et i # [1, ..., m], d’ou expG(su) #
H+expG(r iu). Ainsi, on a:
[expG(su) | s # A]/ .
1im
(H+expG(riu)).
Comme dim Hn, on en de duit que l’ensemble [expG(su) | s # A] n’est pas
Zariski-dense dans Gn+1a . Ceci ache ve la de monstration du lemme. K
Dans toute la suite, quand on parlera du The ore me 1.9, il sera
sous-entendu que l’on se place sous l’hypothe se (iii) de ce the ore me.
Nous allons maintenant e tablir la majoration du degre $ figurant dans la
conclusion du The ore me 1.1.
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Proposition 3.2. Avec les notations du The ore me 1.1, on a la majoration:
$qdDn ‘
1in
log Vi .
De monstration. Fixons i, 1in, et de finissons l’entier mi1 par
qdi (mi&1)D log Vi<qdi mi.
Posons alors xi=e8i (ui T
mi). On a 8i (T mi)(xi)=8i (T mi)(e8i (ui T
mi))=
e8i (u i)=#i , avec # i # K et 8i (T
mi) polyno^me de degre qdi mi. On en de duit
que xi est alge brique sur K , avec [K(xi) : K]qdi miqdiD log Vi . Par
ailleurs, de la condition (1.4) sur log Vi , on tire |ui |di<||i | di qdi mi, d’ou
|ui T mi|<||i |. Il en re sulte que xi est dans le disque de convergence du
logarithme log8i attache a (Ga , 8i), et comme les coefficients du de velop-
pement en se rie entie re de log8i sont dans K et que les extensions finies
de K sont comple tes, on obtient ui T mi=log,i (xi) # K(x i), d’ou
ui # K(xi). Ainsi, on a [K(ui) : K][K(xi) : K]qdiD log Vi , et
donc [K(u1 , ..., un) : K]qdDn >1in log V i . K
La proposition suivante, due essentiellement a N. Hirata [Hir,
Lemme 4.1], permet de re duire de fac on cruciale le proble me.
Proposition 3.3. Avec les notations du Paragraphe 1, il suffit d ’e tablir
les The ore mes 1.9 et 1.1, partie (1), lorsque K est la k-alge bre engendre e par
les e le ments aij (1in, 0 jdi), ;i (0in) et #i (1in). De plus,
on peut supposer que la forme line aire L et le point u=(u0 , ..., un) ve rifient
les conditions suivantes:
(i) ;0=&1, i.e., L(z)=&z0+;1z1+ } } } +;nzn , et les ;i
(1in) ne sont pas tous nuls.
(ii) u0=0 ou u0=1.
(iii) Si u0=0, alors |;i |1 pour tout i, 0in.
De monstration. La premie re assertion est facile. Quant a la de monstra-
tion de la seconde, elle est semblable en tous points a celle du Lemme 4.1
de [Dav], et nous renvoyons le lecteur a cette re fe rence pour une preuve,
qu’il nous semble inutile de re pe ter. K
Dans tout ce qui suit, nous supposerons que le corps K, la forme L et
le point u de C n+1 satisfont les conditions de la Proposition 3.3.
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4. CHOIX DES PARAME TRES ET D’UN SOUS-T-MODULE
PRIVILE GIE
Dans toute la suite de ce texte, on de signe par c1 , c2 , ..., des re els >0 ne
de pendant que de q, n et d, effectivement calculables,1 et l’on choisit un re el
C0=C0(q, n, d ), suffisamment grand pour pouvoir satisfaire les diffe rentes
ine galite s qui interviendront (C0 sera en particulier beaucoup plus grand
que les re els ci). Avec les notations du The ore me 1.1, on de finit alors des
re els U0 , M>, M >0 , S
>, S >0 , L
>
1 , ..., L
>
n , et des entiers M, M0 , S, S0 ,
L1 , ..., Ln comme suit ([x] de signe la partie entie re de x):
U0 =C 6d+80 (Dh)
d+2 $d+1(log B) \ ‘
1in
log Vi+ (log+$)d+2
_(log(Dh)+log log V)(log log B+log(Dh)+log log V )d+1&n
_(log E)&(n&1), (4.1)
M>=
U0
C 20Dh(log
+$)(log E)(log log B+log(Dh)+log log V )
,
(4.2)
M=[M>],
M>0 =
M>
C 40 $ log
+$
, M0=[M >0], (4.3)
qS >=C 60 Dh $ log
+$(log log B+log(Dh)+log log V ),
(4.4)
S=[S>],
qS 0
>
=
qS >
C 40 $ log
+$
, S0=[S >0], (4.5)
L>i =
U0
C 20 Dh q
diS(log Vi)(log+$)
et Li=[L>i ], 1in. (4.6)
Lorsque U est un re el >0, on de finit encore la fonction de U suivante:
L>0(U)=
U
C 30 Dh(log B)(log
+$)(log E)(log(Dh)+log log V )
. (4.7)
On prend alors pour U le re el donne par la Proposition 4.9 ci-apre s, et on
pose
L>0=L
>
0(U ) et L0=[L
>
0]. (4.8)
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1 On notera que c1 et c2 ont de ja e te de finis a la Proposition 2.17.
Ce nombre re el U est choisi essentiellement de fac on qu’aucun sous-T-module
H de G ve rifiant TH /W ne puisse satisfaire la conclusion du lemme de
ze ros (cf. Lemme 9.1). Il permet e galement de choisir un sous-T-module H
extre mal, qui jouera un ro^le capital dans la suite. Ce sous-T-module H est
en quelque sorte le T-module ‘‘le plus pre s’’ de satisfaire l’ine galite du
lemme de ze ros, et de ce fait nous permettra d’obtenir l’estimation la plus
fine possible du rang du syste me line aire conside re au Paragraphe 6.
Afin d’e noncer la Proposition 4.9 permettant de choisir U et H , on introduit
la notation suivante: lorsque S est un entier 0, on de finit
1(S)=[expG (su) | s # A et deg sS].
On a alors (on rappelle que la notation H( } ) a e te de finie au
Paragraphe 2.6):
Proposition 4.9. Il existe un nombre re el U>0 ve rifiant les proprie te s
suivantes (on note L>0=L
>
0(U) pour simplifier):
(i) Pour tout sous-T-module H de G tel que TH /W, on a:
M>codimW TH card((1(S&n&1)+H )H ) H(H; L>0 , ..., L
>
n)C0 L
>
0 } } } L
>
n .
(ii) Il existe un sous-T-module H de G tel que TH /W et satisfaisant:
M>codimW TH card((1(S&n&1)+H )H ) H(H ; L>0 , ..., L
>
n)=C0 L
>
0 } } } L
>
n .
(iii) UU0 .
Remarque. On notera que d’apre s (4.4) et les conditions (1.2), on a
qS >C 60 , donc S&n&10 (il suffit de choisir C0q
(n+1)6), de sorte que
1(S&n&1) est bien de fini.
De monstration. La preuve est analogue a celle de [Dav, Proposition 5.1].
Rappelons-en brie vement la de monstration. Pour H sous-T-module de G
tel que TH /W, on pose
f (H )=
U M>codimW TH card((1(S&n&1)+H)H ) H(H; L>0 , ..., L
>
n)
C0 L>0 } } } L
>
n
.
On ve rifie que cette expression ne de pend que de H mais pas de U, puis on
prend H tel que f (H ) soit minimum (il est facile de voir que f admet un
minimum car card((1(S&n&1)+H )H )card(1(S&n&1)), codimW TH
n, et H(H; L>0 , ..., L
>
n) est combinaison line aire a coefficients entiers
positifs de mono^mes en L>1 , ..., L
>
n de degre infe rieur a n). En posant alors
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U= f (H ), on a imme diatement (i) et (ii). On a e galement, d’apre s les choix
de parame tres faits plus haut:
U= f (H ) f ((0))
M>nqS >&n
C0(L>0 U ) L
>
1 } } } L
>
n

U0
qn
,
d’ou UU0 . K
Ce choix de parame tres et du sous-groupe H e tant fait, nous allons
maintenant majorer deg H , ce qui nous donnera la majoration du degre
(1.7) figurant dans l’e nonce du The ore me 1.1. Rappelons que pour tout
r # [1, ..., n] on note d(r)=max[di1+ } } } +dir | 1i1< } } } <irn]. On
posera encore d(r)=0 si r=0. On a alors le lemme suivant:
Lemme 4.10. Le sous-T-module H de G ve rifie les conditions suivantes:
(i) On a H =(0)_H1 , ou H1 est un sous-T-module de (Gna ,
81 _ } } } _8n).
(ii) Si r=dim H , on a la majoration:
deg H qdC 6d(r)+60 (Dh)
d(r)+1 $d(r)+1 \ ‘
1ir
log V i+ (log+$)d(r)+1
_(log log B+log(Dh)+log log V )d(r)+1&r (log E)&r.
De monstration. Le point (i) a de ja e te vu dans la preuve du Lemme 3.1,
puisqu’on a ici ;0 {0 et TH /W. Montrons donc (ii). D’apre s la
Proposition 2.16, on a deg H H(H ; 1, ..., 1), de sorte qu’il suffit de
majorer H(H ; 1, ..., 1). Pour ce faire nous supposerons, afin de simplifier
les notations, que l’on a L>1 } } } L
>
n . Alors H(H ; L
>
0 , ..., L
>
n)
L>1 } } } L
>
r H(H ; 1, ..., 1). Utilisons la Proposition 4.9 (ii). On obtient:
H(H ; 1, ..., 1)
H(H ; L>0 , ..., L
>
n)
L>1 } } } L
>
r

C0L>0 L
>
r+1 } } } L
>
n
(M>)n&r
.
En remplac ant alors L>0 , L
>
r+1 , ..., L
>
n , M
> par leurs expressions et en
majorant U par U0 , il vient:
H(H ; 1, ..., 1)
U0(log E)n&r&1
C 20Dh(log B)(log
+$)(>r+1in log Vi)
_
(log log B+log(Dh)+log log V )n&r
(log(Dh)+log log V ) q(dr+1+ } } } +dn) S
.
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Il ne reste plus qu’a utiliser la minoration qSqS >q, puis a remplacer U0
et qS> par leurs expressions (4.1) et (4.4), ce qui donne exactement la
majoration annonce e pour deg H . Le lemme est donc de montre . K
Nous allons maintenant e tablir quelques ine galite s qui nous seront utiles
dans la suite.
Lemme 4.11. On a les ine galite s suivantes:
(i) qSU0 ;
(ii) MM0C0 , et pour tout i, 1in, LiC0 ;
(iii) D3 log BU0 C0 log+$; D3 log VU0 C0 log+$; D3hU0 
C0 log+$;
(iv) L0C0 ;
(v) \i, 0in, M >C0 L>i ;
(vi) L0SU0 C0D log+$;
(vii) Mh log(C0U0)U0 C0 D log+$.
De monstration. Les ine galite s (i), (ii) (iii) et (v) re sultent facilement de
la de finition des diffe rents parame tres, du choix de C0 , et de la majoration
de log E donne e par la Proposition 2.19. Pour montrer (vi) et (vii), on part
de la majoration de $ obtenue au Paragraphe 3 (Proposition 3.2), qui nous
donne:
log+$d log q+n log D+n log log V. (4.12)
L’expression de qS> et le choix de C0 conduisent alors a l’ine galite S
C0(log log B+log(Dh)+log log V ). On tire de la et de la de finition de L>0
la majoration (vi). De me^me, en utilisant (4.12) et la de finition de U0 , on
voit que log(C0U0)C0(log log B+log(Dh)+log log V), d’ou re sulte
facilement (vii). Montrons enfin (iv). Pour cela, en reprenant les notations
de la de monstration de la Proposition 4.9, on a:
U= f (H )
UM>codimW TH H(H ; L>0 , ..., L
>
n)
C0L>0 L
>
1 } } } L
>
n
(4.13)
en minorant card((1(S&n&1)+H )H ) par 1. Par ailleurs, H(H ;
L>0 , ..., L
>
n)L
>
1 } } } L
>
n est minore par un produit (>1ks L
>&1
ik
), ou 1
i1< } } } <isn et ou on a note s=codimW TH . Comme L>
&1
ik

C20 Dhq
S(log V0)(log+$)U0 par (4.6), l’ine galite (4.13) nous donne donc
(en utilisant en outre (4.2) et (4.4))
L>0\C
6
0
q
$ log+$
Dh log V0
log E +
s
_
1
C0
.
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On remarque alors que puisque les coefficients ;i (1in) ne sont pas
tous nuls (Proposition 3.3), W n’est pas de la forme (0)_V, et donc
TH {W (voir Lemme 4.10(i)). Il en re sulte s1 et finalement, par la
Proposition 2.19, L>0C
4
0$ log
+$C 40 . Ceci ache ve de de montrer le
lemme. K
5. LES DEUX CAS. CHOIX DE BASES POUR L’HYPERPLAN W
Le but de ce paragraphe est de de finir les diffe rentes bases de W que
nous conside rerons dans la suite et d’estimer les valeurs absolues des coef-
ficients des matrices de passage. Comme dans [Hir, Phi-Wal, Dav], nous
allons e^tre amene s a conside rer deux cas.
5.1. Les deux cas
Rappelons que l’on note u=(u0 , ..., un) # Cn+1 et que l’on a choisi, au
paragraphe pre ce dent (Proposition 4.9), un sous-T-module particulier H de
G. Notons 4G=Ker(expG) le noyau de l’exponentielle de G. On dira que
l’on est dans le cas ‘‘pe riodique’’ s’il existe un e le ment s0 # A, s0 {0, tel que
deg s0S et s0 u # 4G+TH . Sinon, on dira que l’on est dans le cas ‘‘non
pe riodique’’. Remarquons tout de suite que puisque TH est de la forme
(0)_TH1 et que Ker e80=(0), on a ne cessairement u0=0 dans le cas
pe riodique. Cette remarque nous sera utile ulte rieurement. Notons aussi
que sous les hypothe ses du The ore me 1.9, le cas pe riodique ne peut pas se
produire: ceci re sulte imme diatement de la condition (iii) de ce the ore me
(et du Lemme 3.1).C’est ce fait qui permettra d’obtenir, dans la conclusion
du The ore me 1.9, la minoration (1.8) avec $=1 (cf. de monstration de la
Proposition 6.10).
On de finit encore un sous-ensemble E de Nn_A comme suit:
E=[(j, s) # Nn_A | 0 jk(n+2) M, 1kn, deg sS0]
dans le cas non pe riodique, et
E=[(j, s) # Nn_A | 0 jk(n+1) M, 1kn&1, 0 jn<M0 , deg sS]
dans le cas pe riodique. Cet ensemble interviendra au paragraphe suivant
(Paragraphe 6) lors de la construction de la fonction auxiliaire F.
Enfin, afin de traiter les deux cas simultane ment, on pose
M1=M, S1=S0 dans le cas non pe riodique,
et
M1=M0 , S1=S dans le cas pe riodique.
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5.2. Bases e et e~
Rappelons que la forme line aire L s’e crit, d’apre s la Proposition 3.3:
L(z)=&z0+;1 z1+ } } } +;nzn .
Nous noterons e=(e1 , ..., en) la base de W=Ker L de finie par:
ei=(; i , 0, ..., 1, ..., 0), 1in.
Cette base e tant inadapte e pour la suite de la de monstration, nous allons
choisir une autre base de W (note e e~ ). Nous allons utiliser pour cela la
notion de base orthonormale dans les espaces norme s de dimension finie
sur un corps value non archime dien. Commenc ons par en rappeler la
de finition (voir [Bos-Gu n-Rem, De finition 1 du Paragraphe 2.5] ou
[Ami, Chap. 3, De finition 3.1.2]).
De finition 5.1. Soient (K, | } | ) un corps value non archime dien, et
(V, & }&) un K-espace vectoriel norme de dimension finie n. Une famille
(e1 , ..., en) d’e le ments de V est appele e base orthonormale de V si c’est une
base de V telle que, pour tout x de V, on ait
&x&= max
1in
|x i |,
ou x=x1 e1+ } } } +xnen .
On dispose alors du re sultat suivant:
Lemme 5.2. Soient (K, | } | ) un corps value non archime dien complet, a
valuation discre te (non triviale), et (V, & }&) un K-espace vectoriel norme de
dimension finie. On suppose la condition suivante satisfaite:
\x # V, _* # K, &x&=|*|. (N)
Alors, si W est un sous-espace de V, W posse de une base orthonormale, et
toute base orthonormale de W peut se comple ter en une base orthonormale
de V.
De monstration. C’est une conse quence imme diate des re sultats de
[Bos-Gu n-Rem]. En effet, en utilisant la terminologie de cet ouvrage,
l’espace V est ici faiblement K-carte sien puisque K est complet
[Bos-Gu n-Rem, Proposition 4 du Paragraphe 2.3.3]. Mais d’apre s les
hypothe ses faites, V est me^me strictement K-carte sien (ibid., Proposition 3
du Paragraphe 2.4.2 et Observation 2 du Paragraphe 2.5.1). Le lemme
re sulte alors de la Proposition 5 du Paragraphe 2.5.1. K
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On de duit de ce lemme la proposition suivante:
Proposition 5.3. Soit r la dimension de H . Alors il existe une base
e~ =(e~ 1 , ..., e~ n) de W telle que (e~ 1 , ..., e~ r) soit une base de TH et telle que les
coefficients des matrices de passage de e a e~ et de e~ a e soient de valeur
absolue 1. De plus, une telle base e~ peut e^tre choisie rationnelle sur K$ ou
K$/C est une extension finie de K de degre c3 .
De monstration. D’apre s la remarque suivant le Lemme 2.22 de
[Dav-Den], l’espace tangent TH est rationnel sur K$, ou K$/C est une
extension finie de K de degre c3 . Comme W est par ailleurs rationnel sur
K, les sous-espaces W et TH de Cn+1 sont donc a fortiori rationnels sur le
corps K$ . Notons W(K$) et TH (K$) les K$-structures de W et TH . On
a dimK$ W(K$)=n et dimK$ TH (K$)=r. De finissons la norme & }& sur
W(K$) par &x&=max1in |xi |, pour x=x1e1+ } } } +xn en # W(K$).
Puisque (e1 , ..., en) est rationnelle sur K$ , le K$ -espace vectoriel norme
(W(K$), & }&) ve rifie la condition (N) du Lemme 5.2. D’autre part, K$ est
non archime dien complet a valuation discre te. On peut donc appliquer le
Lemme 5.2. Il existe donc une base orthonormale (e~ 1 , ..., e~ n) de W(K$)
telle que (e~ 1 , ..., e~ r) soit une base orthonormale de TH (K$). La famille e~ =
(e~ 1 , ..., e~ n) est alors une base de W sur C, rationnelle sur K$ , telle
que (e~ 1 , ..., e~ r) soit une base de TH . De plus, si l’on note ( pij)1i, jn
et (qij)1i, jn les matrices de passage de e a e~ et de e~ a e respectivement,
on a
e~ j= :
1in
pijei et ej= :
1in
q ije~ i (1 jn).
Il en re sulte imme diatement, pour tout j, 1 jn:
1=&e~ j&= max
1in
| pij | et 1=&ej&= max
1in
|qij |.
Ceci ache ve la de monstration. K
Dans toute la suite, on se fixe e~ =(e~ 1 , ..., e~ n) une base de W donne e par
la proposition pre ce dente.2
5.3. Base f
Nous allons de montrer les The ore mes 1.1 et 1.9 par l’absurde. Dore na-
vant, et jusqu’au Paragraphe 9, nous ferons donc l’hypothe se suivante, qu’il
s’agira de contredire (on convient bien entendu que logq |L(u)|=& si
L(u)=0):
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2 En fait, au paragraphe suivant, on renume rotera (dans le cas pe riodique) les derniers
vecteurs de la base e~ choisie ici, et c’est cette nouvelle base que l’on appellera e~ .
Hypothe se 5.4. Le point u ve rifie u  TH , et on a logq |L(u)|<&C0U0 .
Remarque. On notera que sous les hypothe ses du The ore me 1.9, on a
ne cessairement u  TH . L’Hypothe se 5.4 s’e crit donc plus simplement dans
ce cas logq |L(u)|< &C0 U0 .
Nous sommes maintenant en mesure d’e tablir le lemme suivant, qui va
nous permettre de construire (dans le cas pe riodique) la base f. On reprend
pour cela la distance d (distance du sup) introduite au Paragraphe 2.7. On
de finit encore le point w de Cn+1 par w=(u0+L(u), u1 , ..., un). Alors on
a w # W, et d(u, w)=|L(u)|. On dispose de plus des proprie te s suivantes:
Lemme 5.5. On suppose qu’on est dans le cas pe riodique. Alors:
(i) d(u, TH )1C 20U
n+1
0 q
SqDh(Dh)c1.
(ii) d(w, TH )d(u, TH ), et donc w  TH .
(iii) Si l ’on e crit, dans la base e~ choisie au Paragraphe 5.2, w=
w1e~ 1+ } } } +wne~ n , et si l ’on note r=dim H , alors on a r<n, et il existe un
entier i # [r+1, ..., n] tel que
|wi |
1
C 20U
n+1
0 q
SqDh(Dh)c1
.
De monstration. Commenc ons par de montrer (i). Rappelons que par
de finition du cas pe riodique, il existe s0 # A non nul tel que deg s0S et
s0u # 4G+TH . E crivons s0u=’+x, avec ’ # 4G et x # TH . On a:
d(u, TH )=
1
|s0 |
d(s0 u, TH )=
1
|s0 |
d(’, TH )q&Sd(’, TH ).
Mais ’  TH , car sinon on aurait s0u # TH , ce qui contredit l’Hypothe se 5.4.
On obtient donc, par la Proposition 2.17:
d(u, TH )
1
c2qSqDh(Dh)c1 H(H ; 1, ..., 1)
.
Puisque tous les L>i sont 1 par le Lemme 4.11, on majore alors
H(H ; 1, ..., 1) par H(H ; L>0 , ..., L
>
n), que l’on majore a son tour (gra^ce a la
Proposition 4.9(ii)) par C0L>0 } } } L
>
nC0 U
n+1
0 . Puisque C0 est choisi
suffisamment grand, on obtient donc (i).
Pour montrer (ii), on commence par remarquer que l’on a logq
(C 20U
n+1
0 q
SqDh(Dh)c1)C0U0 , ce qui re sulte imme diatement des ine galite s
qSU0 et DhU0 (cf. Lemme 4.11(i) et (iii)), et du choix de C0 . On a
donc, compte tenu de l’Hypothe se 5.4: |L(u)|<d(u, TH ). D’autre part,
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l’ine galite ultrame trique donne: d(u, TH )max[d(u, w), d(w, TH )]=
max[ |L(u)|, d(w, TH )]. On en de duit d’abord d(w, TH )|L(u)|, puis
d(w, TH )d(u, TH ) comme annonce . En particulier, d(w, TH ){0 d’apre s
(i), donc w  TH .
Montrons enfin (iii). Tout d’abord, on a r<n car TH 3 W d’apre s
l’assertion (ii). Notons alors w$=wr+1 e~ r+1+ } } } +wne~ n , et e crivons,
dans la base canonique de Cn+1, w$=(x0 , ..., xn). D’apre s le choix des
bases e et e~ fait ci-dessus, et puisque d’apre s la Proposition 3.3 les coeffi-
cients ;i (1in) sont ici de valeur absolue 1 (on a vu en effet au
Paragraphe 5.1 que le cas pe riodique impose u0=0), les coordonne es de
e~ 1 , ..., e~ n dans la base canonique sont de valeur absolue 1. Il s’ensuit
que l’on a, pour tout i, 0in: |xi |maxr< jn |wj |. Raisonnons par
l’absurde et supposons que l’on ait:
\j, r+1 jn, |wj |<
1
C 20U
n+1
0 q
SqDh(Dh)c1
.
Alors on a:
d(w$, TH ) max
0in
|xi |<
1
C 20U
n+1
0 q
SqDh(Dh)c1
.
Mais comme w&w$ # TH , on a d(w, TH )=d(w$, TH ), et l’ine galite
pre ce dente contredit les parties (i) et (ii) du lemme. D’ou la conclusion. K
Renume rotons, dans le cas pe riodique, les vecteurs e~ r+1 , ..., e~ n de la base
e~ choisie au Paragraphe 5.2, de sorte que l’on puisse prendre i=n dans
l’assertion (iii) du Lemme 5.5. Alors wn {0, donc la famille (e~ 1 , ..., e~ n&1 , w)
forme une base de W. Dans toute la suite du texte, on notera f=(f1 , ..., fn)
=(e~ 1 , ..., e~ n&1 , w) cette base.
Afin de traiter les cas pe riodique et non pe riodique simultane ment
avec les me^mes notations, on posera, dans le cas non pe riodique,
f=(f1 , ..., fn)=(e~ 1 , ..., e~ n), i.e. f=e~ .
5.4. Matrices de passage
L’objet de ce paragraphe est d’e tablir la Proposition 5.7, permettant de
contro^ler les valeurs absolues (ou les degre s) des coefficients des matrices
de passage de e a f et de f a e. Nous aurons besoin pour cela du lemme
suivant:
Lemme 5.6. On e crit, dans la base e~ , w=w1e~ 1+ } } } +wne~ n . Alors, pour
tout i, 1in, on a:
deg wic4Dh log(C0U0).
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De monstration. Notons ==(=0 , ..., =n) la base canonique de Cn+1.
Comme =0  W, la famille (=0 , e~ 1 , ..., e~ n) forme une base de Cn+1. Notons
Q la matrice de passage de la base (=0 , e~ 1 , ..., e~ n) a la base =. On a:
\
0
w1
b
wn+=Q \
u0+L(u)
u1
b
un + , avec Q=\
1
0
b
0
&;1 } } } &;n
(R) +
(ou R est la matrice de passage de e~ a e). Comme les coefficients de R sont
de valeur absolue 1 (Proposition 5.3), on obtient donc, pour tout i
(1in), deg w imax[deg uj , 1 jn]. Mais de l’ine galite (1.4) et de la
Proposition 2.2(i), on tire deg uj=logq |uj |logq (D log V )+dDh+d
(1 jn). On en de duit bien le lemme, compte tenu de l’ine galite
D log VU0 (cf. Lemme 4.11(iii)). K
Nous pouvons maintenant estimer les degre s des coefficients des matrices
de passage de e a f et de f a e.
Proposition 5.7. Notons (eij)1i, jn la matrice de passage de f a e, et
( fij)1i, jn la matrice de passage de e a f. Alors on a, pour tout (i, j),
1i, jn:
deg(eij)c5Dh log(C0U0),
et
deg( fij)c4Dh log(C0U0).
De monstration. Comme d’apre s la Proposition 5.3 les matrices de
passage de e a e~ et de e~ a e ont leurs coefficients de valeur absolue 1,
l’ine galite ultrame trique montre qu’il suffit d’e tablir les majorations de la
proposition pour les matrices de passage de f a e~ et de e~ a f. Dans le cas
non pe riodique, la proposition devient donc triviale puisque dans ce cas
e~ =f. Plac ons-nous dans le cas pe riodique. La matrice de passage de e~ a f
est alors
( f $ij)1i, jn=\ In&10 } } } 0
w1
b
wn&1
wn + ,
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et le lemme pre ce dent permet de conclure deg( f $ij)c4Dh log(C0U0). Pour
l’autre ine galite , on remarque que la matrice de passage de f a e~ s’e crit
(e$ij)1i, jn=\ In&10 } } } 0
&w1 wn
b
&wn&1wn
1wn + ,
et l’on utilise a nouveau le lemme pre ce dent, ainsi que le Lemme 5.5(iii)
(rappelons que par choix de la base e~ , wn ve rifie l’ine galite de ce lemme).
On obtient
deg(e$ij)c4Dh log(C0U0)+logq (C 20U
n+1
0 q
SqDh(Dh)c1) (1i, jn),
d’ou , puisque qSU0 (cf. Lemme 4.11(i)): deg(e$ij)c5Dh log(C0 U0). La
proposition est donc de montre e. K
6. CONSTRUCTION DE LA FONCTION AUXILIAIRE
Nous construisons dans ce paragraphe la fonction auxiliaire dont nous
aurons besoin pour la suite de la preuve des The ore mes 1.1 et 1.9. Plus
pre cise ment, on cherche a construire un polyno^me P # C[X0 , ..., Xn] non
nul, dont le degre par rapport a Xi est Li (0in), et qui ve rifie
DjeF(su)=0 pour tout j # N
n tel que &j&(n+1) M et tout s # A tel que
deg sS (ou on a pose F=P b expG). Nous proce derons pour cela comme
dans [Hir], [Phi-Wal] ou [Dav], en introduisant un syste me line aire
homoge ne dont les e quations correspondent aux conditions
\(j, s) # E, D jf F(su)=0 (6.1)
(l’ensemble E ayant e te de fini au Paragraphe 5.1). La me thode consiste
alors a construire F en de terminant une solution approche e du syste me
(6.1), ceci gra^ce a un lemme de Siegel.
Au Paragraphe 6.1, on explique pre cise ment quel syste me line aire on
conside re; au Paragraphe 6.2, on en majore le rang; le Paragraphe 6.3 enfin
est de volu a la construction de F proprement dite. Le fait que F ve rifie bien
les conditions d’annulation demande es ne pourra e^tre e tabli qu’au
Paragraphe 9, apre s confrontation des re sultats des Paragraphes 7 et 8.
6.1. Le syste me line aire a re soudre
Rappelons que d’apre s la Proposition 3.3 le corps K est le corps engendre
sur k par les e le ments aij (1in, 0 jdi), ; i (0in) et #i (1in).
On dispose alors du lemme suivant:
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Lemme 6.2. Il existe une base (!1 , ..., !D) de K sur k telle que
h(1, !1 , ..., !D)D \n log B+ :
1in
log Vi+h+ .
De monstration. L’argument est identique a celui de [Hir, p. 420] ou de
[Dav, p. 71]. On rebaptise ‘1 , ..., ‘N les e le ments aij , ; i et # i engendrant la
k-alge bre K, et on prend pour (!1 , ..., !D) une base de K sur k forme e
d’e le ments de la forme ‘:11 } } } ‘
:N
N , :1+ } } } +:ND. K
Dans toute la suite, on se fixe une fois pour toutes une base (!1 , ..., !D)
de K sur k fournie par le Lemme 6.2. Nous pouvons maintenant pre ciser
quel syste me line aire nous voulons conside rer. Rappelons que l’on veut
de terminer un polyno^me P non nul, de degre Li par rapport a Xi
(0in), et qui soit solution ‘‘approche e’’ du syste me de contraintes (6.1).
On va chercher P sous la forme P=* p* X *00 } } } X
*n
n , ou *=(*0 , ..., *n)
de crit les (n+1)-uples de Nn+1 ve rifiant 0*iLi , 0in, et ou p*
s’e crit p* =1iD p*i! i , avec p*i # A. Les conditions (6.1) se traduisent
alors par un syste me line aire homoge ne, dont les inconnues sont les p*i # A.
Nous parlerons, pour abre ger, du ‘‘syste me (6.1)’’.
6.2. Rang du syste me line aire
Le but est ici d’e tablir le lemme suivant, dont nous aurons besoin pour
ve rifier les hypothe ses du Lemme de Siegel au Paragraphe 6.3.
Lemme 6.3. Le rang \ du syste me (6.1) ve rifie
\c7C0
M >0
M>
L0 } } } Ln ,
et le nombre d’inconnues & ve rifie
&DL0 } } } Ln .
Seule l’assertion sur le rang est non triviale. Comme dans [Phi-Wal],
elle va re sulter du lemme un peu plus ge ne ral suivant, qui e vite de
distinguer les deux cas (pe riodique et non pe riodique).
Lemme 6.4. Soient T1 , ..., Tn et S1 des entiers >0. Alors, avec les
notations pre ce dentes, le rang du syste me
D jfF(su)=0, 0 jk<Tk(1kn), s # A, deg sS1 (6.5)
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est infe rieur ou e gal a
2nTr+1 } } } Tn card((1(S1)+H )H ) H(H ; L0 , ..., Ln),
ou r de signe la dimension du sous-T-module H .
De monstration. Elle est analogue a celle du Lemme 6.7 de [Phi-Wal].
Commenc ons par introduire quelques notations. Soient P # C[X0 , ..., Xn]
un polyno^me et # # Cn+1 un point. On de finit les polyno^mes  j#P #
C[X0 , ..., Xn], pour j=( j1 , ..., jn) # Nn, par la relation (voir [Den5, p. 4]):
\x # Cn+1, \z=z1 f1+ } } } +zn fn # W,
P(#+x+expG (z))= :
j # Nn
 j# P(x) z
j1
1 } } } z
jn
n .
On ve rifie imme diatement (voir Paragraphe 2.3) que lorsque #=expG (v),
v # Cn+1, alors on a, en posant F=P b expG ,  j#P(0)=D
j
fF(v). Ainsi, le
syste me (6.5) peut se re e crire:
 j# P(0)=0, 0 jk<Tk (1kn), # # 1(S1). (6.6)
Notons S un syste me de repre sentants dans 1(S1) des classes de 1(S1)+H
modulo H . De signons encore par . : Gn+1a  (P1)
n+1 le plongement de fini
par .(x0 , ..., xn)=((1, x0), ..., (1, xn)), par C[T0 , X0 , ..., Tn , Xn] l’anneau
des coordonne es de (P1)
n+1, et par I(H ) l’ide al de de finition de .(H ).
Enfin, pour P # C[X0 , ..., Xn] ve rifiant degXi PLi , 0in, notons P le
polyno^me multihomoge ne de multidegre (L0 , ..., Ln)=L de fini par
P (T0 , X0 , ..., Tn , Xn)=TL00 } } } T
Ln
n P \X0T0 , ...,
Xn
Tn + .
Introduisons alors les conditions suivantes:
j#P
t
=0 dans (C[T0 , X0 , ..., Tn , Xn]I(H ))L ,
(6.7)
# # S, j1= } } } = jr=0, 0 jk<Tk(r<kn)
(l’indice L signifie, conforme ment a l’usage, que l’on se restreint a l’espace
des polyno^mes multihomoge nes de multidegre L). On ve rifie, exactement
comme dans [Phi-Wal], que si un polyno^me P satisfait (6.7), alors il
satisfait aussi (6.6). Le rang du syste me (6.6) est donc majore par le
nombre d’e quations du syste me (6.7), c’est-a -dire par
Tr+1 } } } Tn(card S) dimC(C[T0 , X0 , ..., Tn , Xn]I(H ))L .
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Afin d’e valuer dimC(C[T0 , X0 , ..., Tn , Xn]I(H ))L , conside rons le plongement
de SegreVeronese .$ : (P1)n+1  PN de fini par
(t0 , x0 , ..., tn , xn) [ (t:000 x
:01
0 } } } t
:n 0
n x
:n 1
n )&:i&=Li , 0in ,
ou on a note , pour 0in, :i=(:i0 , :i1) # N2 et &:i&=:i0+:i1 . De signant
par IN l’ide al premier de de finition de H dans l’anneau des coordonne es de
PN et par H(IN ; } ) la fonction de Hilbert de IN , on a dimC(C[T0 , X0 , ...,
Tn , Xn]I(H ))L =H(IN ; 1), ainsi que H(H ; L0 , ..., Ln)=deg IN . Le
The ore me de Chardin (voir [Cha]) montre alors que
dimC (C[T0 , X0 , ..., Tn , Xn]I(H ))L 2nH(H ; L0 , ..., Ln).
Finalement, on obtient bien la majoration du lemme. K
De monstration du Lemme 6.3. En reprenant les notations de la fin du
Paragraphe 6.1, les inconnues du syste me (6.1) sont les p*i , ou
*=(*0 , ..., *n), 0*jLj (0 jn), et 1iD. D’ou &=D(L0+1) } } }
(Ln+1)DL0 } } } Ln . Pour majorer le rang \, on utilise le Lemme 6.4.
Dans le cas non pe riodique, on a S1=S0 , T1= } } } =Tn=(n+2) M+1, et
card((1(S1)+H )H )=qS0+1, d’ou
\c6M n&rqS0+1H(H ; L0 , ..., Ln)
c6(M >)n&r qS0+1H(H ; L>0 , ..., L
>
n).
En utilisant alors la Proposition 4.9(ii), puis les ine galite s qS0&S
qS >0+1&S >=qM >0 M
> et L>i 2Li (0in), on obtient la majoration
voulue dans le cas non pe riodique. Dans le cas pe riodique, on a S1=S,
T1= } } } =Tn&1=(n+1) M+1, et Tn=M0 , d’ou
\c6M0Mn&r&1 card((1(S)+H )H ) H(H ; L0 , ..., Ln).
Le lemme s’obtient comme pre ce demment a partir de la Proposition 4.9(ii),
en remarquant en outre que l’on a card((1(S)+H )H )qn+1 card
((1(S&n&1)+H )H ). K
6.3. Construction de la fonction auxiliaire: le lemme de Siegel
La construction de la fonction auxiliaire F va reposer sur le Lemme de
Siegel suivant:
Lemme 6.8. Soient &, + et \ des entiers >0, K une extension finie de
k , 2=[K : k], et (:ij) (1i&, 1 j+) une matrice d ’e le ments de
K de rang \. Soient encore X et Y des entiers >0 ve rifiant
\2Y<X&.
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Alors il existe des e le ments x1 , ..., x& de A, non tous nuls, tels que
deg x i<X, 1i&,
et
deg \ :
1i&
:ij xi+<X&Y+ max1i&[deg :ij], 1 j+.
De monstration. C’est une variante du Lemme 4 de [Den3], ou l’on
remplace le nombre de lignes de la matrice par son rang. Voir aussi [Don,
Lemme 2.1 de la premie re partie]. K
Lemme 6.9. Les coefficients du syste me (6.1) ont un degre majore par
c10 U0 .
De monstration. Pour *=(*0 , ..., *n) # Nn+1 tel que 0* iLi , 0i
n, notons P* =X *00 } } } X
*n
n et F* =P* b expG . D’apre s le Paragraphe 6.1,
les coefficients du syste me (6.1) sont les e le ments !i D jfF* (su) de C, avec
(j, s) # E, 1iD et * comme ci-dessus. Commenc ons par majorer
deg(D jeF* (su)). Pour cela, on applique la Proposition 2.7 a P* avec X=0
et v=su, en remarquant que l’on a 31=1 et 30=max[1, |;i |, 1in].
On obtient:
deg(D jeF* (su))c8 \L0D log B+MDh+L0S+Dh :
1in
Liqdi S log V i+ .
Mais par choix des parame tres fait au Paragraphe 4, chacun des termes de
la parenthe se est clairement majore par U0 (l’ine galite L0 SU0 re sulte du
Lemme 4.11(vi)). D’ou deg(D jeF* (su))c9 U0 . Appliquons maintenant le
Lemme 2.5(1) permettant de passer de e a f. On obtient, gra^ce a la
Proposition 5.7 et le Lemme 4.11(vii): deg(D jfF*(su))c10U0 . On remarque
enfin que par le Lemme 6.2 et le Lemme 4.11(iii) on a deg !i
Dh(1, !1 , ..., !D)U0 , ce qui ache ve de de montrer le lemme. K
Si P est un polyno^me de K[X0 , ..., Xn] de coefficients p1 , ..., pN , on de finit
la hauteur de P par h(P) :=h(1, p1 , ..., pN). Nous pouvons maintenant
e noncer le re sultat principal de ce paragraphe.
Proposition 6.10. Notons D=[K : k]. Il existe un polyno^me non
nul P # K[X0 , ..., Xn], de degre Li par rapport a Xi (0in), ve rifiant
h(P)c11U0D C0 D log+$,
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et tel que la fonction F=P b expG satisfasse:
\(j, s) # E, deg(D jfF(su))&C0U03.
De plus, les coefficients p* de P sont de degre majore par:
deg p* c12 U0 C0 log+$.
De monstration. Nous allons appliquer le Lemme de Siegel (Lemme 6.8)
au syste me (6.1), avec
X=[U0D C0 D log+$] et Y=[C0U0].
Il nous faut pour cela e valuer le degre 2 qui appara@^t, et c’est ici que la
diffe rence de de finition du parame tre $ dans les The ore mes 1.1 et 1.9 va
intervenir. Avec les notations de la de monstration du lemme pre ce dent, les
coefficients du syste me sont de la forme !i D jfF* (su). Comme les e le ments
!i et e8i (su i) sont dans K, et que les coefficients du de veloppement en se rie
entie re de e8i sont aussi dans K, on voit facilement que les coefficients du
syste me appartiennent en particulier a la plus petite extension de k conte-
nant K et les coordonne es de f1 , ..., fn dans la base canonique de Cn+1.
D’apre s le choix de la base f et la Proposition 5.3, les coordonne es de
f1 , ..., fn sont toutes dans un corps K$ tel que [K$ : K]c3 , a l’exception
des coordonne es de fn dans le cas pe riodique. Dans ce dernier cas, fn est
e gal a w=(;1u1+ } } } +;nun , u1 , ..., un), dont les coordonne es appartien-
nent au corps K(u1 , ..., un). Il re sulte de tout ceci que sous les hypothe ses
ge ne rales du The ore me 1.1, les coefficients du syste me conside re appar-
tiennent tous au corps K=K$(u1 , ..., un). Par contre, on voit que sous les
hypothe ses du The ore me 1.9, on peut prendre K=K$ , puisque alors on
est automatiquement dans le cas non pe riodique (voir Paragraphe 5). Il
s’ensuit que l’on a 2=[K : k]=[K : K(u1 , ..., un)][K(u1 , ..., un) : k]
c3D[K(u1 , ..., un) : K] dans le cas ge ne ral, et 2=[K : k]=
[K$ : K][K : k]c3D dans l’autre cas. On obtient donc dans
tous les cas la majoration 2c3 D$, avec $=[K(u1 , ..., un) : K]
(The ore me 1.1) ou $=1 (The ore me 1.9). On en de duit, par le Lemme 6.3
et la de finition de M >0 :
\2Yc3c7D $C 20U0
M >0
M>
L0 } } } Ln<
DU0&
2C0D log+$
X&.
On peut donc appliquer le Lemme 6.8. On obtient l’existence d’un
polyno^me P # K[X0 , ..., Xn] non nul de la forme P=*, i p*i!iX *00 } } } X
*n
n ,
tel que (gra^ce au lemme pre ce dent)
\(i, *), deg p*iU0D C0D log+$ (6.11)
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et
\(j, s) # E, deg(D jfF(su))U0DC0D log
+$&C0U0 2+c10 U0 .
(6.12)
De l’ine galite (6.12) de coule imme diatement la majoration annonce e pour
deg(D jf F(su)) (car DD). La majoration de h(P) re sulte de l’ine galite
h(P)h(1, !1 , ..., !D)+max i, *[deg p*i], ainsi que du Lemme 6.2, de (6.11)
et du Lemme 4.11(iii). Enfin, les coefficients de P sont de degre infe rieur ou
e gal a
max
i, *
[deg p*i]+Dh(1, !1 , ..., !D)c12D U0 C0 D log+$
c12U0 C0 log+$. K
7. EXTRAPOLATION
Jusqu’ici, on a construit une fonction F (Proposition 6.10) dont les
de rive es D jfF sont petites aux points su, (j, s) # E. On va dans ce
paragraphe montrer qu’en fait:
 dans le cas non pe riodique, les de rive es D jf F sont petites en
beaucoup plus de points, et pour cela extrapoler sur les points;
 dans le cas pe riodique, les de rive es D jfF sont petites a un ordre
beaucoup plus e leve le long de fn , et pour cela extrapoler sur les de rive es.
On obtiendra alors, dans les deux cas, que les D jfF(su) sont petits pour
&j&(n+1) M et deg sS.
Le lemme suivant est un analogue de la Proposition 4.27 de [Hir].
Lemme 7.1. Pour tout j=( j1 , ..., jn) # Nn tel que &j&n(n+2) M et
s # A tel que deg sS, on a:
deg(D jf F(sw)&D
j
fF(su))&C0 U0 3.
De monstration. Posons f0=(1, 0, ..., 0). Puisque f0  W d’apre s la forme
de L (cf. Proposition 3.3), la famille f$=(f0 , ..., fn) forme une base de
Cn+1. Notons j$=(0, j1 , ..., jn). Comme w&u=L(u) f0 , on ve rifie facilement
que l’on a
D jfF(sw)&D
j
fF(su)=D
j$
f$ F(sw)&D
j$
f$F(su)
= :
k1
D (k, j)f$ F(su) s
k(L(u))k,
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ou on a note (k, j) pour le (n+1)-uple (k, j1 , ..., jn). On en de duit
deg(D jfF(sw)&D
j
fF(su))
max
k1
[deg(D (k, j)f$ F(su))]+max
k1
[deg(sk(L(u))k)].
Mais d’apre s l’Hypothe se 5.4 et la de finition de S, on a S+deg(L(u))
&C0 U0 2, de sorte que deg(sk(L(u))k)deg(sL(u))&C0U0 2 pour
tout k1. De plus, on a D (k, j)f$ F(su)=0 de s que k>L0 , car la fonction
F(z0 , ..., zn) est polynomiale en la variable z0 de degre L0 (cela se voit
par exemple a partir des formules (2.6), qui permettent de se ramener a des
de rive es par rapport a la base canonique de Cn+1). On a donc:
deg(D jfF(sw)&D
j
fF(su)) max
1kL0
[deg(D (k, j)f$ F(su))]&C0U0 2.
Le Lemme 2.5(1) et la Proposition 5.7 nous donnent maintenant, pour
1kL0 :
deg(D(k, j)f$ F(su))(k+&j&) c4Dh log(C0U0)+ max
{ # Nn+1
&{&=k+&j&
[deg(D{e$F(su))],
ou e$=(f0 , e1 , ..., en). Afin de majorer deg(D{e$F(su)) pour &{&=k+&j&, on
applique la Proposition 2.7, avec ici Xc12 U0 (voir Proposition 6.10). On
obtient, par un calcul quasiment identique a celui effectue dans la
de monstration du Lemme 6.9: deg(D{e$ F(su))c13 U0 . En rassemblant tous
les re sultats pre ce dents, on aboutit finalement a l’ine galite
deg(D jf F(sw)&D
j
fF(su))c14(L0+M) Dh log(C0U0)+c13U0&C0U0 2,
qui nous donne bien le lemme car L0M et MD h log(C0U0)U0 d’apre s
le Lemme 4.11. K
On de duit de ce lemme le corollaire suivant:
Corollaire 7.2. Pour tout (j, s) # E, on a deg(D jf F(sw)) &C0 U0 3.
De monstration. C’est imme diat par l’ine galite ultrame trique, la
Proposition 6.10 et le Lemme pre ce dent. K
Nous pouvons maintenant passer au re sultat principal de ce paragraphe.
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Proposition 7.3. Pour tout j # Nn tel que &j&(n+1) M et tout s # A
tel que deg sS, on a la majoration:
deg(D jf F(su)) &U0 c20 log
+$.
De monstration. Soit i # Nn le n-uple de fini par i=j dans le cas non
pe riodique, et par i=( j1 , ..., jn&1 , 0) dans le cas pe riodique. Nous allons
tout d’abord e tablir que pour tout z # C tel que deg zS, on a
deg(D if F(zw)) &U0 c20 log
+$. Pour cela, posons f (z)=D if F(zw) et
appliquons la Proposition 2.13 avec S, S1 et M1 de finis comme aux
Paragraphes 4 et 5.1, et avec R=S+logq E. On obtient, pour tout z # C tel
que deg zS (et avec les notations de la Proposition 2.13):
deg( f (z))max[&(logq E) M1 qS1+1+M( f, R),
(+(S&S1+1) M1qS1+1]. (7.4)
Montrons que l’on peut prendre (=&C0U0 4, et conside rons tout
d’abord le cas non pe riodique. Dans ce cas f=e~ , et en e crivant
w=w1e~ 1+ } } } +wne~ n , on a
lf (z)= :
&{&=l
{ # Nn
\{+ii + D i+{f F(zw) w{11 } } } w{nn .
Le Lemme 5.6 et le Corollaire 7.2 donnent alors, pour 0l<M1 et s # A,
deg sS1 :
deg(lf (s))&C0U0 3+c4M Dh log(C0 U0) &C0 U0 4.
Dans le cas pe riodique, on a w=fn et in=0, donc lf (z)=D (i1, ..., in&1, l)f
F(zw), et le Corollaire 7.2 permet de conclure encore a la majoration
deg(lf (s))&C0U0 4 (0l<M1 , deg sS1). On peut donc bien
prendre (=&C0U0 4 comme annonce .
Majorons maintenant M( f, R). Pour z # C tel que deg zR et { # Nn tel
que &{&=&i&, on a, d’apre s la Proposition 2.7 (et avec les notations de
cette proposition):
deg(D{eF(zw))c15 \L0 D log B+&i& Dh+X+D :1in Li q
di S log Vi
+Dh :
1in
Li+L0 S+L0 log E+ , (7.5)
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car
31=1, logq 30D log B,
} zui|i }
di
\qR } ui|i }+
di
=E di } ui|i }
di
qdi Sed DqdiS log Vi
(1in),
logq } zui|i } }
zui
|i }log qed Dqdi S log V i log q (1in),
deg(z(u0+L(u)))R+deg(u0+L(u))R=S+logq E.
Comme chaque terme du second membre de (7.5) est c16U0 C0 log+$,
on a donc deg(D{eF(zw))c17 U0 C0 log
+$, et par le Lemme 2.5(1) et la
Proposition 5.7, il vient M( f, R)c18 U0C0 log+$.
En revenant alors a l’ine galite (7.4), et en notant que l’on a
(log E) M1 qS1+1U0 2 log+$ et (S&S1+1) M1qS1+1c19(log C0) U0
(cf. choix des parame tres du Paragraphe 4), on obtient finalement, pour
tout z # C tel que deg zS : deg(D ifF(zw))&U0 c20 log
+$. Dans le cas
non pe riodique, cette ine galite jointe au Lemme 7.1 donne imme diatement
la conclusion de la proposition. Dans le cas pe riodique, on applique
les ine galite s de Cauchy a la fonction f dans le ‘‘disque’’ centre en
s : [z # C | deg(z&s)S]. D’ou
deg( jnf (s))sup[deg(D ifF(zw)) | deg(z&s)S] &U0 c20 log
+$.
Puisque  jnf (s)=D jfF(sw), on en de duit a nouveau, par le Lemme 7.1,
l’ine galite souhaite e. K
En utilisant une nouvelle fois le Lemme 2.5(1) et la Proposition 5.7, la
Proposition 7.3 permet finalement d’obtenir:
Corollaire 7.6. Pour tout j # Nn tel que &j&(n+1) M et tout s # A
tel que deg sS, on a:
deg(D jeF(su))&U0 2c20 log
+$.
8. MINORATION ARITHME TIQUE
Nous e tablissons dans ce paragraphe la minoration arithme tique
suivante:
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Proposition 8.1. Soient j # Nn et s # A tels que deg sS et &j&
(n+1) M. On suppose D jeF(su){0. Alors
deg(D jeF(su))&c25U0 C0 log
+$.
La de monstration de cette proposition va utiliser trois lemmes.
Lemme 8.2. Soit (Ga , 8) un A-module de Drinfeld de rang d1 de fini
par
8(T )=T{0+a1 {+ } } } +ad{d.
On suppose (Ga , 8) de fini sur une extension finie K de k, et on note e8(z)=
m0 cmzq
m son exponentielle. On de finit la suite (Dm)m0 d ’e le ments de A
par D0=1, et Dm=(T q
m
&T) Dqm&1 si m1. Alors:
(i) Pour tout m0, on a deg Dm=mqm.
(ii) Pour tout l1 et tous r, m1 , ..., ml entiers 0 tels que
qm1+ } } } +qmlqr, on a Dm1 } } } Dml divise Dr .
(iii) Pour tout m0 et toute place finie v de K, on a
&v(Dmcm)qm max[0, &v(ai), 1id].
(iv) Pour tout m0 et toute place infinie v de K, on a, en notant ev
l ’indice de ramification de Kv par rapport a k :
&v(Dmcm)qm max[0, &v(ai), 1id]+ev(d&1) mqm.
De monstration. Les assertions (i) et (ii) re sultent facilement de la de finition
de Dm . Prouvons donc (iii) et (iv). L’e quation fonctionnelle e8(Tz)=
8(T )(e8(z)) nous donne la relation, pour tout m1 (on convient que
cj=0 si j<0):
cm(T q
m
&T )= :
1id
aicq
i
m&i .
On obtient donc:
cmDm= :
1id
ai (cm&iDm&i)q
i Dqm&1
Dqim&i
(m1).
Comme Dqm&1 D
qi
m&i # A, on a &v(D
q
m&1 D
qi
m&i)0 si v est une place
finie de K, et &v(Dqm&1 D
qi
m&i)=ev deg(D
q
m&1 D
qi
m&i)=ev(i&1) q
m
ev(d&1) qm si v est une place infinie. On en de duit aise ment par re currence:
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si v |% , &v(Dmcm)(1+q+ } } } +qm&1)
_max[0, &v(ai), 1id];
si v | , &v(Dmcm)(1+q+ } } } +qm&1)
_max[0, &v(ai), 1id]+ev(d&1) mqm.
Les assertions (iii) et (iv) du lemme en re sultent. K
Lemme 8.3. Soient (Ga , 8) un A-module de Drinfeld de rang d1 de fini
sur une extension finie K de k de degre D, h la hauteur de (Ga , 8), L0 , L
et j des entiers ve rifiant L1, L00, et j0, et a un e le ment de C tel que
e8(a) # k . On note : le point projectif
:=(1, ( j&+e*8)(a))*, +, 0*L,
0+L0, + j
.
Alors ( j&+e*8)(a) appartient a K(e8(a)) pour tout *, +, donc : est a
coordonne es alge briques, et on a:
h(:)c23(M log M+Mh+Lh(e8(a))),
ou M=max[1, j].
De monstration. Pour *, + entiers ve rifiant 0*L, 0+L0 et + j,
on a facilement, en notant e8(z)=m0 cm zq
m
l’exponentielle de (Ga , 8):
( j&+e*8)(a)=(
j&+(e8(z+a))*)(0)
= :
0l* \
*
l+ e8(a)*&l ( j&+el8)(0)
= :
0l*
:
qm1+ } } } +qml= j&+
m # Nl \
*
l+ cm1 } } } cml e8(a)*&l.
Comme les coefficients cmi sont dans K et que e8(a) # k par hypothe se, il en
re sulte imme diatement que ( j&+e*8)(a) est dans K(e8(a)) pour tout (*, +).
Notons ;=(1, cm1 } } } cml)m le point projectif dont les coordonne es sont
l’e le ment 1 et les produits cm1 } } } cml , ou 1lL et q
m1+ } } } +qml=j&+,
0+min[ j, L0]. Alors on a: h(:)h(;)+Lh(e8(a)). Notons (Dr)r0 la
suite d’e le ments de A de finie dans le Lemme 8.2, et soit r le plus petit entier
0 tel que jqr. Par le Lemme 8.2(ii), on peut e crire Dr=Dm1 } } } Dml g,
ou g # A, et ce pour tout m=(m1 , ..., ml) variant comme pre ce demment.
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Pour toute place v de K, on a donc &v(Drcm1 } } } cml)= &v(Dm1 cm1)& } } }
&v(Dml cml)&v(g). En notant que &v(g)0 si v |% , et &v(g) &v(Dr)
si v | , on en de duit, par le Lemme 8.2:
&v(Drcm1 } } } cml)q
r max[0, &v(ai), 1id] si v |% ,
&v(Drcm1 } } } cml)q
r max[0, &v(ai), 1id]
+ev(d&1) rqr&v(Dr) si v | .
En prenant alors le maximum sur tous les m, multipliant par le degre
re siduel dv , sommant sur toutes les places de K, et divisant par D,
il vient h(;)=h(Dr;)deg Dr+qrh+(d&1) rqr. Comme deg Dr=rqr
(Lemme 8.2(i)) et rc21 log M, qrc22M par de finition de r et M, on
obtient donc, en rassemblant tout, la majoration du lemme. K
Lemme 8.4. Soient (Ga , 8) un A-module de Drinfeld de rang d1 de fini
sur une extension finie K de k, et u, s des e le ments de C et A respectivement,
avec s{0. On note h(8) la hauteur de (Ga , 8), #=e8(u), S=deg s, et on
suppose # # K. Alors e8(su) # K, et on a:
h(e8(su))qdS(h(#)+h(8)).
De monstration. E crivons s=0 jS bjT j, bj # Fq . Alors e8(su)=
8(s)(#)=0 jS bj8(T ) j (#), ce qui montre de ja que e8(su) # K. Par
ailleurs, si l’on e crit 8(T )=a0{0+ } } } +ad{d, une re currence simple
montre que l’on a, pour toute place v de K et tout entier j0:
max[0, &v(8(T ) j (#))]\ :
0i j&1
qid+ } max[0, &v(ai), 0id]
+q jd max[0, &v(#)].
On en de duit:
max[0, &v(8(s)(#))]qdS(max[0, &v(ai), 0id]
+max[0, &v(#)]),
d’ou la majoration annonce e. K
De monstration de la Proposition 8.1. Lorsque *=(*0 , ..., *n) # Nn+1, on
conviendra de noter *L au lieu de 0*iLi , 0in, et de me^me, si
l=(l1 , ..., ln) et j=( j1 , ..., jn) sont deux e le ments de Nn, on e crira lj
pour 0li ji , 1in. Avec ces notations, le polyno^me P construit au
Paragraphe 6 s’e crit P=*L p*X *00 } } } X
*n
n , p* # K. Notons ==(=0 , ..., =n)
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la base canonique de Cn+1. Comme ei=; i=0+=i (1in), un calcul
simple montre que l’on a:
D jeF(su)= :
*L
:
&l&*0
lj
(&l&)!
l1 ! } } } ln ! \
*0
&l&+ p*;l11 } } } ;lnn (su0)*0&&l&
_ ‘
1in
( ji&lie*i8i)(su i)
(on a note &l&=l1+ } } } +ln). Si maintenant pour chaque i, 1in, on
note :i le point projectif
:i=(1, (
ji&lie*i8i)(su i))*i, li , 0*iLi ,
0liL0, li ji
,
le Lemme 8.3 montre que :i est a coordonne es dans K, donc que D jeF(su)
appartient a K, et l’on a:
h(D jeF(su))h(P)+L0(h(;1)+ } } } +h(;n))+L0h(su0)+ :
1in
h(:i)
c24 \h(P)+L0 log B+L0h(su0)+M log M+Mh
+ :
1in
Lih(e8i (sui))+ .
On remarque ensuite que les ine galite s suivantes sont satisfaites:
h(P)c11D U0 C0D log+$ (Proposition 6.10),
L0h(su0)L0SU0 C0D log+$ (Lemme 4.11(vi)),
Li h(e8i (su i))Li q
diS(log Vi+h)
U0 C0D log+$ (Lemme 8.4 et de finition de Li),
L0 log BU0 C0D log+$ (de finition de L0 , cf. (4.7)),
MhU0 C0D log+$ (de finition de M, cf. (4.2)),
M log MM log U0
U0 C0D log+$ (Lemme 4.11(vii)).
Il en re sulte h(D jeF(su))c25DU0C0D log
+$, d’ou , en e crivant l’ine galite
de Liouville sous la forme D deg (D jeF(su))&Dh(D
j
eF(su)) (rappelons
que D=[K : k]), le re sultat. K
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9. LEMME DE ZE ROS ET CONCLUSION
Nous allons finalement montrer, gra^ce au lemme de ze ros de [Den5],
que l’Hypothe se 5.4 faite au Paragraphe 5 conduit a une contradiction.
Lorsque V est un sous-espace de Cn+1 de base (e1 , ..., em) et f: C n+1  C
une fonction entie re, on dira que f a un ze ro en z # Cn+1 a un ordre M
le long de V si D je f (z)=0 pour tout j # N
m ve rifiant &j&<M (cette
de finition est inde pendante de la base choisie d’apre s le Lemme 2.5(1)). Le
lemme de ze ros de [Den5] (The ore me 1), traduit dans notre situation,
peut alors se re e crire de la fac on suivante (on notera que l’hypothe se de
monotonie sur la suite des degre s partiels du polyno^me est supprime e
puisque notre T-module G est diagonal, produit de modules de Drinfeld):
Lemme 9.1. Soit Q un polyno^me non nul de C[X0 , ..., Xn], de degre Li
par rapport a Xi , 0in, et tel que la fonction Q b expG s’annule a un ordre
(n+1) M+1 le long de W en les points su, s # A, deg sS. Alors il
existe un sous-T-module H de G, distinct de G, tel que
M codimW (TH & W ) card(1(S&n&1)+HH ) H(H; L0 , ..., Ln)c26L0 } } } Ln .
Fin de la de monstration des The ore mes 1.1 et 1.9. Les ine galite s de la
Proposition 8.1 et du Corollaire 7.6 e tant contradictoires lorsque
DjeF(su){0 (par choix de C0), on en de duit que la fonction F=P b expG
construite au Paragraphe 6 ve rifie D jeF(su)=0 pour tout j # N
n tel que
&j&(n+1) M et tout s # A tel que deg sS. D’apre s le Lemme 9.1, il
existe donc un sous-T-module propre H de G tel que l’on ait, en notant
s=codimW (W & TH):
(M>)s card(1(S&n&1)+HH ) H(H; L>0 , ..., L
>
n)2
sc26L>0 } } } L
>
n (9.2)
(car M>2M et H(H; L>0 , ..., L
>
n)L
>
0 } } } L
>
nH(H; L0 , ..., Ln)L0 } } } Ln).
Par la Proposition 4.9(i), il en re sulte que ne cessairement TH /3 W.
En particulier, s=dim(WW & TH)=dim(Cn+1TH)1. Par ailleurs, en
notant L>max=max[L
>
i , 0in], on a L
>
0 } } } L
>
n H(H; L
>
0 , ..., L
>
n)
(L>max)
s. En minorant card(1(S&n&1)+HH ) par 1, l’ine galite (9.2) nous
donne donc (M>)s(c27L>max)
s, d’ou M >c27 L>max . Mais ceci est
impossible puisque d’apre s le Lemme 4.11(v) on a M>C0L>i pour tout i,
0in. On obtient donc une contradiction, montrant finalement que
l’Hypothe se 5.4 e tait absurde. Ainsi, ou bien u # TH , et dans ce cas, en
reprenant la majoration de deg H obtenue au Lemme 4.10, on obtient le
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cas (i) du The ore me 1.1 (partie (1)); ou bien logq |L(u)| &C0 U0 , et
dans ce cas on obtient le cas (ii) du the ore me. Comme en outre on a vu
qu’on ne peut avoir u # TH sous les hypothe ses du The ore me 1.9, les
The ore mes 1.1 et 1.9 sont donc de montre s (rappelons que la partie (2) du
The ore me 1.1 a e te prouve e au Paragraphe 3, Proposition 3.2). K
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