Imagine a home system where children can have an educational assistant with them at all times -a helper to ensure that they understand and are understood. The concept of robots interacting with humans is not new and was predicted in many movies and novels and on television long before the technology was available. With the robot revolution upon us, small-scale household robots are becoming more accepted and widespread. The majority of current household robot applications take the role of service robots in the home, undertaking menial tasks. However, their use in education has great potential. With human-robot interface (HRI) technology, this educational scenario is not only possible but also probable. In the future, household robots will provide the physical interface and mobility for these home-based e-learning systems. It is also envisaged that ubiquitous robots, which consist of embedded, mobile and software robots, will became essential in home network systems. In this paper we anticipate that the software robot, a type of virtual robot, will become the core of many robot-based e-learning systems which will be integrated with household robots. These e-learning software robots can traverse time and space and assist the child at any time and any place and connect to any device through a network. In this paper, we discuss the use of home robots, HRI and software robot-assisted learning which constitutes an e-learning system for young children within the home environment.
Introduction
One of the most significant technological advances in the late 20th century was the development of the Internet, which is now part of our everyday lives and offers almost limitless access to commerce, entertainment, education and communication. Now in the early 21 st century ubiquitous computing and robotic technologies have emerged as major innovations. As we move towards an era of ubiquitous technology, computers and third generation robots will become inconspicuous and eventually blend seamlessly into our lives. This phenomenon of seamless computing and robotic integration is often referred to as "calm technology" (Jones & Jo, 2004; Weiser, 1993) . "Ubiquitous robotics" is another relatively new term which refers to the seamless integration of robots in the physical world. Combined with the versatility of artificial intelligence, the application of speech and language processing, and access to educational curriculum, this technology can provide an adaptable, user friendly, home robot educational assistant, teacher or instructor.
The Evolution of Robotics
The idea of using mechanical helpers dates back for centuries. Examples include: ancient water clocks with movable figures; Jaquet-Droz's writing, drawing and music playing automatons circa 1773; Jacquard's 1801 loom operated by punch cards; Spencer's 1830 cam-operated lathe; and Babbitt's 1892 motorised crane for use in a furnace. The term "robot" was first introduced by the Czech playwright Karel Capek, who devised the word to use in his play "R. U. R." (Rossum's Universal Robots) which opened in Prague in 1921. The word comes from the Czech word "robota", which means "forced labour" or "serf" (Considine, 2002; Isom, 2005) . According to the Robot Institute of America: "A robot is defined as a reprogrammable, multifunctional manipulator designed to move material, parts, tools, or specialized devices through various programmed motions for the performance of a variety of tasks" (Selman, Selman, Selman & Selman, 2005) .
Today robots are used in the home in a variety of ways, from vacuuming to lawn mowing, as well as in industry for dangerous or repetitive tasks. Robots do not have to look like humans to perform these duties but they do need to mimic the flexibility and capabilities specific to the requirements of the tasks that they perform. For this reason educational robots may be more effective if they exhibit human-like traits and appearance. Robots that are created to mimic human or animal characteristics, as well as built in natural language processing, have a great deal of appeal to humans, especially children.
Like the evolution of modern computing, the evolution of robotics can be categorised into three major generations:
First generation (1G)
The first generation of robots was dominated by industrial robots, starting in 1961 with the UNIMATE, a production line industrial robot used by General Motors (Pratt, 2002) . Although industrial robots have a high initial cost they are extremely efficient, can work 24 hours a day and can undertake dangerous and repetitive tasks which would be high risk for a human, and, unlike humans, they do not get bored or tired or need holidays. The application areas of industrial robots have been expanded over the years to include the industries of car manufacturing, mining, farming, space exploration and, more recently, the military. Typical tasks carried out by industrial robots include: spray painting, welding, palletising; car assembly, fabrication, testing; bomb disposal; and survivor search and space exploration (Ramsdale, 2005) .
Second generation (2G)
Many ideas and inventions have their roots in science fiction. Talking computers and robots were depicted in movies and books years before they became possible in the real world. The second generation of robotics marked a major step closer to the fictitious automatons predicted by writers and film makers. It involves the emergence of personal robots designed to interact with people. These robots usually have humanlike features and are programmed to partake in human-like interactions and tasks. The robots in this generation have a basic level of 'intelligence' to enable them to understand simple instructions given by the users through user interface devices. The major functions include home security, cleaning, lawn mowing and a basic level of interactive play with children.
Third generation (3G)
It is now the dawn of the third generation of robotics with the emergence of ubiquitous technology. Where the second generation (personal) robot era is based on individual robot systems, third generation ubiquitous robotics is based on the integration of multiple robot systems which are widely networked. Just as Weiser's (1993) third wave in computing describes a many-to-one relationship between computer and human, the 3G robot era is characterised by a many-to-one relationship between robot and human (Jones & Jo, 2004) . Ubiquitous robots were defined by Lee, Kim and Jo (2005) as being "composed of three different types of robots: mobile robots, embedded robots and software robots".
As the name suggests, mobile robots have physical mobility, enabling them to provide integrated mobile services within the physical environment. Embedded robots are embedded either in physical robots or within their environment. This enables them to identify locations, authenticate users or robots, synthesise sensory information and deliver essential information to the user or other robots when necessary. Software robots could be described as a type of virtual robot, as they do not exist in physical space. They have the ability to move through a network to any place or connect to any device, thus overcoming spatial limitations. Software robots can interpret the context of interactions, allowing them to respond and interrelate appropriately with the user and other robots.
Within a ubiquitous network environment, ubiquitous robots will be able to provide services to humans seamlessly, calmly and context-aware, based on the combination of the three types of robots described above. Second generation personal robots utilise the application software controlling the robots as the core. In third generation networked robots, the control mechanisms will be different. Software robots will be a vital component and form the core. They will communicate with other robots within the network and control the hardware robots which interact with humans face-to-face.
Comparison: the three generations of robotics
The three generations of robotics have some interesting differences when it comes to comparative features. Table 1 shows the comparative priorities in 1G, 2G and 3G robotics, and Figure 1 displays these differences graphically.
The graph in Figure 1 is created from Table 1 . It shows that human-robot interface (HRI), appearance and mobility are major factors when interacting with 2G personal robots. Also HRI and mobility are far more important in 2G and 3G robots than in robots used in industry, where precision and endurance are highly rated. The importance of operational range has also increased as robot evolution has progressed from 1G through 2G to 3G robotics. The priorities of HRI and appearance in 3G robotics are not as high as in 2G. This is because personal robots need to be both interactive (high HRI rating) and appealing (high appearance rating) in order to engage the user, whereas ubiquitous robots are intended to be unobtrusive. As a result, the 3G HRI aspect is discreet, allowing calm and seamless interaction, and overall appearance is not important, except in the visible robots, such as mobile robots. The educational robots discussed in this paper are derived from personal 2G robots developed to work within a 3G ubiquitous robotic environment. On review of the graph it is clear that mobility, operational range and HRI, as well as interaction between human and personal robots, are vital factors when designing these educational robots.
Learning Theory in Robot-Assisted e-Learning
We all interact and communicate with the physical world in everyday life, and over the years, researchers have found that this interaction plays a significant role in a child's early cognitive development (Brosterman, 1997; Papert, 1980) . In her 2002 symposium, Adams (2002) made the point that "the development of effective, efficient, and usable interfaces requires the inclusion of the user's perspective throughout the entire design and development process". Consequently small household robots need to be finely-tuned to users' needs and perspectives.
Constructivist learning theory
Children need to touch, play, explore, build and create within their surroundings. It is well-recognised that when children are actively involved learning can occur. Constructivism is an educational theory that refers to how people create knowledge from what they see, hear, read and perceive in the world -how individuals interpret their surroundings and construct their own knowledge (Good & Brophy, 1986; Hilgard & Bower, 1975) . This is how they make sense of the world. Jonassen and Rohrer-Murphy (1999) point out that conscious learning emerges from activity, and they discuss designing constructivist learning environments using the theory of activity as a framework.
The learner-centred approach is a major factor in the constructivist model of learning. Children learn through challenge (Assey, 2000) . Sevilla and Wells (2001) believe that, in a constructivist learning model, it is the actual doing of the work that can demonstrate whether learning has occurred.
Parents and teachers may endeavour to optimise a child's learning experience, but it requires time and individual attention for every child at all times. Parents usually have other jobs to do both within the home and outside, and in the school setting a teacher must attend to many children at one time. It is for this reason that a robot-assisted learning system can be of great benefit and contribute considerably in the home as well as in the classroom. Interactions and communications are very important learning tools for children. Therefore, the interactive function of a robot must be one of the highest priorities in the design of an educational robot.
Various sensors and wireless sensor networks have been developed. These state of the art technologies should be considered together with educational strategies and theories to provide efficient HRI. For HRI technology to be effective in educational robots, the issue of input and output methods must also be considered. Interaction must be simple, natural and flexible enough to suit the needs of children. Suggested input and output devices are as follows:
Input methods
Voice: For humans, speech is one of the most natural methods of interaction. Current technology allows for the use of voice input but it is still not developed enough for high level human-like discussion or conversational interaction. So at present voice input is restricted to basic information exchange and commands. When voice recognition software first appeared on the market more than 10 years ago, it was limited to speaker dependent recognisers in which the user had first to 'train' the computer program to recognise his/her voice by repeating a variety of selected words. Today it is much more advanced with speaker independent recognisers able to decipher both isolated and connected word format, discrete word recognition and continuous speech recognition, making speech/voice a viable means of input (Schmandt, 1993; Schmandt, Lee, Kim & Ackerman, 2004) . Voice input is very important in HRI, especially in an educational system as verbal communication between the teacher and students is the most familiar and effective way of teaching and learning.
Gestures and eye/head movement: Non-verbal communication is another intuitive way to exchange information. Gesture-based interaction is not widely used yet but as the capability to interpret gestures and infer intentions increases it will be more practical for use with robots. Some examples would be: 'finger pointing' -the child could point to an object when needing it or wanting to know what it is; 'eye contact' -an indication of whether the child is concentrating on studying; and "head movement" -as a sign of understanding. In a traditional learning environment the instructor, either parent or teacher, can generally grasp whether a child understands or concentrates on the current activity. Therefore the capacity of gesture recognition in a robot-assisted learning system is very important.
Keyboard: For children already familiar with this traditional user interface, a keyboard can be a useful way to communicate. However, for younger children who are not accustomed to using one, finding and pressing the correct key when needed may be difficult. New forms of input, such as wearable keyboards for HRI (Fukumoto & Tonomura, 1997) and bluetooth keypads (Marchetti, 2004) , are constantly being developed.
Mouse/Joystick: As with the keyboard, a mouse or joystick can be very helpful for an experienced user. However, new products using wireless technology and designed for the novice user are being created, such as the wireless trackball or one finger mouse.
Output methods
Voice: For children, verbal communication is an innate method of interaction, which can actually aid in their language skills development. As with input, voice output can be restrictive because of the 'computer voice'. However, even if the synthetic voice does not sound natural or 'lifelike', it can still serve its purpose as required. Recently companies have started developing educational robots for language teaching (Poser, 2005) , which suggests that a more natural voice will be developed with correct pronunciation incorporated.
Sounds: Using built in speakers, the robot can demonstrate various sounds and music to help in the process of learning. Many sound effects can also be used to provide user feedback.
Gestures and eye/head movement: Physical robots should be able to move parts of the body and expresses their message just as humans do. This non-verbal communication method can help a robot convey its intent to the user; for example, robots can teach the proper stance for a golf swing, indicate good posture for playing musical instruments or correct dance/ballet steps by physical movement and gestures. They could also acknowledge or express emotion by eye and head movements.
Screen (monitor):
This is a versatile output method as well as being very helpful for visual learners. It is a familiar device to those who are already experienced with computer screens and television monitors. However, the information appears in a limited two dimensional display which is likely to be replaced in the future by a three dimensional display device.
Robotics and education
Throughout the world, research is underway into the use of robotics in education.
There are a number of approaches including: teaching through the use of robots; teaching with robots (as assistants); and teaching specific topics by teaching about robots. However, the focus of this research is teaching with and by robots, and being successful in engaging the learner through the use of constructivist learning theory. To do this an educational robot must be complementary to the environment and encourage human interaction. It needs to be equipped with sensors, actuators and communication modules. The robot also needs to allow sensory input and a medium for output under highly intelligent monitoring and controlling mechanisms. Advanced sensor technologies and a wireless sensor network are essential for the efficient operation of this system.
Here is a possible scenario: A child and his/her home-robot are interacting in ubiquitous space (u-space). At the same time the child is learning about nature -in this case, the wildlife habitat, lifestyle and characteristics of the tiger. The robot connects with the online educational service centre and downloads currently available information about tigers. The robot displays pictures and moving images on its monitor; outputs tiger sounds through its speakers; and uses motions which mimic the tiger's behaviour. It may also send a software robot to a networked library to obtain additional information when and if needed, while continuing the playing and teaching activities. As programmed by the educational service centre, the robot will regularly ask the child questions to check if the child understands what she/he is learning. Through this checking process the robot will at times need to repeat a part which is not well understood by the child, present more information or ask more questions. The learning performance of the child will be recorded in a database which other robots within the network can access when needed.
It could be argued that some of these activities are possible to implement using CBI or WBI. However, the concept of teaching/learning through play is a fundamental and a well-established fact, and the idea of using a physical, child friendly robot is both refreshing and appealing. The home robot network using child-centred u-space can provide the unique capacity of interactive play/learning instruction.
Ubiquitous Technology and Robotic Learning Systems
Ubiquitous technology is becoming more widespread in the areas of computing and robotics, leading to the emergence and adaptation of ubiquitous robotics (Lee, Kim & Jo, 2005) . As 3G robotics becomes more pervasive, this technology has the potential to revolutionise the way that humans interact with machines.
Education is becoming more integrated into our everyday lives, and the principles and concepts of lifelong learning are becoming more of a reality. This research involves the amalgamation of 2G and 3G robotics by integrating personal educational robots into u-space in the home. U-space is based on the IPv6 or similar system connected through wired or wireless networks (Lee, Kim & Jo, 2005) . A home network system will comprise a u-space. An educational robot working within this u-space will provide various services through any network by anyone at anytime and anywhere in a u-space. Figure 2 shows a child-centred home robot network or u-space. The child-to-robot interaction allows the child to interact with the physical world within the safety of the home.
In the child-centred u-space, the child can be immersed within a safe home robot network. Interaction occurs between the child and the robot, and the robot interacts with the network. The mobile robot is linked to the home computer network, mobile telephone(s), personal digital assistants, clock, software robot, service robot and other embedded robots and devices. Some of the tasks undertaken by the personal robot functioning within u-space will include child safety (monitoring), verbal and nonverbal communication and user tracking (location) as well as aiding the child by object identification, story narration, time telling and monitoring, and teaching/learning prompts.
Figure 2: Home u-space network incorporating an educational robot
The child's interaction with the home robot in u-space facilitates learning. The uspace is equipped with sensors, and each object has an individual microprocessor. As well as the home robot, these microprocessors will be able to accommodate embedded and software robots (see Figure 3) . The software robot, which functions within the home network, can recognise and evaluate situations, learn about the child and make decisions. Although the home robot can operate as an individual entity, it generally works with the help of other ubiquitous robots or humans and in conjunction with other software, embedded and mobile robots.
For example, working within the network system, the home robot may perceive what the child does or requires through interactions with her/him or through embedded robots installed in devices situated around the child. These monitor the child's behaviour and send the required information to the software robot, which in turn moves through the network and into the mobile home robot. When physical help is needed it can be sent via the software robot to assist the child through the physical robot. Communication with other robots and intelligent behaviours are essential in uspace. o downloading children's stories  Managing family schedule and establishing good routines  Checking on child's safety -the robot could take a photo and transmit it using a mobile telephone.
This development combines the advantages of u-learning with the benefits of ubiquitous robotics and the flexibility of mobile devices. Children are able to learn as the system offers adaptability to their individual needs, as well as the flexibility of pervasive and unobtrusive computer systems. The mobile devices are able to add an extra dimension to the learning experience.
Future Concepts
Basic monitoring of home systems, such as turning on lights and setting environmental temperatures to within a comfort range, is an example of early applications of the ubiquitous "Smart House" technology. In 2002, a futuristic house, equipped with the latest technology, was opened in Knightsbridge, London. Four people, representing a nuclear family, were installed to live in the windows of Harrods for a week. The interactive set of household appliances that they used and demonstrated consisted of LG Electronics products, such as a refrigerator, microwave, washing machine and air conditioner, which were digitally linked to one another and to the Internet (Rigby, 2002) . These multifunctional networked appliances incorporated all the latest technologies. The refrigerator could self-diagnose, send reports to the manufacturer, organise repairs and SMS its owner, as well as provide Internet and email access.
Ubiquitous computing, ubiquitous robotics and HRI continue to advance and evolve, and future home robot systems have the potential to improve our lives greatly. Home systems which include educational robots, service robots, sensors and microprocessors will contribute to a better lifestyle in the future. The use of ubiquitous robotics for tracking the elderly and the disabled is included in ongoing research (Stefanov, Bien & Bang, 2004) , and many other artificial intelligence-based techniques are continually evolving. Robot systems, both at home and in the classroom, will integrate many innovations such as voice recognition, computer vision and other technologies to provide an improved e-learning experience and enhance the concept of life-long learning.
In the future, software robots and home robot systems could be used for entertainment and education. For example; toys could communicate with and assist the childimagine a teddy bear, equipped with sensors, that could sing songs to a sleepy child, or a nursery book that could 'tell' its own stories or download story updates from the Internet. The growth in intelligent and sensitive appliances and devices ensures that home robot systems have a promising future. Other innovations include monitoring human behaviour in order to help and assist humans living in a "Smart house", adapting to individual characteristics of human behaviour and self-monitoring and repairing.
As the information about individuals will be shared across networks by many ubiquitous devices, including robots, the issue of security is an important consideration. Security is a big issue and, as with the Internet, ways to improve, strengthen and combat new challenges and problems are constantly being developed. With the help of other technologies combined with HRI, embedded, mobile and software robots and e-learning, a positive, safe, user and child friendly environment will be part of our everyday lives in the future.
Conclusion
The trend towards ubiquitous computing and robotics has established a need to seek appropriate ways for users to interact with household and other common devices. Robots can be programmed to assist the user by accessing the Internet and delivering the news and weather and checking email. In education they can quiz the user in order to prompt further questions or test for knowledge assimilation. Smart appliances, robotic assistants and remote access to a vast array of cooperative and collaborative support offer a 'brave new world' of advanced technology in our everyday lives. The home robot system offers a child friendly mobile robot with the capacity to interact and assist in what were traditionally home and family-oriented tasks, including teaching and monitoring children and adapting to their needs.
Home robot systems can also provide the opportunity for children to become accustomed to, and comfortable with, robot technology from an early age. These robots can be employed in a wide range of applications such as security and surveillance (Birk & Kenn, 2002) , listening and translation (Familari, 2004) , responding to requests, finding and fetching objects, home care and companionship for the elderly (Author unknown, 2000; Craft, 2005) and smelling or odour sensing (Marks, 2005; Ouellette, 1999) for detecting fires or gas leaks.
The home robot-based approach introduced in this paper is expected to enhance current e-learning systems, by integrating software robots which provide any time/any place support. It is also recommended when designing these home robot e-learning systems using HRI that constructivist learning theory, or other appropriate strategies, should be applied. This research has explored a number of possible user interface modes which help the system become a more child friendly e-learning home environment.
