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Abstract
We take advantage of the principal bundle geometry of the space of connections to obtain general results on
the presymplectic structure of two classes of (pure) gauge theories: invariant theories, and non-invariant theories
satisfying two restricting hypothesis. In particular, we derive the general field-dependent gauge transformations
of the presymplectic potential and presymplectic 2-form in both cases. We point-out that a generalisation of the
standard bundle geometry, called twisted geometry, arises naturally in the study of non-invariant gauge theories
(e.g. non-Abelian Chern-Simons theory). These results prove that the well-known problem of associating a
symplectic structure to a gauge theory over bounded regions is a generic feature of both classes. The edge
modes strategy, recently introduced to address this issue, has been actively developed in various contexts by
several authors. We draw attention to the dressing field method as the geometric framework underpinning, or
rather encompassing, this strategy. The geometric insight afforded by the method both clarifies it and clearly
delineates its potential shortcomings as well as its conditions of success. Applying our general framework to
various examples allows to straightforwardly recover several results of the recent literature on edge modes and
on the presymplectic structure of general relativity.
Keywords : Differential geometry, covariant Hamiltonian formalism, boundaries in gauge theory, edge modes.
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1 Introduction
The covariant Hamiltonian formalism, whose inception is due to [1–4]), aims at providing an analogue of the
canonical formalism for field theory, especially gauge field theory, that preserves relativistic covariance. In this
framework, the physical - or reduced - phase space associated to a gauge theory with Lagrangian L defined over a
region Σ is the space S/H of orbits of solutions S, determined by L, under the action of the gauge group H of the
theory (we neglect the question of constraints). From L still, one derives the so-called presymplectic potential θΣ
and its associated presymplectic 2-form ΘΣ. Under adequate boundary conditions (either the region is s.t. ∂Σ = ∅ or
the gauge fields fall-off quickly enough), the latter are gauge-invariant and thus induce a well-behaved symplectic
structure on the physical phase space. One leading motivation was that from such a covariant symplectic phase
space, a covariant canonical quantisation [2; 4] - or a geometric quantisation [1] - of the theory may be within reach.
Yet, a “boundary problem” arises in this framework as one encounters difficulties either in assigning a sym-
plectic structure to a gauge field theory over a bounded region, or in decomposing a symplectic structure for a
boundaryless region Σ into symplectic sub-structures associated to an arbitrary partition of Σ into subregions ∪iΣi
sharing fictitious boundaries ∂Σi. The latter circumstance is the classical analogue of the problem of factorisation
of a Hilbert space associated to a region into a tensor product of Hilbert subspaces associated to subregions, which
is relevant e.g. to the problem of entanglement entropy, or to the problem of how a (semi)-classical world emerges
from quantum theory (see e.g. [5]).
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One attempt to address this boundary problem is the quite recent proposal by [6] to introduce so-called edge
modes, i.e. degrees of freedom (d.o.f.) living on the boundary and whose role is to restore the gauge invariance
of the bare presymplectic structure. It is argued that the introduction of edge modes not only gives an extended
presymplectic structure that circumvent the boundary problem, but also reveals a new kind of physical symmetries,
often called boundary or surface symmetries, whose associated charges are new observables. The proposal have
been followed by many and applied to various contexts, see e.g. [7–10] and references therein. Nonetheless, both
the origin and the physical meaning of these edge modes remain obscure and a topic of active discussion, even
among philosophers of physics interested in foundational problems in gauge theories [11].
Our aim here is twofold. First, we want to give general results about the presymplectic structure of large classes
of gauge theories by tacking advantage of the natural principal bundle geometry of field space. Then, using these
results, we want to show that a gauge symmetry reduction scheme known as the dressing field method (DFM)
provides a systematic strategy to deal with the boundary problem, and that it is the geometric underpinning of the
edge mode proposal (as first noted in [11]). Actually the DFM framework encompasses and clarifies it.
We try to provide an account that is as synthetic and self-contained as possible. We believe this to be necessary
because we describe notions that are not well-known to a wider audience (especially in section 2.3 and 3), so
that their precise articulation with better known concepts need to be spelled out in some details. To this end, the
main body of the paper is completed by appendices collecting standard material whose knowledge is often tacitly
assumed, or results that are either hard to find or scattered among several sources. It has been useful to the author
to collect this material, it may be useful to some readers too. The plan of the paper is thus as follows.
In section 2 we synthesise relevant facts about the framework of principal bundles, Ehresmann and Cartan
connections underlying classical gauge theories. This gives a template to describe a generalisation of this framework
called “twisted geometry”, that will turn out to be relevant to our purpose. In section 3 we review the dressing
field method. In section 4 we describe the bundle geometry of the space of connections A and show how the
twisted geometry naturally arises in gauge theories. Most of what is done there is indifferent as to whether we
consider A to be the space of connections on a principal bundle P or to be the space of local representatives of
such connections - i.e. YM potentials - on the base manifoldM of P. We here give geometric substance to several
heuristic computations found in the recent literature.
In section 5 we reach the main goal of the paper. We begin by briefly reviewing the basics of the covariant
Hamiltonian formalism. Then, thanks to the material articulated in previous sections, we are able to give general
results about the presymplectic structure of two classes of gauge theories.
Considering first the class of invariant theories, we remind how Noether currents and charges are defined and we
prove that the Poisson algebra of Noether charges, equipped with the Poisson bracket induced by the presymplectic
2-form, is isomorphic to the Lie algebra of (field-independent) gauge transformations. We then derive from first
principles the general field-dependent gauge transformations of the presymplectic potential θΣ and 2-form ΘΣ.
Considering next non-invariant theories, we work under two restricting assumptions that allow to define Noether
currents and charges conserved on-shell. We then prove that the Poisson algebra of such charges, equipped again
with the Poisson bracket induced by the presymplectic 2-form, is a central extension of the Lie algebra of (field-
independent) gauge transformations. We again derive from first principles the field-dependent gauge transforma-
tions of the presymplectic structure associated to such theories.
The general results on the field dependent-gauge transformations of θΣ andΘΣ highlight the generic character of
the boundary problem. Relying on these results, we show that via the DFM one can systematically define dressed
presymplectic structures that may circumvent the boundary problem. But we offer some caveats as to why this
strategy might fail. We also argue that it may succeed only by sacrificing the locality of the theory, if the gauge
symmetry of the latter is substantial. Only for theories with artificial gauge symmetries can the boundary problem
be solved via the DFM without loosing locality (but then the boundary problem was a fictitious one to begin with).
We show that the DFM is the geometric underpinning of the edge modes strategy as introduced in [6]. Yet we stress
that the DFM is a more general framework, as we also recover as special cases results of a recent literature on the
symplectic structure of General Relativity, not related to edge modes.
We review our results in the conclusion and announce forthcoming extensions of the framework developed here,
as well as their applications.
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2 Connections on principal bundles
In sections 2.1 and 2.2 we review in a synthetic and self-contained manner many elementary definitions and facts
about fiber bundles and connections so as to fix some notations, and to lay the ground for both the description of
a generalisation of these well-known notions in section 2.3, and to their extension to the less familiar context of a
case involving infinite dimensional manifolds in section 4.
2.1 Principal bundles and their smooth structure
The primary object to consider is a principal bundle P over a base n-dimensional manifoldM supporting a smooth
free right action by a Lie group H, called its structure group. Given p ∈ P and h ∈ H this action P × H → P is
noted (p, h) 7→ Rhp := ph. It defines an equivalence relation on P: any p, p
′ ∈ P such that (s.t.) p′ = Rhp = ph
belong to the same fiber. Alternatively, the fiber to which p belongs is its H-orbit. The base manifold parametrizes
the set of fibers, P/H ≃ M, and one has the projection π : P →M, p 7→ π(p) = x, such that π ◦ Rh = π.
A bundle is locally trivial in that given U ⊂ M, P|U = U × H. Locally it is always possible to find a section
of π, called a trivialising (or local) section, σ : U → P, s.t. π ◦ σ = idU . If ∃ a global section σ : M → P, then
the bundle is trivial, P =M× H. Given σi and σ j sections over and Ui,U j ⊂ M s.t. Ui ∩ U j , ∅, on the overlap
σ j = σi gi j where gi j : Ui ∩ U j → H is a transition function. The set {gi j} of transition functions subordinated to a
covering {Ui}i∈I⊂N ofM are local data from which it is possible to reconstruct the bundle P.
The automorphism group of P is the subgroup of its diffeomorphisms that commute with the right H-action,
thereby preserving the fibration structure: Aut(P) := {Ψ ∈ Diff(P) |Ψ ◦ Rh = Rh ◦ Ψ }. Thus any Ψ ∈ Aut(P)
projects to a well-defined ψ = π ◦Ψ ∈ Diff(M). As the name suggest, Aut(P) is the natural transformation group of
P. The subgroup of vertical automorphisms further preserves the fibers, Autv(P) := {Ψ ∈ Aut(P) | π ◦Ψ = π }, its
elements project to the identity transformations idx onM. It is easy to see that it is isomorphic to the gauge group
H :=
{
γ : P → H | γ(ph) = h−1γ(p)h
}
, with the identification given by Ψ(p) = pγ(p). We have the following short
exact sequence (SES) of groups:
0 Autv(P) ≃ H Aut(P) Diff(M) ≃ Aut(P)/H 0.
ι π
(1)
Without a splitting of this SES, one cannot lift a ψ ∈ Diff(M) into an element of Aut(P), or decompose uniquely an
element of Aut(P) into a vertical automorphism and a diffeomorphism onM.
As a smooth manifold, P has a tangent bundle TP :=
⋃
p∈P TpP whose sections Γ(TP) are vector field given
in terms of their flow φτ : P → P by Xp =
d
dτ
φτ(p)
∣∣∣
τ=0
. A H-right invariant vector field X ∈ ΓH(TP) is s.t.
Rh∗Xp = Xph, so that π∗Xph = π∗Rh∗Xp = π∗Xp is a well defined vector fields X˜ ∈ Γ(TM) onM. Under the bracket
[ , ] of vector fields, ΓH(TP) is stable and therefore a Lie subalgebra of Γ(TP). Then π∗ : ΓH(TP) → Γ(TM) is a
morphism of Lie algebras. Furthermore, it is easy to see that the flow of X ∈ ΓH(TP) is s.t. φτ ◦ Rh = Rh ◦ φτ, i.e.
φτ ∈ Aut(P). In other words ΓH(TP) = LieAut(P).
The right action of H on P induces a canonical subbundle VP ⊂ TP. An element X ∈ LieH gives a vertical
vector Xvp :=
d
dτ
peτX
∣∣∣
τ=0
tangent to a curve peτX contained in the fiber through p. The vector space of vertical vectors
at p is VpP ⊂ TpP, and the vertical subbundle is VP = ∪p∈PVpP. Clearly π∗X
v = 0, and Rh∗X
v
p = (h
−1Xh)v
ph
is
easily proven. A vertical vector field is Xv ∈ Γ(VP), and the map LieH → Γ(VP) is a Lie algebra isomorphism.
Any element of the Lie algebra of the gauge group LieH :=
{
χ : P → LieH |χ(ph) = h−1χ(p)h
}
induces a H-right
invariant vertical vector field via χv := d
dτ
peτχ
∣∣∣
τ=0
. The map LieH → ΓH(VP) is a Lie algebra anti-isomorphism.
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Thus, corresponding to (1), we have the SES of Lie algebras
0 ΓH(VP) ≃ LieH ΓH(TP) Γ(TM) ≃ ΓH(TP)/ΓH(VP) 0
ι π∗
(2)
(also kown as the Atiyah Lie algebroid associated to P). Here again, a splitting is needed to either lift a X ∈ Γ(TM),
or decompose uniquely X ∈ ΓH(TP) into a vertical vector field and an ‘horizontal’ part.
1One shows that [χv, ηv]p = (−[χ, η])
v
p. We have a Lie algebra isomorphism with the definition χ
v := d
dτ
pe−τχ
∣∣∣
τ=0
. See appendix A for a
technical proof.
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As a smooth manifold still, P has a de Rham complex (Ω•(P), d), where d is the exterior de Rham (degree
1) derivative defined the usual way via Kozsul formula. The interior product ι : Γ(TP) × Ω•(P) → Ω•−1(P),
(X, ω) 7→ ιXω, is a degree −1 derivative ∀X. Then, one can define the Lie derivative as the degree 0 derivation
LX := [ιx, d] = ιXd + dιX .
2 It satisfies [LX , ιY] = ι[X,Y], and it is a Lie algebra morphism [LX , LY] = L[X,Y].
3
An exterior product ∧ is defined the usual way on the space Ω•(P,A) of differential forms with values in an alge-
bra (A, ·) - and kept tacit throughout the paper to lighten the notation - so that
(
Ω•(P,A),∧, d
)
is a differential graded
algebra. Such a product is not defined on Ω•(P,V) where V is merely a vector space. But if (V, ρ) is a representation
for H, then one can define the vector space of equivariant forms on P as those for which the pullback by Rh is well
defined: Ω•eq(P,V) =
{
ω ∈ Ω•(P,V) |R∗
h
ω|ph = ρ(h)
−1ω|p, or LXvω = −ρ∗(X)ω
}
. Forms with trivial equivariance
constitute the subspace of invariant differential forms: Ω•
inv
(P,V) =
{
ω ∈ Ω•(P,V) |R∗
h
ω|ph = ω|p, or LXvω = 0
}
.
The space Ω•
hor
(P) = {ω ∈ Ω•(P) | ιXvω = 0} of horizontal forms could have been defined earlier. A form which
is both horizontal and equivariant is said tensorial: Ω•tens(P,V) =
{
ω ∈ Ω•(P,V) |R∗
h
ω = ρ(h)−1ω, and ιXvω = 0
}
.
Notice that obviously Ω0tens(P,V) = Ω
0
eq(P,V). Finally a form which is both horizontal and invariant is said basic:
Ω•
basic
(P,V) =
{
ω ∈ Ω•(P,V) |R∗
h
ω = ω, and ιXvω = 0
}
. Basic forms are remarkable since, as their name sug-
gests, they descend as well-defined forms onM. Actually, an alternative definition is that basic forms are those that
belong to Im(π∗), that is: Ω•
basic
(P,V) = {ω ∈ Ω•(P,V) | ∃ β ∈ Ω•(M,V) s.t. ω = π∗β }.
The action of Autv(P) ≃ H on a differential form ω defines its active gauge transformation, ω
γ := Ψ∗ω. Since
we have on the one hand that Ψ∗ω|Ψ(p)(Xp) = ω|Ψ(p)(Ψ∗Xp) for a generic X ∈ Γ(TP), and on the other hand the well
known result that for Ψ ∈ Autv(P),
Ψ∗Xp = Rγ(p)∗Xp +
{
γ−1dγ|p(Xp)
}v
pγ(p)
= Rγ(p)∗
(
Xp +
{
dγγ−1 |p(Xp)
}v
p
)
, (3)
it is clear that the gauge transformation of a differential form is given by its equivariance and verticality properties.
In particular the gauge transformations of tensorial forms are immediate: if ω ∈ Ω•tens(P,V) ⇒ ω
γ = ρ(γ)−1ω. As
a special case, basic forms are gauge-invariant: ω ∈ Ω•
basic
(P,V) ⇒ ωγ = ω. In more than one way, the latter are
of paramount importance in gauge theories (as they encompass e.g. Lagrangians, action functionals, or candidate
observables).
Given a trivialising section σ over U ⊂ M, a local representative of a form α on P is a := σ∗α ∈ Ω•(U). Local
representatives a′ = σ′∗α and a = σ∗α on open sets U′ ∩U , ∅must, on the overlap where σ′ = σ g, satisfy gluing
relations often called passive gauge transformations. Since on the one hand a|x(Xx) := σ
∗α|σ(x)(Xx) = α|σ(x)(σ∗Xx),
for a generic X ∈ Γ(TM), and on the other hand we have the well known result
σ′∗Xx = Rg(x)∗ (σ∗Xx) +
{
g−1dg|x(Xx)
}v
σ′(x)
= Rg(x)∗
(
σ∗Xx +
{
dgg−1|x (Xx)
}v
σ(x)
)
, (4)
it is again clear that the passive gauge transformation of the a local representative a is determined by the equivariance
and verticality properties of α. It is in particular immediate that α ∈ Ω•tens(P,V) ⇒ a
′ = ρ(g)−1a, and that
α ∈ Ω•
basic
(P,V)⇒ a′ = a. Again, for obvious reasons the latter are of special significance to gauge theories.
Passive gauge transformations are akin to coordinate changes onM (in GR), while active gauge transformations
are akin to action by diffeomorphisms. Passive and active gauge transformations are formally alike, and locally
indistinguishable.4 In the rest of this paper, we will deal only with active gauge transformations.
The notion of associated bundles is of special importance. Given a representation (V, ρ) of H, define a right
action of H on P × V by ((p, v), h) 7→ (ph, ρ(h)−1v), and consider the equivalence relation under this action (p, v) ∼
(ph, ρ(h)−1v). One builds an associated bundle to P as the space of equivalence classes under this action, noted
E = P ×H V := P × V/ ∼ with projection πE(q) = πE([p, v]) := π(p) = x ∈ M. The space Γ(E) of sections of E is
isomorphic to the space Ω0eq(P,V) =
{
ϕ : P → V |R∗
h
ϕ = ρ(h)−1ϕ
}
of equivariant functions (0-forms) on P by the
correspondance: ϕ ⇒ s(x) := [p, ϕ(p)] ∼ [ph, ϕ(ph)] = [ph, ρ(h)−1ϕ(p)]. Sections of E/equivariant functions (or
rather their local representatives φ := σ∗ϕ : U → V) represent various kinds of matter fields.
2The vector space of derivation Der(A) of an algebra A is a Lie algebra under the graded bracket [d1, d2] := d1 ◦ d2 − (−)
|d1 |·|d2 |d2 ◦ d1.
3Thus formulated, the action of Γ(TP) - as a Lie algebra - on Ω•(P) via ιX and LX is the motivating example for the abstract notion of
Cartan operation (after Henri Cartan, son of E´lie Cartan after who are named e.g. Cartan’s structure equation and Cartan connections - see
section 2.2).
4Meaning that the pullback on U by σ of αγ = ρ(γ)−1α cannot be told apart from a′ = ρ(g)−1a.
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2.2 Ehresmann and Cartan connections
All of the above come, freely, from the smooth structure of P (and the representations of its structure group).
Now, the latter can be endowed with an additional structure: an Ehresmann - or principal - connection form, i.e. a
LieH-valued 1-form A s.t.
i R∗
h
A|ph = Adh−1A|p, i.e. A ∈ Ω
1
eq(P,LieH),
ii A|p(X
v
p) = X ∈ LieH, where X
v
p ∈ VpP.
The set A of Ehresmann connections on P is an affine space modelled on the vector space Ω1tens(P,LieH): given
A′, A ∈ A, it is easy to see that A′ − A ∈ Ω1tens(P,LieH). Or, given A ∈ A and β ∈ Ω
1
tens(P,LieH), A
′ := A + β ∈ A.
Any connection A ∈ A splits the SES (2), because it is a retraction of the map ι: A ◦ ι = idLieH . At any
p ∈ P, it allows to define a horizontal complement to VpP in TpP by HpP := ker A|p, so that any Xp ∈ TpP has
horizontal component Xhp := Xp − {ω|p(Xp)}
v
p. A thus defines a non-canonical subbundle HP = ∪p∈PHpP ⊂ TP.
The horizontal lift of a curve cτ inM is a curve c
h
τ in P whose tangent vector field is horizontal. Correspondingly,
the horizontal lift of X˜ ∈ Γ(M) is X˜h ∈ ker A s.t π∗X˜
h = X˜.
Furthermore, and most importantly to us, an Ehresmann connection allows to define a covariant derivative
DA : Ω•eq(P,V) → Ω
•+1
tens(P,V), which on Ω
•
tens(P,V) (thus in particular on sections Γ(E) ≃ Ω
0
eq(P,V)) is given
algebraically by DA = d + ρ∗(A). It is easy to show that D
A ◦ DA = ρ∗(F), where F is the curvature 2-form of
A, given algebraically by Cartan’s structure equation: F = dA + 1/2[A, A]. By definition, F ∈ Ω2tens(P,LieH), thus
DA acts on it, trivially so, giving the Bianchi identity DAF = 0. From the above general discussion follows that its
gauge transformation is Fγ = γ−1Fγ. Which can also be found via Cartan’s structure equation and the fact that, due
to the axioms i-ii and eq.(3), the gauge transformations of the connection is Aγ = γ−1Aγ + γ−1dγ.
Locally, on U ⊂ M, the local representative of A via a section σ is a Yang-Mills (YM) potential, while σ∗F
is the YM field strengh, and σ∗(DAϕ) is the minimal coupling between the YM potential and a matter field φ.
Ehresmann connections are thus the geometric underpinning of (classical) YM gauge theories.
For gravitational gauge theories, another kind of connection is best suited: Cartan connections (see [12; 13]).
Given LieG ⊃ LieH,5 a Cartan connection A¯ on P is a LieG-valued 1-form s.t.
i R∗
h
A¯|ph = Adh−1 A¯|p, i.e. A¯ ∈ Ω
1
eq(P,LieG),
ii A¯|p(X
v
p) = X ∈ LieH, where X
v
p ∈ VpP,
iii ∀p ∈ P, A¯|p : TpP → LieG is a linear isomorphism.
The set B of Cartan connections on P is an affine space modelled on the vector space Ω1tens(P,LieG): given A¯
′, A¯ ∈
B, it is easy to see that A¯′ − A¯ ∈ Ω1tens(P,LieG). Or, given A¯ ∈ B and β ∈ Ω
1
tens(P,LieG), A¯
′ := A¯ + β ∈ B.
A pair (P, A¯) is a Cartan geometry. Contrary to an Ehresmann connection, a Cartan connection is not designed
to split the sequence (2) and to define an horizontal subbundle HP. Rather, the distinguishing axiom iii has several
important consequences. First, obviously dimP = dimG and dimM = dimG/H. Then, A¯ induces a soldering on
M, i.e. due to ker A¯ = ∅ one has the bundle isomorphism: TM ≃ P ×H LieG/LieH.
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Relatedly, with τ : LieG → LieG/LieH the projection, e := τ(A¯) ∈ Ω1tens(P,LieG/LieH) is a soldering form.
Given a non-degenerate bilinear form η on LieG/LieH, a Cartan connection induces a metric on U ⊂ M via
g := η(σ∗e, σ∗e). If H preserves η, g is independent of σ and H-invariant, thus well-defined acrossM. Otherwise
a gauge classe [g] is induced (e.g. in conformal Cartan geometry [g] is a conformal class) either passively by
changing σ, or actively via the action ofH on A¯. On account of axioms i-ii and eq.(3), the latter is again given by
A¯γ = γ−1A¯γ + γ−1dγ.7 From these facts alone one already appreciates how a Cartan geometry (P, A¯) reflects and
encodes the geometry ofM, making it the right fit for (classical) gauge theories of gravity.
Consider a (LieG,H)-module V , i.e. V supports actions of LieG via ρ′∗ and of H via ρwhich are s.t. ρ
′
∗|LieH = ρ∗.
Then, A¯ defines a covariant derivative DA¯ := d + ρ′∗(A¯) : Ω
•
eq(P,V) → Ω
•+1
tens(P,V)
8 (acting in particular on Γ(E)).
One finds again that DA¯ ◦ DA¯ = ρ′∗(F¯), where F¯ is the curvature of A¯ defined via Cartan’s structure equation,
F¯ := dA¯ + 1/2[A¯, A¯] ∈ Ω2tens(P,LieG), and satisfy a Bianchi identity D
A¯F¯ = 0. The torsion of the connection is
T := τ(F¯) ∈ Ω2tens(P,LieG/LieH), a notion obviously absent for Ehresmann connections.
5It is not necessary to assume that LieG exponentiates into a Lie group G, but in the following we will nonetheless tacitly admit it does.
6If LieH is only a subalgebra of LieG instead of an ideal, LieG/LieH is merely a vector space - not a subalgebra - and H acts on it via
the Ad representation. As for LieG, it acts via the ad representation.
7Notice that there are no gauge transformations corresponding to the whole group G/algebra LieG!
8In some other context it is known as a tractor connection [13]
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Constraints on F¯ can be imposed so that A¯’s only degrees of freedom (d.o.f.) are those of its soldering form e.
These normality conditions, which most often comprise at least torsionlessness T ≡ 0, single out a unique normal
Cartan connection. Up to gauge transformations that is: since F¯ ∈ Ω2tens(P,LieG) one has still F¯
γ = γ−1F¯γ, so that
normality conditions (torsionlessness in particular) are preserved by the action ofH .
It may be noticed that F¯ = 0 would imply that the base manifold is an homogeneous spaceM ≃ G/H.9 Flatness
in the sense of Cartan therefore generalises flatness in the sense of (pseudo-) Riemannian geometry, for which the
homogeneous model is (pseudo-) Euclidean.
Regarding physics, especially noteworthy is the subclass of reductive Cartan geometries, where there is a
Ad(H)-invariant decomposition LieG = LieH + Vn. It implies a clean split of the Cartan connection as A¯ = A + e,
where A is an Ehresmann connection on P. The curvature splits accordingly F¯ = F+T , with F is the curvature of A.
In this class we find e.g. pseudo-Riemannian geometry10 based on iso(r, s) = so(r, s) + Rn.
Parabolic Cartan geometries are another remarkable subclass where one has a |k|-grading of LieG, i.e. LieG =⊕
−k≤i≤k
LieGi s.t. [LieGi,LieGi] ⊂ LieGi+ j, and H is s.t. LieH =
⊕
0≤i≤k
LieGi. Both A¯ and F¯ split along the |k|-
grading, and here also the LieH-part of A¯ is an Ehresmann connection. An important exemple is conformal Cartan
geometry, which is based on the |1|-graded algebra so(r + 1, s + 1) = Rn ⊕ co(r, s) ⊕ Rn∗, with co(r, s) = so(r, s) ⊕ R,
and where H is s.t. LieH = co(r, s) ⊕ Rn∗. The spin version in case n = 4, based on the |1|-grading of su(2, 2), is
relevant to twistor geometry [14; 15].
It is understood that the local representatives on M of the Cartan connection A¯ and its curvature F¯ represent
respectively the gravitational gauge potential and its curvature/field strength. Sections Γ(E) of associated bundles
E built via spin representations of H represent spinorial matter fields. Then, in both the above subclasses, the local
representative of the covariant derivative induced by the LieH-part of A¯ acting on Γ(E) represents the minimal
coupling of matter field to gravity.
2.3 Twisted bundle geometry
The main takeaway of the above detailled review is that starting with a H-principal bundle, representations (V, ρ) of
H allows to define Ω•eq(P,V)/Ω
•
tens(P,V) - and in particular associated bundles E with sections Γ(E) ≃ Ω
0
eq(P,V) -
and that connections are needed to obtain a covariant derivatives on these spaces of forms.
Recently, a conservative extension of this state of affair was proposed and named “twisted geometry”[16]. It is
conservative because it still starts with a H-principal bundle P. Yet it extends the previous scheme by considering
not representations of H, but 1-cocycles C for the action of H on P with values in a Lie group G [17], i.e.
C : P × H → G,
(p, h) 7→ C(p, h) s.t. C(p, hh′) = C(p, h)C(ph, h′). (5)
Clearly, p-independent cocycles are just group morphisms (these are the trivial cocycles). In the following we
describe the salient features of this generalised geometry, and refer to [16] for a more complete exposition presenting
all the technical proofs.
Given representations (V, ρ) of G (not of the structure group H), one defines the space of C-equivariant forms
on P as Ω•eq(P,V)
C :=
{
ω ∈ Ω•(P,V) |R∗
h
ωph = ρ
(
C(p, h)−1
)
ωp
}
. Obviously we have Ω•
inv
(P,V)C = Ω•
inv
(P,V).
The spaces Ω•
hor
(P) of horizontal forms is defined as usual, thus so are basic forms Ω•
basic
(P,V). But then we have
a space of C-tensorial forms defined as Ω•tens(P,V)
C :=
{
ω ∈ Ω•(P,V) |R∗
h
ωph = ρ
(
C(p, h)−1
)
ωp and ιXvω = 0
}
.
In particular, twisted bundles associated toP can be defined following the standard procedure: One considers the
action of H on P×V twisted by the cocycle C, i.e. (P × V)×H → P×V is ((p, v), h) 7→
(
ph, ρ
(
C(p, h)−1
)
v
)
. Thanks
to (5) it is a well-defined right action. One then built the twisted bundle EC as the space of equivalence classes under
this action: EC = P×C(H) V := P×V/ ∼. By the usual correspondance, its space of sections Γ
(
EC
)
is isomorphic to
the space of C-equivariant functions on P, Ω0eq(P,V)
C = Ω0tens(P,V)
C =
{
ϕ : P → V |ϕ(ph) = ρ
(
C(p, h)−1
)
ϕ(p)
}
.
9The Lie groupG (if it exists) is a H-bundle over the homogeneous spaceG/H, and the Maurer-Cartan form θ ∈ Ω1(G,LieG), satisfying
dθ + 1/2[θ, θ] = 0, is an instance of flat Cartan connection. The pair (G, θ) is called a Klein geometry, and it is the homogeneous model that is
generalised by a Cartan geometry (P, A¯).
10As reformulated by Cartan via his “moving frame”, and Einstein via his “vierbein/vielbein” or tetrad field - i.e. the soldering e.
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As we’ve seen, gauge transformations are defined by the action of Autv(P) ≃ H and, by virtue of eq.(3),
determined by the equivariance and verticality properties of a form on P. Then, the gauge transformations of
C-tensorial forms are immediate: ω ∈ Ω•tens(P,V)
C ⇒ ωγ = ρ
(
C(γ)−1
)
ω, where we introduce for convenience the
notation C(γ) : P → G, p 7→ C (γ(p)) := C (p, γ(p)).
In the same way, the gluing relations of local representatives a′ = σ′∗α and a = σ∗α on U′ ∩ U , ∅ of a form
α on P are, on account of eq.(4), also determined by its equivariance and verticality properties. Thus, the gluing
relations (passive gauge transformations) of the local representatives of a C-tensorial form is also immediate: α ∈
Ω•tens(P,V)
C ⇒ a′ = ρ
(
C(g)−1
)
a, with the convenient notation C(g) : U′∩U → G, x 7→ C (g(x)) := C (σ(x), g(x)).
2.3.1 Twisted connections
It is clear that a new notion of connection on P is needed to obtain a covariant derivation on C-equivariant forms.
One thus defines a twisted connection (or C-connection) A˜ as a LieG-valued 1-form s.t.
i R∗
h
A˜|ph = C(p, h)
−1A˜|pC(p, h) +C(p, h)
−1dC( , h)|p
ii A˜|p(X
v
p) =
d
dt
C
(
p, eτX
)∣∣∣
τ=0
∈ LieG, where Xvp ∈ VpP and X ∈ LieH.
The set A˜ of twisted connections is an affine space modelled on the vector space Ω1tens(P,LieG)
C : given A˜′, A˜ ∈ A˜,
clearly A˜′ − A˜ ∈ Ω1tens(P,LieG)
C . Or, given A˜ ∈ A˜ and β ∈ Ω1tens(P,LieG)
C, A˜′ := A˜ + β ∈ A˜.
Like a Cartan connection, a twisted connection does not define an horizontal subbundle by splitting the SES (2)
as does an Ehresmann connection. Rather, as stated above, it is defined only so as to get a covariant derivative
DA˜ := d + ρ∗(A˜) : Ω
•
eq(P,V)
C → Ω•+1tens(P,V)
C , which in particular acts on sections Γ
(
EC
)
of twisted bundles.
One shows that as usual DA˜ ◦ DA˜ = ρ∗
(
F˜
)
, where F˜ := dA˜ + 1/2[A˜, A˜] is the curvature 2-form of A˜. It is a
non-trivial task to prove that F˜ ∈ Ω2tens(P,LieG)
C , but it then easily found that we have a Bianchi identity DA˜F˜ = 0,
and it follows immediately that F˜γ = C(γ)−1F˜ C(γ). As can be checked via Cartan’s structure equation, the latter
result is consistent with the gauge transformation of the twisted connection,
A˜γ = C(γ)−1A˜ C(γ) +C(γ)−1dC(γ), (6)
which follows from (3) and the axioms i-ii above. By analogous reasoning, the local representatives a˜ := σ∗A˜ and
f˜ := σ∗F˜ have gluing relations on U′ ∩ U , ∅ given by a˜′ = C(g)−1a˜ C(g) + C(g)−1dC(g) and f ′ = C(g)−1 f˜ C(g).
From the viewpoint of physics, these represent twisted gauge fields pertaining to a new class of gauge theories.
Twisted connections generalises Ehresmann connections sinceA is isomorphic to the subspace of A˜ for which
C’s are H-valued trivial cocycles. We note A˜ ⊃ A. As is obvious from section 2.2, Cartan connections are a subset
of Ehresmann connections since they satisfy an additional axiom; A ⊃ B. It so happens, as one would have rightly
suspected, that there is within A˜ a subspace of twisted Cartan connections B˜ that has a subset isomorphic to B.
As in the case of a regular Cartan connection, any element of B induces a soldering on TM, as well as a twisted
soldering form giving rise to a metric onM. See [16] for details.
Finally, consider a principal bundle with structure group H × K. Assume there is a G-valued H-1-cocycle as
before, but that it satisfies C(pk, h) = k−1C(p, h) k, for k ∈ K.11 Assume also that we have representations (V, ρ)
of the (inner) semidirect product group G ⋊ K. It it then possible to define C(H) ⋊ K-equivariant forms, or mixed
equivariant for short: Ω•eq(P,V)
M :=
{
ω ∈ Ω•(P) |R∗
hk
ω|phk = ρ
(
k−1C(p, h)−1
)
ω|p
}
. Among these, those that are
also horizontal - i.e. vanishing along vectors of VP generated by LieH⊕ LieK or either factors - are mixed tensorial
forms, Ω•tens(P,V)
M . As usual, one defines mixed associated bundles E with space of section Γ
(
E
)
≃ Ω0eq(P,V)
M .
To get a covariant derivative adapted to the above spaces of forms, one defines mixed connections: these are
twisted connection w.r.t. H but Ehresmann w.r.t. K. Mixed Cartan connections exist as a special case. We won’t
enter into further details, save to mention that the bundle of local twistors and its twistor connection provide an
example (slightly degenerate) or mixed bundle E equipped with a mixed Cartan connection. In this case K is the
Lorentz group and H is the abelian group of Weyl rescalings: H × K = R × SO(1, 3) = CO(1, 3) (see [16])
In section 4 we will briefly indicate how the twisted geometry based on 1-cocycles appears naturally in the study
of anomalies in QFT. But most importantly for the concern of this paper, it turns out to be relevant to the analysis
of the presymplectic structure of gauge theories, see section 5.
11This follows from requiring compatibility with the commutativity of the right actions of H and K on P: Rhk = Rk ◦ Rh = Rh ◦ Rk = Rkh.
8
Before all this, we next describe the dressing field method which will help clarify a recent proposal regarding
the handling of the problem of boundaries in gauge theories via edge modes [6; 7; 9].
3 The dressing field method
From the viewpoint of gauge theory, the dressing field method (DFM from now on) can be seen as a tool of gauge
symmetry reduction. It is distinct from other means to achieve similar results, such as gauge fixing or spontaneous
symmetry breaking (SSB)mechanisms, and closer in spirit to the Bundle Reduction Theorem (for various equivalent
formulations of which see [12; 18–20] ). First formulated in [21], it was more systematically explored in [22] and a
review recent review appeared in [23], while its philosophical implications have been studied in [24]. In this section
we report the main results of the DFM and refer to the above references for detailed proofs.
3.1 Reduction of gauge symmetries
To appreciate how the DFM achieves a reduction of a gauge symmetry, let us define its central object.
Definition 1. Suppose ∃ subgroups K ⊆ H of the structure group, to which corresponds a subgroup K ⊂ H of the
gauge group, andG s.t. K ⊆ G ⊆ H. A dressing field is a map u : P → G defined by its K-equivariance R∗
k
u = k−1u.
Denote the space of G-valued K-dressing fields on P by Dr[G,K] (:= Ω0eq(P,G, ℓ(K)), where ℓ if the left action).
From this follows immediately that the K-gauge transformation of a dressing field is uγ = γ−1u, for γ ∈ K .
A dressing field allows to built a quotient subbundle P/K ⊂ P via the map fu : P → P/K defined as p 7→
fu(p) := pu(p), and thus s.t. fu ◦Rk = fu. It means that the bundle factorises along the subgroup K as P ≃ P/K ×K.
Not only that, we have the following
Proposition 2. From A ∈ A and α ∈ Ω•tens(P,V), one defines the following dressed fields
Au := f ∗u A = u
−1Au + u−1du, and αu := f ∗uα = ρ(u)
−1α, (7)
which have trivial K-equivariance (as is easily seen from R∗
k
◦ f ∗u = f
∗
u ), are K-horizontal, thus are K-basic on P.
It follows that they are K-invariant: (Au)γ = Au and (αu)γ = αu, for γ ∈ K , as is easily checked.
As an instance of αu we have the curvature of Au, the dressed curvature Fu = dAu + 1/2[Au, Au] = u−1Fu,
which appears when squaring the dressed covariant derivative DA
u
:= d + ρ∗(A
u) = ρ(u)−1DA and satisfies the
Bianchi identity DA
u
Fu = 0.
Remark that in case the equivariance group of u is K = H, first the bundle is trivial P = M × H, second
αu ∈ Ω•
basic
(P,V) and Au ∈ Ω1
basic
(P,LieH) areH-invariant (and project as, or come from, forms onM).
We also highlight that the above results can make sense for G ⊃ H: One needs only to assume that G is
(a subgroup of) the structure group of a bigger principal bundle of which P is a subbundle/a reduction (as is
typically the case for Cartan geometries12), and that representations (V, ρ) of H extend to representations of G.
Finally, let us emphasize an important fact: It should be clear from its definition that u < K , so fu < Autv(P,K),
and therefore that (7) are not gauge transformations, despite the formal resemblance. This means, in particular, that
the dressed connection is no more a H-connection, Au < A, and a fortiori is not a point in the gauge K-orbit OK [A]
of A, so that Au must not be confused with a gauge-fixing of A.
Let us indulge in a brief digression that is also a segue to the results of the next section. In the BRST framework,
infinitesimal gauge transformations are encoded as sA = −DAv and sα = −ρ∗(v)α, where s is the nilpotent BRST
operator and v the ghost field. The latter has values in LieH and satisfies sv + 1/2[v, v] = 0. For this reason, s is best
interpreted geometrically as the de Rham derivative onH and v as its Maurer-Cartan form [27]. One shows that, at
a purely formal level, the dressed variables satisfy a modified BRSTu algebra: sAu = −DA
u
vu and sαu = −ρ∗(v
u)αu,
where one defines the dressed ghost vu := u−1vu + u−1su.
12Indeed the H-bundle of a Cartan geometry (P, A¯) always can be embedded as a subbundle of a G-principal bundle Q := P ×H G - on
which A¯ can be lifted to an Ehresmann connection (yet not all Ehresmann connections on Q restricts to Cartan connections on P, see [12],
appendix A). More is true, as the bundle of a Cartan geometry (P, A¯) is always a reduction of the frame bundle LM of M with structure
group GL(n), or of the rth-order frame bundle LrM (a jet bundle) [25]. For example, conformal Cartan geometry is a reduction of L2M [26].
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In the special where case u is a H-dressing, its defining equivariance translates as su = −vu. Then the dressed
ghost is vu = 0 and BRSTu is trivial, sAu = 0 and sαu = 0, as one would expect. In the more general case of
a K-dressing u achieving only partial gauge reduction by Proposition 2, BRSTu only makes sense if it encodes
some residual transformations that one can speak about meaningfully. We may then inquire about potential residual
transformations of the dressed fields (7), which actually come in more than one way, as we discuss in the following.
3.2 Residual gauge transformations (first kind)
To speak meaningfully about residual gauge transformations of the dressed fields, we need some assumptions.
First, we must asssume that K is a normal subgroup, K ⊳ H, so that the J := H/K is indeed a group, to which
corresponds the (residual) gauge subgroup J ⊂ K . It follows that P/K = P′ is a J-principal bundle with gauge
group J ≃ Autv(P
′), andA′ is its space of Ehresmann connections.
Now, the action of J on the initial variables A and α is known. Therefore what will determine the J-residual
gauge transformations of the dressed fields is the action of J on the dressing field. And this in turn is determined
by its J-equivariance. In that regard two possibilities are especially noteworthy. We consider them in turn, as two
propositions.
Proposition 3. Suppose the dressing field u has J-equivariance given by R∗
j
u = j−1u j. Then αu ∈ Ω•tens(P
′,V),
while Au ∈ A′ with curvature Fu ∈ Ω2tens(P
′,LieH), and DA
u
: Ω•eq(P
′,V)→ Ω•+1tens(P
′,V).
As immediate corollary, the dressing field has J-gauge transformation uη = η−1u η for η ∈ J , and the residual
gauge transformations of the dressed fields are: (Au)η = η−1Auη + η−1dη and (αu)η = ρ(η)−1αu.
In the BRST language, the normality of K in H implies v = vK + vJ , where vK and vJ are respectively LieK
and LieJ valued, and in accordance s = sK + sJ . The defining K-equivariance of the dressing field translates as
sKu = −vKu, while its J-equivariance assumed in Proposition 3 is encoded as sJu = [u, vJ]. The dressed ghost
field is thus vu = u−1(vK + vJ)u + u
−1(sK + sJ)u = u
−1(vK + vJ)u + u
−1(−vKu + [u, vJ]) = vJ . Therefore, the
modified (actually reduced) BRSTu algebra is: sJA
u = −DA
u
vJ and sJα
u = −ρ∗(vJ)α
u. It encodes the residual
gauge transformations of the dressed fields.
Under the assumption of Proposition 3, the dressed fields are ‘standard’ geometrical objects, usual gauge fields.
So, if a second dressing field is available, one may apply Proposition 2 again to further reduce the gauge symmetry.
As a matter of definition, such a J-dressing field would be u′ : P′ → J s.t. R∗
j
u′ = j−1u′, so that the dressed
fields (Au)u
′
:= u′−1Auu′ + u′−1du′ and (αu)u
′
:= ρ(u′)−1αu are J-basic, thus J-invariant, by Proposition 2. But in
order not to spoil the K-basicity (thus the K-invariance) obtained via the first K-dressing u, the second J-dressing
field must further satisfy the compatibility condition R∗
k
u′ = u′ (implying u′γ = u′, for γ ∈ K).
Indeed, collecting the equivariance properties of the two dressing fields
R∗ku = k
−1u, R∗ju = j
−1u j, R∗ju
′ = j−1u′, and R∗ku
′ = u′, (8)
one finds on the one hand R∗
k
uu′ = k−1uu′, and on the other hand R∗
j
uu′ = j−1uu′. That is uu′ : P → H is a
H-dressing field, and by Proposition 2 one has: Auu
′
= (Au)u
′
∈ Ω1
basic
(P,LieH) and αuu
′
= (αu)u
′
∈ Ω•
basic
(P,V).
Obviously, the scheme extends to multiple dressings u(r) satisfying a tower of compatibility conditions, as e.g. in
the context of jet bundles and higher-order G-structures (see [22] for not so enlightening details).
We now turn to the second noteworthy possibility alluded to above. Consider a J-cocycle C : P′ × J → G′,
with G′ ⊃ H s.t. (V, ρ) extends to representations of G′.
Proposition 4. Suppose the dressing field u has J-equivariance given by R∗
j
u = j−1uC( , j). Then the dressed
fields are twisted gauge fields: αu ∈ Ω•tens(P
′,V)C , while Au ∈ A˜′ with curvature Fu ∈ Ω2tens(P
′,LieG)C , and
DA
u
: Ω•eq(P
′,V)C → Ω•+1tens(P
′,V)C.
As corollary, the dressing field has J-gauge transformation uη = η−1uC(η) for η ∈ J , and the residual gauge
transformations of the twisted dressed fields are: (Au)η = C(η)−1AuC(η) +C(η)−1dC(η) and (αu)η = ρ
(
C(η)−1
)
αu.
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The BRST version of the J-equivariance assumed in Proposition 4 is: s j = −vJ u + u c(vJ), where c(X) :=
d
dτ
C(eτX)
∣∣∣
τ=o
for X ∈ LieJ. In a manner analogous to the first case, the dressed ghost is then vu = c(vJ), and BRST
u
encodes the residual gauge transformations of the dressed fields: sJA
u = −DA
u
c(vJ) and sJα
u = −ρ∗
(
c(vJ)
)
αu.
We refrain from giving further details, except for noticing that the conformal tractor bundle and connection
as well as the bundle of local twistors and the twistor connection both can be obtained, via dressing, from the
conformal Cartan geometry [23; 28; 29]. Proposition 4 in particular is brought to bear w.r.t. Weyl rescalings.13
3.3 Residual transformations (second kind) : ambiguity in choosing a dressing field
From the inception of the DFM [21], the problem was addressed of residual transformations that are not quite of
the kind discussed above, as they result from a potential ambiguity in choosing a dressing field. Even in the case of
a full gauge symmetry reduction - either through a single dressing ∈ Dr[G,H] or multiple ones combining to the
same effect - the dressed fields may nonetheless exhibit residual transformations of this other kind.
A priori two dressings u, u′ ∈ Dr[G,K] may be related by u′ = uξ, where ξ : P → G.14 Since by definition
R∗
k
u = k−1u and R∗
k
u′ = k−1u′, one has R∗
k
ξ = ξ. Let us denote the group of such maps G˜ :=
{
ξ : P → G |R∗
k
ξ = ξ
}
,
and by analogy with the notation for the action of the gauge groupH , have its action onDr[G,H] noted as uξ = uξ.
It is clear that by definition G˜ has no action on the space of connections A (or A¯): we may denote this by Aξ = A.
On the other hand, it is clear how G˜ acts on the space of dressed connections Au:
(Au)ξ := Au
ξ
= Auξ = ξ−1Auξ + ξ−1dξ, (9)
which implies for the dressed curvature: (Fu)ξ = ξ−1Fuξ (analogous formulae hold for A¯u ∈ A¯u and F¯u). The new
dressed field (Au)ξ is also K-basic, and therefore K-invariant. It means that the bijective correspondance between
the K-dressings (Au)ξ of a connection A ∈ A and its gauge K-orbit OK [A] holds ∀ξ ∈ G˜. So there is a 1 : 1
correspondance OK [A] ∼ OG˜[A
u].
What it tells us is that if a dressing is introduced by fiat, the reduced K gauge symmetry is replaced with a local
symmetry which is (at least) as big. As a matter of fact, it was shown in [31] that by freely introducing a dressing
field u ∈ Dr[H,H] into a theory, one has tacitly assumed at the onset that the underlying bundle P is trivial so that
H ≃ H0, with H0 the gauge group of the trivial bundle M× H. It was further shown that G˜, in this case renamed
H˜ ,15 is actually isomorphic to H0, so that H ≃ H˜ . From the viewpoint of gauge theory this is a priori a problem,
as it seems that nothing of substance has been achieved by thus introducing a dressing field.
The situation is not necessarily so bad though. As discussed in [21], the only way in which a meaningful
constraint on this arbitrariness in choosing a dressing field could arise is if the latter is built from the gauge variables
(A, A¯, and/or α) already at hand, as is the case in most fruitful applications [23; 24; 28; 29]. In such cases, even
if G˜ is not ‘small’ it may nevertheless be an interesting symmetry, as we will see. In this paper we will consider
specifically the case of A-dependent dressing fields u : A → Dr[G,K], i.e. A 7→ u(A), with by definition
u(A)γ := u(Aγ) = γ−1u(A), for γ ∈ K .
Further developments on the matter drafted above will have to await section 4.3, the time to get first a taste of
the principal bundle geometry of the space A in the next section.
We end this review by stressing the fact that the DFM provides a framework for an idea that has a long history.
The earliest example of (abelian) dressing field is probably the so-called Stueckelberg field, introduced in [32; 33],
see [34] for a review. Dirac’s gauge-invariant formulation of QED - conceived as better amenable to quantization,
first proposed in a 1955 paper [35] and developed in the 1958 fourth edition of his Principles of Quantum Mechanics
[36] (section 80) - is also seen to be an (abelian) application of the DFM.
13Remark also that the DFM applies to twisted gauge fields. Indeed, if a second J-dressing as above exists then C(u′) : P′ → G′ is a
twisted dressing field, R∗
j
C(u′) = C( , j)−1C(u′), and it preserves the K-basicity if C has trivial K-equivariance so that R∗
k
C(u′) = C(u′). See
[30] for an application.
14We have again that G can be either s.t. K ⊆ G ⊆ H, or s.t. G ⊇ H.
15Notice that in this case the ξ’s are basic functions, i.e. they project to (come from) globally defined H-valued functions on M,
C∞(M,H).
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Subsequently, the core idea behind the DFM has resurfaced multiple times in many area of gauge theories.16
Let us mention e.g. the study of anomalies in QFT [37–39], some formal explorations in quantum gravity [40–
42], the construction of Wess-Zumino functionals [43] (more on this in section 4.2.2), the so-called ‘proton spin
decomposition controversy’ [31; 44; 45], the question of how constituent quarks arise in QCD [46], and - most
notably - reformulations of theories undergoing SSB [47–52] (and going as far back as the pioneering works of
Higgs [53] and Kibble [54]).
In recent years, the fact that such reformulations cast a new light on these theories, on the electroweak model in
particular, has been appreciated by philosophers of physics [55–59]. For a discussion of this issue as situated within
the broader philosophical question of distinguishing substantial from artificial gauge symmetries, see [24].
As philosophers noticed first [11; 60], the last example to date of an unwitting application of the DFM are the
so-called “edge modes” invoked as a way to deal with the problem of boundaries in the symplectic structure of
gauge theories [6; 7; 9]. This is of direct concern to this paper, and will be addressed explicitly in section 5.3.
4 The space of connections as a principal bundle
In this section and the next, we will apply the material described above in the context of infinite dimensional vector
spaces [61] and more generally to infinite dimensional manifolds [62]. In doing so, we will be guilty of ignoring a
host of subtleties, referring to the relevant literature to back the soundness of extending any notion defined in the
finite dimensional context to its infinite dimensional counterpart. Our aim is to paint a broadly correct conceptual
landscape rather than being perfectly mathematically rigorous. So, in several instances the arguments adduced to
support our results do not exactly to rise to the level of mathematical proofs, but we are confident that these are
sound enough that such proofs could be produced by more expert colleagues.
Since it is the smooth structure on infinite dimensional manifolds that will be of interest, and in order that most
tools of the finite setting pass on to the infinite one, we will admit that we deal essentially with Banach manifolds
(tacit weakening to Fre´chet manifolds or specialization to Hilbert manifolds may occasionally be needed). Most
A-dependent object are boldfaced, and so are variational object (vector fields, forms) and operators.
4.1 Bundle geometry ofA
The space of (Ehresmann) connections A of a H-principal bundle of P is an infinite dimensional Banach manifold,
so is its gauge groupH as an infinite dimensional Lie group. Under proper restrictions (of eitherA orH [63–68]),
the moduli space A/H is well-behaved as a manifold. Then, A it is a principal bundle over A/H with structure
group H , whose right action we denote (A, γ) 7→ RγA := A
γ.17 The gauge orbit OH [A] of A ∈ A is a fiber over the
gauge class [A] ∈ A/H . The projection π : A→ A/H , A 7→ π(A) = [A], is s.t. π ◦ Rγ = π.
The natural transformation group ofA is its automorphism group Aut(A) :=
{
Ψ : A→ A|Ψ ◦ Rγ = Rγ ◦Ψ
}
.
Only Ψ ∈ Aut(A) project to well-defined ψ ∈ Diff(A/H). As usual, the subgroup of vertical automorphisms
Autv(A) := {Ψ ∈ Aut(A) | π ◦Ψ = π } is isomorphic to the gauge group H :=
{
γ : A→ H |γ(Aγ) = γ−1γ(A)γ
}
by the correspondance Ψ(A) = Rγ(A)A = A
γ(A). We have the SES,
0 Autv(A) ≃H Aut(A) Diff(A/H) 0.
ι π
(10)
The gauge group H gives geometric substance to the so-called field-dependent gauge transformations sometimes
alluded to in the physics literature.18 Notice that Diff(A/H) is the physical transformation group sending physical
states to physical states, it contains the Hamiltonian flow of the covariant Hamiltonian formalism (see section 5).
As already noticed, A is an affine space modelled on Ω1tens(P,LieH). Therefore, the tangent space at A ∈ A is
TAA ≃ Ω
1
tens(P,LieH), and a generic vector XA ∈ TAA with flow φτ : A → A is s.t. XA =
d
dτ
φτ(A)
∣∣∣
τ=0
. Formally,
we can write a vector field X ∈ Γ(TA) as a variational operator XA = X(A)
δ
δA
, with X(A) = d
dτ
φτ(A)
∣∣∣
τ=0
∈
Ω1tens(P,LieH) the ‘component’ of X. Only right-invariant vector fields, s.t. Rγ⋆XA = XAγ , project to well-defined
16But seldom with the conceptual clarity about what was indeed achieved, as a dressing was often mistaken for a gauge-fixing, or
associated to a SSB mechanism.
17Since (Aγ)γ
′
= (Aγ
′
)γ
γ′
= (Aγ
′
)γ
′−1γ γ′ = Aγγ
′
, this is indeed a right action: Rγ′ ◦ Rγ = Rγγ′ .
18Of course not all mapsA → H (A-dependent elements ofH) belong toH , yet the latter contains all such maps relevant for physics.
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vector fields on the base, and π⋆ : ΓH (TA) → Γ(TA/H) is a morphism of Lie algebras. The flow of a right-
invariant vector field belongs to Aut(A), so that ΓH (TA) ≃ LieAut(A).
Any χ ∈ LieH induces a vertical vector χv := d
dτ
Aτχ
∣∣∣
τ=0
= DAχ tangent to the fiber OH [A]. Vertical vector
fields χv ∈ Γ(VA) are s.t. π⋆χ
v = 0 and Rγ⋆χ
v
A
= (γ−1χγ)v
Aγ
(see appendix A). We have the Lie algebra isomorphism
LieH → Γ(VA). Elements of the Lie algebra of the gauge group LieH :=
{
χ : A→ H |R⋆γχ = γ
−1χγ
}
induce
H-right invariant vertical vector fields χv := d
dτ
Aτχ(A)
∣∣∣
τ=0
, Rγ⋆χ
v
A
= χv
Aγ
, so that the map LieH → ΓH (VA) is a Lie
algebra anti-isomorphism (appendix A). Corresponding to (10) we have the SES of Lie algebras
0 ΓH (VA) ≃ LieH ΓH (TA) Γ(TA/H) 0.
ι π⋆
(11)
It is the Atiyah Lie algebroid associated toA. To split this SES,A would need to be endowed with an Ehresmann
connection A ∈A. Also known as Singer(-deWitt) connections [63; 64], these have been used in [69; 70] regarding
the problem of defining a symplectic structure for gauge theories on bounded regions (as an alternative to the
proposal of edge modes, see [71] for a philosophical discussion). Further comments on this matter in section 5.
The de Rham complex is (Ω•(A), d) with d the variational exterior derivative defined via a Kozsul formula. We
have an interior product ι : Γ(TA) × Ω•(A) → Ω•−1(A), (X,α) → ιXα, and the Lie derivative is LX := [ιX, d].
19
An exterior product is defined on algebra-valued variational forms Ω•(A,A). Given representations (V, ρ) of H ,
the spaces of equivariant Ω•eq(A,V), tensorial Ω
•
tens(A,V), and basic forms Ω
•
basic
(A,V), are defined in complete
analogy with the finite dimensional case. A variational Ehresmann connection A ∈ A on A induces a variational
covariant derivative DA : Ω•eq(A,V)→ Ω
•+1
tens(A,V), which obviously reduces to d on Ω
•
basic
(A,V).
The action ofAutv(A) ≃H on variational forms defines their gauge transformations. Since, in analogy with (3),
the action of Ψ ∈ Autv(A) on a generic X ∈ Γ(TA) is
Ψ⋆XA = Rγ(A)⋆XA +
{
γ−1dγ|A(XA)
}v
Aγ(A)
= Rγ(A)⋆
(
XA +
{
dγγ−1 |A(XA)
}v
A
)
, (12)
(see appendix B for a proof) theH-gauge transformations of a variational form is controlled by its verticality20 and
H-equivariance properties. From this fact follows immediately that the gauge transformation of tensorial variational
forms are given solely by their H-equivariance, and that basic variational forms are H-invariant. A fact that we
will use again in section 5 to compute the ‘field dependent gauge transformations’ of the pre-symplectic potential
and associated pre-symplectic form.
As an example relevant to our purpose, consider dA ∈ Ω1(A) (seen as a basis for variational forms). On a
generic X ∈ Γ(TA) with flow φτ, by definition dA|A(XA) =
d
dτ
φτ(A)
∣∣∣
τ=0
(= X(A)). Then, evaluated at a point A ∈ A
on a vertical vector field generated by χ ∈ LieH , it gives the corresponding infinitesimal gauge transformation of A:
dA|A(χ
v
A) = D
Aχ, or ιχv dA = Dχ. (13)
That’s its verticality property. Thus we have, R⋆γ dA|Aγ(χ
v) = dA|Aγ(Rγ⋆χ
v
A
) = dA|Aγ(γ
−1χγ)v
Aγ
= DA
γ
(γ−1χγ) =
γ−1(DAχ)γ = γ−1dA|A(χ
v
A
)γ, by (13). Then we have theH-equivariance, holding on Γ(VA),
R⋆γ dA|Aγ = γ
−1dA|A γ, or R
⋆
γ dA = γ
−1dA γ, (14)
and we require that it holds ∀X ∈ Γ(TA). From (12), it is then easy to find theH-gauge transformation of dA to be,
dA
γ
|A
(XA) := (Ψ
⋆dA)|A(XA) = dA|Aγ (Ψ⋆XA) ,
= dA|Aγ
(
Rγ(A)⋆
[
XA +
{
dγγ−1 |A(XA)
}v
A
])
= (R⋆γ(A)dA|Aγ)
(
XA +
{
dγγ−1 |A(XA)
}v
A
)
,
= γ(A)−1dA|A
(
XA +
{
dγγ−1 |A(XA)
}v
A
)
γ(A) = γ(A)−1
(
dA|A(XA) + D
A
{
dγγ−1 |A(XA)
})
γ(A),
=
[
γ(A)−1
(
dA|A + D
A
{
dγγ−1|A
})
γ(A)
]
(XA). (15)
19 Remark that Lχv is a geometric realisation of the BRST operator s, where the concrete element χ replaces the LieH-valued ghost v.
20That a variational form would fail to be horizontal is sometimes loosely expressed as it lacking ‘gauge invariance’. Thus are charac-
terised the pre-symplectic potential and 2-form (see section 5) e.g. in [72], [6] or [73].
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Or in short, dAγ = γ−1
(
dA + D
{
dγγ−1
})
γ. This results gives a geometric interpretation to the heuristic computa-
tion performed e.g. in [6] and [7].
Now, consider also the curvature map F : A → Ω2tens(P,LieH), A 7→ F(A), s.t. R
⋆
γF = γ
−1Fγ by definition.
Given a vector field X ∈ Γ(TA) with flow φτ, we have that:
dF|A(XA) = X
(
F
)
(A) = d
dτ
F
(
φτ(A)
)∣∣∣
τ=0
= d
dτ
dφτ(A) + 1/2[φτ(A), φτ(A)]
∣∣∣
τ=0
= DA
( d
dτ
φτ(A)
∣∣∣
τ=0
)
,
= DA
(
dA|A(XA)
)
, or simply dF = D
(
dA
)
.
From this follows that evaluated on a vertical vector field, dF ∈ Ω1(A) gives the infinitesimalH-transformation of F:
dF|A(χ
v
A) = D
A(dA|A(χvA)) = DA(DAχ) = [F(A), χ], or ιχv dF = [F, χ]. (16)
We also find itsH-equivariance to be
R⋆γ dF|Aγ (XA) = dF|Aγ(Rγ⋆XA) = D
Aγ(dA|Aγ (Rγ⋆XA)) = DAγ(R⋆γ dA|Aγ(XA)),
= DA
γ(
γ−1dA|A(XA)γ
)
= γ−1DA
(
dA|A(XA)
)
γ = γ−1dF|A(XA)γ, or R
⋆dF = γ−1dFγ. (17)
This is also recovered simply from the fact that pullbacks and d commute, so that R⋆γ dF = dR
⋆
γF = γ
−1dFγ. From
(16)-(17) and (12), we thus find theH-gauge transformation of dF to be
dF
γ
|A
(XA) := (Ψ
⋆dF)|A(XA) = dF|Aγ (Ψ⋆XA) ,
= dF|Aγ
(
Rγ(A)⋆
[
XA +
{
dγγ−1|A(XA)
}v
A
])
= (R⋆γ(A)dF|Aγ)
(
XA +
{
dγγ−1 |A(XA)
}v
A
)
,
= γ(A)−1dF|A
(
XA +
{
dγγ−1 |A(XA)
}v
A
)
γ(A) = γ(A)−1
(
dF|A(XA) +
[
F(A), dγγ−1|A(XA)
])
γ(A),
=
{
γ(A)−1
(
dF|A +
[
F(A), dγγ−1|A
])
γ(A)
}
(XA). (18)
In short, dFγ = γ−1
(
dA +
[
F, dγγ−1
])
γ. This is the geometric counterpart to computations found e.g. in [6].
All of the above hold for the space of Cartan connections as well: B is also a H-principal bundle, whose
tangent bundle and vertical subbundle are defined in the same manner as above. For dA¯ ∈ Ω1(B) we have the
exact analogues of equations (13)-(15), and for the bundle map F¯ : A¯ → Ω2tens(P,LieG) we have that dF¯ ∈ Ω
1(B)
satisfies analogues of equations (16)-(18).
In the especially interesting case of reductive Cartan geometries recall that the connection splits as A¯ = A + e,
with e the soldering form, so we have dA¯ = dA + de withH-equivariance and verticality properties
R⋆γ dA¯ = γ
−1dA¯γ ⇒ R⋆γ dA = γ
−1dAγ and R⋆γ de =
{
γ−1de γ,
γ−1de,
(19)
ιχv dA¯ = D
A¯χ ⇒ ιχv dA = Dχ and ιχv de = −ad(χ)e =
{
[e, χ],
−χe.
(20)
The third equalities reflect the possibility that the action of H on LieG/LieH reduces to a left action, Ad(H) = ℓ(H).
Then, the formula for dA¯γ splits as
dAγ = γ−1
(
dA + D
{
dγγ−1
})
γ and deγ =
 γ
−1
(
de +
[
e, dγγ−1
])
γ,
γ−1
(
de − dγγ−1e
])
.
(21)
This gives geometric substance to computation found e.g. in [7]. In the same way we have dF¯ = dF + dT , whose
H-equivariance R⋆γ dF¯ = γ
−1dF¯γ and verticality ιχv dF¯ = [F¯, χ] decompose as above, so that dF¯
γ splits as
dFγ = γ−1
(
dF +
[
F, dγγ−1
])
γ and dTγ =
 γ
−1
(
dT +
[
T, dγγ−1
])
γ,
γ−1
(
dT − dγγ−1T
])
.
(22)
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Bundles associated toA are E := A×HV and Γ(E) ≃ Ω
0
eq(A,V). Consider in particular the following examples
relevant to classical and quantum gauge theories. A H-invariant Lagrangian functional L : A → Ωn
basic
(P,R),
A 7→ L(A), with n = dimM, is a section of the associated bundle corresponding to the trivial representation
V = Ωn
basic
(P,R). Then, L ∈ Ω0
basic
(A) and descends to (come from) a well-defined ℓ ∈ Ω0(A/H), L = π⋆ℓ.21
The corresponding action functional S : A → R, A 7→ S [A] =
∫
L(A),22 is a section of the bundle E built from the
trivial representation V = R. So S ∈ Ω0
basic
(A) and descends toA/H also.
In quantum gauge theories, the generating functional (path integral) Z : A → C, A 7→ Z[A] =
∫
dµ|A e
i/~S [A], if
well-defined and if the measure isH-invariant, R⋆γdµ = dµ, is formally a section of E for the trivial representation
V = C. In that case also Z ∈ Ω0
basic
(A). Of course it is a divergent quantity, one must quotient out the volume of
H by selecting a single representative in each orbit OH [A]: This may be done simply by a gauge-fixing, i.e. via a
section σ : U ⊂ A/H → A, so that σ⋆Z < ∞. Of course the fact that there exists no such global section of A
(at least in the case of SU(N)-gauge theories) is well-known as the Gribov obstruction (or ambiguity) [63; 74].
On the above basic 0-forms, valued in trivial representations ofH , a functional covariant derivative DA reduces
to d. So that actually a functional Ehresmann connection A is not needed. This is obviously not the case for
non-basic forms. Again, all this hold when substituting A by A¯, i.e. by working with gravitational gauge theories.
4.2 Anomalies in gauge theories and twisted geometry onA
One would think that in physics, generically, H-non-invariant theories would be sections of ‘standard’ bundles
associated to A via plain representations of H . Actually, several prominent examples turns out to be sections of
twisted associated bundles of the kind described in section 2.3.
4.2.1 Quantum gauge anomalies
A well-known manifestation of gauge non-invariance is the phenomenon of quantum anomalies: it occurs when the
H-invariance of a classical theory S [A] , R⋆γS = S , fails to be upheld by the corresponding quantum theory Z[A].
This happens when the measure is not H-invariant, R⋆γdµ|Aγ = dµ|A e
i/~ c(A,γ) where the phase - sometimes called
‘Wess-Zumino (WZ) term’ - is s.t. d
dτ
c(A, eτχ)
∣∣∣
τ=0
=: a(χ, A) is the (integrated) quantum gauge anomaly, obviously
linear in χ ∈ LieH . First discovered via perturbative methods, (consistent) anomalies were found to be characterized
by BRST cohomological methods through the Stora-Zumino descent equations. They finally came to be understood
as degree 1 elements in the cohomology of LieH [27].
From the non-invariance of the measure follows that Z[Aγ] = C(A, γ)−1Z[A], with C(A, γ) = e−
i/~ c(A,γ) (see
e.g. [75] chap.5 and 11). It turns out that the map C : A × H → U(1) is a 1-cocycle for the action of H on A,
since indeed Z(Aγγ
′
) = Z
(
(Aγ)γ
′)
implies the cocycle relation C(A, γγ′) = C(A, γ) C(Aγ, γ′) - or, for the phase
c(A, γγ′) = c(A, γ) + c(Aγ, γ′) - which is a form of the Wess-Zumino consistency condition for the gauge anomaly.
The fact that consistent anomalies are cocycles of the gauge group H as long been known [76–78].
It then follows that an anomalous quantum functional Z is - in the language of section 2.3 - a C-equivariant
functional on A, R⋆γZ = C( , γ)
−1Z, i.e. a section of the twisted associated line bundle LC := A ×C(H) C. In our
notation Z ∈ Ωeq(A,C)
C ≃ Γ(LC). A simple functional differentiation dZ of such sections would not be geometri-
cally sound, only a twisted functional covariant derivative DAZ is, and for that A would need to be endowed with
a twisted connection A˜ ∈ A˜. In this case A˜ ∈ Ω1 (A,LieU(1)) is by definition s.t.
R⋆γ A˜|Aγ = C(A, γ)
−1 A˜|AC(A, γ) +C(A, γ)
−1dC( , γ)|A = A˜|A − idc( , γ)|A, (23)
by axiom i. And by axiom ii,
A˜|A
(
χvA
)
= d
dτ
C(A, eτχ)
∣∣∣
τ=0
∈ LieU(1),
= d
dτ
exp
(
− i
~
c(A, eτχ)
∣∣∣
τ=0
)
= − i
~
d
dτ
c(A, eτχ)
∣∣∣
τ=0
=: − i
~
a(χ, A). (24)
21Not to be confused with l ∈ Ωn(M), the globally defined local representative of L onM, functional of the YM potential σ∗A.
22Where it is understood that the integration is over the image σ(U) ⊂ P of a (compact) domain U ⊆ M by a local section σ.
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This close link between the gauge anomaly and the twisted connection is remarkable. So is the fact that since the
curvature two form is F˜ = dA˜ + 1/2[A˜, A˜] = dA˜ ∈ Ω2tens (A,LieU(1)), we have in particular (by Koszul formula):
F˜|A
(
χvA, χ
′v
A
)
= dA˜|A
(
χvA, χ
′v
A
)
= χv[A˜|A(χ
′v
A )] − χ
′v[A˜|A(χ
v
A)] − A˜|A([χ
v, χ′v]A) ≡ 0,
⇒ χv[a(χ′, A)] − χ′v[a(χ, A)] − a([χ, χ′], A) = 0, by (24). (25)
This is none other than the WZ consistency condition for the gauge anomaly (see e.g. Eq.(8.62) and Eq.(10.76)
in [75], or Eq.(12.25) in [79]), which is thus encoded in the tensoriality of the twisted curvature. Notice that from
section 2.3 we have theH-gauge transformations: F˜γ = F˜ and A˜γ = C(γ)−1 A˜C(γ)+C(γ)−1dC(γ) = A˜− idc( ,γ).
The fact that anomalous functionals are sections of ‘special’ line bundle was noted in [78; 80; 81], see also
[82; 83], and [84] more recently. But as far as we know, particular emphasis on the peculiar geometrical nature of
these bundles is first found in [85; 86]23 where, by the way, an instance of flat twisted connection is built from a
twisted (local) dressing field. See [16] section 10.4 for a discussion of the details (and the next section for a classical
analogue related to WZ functionals).
It is not the goal of this paper to explore further applications of the twisted geometry to quantum gauge theories
and anomalies. This will be done elsewhere. Rather we now focus on its relevance to classical gauge theories.
4.2.2 Classical gauge anomalies
Suppose we have a non-invariant classical theory whose Lagrangian L : A → Ωn(P,R) has generic equivariance
R⋆γ L = L + c( , γ), i.e. L(A
γ) = L(A) + c(A, γ). The corresponding action is R⋆γS = S + c( , γ), with c =
∫
c.
Consistency with the rightH-action R⋆γR
⋆
γ′
= R⋆
γγ′
- i.e. L[(Aγ)γ
′
] = L[Aγγ
′
] - implies c(A, γγ′) = c(A, γ)+c(Aγ, γ′).
This in turn implies that C : A×H → C, (A, γ) 7→ C(A, γ) := eic(A,γ), satisfies C(A, γγ′) = C(A, γ)C(Aγ, γ′) and is
thus a 1-cocycle. Then Z : A → C defined by Z[A] := eiS [A] is aC-equivariant functional, Z ∈ Ωeq(A,C)
C ≃ Γ(LC).
A Lagrangian whose non-invariance manifests in this way will be called c-equivariant. As a 0-form on A it is
even c-tensorial, thus itsH-gauge transformation - or ‘field dependent’ gauge transformation - is controlled by its
H-equivariance so that: Lγ = L + c( ,γ). Notice that it encompasses quasi-invariant Lagrangians, for which the
linearized cocycle is d-exact, c = db, as well as cases where c is a trivial cocycle (i.e. C is a group morphism).
By analogy with the quantum case, we call d
dτ
c(A, eτχ)
∣∣∣
τ=0
=: αcl(χ, A), with χ ∈ LieH , the classical anomaly.
While d
dτ
c(A, eτχ)
∣∣∣
τ=0
=: acl(χ, A) is the integrated classical anomaly, acl =
∫
αcl. Since from now on we will deal
only with classical anomalies, we drop the subscript. The anomaly features in the infinitesimal equivariance of L,
which is given by the variational Lie derivative: LχvL = ιχv dL = χ
v(L) = d
dτ
R⋆eτχL
∣∣∣
τ=0
= α(χ, A). Consider the
following examples, which will be further studied - among others - in section 5.
4.2.2.1 Massive Yang-Mills theory The Lagrangian of the theory is LmYM(A) =
1
2
Tr(F ∗F) − 1
2
m2 Tr(A ∗A),
where m is the mass of A, and ∗ : Ω•(P) → ΩdimP−•(P) is the Hodge operator.24 A quick computation gives the
H-equivariance
LmYM(A
γ) = LmYM(A) + c(A, γ),
= LmYM(A) − m
2 Tr
(
A ∗dγγ−1 − 1
2
dγ−1 ∗dγ
)
, γ ∈ H = SU(n). (26)
The proof of the cocycle relation c(A, γγ′) = c(A, γ) + c(Aγ, γ′) is straightforward but relegated to appendix C. The
H-gauge transformation is obvious. The classical anomaly is LχvLmYM = α(χ, A) = −m
2 Tr(A ∗dχ).
The abelian limit gives massive Maxwell theory LmM(A), where c(A, γ) = −m
2
(
A ∗dχ + 1
2
dχ ∗dχ
)
with γ = eχ,
χ ∈ LieH . Since here H = U(1) is abelian, one has c(A, γγ′) = c(A, γ′γ). See again appendix C.
23In the introduction of [86] we read, “[...] recently objects (called generalized associated bundles hereafter) have appeared in the physics
literature, about whose general structure little seems to be known”, and further in the text “bundles of this kind have recently appeared in
the physics literature (mainly in relation with anomalies). Their geometrical structure, however, was not further investigated.”
24This tacitly presumes that we have a (pseudo) Riemannian metric on P. It would be more customary to assume that the metric is onM
only, then A must be seen as the space of YM potential onM - i.e. local representatives of connections on P - andH is the pullback of the
gauge group. Nothing of substance is affected by this.
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4.2.2.2 3D non-Abelian Chern-Simons theory The Lagrangian of the theory is LCS(A) = Tr(AdA +
2
3
A3).
A fastidious but straightforward calculation gives the well-known H-equivariance
LCS(A
γ) = LCS(A) + c(A, γ),
= LCS(A) + Tr
(
d
(
γdγ−1A
)
− 1
3
(
γ−1dγ
)3)
, γ ∈ H = SU(n). (27)
Again, the proof of the cocycle relation for c(A, γ) is in the dedicated appendix. The H gauge transformation is
easily read-off, as well as the classical anomaly LχvLCS = α(χ, A) = −dTr(dχA). The fact that the latter is d-exact
will be relevant when analysing the presymplectic structure of the theory in section 5.2. Remark also that in the
BRST language (cf footnote 19) we have sLCS = −dQ(v, A), one of the Stora-Zumino descent equations, where
Q(v, A) = Tr(vdA) is the 2D consistent quantum non-Abelian anomaly (see e.g. [75] p.382-389).
The abelian theory LAbCS = AdA is quite degenerate since its cocycle is not only d-exact, c(A, γ) = d(χdA) -
the Lagrangian is thus quasi-invariant - but also trivial: c(A, γγ′) = d
(
(χ + χ′)dA
)
= c(A, γ) + c(A, γ′) - so C(A, γ)
is clearly a group morphism. We should then be wary of generalising results holding in the Abelian theory to the
general non-Abelian case. Here also we have c(A, γγ′) = c(A, γ′γ).
4.2.2.3 3D-C-gravity Λ=0 In term of Cartan geometry (P, A¯), with P a H-principal bundle equipped with a
LieG-valued Cartan connection A¯, the theory is based on the pair of groups (G,H) =
(
SU(2)⋉Herm(2,C), SU(2)
)
in
Euclidean signature, or
(
SU(1, 1) ⋉ Herm(2,C), SU(1, 1)
)
in Lorentzian signature.25 The homogeneous space (and
ground state of the theory) is R3 which is mapped into Herm(2,C) via x = {xi}i=1,2,3 7→ x¯ = x
iσi where σi are the
Pauli matrices, and on which SU(2)/SU(1, 1) acts by conjugation.
The geometry (P, A¯) is reductive, so the connection splits as A¯ = A + e and its H-gauge transformation is
A¯γ = γ−1Aγ + γ−1dγ, which gives A¯γ = γ−1Aγ + γ−1dγ and eγ = γ−1eγ. The curvature F¯ = R + T , where
R = dA + 1/2[A, A] and T = de + [A, e], transforms as F¯γ = γ−1F¯γ. If T = 0 then A¯ is normal, so that A = A(e).
The Lagrangian of the theory, L(A¯) = L(A, e) = Tr (eR), is clearly H-invariant (R⋆γ L = L).
From a Cartan theoretic point of view, there is no meaning to ‘translational’ gauge symmetry. But if one insist
on considering them, one can see A¯ as lifted to an Ehresmann connection on aG-bundle Q ⊃ P whose gauge group
G contains both H , acting on A¯ as above, and the abelian (additive) subgroup T := { t : Q → Herm(2,C) | . . . }
acting as A¯t = A¯ + DAt, which implies At = A and et = e + DAt. The T -equivariance of the Lagrangian is then,
L(A¯t) = L(A¯) + c(A¯, t),
= L(A¯) + Tr
(
DAt R
)
= L(A¯) + d Tr(t R) − Tr
(
t✟✟
✟✯
0 by Bianchi
DAR
)
, (28)
from which is deduced its T -gauge transformation. Since T is abelian, c(A¯, t + t′) = c(A¯, t′+ t). The cocycle is not
only exact, c = db, the Lagrangian thus being quasi-invariant, but also clearly trivial c(A, t + t′) = c(A¯, t) + c(A¯, t′).
The classical anomaly is LτvL = α(τ, A¯) = d Tr(τR), with τ ∈ LieT an infinitesimal gauge translation. Again, the
fact that it is d-exact is relevant to the analysis of the presymplectic structure of the theory (section 5.2).
For Z = eiS ∈ Ωeq(A,C)
C ≃ Γ(LC), the covariant derivative w.r.t. a twisted connection A˜ ∈ A˜ on A is
D A˜Z =
(
dS + A˜
)
Z. Since D A˜Z and Z have the same equivariance, it follows that idS + A˜ is a basic 1-form. Indeed
by the axiomatic properties of A˜, we have on the one hand
R⋆γ
(
idS + A˜
)
= idR⋆γ S + R
⋆
γ A˜ = id
(
S + c( , γ)
)
+ A˜ − idc( , γ) = idS + A˜,
which checks the trivial equivariance. On the other hand we get
(
idS + A˜
)
|A(χ
v
A) = iχ
v(S )(A) + A˜(χvA) = i ddτ (R⋆eτχS )(A)∣∣∣τ=0 − ia(χ, A) = i ddτc(A, eτχ)∣∣∣τ=0 − ia(χ, A) ≡ 0,
which checks the horizontality. Thus idS + A˜ descends to the physical space A/H .
25In the real case we would have (G,H) =
(
ISO(3), SO(2)
)
in Euclidean signature, or
(
ISO(1, 2), SO(1, 2)
)
in Lorentzian signature.
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The special case of a flat twisted connection built via a dressing field happens to be connected to the Wess-
Zumino functional (as defined by Stora) [38; 43] and alluded to in section 3.3. Consider a A-dependent dressing
field u : A → Dr[H,H], and have the corresponding twisted dressing field26 C
(
A, u(A)
)
= ei c(A,u(A)). It satisfies
[
R⋆γC
(
, u
)]
(A) = C
(
Aγ, u(Aγ)
)
= C
(
Aγ, γ−1u(A)
)
= C
(
Aγ, γ
)
C
(
A, u(A)
)
= C
(
A, γ
)−1
C
(
A, u(A)
)
(29)
=
[
C
(
, γ
)−1
C
(
, u
)]
(A), (30)
as it should. Correspondingly the linearized cocycle satisfies,
[
R⋆γ c
(
, u
)]
(A) = c
(
Aγ, u(Aγ)
)
= c
(
Aγ, γ−1u(A)
)
= c
(
Aγ, γ
)
+ c
(
A, u(A)
)
= −c
(
A, γ
)
+ c
(
A, u(A)
)
(31)
=
[
− c
(
, γ
)
+ c
(
, u
)]
(A). (32)
Thus, it is s.t.
[
Lχvc( , u)
]
(A) = ιχv dc( , u)|A =
[
χv
(
c( , u)
)]
(A) = d
d′τ
(
R⋆eτχc( , u)
)
(A)
∣∣∣
τ=0
= − d
dτ
c(A, eτχ)
∣∣∣
τ=0
=: −a(χ, A). (33)
The linearized twisted dressing field c
(
A, u(A)
)
is then none other than the WZ functional, defined usually as satis-
fying sΓWZ(u, A) = −a(v, A) in the BRST language (see e.g. Eq.(42) in [38] or Eq.(11) and (A.5) in [43]).
It is easy to see that A˜0 := C( , u) dC( , u)
−1 = idc( , u) satisfies (23)-(24), and is s.t. dA˜0 + 1/2[A˜0, A˜0] ≡ 0.
It is therefore a flat twisted connection. So, we have that idS + A˜0 = id
(
S + c( , u)
)
is a basic 1-form. And since
d preserve basicity, this means that the 0-form S + c( , u) is also basic, thus H-invariant, and descends to A/H .
This is an action ‘improved’ by a WZ functional. We see how it nicely arises from a twisted covariant derivative.
The improvement of an action by a WZ term can also be seen as a special case of the construction of a basic
form via dressing. The general scheme of this procedure on A is detailed in the next section. As we will see next
in section 5.3, the construction of and ‘improved’ pre-symplectic structure via edge modes comes precisely under
such an application of the DFM.
4.3 A-dependent dressing fields and basic variational forms onA
We’ve seen that basic forms on P or on A are of special interest in gauge theories. Often, one looks for tricks,
or specifics in the situation at hands, to find one. In the following, we complete section 3 and consider how
A-dependent dressing fields allow to systematically built basic forms on theH-bundle A.
4.3.1 The dressing field method, complement
Let Ω•
K-basic
(
P,LieG
)
denote the vector space of K-basic LieG-valued forms on P, with G ⊃ H for generality.
Consider aA-dependent dressing field u : A→ Dr[G,K], so s.t. R⋆γu = γ
−1u for γ ∈ K , and define the map
Fu : A→ A/K ⊂ Ω
1
K-basic
(
P,LieG
)
A 7→ Fu(A) := A
u = u−1Au + u−1du, (34)
so that on A by construction Fu ◦ Rγ = Fu for γ ∈ K ⊂ H . Remark that Fu formally resembles Ψ ∈ Autv(A), but
since u < H , Fu < Autv(A). Yet, since it is clear from the proof in appendix B that the formula of the pushforward
of X ∈ Γ(TA) by Ψ does not depend on the equivariance of γ, we have an analogue of (12):
Fu⋆ : TAA→ TAuA/K
XA 7→ Fu⋆XA = u
−1
(
X(A) + DA
{
duu−1|A (XA)
})
u δ
δ[A]
. (35)
In particular for χv ∈ Γ(VA) generated by χ ∈ LieK we have Fu⋆ χ
v
A
= d
dτ
(
F ◦ Reτχ
)
(A)
∣∣∣
τ=0
= d
dτ
F(A)
∣∣∣
τ=0
= 0.
Denote [A] ∼ Au a point inA/K , we have the pullback application
F⋆u : Ω
•(A/K) → Ω•(A)
α¯|[A] 7→ F
⋆
u α¯ |A =: α
u
|A. (36)
26Notice that the cocycle property of c, c or C, owes nothing to the fact that γ ∈ H . It holds for any map P → H, then forDr[H,K].
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The form αu is K-basic on A. Indeed, we easily prove the trivial K-equivariance R⋆γα
u = R⋆γF
⋆
u α¯ = F
⋆
u α¯ = α
u,
with γ ∈ K , and the K-horizontality as well αu
(
χv
)
=
(
F⋆u α¯
)
(χv) = α¯
(
Fu⋆ χ
v) = 0. It follows that it is K-gauge
invariant, (αu)γ = αu for γ ∈ K .
At this stage αu is just a convenient notation for the basic form F⋆u α¯. We do not have a functional expression
for it in terms of the dressing field u. By virtue of the formal similarity of the Fu and Ψ, their action turn out to be
similar, so that the the rule of thumb to obtain the basic/dressed version of a given form on A is to replace γ in its
H-gauge transformation by u.
To see this, let us first consider the case of the basis ofK-basic 1-forms dAu := F⋆u d[A] where d[A] ∈ Ω
1(A/K).
By definition, using (35) we have,
dAu |A(XA) :=
(
F⋆u d[A]|[A]
)
(XA) = d[A]|[A]
(
Fu⋆XA
)
= u−1
(
X(A) + DA
{
duu−1|A (XA)
})
u,
= u−1
(
dA|A(XA) + D
A
{
duu−1|A (XA)
})
u,
=
[
u−1
(
dA|A + D
A
{
duu−1|A
})
u
]
(XA). (37)
or simply dAu = u−1
(
dA + D
{
duu−1
})
u. Comparing with (15), we see our rule of thumb justified in this case.
Separate from the above general argument, it is easy to explicitly check the K-basicity of this expression for dAu.
Indeed R⋆γ D
A{duu−1|A } = DAγ{d(γ−1uu−1γ)} = γ−1DA{duu−1|A } γ, and since R⋆γ dA = γ−1dAγ it is clear that the
expression (37) has trivial H-equivariance. Also duu−1|A (χ
v
A
) =
(
χvu
)
(A)u(A)−1 = −χu(A)u(A)−1 = −χ, so that(
dA|A + D
A
{
duu−1|A
})
(χv
A
) = DAχ + DA(−χ) = 0, which proves the horizontality of (37). Therefore dAu is K-basic,
and K-gauge invariant, (dAu)γ = dAu. An identical reasoning for Cartan connections, A¯, would give the same
result for dA¯u, which in the case of reductive geometries would split as
dAu = u−1
(
dA + D
{
duu−1
})
u and deu =
 u
−1
(
de +
[
e, duu−1
])
u,
u−1
(
de − duu−1e
])
,
(38)
according to the the action of H on LieG/LieH. Compare to (21). By the same process one finds dFu and dF¯u
whose expressions are obtained by replacing γ by u in (18) and (22) respectively.
To treat the general case, denote a form α ∈ Ω•(A) as α|A = α
(
Λ•dA; A
)
where α is generically a functional on
Ω•(P,LieG) (e.g. a Ad(G)-invariant polynomial P, such as a trace). We have seen that theH-gauge transformation
of α can be obtained in a geometric way via (12) using itsH-equivariance and verticality properties, but it can also
be seen as resulting algebraically from the functional properties of α and from (15) since we have,
αγ|A := Ψ
⋆α |A = α
(
Ψ
⋆Λ•dA;Ψ(A)
)
= α
(
Λ•dAγ; Aγ
)
. (39)
Now, since bothA and A/K can be domains for α, corresponding to α we can define a form α¯ ∈ Ω•(A/K) as
α¯|[A] = α
(
Λ•d[A]; [A]
)
. Then,
αu |A := F
⋆
u α¯ |A = α
(
F⋆uΛ
•d[A]; Fu(A)
)
= α
(
Λ•dAu; Au
)
∈ ΩK-basic(A), (40)
is well-defined, and is referred to as the dressing, or the dressed version, of α. Comparison with (39) justifies our
rule of thumb in the general case: once one has theH-gauge transformation αγ of a form α, one obtains its dressing
αu simply by replacing γ by u.
The first relevant examples for gauge theory are the Lagrangian and action 0-forms onA. We have defined the
Lagrangian as a functional L : A → Ωn(P,K), with K = R,C. Given that it actually extends as a functional on
Ω1(P,LieG), we define the dressed Lagrangian as Lu := F⋆uL = L ◦ Fu, i.e. L
u(A) = L(Au). The corresponding
action S : A → R, is dressed as S u := S ◦ Fu, S
u[A] = S [Au]. If L was already K-invariant/basic due to its
functional properties, Lu is by virtue of taking as variable the K-invariant dressed field Au.
If on the other hand we have the general c-equivariance R⋆γ L = L+c( , γ), implying theH-gauge transformation
Lγ = L+c( ,γ), then the dressed Lagrangian is Lu = L+c( , u). Correspondingly, the action is s.t. S γ = S +c( ,γ),
so dresses up as S u = S + c( , u). The (integrated) anomaly being LχvS (A) = a(χ, A), if u ∈ Dr[H,H] then
LχvS
u = 0, and the linearised cocycle is s.t. Lχvc(A, u) = −a(χ, A). The dressed action S
u is thus in effect an action
improved by a WZ functional. This viewpoint on the matter is complementary to the one appealing to a flat twisted
connection given at the end of section 4.2.2.
The question of residual transformations of dressed forms αu is addressed in the next section, where the bundle
geometry of the space of dressed connections Au plays an important role.
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4.3.2 Residual transformations and the bundle structure of the space of dressed connections
Suppose u satisfies Proposition 3 of section 3.2, so that R⋆η u = η
−1uη, with η ∈ J , and its J -gauge transformation
is uη = η−1uη, with η ∈ J . As we have seen, in this case Au ∈ A′ the space of Ehresmann connections of the
J-bundle P′, so that (Au)η = η−1Auη + η−1dη. Then, A/K ≃ A′ ⊂ A is a J-principal subbundle of A with
gauge group J , and the residual J -gauge transformation of the dressed form αu = α
(
Λ•dAu; Au
)
is obtained
geometrically as usual from its J-equivariance and verticality properties. In particular, since R⋆η dA
u = η−1dAuη
and dAu(λv) = DA
u
λ, for λ ∈ LieJ , we have the analogue of (15),
(
dAu
)η
= η−1
(
dAu + DA
u
{
dηη−1
})
η. (41)
Then, the residual J -gauge transformation of αu is also found algebraically from the functional properties of α via
(
αu
)η
= α
(
Λ•
(
dAu
)η
; (Au)η
)
. (42)
Anyway, the result is that (αu)η with η ∈ J is formally identical to αγ with γ ∈H .
Our most elementary examples are Lagrangians and actions. If theH-gauge transformation of a c-equivariant
Lagrangian is Lγ = L + c( ,γ), then the residual J -gauge transformation of its K-invariant dressed counterpart is
(Lu)η(A) = L((Au)η) = L(Au) + c(Au, η), that is
(
Lu
)η
= Lu + c( , η). Correspondingly, if we have S γ = S + c( ,γ)
for the action, we have
(
S u
)η
= S u + c( , η) for its dressed counterpart.
In case u satisfies Proposition 4 then Au ∈ A˜, the space of twisted connection on the J-bundle P′. The latter is
also a J-principal bundle, and we should be able to generalise everything that as been done in section 4.1 to such
a space. This will be addressed in still another follow-up paper, where we will show that it applies immediately to
the study of the pre-symplectic structure of conformal gauge gravity - in either its real or twistorial guise.
As the discussion in section 3.2 has prepared us to appreciate, a further dressing operation with a second
dressing field u′ : A′ → Dr[J, J] s.t. R⋆η u
′ = η−1u′ and R⋆γu
′ = u′ for γ ∈ K , would give us αuu
′
|A
=
(
αu
)u′
|A =
α
(
Λ•dAuu
′
; Auu
′)
∈ Ω•
basic
(A). For a c-equivariant Lagrangian this is
Luu
′
(A) := L(Auu
′
) = L((Au)u
′
) = L(Au) + c(Au, u′) = L(A) + c(A, u) + c(Au, u′) = L(A) + c(A, uu′).
Similarly for the action, S uu
′
(A) = S (A) + c(A, uu′). The same result would have been obtained with a single
dressing u ∈ Dr[G,H], so that αu ∈ Ω•
basic
(A) descends to, or comes from, a form on the moduli space A/H .
Let us now complete the discussion on the residual transformation of the second kind described in section 3.3.
As we have acknowledged there, the ambiguity in choosing a dressing field u manifests as a right action of the
group G˜ :=
{
ξ : P → G |R∗
k
ξ = ξ
}
on the space of dressed connection Au given by Au × G˜ → Au, (Au, ξ) 7→
RξA
u := (Au)ξ = ξ−1Auξ + ξ−1dξ. The manifold Au is fibered by this action, whose orbits are the fibers, so that it
is G˜-principal bundle overAu/G˜. As such it gives rise to a SES,
0 Autv(A
u) ≃ G˜ Aut(Au) Diff(Au/G˜) 0,
ι π
(43)
where Aut(Au) is the automorphism group defined as usual, and the subgroup of vertical automorphisms is isomor-
phic to the gauge group G˜ :=
{
ξ : Au → G˜ | R⋆
ξ
ξ = ξ−1ξξ
}
. Its infinitesimal version is,
0 ΓG˜(VA
u) ≃ LieG˜ ΓG˜(TA
u) Γ(TAu/G˜) 0,
ι π⋆
(44)
with G˜-invariant vector fields defined as usual. Since there is a 1:1 correspondence between K-orbits OK [A] and
G˜-orbits OG˜[A
u], we have that Au/G˜ ≃ A/K . In particular, in case u : A → Dr[G,H], we have Au/G˜ ≃ A/H ,
which means that Diff(Au/G˜) ≃ Diff(A/H) is the physical transformation group with infinitesimal counterpart
Γ(Au/G˜) ≃ Γ(A/H). This remark is relevant to the interpretation of what is achieved by the introduction of edge
modes in gauge theory, as discussed in section 5.3.
20
As usual, the action by pullback of Aut(Au) on elements of Ω•(Au) defines their G˜-gauge transformations
which is thus determined by their G˜-equivariance and verticality properties. In particular, for dAu ∈ Ω1(Au) we
have R⋆
ξ
dAu = ξ−1dAuξ, and dAu
|Au
(
ζv
Au
)
= DA
u
ζ, where ζv ∈ Γ(VAu) and ζ ∈ LieG˜,27 in analogy with (41) we get,
(
dAu
)ξ
= ξ−1
(
dAu + DA
u
{
dξξ−1
})
ξ. (45)
By this geometric method we obtain the G˜-gauge transformation of a dressed form αu, that we can also find via
(
αu
)ξ
= α
(
Λ•
(
dAu
)ξ
; (Au)ξ
)
. (46)
Again, the result is that (αu)ξ is formally identical to αγ, with γ ∈H , due to the functional properties of α.
Taking again the elementary example of a c-equivariant Lagrangian whose H-gauge transformation is thus
Lγ = L + c( ,γ) and dressed as Lu = L + c( , u), we have (Lu)ξ(A) = Luξ(A) = L(Auξ) = L(A) + c(A, uξ) =
L(A) + c(A, u) + c(Au, ξ) = L(Au) + c(Au, ξ), that is (Lu)ξ = Lu + c( , ξ). Correspondingly, for the action we have
(S u)ξ = S u + c( , ξ). We will encounter more elaborate examples in section 5.3.
We should remind again that since the dressing field u is A-dependent, it may be that G˜ is reduced to a small
group (perhaps even a discrete one) or that it represents another interesting gauge symmetry. In any event, it is not
a permutation group of physical states.
This section has laid the ground for our main purpose, that is to show that by paying attention to the bundle
structure of A one obtains quite general results about the pre-symplectic structure of gauge-invariant theories, as
well as of a reasonably broad class of non-invariant theories. We tackle this in the next section, in which we also
assess how the DFM fares when confronted to the the problem of boundaries in gauge theory. In this regard, what
we just did in this section will prove illuminating.
27These relations can be taken as axiomatic, or be motivated by the fact that since by assumption Aξ = A then we can formally admit
dA(ζv) = 0, and since by definition uξ = uξ, infinitesimally we can formally admit du(ζv) = ζv(u) = uζ. Using then the definition (37) of
dAu, its G˜-equivariance is clear, while dAu
|Au
(
ζv
Au
)
= u−1DA
{
uζu−1
}
u = DA
u
ζ.
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5 Covariant Hamiltonian formalism, and the boundary problem
A gauge theory is specified by a choice of Lagrangian L : A → Ωn(P,K) with associated action S =
∫
U
L.28 For
S to be finite one usually assumes that U is compact or closed, or that the fields are either compactly supported or
satisfy sufficiently fast fall-off conditions at infinity (which amounts to an effective compactification ofM).
The variational principle stipulates that the field equations are found from requiring S to be stationary, that is
δS = 0 ∀δA, under well-defined boundary conditions. In the formulation adopted here this translates as dS (X) = 0
∀X ∈ Γ(TA) , i.e the functional S is closed, dS = 0. Admitting that d and
∫
commute, this gives
dS =
∫
U
dL =
∫
U
E + dθ =
∫
U
E +
∫
∂U
θ = 0 (47)
where E|A = E(dA; A) is the field equations 1-form and θ|A = θ(dA; A) is the presymplectic potential current 1-form.
Here E and θ are different functionals of A, both linear in dA and based on the same functional as L. In field
theory, the latter is often simply an Ad(H)-invariant symmetric multilinear map P : ⊗kLieH → K, (X1, . . . , Xk) 7→
P(X1, . . . , Xk). Its invariance P(Adh A1, . . . ,Adh Ak) = P(A1, . . . , AK) for h ∈ H and Ai ∈ Ω
pi(P,LieH), gives the
useful identity
Σi(−)
p(p1+...+pi)P(A1, . . . , [Ai, η], . . . , Ak) = 0, (48)
with η ∈ Ωp(P,LieH). Most often P = Tr, in gravity P is derived from the Pfaffian (the square root of the
determinant), as we will see.
The point of the covariant Hamiltonian approach - whose inception is due to [1; 3; 4] (see also [87] for a lucid
short summary) - is to associate a phase space equipped with a symplectic structure to a field theory over a region
U ⊆ M, and doing so while keeping all spacetimes symmetries manifest. The configuration space is the field space,
here theH-bundleA. The covariant phase space is the solution space S - the shell - defined by E = 0. The physical,
or reduced, phase space is S/H , or rather it is if it can be endowed with a well-defined symplectic 2-form. Notice
then that the Hamiltonian flow belong to the physical transformation group Diff(A/H) in the SES (10), and the
Hamiltonian vector field thus belong to Γ(TA/H) in the SES (11).
The preseymplectic potential θ allows to define the Noether current and charge associated to the action of H ,
and a natural candidate symplectic form is derived from it. Since [d, d] = 0, we have 0 ≡ d2L = dE + d(dθ).
So, the 2-form Θ := dθ is d-closed on-shell, dΘ = 0 |S. Given a (n − 1)-dimensional Cauchy surface Σ ⊂ U, we
have ΘΣ :=
∫
Σ
Θ ∈ Ω2(A,K). We can also define the presymplectic potential θΣ :=
∫
Σ
θ, so that ΘΣ = dθΣ. Since
dΘΣ = 0, ΘΣ is a presymplectic 2-form (hence the name given to θ and θΣ). It allows to define a Poisson bracket
between charges.
Now, in order for θΣ and ΘΣ to induce a symplectic structure on S/H , it must be on the one hand that on-shell
the H-equivariance and verticality properties of θ and Θ are right, and on the other hand that adequate boundary
conditions are specified, so that in the end θΣ and ΘΣ are basic on A. This last requirement is jeopardised when
considering bounded regions, or when one considers the mereological problem of partitioning of a region into
subregions sharing a fictitious boundary.
We say more about this problem, and consider one of its proposed solution in light of the DFM, in section
5.3. But first, we study the presymplectic structure on A for invariant theories in section 5.1, and for c-equivariant
theories in section 5.2. There we are interested in identifying the Noether current and charges, the Poisson bracket
of charges, and finally the H-gauge transformations of θΣ and ΘΣ for which will will need their respective H-
equivariance and verticality properties. In the spirit of the Hamiltonian formalism, whenever possible we will give
these results as functions of the field equation E so that on-shell restriction is read-off immediately.
28Since we took the viewpoint that L is a n-form on P, we have actually S =
∫
σ(U)
L =
∫
U
σ∗L with σ : U → P a local section and σ∗L
written in terms of the gauge potential σ∗A. For convenience, and as it is suggestive enough, we shall omit σ in writing integration domains.
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5.1 Presymplectic structure for invariant Lagrangians
We start here from an invariant Lagrangian L : A → Ωn(P,K), which is a basic 0-form on A: its H-equivariance
is trivial R⋆γ L = L for γ ∈ H , infinitesimally this is LχvL = 0 for χ
v ∈ Γ(VA) and χ ∈ LieH . Since the de Rham
derivative preserves basicity, d : Ω•
basic
(A) → Ω•
basic
(A), we have that dL = E + dθ is a basic 1-form. Both its
equivariance and horizontality give useful informations.
First, from its equivariance R⋆γ dL = dLwe obtain a priori R
⋆
γ E = E+t(γ) and R
⋆
γ dθ = dθ−t(γ). But on the basis
the geometric Utiyama theorem (see [88; 89] also [90]) the stronger result R⋆γ E = E and R
⋆
γ θ = θ can be argued.
Indeed, the theorem states that aH-gauge invariant Lagrangian factors as L = L˜◦F, where F : A → Ω2tens(P,LieH),
A 7→ F(A), is the curvature map and L˜ : Ω2tens(P,LieH) → Ω
n
inv
(P,K) is an Ad(H)-invariant functional.29 As
mentioned above L˜ is virtually always an invariant multilinear map, so we have dL|A = dL˜ ◦ dF|A = L˜ ◦D
A(dA)|A =
L˜
(
DA(dA); [F]
)
which is linear in the first argument and [F] denote F-dependant terms. Using Ad-invariance and
Leibniz identity, we can thus write dL|A = dL˜(dA; [F]) + L˜(dA;D
A[F]) =: dθ(dA; A) + E(dA; A), where now the
H-invariance of both E and θ is clear. If the argument sketched here fails to convince, just admit the result as a
working hypothesis (to be checked when specific examples are considered) and have E = E(dA; A) = E˜(dA;DA[F])
and θ = θ(dA; A) = θ˜(dA; [F]) as a notational book keeping of their respective invariance.
We are interested first in the Noether current and associated charge, then in the Poisson bracket of charges, and
finally in the field-dependent gauge transformations of the presymplectic potential and 2-form.
Noether current and charge: Given χv ∈ Γ(VA), χ ∈ LieH , the quantity J(χ; A) := ιχvθ is the Noether current
associated toH-gauge transformations. By using an argument similar as above we have that,
J(χ; A) := θ|A(χ
v
A) = θ
(
DAχ; A
)
= θ˜
(
DAχ; [F]
)
= dθ˜(χ; [F]) − E˜
(
χ;DA[F]
)
= dθ(χ; A) − E(χ; A). (49)
Clearly, on-shell J(χ; A) is d-exact, thus d-closed. This is crossed-checked by another argument: From the hori-
zontality of dL, ιχv dL = 0, we get ιχv E = −d(ιχvθ) = −dJ(χ; A), from which follows that the Noether current is
d-closed on-shell, dJ(χ; A) = 0 |S. The Noether charge is QΣ(χ; A) :=
∫
Σ
J(χ; A), also written QΣ(χ; A) = ιχvθΣ, so
QΣ(χ; A) =
∫
∂Σ
θ(χ; A) −
∫
Σ
E(χ; A). (50)
On-shell, the Noether charge reduces to a boundary charge QΣ(χ; A) =
∫
∂Σ
θ(χ; A) |S.
Poisson bracket: We now turn to the Poisson bracket of charges defined by the presymplectic 2-form.The trivial
H-equivariance of θ is infinitesimally Lχvθ = ιχv dθ + dιχvθ =: ιχvΘ + dιχvθ = 0. This gives us a relation between
the Noether charge and the presymplectic 2-form,
ιχvΘ = −dJ(χ; A), so that ιχvΘΣ = −dQΣ(χ; A) = −
∫
∂Σ
dθ(χ; A) +
∫
Σ
dE(χ; A). (51)
From this, and using [LY , ιX] = ι[Y,X] as well as Lχvθ = 0 (since R
⋆
γ θ = θ), we further obtain that for χ
v, ηv ∈ Γ(VA)
Θ(χv, ηv) = ιηv
(
ιχvΘ
)
= −ιηv dιχvθ = −Lηv ιχvθ = −ιχv Lηvθ − ι[ηv,χv]θ = ι[χ,η]vθ. (52)
where in the last step we use the fact that the map LieH → Γ(VA) is a isomorphism (section 4.1 and appendix A).
This shows that the antisymmetric Poisson bracket of charges defined by the presymplectic 2-form is s.t.
{
QΣ(χ; A),QΣ(η; A)
}
:= ΘΣ(χ
v, ηv) =
∫
Σ
ι[χ,η]vθ =
∫
Σ
J(χ; A) = QΣ([χ, η]; A). (53)
That is, the map LieH →
(
QΣ( ; A),
{
,
}
) is a Lie algebra morphism. The Jacobi identity is satisfied for the Poisson
bracket because it holds in LieH . Written in a functional way it reproduces the Peierls-DeWitt bracket (see [92]
Theorem 4). Noether charges are also called generators of H-gauge transformations since we have indeed that the
action of
{
QΣ(χ; A),
}
on functionals onA generates the infinitesimal action by χv, see appendix D.
29In the case of gravity, an invariant L : A¯ → Ωn(P,K) factors in a similar way so as to depend only on F¯ and the soldering form e [91].
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Field-dependent gauge transformations: We now seek to obtain the H-gauge transformation of both θ and Θ,
so as to see under which circumstances they induce a symplectic structure on S/H . As we have now often stressed,
all that is needed is theirH-equivariance and verticality properties. Considering θ first, we have already argued that
under the hypothesis that R⋆γ L = L, we have R
⋆
γ θ = θ. Furthermore, its verticality property is none other than the
definition of the Noether current (49). So we have all we need: given γ ∈H corresponding to Ψ ∈ Autv(A) we get,
θγ|A(XA) :=
(
Ψ
⋆θ
)
|A(XA) = θAγ
(
Ψ⋆XA
)
= θ|Aγ
(
Rγ(A)⋆
(
XA +
{
dγγ−1|A(XA)
}v
A
))
, using (12)
= R⋆γ(A)θ|Aγ
(
XA +
{
dγγ−1|A(XA)
}v
A
)
= θ|A
(
XA +
{
dγγ−1 |A(XA)
}v
A
)
,
= θ|A
(
XA
)
+ dθ
(
{dγγ−1|A (XA)}; A
)
− E
(
{dγγ−1|A (XA)}; A
)
, using (49)
that is θγ = θ + dθ
(
dγγ−1; A
)
− E
(
dγγ−1; A
)
. (54)
We have on-shell θγ = θ + dθ
(
dγγ−1; A
)
|S. This implies for the presymplectic potential
θ
γ
Σ
= θΣ + QΣ(dγγ
−1; A) = θΣ +
∫
∂Σ
θ(dγγ−1; A) −
∫
Σ
E(dγγ−1; A), (55)
so that on-shell θ
γ
Σ
= θΣ +
∫
∂Σ
θ
(
dγγ−1; A
)
|S. It is clear from (55), but could already have been inferred from the
trivialH-equivariance of θ and (49), that the presymplectic potential is basic,H-invariant, if we are on-shell and if
either ∂Σ = ∅ or A and/or the gauge parameter χ/γ are required to vanish at ∂Σ or at infinity.30
A similar computation holds for E. Using R⋆γ E = E and ιχv E = −d(ιχvθ) as well as (49), we get
Eγ |A(XA) :=
(
Ψ
⋆E
)
|A(XA) = EAγ
(
Ψ⋆XA
)
= E|Aγ
(
Rγ(A)⋆
(
XA +
{
dγγ−1 |A(XA)
}v
A
))
, using (12)
= R⋆γ(A)E|Aγ
(
XA +
{
dγγ−1|A(XA)
}v
A
)
= E|A
(
XA +
{
dγγ−1 |A(XA)
}v
A
)
,
= E|A
(
XA
)
+ dE
(
{dγγ−1|A (XA)}; A
)
that is Eγ = E + dE
(
dγγ−1; A
)
. (56)
Fortunately, this shows that the action ofH does not take us off-shell.
Turning our attention to theH-gauge transformation of Θ, since we already have its verticality given by (52),
we need only itsH-equivariance to proceed. It is simply R⋆γΘ = R
⋆
γ dθ = dR
⋆
γ θ = dθ = Θ, since pullbacks commute
with the exterior derivative. So,
Θ
γ
|A
(
XA,YA
)
:=
(
Ψ
⋆
Θ
)
|A(XA,YA) = Θ|Aγ (Ψ⋆XA,Ψ⋆YA) ,
=Θ|Aγ
(
Rγ(A)⋆
(
XA +
{
dγγ−1 |A(XA)
}v
A
)
,Rγ(A)⋆
(
YA +
{
dγγ−1|A(YA)
}v
A
))
,
=R⋆γ(A)Θ|Aγ
(
XA +
{
dγγ−1|A(XA)
}v
A
,YA +
{
dγγ−1|A(YA)
}v
A
)
,
=Θ|A
(
XA,YA
)
+Θ|A
({
dγγ−1 |A(XA)
}v
A
,YA
)
+Θ|A
(
XA,
{
dγγ−1 |A(YA)
}v
A
)
+Θ|A
({
dγγ−1 |A(XA)
}v
A
,
{
dγγ−1 |A(YA)
}v
A
)
,
=Θ|A
(
XA,YA
)
− ιY d θ
(
DA
{
dγγ−1|A (XA)
}
; A
)
+ ιX d θ
(
DA
{
dγγ−1|A (YA)
}
; A
)
+ θ|A
([
dγγ−1|A (XA), dγγ
−1
|A (YA)
]v
A
)
,
=Θ|A
(
XA,YA
)
− Y · θ
(
DA
{
dγγ−1|A (XA)
}
; A
)
+ X · θ
(
DA
{
dγγ−1|A (YA)
}
; A
)
+ θ
(
DA
{
[dγγ−1|A (XA), dγγ
−1
|A (YA)
]}
; A
)
. (57)
by (51) and (52) in step before last. Considering the second and third terms of the above expression, only the
underlined A’s in θ
(
DA
{
dγγ−1|A (ZA)
}
; A
)
are acted upon. Observe that the quantity d θ
(
DA
{
dγγ−1|A
}
; A
)
is a 2-form
onA so that, by the Kozsul formula, evaluated on two vectors it gives
30Since γ = γ(A), this requirement on A implies the same constraint for γ.
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d θ
(
DA
{
dγγ−1|A
}
; A
) (
XA,YA
)
= X · θ
(
DA
{
dγγ−1|A (YA)
}
; A
)
− Y · θ
(
DA
{
dγγ−1|A (XA)
}
; A
)
− θ
(
DA
{
dγγ−1|A ([X,Y]A)
}
; A
)
, (58)
where all the A’s in the terms θ
(
DA
{
dγγ−1|A (ZA)
}
; A
)
are acted upon. Observe also that
[
dγγ−1(X), dγγ−1(Y)
]
= dγγ−1(X)dγγ−1(Y) − dγγ−1(Y)dγγ−1(X) = −dγ(X)dγ−1(Y) + dγ(Y)dγ−1(X),
=
(
− dγdγ−1
)
(X,Y) = d
(
dγγ−1
)
(X,Y)
which is indeed simply the “flatness” - or Maurer-Cartan like - condition d
(
dγγ−1
)
− 1/2
[
dγγ−1, dγγ−1
]
= 0 for the
1-form dγγ−1. But then, again by Kozsul we have,
[
dγγ−1|A (XA), dγγ
−1
|A (YA)
]
= d
(
dγγ−1
)
|A(XA,YA) = X ·
{
dγγ−1|A (YA)
}
− Y ·
{
dγγ−1|A (XA)
}
− dγγ−1A
([
X,Y
]
A
)
,
where we stressed that the underlined A’s are acted upon. Inserting this in the last term of (57), remembering that θ
is linear in the first argument and using (58), we have
Θ
γ
|A
(
XA,YA
)
=Θ|A
(
XA,YA
)
+ X · θ
(
DA
{
dγγ−1|A (YA)
}
; A
)
− Y · θ
(
DA
{
dγγ−1|A (XA)
}
; A
)
+ θ
(
DA
{
X ·
{
dγγ−1|A (YA)
}
− Y ·
{
dγγ−1|A (XA)
}
− dγγ−1A
([
X,Y
]
A
)}
; A
)
,
=Θ|A
(
XA,YA
)
+ X · θ
(
DA
{
dγγ−1|A (YA)
}
; A
)
− Y · θ
(
DA
{
dγγ−1|A (XA)
}
; A
)
− θ
(
DA
{
dγγ−1|A ([X,Y]A)
}
; A
)
,
=Θ|A
(
XA,YA
)
+ d θ
(
DA
{
dγγ−1|A
}
; A
) (
XA,YA
)
.
Which is finally, using (49),
Θ
γ = Θ + d θ
(
DA
{
dγγ−1
}
; A
)
= Θ + d
(
dθ
(
dγγ−1; A
)
− E
(
dγγ−1; A
))
, (59)
consistent with (54) - given again that d commute with pullbacks (here [Ψ⋆, d] = 0). This gives us the H-gauge
transformation of the presymplectic 2-form,
Θ
γ
Σ
= ΘΣ +
∫
∂Σ
dθ
(
dγγ−1; A
)
−
∫
Σ
dE
(
dγγ−1; A
)
. (60)
This is indeed consistent with (55). As for θΣ, the presymplectic 2-form is then basic, H-invariant, if we are on-
shell and if either ∂Σ = ∅ or A and/or the gauge parameter χ/γ are required to vanish at ∂Σ or at infinity. In which
case it induces a symplectic 2-form on S/H .
We now apply the above general results to obtain the Noether charge as well as the presymplectic potential
and 2-forms (and their field-dependent gauge transformations) for Yang-Mills theory, for 3D-C-gravity without
cosmological constant, and 4D for gravity with or without cosmological constant. May the reader excuse the
repetitive nature of the exposition, which is design so that each example can be read independently of the others.
5.1.1 Yang-Mills theory
The Lagrangian of the theory LYM(A) =
1
2
Tr(F∗F) is invariant underH = SU(n), and dLYM gives the field equations
EYM = EYM(dA; A) = Tr
(
dADA ∗F
)
and the presymplectic potential current θYM = θYM(dA; A) = Tr
(
dA ∗F
)
.
By (50), the Noether charge is thus
QYMΣ (χ; A) =
∫
∂Σ
θYM(χ; A) −
∫
Σ
EYM(χ; A),
=
∫
∂Σ
Tr
(
χ ∗F
)
−
∫
Σ
Tr
(
χDA∗F
)
. (61)
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The presymplectic 2-form current is ΘYMΣ =
∫
Σ
dθYM = −
∫
Σ
Tr
(
dA ∗dF
)
and by (51) relates to the charge as
ιχvΘ
YM
Σ = −dQ
YM
Σ (χ; A) = −
∫
∂Σ
Tr
(
χ ∗dF
)
+
∫
Σ
Tr
(
χ dDA∗F
)
. (62)
By (53) it induces the Poisson bracket of charges
{
QYM
Σ
(χ; A),QYM
Σ
(η; A)
}
= QYM
Σ
([χ, η]; A), as can be checked explic-
itly. From (55) and (60) we get theH = SU(n) gauge transformations of the presymplectic potential and 2-form
(θYMΣ )
γ = θYMΣ +
∫
∂Σ
θYM
(
dγγ−1; A
)
−
∫
Σ
EYM
(
dγγ−1; A
)
,
= θYMΣ +
∫
∂Σ
Tr
(
dγγ−1 ∗F
)
−
∫
Σ
Tr
(
dγγ−1 DA∗F
)
, (63)
(ΘYMΣ )
γ = ΘYMΣ +
∫
∂Σ
dθYM
(
dγγ−1; A
)
−
∫
Σ
dEYM
(
dγγ−1; A
)
,
= ΘYMΣ +
∫
∂Σ
dTr
(
dγγ−1 ∗F
)
−
∫
Σ
dTr
(
dγγ−1 DA∗F
)
. (64)
This is verified algebraically, by using (15) and (18) in (θYM
Σ
)γ =
∫
Σ
Tr
(
dAγ ∗Fγ
)
and (ΘYMΣ )
γ = −
∫
Σ
Tr
(
dAγ ∗
dFγ
)
. Clearly, only on-shell and under proper boundary conditions are these basic forms on A, and thus induce a
symplectic structure on S/H .
Finally, we can illustrate (56) by giving theH-gauge transformation of the field equations
E
γ
YM = EYM + dEYM
(
dγγ−1; A
)
= E + d Tr
(
dγγ−1DA ∗F
)
, (65)
which is verified algebraically by E
γ
YM = EYM
(
dAγ; Aγ
)
.
5.1.2 3D-C-gravity Λ , 0
We describe the theory in terms the underlying Cartan geometry (P, A¯) with P a H-principal bundle equipped
with a LieG-valued Cartan connection A¯, specifying the pair of groups (G,H) on which it is based. In Euclidean
signature, for either sign of the cosmological constant Λ we have
(
Spin(4), SU(2)
)
, with Spin(4) ≃ SU(2) × SU(2).
In Lorentzian signature, for Λ > 0 we have
(
SL(2,C), SU(1, 1)
)
, and for Λ < 0 we have
(
Spin(2, 2), SU(1, 1)
)
with
Spin(2, 2) ≃ SL(2,R) × SL(2,R) and SU(1, 1) ≃ SL(2,R). In all cases the Cartan connection splits as A¯ = A + 1
ℓ
e,
with 1
ℓ2
=
2|Λ|
(n−1)(n−2)
= |Λ| for n = 3 = dimM, and correspongingly the curvature splits as F¯ = F + 1
ℓ
T . The gauge
group H acts as RγA = A
γ = γ−1Aγ + γ−1dγ and Rγe = e
γ = γ−1eγ, so that Fγ = γ−1Fγ and T γ = γ−1Tγ.
The Lagrangian is L(A¯) = L(A, e) = Tr
(
eF
)
= Tr
{
e
(
R − ε
3ℓ2
ee
)}
, with ε = ±1 the sign of Λ. It is H-invariant,
and from the viewpoint of Cartan geometry, there is no other gauge symmetry. From dL, since dA¯ = dA + de, one
finds the field equations E = E(dA¯; A¯) = Tr
(
de F + dAT
)
= Tr
(
de
(
R − ε
ℓ2
ee
)
+ dADAe
)
, and the presymplectic
potential current θ = θ(dA¯; A¯) = Tr
(
dA e
)
. By (50) the Noether charge is
QΣ(χ; A¯) =
∫
∂Σ
θ(χ; A¯) −
∫
Σ
E(χ; A¯) =
∫
∂Σ
Tr
(
χ e
)
−
∫
Σ
Tr
(
χDAe
)
. (66)
Remark that since χ ∈ LieH , only the piece of the field equations linear in dA contributes to the transformation
formula. By (51), the presymplectic 2-form ΘΣ =
∫
Σ
dθ = −
∫
Σ
Tr
(
dA de
)
relates to the charge as
ιχvΘΣ = −dQΣ(χ; A) = −
∫
∂Σ
Tr
(
χde
)
+
∫
Σ
Tr
(
χ dDAe
)
. (67)
and by (53) it induces the Poisson bracket of charges
{
QΣ(χ; A¯),QΣ(η; A¯)
}
= QΣ([χ, η]; A¯), as is easily verified. By
(55) and (60) we have the field-dependent H-gauge transformations
θ
γ
Σ
= θΣ +
∫
∂Σ
θ
(
dγγ−1; A
)
−
∫
Σ
E
(
dγγ−1; A
)
= θΣ +
∫
∂Σ
Tr
(
dγγ−1e
)
−
∫
Σ
Tr
(
dγγ−1 DAe
)
. (68)
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Θ
γ
Σ
= ΘΣ +
∫
∂Σ
dθ
(
dγγ−1; A
)
−
∫
Σ
dE
(
dγγ−1; A
)
,= ΘΣ +
∫
∂Σ
dTr
(
dγγ−1e
)
−
∫
Σ
dTr
(
dγγ−1 DAe
)
. (69)
Here again, only the piece of the field equations linear in dA can contribute to the transformation formulae, since
the 1-form dγγ−1 is LieH-valued. These can also be verified algebraically using (21) in θ
γ
Σ
=
∫
Σ
Tr
(
dAγeγ
)
and
Θ
γ
Σ
= −
∫
Σ
Tr
(
dAγdeγ
)
.
The normal Cartan connection A¯ = A¯(e) in this case must simply be torsion-free, DAe = 0. Which means that
A = A(e) is the Levi-Civita connection. This is enforced by the field equations. But one may choose to start with a
normal connection from the onset, so that the field equation reduces to E = Tr
(
de
(
R − ε
ℓ2
ee
))
. In which case even
off-shell we have
QΣ(χ; A¯) =
∫
∂Σ
Tr
(
χ e
)
|N and ιχvΘΣ = −
∫
∂Σ
Tr
(
χde
)
|N ,
and theH-gauge transformations of the presymplectic potential and 2-form are
θ
γ
Σ
= θΣ +
∫
∂Σ
Tr
(
dγγ−1e
)
|N and Θ
γ
Σ
= ΘΣ +
∫
∂Σ
dTr
(
dγγ−1e
)
|N .
Only proper boundary conditions are needed for these to be basic and descend, off-shell, as forms onA/H . On-shell
they give symplectic potential and 2-form on the physical phase space S/H . Finally, by (56)
Eγ = E + dE
(
dγγ−1; A
)
= E + d Tr
(
dγγ−1DAe
)
= E |N ,
which is verified algebraically by Eγ = E
(
dAγ; Aγ
)
, again with the help of (21).
5.1.3 4D Einstein-Cartan gravity
Before giving applications to 4D gravity in this section and the next, we must say a word about the invariant
multilinear map we will use to built the Lagrangians in an index-free way. Consider P : ⊗kM(2k,K)→ K given by
P
(
A1, . . . , Ak
)
= A1 • . . . • Ak := A
i1i2
1
A
i3i4
2
. . . A
i2k−1i2k
k
εi1 ...i2k , (70)
where the second equality defines the notation. Given G ∈ GL(2k,K), it satisfies the identity
P
(
GTA1G, . . . ,G
TAkG
)
= GTA1G • . . . •G
TAkG,
= Gi1 j1A
j1 j2
1
G j2
i2 Gi3 j3A
j3 j4
2
G j4
i4 . . . Gi2k−1 j2k−1A
j2k−1 j2k
k
G j2k
i2k εi1...i2k ,
= det(G) A
j1 j2
1
A
j3 j4
2
. . . A
j2k−1 j2k
k
ε j1... j2k ,
= det(G) A1 • . . . • Ak = det(G) P
(
A1, . . . , Ak
)
. (71)
Then, P is SO(2k)-invariant, since for S ∈ SO(2k), S T = S −1, we have P
(
S −1A1S , . . . , S
−1AkS
)
= P
(
A1, . . . , Ak
)
.
Also, given some matrix M ∈ M(2k,K) decomposed as the sum of its symmetric and antisymmetric parts M =
1/2(M + MT ) + 1/2(M − MT ) =: S + A, we have
M • A2 • . . . • Ak =
(
✟✟Si1i2 + Ai1i2
)
A
i3i4
2
. . . A
i2k−1i2k
k
εi1i2 ...i2k = A • A2 . . . • Ak. (72)
We have then actually and Ad
(
SO(2k)
)
-invariant map P : ⊗kso(2k) → K.31 We can use it to write the Lagrangians
of even dimensional gravity theories.
In particular the gauge formulation of 4D gravity with Λ = 0, that we will call Einstein-Cartan (EC) gravity, is
based on a Cartan geometry modelled on (G,H) =
(
SO(1, 3) ⋉ R4, SO(1, 3)
)
with underlying homogeneous space
G/H ∼ R4. Equipped with the Minkowski metric η = ηab, the latter is Minkowski space M =
{
R
4, η
}
. This is
a reductive geometry, the Cartan connection thus splits as A¯ = A + e and so does its curvature F¯ = R + T =
(dA + A2) + DAe. The gauge group is H = SO(1, 3), and acts on the connection as Aγ = γ−1Aγ + γ−1dγ and
eγ = γ−1e, so that Rγ = γ−1Rγ and T γ = γ−1T .
31Remark that the diagonal combination P(A, . . . , A) = Pf(A) is the Pfaffian of the 2k × 2k antisymmetric matrix A, which is the square
root of its determinant Pf(A)2 = det(A). Conversely, P is the polarisation of the Pfaffian polynomial.
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Remembering that for X ∈ so(1, 3) we have by definition Xη−1 ∈ so(4), we get that Rη−1 is so(4)-valued. And
since γη−1 = η−1γ−1T , we have (Rη−1)γ = γ−1Rγη−1 = γ−1Rη−1γ−1T . Also, since e is a R4-valued 1-form, e ∧ eT is
a antisymmetric matrix as we have
(
e ∧ eT
)T
= −e ∧ eT . It transforms as
(
e ∧ eT
)γ
= eγ ∧ (eγ)T = γ−1e ∧ eTγ−1T .
The Lagrangian of 4D EC gravity Λ = 0 can then be written
LEC(A¯) = LEC(A, e) = P
(
Rη−1, e ∧ eT
)
= R • e ∧ eT = Rabecedεabcd, (73)
where η−1 behind R is tacit in the third equality, as it will be from now on in front of any so(1, 3)-valued variable
when using the ‘bullet’ notation for P. It is manifest that R⋆γ LEC = LEC, with γ ∈ SO(1, 3).
If we notice that d(e ∧ eT ) = de ∧ eT + e ∧ deT is the antisymmetric part of 2de ∧ eT , and that in the same way
DAe ∧ eT − e ∧ (DAe)T is the antisymmetric part of 2DAe ∧ eT , since again dA¯ = dA + de, it is easily found from
dLEC that the field equations and presymplectic potential current are
EEC = EEC
(
dA¯; A¯
)
= 2
(
dA • DAe ∧ eT + de ∧ eT • R
)
, and θEC = θEC(dA¯; A¯) = dA • e ∧ e
T . (74)
The ground state of the theory is the homogeneous space of the underlying Cartan geometry, i.e. Minskowski space
G/H ∼ M. Given χ ∈ LieSO(1, 3), by (50) the Noether charge is
QECΣ (χ; A¯) =
∫
∂Σ
θEC(χ; A¯) −
∫
Σ
EEC(χ; A¯) =
∫
∂Σ
χ • e ∧ eT − 2
∫
Σ
χ • DAe ∧ eT . (75)
Here again, only the piece of EEC linear in dA can contribute to the result. By (51), the presymplectic 2-form
Θ
EC
Σ
=
∫
Σ
dθEC = −2
∫
Σ
dA • de ∧ eT relates to the charge as
ιχvΘ
EC
Σ = −dQ
EC
Σ (χ; A) = −2
∫
∂Σ
χ • de ∧ eT + 2
∫
Σ
χ • d
(
DAe ∧ eT
)
, (76)
and generates by (53) the Poisson bracket of Lorentz charges
{
QEC
Σ
(χ; A¯),QEC
Σ
(η; A¯)
}
= QEC
Σ
([χ, η]; A¯). From (55) and
(60), the SO(1, 3)-gauge transformations of the presymplectic potential and 2-form are
(θECΣ )
γ = θECΣ +
∫
∂Σ
θEC
(
dγγ−1; A¯
)
−
∫
Σ
EEC
(
dγγ−1; A¯
)
,
= θECΣ +
∫
∂Σ
dγγ−1 • e ∧ eT − 2
∫
Σ
dγγ−1 • DAe ∧ eT , (77)
(ΘECΣ )
γ = ΘECΣ +
∫
∂Σ
dθEC
(
dγγ−1; A¯
)
−
∫
∂Σ
dEEC
(
dγγ−1; A¯
)
,
= ΘECΣ +
∫
∂Σ
d
(
dγγ−1 • e ∧ eT
)
− 2
∫
Σ
d(dγγ−1 • DAe ∧ eT ). (78)
Still, only the piece of EEC linear in dA contributes since dγγ
−1 is LieSO(1, 3)-valued. These can also be verified
algebraically using (21) in (θEC
Σ
)γ =
∫
Σ
dAγ • eγ ∧ (eγ)T and (ΘEC
Σ
)γ = −
∫
Σ
dAγ • 2deγ ∧ (eγ)T . The same comments
apply for the result given by (56)
E
γ
EC = EEC + dEEC
(
dγγ−1; A
)
= EEC + 2d
(
dγγ−1 • DAe ∧ eT
)
. (79)
The normal Cartan connection A¯ = A¯(e) is simply torsion-free, DAe = 0, so that A = A(e) is the Levi-Civita
connection. To have this enforced by the field equation maybe seen as too strong a constraint, and instead we could
admit normality from the beginning so that the field equation reduces to EEC = de ∧ e
T • R |N , and E
γ
EC = EEC |N .
In which case, off-shell we get
QECΣ (χ; A¯) =
∫
∂Σ
χ • e ∧ eT |N and ιχvΘ
EC
Σ = −2
∫
∂Σ
χ • de ∧ eT |N
and theH-gauge transformation of the presymplectic potential and 2-form are
(θECΣ )
γ = θECΣ +
∫
∂Σ
dγγ−1 • e ∧ eT |N and (Θ
EC
Σ )
γ = ΘECΣ +
∫
∂Σ
d
(
dγγ−1 • e ∧ eT
)
|N .
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We then only need adequate boundary conditions for these to give, off-shell, symplectic potential and 2-form on the
physical phase space S/H .
We can add a cosmological constant term to LEC so as to obtain the new SO(1, 3)-invariant Lagrangian
LEC-Λ(A¯) = LEC-Λ(A, e) = P
(
Rη−1, e ∧ eT
)
= R • e ∧ eT − ε
2ℓ2
e ∧ eT • e ∧ eT =
(
Rabeced − Λ
6
eaebeced
)
εabcd, (80)
with 1
ℓ2
=
2|Λ|
(n−1)(n−2)
=
|Λ|
3
for n = 4 = dimM, and ε = ± is the sign of Λ. The field equations change into
EEC-Λ = EEC-Λ
(
dA¯; A¯
)
= 2
(
dA • DAe ∧ eT + de ∧ eT •
(
R − ε
ℓ2
e ∧ eT
))
, (81)
which changes the ground state of the theory, which is no more the homogeneous space of the underlying Cartan
geometry, but de Sitter (ε = +1) or anti-de Sitter (ε = −1) space. The presymplectic potential current remains
unchanged: θEC-Λ = θEC = dA • e ∧ e
T .32 Thus, the Noether charge is the same as for LEC (75), and Θ
EC-Λ
Σ = Θ
EC
Σ so
the Poisson bracket of charge is identical as well. As furthermore EEC-Λ and EEC share the piece linear in the Lorentz
parameter, the SO(1, 3)-gauge transformation formulae for θEC-Λ
Σ
and ΘEC-ΛΣ are identical to (77)-(78).
We observe that for neither LEC nor LEC-Λ does the Noether charge vanish on the ground state of the theory,
which sets the mass-energy reference. Also, for solutions of the field equations that decay asymptotically to the
ground state (e.g. isolated star systems, black holes ...) θEC
Σ
and ΘEC
Σ
are not SO(1, 3)-invariant, thus do not induce
a symplectic structure on S/H , unless boundary conditions on the gauge parameter are specified.
5.1.4 4D MacDowell-Mansouri gravity
As a manner of preparation, we first consider the topological theory given by LEuler(A) =
1
2
R•R, with A a connection
on P
(
M, SO(1, 3)
)
and R = dA + 1/2[A, A] the Riemann curvature. This Lagrangian is (proportional to) the Euler
density of M, e(M) := 1
(2π)4
Pf(R). It clearly has trivial H = SO(1, 3)-equivariance, R⋆γ LEuler = LEuler. From dLEuler
we find that EEuler = dA •D
AR ≡ 0 by the Bianchi identity, and the presymplectic potential current is θEuler = dA •R.
All the quantities to follow are therefore automatically on-shell. For χ ∈ LieSO(1, 3), the Noether charge is
QEulerΣ (χ; A) =
∫
∂Σ
χ • R, (82)
and it relates by (51) to the presymplectic 2-form ΘEulerΣ = −
∫
Σ
dA • dR = 1
2
∫
∂Σ
(
dA • dA
)
, so that by (53) the latter
generates the Poisson bracket of charges. We have the SO(1, 3)-gauge transformations given by (55) and (60)
(θEulerΣ )
γ = θEulerΣ +
∫
∂Σ
(
dγγ−1 • R
)
, and (ΘEulerΣ )
γ = ΘEulerΣ +
∫
∂Σ
d
(
dγγ−1 • R
)
. (83)
We now define 4D MacDowell-Mansouri (MM) gravity as the gauge theory of gravity based on the Cartan
geometry (P, A¯) modeled on either (G,H) =
(
SO(1, 4), SO(1, 3)
)
for Λ ≥ 0, or (G,H) =
(
SO(2, 3), SO(1, 3)
)
for
Λ ≤ 0.33 In the first case the homogeneous space is G/H ∼ dS 4 the de Sitter space, and in the second it is anti-
de Sitter space G/H ∼ AdS 4. The geometry being reductive, the Cartan connection splits as A¯ = A +
1
ℓ
e, and
correspondingly the curvature is F¯ = F + 1
ℓ
T =
(
R − ε
ℓ2
eet
)
+ 1
ℓ
DAe, where et := eTη = eaηab. Or in matrix form,
A¯ =
(
A 1
ℓ
e
−ε
ℓ
et 0
)
, F¯ = dA¯ + A¯2 =
(
F 1
ℓ
T
−ε
ℓ
T t 0
)
=
(
R − ε
ℓ2
eet 1
ℓ
DAe
−ε
ℓ
(DAe)t 0
)
.
The homogeneous spaceG/H is by definition Cartan flat, F¯ = 0, so it is torsion-free and satisfies F = 0→ R = ε
ℓ
eet.
The normal Cartan connection A¯ = A¯(e) is simply defined by DAe = 0, making A = A(e) the Levi-Civita connection.
32In that respect the cosmological constant acts like a mass term in massive YM theory which also changes the field equations of m = 0
YM theory but doesn’t affect the presymplectic potential. While such a mass term compromises the gauge invariance of the Lagrangian in
massive YM theory, the cosmological constant term does not in gravity.
33See [93; 94] for a discussion of the link between Cartan geometry and MM gravity.
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The gauge group is H = SO(1, 3) and acts on A, e, R and T as in EC gravity. So, defining the Lagrangian of
4D MM gravity as
LMM(A¯) = LEuler(A) −
ε
ℓ2
LEC-Λ(A¯) =
1
2
R • R − ε
ℓ2
(
R • e ∧ eT − ε
2ℓ2
e ∧ eT • e ∧ eT
)
, (84)
its trivial SO(1, 3)-equivariance is manifest, R⋆γ LMM = LMM.
34 From dLMM = dLEuler −
ε
ℓ2
dLEC-Λ we found the field
equations and presymplectic potential to be respectively,
EMM = ✟✟
✟EEuler −
ε
ℓ2
EEC-Λ = −
ε
ℓ2
2
{
dA • DAe ∧ eT + de ∧ eT •
(
R − ε
ℓ2
e ∧ eT
)}
, (85)
θMM = θEuler −
ε
ℓ2
θEC-Λ = θEuler −
ε
ℓ2
θEC = dA •
(
R − ε
ℓ2
e ∧ eT
)
. (86)
Given χ ∈ LieSO(1, 3), by (50) the Noether charge is found to be
QMMΣ (χ; A¯) =
∫
∂Σ
θMM(χ; A¯) −
∫
Σ
EMM(χ; A¯) =
∫
∂Σ
χ •
(
R − ε
ℓ2
e ∧ eT
)
+ ε
ℓ2
2
∫
Σ
χ • DAe ∧ eT . (87)
=
∫
∂Σ
χ •
(
R − ε
ℓ2
e ∧ eT
)
|N ,
and of course QMM
Σ
(χ; A¯) = QEuler
Σ
(χ; A) − ε
ℓ2
QEC
Σ
(χ; A¯). The presymplectic 2-form of 4D MM gravity
Θ
MM
Σ =
∫
Σ
dθMM = ΘEulerΣ −
ε
ℓ2
Θ
EC
Σ = −
∫
Σ
dA • d
(
R − ε
ℓ2
e ∧ eT
)
(88)
is such that by (51)
ιχvΘ
MM
Σ = −dQ
MM
Σ (χ; A) = −
∫
∂Σ
χ • d
(
R − ε
ℓ2
e ∧ eT
)
− ε
ℓ2
2
∫
Σ
χ • d
(
DAe ∧ eT
)
, (89)
= −
∫
∂Σ
χ • d
(
R − ε
ℓ2
e ∧ eT
)
|N . (90)
One thus verifies that, in accord with (53), it generates the Poisson bracket
{
QMM
Σ
(χ; A¯),QMM
Σ
(η; A¯)
}
= QMM
Σ
([χ, η]; A¯).
From (55) and (60), the SO(1, 3)-gauge transformations of the presymplectic potential and 2-form are
(θMMΣ )
γ = θMMΣ +
∫
∂Σ
θMM
(
dγγ−1; A¯
)
−
∫
Σ
EMM
(
dγγ−1; A¯
)
,
= θMMΣ +
∫
∂Σ
dγγ−1 •
(
R − ε
ℓ2
e ∧ eT
)
+ ε
ℓ2
2
∫
Σ
dγγ−1 • DAe ∧ eT , (91)
= θMMΣ +
∫
∂Σ
dγγ−1 •
(
R − ε
ℓ2
e ∧ eT
)
|N ,
(ΘMMΣ )
γ = ΘMMΣ +
∫
∂Σ
dθMM
(
dγγ−1; A¯
)
−
∫
∂Σ
dEMM
(
dγγ−1; A¯
)
,
= ΘMMΣ +
∫
∂Σ
d
(
dγγ−1 •
(
R − ε
ℓ2
e ∧ eT
))
+ ε
ℓ2
2
∫
Σ
d(dγγ−1 • DAe ∧ eT ), (92)
= ΘMMΣ +
∫
∂Σ
d
(
dγγ−1 •
(
R − ε
ℓ2
e ∧ eT
))
|N
.
Here again, only the piece of EMM linear in the Lorentz parameter contributes since dγγ
−1 is LieSO(1, 3)-valued.
These formulas are verified algebraically using (21).The same goes for the result given by (56)
E
γ
MM = EMM + dEMM
(
dγγ−1; A
)
= EMM −
ε
ℓ2
2 d
(
dγγ−1 • DAe ∧ eT
)
, (93)
= EMM |N .
It is noteworthy that in 4D MM gravity - and contrary to EC gravity - the Noether charges do indeed vanish
on the the ground state of the theory, i.e. the homogeneous (anti-) de Sitter space G/H, which sets the zero mass-
energy reference. Also, for solutions of the theory that asymptotically decay to the ground state, both θMM
Σ
and ΘMMΣ
are SO(1, 3)-invariant, and thus induce respectively a symplectic potential and 2-form on the physical phase space
S/H , without restrictive boundary conditions. This shows there are benefits to taking Cartan geometry seriously.
34For arbitrary choices of coefficients in front of the three terms, this is otherwise known as the Lagrangian of 4D Zumino-Lovelock
gravity. See [95], [96] section 4.1, or [97] and references therein.
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5.2 Presymplectic structure for non-invariant (c-equivariant) Lagrangians
We now consider Lagrangians that are c-equivariant 0-forms on A, so s.t. R⋆γ L = L + c( ; γ) for γ ∈ H .
Infinitesimally this means the classical anomaly is given by
LχvL|A = ιχv dL|A =
d
dτ
c(A; eτχ)
∣∣∣
τ=0
=: α(χ; A), (94)
where χv ∈ Γ(VA) and χ ∈ LieH . We can no longer say that L factors through the curvature map F, so we will only
assume that it is of the form L(A) = L˜([F]; A), with L˜ a Ad(H)-invariant symmetric multilinear map (as is virtually
always the case) and [F] denoting F-dependent terms. Then we can write
dL|A = L˜(d[F]; A) + L˜([F]; A; dA) = L˜
(
DA(dA); [F]; A
)
+ L˜(dA; [F]; A),
= dL˜
(
dA; [F]; A
)
+ L˜
(
dA;DA{[F]; A}
)
+ L˜(dA; [F]; A),
=: dθ(dA; A) + E(dA; A) = dθ|A + E|A.
where in the third equality the Leibniz identity and Ad(H)-invariance of L˜ was used. We thus see that this time E
contains a piece that is not coming from the integration by parts of the term linear in DA(dA).
As we’ve seen, the de Rham derivative doesn’t preserve the space of c-equivariant forms, we have that dL =
E + dθ has equivariance
R⋆γ dL = dR
⋆
γ L = dL + dc( ; γ).
R⋆γ E + R
⋆
γdθ = E + dθ + dc( ; γ).
A priori, one can imagine that the respective H-equivariances of E and θ can be anything that add up to dc( ; γ).
To say something general we must make assumptions. One can for example entertain two extreme possibilities.
The first would be to assume R⋆γ E = E + dc( ; γ) and R
⋆
γ θ = θ. In this case the presymplectic structure is
obtained as in section 5.1, but the theory is quite badly behaved as a H-gauge transformation brings us off-shell.
Such a case is of limited interest, so we will not spent too much time on it and defer its treatment to appendix E.
In the following, we will rather focus on the more subtle case of theories satisfying
R⋆γ E = E so that R
⋆
γdθ = dθ + dc( ; γ). (95)
Call this our hypothesis 0. The theory is better behaved and its presymplectic structure is richer: we will need
further restricting hypothesis to obtain results of some generality.
Noether current and charge: Of course it is still true that d2L = 0 = dE + dΘ with Θ = dθ, so that dΘ = 0 and
Θ is still the candidate presymplectic form. From (95) follows that we must have dc( , γ) = db(γ) where b(γ) is a
variational 1-form (notice this doesn’t mean that c( , γ) is d-exact). The latter is obviously linear in dA, but it can
furthermore be written (up to d-exact terms) as linear in underived dA. The H-equivariance of the presymplectic
potential current is thus
R⋆γ θ = θ + b(γ), infinitesimally this is Lχvθ =
d
dτ
b(eτχ)
∣∣∣
τ=0
=: α(χ), (96)
= θ + b(dA; γ),
By Cartan formula the latter equation is also
ιχvΘ = −d(ιχvθ) + α(χ). (97)
Hypothesis 0 gives a constraint on α(γ). Indeed R⋆γ E = E is infinitesimally Lχv E = 0, which gives
ιχv dE + dιχv E = −ιχvdΘ + d
(
− ιχvdθ + α(χ; A)
)
= 0, by (94).
֒→ d
(
ιχvΘ + d(ιχvθ)
)
= dα(χ; A), which is dα(χ) = dα(χ; A), by (97). (98)
This last relation will be used latter on.
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Remark that since by (94) we have on-shell d(ιχvθ) = α(χ; A), if the Noether current was defined the usual way
it would have an anomalous conservation law. As things stand, we couldn’t say more. But suppose the classical
anomaly is d-exact
α(χ; A) = dβ(χ; A), (99)
call this our hypothesis 1 (it is independent of (95), hypothesis 0), then we can define a conserved Noether current by
J(χ; A) = ιχvθ − β(χ; A) − dQ(χ; A). (100)
But if this current is to generate H-gauge transformations it must be related to Θ in such a way that the exact term
cannot be arbitrary. Wemust indeed have, ιχvΘ = −dJ(χ; A), that is−d(ιχvθ)+α(χ) = −d
(
ιχvθ − β(χ; A) − dQ(χ; A)
)
.
This gives a constraint that we take to be the definition of dQ(χ; A):
ddQ(χ; A) = α(χ) − dβ(χ; A). (101)
As we are ultimately interested in on-shell quantities, we can refine our definition of the current so as to express
it in terms of the field equations. Since by hypothesis we have R⋆γ E = E, we can write E = E
(
dA; A
)
= L˜
(
dA; [Ω]
)
where [Ω] denotes collectively tensorial terms. Then ιχv E = E
(
DAχ; A
)
= L˜
(
DAχ; [Ω]
)
= dL˜(χ; [Ω])−L˜
(
χ;DA[Ω]
)
=
dE(χ; A) − L˜
(
χ;DA[Ω]
)
. But under hypothesis 1, (94) is: −ιχv E = d
(
ιχvθ − β(χ; A)
)
. Thus L˜
(
χ;DA[Ω]
)
≡ 0 since it
is linear in underived χ. We have then −dE(χ; A) = d
(
ιχvθ − β(χ; A)
)
, which integrates into
ιχvθ − β(χ; A) = −E(χ; A) + dQ˜(χ; A). (102)
We take this equation to define dQ˜(χ; A). Then we have the alternative form of the Noether current,
J(χ; A) = dQ˜(χ; A) − dQ(χ; A) − E(χ; A), (103)
from which appears immediately that it is d-exact on-shell. The corresponding Noether charge is then,
QΣ(χ; A) :=
∫
Σ
J(χ; A) =
∫
∂Σ
(
Q˜(χ; A) − Q(χ; A)
)
−
∫
Σ
E(χ; A). (104)
It is immediate that in the absence of anomaly, (103)-(104) reduce to (49)-(50).
Poisson bracket: Defining as usual the presymplectic form as ΘΣ :=
∫
Σ
Θ, we have by construction of our
current and charge: ιχvΘΣ = −dQΣ(χ; A). We can thus define the Poisson bracket of charges the usual way:{
QΣ(χ; A),QΣ(η; A)
}
:= ΘΣ
(
χv, ηv
)
=
∫
Σ
Θ
(
χv, ηv
)
. To see if it is well-behaved, let us compute
Θ
(
χv, ηv
)
= ιηv
(
ιχvΘ
)
= −ιηv
(
d(ιχvθ) − α(χ)
)
= −Lηv ιχvθ + ιηvα(χ),
= −ιχv Lηvθ − ι[ηv, χv]θ + ιηvα(χ) = −ιχvα(η) + ιηvα(χ) + ι[χ,η]vθ, by (96). (105)
To make progress, we can take advantage of elements of twisted geometry. Adapting the discussion of section
4.2.1 to classical anomalies, were we to endow A with a twisted connection A˜, it would satisfy by definition
A˜|A(χ
v
|A
) = α(χ, A). Its curvature F˜ would give us a consistency condition
F˜|A
(
χvA, η
v
A
)
= dA˜|A
(
χvA, η
v
A
)
= χv
(
A˜|A(η
v
A)
)
− ηv
(
A˜|A(χ
v
A)
)
− ι[χv, ηv] A˜,
0 = ιχv d
(
A˜|A(η
v
|A)
)
− ιηv d
(
A˜|A(χ
v
|A)
)
− ι[χ, η]v A˜.
֒→ ιχv dα(χ; A) − ιηv dα(η; A) = α
(
[χ, η]; A
)
.
By the identity (98) and hypothesis 1, eq.(99), this gives us d
(
ιχvα(η) − ιηvα(χ)
)
= dβ
(
[χ, η]; A
)
which integrates as
ιχvα(η) − ιηvα(χ) = β
(
[χ, η]; A
)
− dA
(
⌊ χ, η⌋; A
)
, (106)
where dA
(
⌊ χ, η⌋; A
)
is antisymmetric in χ and η, as the notation suggests, and we take this equation as defining it.
Injecting (106) into (105) and using our first definition (100) of the Noether current, we get
Θ
(
χv, ηv
)
= dA
(
⌊ χ, η⌋; A
)
− β
(
[χ, η]; A
)
+ ι[χ,η]vθ = dA
(
⌊ χ, η⌋; A
)
+ J
(
[χ, η]; A
)
+ dQ
(
[χ, η]; A
)
. (107)
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The Poisson bracket of Noether charges induced by the presymplectic 2-form ΘΣ is then
{
QΣ(χ; A),QΣ(η; A)
}
= QΣ([χ, η]; A) + C (χ, η) (108)
with C (χ, η) :=
∫
∂Σ
A
(
⌊ χ, η⌋; A
)
+ Q
(
[χ, η]; A
)
.
It is thus anomalous, and the anomaly is a boundary term (in coherence with (99)). More is true: the Lie algebra
of Noether charges
(
QΣ( ; A),
{
,
})
is a central extension of LieH . We collect basic definitions about Lie algebra
extensions in appendix F. As reminded there, to prove the above statement one just need to show that C is a
2-cocycle on LieH , i.e. that in addition to being antisymmetric in χ and η - which it obviously is - it satisfies
C (χ, [η, ζ]) + C (η, [ζ, χ]) + C (ζ, [χ, η]) ≡ 0. This we show in appendix F.1.
It is still the case that through the action of the Poisson bracket (108), Noether charges are generators ofH-gauge
transformations:
{
QΣ(χ; A),
}
acting on functionals onA generates the infinitesimal action by χv, see appendix D.
To recapitulate, given the c-equivariant Lagrangian L of a theory, the different stages of the the algorithm are:
i Check hypothesis 0, eq. (95).
ii Check hypothesis 1, eq. (99), and determine β(χ; A).
iii Determine α(χ) by (96).
iv Determine dQ(χ; A) by (101) and dQ˜(χ; A) by (102)⇒ built J(χ; A) and QΣ(χ; A).
v Determine dA
(
⌊ χ, η⌋; A
)
by (106)⇒ obtain the anomalous Poisson bracket of Noether charges.
Remark that actually we don’t necessarily need the finite c-equivariances of the Lagrangian L and θ, we only need
the infinitesimal versions.
Field-dependent gauge transformations: As always, to get theH-gauge transformations of E, θ and Θ we only
need their H-equivariance and verticality properties. For E the situation is exactly as in section 5.1, and the result
identical to eq. (56):
Eγ|A(XA) :=
(
Ψ
⋆E
)
|A(XA) = . . . = E|A
(
XA
)
+ dE
(
{dγγ−1|A (XA)}; A
)
Eγ = E + dE
(
dγγ−1; A
)
. (109)
This is confirmation that the theory is well-behaved, as the action ofH does not takes us off-shell.
Now, under hypothesis 0 and 1, θ has H-equivariance given by (96) and its verticality can be taken to be
determined by (102). Thus,
θγ|A(XA) :=
(
Ψ
⋆θ
)
|A(XA) = θAγ
(
Ψ⋆XA
)
= θ|Aγ
(
Rγ(A)⋆
(
XA +
{
dγγ−1|A(XA)
}v
A
))
by (12),
= R⋆γ(A)θ|Aγ
(
XA +
{
dγγ−1|A(XA)
}v
A
)
,
=
(
θ|A + b
(
γ(A)
) )
|A
(
XA +
{
dγγ−1 |A(XA)
}v
A
)
by (96),
= θ|A
(
XA
)
− E
(
dγγ−1|A (XA); A
)
+ dQ˜
(
{dγγ−1|A (XA)}; A
)
+ β
(
{dγγ−1|A (XA)}; A
)
+ b
(
γ(A)
)
|A(XA) + b
(
DA
{
dγγ−1|A (XA)
}
;γ(A)
)
by (102),
that is θγ = θ + dQ˜
(
dγγ−1; A
)
− E
(
dγγ−1; A
)
+ β
(
dγγ−1; A
)
+ b
(
γ(A)
)
|A + b
(
DA
{
dγγ−1
}
;γ(A)
)
. (110)
It is clear how, in the absence of anomaly, this result reduces to (54). From this, theH-gauge transformation of the
presymplectic potential follows,
θ
γ
Σ
= θΣ +
∫
∂Σ
Q˜
(
dγγ−1; A
)
+
∫
Σ
−E
(
dγγ−1; A
)
+ β
(
dγγ−1; A
)
+ b
(
γ(A)
)
|A + b
(
DA
{
dγγ−1
}
;γ(A)
)
. (111)
Unfortunately we see that even on-shell and with boundary conditions, it is not basic because of the anomalous
terms. So it does not induce a well-defined symplectic potential on the physical phase space S/H .
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Turning our attention to Θ, under hypothesis 0 and 1 its verticality is determined by definition (of the current)
to be ιχvΘ = −dJ(χ; A). It follows that LχvΘ = ιχv✟✟dΘ + dιχvΘ = −d
2J(χ; A) = 0. From which we infer the
H-equivariance R⋆γΘ = Θ. Then,
Θ
γ
|A
(
XA,YA
)
:=
(
Ψ
⋆
Θ
)
|A(XA,YA) = Θ|Aγ (Ψ⋆XA,Ψ⋆YA) ,
=Θ|Aγ
(
Rγ(A)⋆
(
XA +
{
dγγ−1 |A(XA)
}v
A
)
,Rγ(A)⋆
(
YA +
{
dγγ−1|A(YA)
}v
A
))
,
=R⋆γ(A)Θ|Aγ
(
XA +
{
dγγ−1|A(XA)
}v
A
,YA +
{
dγγ−1|A(YA)
}v
A
)
,
=Θ|A
(
XA,YA
)
+Θ|A
(
XA,
{
dγγ−1|A(YA)
}v
A
)
+Θ|A
({
dγγ−1 |A(XA)
}v
A
,YA
)
+Θ|A
({
dγγ−1 |A(XA)
}v
A
,
{
dγγ−1 |A(YA)
}v
A
)
. (112)
To recognise some structure, let us consider intermediary results. Using the second definition (103) of the current,
we can rewritte (107) as,
Θ
(
χv, ηv
)
= dA
(
⌊ χ, η⌋; A
)
+ J
(
[χ, η]; A
)
+ dQ
(
[χ, η]; A
)
,
= dA
(
⌊ χ, η⌋; A
)
+ dQ˜
(
[χ, η]; A
)
− E
(
[χ, η]; A
)
.
So the last term of (112) is
Θ|A
({
dγγ−1|A(XA)
}v
A
,
{
dγγ−1 |A(YA)
}v
A
)
= dA
(
⌊ dγγ−1 |A(XA), dγγ
−1
|A(YA)⌋; A
)
+ dQ˜
([
dγγ−1|A(XA), dγγ
−1
|A(YA)
]
; A
)
− E
([
dγγ−1|A(XA), dγγ
−1
|A(YA)
]
; A
)
. (113)
We remind that
[
dγγ−1|A (XA), dγγ
−1
|A (YA)
]
= d
(
dγγ−1
)
|A(XA,YA),
= X ·
{
dγγ−1|A (YA)
}
− Y ·
{
dγγ−1|A (XA)
}
− dγγ−1A
([
X,Y
]
A
)
, (114)
Also, by Kozsul formula,
d
(
E
(
dγγ−1|A ; A
))
(XA,YA) = X · E
(
dγγ−1|A (YA); A
)
− Y · E
(
dγγ−1|A (XA); A
)
− E
(
dγγ−1|A ([XA,YA]); A
)
,
= X · E
(
dγγ−1|A (YA); A
)
+ E
(
X · dγγ−1|A (YA); A
)
− Y · E
(
dγγ−1|A (XA); A
)
+ E
(
Y · dγγ−1|A (XA); A
)
− E
(
dγγ−1|A ([XA,YA]); A
)
,
where the second equality follows from the linearity of E in its first argument. In exact analogy we have
d
(
dQ˜
(
dγγ−1|A ; A
))
(XA,YA) = X · dQ˜
(
dγγ−1|A (YA); A
)
+ dQ˜
(
X · dγγ−1|A (YA); A
)
− Y · dQ˜
(
dγγ−1|A (XA); A
)
+ dQ˜
(
Y · dγγ−1|A (XA); A
)
− dQ˜
(
dγγ−1|A ([XA,YA]); A
)
.
And finally, using (103), the second term in (112) is
Θ|A
(
XA,
{
dγγ−1|A(YA)
}v
A
)
= ιX d J
(
dγγ−1|A (YA); A
)
= X · J
(
dγγ−1|A (YA); A
)
,
= X ·
(
dQ˜
(
dγγ−1|A (YA); A
)
− E
(
dγγ−1|A (YA); A
)
− dQ
(
dγγ−1|A (YA); A
))
.
Idem for the third term in (112). Collecting all results, we get
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Θ
γ
|A
(
XA,YA
)
= Θ|A
(
XA,YA
)
+ X ·
(
dQ˜
(
dγγ−1|A (YA); A
)
I
− E
(
dγγ−1A (YA); A
)
II
− dQ
(
dγγ−1|A (YA); A
))
− Y ·
(
dQ˜
(
dγγ−1|A (XA); A
)
I
− E
(
dγγ−1|A (XA); A
)
II
− dQ
(
dγγ−1|A (XA); A
))
+ dA
(
⌊dγγ−1 |A(XA), dγγ
−1
|A(YA)⌋; A
)
+ dQ˜
(
X ·
{
dγγ−1|A (YA)
}
− Y ·
{
dγγ−1|A (XA)
})
− dQ˜
(
dγγ−1A
([
X,Y
]
A
))
I
− E
(
X ·
{
dγγ−1|A (YA)
}
− Y ·
{
dγγ−1|A (XA)
})
+ E
(
dγγ−1A
([
X,Y
]
A
))
II
,
= Θ|A
(
XA,YA
)
+ d
(
dQ˜
(
dγγ−1|A ; A
)
I
− E
(
dγγ−1|A ; A
)
II
)
(XA,YA)
+ dA
(
⌊dγγ−1|A(XA), dγγ
−1
|A(YA)⌋; A
)
− X · dQ
(
dγγ−1|A (YA); A
)
+ Y · dQ
(
dγγ−1|A (XA); A
)
. (115)
It is possible to further simplify this result by noticing that,
d
(
dQ
(
dγγ−1|A ; A
))
(XA,YA) = X · dQ
(
dγγ−1|A (YA); A
)
− Y · dQ
(
dγγ−1|A (XA); A
)
− dQ
(
dγγ−1|A ([XA,YA]); A
)
,
= X · dQ
(
dγγ−1|A (YA); A
)
+ dQ
(
X · dγγ−1|A (YA); A
)
− Y · dQ
(
dγγ−1|A (XA); A
)
+ dQ
(
Y · dγγ−1|A (XA); A
)
− dQ
(
dγγ−1|A ([XA,YA]); A
)
,
= X · dQ
(
dγγ−1|A (YA); A
)
− Y · dQ
(
dγγ−1|A (XA); A
)
+ dQ
(
d
(
dγγ−1|A (XA,YA)
)
; A
)
,
by (114) in the last step. This allows to re-express the last two terms in (115), so that
Θ
γ
|A
(
XA,YA
)
= Θ|A
(
XA,YA
)
+ d
(
dQ˜
(
dγγ−1|A ; A
)
− E
(
dγγ−1|A ; A
))
(XA,YA)
+ dA
(
⌊dγγ−1 |A(XA), dγγ
−1
|A(YA)⌋; A
)
+ dQ
(
d
(
dγγ−1|A
)
; A
)
(XA,YA) − d
(
dQ
(
dγγ−1|A ; A
))
(XA,YA).
That is finally,
Θ
γ = Θ + d
(
dQ˜
(
dγγ−1; A
)
− dQ
(
dγγ−1; A
)
− E
(
dγγ−1; A
))
+ dA
(
⌊dγγ−1, dγγ−1⌋; A
)
+ dQ
(
d
(
dγγ−1
)
; A
)
. (116)
We recognise the expression of the Noether current (as given by (103)) and the anomalous terms appearing in the
Poisson bracket (108). It is manifest how this result generalises (59). it follows that theH-gauge transformation of
the presymplectic 2-form is
Θ
γ
Σ
= ΘΣ + d QΣ
(
dγγ−1; A
)
+ C
(
dγγ−1, dγγ−1
)
, (117)
= ΘΣ +
∫
∂Σ
d
(
Q˜
(
dγγ−1; A
)
− Q
(
dγγ−1; A
)
+A
(
⌊dγγ−1, dγγ−1⌋; A
)
+ Q
(
d(dγγ−1); A
))
−
∫
Σ
dE
(
dγγ−1; A
)
,
which clearly generalises (60). We have the pleasant surprise that on-shell and given appropriate boundary con-
ditions, ΘΣ is basic, H-invariant, and thus descends as a symplectic form on the physical phase space S/H .
This, despite the failure of the presymplectic potential θΣ to do so.
We now apply the above general results to obtain the presymplectic structures of Non-Abelian 3D Chern-simons
theory and 3D-C-gravity when translation are gauged. Here again the repetitiveness of the exposition is designed to
illustrate the systematicity of the proposed algorithm, and so that each example can be appreciated independently
of the others.
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5.2.1 3D non-Abelian Chern-Simons theory
The Lagrangian of the theory is LCS(A) = Tr
(
AdA + 2
3
A3
)
, and as previewed in paragraph 4.2.2.2, it is c-equivariant
(
R⋆γ LCS
)
(A) = LCS(A) + c(A, γ),
= LCS(A) + Tr
(
d
(
γdγ−1A
)
− 1
3
(
γ−1dγ
)3)
, γ ∈ H = SU(n). (118)
To find the presymplectic structure of the theory we deploy the algorithm detailed above. First, one shows that
dLCS = ECS + dθCS = ECS(dA; A) + dθCS(dA; A),
= 2Tr(dA F) + d Tr(dA A). (119)
It is manifest that R⋆γ ECS = ECS, so hypothesis 0 is checked. It then follows that we must have dc( , γ) = db(γ) with
b(γ) linear in dA so that,
R⋆γdθCS = dθCS + dc(A; γ) = dθCS + Tr
(
d
(
γdγ−1dA
))
,
֒→ R⋆γ θCS = θCS + b(γ) = θCS + b(dA; γ) = θCS + Tr
(
γdγ−1dA
)
. (120)
As is easily checked directly. From this we find
α(χ) := LχvθCS =
d
dτ
b(eτχ)
∣∣∣
τ=0
= Tr(dAdχ). (121)
The classical anomaly is
α(χ, A) := LχvLCS =
d
dτ
c
(
A; eτχ
)∣∣∣
τ=0
= d Tr(Adχ) =: dβ(χ; A). (122)
It is d-exact, so hypothesis 1 is verified. We also checked that we have indeed dα(χ) = dα(χ; A). We next identify
the quantity dQ(χ; A), which is by (101),
ddQ(χ; A) := α(χ) − dβ(χ; A) = Tr(dAdχ) − dTr(Adχ) = 0. (123)
And the quantity dQ˜(χ; A) is by (102),
dQ˜(χ; A) := ιχvθ − β(χ; A) + ECS(χ; A),
= Tr(DAχA) − Tr(Adχ) + 2Tr(χF),
=Tr
(
2dχA +✘✘✘
✘[A, χ]A + 2χdA −✘✘✘
✘χ[A, A]
)
= 2d Tr(χA). (124)
Finally, by (106) we obtain,
dA
(
⌊ χ, η⌋; A
)
:= − ιχvα(η) + ιηvα(χ) + β
(
[χ, η]; A
)
,
= − Tr(DAχdη) + Tr(DAηdχ) + Tr(Ad[χ, η]),
= − Tr
(
dχdη + [A, χ]dη − dηdχ − [A, η]dχ − Ad[χ, η]
)
,
= − Tr
(
2dχdη − A[dη, χ] + A[dχ, η] −✘✘✘
✘Ad[χ, η]
)
= d2Tr(dχ η). (125)
We have now all the necessary quantities to obtain the Noether current, which by (103) is
JCS(χ; A) = dQ˜(χ; A) − dQ(χ; A) − ECS(χ; A),
= 2d Tr(χA) − 2Tr(χF). (126)
It is clearly d-exact on-shell. By (104), the corresponding Noether charge is
QCSΣ (χ; A) =
∫
Σ
JCS(χ; A) =
∫
∂Σ
2Tr(χA) −
∫
Σ
2Tr(χF), (127)
=
∫
∂Σ
2Tr(χA) |S.
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This, we notice, is the “extended generator” proposed in [7] for Chern-Simons theory, see eq.(3.29)-(3.33) and
eq.(D.16) there. The Poisson bracket of charges is by (108),
{
QCSΣ (χ; A),Q
CS
Σ (η; A)
}
= QCSΣ ([χ, η]; A) +
∫
∂Σ
A
(
⌊ χ, η⌋; A
)
+ Q
(
[χ, η]; A
)
,
= QCSΣ ([χ, η]; A) +
∫
∂Σ
2Tr(dχ η). (128)
This reproduces the results eq.(3.32 ) and eq.(D.13) of [7].
Considering now the question of field-dependent SU(n) gauge transformations, by (109) we have that
E
γ
CS = ECS + dECS
(
dγγ−1; A
)
,
= ECS + 2d Tr
(
dγγ−1F
)
, (129)
as is easily checked. By (111), we can write the SU(n)-gauge transformation of the presymplectic potential
(θ CSΣ )
γ = θ CSΣ +
∫
∂Σ
Q˜
(
dγγ−1; A
)
+
∫
Σ
−ECS
(
dγγ−1; A
)
+ β
(
dγγ−1; A
)
+ b
(
γ(A)
)
|A + b
(
DA
{
dγγ−1
}
;γ(A)
)
,
= θ CSΣ +
∫
∂Σ
2Tr
(
dγγ−1A
)
+
∫
Σ
−2Tr
(
dγγ−1F
)
+ Tr
(
Ad(dγγ−1)
)
+ Tr
(
γdγ−1dA
)
+ Tr
(
γdγ−1DA
{
dγγ−1
})
.
We can work a bit on the last three terms,
Tr
(
Ad(dγγ−1) + γdγ−1dA + γdγ−1DA
{
dγγ−1
})
= Tr
(
Ad(dγ)γ−1+ Adγdγ−1 + γdγ−1dA + γdγ−1d
(
dγγ−1
)
+ γdγ−1[A, dγγ−1]︸                ︷︷                ︸
−[γdγ−1, dγγ−1]A=−dγdγ−1A+dγdγ−1A
)
,
= Tr
(
γdγ−1d
(
dγγ−1
)
+ γdγ−1dA −
(
d(dγ)γ−1 + dγdγ−1 + dγdγ−1
)
︸                                     ︷︷                                     ︸
=γddγ−1, by dd(γγ−1)=0
A + dγdγ−1A
)
,
= Tr
(
γdγ−1d
(
dγγ−1
)
+ γdγ−1dA + d(γdγ−1)A
)
,
= Tr
(
γdγ−1d
(
dγγ−1
)
+ d
(
γdγ−1A
))
.
So the final expression for the field-dependent gauge transformation of the CS presymplectic potential is,
(θ CSΣ )
γ = θ CSΣ +
∫
∂Σ
2Tr
(
dγγ−1A
)
+
∫
Σ
−2Tr
(
dγγ−1F
)
+ Tr
(
γdγ−1d
(
dγγ−1
)
+ d
(
γdγ−1A
))
. (130)
This reproduces the results eq.(3.42) and eq.(C.5)/eq.(D.25) in [7]. In this case, even with boundary conditions and
on-shell, θΣ is notH-invariant - it is never basic - so it cannot induce a well-define symplectic potential on S/H .
The presymplectic 2-form is ΘΣ := dθΣ = −
∫
Σ
Tr
(
dA dA
)
, and by (117) itsH-gauge transformation is
(ΘCSΣ )
γ = ΘCSΣ +
∫
∂Σ
d
(
Q˜
(
dγγ−1; A
)
− Q
(
dγγ−1; A
)
+A
(
⌊dγγ−1, dγγ−1⌋; A
)
+ Q
(
d(dγγ−1); A
))
−
∫
Σ
dECS
(
dγγ−1; A
)
,
= ΘCSΣ +
∫
∂Σ
d
(
2Tr
(
dγγ−1A
)
− 2Tr
(
d(dγγ−1)dγγ−1
))
−
∫
Σ
2dTr
(
dγγ−1F
)
, (131)
which already is the most compact form, as can be checked explicitly either from (130) using ΘCS
Σ
= dθCS
Σ
, or from
(ΘCS
Σ
)γ = −
∫
Σ
Tr
(
dAγdAγ
)
and using (15). As in the general case, we see that given adequate boundary conditions
Θ
CS
Σ
is on-shellH-invariant and descends as a well-defined symplectic 2-form on the physical phase space S/H .
The next example is complex 3D gravity without cosmological constant. In this example the symmetry algebra
is more subtle, thus so is the presymplectic structure. Also, in this case we can write finite gauge transformations
associated to gauge translations.
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5.2.2 3D-C-gravity Λ = 0 (with translations)
The theory has been described in section (4.2.2.3) in terms of the underlying Cartan geometry (P, A¯) based on
the groups (G,H) =
(
SU(2) ⋉ Herm(2,C), SU(2)
)
in Euclidean signature, or
(
SU(1, 1) ⋉ Herm(2,C), SU(1, 1)
)
in
Lorentzian signature. As stressed there, from a Cartan theoretic point of view there is no ”translational gauge
transformations”, only the gauge group H of P.
Geometrically, the only meaningful way to speak of ”gauged translations” is to consider the associated bundle
Q := P ×H G with gauge group G = H ⋉ T with T := { t : Q → Herm(2,C) | . . . }, and then lift A¯ to an Ehresmann
connection on Q. The latter splits as A¯ = A + e, and its curvature is F¯ = R + T = dA + 1
2
[A, A] + de + [A, e].
In the case Λ = 0, it is easy to write the finite G-gauge transformations: given γ ∈ H and t ∈ T we have
et = e + DAt, eγ = γ−1eγ,
At = A, Aγ = γ−1Aγ + γ−1dγ. (132)
Correspondingly, for χ ∈ LieH and τ ∈ LieT , we have,
ιτv dA¯ = ιτv dA + ιτv de = 0 + D
aτ,
ιχv dA¯ = ιχv dA + ιχv de = D
Aχ + [e, χ]. (133)
The Lagrangian of the theory is L(A¯) = L(A, e) = Tr(eR), so that
dL = E + dθ = E(dA¯; A¯) + dθ(dA¯; A¯),
= Tr
(
de R + dADAe
)
+ d Tr
(
dA e
)
. (134)
We can analyse the presymplectic structure in three steps. First consider the Lorentz sector, then the translations
sector, and finally find the Poisson bracket of Lorentz and translation charges.
Lorentz sector: We have remarked that the Λ term in the theory does not affect its presymplectic structure (much
like the mass term in massive YM theory), and does not compromise the H-invariance (unlike the mass term in
massive YM theory). So all results to be found here were already derived in section 5.1.2: in particular, for χ, η ∈
LieH , the Noether charges and Poisson bracket thereof are
QΣ(χ, A¯) =
∫
∂Σ
Tr(χ e) −
∫
Σ
Tr(χDAe), and
{
QΣ(χ, A¯),QΣ(η, A¯)
}
= QΣ([χ, η], A¯). (135)
The reader can nonetheless check that these results are also found via the algorithm that we now deploy to analyse
gauge translations.
Translations sector: The first thing to observe is that translational transformations are anomalous. As seen in
section 4.2.2.3, eq. (28), for t ∈ T we have
(
R⋆t L
)
(A¯) = L(A¯) + c(A¯; t) = L(A, e) + d Tr
(
t R
)
. (136)
The cocycle is d-exact, the theory is quasi-invariant. We start by checking hypothesis 0:
R⋆t E = Tr
(
(de + dDAt)R + dA(e + DAt)
)
= Tr
(
de R +✘✘✘
✘✿ I
[dA, t]R + dADAe +✟✟
✟✟
✟✟✯
I
dA
[R,t]︷    ︸︸    ︷
DA(DAt)
)
= E. (137)
It follows, and is clear in this case, that dc(A¯; t) = db(t) so that
R⋆γdθ = dθ + dc(A; γ) = dθ + d Tr
(
t dR
)
,
= dθ + d Tr
(
t DA(dA)
)
= dθ + d Tr
(
✘✘✘d(t dA) − D
AtdA
)
,
֒→ R⋆γ θ = θ + b(γ) = θ + b(dA; γ) = θCS + Tr
(
dADAt
)
. (138)
Notice we have been mindful of the fact that b(t) should be linear in dA. From this we obtain, for τ ∈ LieT ,
α(τ) := Lτvθ =
d
ds
b(esτ)
∣∣∣
s=0
= Tr
(
dADAτ
)
. (139)
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The classical anomaly is
α(τ, A¯) := LτvL =
d
ds
c
(
A; esτ
)∣∣∣
s=0
= d Tr(τR) =: dβ(τ; A¯). (140)
It is d-exact so hypothesis 1 is verified, and we check that dα(τ) = dα(τ; A¯). We next identify the quantity dQ(τ; A¯),
which is by (101),
ddQ(τ; A¯) := α(τ) − dβ(τ; A¯) = Tr(dADAτ) − Tr(τdR) = −Tr
(
d(τdA)
)
= d
(
− d Tr(τA)
)
. (141)
By (102), the quantity dQ˜(τ; A¯) is
dQ˜(τ; A¯) := ιτvθ − β(τ; A¯) + E(τ; A¯),
= 0 − Tr
(
τR
)
+ Tr
(
τR
)
= 0. (142)
Remark that only the LieT -part of E contributes. Finally by (106), for τ, τ′ ∈ LieT , we obtain
dA
(
⌊ τ, τ′⌋; A¯
)
:= −ιτvα(τ
′) + ιτ′vα(τ) + β
(
[τ, τ]; A
)
= 0, (143)
because LieT is abelian and ιτv dA = 0.
We have now all the necessary quantities to obtain the Noether current, which by (103) is
J(τ; A¯) = dQ˜(τ; A¯) − dQ(τ; A¯) − E(τ; A¯),
= d Tr(τA) − Tr(τR) = −Tr
(
Adτ + 1
2
τ[A, A]
)
. (144)
Again, only the LieT -part of E contributes. This is d-exact on-shell. By (104), the corresponding Noether charge is
QΣ(τ; A¯) =
∫
Σ
J(τ; A¯) =
∫
∂Σ
Tr(τA) −
∫
Σ
Tr(τR), (145)
=
∫
∂Σ
Tr(τA) |S.
This is the “extended generator” proposed in [7] for 3D-C-gravity with Λ = 0, see eq.(4.28) there. The Poisson
bracket of charges induced by the presymplectic 2-form ΘΣ := dθΣ = −
∫
Σ
Tr
(
dA de
)
is by (108),
{
QΣ(τ; A¯),QΣ(τ
′; A¯)
}
= QΣ([τ, τ
′]; A¯) +
∫
Σ
dA
(
⌊ τ, τ′⌋; A¯
)
+ dQ
(
[τ, τ′]; A
)
= 0. (146)
This is as expected, as it reflects the fact that LieT is abelian.
Finally we want to find the Poisson bracket of Lorentz and translation charges. By (108) still, for χ ∈ LieH and
τ ∈ LieT ,
{
QΣ(χ; A¯),QΣ(τ; A¯)
}
= QΣ([χ, τ]; A¯) +
∫
Σ
dA
(
⌊ χ, τ⌋; A¯
)
+ dQ
(
[χ, τ]; A
)
.
Since G = H ⋉T is a semi-direct product we have [χ, τ] ∈ LieT , so the first term on the right is a translation charge
QΣ([χ, τ]; A¯) =
∫
∂Σ
Tr([χ, τ] A) −
∫
Σ
Tr([χ, τ]R), and by (141) dQ
(
[χ, τ]; A
)
= −d Tr
(
[χ, τ] A
)
.
By (106) again, and given (139), we have
dA
(
⌊ χ, τ⌋; A¯
)
:= − ιχvα(τ) −✘✘✘ιτvα(χ) + β
(
[χ, τ]; A¯
)
, as there is no α-term for Lorentz symmetry,
= − Tr
(
DAχDAτ
)
+ Tr
(
[χ, τ]R
)
,
= − Tr
(
dχdτ + [A, χ]dτ + dχ[A, τ] + [A, χ][A, τ] − [χ, τ] dA − [χ, τ] 1
2
[A, A]
)
.
Now, using the graded Jacobi identity [A, [A, χ]] − [A, [χ, A]] + [χ, [A, A]] = 0, the fourth term is
Tr
(
[A, χ][A, τ]
)
= −Tr
(
[A, [A, χ]]τ
)
= −Tr
(1
2
[χ, [A, A]]τ
)
= 1
2
Tr
(
[A, A][χ, τ]
)
,
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and cancels the last one. So,
dA
(
⌊ χ, τ⌋; A¯
)
= −Tr
(
dχdτ + [A, χ]dτ + dχ[A, τ] − [χ, τ] dA
)
,
= −Tr
(
dχdτ−A [dτ, χ] − [dχ, τ] A︸                     ︷︷                     ︸
Tr
(
−d[χ,τ] A
) −[χ, τ] dA
)
= −Tr (dχdτ) + d Tr
(
[χ, τ] A
)
.
Then dA
(
⌊ χ, τ⌋; A¯
)
+dQ
(
[χ, τ]; A
)
= d Tr
(
dχ τ
)
, so the Poisson bracket of Lorentz and translation charges is finally
{
QΣ(χ; A¯),QΣ(τ; A¯)
}
= QΣ([χ, τ]; A¯) +
∫
∂Σ
Tr
(
dχ τ
)
. (147)
This reproduces the result eq.(4.29) in [7]. The Poisson algebra of charges is a central extension of LieG.
Considering now field-dependent translational gauge transformation, for t ∈ T and dt ∈ LieT we have by (109)
E t = E + dE
(
dt; A¯
)
= E + 2d Tr
(
dtR
)
. (148)
as is easily checked. Notice that only the LieT -valued piece of the field equations contributes. By (111), the
T -gauge transformation of the presymplectic potential is
θ tΣ = θΣ +
∫
∂Σ
✘✘✘
✘
Q˜
(
dt; A¯
)
+
∫
Σ
−E
(
dt; A¯
)
+ β
(
dt; A¯
)
+ b
(
t(A¯)
)
|A¯ + b
(
✟✟
✟ιtv dA ; t(A¯)
)
,
= θΣ +
∫
Σ
−Tr
(
dt R
)
+ Tr
(
dt R
)
+ Tr
(
dADA t
)
,
= θΣ −
∫
∂Σ
Tr(dA t) +
∫
Σ
Tr
(
dR t
)
, (149)
since Tr
(
dADA t
)
= −d Tr(dA t) + Tr
(
DA(dA) t
)
, and dR = DA(dA). A result easily checked explicitly, which
happens to reproduce eq.(4.43) of [7]. In this case, contrary to the general situation, it appears that given adequate
boundary conditions, θΣ can be on-shell T -invariant and thus descend as a well-defined symplectic potential on the
physical phase space S/H .
By (117) its T -gauge transformation of the presymplectic 2-form ΘΣ is
Θ
t
Σ = ΘΣ +
∫
∂Σ
d
(
✘✘✘
✘
Q˜
(
dt; A¯
)
− Q
(
dt; A¯
)
+✭✭✭✭
✭✭✭A
(
⌊dt, dt⌋; A
)
+ Q
(
✟✟d(dt ); A¯
))
−
∫
Σ
dE
(
dt; A¯
)
,
= ΘΣ +
∫
∂Σ
dTr
(
dt A
)
−
∫
Σ
dTr
(
dtR
)
, (150)
as can be checked either from (149) using ΘΣ = dθΣ, or from Θ
t
Σ
= −
∫
Σ
Tr
(
dAt det
)
and using (21). Illustrat-
ing again the general case, we see that given adequate boundary conditions ΘΣ is on-shell H-invariant and thus
descends as a well-defined symplectic 2-form on the physical phase space S/H .
As a final example, we give the presymplectic structure of complex 3D gravity with cosmological constant. In
this case we do not write finite translational gauge transformations and we will be only concerned with deriving
Noether current and charges and the Poisson bracket structure.
5.2.3 3D-C-gravity Λ , 0 (with translations)
The theory has been described in section 5.1.2 in terms of the underlying Cartan geometry (P, A¯) based either
on (G,H) =
(
SU(2) × SU(2), SU(2)
)
in Euclidean signature for either sign of the cosmological constant Λ, or on
(G,H) =
(
SL(2,C), SU(1, 1)
)
for Λ > 0 and (G,H) =
(
SU(1, 1) × SU(1, 1), SU(1, 1)
)
for Λ < 0 in Lorentzian
signature. The Cartan connection splits as A¯ = A + 1
ℓ
e, with 1
ℓ2
=
2|Λ|
(n−1)(n−2)
= |Λ| for n = 3 = dimM, and
correspondingly the curvature splits as F¯ = F + 1
ℓ
T = R − ε
ℓ2
ee + 1
ℓ
(
de + [A, e]
)
, with ε = ± is the sign of Λ.
Again, from the Cartan theoretic point of view the only gauge transformations come from the gauge group H
of P. But if we consider the Cartan connection as coming from an Ehresmann connection on the associated bundle
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Q := P ×H G, gauge translation transformations T = G/H become geometrically meaningful.The algebra LieG
being, for χ, η ∈ LieH and τ, τ′ ∈ LieT ,
[χ, η] ∈ LieH , [χ, τ] ∈ LieT , and − ε
ℓ2
[τ, τ′] ∈ LieH , (151)
the infinitesimal gauge transformations of the connection are encoded as
ιχv dA¯ = ιχv dA + ιχv de = D
Aχ + [e, χ],
ιτv dA¯ = ιτv dA + ιτv de = −
ε
ℓ2
[e, τ] + DAτ. (152)
Also, for future use, notice that
ιτv dR = ιτvD
A(dA) = DA
(
− ε
ℓ2
[e, τ]
)
= − ε
ℓ2
(
[DAe, τ] − [e,DAτ]
)
. (153)
The Lagrangian is L(A¯) = L(A, e) = Tr
(
eF
)
= Tr
{
e
(
R − ε
3ℓ2
ee
)}
, so that
dL = E + dθ = E(dA¯; A¯) + dθ(dA¯; A¯),
= Tr
(
de F + dAT
)
= Tr
(
de
(
R − ε
ℓ2
ee
)
+ dADAe
)
+ d Tr
(
dA e
)
. (154)
The Λ-term does not affect θ, so the presymplectic 2-form current is still Θ = −Tr
(
dA de
)
. As we did above, we
can analyse the presymplectic structure in three steps. First consider the Lorentz sector, then the translations sector,
and finally find the Poisson bracket of Lorentz and translation charges.
Lorentz sector: The Lagrangian is H-invariant, so the Lorentz charges and their Poisson bracket are as described
in section 5.1.2, reiterated in section 5.2.2:
QΣ(χ, A¯) =
∫
∂Σ
Tr(χ e) −
∫
Σ
Tr(χDAe), and
{
QΣ(χ, A¯),QΣ(η, A¯)
}
= QΣ([χ, η], A¯). (155)
Again, one can nonetheless check that these results are also found via the algorithm that we now deploy to analyse
infinitesimal gauge translations.
Translations sector: The first thing to observe is that translational gauge transformations are anomalous. Infinites-
imally, using (152) and (154),
LτvL = ιτv dL = Tr
(
DAτ
(
R − ε
ℓ2
ee
)
− ε
ℓ2
[e, τ]DAe
)
− d Tr
(
− ε
ℓ2
[e, τ] e
)
,
= Tr
(
d
(
τ
(
R − ε
ℓ2
ee
))
− τDA
(
✓R −
ε
ℓ2
ee
I
)
+ ε
ℓ2
τ [e,DAe]
I
+ d
(
ε
ℓ2
τ [ee]
) )
,
= d Tr
(
τ
(
R + ε
ℓ2
ee
))
. ⇒ α(τ; A¯) = dβ(τ; A¯). (156)
This shows us that hypothesis 1 is satisfied, the classical anomaly is d-exact (the Lagrangian is quasi-invariant).
We must then check hypothesis 0, the translational invariance of the field equations,
Lτv E = ιτv dE + dιτv E,
= ιτv Tr
(
−de d
(
R − ε
ℓ2
ee
)
− dA dDAe
)
+ d
(
DAτ
(
R − ε
ℓ2
ee
)
− ε
ℓ2
[e, τ]DAe
)
,
= Tr
(
−DAτ d
(
R − ε
ℓ2
ee
)
I
+ de ιτv
(
dR − ε
ℓ2
[de, e]
)
+ ε
ℓ2
[e, τ] dDAe
II
+ dA ιτv
DA(de)+[dA,e]︷︸︸︷
dDAe
+ dDAτ︸︷︷︸
[dA,τ]
(
R − ε
ℓ2
ee
)
+ DAτ d
(
R − ε
ℓ2
ee
)
I
− ε
ℓ2
[de, τ]DAe − ε
ℓ2
[e, τ] dDAe
II
)
,
= Tr
(
de
(
− ε
ℓ2
(
[DAe, τ]
A
−✘✘✘
✘
[e,DAτ]
)
− ε
ℓ2
✘✘✘
✘
[DAτ, e]
)
+ dA
( [R,τ]B︷    ︸︸    ︷
DA
(
DAτ
)
− ε
ℓ2
[[e, τ], e]
C
)
+ [dA, τ]R
B
− ε
ℓ2
[dA, τ] 1
2
[e, e]
C
− ε
ℓ2
[de, τ]DAe
A
)
= 0. (157)
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The terms A, B and C vanishe by (48) and the graded Jacobi identity. This means θ carries the non-invariance, and
we must have
α(τ) := Lτvθ = ιτv dθ + dιτvθ = ιτv Tr (−dAde) + dTr
(
− ε
ℓ2
[e, τ] e
)
,
= Tr
(
✘✘✘
✘✘ε
ℓ2
[e τ] de + dADAτ − ε
ℓ2
[de, τ] e −✘✘✘
✘✘ε
ℓ2
[e, τ] de
)
,
= Tr
(
dADAτ + ε
ℓ2
τ [de, e]
)
. (158)
One checks that dα(τ) = dα(τ; A¯). We next identify the quantity dQ(τ; A¯), which is by (101),
ddQ(τ; A¯) := α(τ) − dβ(τ; A¯) = Tr
(
dADAτ + ε
ℓ2
τ [de, e]
)
− Tr
(
τ
(
dR + ε
ℓ2
[de, e]
))
,
= Tr
(
−d
(
dA τ
)
+ DA(dA) τ − τDA(dA)
)
= d
(
− d Tr(τA)
)
. (159)
This is the same result as in the Λ = 0 case. By (102), the quantity dQ˜(τ; A¯) is
dQ˜(τ; A¯) := ιτvθ − β(τ; A¯) + E(τ; A¯),
= Tr
(
− ε
ℓ2
[e, τ] e
)
− Tr
(
τ
(
R + ε
ℓ2
ee
))
+ Tr
(
τ
(
R − ε
ℓ2
ee
))
,
= Tr
(
ε
ℓ2
τ 2ee − ε
ℓ2
τ 2ee
)
= 0. (160)
Remark that only the LieT -part of E contributes. Now, since for τ, τ′ ∈ LieT , − ε
ℓ2
[τ, τ′] ∈ LieH , by (106) we get
dA
(
⌊ τ, τ′⌋; A¯
)
:= − ιτvα(τ
′) + ιτ′vα(τ) +✭✭✭✭
✭✭✭β
(
− ε
ℓ2
[τ, τ]; A
)
,
= − Tr
(
− ε
ℓ2
[e, τ]DAτ′ + ε
ℓ2
τ′[DAτ, e]
)
+ Tr
(
− ε
ℓ2
[e, τ′]DAτ + ε
ℓ2
τ [DAτ′, e]
)
= 0. (161)
The β-term cancels because there is no Lorentz anomaly, the Lagrangian being H-invariant.
We have now all the necessary quantities to obtain the Noether current, which by (103) is
J(τ; A¯) = dQ˜(τ; A¯) − dQ(τ; A¯) − E(τ; A¯),
= d Tr
(
τA
)
− Tr
(
τ
(
R − ε
ℓ2
ee
))
. (162)
Again, only the LieT -part of E contributes. Compare with (144). On-shell it is d-exact and identical to the current
of the Λ = 0 case. By (104), the corresponding Noether charge is
QΣ(τ; A¯) =
∫
Σ
J(τ; A¯) =
∫
∂Σ
Tr(τA) −
∫
Σ
Tr
(
τ
(
R − ε
ℓ2
ee
))
, (163)
=
∫
∂Σ
Tr(τA) |S.
This is the “extended generator” proposed in [7] for 3D-C-gravity with Λ , 0, see eq.(4.21) and eq.(4.24) there.
The Poisson bracket of translation charges induced by the presymplectic 2-form ΘΣ := dθΣ = −
∫
Σ
Tr
(
dA de
)
is by (108),
{
QΣ(τ; A¯),QΣ(τ
′; A¯)
}
= QΣ(−
ε
ℓ2
[τ, τ′]; A¯) +
∫
Σ
dA
(
⌊ τ, τ′⌋; A¯
)
+✭✭✭✭
✭✭✭✭dQ
(
− ε
ℓ2
[τ, τ′]; A
)
,
= − ε
ℓ2
QΣ([τ, τ
′]; A¯), (164)
where the dQ-term cancels because there is no Lorentz anomaly, and the final term is a Lorentz charge
QΣ([τ, τ
′]; A¯) =
∫
∂Σ
Tr
(
[τ, τ′] e
)
−
∫
Σ
Tr
(
[τ, τ′]DAe
)
,
=
∫
∂Σ
Tr
(
[τ, τ′] e
)
|N ,
as expected. This result can be cheked explicitly by proving ΘΣ(τ
v, τ′v) = −ιτ′v dQΣ
(
τ; A¯
)
= − ε
ℓ2
QΣ
(
[τ, τ′]; A¯
)
, with
the latter charge given by (66).
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Finally we want to find the Poisson bracket of Lorentz and translation charges. By (108) still, for χ ∈ LieH and
τ ∈ LieT ,
{
QΣ(χ; A¯),QΣ(τ; A¯)
}
= QΣ([χ, τ]; A¯) +
∫
Σ
dA
(
⌊ χ, τ⌋; A¯
)
+ dQ
(
[χ, τ]; A
)
.
Since we have [χ, τ] ∈ LieT , the first term on the right is a translation charge
QΣ([χ, τ]; A¯) =
∫
∂Σ
Tr([χ, τ] A) −
∫
Σ
Tr
(
[χ, τ]
(
R − ε
ℓ2
ee
))
, and by (159) dQ
(
[χ, τ]; A
)
= −d Tr
(
[χ, τ] A
)
.
By (106) again, we get
dA
(
⌊ χ, τ⌋; A¯
)
:= − ιχvα(τ) −✘✘✘ιτvα(χ) + β
(
[χ, τ]; A¯
)
, as there is no α-term for Lorentz symmetry,
= − Tr
(
DAχDAτ + ε
ℓ2
τ [[e, χ], e]
)
+ Tr
(
[χ, τ]
(
R + ε
ℓ2
ee
))
,
= − Tr
(
DAχDAτ + [χ, τ]R
)
= . . . = −Tr (dχdτ) + d Tr
(
[χ, τ] A
)
.
Which is the same result as in the case Λ = 0. So here also we have dA
(
⌊ χ, τ⌋; A¯
)
+ dQ
(
[χ, τ]; A
)
= d Tr
(
dχ τ
)
.
Then the Poisson bracket of Lorentz and translation charges is,
{
QΣ(χ; A¯),QΣ(τ; A¯)
}
= QΣ([χ, τ]; A¯) +
∫
∂Σ
Tr
(
dχ τ
)
. (165)
Equations (155), (164) and (165) reproduce the results eq.(4.25)-(4.26) in [7]. The Poisson algebra of Noether
charges is a central extension of LieG.
This conclude our illustrations of the general results of section 5.2, and more generally our analysis of the
presymplectic structure of both invariant and c-equivariant gauge theories. In the next section we turn to the problem
of defining a symplectic structure for gauge theories over bounded regions.
5.3 Boundaries and dressed presymplectic structure
In the case of invariant theories, in view of (55) and (60), for θΣ and ΘΣ to be basic, H-invariant, and descend as
a well-defined symplectic structure on the reduced phase space S/H , one has to assume either ∂Σ = ∅ or adequate
boundary or fall-off conditions. In the case of c-equivariant theories, in view of (111) generically the presymplectic
potential θΣ is not basic, no matter what - even though by chance it might be in specific situations, as is the case in
3D gravity, section 5.2.2. Unexpectedly, in view of (117) the corresponding presympletic 2-form ΘΣ can be basic
when either ∂Σ = ∅ or adequate boundary or fall-off conditions are specified. In which case the latter still descends
as a well-defined symplectic 2-form on S/H .
A difficulty arises when the region under consideration as a boundary, ∂Σ , ∅, and there is no good reason to
assume the fields vanish there. This may happen with a physical boundary, but the problem arises also in a more
conceptual way: Suppose an arbitrary partition of the region D under study into two subregions D’ and D” sharing
a fictitious boundary, one would expect to be able to meaningfully resolve the symplectic structure associated
to D into well-defined symplectic structures associated to D’ and D” (modulo compatibility conditions along the
boundary). Replace ‘symplectic structure’ by ‘Hilbert space’ and you get the quantum counterpart of this puzzle,
which relates e.g. to considerations about entanglement entropy. A good solution to the boundary problem should
therefore solve not only the case of a region with a physical boundary, but also the the case of an arbitrary partition
with fictitious boundaries that in principle can be placed anywhere.
One obvious strategy is to built a presymplectic structure on A that is basic on-shell, without any restrictions
on the fields or the region. This is basically the option entertained in [6] which first introduced the so-called “edge
modes” in YM theory and metric gravity. The DFM offers a systematic framework to assess this strategy (as pointed
out first in [11; 60]). We thus apply it, using the general results of sections 3 and 4.3, to built a dressed presymplectic
structure onA, first for invariant theories in section 5.3.1, then for c-equivariant theories in section 5.3.2.
43
5.3.1 Dressed presymplectic structure for invariant Lagrangians
In section 4.3.1 we have argued that given a variational form α = α
(
Λ•dA; A
)
∈ Ω•(A) whose H-gauge transfor-
mation is αγ = α(Λ•dAγ; Aγ) (by (39)) and a field-dependent dressing field u ∈ Dr[G,K] - with K ⊳ H so that
H/K = J is a group35 - such that R⋆γ u = γ
−1u for γ ∈ K ⊳H , one can built a corresponding K-basic form given by
equation (40): αu = α
(
Λ•dAu; Au
)
. As very elementary examples we discussed there the dressing of Lagrangians
(and actions). We here reiterate this discussion, but further discuss the corresponding dressing of the presymplectic
structure derived from such dressed Lagrangian.
For an invariant Lagrangian, R⋆γ L = L with γ ∈ H , which implies L
γ = L, i.e. Lγ(A) = L(Aγ) = L(A), for
γ ∈ H , the corresponding dressed Lagrangian is Lu(A) := L(Au).36 Notice that since the invariance of L holds
as a formal functional property, we have Lu = L, which means that the Lagrangian can be rewritten in terms of
the K-invariant variable Au and that if the theory given by L(A) appeared to be a H-gauge theory, it is actually a
J-gauge theory written in a “Ockamized” way as L(Au).37
What about the presymplectic structure derived from Lu? It is quite obvious that we must have as usual,
dLu = Eu + dθu = E
(
dAu; Au
)
+ dθ
(
dAu; Au
)
, (166)
where Eu and θu are K-basic. One still defines Θu = dθu. The dressed presymplectic potential is θu
Σ
=
∫
Σ
θu and
the corresponding dressed presymplectic 2-form is Θu
Σ
=
∫
Σ
Θ
u. Furthermore, since we have derived the respective
H-gauge transformations of E (56), θΣ (55), and ΘΣ (60), we have by (40):
Eu = E(dAu; Au) = E + dE
(
duu−1; A
)
, (167)
θuΣ =
∫
Σ
θ(dAu; Au) = θΣ +
∫
∂Σ
θ(duu−1; A) −
∫
Σ
E(duu−1; A), (168)
Θ
u
Σ =
∫
Σ
Θ(Λ2dAu; Au) = ΘΣ +
∫
∂Σ
dθ
(
duu−1; A
)
−
∫
Σ
dE
(
duu−1; A
)
. (169)
We notice that A and Au satisfy the same field equations, if E = 0 then Eu = 0. By definition, the above are off-
shell K-basic, thusK-invariant, and remain so on-shell. So that θu
Σ
and Θu
Σ
descend as well-defined forms on S/K .
TheK-basicity of θu
Σ
also means that dressed Noether charges associated to LieK vanishes identically: for χ ∈ LieK ,
QΣ
(
χ; Au
)
:= ιχvθ
u
Σ
≡ 0. Relatedly, the K-basicity of Θu
Σ
means that the Poisson bracket of such dressed charges is
identically 0:
{
QΣ
(
χ; Au
)
;QΣ
(
χ′; Au
)}
:= Θu
Σ
(
χv, χ′v
)
≡ 0.
In particular if we have a H-dressing field u ∈ Dr[G,H], then θu
Σ
and Θu
Σ
are off-shell and on-shell H-basic and
H-invariant, and may descend as a well-defined symplectic structure on S/H . And this without any conditions on
the fields and/or the boundary. Clearly, the dressedH-Noether charges and their Poisson bracket vanish identically.
Since on-shell we have
θuΣ = θΣ +
∫
∂Σ
θ(duu−1; A) and ΘuΣ = ΘΣ +
∫
∂Σ
dθ
(
duu−1; A
)
, (170)
it may seem as if the dressing field need only exist at the boundary ∂Σ, hence the name “edge mode” the dressing
field was given in this context [6–10]. This is understandable when considering a genuine physical boundary, but if
we are concerned with arbitrary partition of a region into subregion, then the fictitious boundary can be anywhere
in the bulk of the region and it is more natural to admit that the dressing field is defined everywhere and not only
at the boundary. Furthermore, since it is field-dependent, u = u(A), and the gauge field A is a priori supposed to
be defined across the bulk as well as at the boundary, it is again natural to assume that so is the dressing field built
from it.
35This is the favorable case where is it meaningful to speak of residual gauge transformations of the first kind discussed in section 3.2.
36Remind that in case G ⊃ H, we may need to factor in the fact that the polynomial P on which L is based must be extended to (or is the
restriction of) a G-invariant polynomial P¯ on LieG-valued variables. A fact that we could keep track of notationally as e.g. Lu(A) = L¯(Au),
idem for other dressed functionals/forms. We avoid this in the following, but keep it in mind as it will be relevant to the case of 4D gravity.
37We must qualify this statement by stressing that it is true if u is local in the sense of field theory. In such a case (part of) the gauge
symmetry can be killed without losing the locality of field variables. Such a gauge symmetry is said artificial. Gauge symmetries that can
only be killed at the price of the locality of the theory are called substantial. For a detailed discussion of this distinction, see [24] and
references therein.
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In the literature, equations (168)-(169) - or rather their restriction on-shell - are referred to as the extended
presymplectic structure brought about by edge modes, and to be associated to a gauge field theory over a bounded
region. For obvious reasons, we may rather call these a dressed presymplectic structure.
Residual gauge transformations of the first kind: In case u ∈ Dr[G,K] and K ⊳ H as above, there are residual
J-transformations. Suppose u satisfies Proposition 3 of section 3.2, so that
R⋆η u = η
−1uη with η ∈ J , and uη = η−1uη with η ∈ J . (171)
Then Rη A
u := (Au)η = η−1Auη + η−1dη and we have R⋆η L
u = Lu. From there, the whole analysis of section 5.1
regarding Noether current and charges and their Poisson bracket holds for J-transformations. Given λ ∈ LieJ , the
dressed Noether charge is
QΣ(λ; A
u) =
∫
∂Σ
θ(λ; Au) −
∫
Σ
E(λ; Au), and s.t. ιλvΘ
u
Σ = −dQΣ(λ; A
u). (172)
The dressed presymplectic 2-form induce a Poisson bracket for those charges by{
QΣ(λ; A
u),QΣ(λ
′; Au)
}
:= Θu
Σ
(
λv, λ′
v)
= QΣ
(
[λ, λ′]; Au
)
, (173)
so that the Poisson algebra of dressed charges is isomorphic to LieJ . The dressed charges generate infinitesimal
J-transformations via
{
QΣ(λ; A
u),
}
, as in appendix D.
Now, as seen in section 4.3.2, the residual J -gauge transformation of the K-basic dressed form αu is given by
(42):
(
αu
)η
= α
(
Λ•
(
dAu
)η
; (Au)η
)
. Thus the field-dependent J -gauge transformations of Eu, θu
Σ
and Θu
Σ
are
(
Eu
)η
= Eu + dE
(
dηη−1; Au
)
, (174)
(
θuΣ
)η
= θuΣ +
∫
∂Σ
θ(dηη−1; Au) −
∫
Σ
E(dηη−1; Au), (175)
(
Θ
u
Σ
)γ
= ΘuΣ +
∫
∂Σ
dθ
(
dηη−1; Au
)
−
∫
Σ
dE
(
dηη−1; Au
)
. (176)
Here the reduced phase space is Su/J , and we see that for θu
Σ
and Θu
Σ
to be on-shell J-basic and to thus induce a
well-defined symplectic structure on Su/J , one needs again to stipulate adequate boundary conditions.
One may wonder what happens if u satisfies Proposition 4 of section 3.2, so that Au is a twisted connection. As
we have briefly commented in section 4.3.2, we would need to generalise what has been done in section 4.1 and
now in section 5.1 (and 5.2) to analyse the bundle geometry and presymplectic structures of the space of twisted
connections A˜. As hinted in [16], this is needed to properly understand the presymplectic structure of conformal
gravity - which turns out to be a twisted gauge theory - a topic we may address in another paper.
As we have already noticed, in case u is a H-dressing field, u ∈ Dr[G,H], there are no residual gauge transfor-
mations of the first kind: θu
Σ
and Θu
Σ
are H-basic (so in particular QΣ
(
χ; Au
)
:= ιχvθ
u
Σ
≡ 0 for χ ∈ LieH) and may
give a symplectic structure on S/H . In this case it is particularly relevant to consider residual transformation of the
second kind.
Residual transformations of the second kind: In sections 3.3 and 4.3.2 we have shown how an ambiguity in
choosing a dressing field implies a priori that the space of dressed connections Au is a G˜-principal bundle, with
G˜ :=
{
ξ : P → G |R∗
h
ξ = ξ
}
38 acting as
uξ := uξ, and Aξ = A, (177)
so that RξA
u := (Au)ξ = ξ−1Auξ + ξ−1dξ. Then we have R⋆
ξ
Lu = Lu, i.e. L
(
(Au)ξ
)
= L(Au),39 and again the whole
analysis of section 5.1 regarding Noether current and charges and their Poisson bracket is available on the G˜-bundle
Au. So, for α ∈ LieG˜ we get the dressed Noether charges
QΣ(α; A
u) =
∫
∂Σ
θ(α; Au) −
∫
Σ
E(α; Au), which are s.t. ιαvΘ
u
Σ = −dQΣ(α; A
u). (178)
38Even though it is not necessary, and contrary to the general case treated in section 4.3.2, here we will assume that u ∈ Dr[G,H] so that
H-transformations are fully killed and there are no residual gauge transformations of the first kind. It makes the discussion slightly simpler.
39In case G ⊃ H, as remarked in footnote 36, we would write L¯
(
(Au)ξ
)
= L¯(Au).
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The dressed presymplectic 2-form induce a Poisson bracket for these dressed charges by
{
QΣ(α; A
u),QΣ(α
′; Au)
}
:= ΘuΣ
(
αv, α′
v)
= QΣ
(
[α, α′]; Au
)
, (179)
so that the Poisson algebra of dressed charges is isomorphic to LieG˜, and as in appendix D they generate infinitesi-
mal G˜-transformations via
{
QΣ(α; A
u),
}
.
In section 4.3.2 we showed that the field-dependent G˜-transformation of the dressed form αu is given by (46):(
αu
)ξ
= α
(
Λ•
(
dAu
)ξ
; (Au)ξ
)
. The G˜-gauge transformations of Eu,θu
Σ
and Θu
Σ
are then
(
Eu
)ξ
= Eu + dE
(
dξξ−1; Au
)
, (180)
(
θuΣ
)ξ
= θuΣ +
∫
∂Σ
θ(dξξ−1; Au) −
∫
Σ
E(dξξ−1; Au), (181)
(
Θ
u
Σ
)ξ
= ΘuΣ +
∫
∂Σ
dθ
(
dξξ−1; Au
)
−
∫
Σ
dE
(
dξξ−1; Au
)
. (182)
In view of the SES (43) and (44), we have determined that A/H ≃ Au/G˜. It then follows that the reduced phase
space is S/H ≃ Su/G˜. and we see that for θu
Σ
and Θu
Σ
to be on-shell G˜-basic and to thus induce a well-defined
symplectic structure on Su/G˜, one needs to stipulate adequate boundary conditions. The situation exactly parallels
what happened for θΣ and ΘΣ w.r.t. S/H .
In the literature G˜ is often called “surface symmetry” or “boundary symmetry” - e.g. in [6; 7; 9] - as u is believed
to live on ∂Σ only (for reasons evoked below (170)), and it is claimed to be a new physical symmetry arising from
the introduction of dressing fields. From our perspective, we see this assertion as misguided.
As the analysis of transformations of the second kind in section 4.3.2 made clear, in view of the SES (43)-
(44) associated to the G˜-bundle Au, the group G˜ obviously does not permute points of Su/G˜ which is isomor-
phic to the physical phase space, Su/G˜ ≃ S/H . Therefore, G˜ can never be a physical transformation group.
A genuine physical transformation, a Hamiltonian flow, belongs to Diff
(
S/H
)
≃ Diff
(
Su/G˜
)
, or infinitesimally to
Γ
(
TS/H
)
≃ Γ
(
TSu/G˜
)
.
In particular, as already remarked in section 3.3, when a local dressing field in Dr[H,H] is introduced by fiat
in a theory it amounts to the tacit assumption that the underlying bundle is trivial [31], which implies G˜ = H˜ ≃ H ,
i.e. the “new symmetry” is just the initial gauge symmetry in another guise. In this case, the gauge symmetryH is
arguably artificial to begin with, and thus dispensable: The dressing operation, by rewriting the theory in terms of
invariant local variables Au representing the physical d.o.f., simply rid it of a ‘fake’ gauge symmetry [98] that plays
no relevant physical role (the theory is “Ockhamised”). See [24] for a deeper discussion of this point.
In case a local dressing field is not introduced by fiat but built from the field content of the theory, here A, then
the constructive procedure may be s.t. G˜, while still not a physical transformation group, is either “small” compared
to H or an interesting new gauge symmetry. The dressing operation thus results in the switching from one gauge
symmetry to another. This latter point is illustrated by the case of 4D gravity below. Unfortunately the problem of
defining a symplectic structure on the reduced phase space faces us again w.r.t. G˜, as we see from (181)-(182).
We conclude that the only hope for the DFM to help conclusively with the boundary problem in a (pure) gauge
theory, rests on the possibility 1) to construct a H-dressing field from the gauge potential A, and 2) to provide good
reasons that this constructive procedure is free of ambiguities so that G˜ is essentially reduced to the trivial group.
Remark that for theories where H is a substantial gauge symmetry, there are good reasons to believe that no
local H-dressing field can be built - see again [24]. Which means that even if the above two conditions were met,
the basic (dressed) variable Au as well as all derived objects, such as θu
Σ
and ΘuΣ, would be gauge-invariant but non-
local. The boundary problem would be solved at the price of the locality of the theory. It is not clear how satisfying
such a resolution is. But as the trade-off locality/gauge-invariance is a well-known hallmark of substantial gauge
symmetries, it may be that this result is unavoidable. The boundary problem could then be seen as one more instance
of technical and conceptual difficulty posed by the intrinsic non-local way in which physical d.o.f. are encoded in
(substantial) gauge theories [99–103].
Let us illustrate this discussion by the application of the above scheme to the cases of YM theory and 4D gravity.
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5.3.1.a Yang-Mills theory
In YM theory the Lagrangian is LYM(A) =
1
2
Tr(F ∗F), the gauge group is H = SU(n), and R⋆γ LYM = LYM for
γ ∈ H . The associated field equations are E = E(dA; A) = Tr
(
dADA∗F
)
and the presymplectic potential current is
θ = θ(dA; A) = Tr
(
dA ∗F
)
, while the presymplectic 2-form current is Θ = −Tr
(
dA ∗dF
)
.
Admitting there is a SU(n)-dressing field u, the dressed Lagrangian is LuYM(A) = LYM(A
u) = 1
2
Tr(Fu ∗Fu), and
by (167) the field equations are Eu = Tr
(
dAu DA
u
∗Fu
)
= Tr
(
dADA∗F
)
+ d Tr
(
duu−1 DA∗F
)
. By (168) and (169),
the dressed presymplectic potential and 2-forms are,
θuΣ =
∫
Σ
Tr
(
dAu ∗Fu
)
= θΣ +
∫
∂Σ
Tr
(
duu−1 ∗F
)
−
∫
Σ
Tr
(
duu−1 DA∗F
)
,
= θΣ +
∫
∂Σ
Tr
(
duu−1 ∗F
)
|S, (183)
Θ
u
Σ = −
∫
Σ
Tr
(
dAu ∗dFu
)
= ΘΣ +
∫
∂Σ
dTr
(
duu−1 ∗F
)
−
∫
Σ
dTr
(
duu−1 DA∗F
)
,
= ΘΣ +
∫
∂Σ
dTr
(
duu−1 ∗F
)
|S, (184)
= ΘΣ −
∫
∂Σ
Tr
(
duu−1 ∗dF − 1
2
[duu−1, duu−1] ∗F
)
|S.
Using d
(
duu−1
)
− 1/2
[
duu−1, duu−1
]
= 0 in the last step. This reproduces eq (2.19) and eq.(2.22)-(2.23) in [6].
Since u kills all ofH , there are no residual gauge transformations of the first kind. In particular, for χ ∈ LieH ,
QΣ(χ; A) := ιχvθΣ ≡ 0, which - using ιχv duu
−1 = −χ in (183) - reproduces eq.(2.29) of [6]. But there is a priori an
ambiguity in the choice of the dressing field, so we have residual transformations of the second kind embodied by
the group H˜ :=
{
ξ : P → SU(n) |R∗
h
ξ = ξ
}
acting as uξ = uξ and Aξ = A. Then R⋆
ξ
Lu
YM
(A) = Lu
YM
(A), and for α ∈
LieH˜ the dressed Noether charge is, by (178),
QΣ(α; A
u) =
∫
∂Σ
Tr
(
α ∗Fu
)
−
∫
Σ
Tr
(
αDA
u
∗Fu
)
, (185)
=
∫
∂Σ
Tr
(
α ∗Fu
)
|S.
This reproduces eq.(2.35) of [6], and can also be checked directly via QΣ(α; A
u) = ιαvθ
u
Σ
, using ιαv dA = 0 and
ιαv duu
−1 = uαu−1 in (183). Also, ιαvΘ
u
Σ
= −dQΣ(α; A
u) reproduces eq.(2.36) of [6], while the Poisson bracket of
dressed charges induced by Θu
Σ
via (179) reproduces eq.(2.38) in the same reference.
Finally, by (181) and (182) the H˜-transformations of the dressed presymplectic potential and 2-form are,
(θuΣ)
ξ = θuΣ +
∫
∂Σ
Tr
(
dξξ−1 ∗Fu
)
−
∫
Σ
Tr
(
dξξ−1 DA
u
∗Fu
)
, (186)
(ΘuΣ)
ξ = ΘuΣ +
∫
∂Σ
dTr
(
dξξ−1 ∗Fu
)
−
∫
Σ
dTr
(
dξξ−1 DA
u
∗Fu
)
, (187)
in complete analogy with (63)-(64). We see how the boundary problem reemerges.
As here the dressing field is introduced essentially by hand, we have that H˜ ≃ H , and the Poisson algebra of
dressed charges is isomorphic to LieH . As stressed in the general case, H˜ doesn’t permute points in the physical
phase space S/H ≃ Su/H˜ , it is thus never a physical transformation group - contrary to the assertion in [6].
For the edge mode strategy to solve the boundary problem in (pure) YM theory, one needs 1) to show that it
is possible to construct a SU(n)-dressing field from the gauge potential A and 2) to provide good reasons that this
constructive procedure is s.t. H˜ reduces to the trivial group. Remark that if SU(n) is a substantial gauge symmetry,
then no local SU(n)-dressing field can be built in YM theory. Which means that even if the above conditions
were met, the dressed variable Au would be gauge-invariant but non-local, and so would be the dressed symplectic
structure induced by θu
Σ
and Θu
Σ
.
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5.3.1.b 4D gravity
In this section we will take the viewpoint that A¯ is the space of local representatives on U ⊂ M of Cartan connec-
tions on P, which changes nothing of substance to the general results derived up to now. We will consider in turn
4D Einstein-Cartan gravity with Λ , 0 and 4D McDowell-Mansouri gravity.
4D Einstein-Cartan gravity Λ , 0: As seen in section 5.1.3, the underlying Cartan geometry is reductive and the
Cartan connection splits as A¯ = A + e, where A is so(1, 3)-valued and the soldering form e is R4-valued. The gauge
group isH = SO(1, 3) and acts as RγA := A
γ = γ−1Aγ + γ−1dγ and Rγe := e
γ = γ−1e.
From this we see that a SO-dressing is readily extracted from the soldering form, i.e. the Cartan connection:
Given a coordinate system {xµ} on U the soldering is e = eaµ dx
µ, so the map e := eaµ : U → GL(4) is s.t.
eγ = γ−1e. We thus have indeed a field-dependent local dressing field u : A¯ → Dr
[
GL, SO
]
, A¯ 7→ u(A¯) = e, s.t.
R⋆γ u(A¯) = u(RγA¯) = u(A¯
γ) = eγ = γ−1e = γ−1u(A¯). Said otherwise, the tetrad field is a Lorentz dressing field.
The SO-invariant dressed Cartan connection is then
A¯u = u−1A¯u + u−1du =: Γ¯ ⇒
{
Au = e−1Ae + e−1de =: Γ,
eu = e−1e = dx,
(188)
where dx = δ µρ dx
ρ and Γ = Γµν = Γ
µ
ν, ρ dx
ρ has values in M(4,R) = LieGL(4). The latter is the familiar linear
connection. Correspondingly the dressed Cartan curvature is
F¯u = u−1F¯u ⇒
{
Ru = e−1Re =: R = d Γ + 1
2
[Γ, Γ],
Tu = e−1T =: T = Γ ∧ dx,
(189)
where T = T µ = 1
2
T
µ
ρσ dx
ρ ∧ dxσ = Γµρσ dx
ρ ∧ dxσ and R = 1
2
R
µ
ν, ρσ dx
ρ ∧ dxσ is M(4,R)-valued.
The geometry being reductive dA¯u = dΓ¯ splits and by (38) we have
dAu = dΓ = e−1
(
dA + DA
{
dee−1
})
e, and deu = e−1
(
de − dee−1e
)
≡ 0, (190)
where we remark that dee−1 = deaµ(e
−1) µb ∈ LieSO, and the second equality follows from the fact that dee
−1e =
deaµ(e
−1) µb e = de
a
µ dx
µ = de (or indeed simply from d dx = 0).
As reminded in section 2.2, given a non-degenerate bilinear form η on LieG/LieH, the soldering of a Cartan
connection induces a metric on M (or a class thereof, depending on the action of H-action on η) by g := η(e, e).
Here, the bilinear form is the Minkowski metric η on R4, the metric is in components g := eTη e, i.e gµν = eµ
aηab e
b
ν,
and it is another SO-invariant field arising naturally. Remark that the metricity condition is automatic, as we have
∇g := dg − ΓT g − gΓ = −eT
(
ATη + η A
)
e = 0.
The polynomial (70) with which we wrote the Lagrangian for 4D gravity in sections 5.1.3 and 5.1.4 is SO-
invariant by (71). It is the restriction of the polynomial P¯ : ⊗kM(2k,K)→ K given by
P¯
(
M1, . . . ,Mk
)
=
√
| det(g)| M1 • . . . • Mk :=
√
| det(g)| M
µ1µ2
1
M
µ3µ4
2
. . . M
µ2k−1µ2k
k
εµ1...µ2k . (191)
Clearly only the antisymmetric part A of a variable M = S + A contributes. Under the substitution g → GT gG and
M → G−1TMG−1, with G = Gαβ ∈ GL(4), by a computation analogue to (71) we have
P¯
(
G−1TM1G
−1, . . . ,G−1TMkG
−1) = √| det(g)| det(G) det(G−1) Mµ1µ2
1
M
µ3µ4
2
. . . M
µ2k−1µ2k
k
εµ1...µ2k ,
= P¯
(
M1, . . . ,Mk
)
. (192)
In this sense, P¯ is thus GL-invariant. One obtains the SO-invariant polynomial P by the substitution g → η.
Conversely, if in P one plugs variables e M eT then by (71) again we get
P
(
e M1 e
T , . . . , e Mk e
T ) = e M1 eT • . . . • e Mk eT = det(e) M1 • . . . • Mk = P¯(M1, . . . ,Mk). (193)
As we are about to see, this situation illustrates the caveat expressed in footnote 36 and 39 about the necessary
extension of the polynomial on which are based the Lagrangian and all derived variational forms, when the structure
group is a target group of the dressing field, G ⊃ H.
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The Lagrangian of the theory is L(A, e) = P
(
Rη−1, e ∧ eT
)
= Rη−1 • e ∧ eT − ε
2ℓ2
e ∧ eT • e ∧ eT , see (80), and is
SO-invariant. The associated field equations and presymplectic potential current are
E = E
(
dA¯; A¯
)
= 2
(
dA • DAe ∧ eT + de ∧ eT •
(
R − ε
ℓ2
e ∧ eT
))
and θ = θ(dA¯; A¯) = dA • e ∧ eT , (194)
while the presymplectic 2-form current is Θ = −2 dA • de ∧ eT .
Noticing that e ∧ eT = e dx ∧ dxT eT and R η−1 = e R e−1η−1 = e Rg−1eT ,40 the dressed Lagrangian is found by
Lu(A, e) = P
(
e Rg−1eT , e dx ∧ dxT eT
)
= e Rg−1eT • e dx ∧ dxT eT − ε
2ℓ2
e dx ∧ dxT eT • e dx ∧ dxT eT ,
L¯(Γ, g) = P¯
(
Rg−1, dx ∧ dxT
)
=
√
| det(g)| Rg−1 • dx ∧ dxT − ε
2ℓ2
dx ∧ dxT • dx ∧ dxT . (195)
Developing the expression, with ε
ℓ2
= Λ
3
, this is of course the Lagrangian of GR in the metric formulation,
L¯(Γ, g) =
√
| det(g)|
(
R
µνdxαdx β − ε
2ℓ2
dxµdx νdxαdx β
)
εµναβ = 2
√
| det(g)| d4x
(
Ric − 2Λ
)
.
The dressed presymplectic potential associated to (195) is thus simply the presymplectic potential of metric GR.
By (168) it is,
θuΣ =
∫
Σ
θ¯
(
dA¯u; A¯u
)
=
∫
Σ
θ
(
edΓ e−1; A¯
)
= θΣ +
∫
∂Σ
θ(duu−1; A¯) −
∫
Σ
E(duu−1; A¯),
= θΣ +
∫
∂Σ
dee−1 • e ∧ eT −
∫
Σ
2 dee−1 • DAe ∧ eT , (196)
= θΣ +
∫
∂Σ
dee−1 • e ∧ eT |N .
This can be checked explicitly by plugging dA = edΓ e−1 − DA
{
dee−1
}
(obtained from (190)) in θΣ = θΣ(dA¯; A¯).
Notice that only the LieSO-part of the field equations E contributes to this expression. In components we have
θuΣ =
∫
Σ
θ
(
edΓ e−1; A¯
)
=
∫
Σ
edΓ e−1 • e ∧ eT =
∫
Σ
√
| det(g)| dΓ g−1 • dx ∧ dxT ,
=
∫
Σ
√
| det(g)| d3x δ•µ 2 dΓαβ
[µgα]β. (197)
which is indeed the presymplectic potential of metric GR, as given e.g. in [73] eq.(2.14) or [104] eq.(2.8).
The boundary term in (196) is the - aptly named - “dressing 2-form” proposed in [73] (see eq(2.32)-(2.34))
and [104] (see eq.(2.11)-(2.12)) so as to make θΣ “fully gauge invariant”
41 and equivalent to the presymplectic
potential of the metric formulation in case of vanishing torsion (i.e. when A¯ is the normal Cartan connection).
In the framework of the DFM, this result and its generalisation are naturally delivered as a matter of course.
By (169) the dressed presymplectic 2-forms is
Θ
u
Σ = ΘΣ +
∫
∂Σ
dθ
(
duu−1; A¯
)
−
∫
Σ
dE
(
duu−1; A¯
)
.
= ΘΣ +
∫
∂Σ
d
(
dee−1 • e ∧ eT
)
−
∫
Σ
2 d
(
dee−1 • DAe ∧ eT
)
, (198)
= ΘΣ +
∫
∂Σ
d
(
dee−1 • e ∧ eT
)
|N .
This last result reproduces eq.(6.19) of [104]. Using the alternative expression Θu
Σ
= ΘΣ +
∫
Σ
dθ
(
DA{duu−1}; A¯
)
(see (59) with the substitution γ → u) it is easy to check that Θu
Σ
= dθu
Σ
=
∫
Σ
d
(
edΓ e−1 • e ∧ eT
)
. Using (197), in
components this is
Θ
u
Σ = dθ
u
Σ =
∫
Σ
√
| det(g)| d3x δ•µ 2
{
1
2
gαβdgαβ dΓ
[µ
γνg
γ]ν − dΓ[µγν dg
γ]ν
}
. (199)
40Remark also that Rg−1 + g−1RT = e−1(Rη−1 + η−1RT ) e−1T = 0, so Rg−1 = Rµν is a 2-form with values in antisymmetric matrices.
41Horizontal is what is actually meant there. Even though indeed the conjunction of trivial SO-equivariance (gauge invariance in the
standard sense) and horizontality implies basicity, and therefore field-dependent SO-invariance.
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It takes some work to show that in the torsion-free case this reproduces the standard result,
Θ
u
Σ
=
∫
Σ
√
| det(g)| d3x δ•µ
{
gαβdgαβ
(
gλ[γ ∇λ(dgγν) g
µ]ν
)
−2 gλµ ∇γ(dgνλ) dg
γν + gλµ ∇λ(dgγν) dg
γν + gλγ ∇ν(dgγλ) dg
µν
}
, (200)
as given e.g. in [105] eq.(22)-(23) or [6] eq.(33).
Remark that despite the last equalities in (196) and (198) - in case A¯ is normal - one is not tempted to think of
the tetrad e as a edge mode living only at the boundary ∂Σ. This highlights again that the notion of edge modes is a
special case of the more general and systematic DFM framework.
Since the dressing u = e kills all of SO, there are no residual gauge transformations of the first kind. In
particular, for χ ∈ LieSO, QΣ(χ; A¯) := ιχvθΣ ≡ 0, which reproduces eq.(6.26)-(6.28) of [104], i.e. there are no
Lorentz charges. But there is an ambiguity in the choice of the dressing field: the choice of coordinate system!
Indeed the soldering form e is a coordinate invariant object, but we identified its components e = ea µ in a given
coordinate system {xµ} as a good candidate SO-dressing field. In another coordinate system the components of e are
e′ = e ξ, i.e. e′a ν = e
a
µ ξ
µ
ν, where ξ = ξ
µ
ν ∈ GL(4) is the Jacobian of the coordinate change. The residual transfor-
mations of the second kind are thus here the group of local coordinate transformations G˜ := {ξ : U → GL(4) | ξγ = ξ}
acting on SO-dressing fields (the tetrad fields) as uξ = uξ and of course trivially on the Cartan connection A¯ξ = A¯.
The space of dressed Cartan connections A¯u is thus a G˜-principal bundle, with a right action of G˜ given by
RξA¯
u = (A¯u)ξ := ξ−1Auξ + ξ−1dξ ⇒

(Au)ξ = Γξ = ξ−1Γξ + ξ−1dξ,
(eu)ξ = (dx)ξ = ξ−1dx.
(201)
By (192) the dressed Lagrangian (195) has trivial G˜-equivariance R⋆
ξ
L¯ = L¯, so for α = α µν ∈ LieG˜ and by (178),
the dressed Noether charge is
Q¯Σ(α; A¯
u) =
∫
∂Σ
θ¯
(
α; A¯u
)
−
∫
Σ
E¯
(
α; A¯u
)
=
∫
∂Σ
θ
(
eα e−1; A¯
)
−
∫
Σ
E
(
eα e−1; A¯
)
,
=
∫
∂Σ
eα e−1 • e ∧ eT −
∫
Σ
2 eα e−1 • DAe ∧ eT ,
=
∫
∂Σ
√
| det(g)| αg−1 • dx ∧ dxT −
∫
Σ
2
√
| det(g)| αg−1 • T ∧ dxT , (202)
=
∫
∂Σ
√
| det(g)| αg−1 • dx ∧ dxT |N ,
=
∫
∂Σ
√
| det(g)| α µλ g
λνdxαdx β εµναβ |N . (203)
We notice that in case ξ is interpreted as manifestation of an active diffeomorphism viewed in a given coordinate
system, so that α = ∂ζ = ∂ νζ
µ with ζ the components of the vector field generating the diffeomorphism, then the
above dressed Noether charge in the absence of torsion is
Q¯Σ(∂ζ; A¯
u) =
∫
∂Σ
√
| det(g)| ∂ζ g−1 • dx ∧ dxT =
∫
∂Σ
√
| det(g)| ∂[ νζ µ]dxαdx β εµναβ |N ,
=
∫
∂Σ
√
| det(g)| ∇[ νζ µ]dxαdx β εµναβ |N . (204)
If ζ is a Killing vector field, this is exactly the Komar mass as given in [106] (definition 4.6, eq.(4.8) p. 460).
It is known to coincide with the Newtonian mass and ADM mass for (stationnary) asymptotically flat spacetimes
M, and to vanish if and only ifM is flat (Lemma 4.10, Theorem 4.13 and Theorem 4.11 in [106]). This is satisfying
when Λ = 0, in which case the groundstate of the theory is Minkowski space, but in case Λ , 0 this means that
we have a non-vanishing Komar mass associated to the (A)dS groundstate. As we will see shortly, this problem is
solved in 4D MacDowell-Mansouri gravity.
The dressed Noether charges (202) satisfy ιαvΘ
u
Σ
= −dQΣ(α; A
u) so that the dressed presymplectic 2-form Θu
Σ
induces via (179) the Poisson bracket{
Q¯Σ(α; A¯
u), Q¯Σ(α
′; A¯u)
}
:= ΘuΣ
(
αv, α′
v)
= Q¯Σ
(
[α, α′]; A¯u
)
. (205)
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The Poisson algebra of dressed Noether charges is thus isomorphic to the Lie algebra of coordinate changes LieG˜.
Finally, by (181) the field-dependent coordinate transformation of the dressed presymplectic potential is,
(
θuΣ
)ξ
= θuΣ +
∫
∂Σ
θ¯(dξξ−1; A¯u) −
∫
Σ
E¯(dξξ−1; A¯u) = θuΣ +
∫
∂Σ
θ(e dξξ−1e−1; A¯) −
∫
Σ
E(e dξξ−1e−1; A¯),
= θuΣ +
∫
∂Σ
e dξξ−1e−1 • e ∧ eT −
∫
Σ
2 e dξξ−1e−1 • DAe ∧ eT ,
= θuΣ +
∫
∂Σ
√
| det(g)| dξξ−1 g−1 • dx ∧ dxT −
∫
Σ
2
√
| det(g)| dξξ−1g−1 • T ∧ dxT , (206)
= θuΣ +
∫
∂Σ
√
| det(g)| dξξ−1 g−1 • dx ∧ dxT |N ,
= θuΣ +
∫
∂Σ
√
| det(g)| dξ µσ(ξ
−1)σλ g
λνdxαdx β εµναβ |N .
in complete analogy with (77). By (182) the G˜-transformation of the presymplectic 2-form is,
(
Θ
u
Σ
)ξ
= ΘuΣ +
∫
∂Σ
dθ¯(dξξ−1; A¯u) −
∫
Σ
dE¯(dξξ−1; A¯u) = ΘuΣ +
∫
∂Σ
dθ(e dξξ−1e−1; A¯) −
∫
Σ
dE(e dξξ−1e−1; A¯),
= ΘuΣ +
∫
∂Σ
d
(
e dξξ−1e−1 • e ∧ eT
)
− 2
∫
Σ
d
(
e dξξ−1e−1 • DAe ∧ eT
)
,
= ΘuΣ +
∫
∂Σ
d
( √
| det(g)| dξξ−1 g−1 • dx ∧ dxT
)
− 2
∫
Σ
d
( √
| det(g)| dξξ−1 g−1 • T ∧ dxT
)
, (207)
= ΘuΣ +
∫
∂Σ
d
( √
| det(g)| dξξ−1 g−1 • dx ∧ dxT
)
|N
,
in analogy with (78). We see how the boundary problem reemerges, intact, for coordinate transformations.
In the case at hand - in good illustration of the general discussion - we have no trouble appreciating that G˜
is not a physical transformation group, and doesn’t permute points in the physical phase space S/SO ≃ Su/G˜.
The dressing operation did not solve the boundary problem, as it simply traded the Lorentz gauge symmetry for
coordinate transformations, which is indeed a relevant (very likely, substantial) symmetry of the theory.
We’ve commented that if a gauge symmetry is substantial it cannot be killed unless one sacrifices the locality of
the theory, yet here the tetrad plays the role of a dressing field killing Lorentz, and it is local. So are we to conclude
that Lorentz is an artificial gauge symmetry, without physical relevance? It depends. In the pure theory, yes. In
gravity coupled to scalar fields (fluid, or dust), the answer would be yes too. But were we to couple gravity with
spinorial matter, then the answer would be no.
Indeed, in this case the tetrad is mapped to a Hermitian matrix-valued 1-form, ea → eAA
′
= eaσ AA
′
a with σ
the Pauli matrices, on which SL(2,C) acts by conjugation. In this representation, the tetrad is unfit to serve as a
SL(2,C)-dressing for spinors that would make then Lorentz invariant (this phenomenon we will encounter in free
3D-C-gravity!). Lorentz symmetry is unavoidable when gravity is coupled to spinorial matter fields, and in this
more realistic theoretical framework, it is a substantial symmetry that likely cannot be killed without losing the
locality of the theory (as a gravitational AB effect would suggest [107]). See again [24] for further elaboration on
this point, as well as some caveats. The verdict on the substantiality of a gauge symmetry or lack thereof, and thus
on its physical relevance, is crucially dependent on the field content of the theory (of course). This goes to show
that one should thread carefully when interpreting simplified or idealised models, even seemingly very compelling
or well-motivated ones.
4D MacDowell-Mansouri gravity: We rely on the previous case to streamline the presentation of the results in the
case of 4D MM gravity. The underlying geometry being reductive, the Cartan connection splits as A¯ = A + 1
ℓ
e, and
correspondingly the curvature is F¯ = F + 1
ℓ
T =
(
R − ε
ℓ2
eet
)
+ 1
ℓ
DAe, where et := eTη = eaηab. the SO-invariant
Lagrangian of the theory is L(A¯) = 1
2
R •R− ε
ℓ2
(
R • e ∧ eT − ε
2ℓ2
e ∧ eT • e ∧ eT
)
. The associated field equations and
presymplectic potential current are
E = − ε
ℓ2
2
{
dA • DAe ∧ eT + de ∧ eT •
(
R − ε
ℓ2
e ∧ eT
)}
, and θ = dA •
(
R − ε
ℓ2
e ∧ eT
)
. (208)
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while the presymplectic 2-form current is Θ = −dA • d
(
R − ε
ℓ2
e ∧ eT
)
.
The dressing fiel is again the tetrad field u = e, and the dressed Lagrangian is,
L¯(Γ, g) =
√
| det(g)| 1
2
Rg−1 • Rg−1 − ε
ℓ2
(
Rg−1 • dx ∧ dxT − ε
2ℓ2
dx ∧ dxT • dx ∧ dxT
)
. (209)
The dressed presymplectic potential is by (168),
θuΣ =
∫
Σ
θ
(
edΓ e−1; A¯
)
= θΣ +
∫
∂Σ
θ(duu−1; A¯) −
∫
Σ
E(duu−1; A¯),
= θΣ +
∫
∂Σ
dee−1 •
(
R − ε
ℓ2
e ∧ eT
)
+ ε
ℓ2
∫
Σ
2 dee−1 • DAe ∧ eT , (210)
= θΣ +
∫
∂Σ
dee−1 •
(
R − ε
ℓ2
e ∧ eT
)
|N .
The boundary term generalises the “dressing 2-form” of [73] and [104]. By (169) the associated dressed presym-
plectic 2-forms is
Θ
u
Σ = ΘΣ +
∫
∂Σ
d
(
dee−1 •
(
R − ε
ℓ2
e ∧ eT
))
+ ε
ℓ2
∫
Σ
2 d
(
dee−1 • DAe ∧ eT
)
, (211)
= ΘΣ +
∫
∂Σ
d
(
dee−1 •
(
R − ε
ℓ2
e ∧ eT
))
|N .
Again the dressing u = e kills the Lorentz symmetry, such that there are no residual gauge transformations of
the first kind. But as before, there are residual transformations of the second kind embodied by the group G˜ of
local coordinate transformations, which leaves the dressed Lagrangian invariant, R⋆
ξ
L¯ = L¯. The associated dressed
Noether charges, for α = α µν ∈ LieG˜, are by (178)
Q¯Σ(α; A¯
u) =
∫
∂Σ
eα e−1 •
(
R − ε
ℓ2
e ∧ eT
)
+ ε
ℓ2
∫
Σ
2 eα e−1 • DAe ∧ eT ,
=
∫
∂Σ
√
| det(g)| αg−1 •
(
Rg−1 − ε
ℓ2
dx ∧ dxT
)
+ ε
ℓ2
∫
Σ
2
√
| det(g)| αg−1 • T ∧ dxT , (212)
=
∫
∂Σ
√
| det(g)| αg−1 •
(
Rg−1 − ε
ℓ2
dx ∧ dxT
)
|N
,
=
∫
∂Σ
√
| det(g)|
(
ε µνσρ α
µν 1
2
R
σρ
αβ −
ε
ℓ2
α µν εµναβ
)
dxα∧dx β |N . (213)
In case α = ∂ζ = ∂ νζ
µ with ζ the components of a Killing vector field generating an isometry of spacetime, the
above expression is a generalised Komar integral - and reproduces e.g. . It gives a good notion of Komar mass in
gravity with Λ , 0 as it vanishes on the (A)dS groundstate of the theory, which is also the homogeneous space of
the underlying Cartan geometry (showing that there are benefits to writing theories/Lagrangians that ‘respect’ this
geometry). In particular, (213) reproduces the result for 4D Zumino-Lovelock theory gravity (Or Gauss-Bonnet
gravity) obtained in [108] eq.(17)-(20).
The general dressed Noether charges (212) satisfy ιαvΘ
u
Σ
= −dQΣ(α; A
u) so that the dressed presymplectic
2-form Θu
Σ
induces via (179) the Poisson bracket
{
Q¯Σ(α; A¯
u), Q¯Σ(α
′; A¯u)
}
:= ΘuΣ
(
αv, α′
v)
= Q¯Σ
(
[α, α′]; A¯u
)
, (214)
so that, again, the Poisson algebra of dressed charges is isomorphic to the Lie algebra of coordinate changes LieG˜.
We refrain from giving the formula of G˜-gauge transformation for θu
Σ
and Θu
Σ
which are easily guessed general-
isations of (206)-(207). From these would be clear that the boundary problem resurfaces w.r.t. G˜, which is clearly
seen not to be a physical transformation group, as it doesn’t act on the physical phase space S/SO ≃ Su/G˜.
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5.3.2 Dressed presymplectic structure for c-equivariant Lagrangians
We rely on the template of section 5.3.1 and generalise it to obtain the dressed presymplectic structure for c-equivariant
theories. For a c-equivariant Lagrangian, R⋆γ L = L + c( ; γ) with γ ∈ H , which implies L
γ(A) = L(Aγ) =
L(A) + c(A;γ), for γ ∈H , the corresponding dressed Lagrangian is Lu(A) := L(Au) = L(A) + c(A;u). As usual,
dLu = Eu + dθu = E
(
dAu; Au
)
+ dθ
(
dAu; Au
)
, (215)
and we still defines Θu := dθu. From now on we operate under hypothesis 0 (95) and hypothesis 1 (99), so that we
are in the perimeter of validity of the analysis of section 5.2. This allows us to obtain by (40) the explicit expressions
of the above basic forms in terms of u. Applying the rule of thumb γ→ u and using (109), (111) and (117), we get
Eu = E(dAu; Au) = E + dE
(
duu−1; A
)
, (216)
θuΣ = θΣ +
∫
∂Σ
Q˜
(
duu−1; A
)
+
∫
Σ
−E
(
duu−1; A
)
+ β
(
duu−1; A
)
+ b
(
u(A)
)
|A + b
(
DA
{
duu−1
}
;u(A)
)
, (217)
Θ
u
Σ = ΘΣ +
∫
∂Σ
d
(
Q˜
(
duu−1; A
)
− Q
(
duu−1; A
)
+A
(
⌊duu−1, duu−1⌋; A
)
+ Q
(
d(duu−1); A
))
(218)
−
∫
Σ
dE
(
duu−1; A
)
.
Notice that A and Au satisfy the same field equations, if E = 0 then Eu = 0. By definition, the above are off-shell
K-basic, thus K-invariant, and remain so on-shell. So that θu
Σ
and Θu
Σ
descend as well-defined forms on S/K .
The K-basicity of θu
Σ
means that dressed Noether charges associated to LieK vanishes identically: for χ ∈ LieK ,
QΣ
(
χ; Au
)
:= ιχvθ
u
Σ
≡ 0. And of course, consistently, the K-basicity of Θu
Σ
means that the Poisson bracket of such
dressed charges is identically 0:
{
QΣ
(
χ; Au
)
;QΣ
(
χ′; Au
)}
:= Θu
Σ
(
χv, χ′v
)
≡ 0.
In particular, if u ∈ Dr[G,H] then θu
Σ
and Θu
Σ
are off-shell and on-shell H-basic andH-invariant, and may thus
induce a symplectic structure on S/H without any conditions on the fields and/or the boundary. Obviously, the
H-dressed Noether charges and their Poisson bracket vanish identically.
In view of the on-shell restriction of (218), one may be tempted to think that u need only exist at the boundary
∂Σ, but this inclination is dispelled when considering the on-shell restriction of (217) where clearly a bulk term
involving the dressing field remains and cannot be neglected. It is then most clear in this case that the dressing field
cannot be mistaken for an edge mode.
We now turn our attention to the residual transformations that may operate on these dressed objects.
Residual gauge transformations of the first kind: In case u ∈ Dr[G,K] and K ⊳ H so that H/K = J, there are
residual J-transformations. We suppose u satisfies Proposition 3 of section 3.2, so that
R⋆η u = η
−1uη with η ∈ J , and uη = η−1uη with η ∈ J . (219)
Then Rη A
u := (Au)η = η−1Auη + η−1dη and we thus have R⋆η L(A
u) = L(Au) + c(Au; η). Then, as we are under
Hypothesis 0 and 1, the analysis of section 5.2 regarding Noether current and charges and their Poisson bracket
holds for J-transformations. Given λ ∈ LieJ , the dressed Noether charge is
QΣ
(
λ; Au
)
=
∫
∂Σ
(
Q˜
(
λ; Au
)
− Q
(
λ; Au
))
−
∫
Σ
E
(
λ; Au
)
, and s.t. ιλvΘ
u
Σ = −dQΣ(λ; A
u), (220)
The dressed presymplectic 2-form induce a Poisson bracket for those charges by
{
QΣ
(
λ; Au
)
,QΣ
(
λ′; Au
)}
:=ΘuΣ
(
λv, λ′
v)
= QΣ
(
[λ, λ′]; Au
)
+ C (λ, λ′) (221)
with C (λ, λ′) :=
∫
∂Σ
A
(
⌊ λ, λ′⌋; Au
)
+ Q
(
[λ, λ′]; Au
)
,
so that the Poisson algebra of dressed charges is a central extansion of LieJ . The dressed charges generate in-
finitesimal J-transformations via
{
QΣ
(
λ; Au
)
,
}
.
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Following section 4.3.2, the residual J -gauge transformation of the K-basic dressed form αu is given by (42):(
αu
)η
= α
(
Λ•
(
dAu
)η
; (Au)η
)
. Thus the field-dependent J -gauge transformations of Eu, θu
Σ
and Θu
Σ
are here
(
Eu
)η
= Eu + dE
(
dηη−1; Au
)
, (222)
(
θuΣ
)η
= θuΣ +
∫
∂Σ
Q˜
(
dηη−1; Au
)
+
∫
Σ
−E
(
dηη−1; Au
)
+ β
(
dηη−1; Au
)
+ b
(
η
)
|A + b
(
DA
u{
dηη−1
}
;η
)
, (223)
(
Θ
u
Σ
)η
= ΘuΣ +
∫
∂Σ
d
(
Q˜
(
dηη−1; Au
)
− Q
(
dηη−1; Au
)
+A
(
⌊dηη−1, dηη−1⌋; Au
)
+ Q
(
d(dηη−1); Au
))
(224)
−
∫
Σ
dE
(
dηη−1; Au
)
.
The reduced phase space being Su/J , for θu
Σ
and Θu
Σ
to be on-shell J-basic and induce a well-defined symplectic
structure on Su/J , one needs again to stipulate adequate boundary conditions.
When u is a H-dressing field, u ∈ Dr[G,H], there are no residual gauge transformations of the first kind: θu
Σ
and Θu
Σ
are H-basic (so in particular QΣ
(
χ; Au
)
:= ιχvθ
u
Σ
≡ 0 for χ ∈ LieH) and may give a symplectic structure on
S/H . In this case we must consider residual transformation of the second kind.
Residual transformations of the second kind: According to sections 3.3 and 4.3.2 any a priori ambiguity in
choosing a dressing field turns Au into a G˜-principal bundle, with G˜ :=
{
ξ : P → G |R∗
h
ξ = ξ
}
acting as uξ := uξ
and Aξ = A, so that RξA
u := (Au)ξ = ξ−1Auξ + ξ−1dξ. Then we have L
(
(Au)ξ
)
= L(Au) + c(Au; ξ), so that again the
analysis of section 5.1 regarding Noether current and charges and their Poisson bracket is available on the G˜-bundle
Au. For α ∈ LieG˜ we then get the dressed Noether charges
QΣ
(
α; Au
)
=
∫
∂Σ
(
Q˜
(
α; Au
)
− Q
(
α; Au
))
−
∫
Σ
E
(
α; Au
)
, and s.t. ιαvΘ
u
Σ = −dQΣ(α; A
u), (225)
The dressed presymplectic 2-form induce a Poisson bracket for these dressed charges by
{
QΣ
(
α; Au
)
,QΣ
(
α′; Au
)}
= QΣ
(
[α, α′]; Au
)
+ C (α, α′) (226)
with C (α, α′) :=
∫
∂Σ
A
(
⌊α, α′⌋; Au
)
+ Q
(
[α, α′]; Au
)
,
so that the Poisson algebra of G˜-Noether charges is a central extension of LieG˜, and as in appendix D they generate
infinitesimal G˜-transformations via
{
QΣ(α; A
u),
}
.
From section 4.3.2 we have that the field-dependent G˜-transformation of the dressed form αu is given by (46):(
αu
)ξ
= α
(
Λ•
(
dAu
)ξ
; (Au)ξ
)
. The G˜-gauge transformations of Eu,θu
Σ
and Θu
Σ
are then
(
Eu
)ξ
= Eu + dE
(
dξξ−1; Au
)
, (227)
(
θuΣ
)ξ
= θuΣ +
∫
∂Σ
Q˜
(
dξξ−1; Au
)
+
∫
Σ
−E
(
dξξ−1; Au
)
+ β
(
dξξ−1; Au
)
+ b
(
ξ
)
|A + b
(
DA
u{
dξξ−1
}
; ξ
)
, (228)
(
Θ
u
Σ
)ξ
= ΘuΣ +
∫
∂Σ
d
(
Q˜
(
dξξ−1; Au
)
− Q
(
dξξ−1; Au
)
+A
(
⌊dξξ−1, dξξ−1⌋; Au
)
+ Q
(
d(dξξ−1); Au
))
(229)
−
∫
Σ
dE
(
dξξ−1; Au
)
.
From the SES (43)-(44), and since A/H ≃ Au/G˜ , we have that the reduced phase space is S/H ≃ Su/G˜. Then,
for θu
Σ
and Θu
Σ
to be on-shell G˜-basic and to thus induce a well-defined symplectic structure on Su/G˜, one needs to
stipulate adequate boundary conditions. The situation parallels what happens for θΣ and ΘΣ w.r.t. S/H .
The comments made just before 5.3.1.a hold equally here. The group G˜ is not a physical transformation group
as it acts trivially on the physical phase space S/H ≃ Su/G˜. So the viability of the DFM as a solution to the
boundary problem rests on the possibility to show 1) that a H-dressing can indeed be extracted from the connection
A, and 2) that this constructive procedure is s.t. G˜ is reduced to a discrete group, or the trivial group.
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In case theH-gauge symmetry of the theory is substantial, there is very probably no local H-dressing field. So
that even with the above two conditions satisfied, one solves the boundary problem for non-invariant theories via
the DFM only at the cost of locality.
We can nonetheless, at least formally, write down the dressed presymplectic structure for non-Abelian Chern-
Simons theory and 3D-C-gravity, as illustrations of the above general framework.
5.3.2.a 3D non-Abelian Chern-Simons theory
The Lagrangian of CS theory is L(A) = Tr
(
AdA + 2
3
A3
)
, the gauge group is H = SU(n) and the H-equivariance
of the Lagrangian is R⋆γ L(A) = L(A) + Tr
(
d
(
γdγ−1A
)
− 1
3
(
γ−1dγ
)3)
for γ ∈ H . The associated field equations
are E = E(dA; A) = 2Tr(dA F) and the presymplectic potential current is θ = θ(dA; A) = Tr(dA A), while the
presymplectic 2-form current is Θ = −Tr
(
dA dA
)
.
Admitting there is a SU(n)-dressing field u, the dressed Lagrangian is
Lu(A) = L(Au) = L(A) + Tr
(
d
(
udu−1A
)
− 1
3
(
u−1du
)3)
, (230)
which generalises eq.(3.45) in [7]. By (216) the associated field equations are Eu = Tr
(
dAu Fu
)
= Tr
(
dA F
)
+
d Tr
(
duu−1 F
)
. By (217), or using (130) for our rule of thumb, the dressed presymplectic potential is
θuΣ =
∫
Σ
Tr
(
dAu Au
)
= θΣ +
∫
∂Σ
2Tr
(
duu−1A
)
+
∫
Σ
−2Tr
(
duu−1F
)
+ Tr
(
udu−1d
(
duu−1
)
+ d
(
udu−1A
))
, (231)
= θΣ +
∫
∂Σ
2Tr
(
duu−1A
)
+
∫
Σ
Tr
(
udu−1d
(
duu−1
)
+ d
(
udu−1A
))
|S
.
This generalises eq (3.43) in [7] (dealing with Abelian CS theory). By (218), or using (131), the associated dressed
presymplectic 2-forms is,
Θ
u
Σ = −
∫
Σ
Tr
(
dAu dAu
)
= ΘuΣ +
∫
∂Σ
d
(
2Tr
(
duu−1A
)
− 2Tr
(
d(duu−1)duu−1
))
−
∫
Σ
2dTr
(
duu−1F
)
, (232)
= ΘuΣ +
∫
∂Σ
d
(
2Tr
(
duu−1A
)
− 2Tr
(
d(duu−1)duu−1
))
|S
.
This generalises eq (3.64) in [7].
The dressing u kills all of H , so there are no residual gauge transformations of the first kind. In particular, for
χ ∈ LieH , QΣ(χ; A
u) := ιχvθΣ ≡ 0 and there is no Poisson bracket to speak about, as obviously the basicity of Θ
u
Σ
implies
{
QΣ(χ; A
u),QΣ(χ
′; Au)
}
≡ 0 - which generalises and trivialises eq.(3.66)-(3.67) in [7].
But there is a priori an ambiguity in the choice of the dressing field, so we have residual transformations of
the second kind embodied by the group H˜ :=
{
ξ : P → SU(n) |R∗
h
ξ = ξ
}
acting as uξ = uξ and Aξ = A. Then the
H˜-equivariance of the dressed Lagrangian is R⋆
ξ
L(Au) = L(Au) + Tr
(
d
(
ξdξ−1A
)
− 1
3
(
ξ−1dξ
)3)
, and for α ∈ LieH˜
the dressed Noether charge is by (225), or from (127),
QΣ(α; A
u) =
∫
∂Σ
2Tr(αAu) −
∫
Σ
2Tr(αFu), s.t. ιαvΘ
u
Σ = −dQΣ(α; A
u) (233)
=
∫
∂Σ
2Tr(αAu) |S.
This generalises eq.(3.69) of [7]. The Poisson bracket of dressed charges induced by Θu
Σ
via (226) is, via (128),
{
QΣ(α; A
u),QΣ(α
′; Au)
}
= QΣ([α, α
′]; Au) +
∫
∂Σ
2Tr(dαα′), (234)
which generalises eq.(3.70) in [7]. The Poisson algebra of H˜-Noether charges is then a central extension of LieH˜ .
Finally, by (228) and (229), and using (130)-(131), we get the H˜-transformations of the dressed presymplectic
potential and 2-form,
(θuΣ)
ξ = θuΣ +
∫
∂Σ
2Tr
(
dξξ−1A
)
+
∫
Σ
−2Tr
(
dξξ−1F
)
+ Tr
(
ξdξ−1d
(
dξξ−1
)
+ d
(
ξdξ−1A
))
, (235)
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(ΘuΣ)
ξ = ΘuΣ +
∫
∂Σ
d
(
2Tr
(
dξξ−1A
)
− 2Tr
(
d(dξξ−1)dξξ−1
))
−
∫
Σ
2dTr
(
dξξ−1F
)
, (236)
We see how the boundary problem reemerges w.r.t. the H˜-residual symmetry.
The dressing field is here introduced by hand, so H˜ isH in another guise. It is certainly not a physical symmetry,
as is clear from the fact that it acts trivially on the physical phase space S/H ≃ Su/H˜ . As in the case of YM theory,
for the DFM to be of any help for the boundary problem in CS theory, one would have to prove that a SU-dressing
field u can be extracted from A in such a way that H˜ can in effect be neglected. Even if this can be done, the SU(n)
symmetry of CS theory being (probably) substantial, a gauge-invariant symplectic structure would be non-local.
5.3.2.b 3D-C-gravity Λ = 0 (Lorentz+translations)
This example is a good one to conclude the paper, as it allows to illustrate how to perform multiple dressings.
The Lagrangian of the theory is L(A¯) = L(A, e) = Tr
(
e R
)
, with R = dA + 1
2
[A, A]. The associated field equations
are E = E
(
dA¯; A¯
)
= Tr
(
de R + dADAe
)
, the presymplectic potential current is θ = θ
(
dA¯; A¯
)
= Tr
(
dA e
)
, so that
Θ = −Tr
(
dA de
)
. See details in sections (5.1.2) and (5.2.2).
We will again depart from the Cartan theoretic point of view, and start by considering the LieG-valued connec-
tion A¯ as an Ehresmann connection on a G-bundle Q. As detailed in section (5.2.2), the gauge group is, like G, a
semi-direct product G = H ⋉ T in either Euclidean or Lorentzian signature. We remind that, given γ ∈ H and
t ∈ T , its action on the connection,
et = e + DAt, eγ = γ−1eγ,
At = A, Aγ = γ−1Aγ + γ−1dγ. (237)
We will refer toH as the Lorentz gauge group, and to T as the translations gauge group. The Lagrangian has trivial
H-equivariance R⋆γ L(A¯) = L(A¯), but non-trivial T -equivariance R
⋆
t L(a¯) = L(A¯) + c(A¯; t) = L(A¯) + d Tr(t R). Yet for
the latter sector Hypothesis 0 (R⋆t E = E) and 1 are satisfied.
We have two gauge sectors. Were we to perform dressings, where should we start? Well, if a dressing operation
must leave us with a well defined residual gauge symmetry, according to section 3.2 we must start by killing the
gauge subgroup that is normal in the full gauge group. Since here we have a semi-direct product, this is easy: we
have T ⊳ G, so we must start by dressing for gauge translations.
First dressing for translational invariance: Suppose that we have a T -dressing v which, since T is additive
abelian, is s.t. R⋆t v = v − t. We have the dressed Cartan connection and curvature
A¯v = Av + ev = A + (e + DAv), (238)
F¯v = Rv + T v = R + DA(e + DAv) = R + (T + [R, v]), (239)
and the dressed Lagrangian is thus
Lv(A¯) = L(A¯v) = Tr
(
evR
)
= L(A¯) + d Tr
(
vR
)
. (240)
By (216) the associated field equations are Ev = E
(
dA¯v; A¯v
)
= Tr
(
devR + dADA(ev)
)
= E + Tr
(
dvR
)
. By (217)
and (218), or using (149) and (150) with our rule of thumb, the dressed presymplectic potential and 2-form are
θ vΣ =
∫
Σ
θ
(
dA¯v; A¯v
)
=
∫
Σ
Tr
(
dAv ev
)
= θΣ −
∫
∂Σ
Tr(dA v) +
∫
Σ
Tr
(
dR v
)
, (241)
Θ
v
Σ =
∫
Σ
Θ
(
Λ2dA¯v; A¯v
)
= −
∫
Σ
Tr
(
dAv dev
)
= ΘΣ +
∫
∂Σ
dTr
(
dvA
)
−
∫
Σ
dTr
(
dvR
)
. (242)
We notice that (241) reproduces eq.(4.44) in [7]. These are by construction T -basic both off-shell and on-shell,
which means in particular that for τ ∈ LieT we have vanishing dressed Noether charges, QΣ
(
τ; A¯v
)
:= ιτvθ
v
Σ
≡ 0,
and that their Poisson bracket is obvisously trivial
{
QΣ
(
τ; A¯v
)
,QΣ
(
τ′; A¯v
)}
:= Θ v
Σ
(
τv, τ′v
)
≡ 0.
Consider how, looking at the on-shell restriction (R = 0) of (241)-(242), one may be tempted to think that the
dressing v need only exist at the boundary ∂Σ.
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Residual (Lorentz) transformations of the fist kind: As T ⊳ G we have H as our residual symmetry of the
first kind, which by the way acts by conjugation on T . Meaning that our translation-valued dressing field is s.t
R⋆γ v = γ
−1vγ. This is precisely the condition of validity of Proposition 3 in section 3.2, by which we can conclude
that
Rγ A¯
v := (A¯v)γ = γ−1A¯vγ + γ−1dγ ⇒

(Av)γ = Aγ = γ−1A¯vγ + γ−1dγ,
(ev)γ = γ−1evγ,
(243)
i.e. the dressed fields are genuine H-gauge fields. Then, since the initial Lagrangian has trivial H-equivariance,
so does the dressed Lagrangian: R⋆γ L(A¯
v) = L(A¯v). There is no Lorentz anomaly, but we may still use the general
results of section 5.3.1 (even though those of section 5.3.2 would work as well).
By (172) (or (220)), for χ ∈ LieH the dressed Lorentz charges are
QΣ
(
χ, A¯v
)
=
∫
∂Σ
Tr
(
χ ev
)
−
∫
Σ
Tr
(
χDAev
)
, s.t. ιχvΘ
v
Σ = −dQΣ
(
χ, A¯v
)
, (244)
as is easily checked from ιχvdA = D
Aχ, ιχvdR = [R, χ], and (241). Their Poisson bracket is by (221) (or just (173)){
QΣ
(
χ, A¯v
)
,QΣ
(
χ′, A¯v
)}
:= Θ v
Σ
(
χv, χ′v
)
= QΣ
(
[χ, χ′], A¯v
)
, so that the Poisson algebra of dressed Lorentz charges is
isomorphic to LieH . These dressed charges generate infinitesimal Lorentz gauge transformations by
{
QΣ
(
χ, A¯v
)
,
}
.
By (174)-(176) (or (222)-(224)) the residualH-gauge transformation of the dressed field equations, the dressed
presymplectic potential and 2-form are
(Ev)γ = Ev + E
(
dγγ−1, A¯v
)
= Ev + Tr
(
dγγ−1 DA(ev)
)
(245)
(θvΣ)
γ = θvΣ +
∫
∂Σ
θ
(
dγγ−1; A¯v
)
−
∫
Σ
E
(
dγγ−1; A¯v
)
,
= θΣ +
∫
∂Σ
Tr
(
dγγ−1ev
)
−
∫
Σ
Tr
(
dγγ−1 DAev
)
. (246)
(ΘvΣ)
γ = ΘvΣ +
∫
∂Σ
dθ
(
dγγ−1; A¯v
)
−
∫
Σ
dE
(
dγγ−1; A¯v
)
,
= ΘΣ +
∫
∂Σ
dTr
(
dγγ−1ev
)
−
∫
Σ
dTr
(
dγγ−1 DAev
)
. (247)
Notice how only the Lorentz part of Ev contributes.
These are the exact same results as those found in section 5.1.2 (given that Λ, like a mass term, does not affect
the presympletic structure) adopting a strictly Cartan geometric viewpoint. One may indeed notice that what is
effectively achieved geometrically, after this first dressing eliminating translational gauge transformations, is that
the underlying G-bundle Q with gauge group G on which A¯ is an Ehresmann connection has been factorised to a
H-subbundle P with gauge group H on which A¯v is a Cartan connection. That is, we end-up where it would have
been natural to start, from a Cartan theoretic point of view on gravitational gauge theories.
But then we see that the boundary problem is still with us w.r.t. Lorentz gauge transformations: Even restricting
the above results on-shell, we see that to get a symplectic structure on the physical phase space Sv/H ≃ S/G, we
must impose boundary conditions.
Second dressing for Lorentz invariance: Given that we have a well-behaved H-gauge theory given by Lv, we
may try to perform a second dressing operation, this time to erase Lorentz symmetry. In section 5.3.1.b we had
found that in 4D (real) gravity, the tetrad field extracted from the soldering form could play that role. But notice that
in the C-representation at hand we have eγ = γ−1eγ, for γ ∈ H , so that no Lorentz dressing field can be extracted
from the soldering form.42 Nonetheless we can formally write down what the fully invariant theory and associated
presymplectic structure would look like.
42See the comment at the end of our treatment of EC gravity in section 5.3.1.b regarding the coupling to spinors and the ensuing change
of status of Lorentz symmetry.
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Suppose then that we have a H-dressing field u, s.t. R⋆γu = γ
−1u. As we have stressed in sections 3.2 and
4.3.2, in order not to spoil the T -invariance gained in the previous operation, this new dressing field must satisfy
R⋆t u = u, for t ∈ T (this is the last of the compatibility conditions stipulated by equation (8)). We then have the
dressed Cartan connection and curvature,
(A¯v)u = (Av)u + (ev)u =
(
u−1Avu + u−1du
)
+ u−1ev u,
=
(
u−1A u + u−1du
)
+ u−1
(
e + DAv
)
u, (248)
(F¯v)u = (Rv)u + (T v)u = u−1Rvu + u−1T v u,
= u−1R u + DA
u(
u−1evu
)
. (249)
Equation (248) reproduces the (aptly named) “dressed fields” defined below eq.(4.54) in [7]. The dressed La-
grangian is,
Lu
(
A¯v
)
= L
(
(A¯v)u
)
= Tr
(
(ev)u Ru
)
, (250)
and is manifestly H-invariant (thus G-invariant) because its variables are. The corresponding field equations are,
by (167),
(Ev)u = Tr
(
d(ev)uRu + dAuDA
u
(ev)u
)
= Ev + Tr
(
duu−1DA(ev)
)
. (251)
By (168), or using (68) with the rule of thumb, the associated fully dressed presymplectic potential is
(θvΣ)
u =
∫
Σ
Tr
(
dAu (ev)u
)
,
= θvΣ +
∫
∂Σ
θ(duu−1; A¯v) −
∫
Σ
E(duu−1; A¯v),
= θvΣ +
∫
∂Σ
Tr
(
duu−1ev
)
−
∫
Σ
Tr
(
duu−1DA(ev)
)
,
= θ −
∫
∂Σ
Tr(dA v) +
∫
Σ
Tr
(
dR v
)
+
∫
∂Σ
Tr
(
duu−1(e + DAv)
)
−
∫
Σ
Tr
(
duu−1DA(e + DAv)
)
,
= θ +
∫
∂Σ
Tr
(
duu−1(e + DAv) − dA v
)
+
∫
Σ
Tr
(
dR v − duu−1(DAe + [R, v])
)
. (252)
Where we used (241). This reproduces eq.(4.53)-(4.54) in [7]. By (169), or using (69) with the rule of thumb, the
fully dressed presymplectic 2-form is,
(ΘvΣ)
u = −
∫
Σ
Tr
(
dAu d(ev)u
)
,
= ΘvΣ +
∫
∂Σ
dθ
(
duu−1; A¯v
)
−
∫
Σ
dE
(
duu−1; A¯v
)
,
= . . .
= Θ +
∫
∂Σ
dTr
(
duu−1(e + DAv) + Adv
)
−
∫
Σ
dTr
(
dvR + duu−1(DAe + [R, v])
)
, (253)
using (242). This last result generalises eq.(4.56)-(4.58) of [7]. Now, as these areH-basic, there remains no Lorentz
charges, QΣ
(
χ; (A¯v)u
)
≡ 0, and that there is no Poisson bracket to speak of.
If it may seem that the above dressed presymplectic structure finally solves the boundary problem and gives a
well behave symplectic structure on the reduced phase space S/G of the theory, it is not so. Indeed, here again,
as both the dressings v and u have been introduced by hand, a priori there are corresponding ambiguities so that
we have residual symmetries of the second kind: H˜ replicating H and T˜ replicating T . We have corresponding
dressed H˜ charges and T˜ charges exactly analogous to QΣ
(
χ; A¯
)
and QΣ
(
τ; A¯
)
- χ ∈ LieH and τ ∈ LieT - satisfying
exactly the same Poisson bracket ((135), (164) and (147)). These dressed charges are not observables and the group
G˜ := H˜ ⋉ T˜ is not a physical transformation group as it acts trivially on the physical phase space (S v)u/G˜ ≃ S/G.
The boundary problem reappear intact w.r.t. G˜.
As we have now commented several times, the DFM strategy will fail unless one put forth a principled way
to built the dressing from the original field content of the theory so that G˜ reduces to something negligible. If the
G-symmetry of 3D-C-gravity is believed to be substantial, no local such dressing can be found.
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6 Conclusion
The first concern of the covariant Hamiltonian formalism is to associate a symplectic (physical) phase space to a
gauge field theory, with gauge group H , on a region of spacetime. In pure gauge theories, the starting point is the
space of connections (gauge potentials) A seen as a configuration space. A choice of a Lagrangian functional L
on A, i.e. of a theory, provides the means to determine both the phase space S (via the field equations E) and a
symplectic structure via the presymplectic potential θΣ and 2-form ΘΣ = dθΣ. The mains preoccupation is to show
that the latter, especially ΘΣ, decend as well-behaved objects on the physical/reduced phase space S/H .
But one may notice that A has a H-principal bundle geometry preexisting to the choice of L, the latter being
seen as (equivalent to) a section of some bundle associated toA. We have argued here that paying close attention to
the bundle geometry ofA allows to clarify several notions and systematise many results appearing in the literature
on the covariant hamiltonian formalism. Let us sumarize, in a non-chronological order, what has been done in this
paper:
• Exposing the bundle geometry of A (section 4.1) we could appreciate how the gauge group H of A gives
geometric substance to the often encountered notion of field dependent gauge transformations - either explicitly e.g.
in [7; 8; 72; 73; 104], or tacitly e.g. in [6]. As the gauge transformation of a form on a bundle is dictated by its
equivariance and verticality properties, we could produce geometrically the field-dependent gauge transformation
dAγ, as well as dFγ (usually derived in a more heuristic fashion).
• We also draw attention (section 2.3) to a new kind of bundles one can associate to a principal bundle P:
twisted bundles EC , built not from representations of the structure group H, as standard associated bundles are, but
from 1-cocycles C for the action of H on P. A generalisation of Ehresmann connection, twisted connections, are
needed on P to produce a covariant derivative on the space of sections Γ
(
EC
)
of such bundles.
We have shown (section 4.2) that this twisted geometry, first developed in [16], has natural applications in gauge
theory. Anomalous quantum action functionals on the H-bundle A are indeed twisted sections, and so are classi-
cally non-invariant Lagrangians/actions (e.g. non-Abelian 3D Chern-Simons theory). In both cases, by definition
a variational twisted connection on A reproduces the quantum/classical anomaly via its verticality property, and
the horizontality of the twisted curvature encodes the associated Wess-Zumino consistency condition. Invariant
Lagrangians are contained as a special subclass with trivial anomaly. We have also shown how the twisted covariant
derivative of a non-invariant classical action reproduces the Wess-Zumino improved (i.e. invariant) action.
• Taking advantage of these insights about the bundle structure ofA and associated twisted structures, we have
obtained from first principles the general field-dependent gauge transformations of the presymplectic potentials θΣ
and presymplectic 2-forms ΘΣ associated to invariant Lagrangians (section 5.1, eq.(55)-(60)). To do the same in the
case of non-invariant Lagrangian (section 5.2, eq.(110)-(117)) we had to work under the assumption that the field
equations are invariant (Hypothesis 0 (95)) and the classical anomaly is exact (Hypothesis 1 (99)). These results
allow to appreciate the generic fact that θΣ and ΘΣ are basic and induce the sought-after symplectic structure on the
physical phase space only when boundary conditions are imposed (either fall-off for A of ∂Σ = ∅).43
We also proved that the Poisson algebra of Noether charges - with the Poisson bracket induced by ΘΣ - is
isomorphic to the Lie algebra of (field-independent) gauge transformations in the invariant case (see eq.(53)), while
it is anomalous and a central extension of it in the non-invariant case (see eq.(108)). Applications of the general
formalism to Yang-Mills theory, 3D-C and 4D-R gravity, and 3D Chern-Simons theory allowed to straightforwardly
recover various results of the literature, e.g. [3; 4; 6; 7].
• The above general results on the H-transformation of θΣ and ΘΣ make very clear the challenge to defining
well-behaved symplectic structures over bounded regions. The most obvious strategy to solve this boundary prob-
lem is to attempt to define a presymplectic structure onA strictlyH-invariant, without any restrictions on A or the
region. We have thus pointed out (section 3) the existence of a geometric framework, known as the dressing field
method (DFM), that allows to built in a systematic way basic forms on a principal bundle, provided one identifies
a so-called dressing field. We showed how, applied on A (section 4.3), it allows to define the crucial notion of
field-dependent dressing fields u.
43Actually in the non-invariant case, even with such conditions θΣ may never be basic. See eq.(111). This is notably the case for the
presymplectic potential of non-Abelian 3D Chern-Simons theory.
59
Next relying on the result about H-gauge transformations of θΣ and ΘΣ, we defined dressed presymplectic
structures θu
Σ
and Θu
Σ
for both invariant (section 5.3.1, eq.(168)-(169)) and non-invariant theories (section 5.3.2,
eq.(217)-(218)). We also showed that these are obtained in the usual way from dressed Lagrangians Lu. We showed
why, when considering the restriction on-shell of the formulae for θu
Σ
and Θu
Σ
, one may think that u needs only
exist at the boundary thereby indicating that - as first pointed out by [11] - the DFM is the geometric framework
underlying the so-called “edge modes” as introduced by [6], and used in various contexts by several others since.
Thus, applying our general results to the various examples already encountered above straightforwardly reproduced,
or generalised, results of the recent literature on edge modes, e.g. [6–8].44
The geometric insights given by the dressing field method helped correct a common misconception encountered
in the edge modes literature. Indeed it is often claimed that the introduction of edges modes entails a new physical
symmetry - or boundary symmetry - whose associated (dressed) Noether charges are observables, exactly similar
to the original gauge Noether charges and with identical Poisson brackets. We have stressed (section 4.3.2) that in
the DFM framework, this ‘symmetry’ G˜ is known to naturally stem from the a priori ambiguity in the choice of the
dressing field, and we further argued that this is never a physical symmetry as it acts trivially on the physical phase
space Su/G˜ ≃ S/H . Actually when a dressing field is introduced by fiat in a theory, this ‘new’ symmetry is simply
a replica of the original gauge symmetry.
We concluded (section 5.3.1) that unless one has a principled way to built a dressing field from the original
field content of the theory, such that the constructive procedure is essentially free of ambiguities, the DFM (a.k.a.
edge mode strategy) cannot solve the boundary problem.45 We also stressed that even if these strictures are met,
for theories with substantial gauge symmetry only non-local dressing field are likely to exist, so that the dressed
symplectic structure obtained is non-local. We raised the possibility that the boundary problem is yet another
instance of the trade-off gauge-invariance/locality by now strongly suspected to be characteristic of substantial
gauge theories, which encodes physical d.o.f. in a non-local way ([24] and references therein).
• The only truly physically relevant application of the DFMwas in 4D gravity (section 5.3.1.b), with or without
Λ, approached via Cartan geometry. A local Lorentz dressing field could be extracted from the Cartan connection:
the tetrad field (which no one is tempted to think of as a mere edge mode). Our result for θu
Σ
in the Eintein-Cartan
(Λ , 0) formulation, eq.(196), immediately reproduces the “dressing 2-form” of [73; 104] introduced to restore the
equivalence between the presymplectic potentials of GR in the tetrad and metric formulations and properly derive
the black hole first law. Our result for θu
Σ
in the MacDowell-Mansouri (Λ , 0) formulation, eq.(210), generalises
this dressing 2-form. In this context G˜ is the group of local coordinate transformations, a relevant gauge symmetry
that we have yet no problem recognising as non physical and acting trivially on the physical phase space. So that
dressing to kill Lorentz gauge symmetry did not solve the boundary problem, which reemerges intact w.r.t. local
coordinate transformations. Furthermore, we easily recover the Komar mass and obtain its generalisation to Λ , 0
as dressed G˜-Noether charges, eq.(204)-(213).
This work can undoubtedly be improved mathematically. A better geometrical approach would certainly have
been to work on J1(A) or Jr(A), the first and rth-jet spaces of A. But one must work within the current limits
of one’s knowledge. Taking for now this framework as a starting point, its domain of validity can be extended on
several fronts, each will be the object of a forthcoming paper.
• To obtain general results about the presymplectic structure of gauge theories including matter fields, the
formalism described here must be extended fromA toA×Γ(E). This should pose no special challenge as the space
of sections Γ(E) of a (standard) bundle E associated to P is also an infinite dimensionalH-principal bundles, so the
material of section 4 naturally exports to this (simpler) context. It is again the case that non-invariant Lagrangians
L(A, ϕ), ϕ ∈ Γ(E), or quantum actions s[A, ϕ] are c-equivariant functionals, i.e. sections of twisted associated
bundles to theH-principal product bundle A× Γ(E). A twisted variational connection on the latter still reproduces
the quantum and classical anomalies, whose Wess-Zumino consistency conditions are encoded in the tensoriality of
the twisted curvature. This extension of the framework will also make possible to define field-dependent dressing
fields extracted from the matter sector of a gauge theory, u : Γ(E)→ Dr[G,K], ϕ 7→ u(ϕ).
44We could have given still other examples, such as Maxwell-Chern-Simons theory or BF theory (which would have reproduced and
generalised some results of [10]), but the multiplication of examples was pointless given the main lesson drawn from the DFM. See next.
45We point out that a more successful, but mathematically much more intricate, approach to the boundary problem may have already been
found by [109] (in the case of invariant theories at least). See also [69–71] for an approach using an Ehresmann connection on field space.
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This extended framework will allow us to derive easily e.g. the presymplectic structure of 4D gravity coupled to
spinors. Also, two illustrations of how the DFM gives interesting results will be considered. First, we will provide
the presymplectic structure of Maxwell theory coupled to a charged scalar field, and the corresponding localU(1)-
invariant dressed symplectic structure. We will also discuss why in the case of Maxwell coupled to charged spinors,
the dressed symplectic structure is non-local - and the dressed variables are those introduced by Dirac [35; 36].
Second, we will consider the case of the Electroweak model where a local SU(2)-dressing can be built from the
C
2-scalar (Higgs) field:46 we thus get a local SU(2)-invariant dressed presymplectic structure, leaving a residual
substantial U(1)-gauge symmetry of the first kind.
• As alluded to in sections 4.3.2 and 5.3.1, if a dressing field satisfies Proposition 4 then Au is a twisted con-
nection. We have then a natural motivation to study theH-bundle geometry of the space A˜ of twisted connections,
as we did in section 4 forA. This would allow us to obtain general results on the presymplectic structure of twisted
gauge theories, as we did here for standard gauge theories in sections 5.1 and 5.2. This is no idle formal endeavor.
Indeed it turns out that it is needed to truly understand the presymplectic structure of conformal gravity.
Starting from the conformal Cartan geometry (P, A¯) [12], one writes the associated Yang-Mills-type Lagrangian
L(A¯) = Tr
(
F¯ ∗F¯
)
. As shown in [28; 29], two dressing fields can be extracted from the conformal Cartan connection
A¯, so that after the first dressing A¯u remains a standard Cartan connection w.r.t. Lorentz transformations, but
has become a twisted connection w.r.t. Weyl rescalings. Furthermore, the dressed Lagrangian reduces to the
Lagrangian of conformal (or Weyl) gravity when evaluated on the dressed normal conformal Cartan connection:
L(A¯u) = Tr
(
F¯u ∗ F¯u
)
= Tr
(
W ∗W
)
, with W the Weyl 2-form (tensor). Conformal gravity is thus an example of
(pure) twisted gauge theory. One can of course anticipate that the results for the presymplectic potential and 2-form
for conformal gravity closely parallels the expressions for YM theory, given in section 5.1.1.
The dressing of sections of the R6-bundle and C4-bundle associated to the conformal Cartan bundle P, give
respectively the so-called conformal tractors [111; 112] and local twistors [15]. The tractor and twistor bundles are
then twisted bundles associated to the bundle P of conformal Cartan geometry (section 2.3). Thus, connecting to
the previous point, extending our framework to A˜×Γ
(
EC
)
would automatically give us the (dressed) presymplectic
structure of conformal gravity coupled to tractors and/or twistors as a special case.
• Finally, one may consider how the presymplectic structure of a theory behaves under the action of field-
dependent diffeomorphisms ofM. It is quite clear how the framework developed for c-equivariant theories is well
adapted to give general results on this: Given a Lagrangian L(φi) on a n-dimensionalM, φi a collection of fields, its
Lie derivative along a vector field X ∈ Γ(TM) ≃ LieDiff(M) is LXL(φ
i) = ιX✟✟
✟
dL(φi) + dιXL(φ
i) =: α(X;φi), the first
term cancelling on M because L is a n-form. In other words the classical Diff(M)-anomaly is necessary d-exact,
satisfying hypothesis 1 (99). With minor adaptations, the material of section 5.2 can thus be made to encompass the
case of (field-dependent) Diff(M)-transformations.
At the moment the DFM has been developed to cover only internal gauge groups. We will show how is can
be adapted to the case of Diff(M), in which case it gives a systematic way to built Diff(M)-invariant quantities,
and in particular the Diff(M)-invariant dressed presymplectic structure of a theory L. This will show that Diff(M)-
dressing fields are the ‘edge modes’ introduced in [6] for metric GR and extended in [9] to an arbitray L. But it
can be anticipated that the general lesson drawn here will hold in this context as well: A local dressing field should
be constructed from the initial field content of the theory in such a way that no ambiguity remains, otherwise one
will obtain a non-physical residual symmetry of the second kind that will simply duplicate Diff(M). Furthermore,
in a theory where Diff(M) is a substantial symmetry, only non-local such dressing field are likely to exist, so that
Diff(M)-invariance (of the presymplectic structure) costs locality.
Reversing the viewpoint, we will also comment that a local Diff(M)-dressing field is quite literally a preferred
choice of coordinates onM (a global chart) that artificially implement a Diff(M)-symmetry in a theory that lacks it,
exactly like a Stueckelberg field47 artificially enforces a gauge symmetry. Hidden preferred coordinates in theories
with artificial Diff(M)-symmetries are known in some quarter of philosophy of physics as “clock fields” [113; 114].
One may then conjecture that Diff(M)-dressings field and clock fields are one and the same thing.
46This, as argued elsewhere [24; 110], provides an alternative to the SSB narrative. See also [47].
47Which is also an instance of dressing field. See the end of section 3.3 and section 2 of [21] for a short demonstration.
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A Lie algebra (anti)-isomorphisms
We reproduce here the proofs of the assertions of section 2.1 that the map LieH → Γ(VP), X 7→ Xv, is a Lie algebra
isomorphism, while the map LieH → ΓH(VP), χ 7→ χ
v, is a Lie algebra anti-isomorphism.
We remind that a vertical vector at p ∈ P generated by X ∈ LieH is defined as XV := d
dτ
p exp(τ X)
∣∣∣
τ=0
, with
flow φXτ : P → P, p 7→ φ
X
τ (p). It is then easy to prove that the pushforward by the right action of the structure group
H of P is, for h ∈ H,
Rh∗X
v
p =
d
dτ
Rh p exp(τ X)
∣∣∣
τ=0
= d
dτ
p exp(τ X)h
∣∣∣
τ=0
= d
dτ
ph h−1exp(τ X)h
∣∣∣
τ=0
,
= d
dτ
ph exp(τ h−1Xh)
∣∣∣
τ=0
=: (h−1Xh)vp. (254)
Such a vertical vector field is not H-right-invariant, Xv < ΓH(TP). But Γ(VP) is a Lie subalgebra of Γ(TP) which is
(pointwise) isomorphic to LieH. Using the definition of the Lie derivative of a vector field LXY =
d
dτ
φ−1τ∗ Yφτ(p)
∣∣∣
τ=0
,
and with the help of the Baker-Campbell-Haussdorff formula which gives, for A and B matrices,
exp(−A) exp(B) exp(A) = exp
(
B − [A, B] + · · ·
)
, (255)
we have indeed for Xv with flow φτ and Y
v with flow ϕs:[
Xv, Yv
]
p = LXVY
v
|p =
d
dτ
φ−1τ∗ Y
v
φτ(p)
∣∣∣
τ=0
,
= d
dτ
(
φ−1τ∗
d
ds
ϕs
(
φτ(p)
)∣∣∣
s=0
) ∣∣∣
τ=0
= d
dτ
d
ds
(
φ−1τ ◦ ϕs ◦ φτ
)
(p)
∣∣∣
s=0
∣∣∣
τ=0
,
= d
dτ
d
ds
Rexp(−τX) ◦ Rexp(sY) ◦ Rexp(τX) p
∣∣∣
s=0
∣∣∣
τ=0
= d
dτ
d
ds
p exp(τX) exp(sY) exp(−τX)
∣∣∣
s=0
∣∣∣
τ=0
,
= d
dτ
d
ds
p exp
(
sY + τ s [X, Y] + · · ·
) ∣∣∣
s=0
∣∣∣
τ=0
= d
dτ
p
(
Y + τ [X, Y]
) ∣∣∣
τ=0
= p[X, Y]
= d
dt
p exp(t [X, Y])
∣∣∣
t=0
=: [X, Y]vp. (256)
Similarly, an element χ ∈ LieH , s.t. R∗
h
χ = h−1χh, generates a vertical vector field by χV := d
dτ
p exp
(
τ χ(p)
)∣∣∣
τ=0
,
with flow φ
χ
τ : P → P. The pushforward by the right action of H is,
Rh∗χ
v
p =
d
dτ
Rh p exp
(
τ χ(p)
) ∣∣∣
τ=0
= d
dτ
p exp
(
τ χ(p)
)
h
∣∣∣
τ=0
= d
dτ
ph h−1exp
(
τ χ(p)
)
h
∣∣∣
τ=0
,
= d
dτ
ph exp
(
τ h−1χ(p)h
) ∣∣∣
τ=0
= d
dτ
ph exp
(
τ χ(ph)
) ∣∣∣
τ=0
=: χvph. (257)
Which proves that χv ∈ ΓH(TP). Furthermore, as above we have for χ
v with flow φτ and η
v with flow ϕs,[
χv, ηv
]
p = LχVη
v
|p
= d
dτ
φ−1τ∗ η
v
φτ(p)
∣∣∣
τ=0
,
= d
dτ
(
φ−1τ∗
d
ds
ϕs
(
φτ(p)
)∣∣∣
s=0
) ∣∣∣
τ=0
= d
dτ
d
ds
(
φ−1τ ◦ ϕs ◦ φτ
)
(p)
∣∣∣
s=0
∣∣∣
τ=0
(258)
Now, we have that
(
ϕs ◦ φτ
)
(p) = ϕs
(
p exp
(
τ χ(p)
))
= p exp
(
τ χ(p)
)
exp
(
s η
(
p exp
(
τ χ(p)
)))
,
= p exp
(
τ χ(p)
)
exp
(
s exp
(
− τ χ(p)
)
η(p) exp
(
τ χ(p)
))
,
= p exp
(
τ χ(p)
)
exp
(
− τ χ(p)
)
exp
(
s η(p)
)
exp
(
τ χ(p)
)
,
= p exp
(
s η(p)
)
exp
(
τ χ(p)
)
. (259)
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So,
φ−τ
(
ϕs ◦ φτ
)
(p) =
[
p exp
(
s η(p)
)
exp
(
τ χ(p)
)]
exp
(
−τ χ
(
p exp
(
s η(p)
)
exp
(
τ χ(p)
)))
,
=
[
p exp
(
s η(p)
)
exp
(
τ χ(p)
)]
exp
(
− τ χ(p)
)
exp
(
− s η(p)
)
exp
(
− τ χ(p)
)
exp
(
s η(p)
)
exp
(
τ χ(p)
)
,
= p exp
(
− τ χ(p)
)
exp
(
s η(p)
)
exp
(
τ χ(p)
)
,
= p exp
(
s η(p) − s τ
[
χ(p), η(p)
]
+ · · ·
)
(260)
And finally we get,
[
χv, ηv
]
p =
d
dτ
d
ds
(
φ−1τ ◦ ϕs ◦ φτ
)
(p)
∣∣∣
s=0
∣∣∣
τ=0
= p
(
−
[
χ(p), η(p)
])
,
= d
dt
p exp
(
−t
[
χ, η
]
(p)
)
=:
(
− [χ, η]
)v
p. (261)
Which proves that the map LieH → ΓH(VP), χ 7→ χ
v, is a Lie algebra anti-isomorphism. An obvious corollary is
that by altering the definition to χvp :=
d
dτ
p exp
(
− τ χ(p)
) ∣∣∣
τ=0
, this map becomes a Lie algebra isomorphism.
B Proofs of pushforward formulae for variational vector fields
The pushforward of a vertical variational vector field χv ∈ Γ(VA), with χ ∈ LieH , by the right action of the
structure group H ofA is, for γ ∈ H ,
Rγ⋆χ
v
A
:= Rγ⋆
d
dτ
Rexp(τ χ) A
∣∣∣
τ=0
= d
dτ
Rγ Rexp(τ χ) A
∣∣∣
τ=0
= d
dτ
Rexp(τ χ)γ A
∣∣∣
τ=0
= d
dτ
Rγγ−1 exp(τ χ)γ A
∣∣∣
τ=0
,
= d
dτ
Rγ−1 exp(τ χ)γ Rγ A
∣∣∣
τ=0
= d
dτ
Rexp(τ γ−1χγ) A
γ
∣∣∣
τ=0
=:
(
γ−1χγ
)v
Aγ
. (262)
This is in exact analogy with the finite dimensional case. One proves that the map LieH → Γ(VA) is a Lie algebra
isomorphism as in section A.
By a computation analogue to (262), the action ofH on vertical vector fields χv induced by χ ∈ LieH is
Rγ⋆χ
v
A
:= d
dτ
Rγ Rexp
(
τχ(A)
) A∣∣∣
τ=0
= d
dτ
R
exp
(
τχ(A)
)
γ
A
∣∣∣
τ=0
= d
dτ
R
exp
(
τ γ−1χ(A)γ
) Aγ∣∣∣
τ=0
,
= d
dτ
Rexp(τχ(Aγ)) A
γ
∣∣∣
τ=0
=: χvAγ . (263)
In exact analogy with the finite dimensional case. Which proves that χv is a H-rigth-invariant vector field. One
proves that the map LieH → ΓH (VA) is a Lie algebra anti-isomorphism as in section A.
The action of Autv(A) ≃ H on a variational vector field X ∈ Γ(TA) is obtained as in the finite dimensional
case. For Ψ ∈ Autv(A), s.t. Ψ(A) = Rγ(A)A, and φτ : A→ A the flow of X, we have
Ψ⋆XA :=
d
dτ
Ψ
(
φτ(A)
)∣∣∣
τ=0
= d
dτ
R
γ
(
φτ(A)
)φτ(A)∣∣∣τ=0,
= d
dτ
γ
(
φτ(A)
)−1
φτ(A) γ
(
φτ(A)
)
+ γ
(
φτ(A)
)−1
dγ
(
φτ(A)
)∣∣∣
τ=0
,
= d
dτ
γ
(
φτ(A)
)−1∣∣∣
τ=0
A γ(A)
I
+ γ(A)−1 d
dτ
φτ(A)
∣∣∣
τ=0
γ(A) + γ(A)−1A d
dτ
γ
(
φτ(A)
)∣∣∣
τ=0
II
+ d
dτ
γ
(
φτ(A)
)−1∣∣∣
τ=0
dγ(A)
III
+ γ(A)−1d d
dτ
γ
(
φτ(A)
)∣∣∣
τ=0
IV
.
Now, on the one hand
Rγ(A)⋆XA :=
d
dτ
Rγ(A)φτ(A)
∣∣∣
τ=0
= d
dτ
γ(A)−1φτ(A) γ(A) + γ(A)
−1dγ(A)
∣∣∣
τ=0
,
= γ(A)−1 d
dτ
φτ(A)
∣∣∣
τ=0
γ(A),
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and one the other hand,
DA
γ(A)
(
γ(A)−1dγ|A(XA)
)
= d
(
γ(A)−1dγ|A(XA)
)
+
[
γ(A)−1φτ(A) γ(A) + γ(A)
−1dγ(A),γ(A)−1dγ|A(XA)
]
,
= dγ(A)−1 · dγ|A(XA) + γ(A)
−1d dγ|A(XA)
+ γ(A)−1A dγ|A(XA) −
−dγ(A)−1
|A
(XA)︷                         ︸︸                         ︷
γ(A)−1dγ|A(XA) γ(A)
−1 A γ(A)
+ γ(A)−1dγ(A) γ(A)︸                 ︷︷                 ︸
−dγ(A)−1
dγ|A(XA) − γ(A)
−1dγ|A(XA)γ(A)
−1︸                        ︷︷                        ︸
−dγ(A)−1
|A
(XA)
dγ(A),
= γ(A)−1d dγ|A(XA)
IV
+ γ(A)−1A dγ|A(XA)
II
+ dγ(A)−1|A (XA) A γ(A)
I
+ dγ(A)−1|A (XA) dγ(A)
III
.
Since the above quantity is clearly the component of a vertical vector field at Aγ(A),
DA
γ(A)
(
γ(A)−1dγ|A(XA)
)
= d
ds
R
exp
(
s γ(A)−1dγ|A(XA)
)Aγ(A)∣∣∣
s=0
=:
{
γ(A)−1dγ|A(XA)
}v
Aγ(A)
,
which is also written as,
γ(A)−1DA
(
dγ|Aγ(A)
−1(XA)
)
γ(A) = γ(A)−1 d
ds
R
exp
(
s dγγ−1
|A
(XA)
) A∣∣∣
s=0
γ(A) =: Rγ(A)⋆
{
dγγ−1|A (XA)
}v
A
,
we get the final expressions,
Ψ⋆XA = Rγ(A)⋆XA +
{
γ(A)−1dγ|A(XA)
}v
Aγ(A)
= Rγ(A)⋆
(
XA +
{
dγγ−1|A (XA)
}v
A
)
, (264)
or symbolically, in ‘component’, = γ(A)−1
(
X(A) + DA
{
dγγ−1|A (XA)
})
γ(A) δ
δA
.
It’s the touchstone of the geometric derivation of (field-dependent) gauge transformations of variational forms onA,
defined by αγ(X) :=
(
Ψ
⋆α
)
(X) = α
(
Ψ⋆X
)
, γ ∈H .
C Cocycle relations for c-equivariant theories
We prove here the claim of section 4.2.2 that massive Yang-Mills (mYM) theory and non-Abelian 3D Chern-Simon
(CS) theory are sections of twisted bundles associated to the H-principal bundle A, i.e. that their equivariance is
s.t. R⋆γ L = L + c( ; γ) with c(A; γα) = c(A : γ) + c
(
Aγ;α
)
, for γ, α ∈ H .
In the case of mYM theory, theH-equivariance of the Lagrangian is
R⋆γ LmYM(A) = LmYM(A) + c(A; γ), with c(A; γ) := −m
2 Tr
(
2A ∗dγγ−1 − dγ−1 ∗dγ
)
. (265)
So, the (linearized) cocycle c verifies
c(A; γα) = − m2 Tr
(
2A ∗d(γα)(γα)−1 − d(γα)−1 ∗d(γα)
)
,
= − m2 Tr
(
2A ∗dγγ−1 + 2A ∗γ(dαα−1)γ−1 −
(
dα−1γ−1 + α−1dγ−1
)
∗
(
dγα + γdα
))
,
= − m2 Tr
(
2A ∗dγγ−1 + 2(γ−1A γ) ∗dαα−1 − αdα−1︸ ︷︷ ︸
−dαα−1
∗γ−1dγ − dα−1 ∗dα − dγ−1 ∗dγ − dγ−1γ︸︷︷︸
−γ−1dγ
∗dαα−1
)
,
= − m2 Tr
(
2A ∗dγγ−1 − dγ−1 ∗dγ + 2
(
γ−1A γ + γ−1dγ
)
∗dαα−1 − dα−1 ∗dα
)
,
=: c(A : γ) + c
(
Aγ;α
)
. (266)
Which proves the claim. Remark that in the Abelian limit, i.e. massive Maxwell theory, we have
R⋆γ LmM(A) = LmM(A) + c(A; γ), with c(A; γ) := −m
2 (2A ∗dχ + dχ ∗dχ) ,
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where χ ∈ LieU(1). So that
c(A; γα) = −m2
(
2A ∗dχ + dχ ∗dχ + 2
(
A + dχ
)
∗dλ + dλ ∗dλ
)
= c(A; γ) + c(Aγ;α),
= −m2
(
2A ∗dλ + dλ ∗dλ + 2
(
A + dλ
)
∗dχ + dχ ∗dχ
)
= c(A;α) + c(Aα; γ) = c(A;αγ),
as indeed the gauge group is Abelian. Yet the cocycle is still non-trivial: c(A; γα) , c(A; γ) + c(A;α).
In the case of CS theory, the theH-equivariance of the Lagrangian well-kown to be
R⋆γ LCS(A) = LCS(A) + c(A; γ), with c(A; γ) := Tr
(
d
(
γdγ−1A
)
− 1
3
(
γ−1dγ
)3)
. (267)
Since we have on the one hand,
c
(
Aγ;α
)
= Tr
(
d
(
αdα−1[γ−1A γ + γ−1dγ]
)
− 1
3
(
α−1dα
)3)
,
= Tr
(
d
(
αdα−1 γ−1A γ
)
+ d
(
αdα−1 γ−1dγ
)
− 1
3
(
α−1dα
)3)
,
= Tr
(
dαdα−1 γ−1A γ − αdα−1dγ−1A γ − αdα−1γ−1dA γ + αdα−1γ−1A dγ
+dαdα−1 γ−1dγ − αdα−1 dγ−1dγ − 1
3
(
α−1dα
)3)
. (268)
We find that,
c(A; γα) = Tr
(
d
(
γαd(γα)−1A
)
− 1
3
(
(γα)−1d(γα)
)3)
,
= Tr
(
d
((
γαdα−1γ−1 + γdγ−1
)
A
)
− 1
3
(
α−1γ−1dγα + α−1dα
))
,
= Tr
(
d
(
γαdα−1γ−1A
)
+ d
(
γdγ−1A
)
− 1
3
(
γ−1dγ
)3
− α−1γ−1dγdαα−1dα − α−1γ−1dγ γ−1dγdα − 1
3
(
α−1dα
)3)
,
= c(A; γ) + Tr
( (
dγαdα−1γ−1A + γdαdα−1γ−1A − γαdα−1dγ−1A − γαdα−1γ−1dA
)
+ γ−1dγdαdα−1 + α−1dγ−1dγdα︸           ︷︷           ︸
−αdα−1dγ−1dγ
− 1
3
(
α−1dα
)3)
,
= c(A; γ) + c(Aγ;α). (269)
Which proves the claim. Remark that in the Abelian limit we have
R⋆γ LAb-CS(A) = LAb-CS(A) + c(A; γ), with c(A; γ) := d
(
χdA
)
,
where χ ∈ LieU(1). So that
c(A; γα) = d
(
(χ + λ)dA
)
= d
(
χdA
)
+ d
(
λdA
)
= c(A; γ) + c(A;α) = c(A;αγ),
which reflects that U(1) is abelian, as it should. But the case of Abelian 3D CS theory is quite degenerate as the
cocycle is trivial, i.e. it is a simple group morphism.
D Noether charges as generators of gauge transformations
We show how, in our notations, the Noether charges QΣ(χ; A) associated to LieH generate infinitesimal gauge trans-
formations via the Poisson bracket defined by the presymplectic 2-form ΘΣ. As we managed to defined charges and
their Poisson bracket for invariant and non-invariant theories (in the latter case under the restriction of Hypothesis
0 (95) and 1 eqrefHyp0), the following holds in both cases.
Consider a functional f : A → Ωn−1(P), A 7→ f (A). Define V f , its associated variational Hamiltonian vector
field, via ιV fΘΣ = −
∫
Σ
d f . The action of LieH on f is usually given by the Lie derivative. Using Cartan’s formula,
Lχv f = ιχv d f + d✚
✚ιχv f = ιχv
(
−ιV fΘΣ
)
= ιV f ιχvΘΣ :=
{
QΣ(χ; A), f
}
, (270)
֒→ = − ιV f dQΣ(χ; A).
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The first line shows why Noether charges generate LieH-transformations via the Poisson bracket, the second line
gives the explicit mean of computation: One must first determine the Hamiltonian vector field of f via the symplec-
tic 2-form ΘΣ, then feed it to the variational 1-form dQΣ(A;χ).
In the case of the ‘identity functional‘ A 7→ id(A), we define the associated Hamiltonian vector field VA via
ιVAΘΣ = −
∫
Σ
did(A) = −
∫
Σ
id(dA). So the action of a Noether charge is
{
QΣ(χ; A), id(A)
}
:= ΘΣ
(
χv,VA
)
= −ιχv ιVAΘΣ = ιχv
∫
Σ
id(dA) =
∫
Σ
id
(
DAχ
)
, (271)
which indeed reproduces the infinitesimal gauge transformation of A. The definition of the id(A) might need to
be adapted according to the example treated. It must be built from the functional on which the Lagrangian is
based (as all other quantities derived from the latter), so in most case an invariant polynomial P on LieH . As
A = Aaτa ∈ Ω
1(P)⊗ LieH, one may use τa vol
a
n−2 ∈ Ω
n−2(P)⊗ LieH to defined id(A) := P
(
A, τa vol
a
n−2
)
∈ Ωn−1(P).
Let us illustrate how this works in concrete situations. We take two examples of invariant theories, two examples of
non-invariant theories.
Yang-Mills theory: We remind that the presymplectic 2-form is ΘΣ = −
∫
Σ
Tr
(
dA ∗dF
)
, and the Noether charge is
QΣ(χ; A) =
∫
Σ
Tr
(
DAχ ∗F
)
, with χ ∈ LieSU(n). In this case we define id(A) = Tr
(
A τa vol
a
n−2
)
So, we get first,
dQΣ(χ; A) =
∫
Σ
Tr
(
[dA, χ] ∗F + DAχ ∗dF
)
=
∫
Σ
Tr
(
− dA ∗[F, χ] + DAχ ∗dF
)
. (272)
Then we derive the constraints on VA,
ιVAΘΣ = −
∫
Σ
id(dA), ⇒ −
∫
Σ
Tr
(
ιVA dA ∗dF − dA ∗ιVA dF
)
= −
∫
Σ
Tr
(
dA τa vol
a
n−2
)
,
֒→ so that ιVA dA = 0 and ∗ ιVA dF = −τa vol
a
n−2 . (273)
Then the Poisson bracket is, using (272),
{
QΣ(χ; A), id(A)
}
= ΘΣ
(
χv,VA
)
= −ιVA dQΣ(χ; A) =
∫
Σ
Tr
(
DAχ τa vol
a
n−2
)
:= id
(
DAχ
)
. (274)
This indeed reproduces the infinitesimal (field-independent) gauge transformation of A.
To do the same for the curvature F, let us define id(F) = Tr
(
τa vol
a
1 ∗F
)
- inspired by the expression of the ΘΣ.
We have then
ιVFΘΣ = −
∫
Σ
id(dF) ⇒ −
∫
Σ
Tr
(
ιVF dA ∗dF − dA ∗ιVF dF
)
= −
∫
Σ
Tr
(
τa vol
a
1 ∗dF
)
,
֒→ so that ιVF dA = τa vol
a
1 and ιVF dF = 0. (275)
The Poisson bracket is,
{
QΣ(χ; A), id(F)
}
= ΘΣ
(
χv,VF
)
= −ιVF dQΣ(χ; A) =
∫
Σ
Tr
(
τa vol
a
1 ∗[F, χ]
)
:= id
(
[F, χ]
)
. (276)
This reproduces the infinitesimal (field-independent) gauge transformation of F. To finish we can find the Poisson
bracket of id(A) and id(F),
{
id(A), id(F)
}
= ΘΣ
(
VA,VF
)
= −ιVF
∫
Σ
Tr
(
dA τb vol
b
n−2
)
= −
∫
Σ
Tr
(
τa vol
a
1 τb vol
b
n−2
)
,
= −
∫
Σ
voln−1 Tr
(
τaτb
)
= −
∫
Σ
voln−1
1
2
δab, (277)
using a standard normalisation in the last step. Putting a distribution to get a finite result, this reproduces the familiar
Poisson bracket in components:
{
Aa
i
(x), Fb
j
(y)
}
= − 1
2
δi j δ
ab δn−1(x − y).
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4D Einstein-Cartan gravity Λ = 0: We remind that the presymplectic 2-form is ΘΣ = −2
∫
Σ
dA • de∧ eT , and the
Noether charge is QΣ(χ; A¯) =
∫
Σ
DAχ • e ∧ eT , with χ ∈ LieSO(1, 3). In this case we define id(A) = A • τa vol
a
2 and
id(e) = τa vol
a
1 • e ∧ e
T . Get first,
dQΣ(χ; A¯) =
∫
Σ
[dA, χ] • e ∧ eT + 2 DAχ • de ∧ eT =
∫
Σ
−dA • [e ∧ eT , χ] + 2 de ∧ eT • DAχ. (278)
Derive the constraints on VA and Ve,
ιVAΘΣ =
∫
Σ
id(dA), ⇒ −2
∫
Σ
ιVA dA • de ∧ e
T − dA • ιVA de ∧ e
T = −
∫
Σ
dA • τa vol
a
2,
֒→ so that ιVA dA = 0 and ιVA de ∧ e
T = − 1
2
τa vol
a
2 . (279)
ιVeΘΣ =
∫
Σ
id(de), ⇒ −2
∫
Σ
ιVe dA • de ∧ e
T − dA • ιVede ∧ e
T = −2
∫
Σ
τa vol
a
1 • de ∧ e
T ,
֒→ so that ιVe dA = τa vol
a
1 and ιVe de = 0. (280)
Then the Poisson brackets are,
{
QΣ(χ; A¯), id(A)
}
= ΘΣ
(
χv,VA
)
= −ιVA dQΣ(χ; A¯) =
∫
Σ
τa vol
a
2 •D
Aχ =
∫
Σ
DAχ • τa vol
a
2 := id
(
DAχ
)
, (281)
{
QΣ(χ; A¯), id(e)
}
= ΘΣ
(
χv,Ve
)
= −ιVe dQΣ(χ; A¯) =
∫
Σ
τa vol
a
1 • [e ∧ e
T , χ] := id
(
[e ∧ eT , χ]
)
. (282)
This reproduces the infinitesimal gauge transformations of A and e.
3D non-Abelian Chern-Simons theory: We remind that the presymplectic 2-form isΘΣ = −
∫
Σ
Tr
(
dA dA
)
, and the
Noether charge can be written QΣ(χ; A) =
∫
Σ
Tr
(
DAχ A− A dχ
)
, with χ ∈ LieSU(n). Define id(A) = Tr
(
A τa vol
a
1
)
.
Get first,
dQΣ(χ; A) =
∫
Σ
Tr
(
[dA, χ] A + DAχ dA − dA dχ
)
=
∫
Σ
Tr
(
− dA [A, χ] − dA dχ − dADAχ
)
.
= −2
∫
Σ
Tr
(
dADAχ
)
. (283)
Constraints on VA are,
ιVAΘΣ = −
∫
Σ
id(dA), ⇒ 2
∫
Σ
Tr
(
dA ιVA dA
)
= −
∫
Σ
Tr
(
dA τa vol
a
1
)
,
֒→ so that ιVA dA = −
1
2
τa vol
a
1 . (284)
Then the Poisson bracket is
{
QΣ(χ; A), id(A)
}
= ΘΣ
(
χv,VA
)
= −ιVA dQΣ(χ; A) = −
∫
Σ
Tr
(
τa vol
a
1 D
Aχ
)
:= id
(
DAχ
)
, (285)
Which is the expected result.
3D-C-gravity Λ , 0: We remind that the presymplectic 2-form is ΘΣ = −
∫
Σ
Tr
(
dA de
)
, while the Lorentz and
translation Noether charges are respectively,
QΣ(χ; A¯) =
∫
Σ
Tr
(
DAχ e
)
, with χ ∈ LieH , (286)
QΣ(τ; A¯) =
∫
Σ
Tr
(
−τ
(
R − ε
ℓ2
ee
)
+ d(τ A)
)
, with τ ∈ LieT . (287)
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Define id(A) = Tr
(
A τa vol
a
1
)
and id(e) = Tr
(
e τa vol
a
1
)
. Get first,
dQΣ(χ; A¯) =
∫
Σ
Tr
(
[dA, χ] e + DAχ de
)
=
∫
Σ
Tr
(
− dA [e, χ] − de DAχ
)
. (288)
dQΣ(χ; A¯) =
∫
Σ
Tr
(
−τ
(
dR − ε
ℓ2
[de, e] + d
(
τdA
))
=
∫
Σ
Tr
(
−τDA(dA) + ε
ℓ2
τ [de, e] + d
(
τdA
))
,
=
∫
Σ
Tr
(
−τ [A, dA]︸      ︷︷      ︸
[A,τ] dA
+ ε
ℓ2
τ [de, e] − dA dτ
)
=
∫
Σ
Tr
(
−dADAτ + ε
ℓ2
de[e, τ]
)
. (289)
The constraints on VA and Ve are,
ιVAΘΣ = −
∫
Σ
id(dA), ⇒ −
∫
Σ
Tr
(
ιVA dA de − dA ιVA de
)
= −
∫
Σ
Tr
(
dA τa vol
a
1
)
,
֒→ so that ιVA dA = 0 and ιVA de = −τa vol
a
1 . (290)
ιVeΘΣ = −
∫
Σ
id(de), ⇒ −
∫
Σ
Tr
(
ιVA dA de − dA ιVA de
)
= −
∫
Σ
Tr
(
de τa vol
a
1
)
,
֒→ so that ιVe dA = −τa vol
a
1 and ιVe de = 0. (291)
The Poisson brackets are then,
{
QΣ(χ; A¯), id(A)
}
= ΘΣ
(
χv,VA
)
= −ιVA dQΣ(χ; A¯) =
∫
Σ
Tr
(
−τa vol
a
1 D
Aχ
)
:= id
(
DAχ
)
, (292)
{
QΣ(χ; A¯), id(e)
}
= ΘΣ
(
χv,Ve
)
= −ιVe dQΣ(χ; A¯) =
∫
Σ
Tr
(
−τa vol
a
1 [e, χ]
)
:= id
(
[e, χ]
)
, (293)
{
QΣ(τ; A¯), id(A)
}
= ΘΣ
(
τv,VA
)
= −ιVA dQΣ(τ; A¯) =
∫
Σ
Tr
(
− ε
ℓ2
[e, τ] τa vol
a
1
)
= id
(
− ε
ℓ2
[e, τ]
)
, (294)
{
QΣ(τ; A¯), id(e)
}
= ΘΣ
(
τv,Ve
)
= −ιVedQΣ(τ; A¯) =
∫
Σ
Tr
(
DAτ τa vol
a
1
)
:= id
(
DAτ
)
. (295)
This reproduces the infinitesimal Lorentz and translational gauge transformations of A and e (compare with (152)).
E Presymplectic structure for non-invariant Lagrangians: the other extreme case
We here briefly treat the opposite alternative to Hypothesis 0 (95), i.e. we consider theories satisfying
R⋆γ θ = θ and R
⋆
γ E = E + dc( ; γ). (296)
Since R⋆γ θ = θ, we may write θ|A = θ(dA; A) = L˜(dA; [F]). The Noether current and charge are then
J(χ; A) = θ|A(χ
v
A) = θ
(
DAχ; A
)
= L˜
(
DAχ; [F]
)
= dL˜
(
χ; [F]
)
− L˜
(
χ;DA[F]
)
,
= dθ
(
χ; A
)
− L˜
(
χ;DA[F]
)
. (297)
QΣ(χ; A) =
∫
Σ
θ
(
DAχ; A
)
=
∫
∂Σ
θ
(
χ; A
)
−
∫
Σ
L˜
(
χ;DA[F]
)
. (298)
So, unfortunately in this case we cannot write these in terms of the field equations. Furthermore, since we have
dL(χv) = α(χ; A) = E(χv) + dθ(χv), we observe that even on-shell the current and charge satisfy an anomalous
conservation law
dJ(χ; A) = α(χ; A) |S, so dQΣ(χ; A) =
∫
Σ
α(χ; A) |S. (299)
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Yet, it is still true by assumption that Lχvθ = 0, rewritten as ιχvΘ = −dJ(χ; A) with Θ := dθ. So that as
previously the charge is related to the presymplectic 2-form ΘΣ :=
∫
Σ
Θ as ιχvΘΣ = −dQΣ(χ; A), and the latter
generates via (52) a Poisson bracket:
{
QΣ(χ; A),QΣ(η; A)
}
:= ΘΣ(χ
v, ηv) = QΣ([χ, η]; A). So, here also the map
LieH →
(
QΣ( ; A),
{
,
})
is a Lie algebra morphism.
TheH-gauge transformation of θ and Θ are obviously identical to the results already obtained in section 5.1.
For θ we get,
θ
γ
|A
(XA) :=
(
Ψ
⋆θ
)
|A(XA) = θAγ
(
Ψ⋆XA
)
= θ|Aγ
(
Rγ(A)⋆
(
XA +
{
dγγ−1|A(XA)
}v
A
))
, using (12)
= R⋆γ(A)θ|Aγ
(
XA +
{
dγγ−1|A(XA)
}v
A
)
= θ|A
(
XA +
{
dγγ−1 |A(XA)
}v
A
)
= θ|A
(
XA
)
+ θ
(
DA{dγγ−1|A (XA)}; A
)
.
That is θγ = θ + θ
(
DA
{
dγγ−1
}
; A
)
, which is the same as (54) without using (49). For Θ the result is given by (59).
The corresponding field-dependent gauge transformations of the presymplectic potential and 2-form are thus
θ
γ
Σ
= θΣ +
∫
Σ
θ
(
DA
{
dγγ−1
}
; A
)
, and Θ
γ
Σ
= ΘΣ +
∫
Σ
d θ
(
DA
{
dγγ−1
}
; A
)
. (300)
It appears that θΣ andΘΣ would be basic, and would induce a symplectic structure on S/H , only if severe restriction
are imposed on the field-dependent gauge element γ ∈H , such as requiring DA
{
dγγ−1} = 0.
To be complete, we now derive theH-gauge transformation of E. By assumption we have R⋆γ E = E+ dc( , γ),
and E(χv) = α(χ; A) − dθ(DAχ; A). Then
E
γ
|A
(XA) :=
(
Ψ
⋆E
)
|A(XA) = E|Ψ(A)
(
Ψ⋆XA
)
= E|Aγ
(
Rγ⋆XA +
{
γ−1dγ|A(XA)
}v
Aγ
)
,
= R⋆γE|Aγ(XA) + E|Aγ
({
γ−1dγ|A(XA)
}v
Aγ
)
,
=
(
E|A + dc
(
;γ(A)
)
|A
)
(XA) + α
({
γ−1dγ|A(XA); A
γ
)
− dθ
(
DA
{
γ−1dγ|A(XA)
}
; Aγ
)
. (301)
Now we remark that
dc
(
;γ)|A(XA) =
(
dc
(
;γ(A)
)
|A + dc
(
A;γ
)
|A
)
(XA), (302)
= dc
(
;γ(A)
)
|A(XA) + dc
(
A;
)
|γ(A)
(
dγ|A(XA)
)
, (303)
(see [16] section 4.2 for further details - in the finite dimensional case) and,
α
({
γ−1dγ−1|A (XA)
}
; Aγ
)
:= d
dτ
c
(
Aγ; exp
(
τ
{
γ−1dγ|A(XA)
})) ∣∣∣
τ=0
,
= d
dτ
c
(
Aγ;γ−1 exp
(
τ
{
dγγ−1|A (XA)
})
γ
) ∣∣∣
τ=0
= d
dτ
c
(
A; exp
(
τ
{
dγγ−1|A (XA)
})
γ
) ∣∣∣
τ=0
,
= dc
(
A; dγ|A(XA)
)
= dc(A;γ)|A(XA). (304)
So finally,
E
γ
|A
(XA) =
(
E|A + dc
(
;γ
)
|A − dθ
(
DA
{
dγγ−1
}
; A
))
(XA). (305)
An instance of the above framwork is massive Yang-Mills theory.
Massive Yang-Mills theory: The Lagrangian is L(A) = 1
2
Tr
(
F ∗F
)
− 1
2
m2 Tr
(
A ∗A
)
, whose equivariance is
R⋆γ L(A) = L(A) + c(A, γ), with c(A, γ) = −m
2 Tr
(
A ∗dγγ−1 − 1
2
dγ−1 ∗dγ
)
, γ ∈ H = SU(n). (306)
The presymplectic potential and 2-forms are, as in the massless YM case,
θΣ =
∫
Σ
θ(dA; A) =
∫
Σ
Tr
(
dA ∗F
)
, and ΘΣ = dθΣ = −
∫
Σ
Tr
(
dA ∗dF
)
. (307)
While the field equations are
E = E(dA; A) = Tr
(
dA
(
DA ∗F − m2 ∗A
))
. (308)
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From the cocycle we obtain,
α(χ; A) := d
dτ
c(A, eτ χ)
∣∣∣
τ=0
= −m2 Tr
(
A ∗dχ
)
, (309)
dc(A, γ) = − m2 Tr
(
dA ∗dγγ−1
)
, (310)
dc(A,γ) = − m2 Tr
(
dA ∗dγγ−1 + A ∗d
(
dγγ−1
)
+ d
(
γ−1dγ
)
∗γ−1dγ
)
(311)
In accordance with (298) and (299) we get
QΣ
(
χ; A
)
=
∫
Σ
Tr
(
DAχ ∗F
)
=
∫
∂Σ
Tr
(
χ ∗F
)
−
∫
Σ
Tr
(
χ DA ∗F
)
, (312)
and dQΣ
(
χ; A
)
= −m2
∫
Σ
Tr
(
A ∗dχ
)
|S = α
(
χ; A
)
. (313)
By application of the general formulae (300)-(301) we get theH-gauge transformations,
θ
γ
Σ
= θΣ +
∫
Σ
Tr
(
DA
{
dγγ−1
}
∗F
)
, (314)
Θ
γ
Σ
= ΘΣ +
∫
Σ
dTr
(
DA
{
dγγ−1
}
∗F
)
, (315)
Eγ = E − m2 Tr
(
dA ∗dγγ−1 + A ∗d
(
dγγ−1
)
+ d
(
γ−1dγ
)
∗γ−1dγ
)
− d Tr
(
DA
{
dγγ−1
}
∗F
)
. (316)
The case of Eγ takes some work to check explicitly, while it is easier for the first two.
F Lie algebras extensions
We here remind basic definition about Lie algebra extensions. We refer e.g. [115] Chap 4 to for complements.
LieG is an extension of LieH by LieA is they can be organised as a SES of vector spaces and Lie algebras,
0 LieA LieG LieH 0,
ι π∗
(317)
We have LieG/ι(LieA) ≃ LieH as vectors spaces, but not necessarily as Lie algebras. For a ∈ LieA and g ∈ LieG,
π
[
ι(a), g
]
LieG
=
[
π ◦ ι(a)︸  ︷︷  ︸
=0
, π(g)
]
LieH
= 0, (318)
as π is a Lie algebra morphism. Thus LieA is an ideal in LieG.
Split extensions: The SES (317) is a split extension if there is a section of π, i.e. a linear map ℓ : LieH → LieG
s.t. π ◦ ℓ = idLieH , so LieG ≃ ι(LieA) + ℓ(LieH) as vector spaces, but ℓ(LieH) is a priori not a subalgebra in LieG.
⇒ If ℓ is a Lie algebra morphism, then ℓ(LieH) is a subalgebra of LieG.
⇒ If furthermore ℓ(LieH) is an ideal in LieG, then the extension is trivial, i.e. LieG ≃ ι(LieA) ⊕ ℓ(LieH).
Indeed the bracket is[
ι(a) + ℓ(h), ι(a′) + ℓ(h′)
]
LieG
=
[
ι(a), ι(a′)
]
LieG
+
[
ℓ(h), ℓ(h′)
]
LieG
+
[
ι(a), ℓ(h′)
]
LieG
+
[
ℓ(h), ι(a′)
]
LieG︸                                  ︷︷                                  ︸
∈ ι(LieA) ∩ ℓ(LieH)= ∅, both ideals.
= ι
([
a, a′
]
LieA
)
+ ℓ
([
h, h′
]
LieH
)
. (319)
Central extensions: For central extension one requires that the SES (317) be s.t. ker π ⊂ Z(LieG) - the center
of LieG - so that LieA is an Abelian ideal.
⇒ If there is a section of π, ℓ : LieH → LieG, which is a Lie algebra morphism, the central extension is
automatically trivial. Indeed, since ι(LieA) = ker π ⊂ Z(LieG), the bracket[
ι(a) + ℓ(h), ι(a′) + ℓ(h′)
]
LieG
=
[
ι(a), ι(a′)
]
LieG
+
[
ℓ(h), ℓ(h′)
]
LieG
+
[
ι(a), ℓ(h′)
]
LieG︸           ︷︷           ︸
=0
+
[
ℓ(h), ι(a′)
]
LieG︸           ︷︷           ︸
=0
= ι
(
✘✘✘
✘[
a, a′
]
LieA
)
+ ℓ
([
h, h′
]
LieH
)
. (320)
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⇒ If ℓ : LieH → LieG is only a linear map (vector space morphism) s.t. π ◦ ℓ = idLieH , then LieG ≃
ι(LieA) + ℓ(LieH) as vector spaces still. Now, one defines the map
C : LieH × LieH → ι
(
LieA
)
,
(X, Y) 7→ C (X, Y) :=
[
ℓ(X), ℓ(Y)
]
LieG
− ℓ
([
X, Y
]
LieH
)
, (321)
as indeed πC (X, Y) = 0, i.e. C (X, Y) ∈ ker π ≃ ι
(
LieA
)
. This map is
1) clearly bilinear and antisymmetric, and
2) satisfies C (X, [Y, Z]) + C (Y, [Z, X]) + C (Z, [X, Y]) = 0.
Proof. By definition,
C (X, [Y, Z]) + C (Y, [Z, X]) + C (Z, [X, Y]) =
[
ℓ(X), ℓ([Y, Z])
]
− ℓ
([
X, [Y, Z]
])
+
[
ℓ(Y), ℓ([Z, X])
]
− ℓ
([
Y, [Z, X]
])
+
[
ℓ(Z), ℓ([X, Y])
]
− ℓ
([
Z, [X, Y]
])
,
= −ℓ
( [
X, [Y, Z]
]
+
[
Y, [Z, X] +
[
Z, [X, Y]︸                                     ︷︷                                     ︸
=0 by Jacobi in LieH.
]])
+
[
ℓ(X), [ℓ(Y), ℓ(Z)] −✘✘✘
✘
C (Y, Z)
]
+
[
ℓ(Y), [ℓ(Z), ℓ(X)] −✘✘✘
✘
C (Z, Y)
]
+
[
ℓ(Z), [ℓ(X), ℓ(Y)] −✘✘✘
✘
C (X, Y)
]
.
Which vanishes by the Jacobi identity in LieG. The definition (321) and the fact that C ∈ Z(LieG) is used in the
second equality. 
The map C is called a ι
(
LieA
)
-valued 2-cocycle on LieH. By the vector space isomorphism we have,
LieA × LieH → LieG ≃ ι
(
LieA
)
+ ℓ
(
LieH
)
,
(a, h) 7→ ι(a) + ℓ(h),
so the bracket in LieG is,
[
ℓ(X) + ι(a), ℓ(Y) + ι(b)
]
LieG
=
[
ℓ(X), ℓ(Y)
]
LieG
+ 0,
= ℓ
([
X, Y
]
LieH
)
+ C (X, Y). (322)
Remark that if ℓ is a Lie algebra morphism, C ≡ 0 and we recover trivial central extensions.
Conversely, given LieA Abelian and LieH, one can define the central extension LieG of LieH by LieA as being
the vector space LieG = LieH+ LieA equipped with the bracket,
[
X′, Y ′
]
LieG
=
[
X + a, Y + b
]
LieG
:=
[
X, Y
]
LieH
+ C (X, Y), (323)
with C a LieA-valued 2-cocycle on LieH. This bracket satisfies the Jacobi identity, and is thus a Lie bracket, iff
C (X, [Y, Z]) + C (Y, [Z, X]) + C (Z, [X, Y]) = 0.
Such a central extansion is trivial iff C (X, Y) = µ
([
X, Y
]
LieH
)
with µ ∈ Hom
(
LieH; LieA
)
.
• C (X, Y) = µ
([
X, Y
]
LieH
)
⇒ ∃ ℓ : LieH → LieG section of π and injective Lie algebra morphism.
Defining ℓ(X) := X+µ(X), one gets indeed π◦ℓ = idLieH . Then, on the one hand ℓ
(
[X, Y]
)
= [X, Y]+µ ([X, Y]), and on
the other hand [ℓ(X), ℓ(Y)] = [X + µ(X), Y + µ(Y)] = [X, Y] + C (X, Y), by (323). So indeed ℓ
(
[X, Y]
)
= [ℓ(X), ℓ(Y)],
i.e. ℓ is a Lie algebra morphism.
• ∃ ℓ : LieH → LieG section of π and injective Lie algebra morphism ⇒ C (X, Y) = µ
([
X, Y
]
LieH
)
Since π ◦ ℓ(X) = X we must have ℓ(X) = X + µ(X) for some µ ∈ Hom
(
LieH; LieA
)
. Then on the one hand
[ℓ(X), ℓ(Y)] = [X + µ(X), Y + µ(Y)] = [X, Y] + C (X, Y) by (323), and on the other hand [ℓ(X), ℓ(Y)] = ℓ
(
[X, Y]
)
=
[X, Y] + µ
(
[X, Y]
)
. Since ℓ is injective we get C (X, Y) = µ
(
[X, Y]
)
.
Thus denoting the spaces of 2-cocycle and trivial 2-cocycle respectively as,
Z2
(
LieH; LieA
)
:=
{
C : LieH × LieH → LieA |
bilin. antisym. and s.t. C (X, [Y, Z]) + C (Y, [Z, X]) + C (Z, [X, Y]) = 0
}
,
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B2
(
LieH; LieA
)
:=
{
C | C (X, Y) = µ
([
X, Y
]
LieH
)
, for µ ∈ Hom
(
LieH; LieA
)}
.
The cohomology group H2
(
LieH; LieA
)
:= Z2
(
LieH; LieA
)
/B2
(
LieH; LieA
)
of non-trivial 2-cocycles classifies the
central extensions of LieH.
F.1 The Poisson algebra of Noether charges as a central extension of LieH .
We here prove the claim of section 5.2, that under hypothesis 0 and 1, the Poisson Lie algebra of Noether charges
in c-equivariant theories, noted here PAlg[QΣ( ; A)], is a central extension of LieH . The Poisson bracket is given by
{
QΣ(χ; A),QΣ(η; A)
}
= QΣ([χ, η]; A) + C (χ, η)
with C (χ, η) :=
∫
Σ
dA
(
⌊ χ, η⌋; A
)
+ dQ
(
[χ, η]; A
)
.
We remind that dA
(
⌊ χ, η⌋; A
)
:= β
(
[χ, η]; A
)
− ιχvα(η) + ιηvα(χ), and both β(χ; A) and dQ(χ; A) are linear in χ.
To prove the claim it is enough to show that the mapC : LieH×LieH → Ω0(A), which is obviously antisymmetric,
satisfies C (χ, [η, ζ]) + C (η, [ζ, χ]) + C (ζ, [χ, η]) ≡ 0. On the one hand, by linearity of dQ in its first argument
dQ([χ, [η, ζ]]; A) + dQ([η, [ζ, χ]]; A) + dQ([ζ, [χ, η]]; A) = dQ
(
[χ, [η, ζ]] + [η, [ζ, χ]] + [ζ, [χ, η]]; A
)
= 0,
by Jacobi in LieH . On the other hand
dA (⌊ χ, [η, ζ]⌋; A) + dA (⌊η, [ζ, χ]⌋; A) + dA (⌊ζ, [χ, η]⌋; A) = β
(
[χ, [η, ζ]]; A
)
− ιχvα([η, ζ]) + ι[η, ζ]vα(χ)
+ β
(
[η, [ζ, χ]]; A
)
− ιηvα([ζ, χ]) + ι[ζ, χ]vα(η)
+ β
(
[ζ, [χ, η]]; A
)
− ιζvα([χ, η]) + ι[χ, η]vα(ζ). (324)
As for dQ, the β terms vanish by linearity in the first argument and Jacobi in LieH . Now, we must use a consistency
condition on α: By definition Lχvθ =: α(χ), and since [Lχv , Lηv] = L[χv, ηv] = L[χ, η]v we get
Lχv Lηvθ − Lηv Lχvθ = L[χ,η]vθ ⇒ Lχvα(η) − Lηvα(χ) = α([χ, η]).
Using the latter consistency condition as well as [Lχv , ιηv] = ι[χv,ηv] = ι[χ,η]v , we can write the first term of each row
of the remaining six terms in (324) as,
−ιζvα([χ, η]) = −ιζv Lχvα(η) + ιζv Lηvα(χ)
= −Lχv ιζvα(η) + ι[χ, ζ]vα(η)
I
+ Lηv ιζvα(χ)
II
− ι[η, ζ]vα(χ),
−ιηvα([ζ, χ]) = −ιηv Lζvα(χ) + ιηv Lχvα(ζ)
= −Lζv ιηvα(χ) + ι[ζ, η]vα(χ)
II
+ Lχv ιηvα(ζ)
III
− ι[χ, η]vα(ζ),
−ιχvα([η, ζ]) = −ιχv Lηvα(ζ) + ιχv Lζvα(η)
= −Lηv ιχvα(ζ) + ι[η, χ]vα(ζ)
III
+ Lζv ιχvα(η)
I
− ι[ζ, χ]vα(η). (325)
The sums of terms I, II and III vanish separately, and by inspection of the remaining terms in (324) and (325) it is
clear that dA (⌊ χ, [η, ζ]⌋; A) + dA (⌊η, [ζ, χ]⌋; A) + dA (⌊ζ, [χ, η]⌋; A) = 0.
It follows that C (χ, [η, ζ])+C (η, [ζ, χ])+C (ζ, [χ, η]) ≡ 0, and that C is a (non-trivial) Ω0(A)-valued 2-cocycle
on LieH , i.e. PAlg[QΣ( ; A)] is indeed a central extension of LieH , and we have the SES
0 Ω0(A) PAlg[QΣ( ; A)] LieH 0,
ι π
QΣ( ; A)
(326)
with QΣ( ; A) : LieH → PAlg[QΣ( ; A)], χ 7→ QΣ(χ; A), a linear map s.t. π ◦ QΣ( ; A) = idLieH .
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