Abstract The aim of this paper is to compare radioxenon beta-gamma analysis algorithms using simulated spectra with experimentally measured background, where the ground truth of the signal is known. We believe that this is among the largest efforts to date in terms of the number of synthetic spectra generated and number of algorithms compared using identical spectra. We generate an estimate for the minimum detectable counts for each isotope using each algorithm. The paper also points out a conceptual model to put the various algorithms into a continuum. Our results show that existing algorithms can be improved and some newer algorithms can be better than the ones currently used.
Introduction
The International monitoring system for the Comprehensive Nuclear-Test-Ban Treaty includes measurements of radioxenon isotopes that are likely to be detectable at locations far from the suspected test site [1] [2] [3] [4] . Some detection systems like the Swedish automated unattended noble gas analyzer (SAUNA), generate 2D beta-gamma coincidence spectra using a plastic scintillation cell for detecting conversion electrons and betas and a NaI(Tl) crystal to detect gamma and X-rays [5, 6] . These 2D spectra are used to estimate the activity of the radioxenon isotopes in the air.
Analysis efforts to date have included the region-of-interest (ROI) method and the simultaneous deconvolution (SDAT) method to estimate the net counts for each isotope [7] [8] [9] . In this paper we describe a new method and some modifications to existing methods and compare their performance. We make the comparison using thousands of synthetically generated spectra created using GEANT4 and a custom software tool capable of mixing spectra with the appropriate levels of detector background, Poisson noise, and Gaussian broadening for both the beta and gamma axes [10, 11] .
The primary aim of the analysis algorithms is to separate and quantify the contributions of the various xenon and radon daughter isotopes (Fig. 1) .
The current software used by the CTBT organization in Vienna, Austria, and the U.S. National Data Center at Patrick Air Force Base, Florida, is based on a ROI approach and is similar to most high-resolution gammaspectroscopy algorithms, but applied in two dimensions. The purpose of this report is to compare a few different algorithms, some well-known in the literature, and others which are new or modifications of the existing ones. We find that these algorithms can be broadly divided into two major categories: successive or simultaneous fitting. They may also be categorized by their use of ROIs.
The algorithms are compared using large sets of simulated beta-gamma spectra generated using custom software designed for flexible composition of 2D spectra. For the purpose of this study, the reference spectra for 135 Xe, 133 Xe, 133m Xe, and 131m Xe, and 214 Pb/ 214 Bi, were generated using a GEANT4 model of the detector and have around a million coincidence decay events each. Reference spectra for the detector background were acquired from a working system over a period of 120 h (5 days). (In some publications reference spectra are called standard spectra).
The ROI method
This is the original and traditional method currently in use for analyzing the spectra coming from the SAUNA systems and is probably the simplest example of the algorithms of the successive kind. In this method the sample spectrum is divided into ROIs corresponding to the various different isotopes; Fig. 2 shows the beta-gamma coincidence spectrum with the major ROIs indicated. The counts in the ROIs are then processed based upon interference ratios, which are determined by using a isotopically purified spike measured by the beta-gamma detector and determining the number of counts that show up in all of the other ROIs [12] . The ratios are formed by dividing these counts by the primary decay ROI for each isotope. An example is the interferences caused by 214 Pb which has interferences in all of the ROIs. The ROI labeled ''A'' encompasses the coincidence 352 keV gamma and 674 keV beta region that is purely from 214 Pb decay. A pure 222 Rn sample is injected into the beta-gamma detector which will decay to 214 Pb over time. The spectrum is analyzed and the 214 Pb interference ratios are formed by dividing the total counts in each of the other 5 ROIs by those in ROI A.
The ROI regions are processed from higher to lower energies, progressively going from ROIs with least interference to ROIs with the most interference. We use the same ROI scheme in the two algorithms in this paper that utilize ROIs in order to make an equivalent comparison. This paper does not advocate a specific ROI scheme; the schemes chosen for this analysis are intended to focus on comparing how well each algorithm works in a manner that does not depend strongly on exact ROI boundary choices, Fig. 2 . Analysis of the simulated spectra, where the answer is well-known, has been carefully designed so that the omission of this ROI does not negatively influence the result of these analyses for 133 Xe results.
SDAT, or the simultaneous decomposition method
This method, first applied by Biegalski [see Refs. 7-9] is very different from the traditional ROI method. It is the most straightforward but computationally most expensive example of simultaneous fitting. The 2D reference spectra of each isotope are converted to a 1D vector and put into a matrix. Non-negative least squares (NNLS) fitting is used to decompose the sample spectrum into weighted sums of the reference spectra. An examination of the implications of using maximum likelihood estimation instead of NNLS for spectrum deconvolution under this algorithm can be found in Ref. [13] . The weights so obtained can then be turned into counts of the various isotopes.
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In Eq. 1, each column of the matrix and the sample has a length of 256 9 256 = 65,536. The w vector has six weights for the six columns in the matrix.
Modified SDAT method
Our investigations have shown that although the SDAT method is good at fitting the contributions of the various isotopes, it does not do well at fitting the detector background, which is sparse and covers the entire 256 9 256 2D spectrum. As a result, we tested a modified version of the SDAT method where detector background proportional to live time is first subtracted using a reference background spectrum. Once the background is subtracted, the NNLS algorithm is applied to the task of simultaneous fitting, as outlined in the original SDAT method. This improves the estimation of 214 Pb and 135 Xe significantly, which otherwise exhibited a systematic deviation from the correct value.
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In Eq. 2, each column of the matrix and the sample has a length of 256 9 256 = 65,536. The w vector has five weights for the five columns in the matrix. Here the DetBkg vector has been removed.
The successive 1D Gaussian fitting method
As the name implies, this is a successive method and has that in common with the traditional ROI method but with two main differences. Because this method was not seen in the literature review, it is described in more detail than the other methods.
First, instead of using the raw counts from the various ROIs, we use a more sophisticated method to estimate the counts in the ROI. We project the 2D spectrum from the ROI to one of the axes to generate a 1D gamma or beta spectrum where we can see the traditional 1D Gaussian peaks. Next, knowing the peak locations and the detector resolution at any given energy, a constrained Gaussian fit is made to the peak (constrained in centroid and width). Once the fitted Gaussian is obtained, we obtain the counts from the fitted Gaussian instead of using the raw counts from the ROIs. This method reduces the noise in the raw counts.
The second way in which this method is different is that once the fit is made and a number is obtained for the first isotope, the relevant fraction of this reference is subtracted from the sample to cancel the effects of that particular isotope from the full spectrum.
For example, to estimate the amount of 214 Pb, which is expected to have the highest energy gamma contribution in these samples, the 351.9 keV gamma peak of 214 Pb is chosen because it is higher than all xenon emissions and hence not expected to have interference from xenon ( Fig. 3) . We put a 2D ROI bound of suitable width in the beta and gamma dimensions around the feature and project the spectrum onto the gamma axis. Next, we make a constrained Gaussian fit to the 351.9 keV 1D peak obtained from summing to the gamma axis. A similar process is applied to the same region in the reference 214 Pb spectrum. Since we know the true counts in the reference spectrum, by taking a ratio of the Gaussian-fitted counts from the sample and reference spectra, we obtain a measurement of 214 Pb counts in the sample spectrum. Once this is done, we can subtract the relevant fraction of the reference spectrum from the sample spectrum to cancel the effects of 214 Pb from the whole 2D spectrum (Fig. 4) . Next, the same process is repeated to estimate the counts for 135 Xe using the 250 keV gamma peak, 133 Xe using the 81 keV gamma peak, 133m Xe using the 199 keV conversion electron (CE) peak, and finally for 131m Xe using the 129 keV CE peak.
By always moving from higher energy ROIs to the lower energy ROIs, interferences are removed and provide a clear picture of the presences or absence of an isotope that can be difficult to determine by using the raw coincidence spectra.
The ROI simultaneous fitting method
A concern with any method that uses 2D reference spectra is that there might be a mismatch because of detector calibration drift. Methods based on ROIs are likely to be more robust against calibration drifts because it is possible to build margins into the sizes of the ROIs. In addition, a problem with the traditional ROI method is that successive subtraction leads to large error bars on quantities that are near the end of the chain of calculations.
The basic concept of the ROI simultaneous fitting method is to take the best of both the ROI method and the simultaneous fitting method. Instead of fitting vectors with 65k scalars in each vector, we use the counts in the ROI regions as vectors but fit them simultaneously using non-negative least squares. Something similar was explored in the later work on SDAT of Ref. [9] by reducing the number of channels over which to apply the calculations, essentially going from 256 9 256 channels to 64 9 64. It is anticipated that this kind of tradeoff will make the algorithm more robust to both noise and calibration drift. 
Performance analysis methodology
The method employed is basically a form of Monte Carlo analysis. Sets of spectra were generated for each isotope, with each set containing 300 spectra by random sampling from the reference spectra. The number of counts of any specific isotope in each set varied between 0 and 200. Some sets had only one isotope and some had multiple. Detector background corresponding to 11 h drawn from the collection of the 120 h experimentally measured detector background file was added to each spectrum. All the algorithms were run on the spectra to find the counts for each isotope as estimated by each algorithm. The estimated counts produce a roughly Gaussian distribution.
The process was also repeated with test sets containing only background. This provides another distribution of estimated scores, when the spectra are known to contain only background. Two such potentially overlapping score distributions can then be used to create plots like below to find the minimum detectable counts [14] , or MDC, for each isotope. Figure 5 through 7 show the estimated counts with two sigma error bars to show the range of 95% of the counts. The grey bars show the estimated counts when the spectra contained only background. Once the scores are plotted in such a way the approximate MDC for 95% confidence can be easily read from the plots.
The above process was completed for three different Regimes (see Tables 1, 2, 3) . These different regimes of simulated spectra were selected to determine the algorithm's performance in specific situations that are of heightened interest for radioxenon analysis. Regime 1 is simply a single radioxenon isotope combined with a typical detector background. This regime demonstrates how well the algorithms work on individual radioisotopes, allowing straightforward MDC, precision, and uncertainty comparisons.
Regime 2 covers a situation of interest in typical field operations of radioxenon detectors. 222 Rn, is a naturally occurring, radioactive noble gas that is ubiquitous in all environments. It is typically present in atmospheric samples at Xe were used in Regime 2 in addition these two xenon isotopes are the most heavily impacted by 214 Pb. Regime 3 covers another situation of high relevance for interpreting the results of radioxenon analysis. To effectively implement the CTBT, it is important that analysts are able to distinguish between nuclear explosions and civilian sources of radioxenon emissions, such as medical isotope production facilities and nuclear power plants [15] [16] [17] [18] . To that end, it is important that any analysis of radioxenon spectra is able to quantify Xe, so good signal deconvolution is critical for accurate measurements of all three isotopes and aids efforts to attribute a measurement to a specific radioxenon source. Due to the fission product yields, decay schemes, and half-lives, 133 Xe will be present and dominant in all measurements of 133m Xe and often present and dominant in measurements of 131m Xe. For all plots in the following sections, the grey bar shows the 5th-95th percentile of estimated scores distribution from 300 samples containing only background. This gives an indication of MDC, the sensitivity limit of each analysis method. Red lines show the 5th-95th percentile range of estimated scores of 300 samples containing known counts indicating the uncertainty of the measurements. The blue line shows the correct answer and represents a slope of 1. Total ground-truth counts of the isotope of interest were restricted to\200 counts in order to focus on gaining insight into the lower sensitivity limit of the analysis technique. Field radioxenon measurements can span a few orders of magnitude in count rates, but analysis is typically the most challenging in count-rate-limited scenarios.
Results for Regime 1
See Fig. 5 . 
Results for Regime 3
See Fig. 7 . Xe ROI is large and in an area of the energy space especially vulnerable to typical background sources.
135
Xe also has a significant minority fraction of its total b-c counts located outside the ROI boundaries, both from gamma-ray Compton scatter and from other minor branching ratios. The non-ROI methods can leverage those counts, whereas the ROI methods ignore them.
For 133 Xe, which is often detected by itself, Regime 1 results also favor the modified simultaneous fitting algorithm for MDC and uncertainty. The other three algorithms have results that are comparable to each other but significantly worse than the simultaneous fitting algorithm. This suggests that the simultaneous fitting algorithm is likely the best option for an analyst seeking the highest possible sensitivity of whether an event of interest may have happened for nuclear explosion monitoring purposes. In such situations, 133 Xe is generally the most likely signal to be detected by the IMS.
The Regime 1 results do not offer any major differentiation between algorithms for detection of 131m Xe or 133m Xe. It should be noted that these regime 1 results are included for completeness, but 133m Xe is never detected without 133 Xe due to its decay scheme and 131m Xe is often accompanied by 133 Xe due to it its fission production mechanism, so Regime 3 is more instructive for practical analysis guidance on these isotopes.
Regime 2 results contrast how the algorithms handle significant radon interference, caused by the radon decay product 214 Pb. All methods have a hard time dealing with 214 Pb, likely because the 214 Pb emissions are spread over a larger 2D area and estimates have to be either drawn from a small region that does not have any interference (ROI and Successive 1D fitting) or else the estimates include large background noise (simultaneous fitting methods). For the new radioxenon systems the amount of 214 Pb is significantly reduced from previous models due to continuing improvements in gas processing that removes the parent 222 Rn. The modified simultaneous fitting algorithm provides modest benefits to the 135 Xe MDC and significant improvements to 133 Xe MDC compared to the other three algorithms. However, it also suffers from a minor (not statistically significant) but consistent underestimation of counts related to how it accounts for radon. If significant radon is present in a sample, the modified simultaneous fitting algorithm is likely the best choice for sample analysis.
Regime Xe interference is critical, the ROI methods offer the best choice of algorithm.
Simultaneous deconvolution does not do very well if the detector background is included as one of the vectors, and that in turn seems to affect its estimates of 214 Pb and 135 Xe, but if detector background is subtracted separately, the algorithm's performance improves substantially. This is due to the low total statistics of a typical background count and the wide distribution of background counts across the beta-gamma coincidence space. Simultaneous deconvolution works better on features with greater statistics. It does better with 133m Xe and 131m Xe compared to the successive or ROI method, but is likely to be more sensitive to any fluctuations in calibration since the signal is concentrated in just a few channels. Rough comparison of MDC values for the various algorithms can be made from the plots, but more testing should be done before claiming absolute MDC numbers for any particular algorithm.
Future work
More studies are needed to see the effects of drifts in energy calibration on each method. This is expected to demonstrate the robustness of using ROI methods as compared to methods that rely too closely on the reference spectra. On the other hand, if recent energy calibration information is available for the sample, the reference spectra can be recalibrated before they are used for analysis.
More work is also needed to precisely quantify the uncertainty in the estimated counts in a particular sample and to implement gas background subtraction as performed in routine IMS operations. It might also be useful to analyze each sample with all the available methods because different methods might achieve a lower uncertainty for different isotopes.
In particular, since all comparisons so far have utilized synthetic spectra, future studies should include real spectra to confirm these findings in real systems operation.
