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ON REGULAR SOLUTIONS OF THE 3D COMPRESSIBLE
ISENTROPIC EULER-BOLTZMANN EQUATIONS WITH VACUUM
YACHUN LI AND SHENGGUO ZHU
Abstract. In this paper, we discuss the Cauchy problem for the compressible isentropic
Euler-Boltzmann equations with vacuum in radiation hydrodynamics. We establish the
existence of unique local regular solutions with vacuum by the theory of quasi-linear
symmetric hyperbolic systems and the Minkowski’s inequality under some physical as-
sumptions for the radition quantities. Moreover, it is interesting to show the non-global
existence of regular solutions caused by the effect of vacuum for polytropic gases with
adiabatic exponent 1 < γ ≤ 3 via some observation on the propagation of the radiation
field. Compared with [12][16][22], some new initial conditions that will lead to the finite
time blow-up for classical solutions have been introduced. These blow-up results tell us
that the radiation effect on the fluid is not strong enough to prevent the formation of
singularities caused by the appearance of vacuum.
1. Introduction
The Euler-Boltzmann system appears in various astrophysical contexts [8] and in high-
temperature plasma physics [18]. The couplings of fluid field and radiation field involve
momentum source and energy source depending on the specific radiation intensity driven
by the so called radiation transfer integro-differential equation [18]. Suppose that the
matter is in local thermodynamical equilibrium, the coupled system of Euler-Boltzmann
equations for the mass density ρ(t, x), the fluid velocity u(t, x) = (u1, u2, u3), and the
specific radiation intensity I(v,Ω, t, x) in three-dimensional space reads as [18]
1
c
∂tI +Ω · ∇I = Ar,
∂tρ+∇ · (ρu) = 0,
∂t
(
ρu+
1
c2
Fr
)
+∇ · (ρu⊗ u+ Pr) +∇pm = 0,
(1.1)
Date: July 15, 2013.
1991 Mathematics Subject Classification. Primary: 35B40, 35A05, 76Y05; Secondary: 35B35, 35L65,
85A05.
Key words and phrases. Euler-Boltzmann equations, radiation, vacuum, symmetrization, classical so-
lutions, regular solutions, local existence, blow up.
Acknowledgments. The authors’ research was supported in part by Chinese National Natural Science
Foundation under grants 11231006 and Natural Science Foundation of Shanghai under grant 14ZR1423100.
Shengguo Zhu was also supported by China Scholarship Council.
1
2 YACHUN LI AND SHENGGUO ZHU
where (t, x) ∈ R+ ∩ R3, v ∈ R+ is the frequency of photons and Ω ∈ S2 is the travel
direction of photons, here S2 stands for the unit sphere in R3; pm is the material pressure
satisfying the equation of state
pm = ρ
γ , 1 < γ ≤ 3, (1.2)
where γ is the adiabatic exponent.
Ar = S − σaI +
∫ ∞
0
∫
S2
( v
v′
σs(v
′ → v,Ω′ · Ω, ρ)I ′ − σs(v → v′,Ω · Ω′, ρ)I
)
dΩ′dv′ (1.3)
is the collision term involving emission, absorption and scattering of energy, where I =
I(v,Ω, t, x), I ′ = I(v′,Ω′, t, x); S = S(v, t, x, ρ) is the rate of energy emission due to
spontaneous process; σa = σa(v, t, x, ρ) denotes the absorption coefficient that may depend
on the mass density ρ; σs is the “differential scattering coefficient” (see [10] or [18]) such
that the probability of a photon being scattered from v′ to v contained in dv, from Ω′ to
Ω contained in dΩ, and travelling a distance ds is given by σs(v
′ → v,Ω′ ·Ω)dvdΩds, and
σs ≡ σs(v′ → v,Ω′ · Ω, ρ) = O(ρ), σ′s ≡ σs(v → v′,Ω · Ω′, ρ) = O(ρ).
For the isentropic flow, the impact of radiation on the dynamical properties of the fluid
is described by the following two quantities
Fr =
∫ ∞
0
∫
S2
I(v,Ω, t, x)ΩdΩdv, Pr =
1
c
∫ ∞
0
∫
S2
I(v,Ω, t, x)Ω ⊗ ΩdΩdv, (1.4)
which are called the radiation flux and the radiation pressure tensor, respectively. The
radiation field affects the dynamical properties of the fluid significantly, which makes
it difficult to get the estimates of some physical quantities. For example, the material
momentum
∫
ρudx of the fluid is not conserved because of the impact coming from the
radiation flux Fr and the radiation pressure tensor Pr.
For pure compressible hydrodynamics equations without radiation, there have been
many results on the local existence of regular solutions and the formation of singularities
caused by the appearance of vacuum. The study on the appearance of vacuum in fluid
dynamics can be traced back at least to the collected work of Von Neumann [17], where
some important remarks on the general hydrodynamical discussion about motions in one
dimension following Riemann’s theory have been maken. Makino-Ukai-Kawashima [16]
discussed the Cauchy problem for the compressible Euler equations with both initial den-
sity and velocity compactly supported. They established the local existence of the regular
solutions and showed that the life span is finite for any non-trivial solution, and the similar
results have been obtained for compressible Euler equations with damping in Liu-Yang
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[12]. Xu-Yang [21] established the local existence of smooth solutions to Euler equations
with damping under the assumption of physical vacuum boundary condition.
Recently, similar problems for compressible radiation hydrodynamics equations started
drawing attention of people. For Euler-Boltzmann equations, when the initial density is
away from vacuum, Jiang-Zhong [6] obtained the local existence of C1 solutions for the
Cauchy problem. Jiang-Wang [5] showed that some C1 solutions will blow up in finite
time regardless of the size of the initial perturbation.
For Navier-Stokes-Boltzmann equations, Li-Zhu [10] considered the formation of singu-
larities to classical solutions when the initial mass density is compactly supported, and the
existence of unique local strong solutions for the isentropic flow to the Cauchy problem
is proved in [11]. Some special phenomenon has been observed. For example, it is known
that in contrast with the Second law of thermaldynamics, the associated entropy equation
may contain a negative production term for RHD system, which has already been observed
in Buet and Despre´s [1]. Moreover, according to Ducomet, Feireisl and Necˇasova´ [2], in
which they obtained the existence of global weak solution for some RHD model, we know
that the velocity field u may develop uncontrolled time oscillations on the hypothetical
vacuum zones where the mass density ρ vanishes. Ducomet-Necˇasova´ [3] [4] studied the
global weak solutions and their large time behavior for one-dimensional case.
In this paper, we are interested in the isentropic Euler-Boltzmann equations with vac-
uum. Due to the complexity of this physical model, we first need to make some structure
assumptions (see (2.1)-(2.2)) to the corresponding physical quantities such as σa, σs and
S, etc. Combining some arguments in Makino-Ukai-Kawashima [16], Jiang-Zhong [6],
Xin-Yan [22] and introducing some new ideas dealing with the radiation field, we prove
the existence of unique local regular solutions to the Cauchy problem, and we also study
the formation of singularities caused by the occurrence of vacuum. These blow-up results
imply that the radiation effect on the fluid is not strong enough to prevent the formation
of singularities caused by the appearance of vacuum. Some discussion on the relation
between this kind of singularities and the formation of shock can be seen in [12].
Compared with the results obtained in [5] [6] on the formation of singularities away from
vacuum for Euler-Boltzmann equations, via making full use of the mathematical structure
of our system in vacuum domain, an important observation about the propagation of
radiation effect has been shown in this paper as follows. If the initial velocity also vanishes
in our vacuum region V (see Definition 3.1) where the initial mass density vanishes, then
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there exists a critical time Tc =
2R0
c
such that beyond Tc, the radiation effect on the fluid
propagates completely from the interior of B(t) (see Definition 3.2) to the exterior of B(t).
Based on this fact, we can remove the key assumptions in [5][6] for the radiation field thatI0(v,Ω, x) ≡ B(v), for x · Ω ≤ 0,
I0(v,Ω, x) ≥ B(v), ∀(v,Ω, x) ∈ R+ × S2 × R3,
where B(v) ∈ L2(R+) is a function of v.
Another interesting ingredients in this paper is our second type blow-up result (see
Theorem 3.2 or Corollaries 3.1-3.2) based on the definition of hyperbolic singularity set (see
Definition 3.3), which is new even for the compressible Euler equations or Euler equations
with damping. We first recall the previous blow-up results obtained in [12][16][22] or
Section 3.1. They all need the assumption that
u0(x) = 0, when ρ0(x) = 0 in E, (1.5)
where the domain E is an exterior domain such as BCR0 ([12][16]) satisfying∫
BR0
ρ0(x)dx > 0; (1.6)
or an annular region ([22], Section 3.1) such as B0 −A0 satisfying∫
A0
ρ0(x)dx > 0. (1.7)
The assumption (1.5) will be used to control the size of suppxρ(t, x) in [12][16], and B(t)
in [22] or Section 3.1. And (1.6)-(1.7) will be used to construct the desired ODE inequality
such as (3.14) which plays a key role in the derivation of the contradiction. So, from the
blow-up results mentioned above, the assumptions that u0 = 0 in the vacuum domain and
there must exist positive mass (1.6)-(1.7) contained in the intial vacuum region seem to be
necessary for the formation of singularities. However, our results obtained in Theorem 3.2
or Corollaries 3.1-3.2 answered this question negatively. This blow-up result is inspired by
the defintion of regular solutions (see Definition 2.1) that:
∂tu+ u · ∇u = 0, when ρ = 0,
which tells us that in the vacuum domain, the behavior of the velocity u is actually con-
trolled by a positive and symmetric hyperbolic system, i.e., the so called multi-dimensional
Burgers equations. Then some assumption on the spectrum of the Jacobian matrix of u0
will lead to the finite blow-up, and the details can be seen in Section 3.2.
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We organize this paper as follows. In section 2, we first reformulate the Cauchy problem
for system (1.1) into a simpler form for the case σs = 0, and then we establish the existence
of unique local regular solutions. In section 3, we show that the regular solution obtained
in Section 2 will develop singularities in finite time provided that the initial data contain
vacuum in some local domain for γ > 1. Finally, in Section 4, we show the existence of
unique local regular solutions for the case σs 6= 0 under some structure assumptions to
the physical coefficients S, σa and σs.
2. Reformulation and Local Existence
2.1. Reformulation.
We only consider the case σs = 0 in this section. For the case σs 6= 0, some corresponding
results will be shown in Section 4. We reformulate the Cauchy problem of the compressible
Euler-Boltzmann equations (1.1) to a quasi-linear symmetric hyperbolic system, so that
we can get the local existence of regular solutions (see Definition 2.1).
From the assumptions of “induced process” and local thermal equilibrium (LTE, see
[10] [18]), S and σa can be written asS(v, t, x, ρ) = KaB(v)
(
1 + c
2I
2hv3
)
,
σa(v, t, x, ρ) = Ka ·
(
1 + c
2
2hv3
B(v)
)
,
(2.1)
where B(v) ∈ L2(R+) is a function of v, h is the Planck constant, and
Ka = Ka(v, t, x, ρ) = ρKa(v, t, x, ρ) = o(ρ) ≥ 0, (2.2)
whereKa ∈ C∞ for (v, t, x, ρ) and limρ→0Ka(v, t, x, ρ) = 0. More comments on S(v, t, x, ρ)
and σa(v, t, x, ρ) can be seen in [6] as well as in [18]. So, when σs = 0, the radiation transfer
equation in (1.1) can be written as
1
c
∂tI +Ω · ∇I = −Ka · (I −B(v)). (2.3)
Then the compressible isentropic Euler-Boltzmann equations (1.1) can be reduced to
1
c
∂tI +Ω · ∇I = −Ka · (I −B(v)),
∂tρ+∇ · (ρu) = 0,
∂t(ρu) +∇ · (ρu⊗ u) +∇pm = 1
c
∫ ∞
0
∫
S2
Ka · (I −B(v))ΩdΩdv.
(2.4)
We consider the Cauchy problem with initial data
I|t=0 = I0(v,Ω, x), (ρ, u)|t=0 = (ρ0(x), u0(x)), (2.5)
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where ρ0(x) ≥ 0.
We first introduce the definition of regular solutions to Cauchy problem (2.4)-(2.5).
Definition 2.1. Let T > 0 be a positive constant. A solution (I, ρ, u) to Cauchy problem
(2.4)-(2.5) is called a regular solution if
(i) I(v,Ω, t, x) ∈ L2 (R+ × S2;C1([0, T ) × R3)) , (ρ(t, x), u(t, x)) ∈ C1 ([0, T )× R3) ;
(ii) ρ
γ−1
2 ∈ C1 ([0, T )× R3) , ρ ≥ 0;
(iii) ∂tu+ u · ∇u = 0 holds in the exterior of suppρ.
Remark 2.1.
(1) We point out that this definition for regular solutions is similar to those of Makio-
Ukai-Kawashima [16] and Liu-Yang [12] for 3D compressible Euler equations, in
which the corresponding existences of smooth solutions with vacuum have been
proved. Moreover,
√
γρ
γ−1
2 is a very important physical quantity called local sound
speed in gas dynamics.
(2) When ρ > 0, if (ρ, u) has the regularity showed in (i)-(ii), then it naturally holds
that
∂tu+ u · ∇u+ 2γ
γ − 1ρ
γ−1
2 ∇ρ γ−12 = 1
c
∫ ∞
0
∫
S2
Ka · (I −B(v))ΩdΩdv. (2.6)
Passing to the limit as ρ→ 0, we have
∂tu+ u · ∇u = lim
ρ→0
(1
c
∫ ∞
0
∫
S2
Ka · (I −B(v))ΩdΩdv
)
= 0.
So condition (iii) is reasonable at points (t, x)(t > 0) satisfying ρ(t, x) = 0 due to
the continuity of ρ and properties of Ka.
(3) We emphasize condition (iii) is very important to make the velocity u well defined
at vacuum points and to ensure the uniqueness of regular solutions. Without con-
dition (iii), it is very difficult to get enough information about velocity even when
considering specific cases such as point vacuum or continuous vacuum of one piece.
Now we symmetrize hyperbolic system (2.4). After introducing a new variable
w = p
γ−1
2γ
m = ρ
γ−1
2 , (2.7)
EULER-BOLTZMANN EQUATIONS 7
system (2.4) can be written as
1
c
∂tI +Ω · ∇I = −Ka · (I −B(v)),
∂tw + u · ∇w + γ − 1
2
w∇ · u = 0,
(γ − 1)2
4γ
(∂tu+ u · ∇u) + γ − 1
2
w∇w = (γ − 1)
2
4γc
∫ ∞
0
∫
S2
Ka · (I −B(v))ΩdΩdv.
(2.8)
Let U = U(t, x) = (w(t, x), u(t, x)). Then system (2.8) is reduced to the following system
of (I, U): 
1
c
∂tI +Ω · ∇I = −Ka · (I −B(v)),
A0(U)∂tU +
∑3
j=1Aj(U)∂xjU = G(I, U),
(2.9)
and the initial condition (2.5) turns into
(I, U)|t=0 = (I0(v,Ω, x), w0(x), u0(x)), (2.10)
where w0(x) = ρ0(x)
γ−1
2 ≥ 0, and
A0(U) =
 1 0
0 (γ−1)
2
4γ I3
 , Aj(U) =
 uj
γ−1
2 wδj
γ−1
2 wδ
⊤
j
(γ−1)2
4γ ujI3
 (j = 1, 2, 3),
where I3 is the 3 × 3 unit matrix, δj = (δ1j , δ2j , δ3j) is the Kronecker symbol satisfying
δij = 1, i = j and δij = 0, otherwise. The source terms G = (G0, G1, G2, G3) are
G0(I, U) = 0,
Gj(I, U) =
(γ − 1)2
4cγ
(∫ ∞
0
∫
S2
Ka · (I −B(v))ΩjdΩdv
)
(j = 1, 2, 3).
We note that Aj(U)(j = 0, 1, 2, 3) are C
∞ for U and G(I, U) are C∞ for I and U .
Moreover, Aj(U) (j = 1, 2, 3) are all symmetric, and A0(U) is bounded and positively
definite. In fact, we have
(γ − 1)2
4γ
|ξ|2 ≤ (A0(U)ξ, ξ) ≤ |ξ|2, for ξ ∈ R3. (2.11)
In order to get the local existence of regular solutions to the Cauchy problem (2.4)-(2.5),
it sufficies to prove the local existence of classcal solutions to the reformulated Cauchy
problem (2.9)-(2.10).
8 YACHUN LI AND SHENGGUO ZHU
2.2. Local existence and uniqueness of classical solutions to (2.9)-(2.10).
We first introduce some notations. Denote by W s,p(Rn) and Hs(Rn) the ordinary
Sobolev spaces, and
‖ · ‖ = ‖ · ‖L2(Rn), ‖ · ‖s = ‖ · ‖Hs(Rn), |‖ · ‖|s,T = max
t∈[0,T ]
‖ · ‖s.
The following well-known estimates for the derivatives of product are useful in the
energy estimates for local existence.
Lemma 2.1. Let 1
r
= 1
p
+ 1
q
, 1 ≤ p, q, r ≤ +∞. For any integer s ≥ 0, if f ∈
W s,p(Rn), g ∈W s,q(Rn), then
‖Ds(fg)‖Lr(Rn) ≤ Cs
(‖f‖Lp(Rn)‖Dsg‖Lq(Rn) + ‖g‖Lp(Rn)‖Dsf‖Lq(Rn)) ,
and when s ≥ 1,
‖Ds(fg)− fDsg‖Lr(Rn) ≤ Cs
(‖Df‖Lp(Rn)‖Ds−1g‖Lq(Rn) + ‖g‖Lp(Rn)‖Dsf‖Lq(Rn)) ,
where Cs is a constant depending on s.
Remark 2.2. The proof of Lemma 2.1 can be found in [14]. From Sobolev imbedding
theorem we know that, if s > n2 , then we have
‖f‖L∞(Rn) ≤ Cs‖f‖s, (2.12)
where f ∈ L∞⋂Hs. Then letting r = 2 and p =∞, q = 2 in Lemma 2.1, we obtain
‖Dα(fg)‖ ≤ Cs‖f‖s‖g‖s for s > n
2
, f, g ∈ Hs and |α| ≤ s. (2.13)
To obtain the local existence of classical solutions to (2.9)-(2.10), we need some assump-
tions on the coefficient Ka. If there exists a positive constant M such that
‖wi‖s ≤M, for i = 1, 2,
and we denote Kia = Ka(v, t, x, w
i) and K
i
a = Ka(v, t, x, w
i) ≥ 0, then we assume that
‖Kia‖L∞(R+;C([0,T ];Hs)) + ‖Kia‖L2∩L∞(R+;C([0,T ];Hs)) ≤ Cs,M‖wi‖s,
|Ka(v, t, x, w1)−Ka(v, t, x, w2)| ≤ K(v, t, x)|w1 − w2|,
‖K(v, t, x)‖L∞∩L2(R+;L∞([0,T ]×R3)) ≤ Cs,M
(2.14)
for any t ∈ [0, T ], where M is a positive constant and Cs,M is also a positive constant
depending only on s and M .
Now we give the existence of unique local classical solutions to (2.9)-(2.10):
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Theorem 2.1. Let s ≥ 3 be an integer. If the initial data satisfy
(I0, U0) ∈ Φ : =
{
(I, U)|U(x) ∈ Hs(R3), (I(v,Ω, x) −B(v)) ∈ L2 (R+ × S2;Hs(R3))} ,
then there exists T > 0 such that Cauchy problem (2.9)-(2.10) admits a unique classical
solution (I, U) satisfying
U(t, x) ∈ C1 ([0, T ) × R3)),
I(v,Ω, t, x) −B(v) ∈ L2 (R+ × S2;C1([0, T ) × R3)) .
Remark 2.3. The assumptions in Theorem 2.1 for isentropic flows can be satisfied when
the absorption coefficient is given by, for example (see [6] or [18]),
Ka(v, t, x, ρ) = D1ρθ
− 1
2 exp
(
−D2
θ
1
2
(
v − v0
v0
)2)
, (2.15)
where θ is the temperature, v0 is the fixed frequency, Di(i = 1, 2) are positive constants.
For isentropic polytropic gas, we know that pm = Rρθ = ρ
γ, where R is a positive constant.
So we have w = ρ
γ−1
2 =
√
Rθ
1
2 , and
lim
ρ→0
Ka(v, t, x, ρ)
ρ
= lim
θ→0
D1θ
− 1
2 exp
(
−D2
θ
1
2
(
v − v0
v0
)2)
= 0,
lim
ρ→+∞
Ka(v, t, x, ρ)
ρ
= lim
θ→+∞
D1θ
− 1
2 exp
(
−D2
θ
1
2
(
v − v0
v0
)2)
= 0.
(2.16)
Then in the case (2.15), we have
Ka(v, t, x, w) = D1
√
Rw
3−γ
γ−1 exp
(
−D2
√
R
w
(
v − v0
v0
)2)
= w
2
γ−1Ka(v, t, ·, w),
Ka(v, t, x, w) = D1
√
R
1
w
exp
(
−D2
√
R
w
(
v − v0
v0
)2)
.
(2.17)
When 1 < γ ≤ 3, it is easy to verify that the assumptions (2.14) in Theorem 2.1 are
satisfied if s = 3.
Now we start proving Theorem 2.1.
Proof. The proof is based on standard energy estimates as well as Banach contraction
mapping principle. Let j(x) ∈ C∞0 (R3) be the standard mollifier satisfying
suppj(x) ⊆ {x : |x| ≤ 1},
∫
R3
j(x)dx = 1, ∀ j ≥ 0.
Set jǫ = ǫ
−3j(x
ǫ
) and define jǫu ∈ C∞ by
jǫu(x) =
∫
R3
jǫ(x− y)u(y)dy.
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For k = 0, 1, 2, ..., take ǫk = 2
−kǫ0 and
U
(k)
0 = jǫkU0(x), I
(k)
0 = jǫkI0(v,Ω, x),
where ǫ0 is to be chosen later. We construct approximate solutions to (2.9)-(2.10) through
the following iteration scheme. We take
U (0)(t, x) = U
(0)
0 (x), I
(0)(v,Ω, t, x) = I
(0)
0 (v,Ω, x).
For k = 0, 1, ..., we define U (k+1)(t, x) and I(k+1)(v,Ω, t, x) inductively as the solution of
the following linearized problem:
1
c
∂t(I
(k+1) −B(v)) + Ω · ∇(I(k+1) −B(v)) = −K(k)a · (I(k+1) −B(v)),
A0(U
(k))∂tU
(k+1) +
3∑
j=1
Aj(U
(k))∂xjU
(k+1) = G(I(k), U (k)),
I(k+1)|t=0 = I(k+1)0 (v,Ω, x), U (k+1)|t=0 = U (k+1)0 (x),
(2.18)
where
G0 = 0, Gj(I
(k), U (k)) =
(γ − 1)2
4cγ
(∫ ∞
0
∫
S2
K
(k)
a · (I(k) −B(v))ΩjdΩdv
)
,
K
(k)
a = Ka(v, t, x, w
(k)), K(k)a = Ka(v, t, x, w
(k)).
(2.19)
It follows immediately that
U (k+1) ∈ C∞ ([0, Tk]× R3) , I(k+1) −B(v) ∈ L2 ((0,∞) × S2; C∞([0, Tk]× R3)) (2.20)
with Tk being the largest time of existence for (2.18) where the estimates∫ ∞
0
∫
S2
|‖I(k) − I(0)0 ‖|2s,TkdΩ ≤ C and |‖U (k) − U
(0)
0 ‖|s,Tk ≤ C (2.21)
are valid for any given constant C > 0. Hereinafter, C stands for a generic positive
constant.
Of course, in order to get the compactness, we have to guarantee that there exists a
T > 0 such that Tk ≥ T for each k. So the following lemma which gives the uniform
estimates of high order norms is very important.
Lemma 2.2 (Boundness of high order norms).
There exist constants C1 > 0 and T∗ > 0 such that the solutions (I
(k), U (k)) (k = 0, 1, 2, ...)
to (2.18) satisfy
|‖U (k) − U (0)0 ‖|s,T∗ + |‖∂tU (k)‖|s−1,T∗ +
∫ ∞
0
∫
S2
|‖I(k) − I(0)0 ‖|2s,T∗dΩdv ≤ C1. (2.22)
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Proof. By induction, it is sufficient to prove that (2.22) holds for (I(k+1), U (k+1)) under
the assumption that (2.22) holds for (I(k), U (k)). We divide the proof into three steps.
Step 1. The estimate of
∫∞
0
∫
S2
|‖I(k+1) − I(0)0 ‖|2s,TdΩdv.
Let Q(k+1) = I(k+1) − I(0)0 . Then Q(k+1) satisfies
1
c
∂tQ
(k+1) +Ω · ∇Q(k+1) = −K(k)a Q(k+1) +H(k),
Q(k+1)|t=0 = I(k+1)0 − I(0)0 ,
(2.23)
where
H(k) = −K(k)a · (I(0)0 −B(v)) −Ω · ∇(I(0)0 −B(v)).
Differentiating the equation in (2.23) α-times (|α| ≤ s) with respect to x and multiplying
the resulting equation by DαQ(k+1), we have
1
2c
d
dt
(DαQ(k+1))2+
1
2
Ω·∇(DαQ(k+1))2 = −Dα(K(k)a Q(k+1))DαQ(k+1)+DαH(k)DαQ(k+1).
(2.24)
Integrating (2.24) with respect to x over R3 and using the Cauchy’s inequality, we have
d
dt
∫
R3
|DαQ(k+1)|2dx ≤C‖DαQ(k+1)‖2 + ‖Dα(K(k)a Q(k+1))‖2 + ‖DαH(k)‖2
= : J1 + J2 + J3.
(2.25)
According to Lemma 2.1 and (2.13), we get
J2 = ‖Dα(K(k)a Q(k+1))‖2 ≤ C‖K(k)a ‖2s‖Q(k+1)‖2s, (2.26)
and
J3 =‖DαH(k)‖2 = ‖Dα(−K(k)a · (I(0)0 −B(v)) − Ω · ∇(I(0)0 −B(v)))‖2
≤C‖K(k)a ‖2s‖I(0)0 −B(v)‖2s + ‖I(0)0 −B(v)‖2s+1.
(2.27)
Combining (2.14) and (2.25)-(2.27), we arrive at
d
dt
‖Q(k+1)‖2s ≤C(1 + ‖U (k)‖s)‖Q(k+1)‖2s + ‖U (k)‖s‖I(0)0 −B(v)‖2s + ‖I(0)0 −B(v)‖2s+1
≤C
(
‖Q(k+1)‖2s + ‖I(0)0 −B(v)‖2s
)
+ ‖I(0)0 −B(v)‖2s+1.
By Gronwall’s inequality we obtain
|‖Q(k+1)‖|2s,T ≤ eCT
(
‖Q(k+1)0 ‖2s + T
(‖I(0)0 −B(v)‖2s + ‖I(0)0 −B(v)‖2s+1)) .
It is obvious that∫ ∞
0
∫
S2
|‖Q(k+1)‖|2s,TdΩdv ≤ eCT
(∫ ∞
0
∫
S2
‖Q(k+1)0 ‖2sdΩdv + T
)
.
Taking T = T1 to be small enough, we have∫ ∞
0
∫
S2
|‖I(k+1) − I(0)0 ‖|2s,T1dΩdv ≤ CC1. (2.28)
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Step 2. The estimate of source terms ‖DαG(I(k), U (k))‖, ∀|α| ≤ s.
Due to Minkowski’s inequality, Holder’s inequality and (2.13), for |α| ≤ s, we have
‖DαGj(I(k), U (k))‖ ≤C
∥∥∥Dα ∫ ∞
0
∫
S2
K
(k)
a · (I(k) −B(v))ΩjdΩdv
∥∥∥
≤C
∫ ∞
0
∫
S2
‖K(k)a ‖s‖I(k) −B(v)‖sdΩdv
≤C
(∫ ∞
0
∫
S2
‖K(k)a ‖2sdΩdv +
∫ ∞
0
∫
S2
‖I(k) −B(v)‖2sdΩdv
)
,
(2.29)
which implies that
‖G(I(k), U (k))‖s ≤C
(∫ ∞
0
∫
S2
‖K(k)a ‖2sdΩdv +
∫ ∞
0
∫
S2
‖I(k) −B(v)‖2sdΩdv
)
. (2.30)
Then from (2.28) and assumptions (2.14), we see that
‖G(I(k), U (k))‖s ≤ C
(
‖U (k)‖s +
∫ ∞
0
∫
S2
‖I(k) −B(v)‖2sdΩdv
)
≤ C1. (2.31)
Step 3. In order to estimate (2.22), define M (k+1) = U (k+1) − U (0)0 , and it is easy to get
A0(U
(k))∂tM
(k+1) +
3∑
j=1
Aj(U
(k))∂xjM
(k+1) = G(I(k), U (k)) +H
(k)
,
M (k+1)(x, 0) = U
(k+1)
0 (x)− U (0)0 (x),
(2.32)
where
H
(k)
= −
3∑
j=1
Aj(U
(k))∂xjU
(0)
0 .
With the aid of the steps 1 and 2, it is easy to follow the standard procedure as in [14]
and obtain that there exists a time T2 such that
|‖U (k+1) − U (0)0 ‖|s,T2 + |‖∂tU (k+1)‖|s−1,T2 ≤ C1. (2.33)
Let T∗ = min{T1, T2} . Then the conclusions in Lemma 2.2 are obtained. 
The following lemma implies that the operator associated with (I(k), U (k)) is contracted.
Lemma 2.3. There exist constants T∗∗ ∈ [0, T∗], η < 1 , {βk} (k = 1, 2, ...) and {µk} (k =
1, 2, ...) with
∑
k |βk| < +∞, and
∑
k |µk| < +∞ , such that for each k
|‖U (k+1) − U (k)‖|0,T∗∗ +
(∫ ∞
0
∫
S2
|‖I(k+1) − I(k)‖|20,T∗∗dΩdv
) 1
2
≤η
(
|‖U (k) − U (k−1)‖|0,T∗∗ +
(∫ ∞
0
∫
S2
‖|I(k) − I(k−1)‖|20,T∗∗dΩdv
) 1
2
)
+ βk + µk.
(2.34)
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Proof. According to the second equation in (2.18), we have
A0(U
(k))∂t(U
(k+1) − U (k)) +
3∑
j=1
Aj(U
(k))∂xj (U
(k+1) − U (k))
=G(I(k), U (k))−G(I(k−1), U (k−1)) + Z(k),
(2.35)
where
Z(k) = −(A0(U (k))−A0(U (k−1)))∂tU (k) −
∑
j = 13(Aj(U
(k))−Aj(U (k−1)))∂xjU (k).
From Lemma 2.2 and Taylor’s expansion, we easily deduce that, ∀τ ∈ [0, T∗],
|‖Z(k)‖|0,τ ≤ C|‖U (k) − U (k−1)‖|0,τ . (2.36)
According to assumptions (2.14), and by Holder’s inequality and Minkowski’s inequality,
we find that
‖G0(I(k), U (k))−G0(I(k−1), U (k−1))‖ = 0, (2.37)
and for j = 1, 2, 3, ∀τ ∈ [0, T∗],
‖Gj(I(k), U (k))−Gj(I(k−1), U (k−1))(v,Ω, τ, ·)‖
≤C
∫ ∞
0
∫
S2
‖ − (I(k−1) −B(v))(K(k)a −K(k−1)a )−K(k)a · (I(k) − I(k−1))‖dΩdv
≤Cs,M‖U (k) − U (k−1)‖
∫ ∞
0
∫
S2
‖I(k−1)(v,Ω, τ, ·) −B(v)‖s‖K(v, τ, ·)‖L∞(R3)dΩdv
+ C
∫ ∞
0
∫
S2
‖Ka(v, τ, ·, w(k))‖L∞(R3)‖(I(k) − I(k−1))(v,Ω, τ, ·)‖dΩdv
≤Cs,M‖U (k) − U (k−1)‖‖K‖L2(R+;L∞([0,T ]×R3))
(∫ ∞
0
∫
S2
‖I(k−1) −B(v)‖2sdΩdv
) 1
2
+ C‖Ka‖L2(R+;L∞([0,T ]×R3))
(∫ ∞
0
∫
S2
‖I(k) − I(k−1)‖2dΩdv
) 1
2
≤C
(
|‖U (k) − U (k−1)‖|0,τ +
(∫ ∞
0
∫
S2
|‖I(k) − I(k−1)‖|20,τdΩdv
) 1
2
)
.
(2.38)
Applying the standard energy estimates to (2.35) and using (2.36)-(2.38), we easily get
|‖U (k+1) − U (k)‖|0,τ ≤ eCτ‖U (k+1)0 − U (k)0 ‖
+ eCττ
(
|‖Z‖|0,τ + |‖G(I(k), U (k))−G(U (k−1), I(k−1))‖|0,τ
)
.
(2.39)
According to the properties of mollifier, for ǫ0 small enough, we know that
‖Jǫu− u‖ ≤ Cǫ‖u‖1, ∀u ∈ H1, ǫ ≤ ǫ0.
So if we take ǫ0 << 1, then we have
‖U (k+1)0 − U (k)0 ‖ ≤ C2−k‖U0‖1. (2.40)
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From (2.39), if we choose T3 ∈ [0, T∗] to be small enough, then it is easy to get
|‖U (k+1) − U (k)‖|0,T3
≤η1
(
|‖U (k) − U (k−1)‖|0,T3 +
(∫ ∞
0
∫
S2
‖I(k) − I(k−1)‖20,T3dΩdv
) 1
2
)
+ βk,
(2.41)
where η1 <
1
2 and
∑
k |βk| <∞.
To bound I(k+1) − I(k), we use the first equation in (2.18) to see that
1
c
∂t(I
(k+1) − I(k)) + Ω · ∇(I(k+1) − I(k))
=(B(v)− I(k))(K(k)a −K(k−1)a )−K(k)a · (I(k+1) − I(k)).
(2.42)
It is easy to show that, ∀τ ∈ [0, T∗],
d
dt
‖I(k+1) − I(k)‖2 ≤ ‖I(k) −B(v)‖s‖K(k)a −K(k−1)a ‖‖I(k+1) − I(k)‖, (2.43)
where we used the fact that Ka ≥ 0. From (2.7), Lemma 2.2 and assumptions (2.14), we
have
|Ka(v, t, x, w(k))−Ka(v, t, x, w(k−1))|
≤K(v, t, x)|w(k−1)||w(k) − w(k−1)|+K(k)a |w(k) − w(k−1)| ≤ C|w(k) −w(k−1)|.
(2.44)
Then using Young’s inequality, we get
‖I(k) −B(v)‖s‖K(k)a −K(k−1)a ‖‖I(k+1) − I(k)‖
≤C‖U (k) − U (k−1)‖2‖I(k) −B(v)‖2s + ‖I(k+1) − I(k)‖2.
(2.45)
Combining (2.43)-(2.45), we have∫ ∞
0
∫
S2
|‖(I(k+1) − I(k))‖|20,τdΩdv
≤eCT
(∫ ∞
0
∫
S2
‖I(k+1)0 − I(k)0 ‖2dΩdv + Cτ |‖U (k) − U (k−1)‖|20,τ
)
.
(2.46)
Similarly to the estimate of ‖U (k+1)0 − U (k)0 ‖, we easily get(∫ ∞
0
∫
S2
‖I(k+1)0 − I(k)0 ‖2dΩdv
) 1
2
≤ C2−k
(∫ ∞
0
∫
S2
‖I0‖21dΩdv
) 1
2
.
If we choose T4 ∈ [0, T∗] to be small enough, then we have(∫ ∞
0
∫
S2
|‖I(k+1) − I(k)‖|20,T4dΩdv
) 1
2
≤ η2|‖U (k) − U (k−1)‖|0,T4 + µk, (2.47)
where η2 <
1
2 and
∑
k |µk| <∞. Finally, taking T∗∗ = min{T3, T4}, we obtain Lemma 2.3
by adding (2.41) and (2.47) together. 
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Now we continue to prove Theorem 2.1.
Lemma 2.3 tells us that
∞∑
k=1
|‖U (k+1) − U (k)‖|0,T∗∗ +
(∫ ∞
0
∫
S2
|‖I(k+1) − I(k)‖|20,T∗∗dΩdv
) 1
2
< +∞,
which implies that
lim
k→∞
|‖U (k+1) − U (k)‖|0,T∗∗ = 0,
lim
k→∞
(∫ ∞
0
∫
S2
|‖I(k+1) − I(k)‖|20,T∗∗dΩdv
) 1
2
= 0.
(2.48)
In addition, from Lemma 2.2 we know that sequence {U (k)(t, ·)} ⊂⊂ Φ for any fixed t and
|‖U (k)‖|s,T∗∗ + |‖∂tU (k)‖|s−1,T∗∗ ≤ 2C1. (2.49)
Then from Sobolev interpolation inequalities, we have
‖U (k+1) − U (k)‖s′ ≤ C‖U (k+1) − U (k)‖1−
s′
s ‖U (k+1) − U (k)‖
s′
s
s . (2.50)
for any 0 < s′ < s. So from (2.49) and (2.50), we get
|‖U (k+1) − U (k)‖|s′,T∗∗ ≤ C|‖U (k+1) − U (k)‖|
1− s
′
s
0,T∗∗
, for any 0 < s′ < s.
Similarly, using Sobolev interpolation inequalities and Holder’s inequality, we get∫ ∞
0
∫
S2
|‖I(k+1) − I(k)‖|2s′,T∗∗dΩdv
≤C
∫ ∞
0
∫
S2
|‖I(k+1) − I(k)‖|2(1−
s′
s
)
0,T∗∗
|‖I(k+1) − I(k)‖|
2s′
s
s,T∗∗
dΩdv
≤C
(∫ ∞
0
∫
S2
|‖I(k+1) − I(k)‖|20,T∗∗dΩdv
) s−s′
s
(∫ ∞
0
∫
S2
|‖I(k+1) − I(k)‖|2s,T∗∗dΩdv
) s′
s
≤C
(∫ ∞
0
∫
S2
|‖I(k+1) − I(k)‖|20,T∗∗dΩdv
) s−s′
s
for any constant s′ satisfying 0 < s′ < s.
According to (2.48), we conclude that
lim
k→∞
|‖U (k+1) − U (k)‖|s′,T∗∗ = 0,
lim
k→∞
(∫ ∞
0
∫
S2
|‖I(k+1) − I(k)‖|2s′,T∗∗dΩdv
) 1
2
= 0
(2.51)
for any 0 < s′ < s.
Therefore, if we choose s′ > 52 , then from Sobolev embedding theorem, there exists
(I, U) such that
U (k) → U ∈ C ([0, T∗∗];C1(R3)) , I(k) → I ∈ L2 (R+ × S2;C([0, T∗∗];C1(R3))) .
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Furthermore, from the second equation in (2.18), we have
∂tU
(k+1) = −A−10 (U (k))
3∑
j=1
Aj(U
(k))∂xjU
(k+1) +A−10 (U
(k))G(I(k)U (k)),
then ∂tU
(k+1) → ∂tU ∈ C
(
[0, T∗∗]× R3
)
. Similarly, from the first equation in (2.18), we
easily have ∂tI ∈ L2
(
R
+ × S2;C([0, T∗∗]× R3)
)
. Thus, (I, U) is a classical solution to
(2.9)-(2.10).
Finally, we consider the uniqueness of classical solutions. Let (I, U) = (I, w, u) and
(Î , Û ) = (Î , ŵ, û) be two classical solutions to (2.9)-(2.10). From the proof of Lemma 2.3,
we have
1
c
∂t(I − Î) + Ω · ∇(I − Î)
= (Î −B(v))(Ka(v, t, x, ŵ)−Ka(v, t, x, w)) −Ka(v, t, x, w) · (I − Î).
A0(U)∂t(U − Û) +
3∑
j=1
Aj(U)∂xj (U − Û) = G(I, U) −G(Î , Û ) + Z,
(2.52)
where
Z = (A0(Û)−A0(U)∂tÛ +
3∑
j=1
(Aj(Û −Aj(U)∂xj Û .
Similarly to the proof of Lemma 2.3, we can prove that (I, U) = (Î , Û).
The proof of Theorem 2.1 is finished. 
Remark 2.4. by the standard method in Majda [14], the classical solution obtained in the
above theorem also satisfies
U(t, x) = (w(t, x), u(t, x)) ∈ C1 ([0, T );Hs(R3)) ∩C ([0, T );Hs−1(R3)) ,
I(v,Ω, t, x) −B(v) ∈ L2 (R+ × S2;C1([0, T );Hs(R3)) ∩ C([0, T );Hs−1(R3))) .
Back to the Cauchy problem (2.4)-(2.5), we will give the local existence and uniqueness
of regular solutions based on the above results for classical solutions to Cauchy problem
(2.9)-(2.10).
2.3. Local existence and uniqueness of regular solutions to (2.4)-(2.5).
In this section, we will give the local existence and uniqueness of regular solutions to the
original Cauchy problem (2.4)-(2.5) based on the results obtained in Section 2.2.
Theorem 2.2. Let s ≥ 3 be an integer. If the initial data satisfy
(I0, ρ0, u0) ∈ Ψ :=
{
(I, ρ, u)| ρ(x) ≥ 0; (ρ γ−12 , u)(x) ∈ Hs(R3),
I(v,Ω, x) −B(v) ∈ L2(R+ × S2;Hs(R3))},
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then there exists a time T > 0 such that Cauchy problem (2.4)-(2.5) admits a unique
regular solution (I, ρ, u).
Proof. From Theorem 2.1, we know that there exists T > 0 such that Cauchy problem
(2.9)-(2.10) has a unique classical solution (I, U) satisfying
U = (w, u) ∈ C1 ([0, T ) ×R3) , I ∈ L2 (R+ × S2;C1([0, T ) × R3)) . (2.53)
According to transformation (2.7), since ρ(t, x) = w
2
γ−1 and 2
γ−1 ≥ 1 due to 1 < γ ≤ 3 , it
is easy to show that (ρ, u)(t, x) ∈ C1 ([0, T ) × R3).
Multiplying (2.8)2 by
∂ρ
∂w
= 2
γ−1w
3−γ
γ−1 ∈ C ([0, T ) × R3), we get
∂tρ+ u · ∇ρ+ ρ∇ · u = 0, (2.54)
which is exactly the continuity equation in (2.4). Multiplying (2.8)3 by
4γ
(γ−1)2
w
2
γ−1 ∈
C1
(
[0, T ) × R3), we get the momentum equations in (2.4):
ρ∂tu+ ρu · ∇u+∇pm = 1
c
∫ ∞
0
∫
S2
Ka · (I −B(v))ΩdΩdv. (2.55)
That is to say, (I, ρ, u) satisfies the Euler-Boltzmann equations classically. Then from the
continuity equation, it is easy to get that ρ can be expressed by
ρ(t, x) = ρ0(X(0, t, x)) exp
(
−
∫ t
0
divu(s,X(s, t, x))ds
)
≥ 0, (2.56)
where X ∈ C ([0, T ] × [0, T ]× R3) is the solution of the initial value problem{
d
dt
X(t, s, x) = u(t,X(t, s, x)), 0 ≤ t ≤ T,
X(s, s, x) = x, 0 ≤ s ≤ T, x ∈ R3, (2.57)
In conclusion, Cauchy problem (2.4)-(2.5) has a unique regular solution (I, ρ, u). 
3. Formation of singularities
In this section, we consider the formation of singularities to regular solutions obtained
in Section 2.3. Two sufficient initial conditions that will lead to the finite time blow-up
for regular solutions will be given. However, the second one is new even for compressible
Euler equations or Euler equations with damping, which can be regarded as the multi-
dimensional version of [9] in the finite time blow-up sense when vacuum appears.
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3.1. Local vacuum state.
We first assume that the initial data (I0, ρ0, u0) satisfies the following local vacuum
state condition:
Definition 3.1 (Local vacuum state).
Let A0 and B0 be two bounded open sets in R
3, B0 is connected and A0 ⊂ B0 ⊆ BR0 , where
R0 is a positive constant and BR0 := {x ∈ R3 : |x| ≤ R0}. If the initial data (I0, ρ0, u0)
satisfy 
ρ0(x) = u0(x) = 0, ∀x ∈ B0 −A0;
∫
A0
ρ0(x)dx = m0 > 0,
I0 ≡ B(v), ∀(v,Ω, x) ∈ R+ × S2 ×BCR0 ,
(3.1)
where BCR0 = {x ∈ R3||x| ≥ R0}, then we say that the initial data (I0, ρ0, u0) contain local
vacuum state.
Remark 3.1. B(v) is actually a simplification of the Planck function which represents the
energy density of black-body radiation. Black-body has the smallest radiation, so condition
I0 ≥ B(v) is natural. In Theorem 3.1, we will see that the assumption I0 ≡ B(v) for |x| ≥
R0 results in the phenomenon that the impact of radiation on the dynamical properties
of the fluid vanishes in the far field, then the system serves as the Euler equations as
|x| → +∞.
In order to observe the evolution of A0 and B0, we need the following definition.
Definition 3.2 (Particle path and flow map).
Let x(t; 0, x0) be the particle path starting from x0 at t = 0, i.e.,
d
dt
x(t; 0, x0) = u(t, x(t; 0, x0)), x(0; 0, x0) = x0. (3.2)
Then we denote by A(t), B(t), (B−A)(t) the images of A0, B0, and B0−A0, respectively,
under the flow map of (3.2), i.e.,
A(t) = {x(t; 0, x0)|x0 ∈ A0} , B(t) = {x(t; 0, x0)|x0 ∈ B0} ,
(B −A)(t) = {x(t; 0, x0)|x0 ∈ (B0 −A0)} .
It is easy to know that (B −A)(t) is the vacuum domain.
Then we have
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Lemma 3.1. Let (I, ρ, u) be the regular solution on R+ × S2 × [0, T )×R3 of the Cauchy
problem (2.4)-(2.5) satisfying (3.1), then we have
B(t) = B0, A(t) = A0, for t ∈ [0, T ). (3.3)
Moreover, there exists a critical time Tc =
2R0
c
such that, if T > Tc, then we have
I(v,Ω, t, x) ≡ B(v), (v,Ω, t, x) ∈ R+ × S2 × [Tc, T )×B0. (3.4)
Proof. Firstly, on the domain (B − A)(t), ρ = Ka(v, t, x, ρ) ≡ 0. Due to the momentum
equations in (2.8) and the definition of regular solutions, we have
∂tu+ u · ∇u = 0, in (B −A)(t). (3.5)
That is to say, u is invariant along the particle path. Thus, according to the local vacuum
state condition, we have
u(t, x) ≡ 0, in (B −A)(t).
Using the continuity of u(t, x), we get
d
dt
x(t; 0, x0) = u(t, x(t; 0, x0)) ≡ 0, x0 ∈ ∂B0
⋃
∂A0,
so x(t; 0, x0) ≡ x0. Thus B(t) = B0, A(t) = A0.
Secondly, because B(v) is independent of x and t, the first equation of system (2.4) can
be rewritten as
1
c
∂t(I −B(v)) + Ω · ∇(I −B(v)) = −Ka · (I −B(v)).
We denote by y(t; y0) the photon path starting from y0 at t = 0, i.e.,
d
∂t
y(t; y0) = cΩ, y(0; y0) = y0.
Along the photon path, we obtain
(I −B(v))(t, y(t; y0)) = (I0 −B(v))(y0) exp
(∫ t
0
−cKa(v, τ, y(τ ; y0), ρ)dτ
)
, (3.6)
where y0 = y − cΩt.
Then for our critical time Tc =
2R0
c
, if T > Tc, via (3.3), we immediately have
|y0| = |y − cΩt| ≥ R0, for (v,Ω, t, y) ∈ R+ × S2 × [Tc, T )×B0.
Due to I0(v,Ω, x) ≡ B(v) for |y0| ≥ R0 and (3.6), we deduce that
I(v,Ω, t, y) ≡ B(v), (v,Ω, t, y) ∈ R+ × S2 × [Tc, T )×B0.

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Now we give the main result of this section, which shows the formation of singularities
caused by the appearance of vacuum in some local domain. We first introduce the mass
and second moment over B(t):
m(t) =
∫
B(t)
ρ(t, x)dx (mass),
M(t) =
∫
B(t)
ρ(t, x)|x|2dx (second moment).
Theorem 3.1 (Finite time blow-up 1).
Assume that (I, ρ, u) is the regular solution on R+×S2× [0, T )×R3 of the Cauchy problem
(2.4)-(2.5) satisfying (3.1), then it will blow up in finite time, i.e., T < +∞.
Proof. According to Lemma 3.1, we know that B(t) = B0. So we easily have
m(t) = m0, ∀ t ∈ [0, T ). (3.7)
From the continuity equation and integration by parts, we have
d
dt
M(t) = 2
∫
B0
x · ρudx. (3.8)
From the momentum equations and integration by parts, we get
d2
dt2
M(t) = 2
∫
B0
(ρ|u|2 + 3pm)dx+ 2
c
∫
B0
∫ ∞
0
∫
S2
Ka · (I −B(v))x · ΩdΩdvdx (3.9)
If T ≤ Tc, the proof is over. So next we only consider the case that T > Tc. From
Lemma 3.1, we know that
I(v,Ω, t, x) ≡ B(v), (v,Ω, t, x) ∈ R+ × S2 × [Tc, T )×B0. (3.10)
It follows from (3.9)-(3.10) that
d2
dt2
M(t) ≥ 2
∫
B0
(ρ|u|2 + 3pm)dx ≥ 6
∫
B0
pmdx, for t ∈ [Tc, T ). (3.11)
From Holder’s inequality, we give
m0 =
∫
B0
ρ(t, x)dx ≤
( ∫
|x|≤R0
ργ(t, x)dx
) 1
γ
(∫
|x|≤R0
dx
) 1
γ′
, for t ∈ [0, T ). (3.12)
where 1
γ
+ 1
γ′
= 1. Associated with (3.20), we give∫
|x|≤R0
pm(t, x)dx ≥ mγ0R3(1−γ)0 |B1|1−γ , for t ∈ [0, T ). (3.13)
Then (3.11) yields
d2
dt2
M(t) ≥ 6mγ0R3(1−γ)0 |B1|1−γ , for t ∈ [Tc, T ). (3.14)
EULER-BOLTZMANN EQUATIONS 21
So, using Taylor’s expansion, we have
M(t) ≥M(0) +M ′(0)t+ 3mγ0R3(1−γ)0 |B1|1−γt2, for t ∈ [Tc, T ). (3.15)
From Lemma 3.1, it is clear that
M(t) ≤ m0R20, ∀ t ∈ [0, T ). (3.16)
Combining (3.11)-(3.16), we have
m0R
2
0 ≥M(0) +M ′(0)t+ 3mγ0R3(1−γ)0 |B1|1−γt2, for t ∈ [Tc, T ). (3.17)
Solving this inequality, we get
Tc ≤ t ≤
−M ′(0) +
√
M ′(0)2 − 12mγ0R3(1−γ)0 |B1|1−γ(M(0) −m0R20)
6mγ0R
3(1−γ)
0 |B1|1−γ
. (3.18)
In other words, the life span T must be finite. 
Remark 3.2. Theorem 3.1 stated that the appearance of vacuum will cause the blow-up
of the regular solutions of Euler-Boltzmann equations in finite time. However, this kind
of singularity is different from the shock wave which is caused by the compression of fluid.
The corresponding results for Euler equations, damped Euler equations, and Euler-Possion
equations can be found in [12], [13], [15], [19], [20], etc. Moreover, the result obtained in
Theorem 3.1 also improved the conclusion in [12][15][16] in the sense that we removed the
crucial assumption that the initial mass density is compactly supported.
3.2. Hyperbolic singularity set.
In this section, we will show our second type initial condition that will lead to the finite
time blow-up for our regualr solution obtained in Section 2. We first give the defintion of
the hyperbolic singularity set:
Definition 3.3 (Hyperbolic singularity set). We define the smooth, open set V ⊂ Ω
as a hyperbolic singularity set, if V and (ρ0, u0) satisfyρ0(x) = 0, ∀ x ∈ V ;
Sp(∇u0) ∩R− 6= ∅, ∀ x ∈ V,
(3.19)
where we denote by Sp(∇u0(x)) the spectrum of the Jacobian matrix of u0.
Then we show that
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Theorem 3.2 (Finite time blow-up 2).
Assume that (I, ρ, u) is the regular solution on R+×S2× [0, T )×R3 of the Cauchy problem
(2.4)-(2.5) satisfying (3.19), then it will blow up in finite time, i.e., T < +∞.
Proof. We denote by V (t) the evolutioned domain that is the image of V under the flow
map, i.e.,
V (t) = {x|x = x(t; 0, ξ0), ∀ξ0 ∈ V }, (3.20)
where x(t; 0, ξ0) is the particle path starting from ξ0 when t = 0, namely,
d
dt
x(t; 0, ξ0) = u(t, x(t; 0, ξ0)), x(0; 0, ξ0) = ξ0. (3.21)
It follows from the continuity equation that the smooth solution is simply supported along
the particle paths, so
ρ(t, x) = 0, when x ∈ V (t).
Thus, via the Definition 2.1 for regular solutions, we deduce that
∂tu+ u · ∇u = 0, when x ∈ V (t), (3.22)
which means that u is a constant along the particle path x(t; 0, ξ0). Then for any x ∈ V (t),
we obtain that
u(t, x) = u0(x− tu(t, x)),
which immediately implies that
∇u(t, x) = (I3 + t∇u0(x− tu(t, x)))−1∇u0, for x ∈ V (t). (3.23)
If there is any λ ∈ Sp(∇u0) satisfying λ < 0, then from (3.23), it is obvious that the
quantity ∇u will blow up in finte time, i.e.,
T < +∞.

Then we immediately have the following corollaries for compressible isentropic Euler
equations and Euler equations with damping:
Corollary 3.1 (Finite time blow-up 3).
Let I ≡ B(v). Assume that (ρ, u) is the regular solution on [0, T ) × R3 of the Cauchy
problem (2.4)-(2.5) satisfying (3.19), then it will blow up in finite time, i.e., T < +∞.
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The compressible isentropic Euler equations with damping can be given as∂tρ+∇ · (ρu) = 0,
∂t(ρu) +∇ · (ρu⊗ u) +∇pm = −αρu,
(3.24)
where α > 0. The corresponding blow-up results can be written as:
Corollary 3.2 (Finite time blow-up 4).
Assume that (ρ, u) is the regular solution on [0, T ) × R3 obtained in [12] to the Cauchy
problem (3.24) with initial data (ρ0, u0). If (ρ0, u0) satisfies thatρ0(x) = 0, ∀ x ∈ V ;
Sp(∇u0) ∩ {λ ∈ R|λ < −α} 6= ∅, ∀ x ∈ V,
(3.25)
then it will blow up in finite time, i.e., T < +∞.
Proof. Similarly to the proof of Theorem 3.2, and the definition for regular solutions in
[12], we deduce that
∂tu+ u · ∇u = −αu, when x ∈ V (t). (3.26)
Let
u(t, x) = eαtu(t, x),
then it is easy to see that
∂tu+ u · ∇u = 0, when x ∈ V (t), (3.27)
which implies that along the particle path x(t; t, x) (see (3.21)), u(t, x) is a constant and
u(t, x) = u0(ξ0). (3.28)
And, according to the (3.21), ξ0 satisfies that
x− ξ0 =
∫ t
0
u(τ ; t, x)dτ =
∫ t
0
e−ατu(τ ; t, x)dτ
=− 1
α
u(t, x)(e−αt − 1).
(3.29)
Then from (3.28)-(3.29) it is easy to see that
∇u(t, x) =
(
I3 − 1
α
(e−αt − 1)∇u0(ξ0)
)−1∇u0, for x ∈ V (t). (3.30)
If there is any λ ∈ Sp(∇u0) satisfying λ < −α, we need to consider the functions
f(t) = 1− 1
α
(e−αt − 1)λ.
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We easily have
f(0) = 1, f(+∞) = 1 + λ
α
< 0,
which implies that there must exists some finite time t0 such that
f(t0) = 0,
then from (3.30), it is obvious that the quantity ∇u will blow up in finte time, i.e.,
T < +∞.

Remark 3.3. The finite time blow-up results obtained in Theorems 3.1-3.2 and Corollaries
3.1-3.2 can be easily generalized to the 1D space. And we compare Corollary 3.1 in 1D
case with the formation of singularities obtained in [9]. If the initial mass density ρ0 has
a positive lower bound, in order to obtain the finite blow-up, in [9] we need to assume that
there is some point x ∈ R such that
(w0)x = (u0)x − C(ρ
γ−1
2
0 )x < 0,
where w is the Riemann invariant. However, this result cannot be extended to the multi-
dimensional space due to the existence of the Riemann invariant and other difficulties.
In our theorem, for 1D case, if the initial mass density vanished in some open set V ,
in order to achieving the same target, we need to assume that there is some point x ∈ V
such that
(w0)x = (u0)x − C(ρ
γ−1
2
0 )x < 0.
And we can generalized this condition to the multi-dimensional space such asρ0(x) = 0, ∀ x ∈ V ;
Sp(∇u0) ∩ R− 6= ∅, ∀ x ∈ V,
for compressible Euler equations or Euler-Boltzmann equations.
4. Local Existence for the case σs 6= 0
In this section, we will give the corresponding local existence of regular solutions for
the case σs 6= 0, which is similar to the result obtained in Section 2, and we use the same
notation as in Section 2. When σs 6= 0, if we still consider the assumptions of ‘induced
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process’ and local thermal equilibrium as in Section 2 for the case σs = 0, then the Euler-
Boltzmann equations (1.1) become very complicated, for example, the radiation transfer
equation in (1.1) reads as
1
c
∂tI +Ω · ∇I = −Ka · (I −B(v)) + Π,
where
Π =
∫ ∞
0
∫
S2
(
v
v′
σsI
′
(
1 +
c2I
2hv3
)
− σ′sI
(
1 +
c2I ′
2hv3
))
dΩ′dv′,
which is rather complicated and hard to deal with. Therefore, for simplicity, we start from
the original Euler-Boltzmann equations (1.1). For this, we need some assumptions. Let
σs = ρσs(v
′ → v,Ω′ · Ω), σ′s = ρσ′s(v → v′,Ω · Ω′),
where σs ≥ 0 and σ′s ≥ 0 satisfy∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2|σs|2dΩ′dv′)λ1 dΩdv ≤ C,∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
σ′sdΩ
′dv′
)λ2
dΩdv +
∫ ∞
0
∫
S2
σ′sdΩ
′dv′ ≤ C,
(4.1)
where λ1 = 1 or
1
2 , and λ2 = 1 or 2. LetS = S(v, t, x, ρ) = ρS(v, t, x, ρ) = ρS, S ≥ 0,
σa = σa(v, t, x, ρ) = ρσa(v, t, x, ρ) = ρσa, σa ≥ 0,
(4.2)
and for any ‖w(t, ·)‖s ≤M (here w = ρ
γ−1
2 , M is a positive constant ), we assume
‖S‖L1(R+;C([0,T ];Hs)) + ‖S‖L2(R+;C([0,T ];Hs)) ≤ Cs,M‖w‖s,
‖σa‖L∞(R+;C([0,T ];Hs)) + ‖σa‖L2(R+;C([0,T ];Hs)) ≤ Cs,M‖w‖s,
‖(|∂wσa|+ |∂wS|)(v, t, x, w)‖L∞∩L1(R+;L∞(R3)) ≤ Cs,M , ∀ t ∈ [0, T ].
(4.3)
Remark 4.1. The evaluation of these physical coefficients is a difficult problem in quan-
tum mechanics and their general form is not known. Some similar assumptions and phys-
ical examples on S, σa and σs can be found in Remarks 2.2 and 3.1 of [6] as well as in
[18]. When γ ≤ 1 + 2
s
, that is 2
γ−1 ≥ s, (4.3) is similar to the assumptions in [6] for the
local existence of classical solutions to Cauchy problem (1.1) and (2.5) with initial mass
density away from vacuum.
Similarly, in order to change (1.1) into a symmetric hyperbolic system, we introduce
the new variable
w = p
γ−1
2γ
m = ρ
γ−1
2 ,
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and denote U = U(t, x) = (w(t, x), u(t, x))⊤. Then system (1.1) of the isentropic Euler-
Boltzmann equations can be reduced to the following system:

1
c
∂tI +Ω · ∇I = Ar,
A0(U)∂tU +
3∑
j=1
Aj(U)∂xjU = F (I, U),
(4.4)
where A0(U) and Aj(U) are defined in Section 2, and
F (I, U) = (F0, F1, F2, F3), F0(I, U) = 0,
Fj(I, U) = −(γ − 1)
2
4cγ
∫ ∞
0
∫
S2
(
S − σaI +
∫ ∞
0
∫
S2
( v
v′
σsI
′ − σ′sI
)
dΩ′dv′
)
ΩjdΩdv,
where j = 1, 2, 3. Similarly to Theorem 2.1, in order to get the local existence of the
original Cauchy problem (1.1) and (2.5), we need the following key theorem.
Theorem 4.1. Let s ≥ 3 be an integer and (4.2)-(4.3) hold. If the initial data satisfy
(I0, U0) ∈ Ψ : =
{
(I, U)|U(x) ∈ Hs(R3), I(v,Ω, x) ∈ L2(R+ × S2;Hs(R3))} ,
then there exists T > 0 such that the problem (4.4) and (2.10) has a unique classical
solution (I, U) satisfying
U ∈ C1 ([0, T ) × R3) , I ∈ L2 (R+ × S2;C1([0, T ) × R3)) .
We can follow the same procedure as the proof of Theorem 2.1 to prove Theorem 4.1.
For k = 0, 1, 2, ..., we define U (k+1)(t, x) and I(k+1)(v,Ω, t, x) inductively as the solution
of the following linearized problem:

1
c
∂tI
(k+1) +Ω · ∇I(k+1) +
(
σ(k)a +
∫ ∞
0
∫
S2
σ′(k)s dΩ
′dv′
)
I(k+1) = A(k)r ,
A0(U
(k))∂tU
(k+1) +
3∑
j=1
Aj(U
(k))∂xjU
(k+1) = F (I(k), U (k)),
I(k+1)(0, x, v,Ω) = I
(k+1)
0 (x, v,Ω), U
(k+1)(0, x) = U
(k+1)
0 (x),
(4.5)
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where
A(k)r = S
(k) +
∫ ∞
0
∫
S2
v
v′
σ(k)s I
′(k)dΩ′dv′, F0(I
(k), U (k)) = 0,
Fj(I
(k), U (k)) = −(γ − 1)
2
4cγ
∫ ∞
0
∫
S2
(
S
(k) − σ(k)a I(k+1)
)
ΩjdΩdv,
−(γ − 1)
2
4cγ
∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
( v
v′
σsI
′(k) − σ′sI(k+1)
)
dΩ′dv′
)
ΩjdΩdv,
σ
(k)
s = σs(v
′ → v,Ω′ · Ω, w(k)), σ′(k)s = σs(v → v′,Ω · Ω′, w(k)),
S(k) = S(v, t, x, w(k)), S
(k)
= S(v, t, x, w(k)),
σ
(k)
a = σa(v, t, x, w
(k)), σ
(k)
a = σa(v, t, x, w
(k)).
(4.6)
It follows immediately that
U (k+1) ∈ C∞ ([0, Tk]× R3) , I(k+1) ∈ L2 (R+ × S2, C∞([0, Tk]×R3)) , (4.7)
where Tk is the largest time of existence for (4.5) such that the estimates∫ ∞
0
∫
S2
|‖I(k) − I(0)0 ‖|2s,TkdΩ ≤ C, |‖U (k) − U
(0)
0 ‖|s,Tk ≤ C (4.8)
are valid for any given constant C > 0. Next we give two key lemmas as in Section 2,
which imply the compactness of the above-constructed approximate solutions.
Lemma 4.1 (Boundedness in the high norm).
There exist constants C2 > 0 and T ∗ > 0 such that the solution (I
(k), U (k)) to (4.5) and
(2.10) satisfies
|‖U (k) − U (0)0 ‖|s,T ∗ + |‖∂tU (k)‖|s−1,T ∗ +
∫ ∞
0
∫
S2
|‖I(k) − I(0)0 ‖|2s,T ∗dΩdv ≤ C2, (4.9)
for k = 0, 1, 2, ....
Proof. It is sufficient to prove that (4.9) holds for (I(k+1), U (k+1)) under the assumption
that (4.9) holds for (I(k), U (k)). We divide the proof into three steps.
Step 1. The estimate of
∫∞
0
∫
S2
|‖I(k+1) − I(0)0 ‖|2s,TdΩdv.
Let Q(k+1) = I(k+1) − I(0)0 . Then Q(k+1) satisfies
1
c
∂tQ
(k+1) +Ω · ∇Q(k+1) +
(
σ(k)a +
∫ ∞
0
∫
S2
σ′(k)s dΩ
′dv′
)
Q(k+1) = S(k) +Θ(k),
Q(k+1)(v,Ω, 0, x) = I
(k+1)
0 − I(0)0 ,
(4.10)
where
Θ(k) = −
(
σ(k)a +
∫ ∞
0
∫
S2
σ′(k)s dΩ
′dv′
)
I
(0)
0 −Ω · ∇I(0)0 +
∫ ∞
0
∫
S2
v
v′
σ(k)s I
′(k)dΩ′dv′. (4.11)
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Differentiating the equations in (4.10) α-times (|α| ≤ s) with respect to x, from Young’s
inequality we have
d
dt
∫
R3
|DαQ(k+1)|2dx ≤ C‖DαQ(k+1)‖2 + ‖DαS(k)‖2 + ‖DαΘ(k)‖2
+ ‖Dα(σ(k)a Q(k+1))‖2 +
∫ ∞
0
∫
S2
∫
R3
Dα(σ′(k)s Q
k+1)DαQ(k+1)dxdΩ′dv′
= : J1 + J2 + J3 + J4 + J5.
(4.12)
According to Lemma 2.1, we get
J3 = ‖DαΘ(k)‖2 ≤
∥∥∥∥Dα(−σ(k)a I(0)0 − ∫ ∞
0
∫
S2
σ′(k)s dΩ
′dv′I
(0)
0 − Ω · ∇I(0)0
)∥∥∥∥2
+
∥∥∥∥∫ ∞
0
∫
S2
Dα
( v
v′
σ(k)s I
′(k)
)
dΩ′dv′
∥∥∥∥2
≤C‖σ(k)a ‖2s‖I(0)0 ‖2s +
(
1 + ‖Uk‖2s
)
‖I(0)0 ‖2s+1 +∆,
(4.13)
where
∆ =
∥∥∥∥∫ ∞
0
∫
S2
Dα
( v
v′
σ(k)s I
′(k)
)
dΩ′dv′
∥∥∥∥2 ≤ C (∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣‖σ(k)s ‖s‖I ′(k)‖sdΩ′dv′)2
≤C‖U (k)‖s
∫ ∞
0
∫
S2
‖I(k)‖2sdΩdv ·
∫ ∞
0
∫
S2
v2
v′2
|σs|2dΩ′dv′,
(4.14)
where we used Holder’s inequality, Minkowski’s inequality and assumptions (4.1)-(4.3).
We also have
J4 =‖Dα(σ(k)a Q(k+1))‖2 ≤ C‖σ(k)a ‖2s‖Q(k+1)‖2s ≤ C‖Uk‖2s‖Q(k+1)‖2s, (4.15)
and
J5 =
∫ ∞
0
∫
S2
∫
R3
Dα(σ′(k)s Q
k+1)DαQ(k+1)dxdΩ′dv′ ≤ C‖Uk‖s‖Q(k+1)‖2s. (4.16)
Combining (4.1)-(4.3) and (4.12)-(4.16) , we have
d
dt
‖Q(k+1)‖2s ≤C
(
‖DαS(k)‖2 + ‖Q(k+1)‖2s + ‖I(0)0 ‖2s+1 +
∫ ∞
0
∫
S2
v2
v′2
‖σs‖2dΩ′dv′
)
.
Integrating this inequality with respect to t over [0, T ], according to Gronwall’s inequality,
we obtain∫ ∞
0
∫
S2
|‖Q(k+1)‖|2s,TdΩdv ≤ Ce(C2+1)T
(∫ ∞
0
∫
S2
‖Q(k+1)0 ‖2sdΩdv + T
)
.
Taking T 1 to be enough small, we arrive at∫ ∞
0
∫
S2
|‖I(k+1) − I(0)0 ‖|2s,T 1dΩdv ≤ C2. (4.17)
Step 2. The estimate of source term ‖DαF (I(k), U (k))‖, ∀|α| ≤ s.
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Due to Minkowski’s inequality, Holder’s inequality and (2.13), for |α| ≤ s, we have
‖DαFj(I(k), U (k))‖
≤C
∥∥∥∥Dα ∫ ∞
0
∫
S2
(
S
(k) − σ(k)a I(k) +
∫ ∞
0
∫
S2
( v
v′
σsI
′(k) − σ′sI(k+1)
)
dΩ′dv′
)
ΩjdΩdv
∥∥∥∥
≤C
(∫ ∞
0
∫
S2
(‖S(k)‖s + ‖σ(k)a I(k)‖s)dΩdv + J6 + J7
)
≤C
(∫ ∞
0
∫
S2
‖S(k)‖sdΩdv +
∫
S2
( ∫ ∞
0
‖σ(k)a ‖2sdv
) 1
2
( ∫ ∞
0
‖I(k)‖2sdv
) 1
2
dΩ + J6 + J7
)
,
where
J6 =
∥∥∥ ∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
( v
v′
σsI
′(k)
)
ΩjdΩ
′dv′dΩdv
∥∥∥
s
≤C
∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣|σs|‖I ′(k)‖sdΩ′dv′)dΩdv
≤C
(∫ ∞
0
∫
S2
‖I(k)‖2sdΩdv
) 1
2
(∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2σ2sdΩ′dv′) 12 dΩdv,
(4.18)
and
J7 =
∥∥∥ ∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
σ′sI
(k+1)ΩjdΩ
′dv′dΩdv
∥∥∥
s
≤C
∫ ∞
0
∫
S2
‖I(k+1)‖s
(∫ ∞
0
∫
S2
|σ′s|dΩ′dv′
)
dΩdv
≤C
(∫ ∞
0
∫
S2
‖I(k+1)‖2sdΩdv
) 1
2
(∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
σ′sdΩdv
)2
dΩ′dv′
) 1
2
.
(4.19)
Together with assumptions (4.2)-(4.3), we obtain
‖F (I(k), U (k))‖s ≤ C
(
‖U (k)‖s +
∫ ∞
0
∫
S2
(
‖I(k)‖2s + ‖I(k+1)‖2s
)
dΩdv
)
≤ CC2. (4.20)
Step 3. In order to estimate (4.9), let M (k+1) = U (k+1) − U (0)0 . It is easy to get
A0(U
(k))∂tM
(k+1) +
3∑
j=1
Aj(U
(k))∂xjM
(k+1) = F (I(k), U (k)) + Θ
(k)
,
M (k+1)(0, x) = U
(k+1)
0 (x)− U (0)0 (x),
(4.21)
where
Θ
(k)
= −
3∑
j=1
Aj(U
(k))∂xjU
(0)
0 .
With the aid of the steps 1 and 2, we can easily follow the standard procedure as in [14]
to show that there is a time T 2 satisfying
|‖U (k+1) − U (0)0 ‖|s,T2 + |‖∂tU (k+1)‖|s−1,T2 ≤ C2. (4.22)
Let T ∗ = min{T 1, T 2}. Then Lemma 4.1 is proved. 
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Lemma 4.2. There exist constants T ∗∗ ∈ [0, T ∗], η < 1 , {βk} (k = 1, 2, ...) and {µk} (k =
1, 2, ...) with
∑
k |βk| < +∞ and
∑
k |µk| < +∞ , such that for each k
|‖U (k+1) − U (k)‖|0,T ∗∗ +
(∫ ∞
0
∫
S2
‖|I(k+1) − I(k)‖|2
0,T ∗∗
dΩdv
) 1
2
≤η
(
|‖U (k) − U (k−1)‖|0,T ∗∗ +
(∫ ∞
0
∫
S2
‖|I(k) − I(k−1)‖|2
0,T ∗∗
dΩdv
) 1
2
)
+ βk + µk.
(4.23)
Proof. Similarly to the proof of Lemma 2.3, according to assumptions (4.1)-(4.3), for T 3
small enough, we have
|‖U (k+1) − U (k)‖|0,T 3
≤η1
(
|‖U (k) − U (k−1)‖|0,T 3 +
(∫ ∞
0
∫
S2
‖|I(k) − I(k−1)‖|2
0,T 3
dΩdv
) 1
2
)
+ βk,
(4.24)
where η1 <
1
2 and
∑
k |βk| < +∞.
To bound I(k+1) − I(k), we use equation (2.18) to show that
1
c
∂t(I
(k+1) − I(k)) + Ω · ∇(I(k+1) − I(k))
=S(k+1) − S(k) − σ(k)a (I(k+1) − I(k))− I(k)(σ(k)a − σ(k−1)a ) + J8 + J9,
(4.25)
where
J8 =
∫ ∞
0
∫
S2
v
v′
{
σ(k)s (I
′(k) − I ′(k−1)) + I ′(k−1)(σ(k)s − σ(k−1)s )
}
dΩ′dv′,
J9 =
∫ ∞
0
∫
S2
{
σ′(k)s (I
(k+1) − I(k)) + I(k)(σ′(k)s − σ′(k−1)s )
}
dΩ′dv′.
Similarly to the proof of Lemma 2.3, ∀τ ∈ [0, T ∗], we have∫ ∞
0
∫
S2
|‖(I(k+1) − I(k))‖|20,τdΩdv ≤ eCτ
( ∫ ∞
0
∫
S2
‖I(k+1)0 − I(k)0 ‖2dΩdv
+ τ
(
|‖U (k) − U (k−1)‖|20,τ +
∫ ∞
0
∫
S2
|‖I(k) − I(k−1)‖|20,τdΩdv
))
.
Choosing T 4 ∈ [0, T ∗] to be small enough, we have(∫ ∞
0
∫
S2
|‖I(k+1) − I(k)‖|20,T4dΩdv
) 1
2
≤η2
(
|‖U (k) − U (k−1)‖|0,T4 +
(∫ ∞
0
∫
S2
|‖I(k) − I(k−1)‖|20,T4dΩdv
) 1
2
)
+ µk,
(4.26)
where η2 <
1
2 and
∑
k |µk| < +∞.
Finally, taking T ∗∗ = min{T 3, T 4}, Lemma 4.2 is proved by adding (4.24) and (4.26)
together. 
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Based on Lemmas 4.1 and 4.2, we can prove Theorem 4.1 analogously. We omit the
details here.
It turns out that we have the following local existence of regular solutions to the original
Cauchy problem (1.1) and (2.5) when σs 6= 0.
Theorem 4.2. Let s ≥ 3 be an integer and (4.2)-(4.3) hold. If the initial data satisfy
(I0, ρ0, u0) ∈ Ψ : =
{
(I, ρ, u)|ρ ≥ 0, (ρ γ−12 , u) ∈ Hs, I(v,Ω, x) ∈ L2(R+ × S2;Hs(R3))
}
,
then there exists a time T > 0 such that the Cauchy problem (1.1) and (2.5) has a unique
regular solution (I, ρ, u).
The proof is the same as the corresponding theorem in Section 2, here we omit it.
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