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Abstract
For a fixed digraphH, theH-coloring problem is the problem of deciding whether
a given input digraph G admits a homomorphism to H. The CSP dichotomy
conjecture of Feder and Vardi is equivalent to proving that, for any H, the H-
coloring problem is in P or NP-complete. We confirm this dichotomy for a
certain class of oriented trees, which we call special trees (generalizing earlier
results on special triads and polyads). Moreover, we prove that every tractable
special oriented tree has bounded width, i.e., the correspondingH-coloring prob-
lem is solvable by local consistency checking. Our proof relies on recent algebraic
tools, namely characterization of congruence meet-semidistributivity via point-
ing operations and absorption theory.
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1. Introduction
The Constraint Satisfaction Problem (CSP) provides a common framework
for various problems from theoretical computer science as well as for many real-
life applications (e.g. in graph theory, database theory, artificial intelligence,
scheduling). Its history dates back to the 1970s and it has been central to the
development of theoretical computer science in the past few decades.
For a fixed (finite) relational structure A, the Constraint Satisfaction Prob-
lem with template A, or CSP(A) for short, is the following decision problem:
INPUT: A relational structure X (of the same type as A).
QUESTION: Is there a homomorphism from X to A?
For a (directed) graph H, CSP(H) is also commonly referred to as the H-coloring
problem.
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A lot of interest in this class of problems was sparked by a seminal work
of Feder and Vardi [22], in which the authors established a connection to com-
putational complexity theory. They conjectured a large natural class of NP
decision problems avoiding the complexity classes strictly between P and NP-
complete (assuming that P6=NP): Monotone Monadic SNP without inequality
(MMSNP). Many natural decision problems, such as k-SAT, graph k-colorability
or solving systems of linear equations over finite fields belong to this class. They
also proved that each problem from this class is polynomial time equivalent to
CSP(A), for some relational structure A. (The reduction from CSP to MM-
SNP, originally randomized, was later derandomized by Kun in [32].) Hence
their conjecture can be formulated as follows.
Conjecture 1 (The CSP dichotomy conjecture). For every (finite) relational
structure A, CSP(A) is in P or NP-complete.
At that time this conjecture was supported by two major cases: Schaefer’s
dichotomy result for two-element domains [37] and the dichotomy theorem for
undirected graphs by Hell and Nesˇetrˇil [28]. A major breakthrough followed
the work of Jeavons, Cohen and Gyssens [31], later refined by Bulatov, Jeavons
and Krokhin [17], which uncovered an intimate connection between the con-
straint satisfaction problem and universal algebra. This connection brought a
better understanding of the known results as well as a number of new results
which seemed out of reach for the pre-algebraic methods. The most important
results include dichotomies for three-element domains [16] and for conservative
structures (i.e., containing all subsets as unary relations) [15] by Bulatov (see
also [2]), a characterization of solvability by the few subpowers algorithm (a
generalization of Gaussian elimination) by Berman et al [13, 30] and solvability
by local consistency checking (so-called bounded width) by Barto and Kozik [7]
(conjectured in [35]). Larose and Tesson [34] successfully applied the theory to
study finer complexity classes of CSPs extending the result of Allender et al [1]
for boolean CSPs.
The connection between CSPs and algebras turned out to be fruitful in both
directions; it has lead to a discovery of important structural properties of finite
algebras. Of particular importance to us is the theory of absorption by Barto
and Kozik [5, 11, 8] and a characterization of congruence meet-semiditributivity
via pointing operations by Barto, Kozik, and Stanovsky´ [6, 11].
In the paper [22], Feder and Vardi also constructed, for every structure A, a
directed graph D′(A) such that CSP(A) and CSP(D′(A)) are polynomial-time
equivalent. Hence the CSP dichotomy conjecture is equivalent to its restriction
to digraphs. A streamlined variant of this reduction which we will denote by
D(A) (and which is, in fact, logspace) is studied by the author, Delic´, Jack-
son, and Niven in [19, 20], where we prove that most properties relevant to
the CSP carry over from A to D(A). As a consequence, the algebraic conjec-
tures characterizing CSPs solvable in P [17], NL, and L [34] are equivalent to
their restrictions to digraphs. The digraphs D(A) are, in fact, special balanced
digraphs in the terminology of this paper, a generalization of special triads,
special polyads and special trees discussed below.
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Using the algebraic approach, Barto, Kozik, and Niven confirmed the con-
jecture of Bang-Jensen and Hell and proved dichotomy for smooth digraphs [10]
(i.e., digraphs with no sources and no sinks). The dichotomy was also estab-
lished for a number of other classes of digraphs, e.g. oriented paths [24] (which
are all tractable) or oriented cycles [21]. See [33] for a recent survey.
This paper is concerned with the H-coloring problem for oriented trees. In
the class of all digraphs, oriented trees are in some sense very far from smooth
digraphs, and the algebraic tools seem to be not yet developed enough to deal
with them. Hence oriented trees serve as a good field-test for new methods.
Apart from oriented paths, the simplest class of oriented trees are triads
(i.e., oriented trees with one vertex of degree 3 and all other vertices of degree
2 or 1); the CSP dichotomy remains open even for triads. Among the triads,
Hell, Nesˇetrˇil and Zhu [26, 27] identified a (fairly restricted) subclass, for which
they coined the term special triads and which allowed them to handle at least
some examples. For instance, they constructed a special triad that gives rise to
an NP-complete H-coloring problem.
In [9], Barto et al used algebraic methods to prove that every special triad
either gives rise to anNP-complete H-coloring problem, or possesses a compati-
ble majority operation (so-called strict width 2 ) or compatible totally symmetric
idempotent operations of all arities (so-called width 1 ). In [3], the author and
Barto established the CSP dichotomy conjecture for special polyads, a general-
ization of special triads where the one vertex of degree greater than 2 is allowed
to have an arbitrary degree. In particular, every tractable core special polyad
has bounded width. However, there are special polyads which have bounded
width, but neither bounded strict width nor width 1.
In this paper, we study special trees, a broad generalization of special triads
and special polyads. We confirm the CSP dichotomy conjecture for special trees
and, moreover, prove that every tractable core special tree has bounded width.
The proof uses modern tools from the algebraic approach to the CSP (in
particular, absorption and pointing operations [11]) and is somewhat simpler
and more natural than the proofs in [9] and [3]. Therefore we believe that there
is hope for further generalization. In particular, we conjecture that tractability
implies bounded width for all oriented trees.
Organization of the paper
Section 2 introduces basic notions and fixes notation used throughout the pa-
per. In Section 3 we define special trees (and the previously studied subclasses:
special triads and special polyads) and state the main result. Section 4 contains
the universal algebraic tools we use. The main result is proved in Section 5. In
the last section we discuss the results and related open problems.
2. Preliminaries
In this section, we introduce basic notions and fix notation used throughout
the paper. Our aim is to make the paper accessible to a wider audience outside
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of universal algebra. Therefore we only assume the reader to possess some very
basic knowledge of graph theory and universal algebra. We refrain from using
specialist terminology wherever possible, or move it to explanatory remarks
which the reader may skip.
We recommend [25] for a detailed exposition of digraphs, relational struc-
tures (under the name “general relational systems”) and their homomorphisms
as well as an introduction to graph coloring and constraint satisfaction. For
an introduction to the notions from universal algebra that are not explained in
detail in this paper, we invite the reader to consult [12]. The primary source
for the algebraic approach to the CSP is the paper [17].
2.1. Notation
For a positive integer n we denote the set {1, 2, . . . , n} by [n]; we set [0] = ∅.
We write tuples using boldface notation, e.g. a = (a1, a2, . . . , ak) ∈ Ak. When
ranging over tuples we use superscripts, e.g. (a1, a2, . . . , an) ∈ (Ak)n, where
ai = (ai1, a
i
2, . . . , a
i
k), for i ∈ [n]. We sometimes write 〈a1a2 . . . 〉 to denote a
sequence of elements.
2.2. Relational structures
A relational signature σ is a (in our case finite) set of relation symbols Ri,
each with an associated arity ki. A (finite) relational structure A with signature
σ is a finite, nonempty set A (the universe) equipped with relations RAi ⊆ A
ki ,
for each relation symbol Ri of arity ki in σ. We follow the standard convention
of using A, B, . . . to denote the universe of A, B, . . .
Let A and B be two σ-structures. A mapping ϕ : A→ B is a homomorphism
from A to B, if for each relational symbol Ri of arity ki in σ and for each a ∈ R
A
i
we have (ϕ(a1), . . . , ϕ(ak)) ∈ RBi .
We write ϕ : A → B to mean that ϕ is a homomorphism from A to B, and
A→ B to mean that there exists a homomorphism from A to B.
For every A there exists a relational structure A′ such that A→ A′, A′ → A,
and A′ is of minimal size with respect to these properties; such structure A′ is
called the core of A (it is unique up to isomorphism); A is a core if it is the core
of itself.
We will be almost exclusively interested in a special type of relational struc-
tures: directed graphs.
2.3. Digraphs
A digraph (short for “directed graph”) is a relational structure G = (G;E)
with a single binary relation E ⊆ G2. We call u ∈ G and (u, v) ∈ E (sometimes
denoted by u −→◮ v) vertices and edges of G, respectively. A digraph G′ =
(G′;E′) is a subgraph of G, if G′ ⊆ G and E′ ⊆ E. It is an induced subgraph if
E′ = E ∩ (G′)2.
An oriented path is a digraph P which consists of a non-repeating sequence of
vertices 〈v0v1 . . . vk〉 (allowing for the degenerate case k = 0) such that precisely
one of (vi−1, vi), (vi, vi−1) is an edge, for each i ∈ [k]; the number k is called the
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length of P. We usually require oriented paths to have a fixed direction, and
thus an initial and a terminal vertex. An oriented cycle is a digraph which can
be obtained from an oriented path of nonzero length by identifying the initial
and terminal vertex.
For a, b ∈ G we say that a is connected to b in G via an oriented path P,
if P is a subgraph of G and a and b are the initial and terminal vertex of P,
respectively. The distance between a and b in G, denoted distG(a, b), is then
the length of the shortest oriented path P′ connecting a to b in G. Connectivity
is an equivalence relation, its classes are connected components of G and G is
connected if it consists of a single connected component.
For n > 0, the nth direct power of G is the digraph Gn = (Gn, En), i.e., its
vertices are n-tuples of vertices of G and the edge relation is
{(u,v) ∈ (Gn)2 | (ui, vi) ∈ E for all i ∈ [n]}.
Connectivity in direct powers of digraphs will play an important role.
An oriented tree is a connected digraph containing no oriented cycles. Equiv-
alently, it is a digraph in which every two vertices are connected via a unique ori-
ented path. Oriented paths and trees are natural examples of balanced digraphs:
a connected digraph is balanced if it admits a level function lvl : G→ N ∪ {0},
where lvl(b) = lvl(a)+ 1 whenever (a, b) is an edge, and the minimum level is 0.
The maximum level is called the height of digraph G and denoted by hgt(G).
2.4. Algebras
A k-ary operation on a set A is a mapping f : Ak → A. By an algebra we
mean a pair A = (A;F), where A is a nonempty set and F is a set of operations
on A (so-called basic operations of A). We denote by Clo(A) the set of all term
operations of A (i.e., operations obtained from F together with the projection
operations by composition).
A subset B ⊆ A is a subuniverse of A (denoted by B ≤ A) if it is closed
under all (basic, or equivalently term) operations ofA. A nonempty subuniverse
B is an algebra in its own right, equipped with operations of A restricted to B,
i.e., (B; {f |B | f ∈ F}). We will frequently use the fact that an intersection of
subuniverses is again a subuniverse.
An operation is idempotent if f(x, x, . . . , x) = x for all x ∈ A. An algebra is
idempotent if all of its (basic, or equivalently term) operations are idempotent.
Note that an algebra A is idempotent, if and only if {a} ≤ A for every a ∈ A.
For n > 0, the nth power ofA is the algebraAn = (An; {f×· · ·×f | f ∈ F})
where f×· · ·×f means that f is applied to n-tuples of elements coordinatewise.
We write C ≤ B ≤ A to mean that both B and C are subuniverses of A
and C ⊆ B. In particular, if B and C are subuniverses of A, then E ≤ B × C
means that E is a subuniverse of A2 contained in B×C (which is a subuniverse
of A2 as well).
All algebras we will work with are subuniverses of a certain finite idempotent
algebra (or rarely of its 2nd power): the algebra of idempotent polymorphisms
of some fixed relational structure.
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2.5. Algebra of idempotent polymorphisms
Note that a digraph homomorphism is simply an edge-preserving mapping.
The notion of digraph polymorphism is a natural generalization to higher arity
operations:
A k-ary (k > 0) operation ϕ on G is a polymorphism of a digraph G, if it
is a homomorphism from Gk to G. This means that ϕ preserves edges in the
following sense: if ai −→◮ bi for i ∈ [k], then ϕ(a) −→◮ ϕ(b). The notions of
kth direct power, preserving a relation, and polymorphism generalize naturally
to relational structures.
Let A be a relational structure. The algebra of idempotent polymorphisms
of A is the algebra algA = (A; IdPol(A)), where IdPol(A) denotes the set of all
idempotent polymorphisms of A; we write IdPolk(A) to denote its k-ary part.
A relation S ⊆ An is primitive positive definable from A with constants, if
it is definable by an existentially quantified conjunction of atomic formulæ of
the form xi = a or R(xi1 , . . . , xij ), where a ∈ A and R is one of the relations of
A. The following fact, based on the Galois correspondence between clones and
relational clones [14, 23] is central to the algebraic approach to the CSP.
Lemma 2.1 (see [17, Proposition 2.21]). A relation S ⊆ An is primitive positive
definable from A with constants, if and only if S is a subuniverse of (algA)n.
The connection between universal algebra and constraint satisfaction is dis-
cussed in detail in [17, 18, 8].
3. Special trees & the main result
In this section, we define special trees and state the main result of this paper.
Definition 3.1. An oriented path P with initial vertex a and terminal vertex
b is minimal if lvl(a) = 0, lvl(b) = hgt(P), and 0 < lvl(v) < hgt(P) for every
v ∈ P \ {a, b}.
Minimal paths have the property that their net length (the number of forward
edges minus the number of backward edges) is strictly greater than the net
length of any of their subpaths. An example of a minimal path is depicted in
Figure 1 below.
We will need the following well-known fact. A proof can be found in [29].
Lemma 3.2. Let P1,P2, . . .Pk be minimal paths of the same height h. There
exists a minimal path Q of height h such that for every i ∈ [k] there exists an
onto homomorphism Q→ Pi.
We are now ready to define special oriented trees.
Definition 3.3. Let T = (T ;E) be an oriented tree of height 1. A T-special
tree of height h is an oriented tree H obtained from T by replacing every edge
(a, b) ∈ E with some minimal path P(a,b) of height h, preserving orientation.
(That is, identifying the initial vertex of P(a,b) with a and the terminal vertex
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initial vertex
terminal vertex
Figure 1: A minimal path.
with b. We require the vertex sets of the minimal paths to be pairwise disjoint
and also disjoint with T .) We will sometimes refer to T as the underlying tree
structure of the T-special tree H.
Throughout the paper we will denote the bottom and top levels of H by A
and B, respectively (that is, we have that T = A ∪˙ B and E ⊆ A × B). In
figures we mark vertices from A and B by and ; for other vertices of H we
use the symbol •.
We will use the notation “(a, b) ∈ E” to denote edges in the underlying tree
structure T (which correspond to the minimal paths P(a,b) in H). For edges of
the T-special tree we write “x −→◮ y in H”. In figures we use to depict
edges of H and for edges of the underlying tree structure.
• A special triad (as defined in [9]) is a T-special tree with underlying tree
structure
T =
• A special polyad (as defined in [3]) is a T-special tree with underlying tree
structure
. . .
. . .
. . .T =
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• A special tree is simply a T-special tree for an arbitrary height 1 oriented
tree T.
As an example, in Figure 2 below we present a special triad constructed in
[9] that gives rise to an NP-complete H-coloring problem (and is conjectured
to be the smallest oriented tree with this property).
Figure 2: A special triad; the smallest known oriented tree with NP-complete H-coloring
problem (39 vertices).
The following theorem is the main algebraic result of our paper.
Theorem 3.4. Let H be a special tree. If the algebra of idempotent polymor-
phisms of H is Taylor, then it is congruence meet-semidistributive.
As a consequence, we confirm the dichotomy of H-coloring for special trees.
Corollary 3.5. The CSP dichotomy conjecture holds for special trees. For any
core special tree H, CSP(H) is NP-complete or H has bounded width.
We will prove Theorem 3.4 and Corollary 3.5 in Section 5.
4. Algebraic tools
In this section, we introduce the universal algebraic tools we will use in our
proof. Recall that for a fixed relational structure A, the Constraint satisfaction
problem for A is the membership problem for the set CSP(A) = {X | X → A}.
Note that if A′ is the core of A, then CSP(A) = CSP(A′).
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Of particular importance to the CSP are the following two well-known classes
of finite algebras: Taylor algebras (called “active” in [12]) and congruence meet-
semidistributive (SD(∧)) algebras1. Instead of providing direct definitions, we
present the following characterization from [36].
Definition 4.1. A weak near-unanimity (WNU ) operation on a set A is an
n-ary (n ≥ 2) idempotent operation ω such that for all x, y ∈ A,
ω(x, . . . , x, y) = ω(x, . . . , x, y, x) = · · · = ω(y, x, . . . , x).
Theorem 4.2 ([36]). Let A be a finite algebra.
1. A is Taylor, if and only if there exists a WNU operation ω ∈ Clo(A).
2. A is SD(∧), if and only if there exists n0 such that for all n ≥ n0 there
exists an n-ary WNU operation ωn ∈ Clo(A).
The Algebraic CSP dichotomy conjecture ([17], see also [18, Conjecture 1])
asserts that being Taylor is what distinguishes (algebras of idempotent poly-
morphisms of) tractable core relational structures from the NP-complete ones;
the hardness part is known.
Theorem 4.3 ([17]). Let A be a core relational structure. If algA is not Taylor,
then CSP(A) is NP-complete.
A relational structure A is said to have bounded width [22], if CSP(A) is solv-
able by “local consistency checking” algorithm (or rather algorithmic principle).
We refer the reader to [7] for a detailed exposition. This property is character-
ized (for cores) by congruence meet-semidistributivity; the characterization was
conjectured, and the “only if” part proved, in [35].
Theorem 4.4 ([7],“Bounded Width Theorem”). A core relational structure A
has bounded width (implying that CSP(A) is in P), if and only if algA is SD(∧).
The proof of the Bounded Width Theorem uncovered a new characterization
of SD(∧) algebras via so-called pointing operations as well as the concept of
absorbing subuniverse, which turned out to be quite useful even outside of the
realm of congruence meet-semidistributivity (see [5, 11, 8]).
4.1. Pointing operations
Pointing operations were first used in [6]. More details, as well as a proof of
the characterization theorem we need, can be found in [11].
1Taylor and SD(∧) algebras are also commonly referred to as “omitting type 1” and “omit-
ting types 1, 2”; this terminology comes from Tame Congruence Theory (see [12, Chapter 8]).
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Definition 4.5. Let f be an n-ary idempotent operation on a set A and X,Y
nonempty subsets of A. We say that f weakly points X to Y , if there exist
a1, . . . , an ∈ An such that for every i ∈ [n] and x ∈ X we have
f(ai1, . . . , a
i
i−1, x, a
i
i+1, . . . , a
i
n) ∈ Y
(where x is in the ith place). We refer to a1, . . . , an as witnessing tuples.
The word “weakly” means that we can have different witnessing tuples for dif-
ferent coordinates, as opposed to (strongly) pointing operations from [11]. For
f : Ak → A and g : An → A, we denote by g <− f the kn-ary operation on A
defined by
(g<−f)(x1, . . . , xkn) = g(f(x1, . . . , xk), f(xk+1, . . . , x2k), . . . , f(x(n−1)k+1, . . . , xnk)).
We will need the following easy observation which is implicit in [11, Proposition
2.1].
Observation 4.6. If f : Ak → A weakly points X to Y and g : An → A weakly
points Y to Z, then g <− f weakly points X to Z.
Proof. Let the witnessing tuples for f weakly pointing X to Y and g weakly
pointing Y to Z be a1, . . . , ak and b1, . . . ,bn, respectively. For i ∈ [n] and
j ∈ [k] define ci,j ∈ Ank to be the following tuple:
ci,j = (bi1, b
i
1, . . . , b
i
1, b
i
2, b
i
2, . . . , b
i
2, . . . , b
i
i−1, b
i
i−1, . . . , b
i
i−1,
aj1, a
j
2, . . . , a
j
k, b
i
i+1, b
i
i+1, . . . , b
i
i+1, . . . , b
i
n, b
i
n, . . . , b
i
n),
where bil appears k-times for every l ∈ [n] \ {i}. It is straightforward to verify
(using idempotency of f) that g<−f weakly points X to Z with witnessing tuples
c1,1, c1,2, . . . , c1,k, c2,1, . . . , cn,k.
Of particular interest are term operations weakly pointing the whole alge-
bra (or a subuniverse) to a singleton, due to the following characterization of
congruence meet-semidistributivity.
Definition 4.7. Let A be a finite idempotent algebra. We say that A has
a weakly pointing operation, if there exists τ ∈ CloA and a ∈ A such that τ
weakly points A to {a}.
Theorem 4.8 ([11, Theorem 1.3]). A finite idempotent algebra A is SD(∧), if
and only if every nonempty subuniverse B ≤ A has a weakly pointing operation.
Remark. Using this characterization it is easy to prove that given a finite idem-
potent algebraA, the class of all SD(∧) members of the pseudovariety generated
by A (that is, quotients of subuniverses of finite powers of A) is closed under
taking products, subalgebras, and quotients. In particular, we will need the
following fact.
Lemma 4.9 ([11, Proposition 2.1(7)]). Let A be a finite idempotent algebra and
B,C its nonempty subuniverses. If B and C are SD(∧), then B×C (considered
as a subuniverse of A2) is SD(∧) as well.
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4.2. Absorbing subuniverses
We briefly introduce basic notions and facts from the theory of absorption
of Barto and Kozik. For more details see [8, 5, 11].
Definition 4.10. Let A be an algebra and B ≤ A a nonempty subuniverse.
We say that B is an absorbing subuniverse of A, and write B E A, if there
exists an idempotent τ ∈ CloA such that
τ(A,B,B, . . . , B,B) ⊆ B,
τ(B,A,B, . . . , B,B) ⊆ B,
...
τ(B,B,B, . . . , B,A) ⊆ B.
We call τ an absorbing operation and say that B absorbs A via τ .
Note that B absorbs A via τ (say n-ary), if and only if τ weakly points A to B
and any tuples b1, . . . ,bn ∈ Bn can serve as witnessing tuples for that. Hence
absorption is somewhat stronger than pointing operations.
In applications of absorption theory, an important role is played by algebras
with no proper absorbing subuniverses, the absorption-free algebras.
Definition 4.11. An algebra A is absorption-free, if |A| > 1, and B E A
implies that B = A.
The following corollary, which is an easy consequence of Theorem 4.8, will
be applied several times in our proof.
Corollary 4.12 (see [11, Corollary 2.14]). A finite idempotent algebra A is
SD(∧), if and only if every absorption-free subuniverse B ≤ A has a weakly
pointing operation.
We will use without further notice the following easy facts about absorption:
Lemma 4.13 ([5, Proposition 2.4]). Let A be a finite idempotent algebra.
• If B E A and C E B, then C E A.
• If B E A (via τ) and C ≤ A and B ∩ C 6= ∅, then B ∩ C E C (via τ |C).
5. The proof
Let us start by introducing notation used throughout the proof. First, we
fix the underlying tree structure. Let T = (T ;E) be an oriented tree of height
1, with T = A ∪˙B and E ⊆ A × B. Now let H be a T-special tree of height h
such that algH is Taylor. (Recall that A and B are the bottom and top levels
of H, respectively.) Our aim is to prove that algH is SD(∧). Below we present
a high level overview of the proof.
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Structure of the proof
We divide the proof into several steps organized into subsections.
5.1 Reduction to the bottom and top levels.
We show that A and B are subuniverses (Lemma 5.1) and that it is enough
to prove that these two subuniverses are SD(∧). We use the characteri-
zation from Theorem 4.2. The key part is Lemma 5.3: Any idempotent
polymorphism of H which satisfies the WNU identities on A and B can
be modified to obtain a WNU operation on all of H .
In the rest of the proof we only use the characterization from Corollary
4.12. We need to prove that every absorption-free subuniverse of A or B
has a weakly pointing operation.
5.2 Singleton absorbing subuniverse.
In this step we prove that A or B must have a singleton absorbing sub-
universe {o} (Lemmata 5.6 and 5.7). This implies that there is a lot of
“absorption” in A and B, and absorption-free subuniverses are “rare”. In
particular, in Corollary 5.8 we show that in any absorption-free subuni-
verse, all elements must have the same distance from o (measured in the
underlying tree structure T).
5.3 E-neighbourhoods of singletons are SD(∧).
In the next step we show that if an absorption-free subuniverse C lies
in the neighbourhood (in the underlying tree structure) of some vertex b
from A ∪ B, then it has a weakly pointing operation. First we show that
b “absorbs” elements which are “farther from {o} than C” via a certain
binary operation (Lemma 5.10). This allows for an intricate construction
to obtain a weakly pointing operation for C (Lemmata 5.12 and 5.14).
5.4 All absorption-free subuniverses are SD(∧).
Finally, we show that every absorption-free subuniverse C of A or B has a
weakly pointing operation (Lemma 5.16). This step is relatively easy using
the previous step and induction on the distance of C from the singleton
absorbing subuniverse {o}.
In most of the proof we only reason about compatibility of various operations
with the underlying tree structure. The only places where we need to talk about
concrete edges of H is in Lemma 5.3 and Lemma 5.12. Recall that we use the
notation “(a, b) ∈ E” for edges in the underlying tree structure and “u −→◮ v
in H” for edges in the special tree H.
5.1. Reduction to the bottom and top levels
Our first step is to show that we can focus only on the top and bottom
levels of H, i.e., the sets (indeed, subuniverses) A and B. This is the property
that justifies the definition of special trees; the key ingredient is the fact about
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minimal paths stated in Lemma 3.2. The reduction was already described in
[3, Lemma 4.4] (for special polyads). Below we present a somewhat simpler
argument.
We start by showing that A, B and E (that is, the bottom and top levels
of H, and the edge relation of the underlying tree structure T) are preserved by
idempotent polymorphisms of H.
Lemma 5.1. Both A and B are subuniverses of algH. Moreover, E (which is
a subset of A×B) is a subuniverse of (algH)2.
Proof. By Lemma 2.1, it is enough to show that A, B and E are primitive
positive definable from H with constants (although, in fact, we will not need
the constants). Let Q be a minimal oriented path of height h which maps
homomorphically onto Pe for all e ∈ E, provided by Lemma 3.2. Let us denote
by u and v the initial and terminal vertex of Q, respectively. The binary relation
E is equal to the set
{(ϕ(u), ϕ(v)) | ϕ : Q→ H is a homomorphism},
which can be expressed by a primitive positive formula. Consequently, A(x) =
(∃y)((x, y) ∈ E) and B(x) = (∃y)((y, x) ∈ E) provides us with primitive positive
definitions of A and B, respectively.
It is useful to observe that an n-ary polymorphism can be defined on different
connected components of Hn independently; to verify that it preserves the edges
one has to be concerned with inputs from one component at a time only. Among
the connected components of Hn, the most important one is the component
containing the diagonal, as we show in the next lemma.
For n > 0 we denote by ∆n the connected component of the digraph H
n
containing the diagonal (i.e., the set {(v, . . . , v) : v ∈ H}).
Lemma 5.2. For any n > 0, (An ∪Bn) ⊆ ∆n.
Proof. It is easily seen that the set (An ∪ Bn) is connected in the digraph
Tn. Let (a,b) be an edge in Tn (i.e., (ai, bi) ∈ E for i ∈ [n]). Let Q be a
minimal oriented path of height h which maps homomorphically onto all the
paths {P(ai,bi) | i ∈ [n]}, whose existence is provided by Lemma 3.2. For
every i ∈ [n] let ϕi : Q → P(ai,bi) be a homomorphism. Then the mapping
Φ : Q → Hn given by Φ(x) = (ϕ1(x), . . . , ϕn(x)) is also a homomorphism and
it maps the initial and terminal vertex of Q to a and b, respectively. This
shows that a and b are connected in Hn (via Φ(Q)). Consequently, the whole
set (An ∪Bn) is connected in Hn. As it intersects the diagonal, it follows that
(An ∪Bn) ⊆ ∆n.
In the next lemma, we prove that every polymorphism which is a WNU op-
eration on the top and bottom levels can be modified to obtain a polymorphism
satisfying the WNU property everywhere. In Corollary 5.4 below we combine
this fact with Theorem 4.2 to obtain the desired result. The assumption that
n > 2 is there only to avoid a technical nuisance; in fact, the claim is true for
n = 2 as well (see [3]).
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Lemma 5.3. Let n ≥ 3 and let τ ∈ IdPoln(H) be such that τ |A and τ |B are
WNU operations on A and B, respectively. Then there exists τ ′ ∈ IdPoln(H)
which is a WNU operation on H.
Proof. Let us fix an arbitrary linear order ≤E of the set E. We define the
following linear order ⊑ on the set H \ (A ∪ B): for x ∈ P(a,b) and y ∈ P(a′,b′)
we put x ⊑ y if
• (a, b) <E (a′, b′), or
• (a, b) = (a′, b′) and distP(a,b)(x, a) ≤ distP(a,b)(y, a).
The linear order ⊑ was tailored to satisfy the following claim.
Claim 1. Let xi, yi ∈ H \ (A∪B) be such that xi −→◮ yi in H, for i ∈ [n]. Let x
and y be the ⊑-minimal elements of {x1, . . . , xn} and {y1, . . . , yn}, respectively.
Then x −→◮ y in H.
Claim 1 follows from the fact that the binary ⊑-minimum operation is a
polymorphism of the subgraph of H induced on H \ (A ∪ B). We include a
detailed proof.
Proof of Claim 1. Note that for every i ∈ [n], both xi and yi lie on the same
minimal path. Therefore the same must be true for the ⊑-minimal elements:
x, y ∈ P(a,b), where (a, b) is ≤E-minimal among e ∈ E such that
Pe ∩ {x1, . . . , xn, y1, . . . , yn} 6= ∅.
Let i1, . . . , ik ∈ [n] be a list of all indices such that xij , yij ∈ P(a,b). Consider
the following binary operation on P(a,b), which always chooses the vertex closer
to the initial vertex:
u ∧ v =
{
u, if distP(a,b)(u, a) ≤ distP(a,b)(v, a),
v, else.
Note that x = xi1 ∧ xi2 ∧ · · · ∧ xik and y = yi1 ∧ yi2 ∧ · · · ∧ yik . The existence
of the edge x −→◮ y in H follows from the easy fact that ∧ is a polymorphism
of P(a,b) (this is true for an arbitrary oriented path, see [33, Theorem 14]). 
We are now ready to define τ ′. We split the definition into several cases and
subcases. Fix x ∈ Hn.
1. If x ∈ An ∪Bn, then we set τ ′(x) = τ(x).
2. If x ∈ ∆n \ (An ∪Bn), then
(a) if {x1, . . . , xn} ⊆ P(a,b) for some (a, b) ∈ E, then we define τ
′(x) to
be the ⊑-minimal element from {x1, . . . , xn},
(b) if there exists i ∈ [n] and e 6= e′ ∈ E such that xi ∈ Pe and xj ∈ Pe′
for all j 6= i, then we define
τ ′(x) = τ(xi, x1, . . . , xi−1, xi+1, . . . , xn),
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(c) in all other cases we set τ ′(x) = τ(x).
3. If x /∈ ∆n, then
(a) if lvl(x1) = lvl(x2) = · · · = lvl(xn), then we define τ ′(x) to be the
⊑-minimal element from {x1, . . . , xn},
(b) if there exists i ∈ [n] and k 6= l such that lvl(xi) = k and lvl(xj) = l
for all j 6= i, then we define τ ′(x) = xi,
(c) in all other cases we define τ ′(x) = x1.
Let us first comment on subcase (2b) of the construction. Since τ is a
polymorphism, for any (ai, bi) ∈ E, i ∈ [n], it induces a homomorphism from
∆n∩
∏n
i=1 P(ai,bi) (as an induced subgraph of H
n) to P(τ(a),τ(b)). However, typ-
ically there are many such homomorphisms. Even if τ(a) = τ(a′), τ(b) = τ(b′)
and a′,b′ are just permutations of a,b, the two corresponding homomorphisms
induced by τ can be different. That is why we cannot simply define τ ′(x) = τ(x)
in subcase (2b); the WNU property might not hold.
We divide the proof of the fact that τ ′ is a WNU polymorphism of H into
two separate claims.
Claim 2. τ ′ is a polymorphism of H.
Proof of Claim 2. Let (x,y) be an edge in Hn. For every i ∈ [n] let ei =
(ai, bi) ∈ E be such that xi, yi ∈ Pei . We need to show that τ
′(x) −→◮ τ ′(y)
in H.
We divide the proof of this claim into separate arguments depending on
which cases of the construction were used to define τ ′(x) and τ ′(y). There are
three options:
I. The tuple x falls under case (1) of the construction, y falls under one of
the subcases of (2). This happens when x = a (the tuple of initial vertices
of the paths Pei). For every i ∈ [n], yi must be the unique vertex from Pei
such that xi = ai −→◮ yi in H. We split the argument depending on the
subcase of the construction applied to τ ′(y):
(2a) In this subcase, e1 = · · · = en = e for some e = (a, b) ∈ E and
y1 = · · · = yn = τ ′(y) = y, where y is the unique vertex from Pe such
that a −→◮ y in H. Hence τ ′(x) −→◮ τ ′(y) in H.
(2b) We have that
x = a = (a, . . . , a, a′, a, . . . , a)
for some a, a′ ∈ A where a′ is in the ith coordinate (possibly i = 1 or
i = n), and
y = (y, . . . , y, y′, y, . . . , y).
Using both that τ satisfies the WNU property on A and that it is a
polymorphism of H, we get that
τ ′(x) = τ(a) = τ(a′, a, . . . , a) −→◮ τ(y′, y, . . . , y) = τ ′(y) in H.
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(2c) In this subcase, τ ′(x) = τ(a) −→◮ τ(y) = τ ′(y) in H follows from the
fact that τ is a polymorphism of H.
II. The tuple y falls under case (1) of the construction, x falls under one of the
subcases of (2). This happens when y = b (the tuple of terminal vertices
of the paths Pei). The proof is analogous to the previous option.
III. In all other situations, both x and y must fall under the same case and
subcase of the construction, one of the subcases of (2) or (3). (To see
why, note that x −→◮ y in Hn implies that both x and y lie in the same
connected component of Hn, and that the path Pei is the same for xi and
yi, for every i ∈ [n].) Each subcase requires a slightly different argument:
(2a) In this subcase, τ ′(x) is the ⊑-minimal element of {x1, . . . , xn} and
τ ′(y) is the⊑-minimal element of {y1, . . . , yn}. It follows from Claim 1
that τ ′(x) −→◮ τ ′(y) in H.
(3a) Similarly as in subcase (2a), we use Claim 1.
(2b) Note that the distinguished coordinate i ∈ [n] and the paths Pe,Pe′
are the same for both x and y. The construction says that
τ ′(x) = τ(xi, x1, . . . , xi−1, xi+1, . . . , xn),
τ ′(y) = τ(yi, y1, . . . , yi−1, yi+1, . . . , yn).
Therefore τ ′(x) −→◮ τ ′(y) in H follows from the fact that τ is a
polymorphism of H.
(3b) Similarly as in subcase (2b), the distinguished coordinate i ∈ [n] is
the same for both x and y. Therefore τ ′(x) = xi, τ
′(y) = yi, and we
know that xi −→◮ yi in H.
(2c) This subcase is easy: τ ′(x) = τ(x), τ ′(y) = τ(y), and τ is a polymor-
phism of H.
(3c) This subcase is also easy: τ ′(x) = x1, τ
′(y) = y1, and x1 −→◮ y1
in H.
We proved that in all possible situations, τ ′(x) −→◮ τ ′(y) in H. Therefore τ ′ is
a polymorphism of H. 
Claim 3. τ ′ is a WNU operation on H.
Proof of Claim 3. Let x, y ∈ H be arbitrary. Note that all of the tuples
(y, x, x, . . . , x), (x, y, x, . . . , x), . . . , (x, x, . . . , x, y)
fall under the same case and subcase of the construction, and that it can be
neither (2c) nor (3c). In case (1) the WNU property follows from the fact that
τ is a WNU operation on A and B while in cases (2a) and (3a) from the fact
that the construction in these cases is independent of order and repetition of
elements. In case (2b) the result is τ(y, x, . . . , x) for all the tuples in question
while in case (3b) the result is always y. 
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We proved that τ ′ is indeed a WNU polymorphism of H which concludes
the proof of the lemma.
Corollary 5.4. If both A and B are SD(∧), then algH is SD(∧).
Proof. By Lemma 4.9, A × B (which is a subuniverse of (algH)2) is SD(∧)
as well. Hence, by Theorem 4.2, there exists n0 such that for every n ≥ n0
there exists τn ∈ IdPoln(H) such that (τn × τn)|A×B is a WNU operation on
A×B. This implies that the restrictions of τn to A and B are WNU operations.
Using Lemma 5.3 we obtain, for every n ≥ max(n0, 3), a WNU operation τ ′n ∈
IdPoln(H). The proof concludes by another application of Theorem 4.2.
5.2. Singleton absorbing subuniverse
Our next step is to prove that either A or B has a singleton absorbing
subuniverse, where the absorbing operation is a WNU operation. This is the
one and only place where we use the assumption that algH is Taylor.
Since algH is Taylor, by Theorem 4.2 there exists a WNU operation ω ∈
IdPol(H). Let ◦ : H2 → H be the binary polymer of the WNU operation ω,
that is,
x ◦ y = ω(x, x, . . . , y) = · · · = ω(y, x, . . . , x)
for x, y ∈ H . Note that ◦ ∈ IdPol2(H).
We can and will assume that ω is special in the sense of [4, Definition 6.2],
that is, satisfies x ◦ (x ◦ y) = x ◦ y. (Here the word special is unrelated to
our definition of special trees.) This property can be enforced by an iterated
composition of ω with itself (i.e., ω <− ω <− · · · <− ω, |H |!-times, see [4, Lemma
6.4]).
For a subset C ⊆ A we define the E-neighbourhood of C, denoted by
E+(C), to be the set {b ∈ B | (c, b) ∈ E for some c ∈ C}. Similarly, the E-
neighbourhood of D ⊆ B is the set E−(D) = {a ∈ A | (a, d) ∈ E for some d ∈
D}. For brevity we write E+(c), E−(d) instead of E+({c}), E−({d}). Moreover,
for every k ≥ 0, C ⊆ A and D ⊆ B we inductively define the sets Ek(C) and
Ek(D) as follows:
• E0(C) = C and E0(D) = D,
• E1(C) = E+(C) and E1(D) = E−(D), and
• Ek(C) = E1(Ek−1(C)) and Ek(D) = E1(Ek−1(D)) for k > 1.
Note that the above definition can be reformulated as follows:
Ek(C) = {x ∈ A ∪B | (∃ c ∈ C) distT(x, c) ≤ k & distT(x, c) ≡ k (mod 2)},
and similarly for Ek(D). We will frequently use the following easy facts (as well
as the obvious “dual” versions for D ≤ D′ ≤ B), which are all consequences of
the fact that E ≤ (algH)2. We leave the proof to the reader.
Observation 5.5. If C ≤ C′ ≤ A, then the following holds:
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• E+(C) ≤ E+(C′) ≤ B,
• Ek(C) ≤ A for k even and Ek(C) ≤ B for k odd,
• if k ≤ l and l − k is even, then Ek(C) ≤ El(C),
• if C 6= 0, then there exists k such that Ek(C) = A and Ek+1(C) = B, and
• if C E C′ via some τ ∈ IdPol(H), then for every k ≥ 0, Ek(C) E Ek(C′)
as well and, moreover, the absorption is via the same operation τ . 2
We are now ready to prove that either A or B has a singleton absorbing
subuniverse and, moreover, that this absorption is realized via the special WNU
operation ω. The proof spans the next two lemmata.
Lemma 5.6. There exists o ∈ A ∪B such that {o} E E2(o) via ω.
Proof. Suppose for contradiction that no such element exists. It follows that
for every u ∈ A ∪ B there exists w ∈ E2(u) such that u ◦ w = v 6= u. Since
the WNU operation ω is special, we have that u ◦ v = u ◦ (u ◦ w) = u ◦ w = v.
Consider the binary relation ≫ on A ∪ B defined by setting x≫ y if and only
if y ∈ E2(x) \ {x} and x ◦ y = y. We have proved that for every u ∈ A∪B there
exists v such that u≫ v.
Let k be maximal such that there exists a sequence 〈u0u1 . . . uk〉 of elements
of A ∪B with the following properties:
1. distT(u0, ui) = i for all i ∈ [k], and
2. ui ≫ ui+2 for all 0 ≤ i ≤ k − 2.
Note that (1) ensures that the sequence is non-repeating and thus, by finiteness
of A ∪B, such a maximal k exists. The previous paragraph shows that k ≥ 2:
just take 〈a, b, a′〉 for any a, a′ ∈ E−(b) such that a≫ a′.
Let us assume that uk ∈ A; the proof for uk ∈ B is analogous. Let u
′
k ∈
A and u′k+1 ∈ B be such that uk−1 ≫ u
′
k+1 and uk−1, u
′
k+1 ∈ E+(u
′
k) (see
Figure 3). We will prove that the sequence 〈u0u1 . . . uk−1u′ku
′
k+1〉 also satisfies
properties (1) and (2); a contradiction with maximality of k.
First we prove (1). From uk−1 ≫ u′k+1 we get that distT(uk−1, u
′
k) = 1 and
distT(uk−1, u
′
k+1) = 2. Since T is a tree, it suffices to rule out the possibility that
u′k = uk−2. In that case (uk−2, u
′
k+1) ∈ E, (uk−2, uk−1) ∈ E and (uk, uk−1) ∈ E
would give
(ω(uk−2, uk−2, . . . , uk−2, uk), ω(u
′
k+1, uk−1, . . . , uk−1, uk−1)) ∈ E.
The left hand side is uk−2 ◦ uk = uk while the right hand side is uk−1 ◦ u′k+1 =
u′k+1; and so we get (uk, u
′
k+1) ∈ E. But uk ∈ E−(uk−1) ∩ E−(u
′
k+1) would
imply that uk = u
′
k = uk−2 which contradicts uk−2 ≫ uk.
2Technically, the absorbing operation is τ |C′ in the first case while it is τ |Ek(C′) in the
second case, but we will neglect this formality.
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· · ·
uk−2 uk−1
uk
u′k u
′
k+1
Figure 3: Extending the sequence 〈u0u1 . . . uk〉.
To prove (2) we only need to establish uk−2 ≫ u′k. From (uk−2, uk−1) ∈ E,
(u′k, u
′
k+1) ∈ E and the fact that ◦ preserves E we get
(uk−2 ◦ u
′
k, uk−1 ◦ u
′
k+1︸ ︷︷ ︸
=u′
k+1
) ∈ E.
On the other hand, {uk−2, u
′
k} ⊆ E−(uk−1), which is a subuniverse, and thus
(uk−2 ◦ u′k, uk−1) ∈ E. It follows that uk−2 ◦ u
′
k = u
′
k; and uk−2 6= u
′
k is proved
above.
Fix o ∈ A ∪ B given by the previous lemma. To simplify the exposition
we choose that o ∈ A. The proofs are essentially the same in the other case.
(Moreover, note that reversing edges of H does not change algH.)
Since H is an oriented tree, it follows that for every x, y ∈ H there ex-
ists a unique oriented path connecting x to y in H. We denote this path by
PathH(x, y). For the purpose of the proof of Lemma 5.7 below as well as Lem-
mata 5.10 and 5.12 from Subsection 5.3, we define a partial order  on H by
setting u  v if and only if u ∈ PathH(o, v).
Note that o is the least element in this order. Furthermore, for u, v ∈ A∪B,
u  v implies distT(o, u) ≤ distT(o, v). We will also write u ≺ v to mean u  v
and u 6= v. (If we forget the orientation of edges and consider H as a rooted
tree with root o, then u ≺ v means that v is a descendant of u.)
Lemma 5.7. If a, a′ ∈ A and a  a′, then a◦a′ = a (and similarly for b, b′ ∈ B).
In particular, {o} E A via ω.
Proof. If a = a′, then a ◦ a′ = a follows trivially from idempotency of ω. Else,
let k ≥ 0 be such that distT(o, a
′) = k + 2. We have that a′ ∈ Ek+2(o) \ Ek(o).
From a ≺ a′ we know that the distance betwen a and o is at most k and thus
a ∈ Ek(o). From Lemma 5.6 and the last item of Observation‘ 5.5 it follows
that Ek(o)E Ek+2(o) via ω and so a ◦ a′ ∈ Ek(o). In particular, a ◦ a′ 6= a′.
Note that l = distT(a, a
′) is even and that there exists a unique vertex
u ∈ PathH(o, a′) ∩ (A ∪ B) such that distT(a, u) = distT(u, a′) = l/2. Since
a, a′ ∈ El/2(u), which is a subuniverse, we have that a ◦ a
′ ∈ El/2(u) (see
Figure 4).
We will show that a is the -least element of El/2(u). Choose any v ∈
El/2(u), v 6= a. Consider the concatenation of the paths PathH(o, v), PathH(v, u),
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and PathH(u, o). Because a ∈ PathH(u, o) and there are no cycles in H, we must
pass through a once more. But since distT(a, u) = l/2 ≥ distT(v, u), we know
that a /∈ PathH(v, u) and so it must be the case that a ∈ PathH(o, v). This
means that a  v. In particular, a  a ◦ a′.
El/2(u)
Ek(o) Ek+2(o)
o · · ·
a u a′
?
?
? ?
?
Figure 4: An example of (a subgraph of) T with l = distT(a, a
′) = 6. The first step shows
that a ◦ a′ must be one of the vertices marked ‘?’. Then we repeat the argument with a ◦ a′
in the role of a′.
Suppose for contradiction that a 6= a ◦ a′. Then repeating the arguments
from the first paragraph with a ◦ a′ in the role of a′ yields a ◦ (a ◦ a′) 6= a ◦ a′
which contradicts the fact that ω is a special WNU operation.
Hence we have proved that a ◦ a′ = a. The proof for b  b′ is essentially the
same. The fact that {o} E A via ω now follows immediately from the definition
of absorption and the fact that o is the -least element of A.
The existence of a singleton absorbing subuniverse {o} already significantly
restricts living space for possible absorption-free subuniverses in A and B, as
we can see in the following corollary. (Of course, the dual version for D ≤ B is
also true.)
Corollary 5.8. If C ≤ A is absorption-free, then there exists k > 0 such that
distT(o, c) = k for all c ∈ C.
Proof. Let k be the minimum from the set {distT(o, c) | c ∈ C}. Since {o} E A,
by Observation 5.5 we have Ek(o) E Ek(A) = A, and thus also C ∩ Ek(o) E
C ∩ A = C. Since C is absorption-free, it follows that C ∩ Ek(o) = C.
We have proved that k ≤ distT(o, c) ≤ k for all c ∈ C. Note that k > 0,
since otherwise C = {o} which is not absorption-free by definition.
5.3. E-neighbourhoods of singletons are SD(∧)
In this subsection we prove that E-neighbourhoods of elements from A ∪B
are SD(∧). Our strategy is to show that whenever they have an absorption-
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free subuniverse, it must have a weakly pointing operation (and then apply
Corollary 4.12). For the rest of this subsection, we fix b ∈ B and an absorption-
free subuniverse C ≤ E−(b). (The proof for D ≤ E+(a) is analogous.)
We will need the following observation:
Observation 5.9. For all c ∈ C, b ≺ c.
Proof. Let distT(b, o) = k. Since T is a tree, exactly one vertex u ∈ E−(b) has
distT(u, o) = k − 1; all other vertices from E−(b) have T-distance k + 1 from o
(see Figure 5). The rest follows from Corollary 5.8 and the fact that |C| > 1.
In the first step, we prove that elements from B which are -above C are
“absorbed by b” via a certain binary operation ⋆. (Note that such elements
do not need to form a subuniverse, and so it is not absorption in the sense we
defined.) Later we will use this operation to construct various binary polymor-
phisms and then build up a weakly pointing operation for C from them.
Let us denote by ⋆ the binary idempotent polymorphism of H given by
x ⋆ y = (. . . ((x ◦ y) ◦ y) ◦ . . . ◦︸ ︷︷ ︸
|H|-times
y),
where the operation ◦ appears |H |-times (just for good measure).
Lemma 5.10. If d ∈ B is such that c ≺ d for some c ∈ C, then b⋆d = d⋆b = b.
Proof. Since b ≺ c (by Observation 5.9) and c ≺ d, we also have that b ≺ d.
From Lemma 5.7 (applied to b, d ∈ B in the role of a, a′ ∈ A) we get that
b ◦ d = b, and thus also b ⋆ d = b. To prove the other equality, consider the
sequence 〈d0d1 . . . d|H|〉 of elements of B defined inductively by setting d0 = d
and di = di−1 ◦ b for i ∈ [|H |]. Observe that d|H| = d ⋆ b which we want to
equate to b.
Let ki denote the distance distT(di, b). We will prove that for every 0 ≤
i ≤ |H |, b  di and ki ≤ ki−1 (we set k−1 = k0). The proof uses induction
on i; the case i = 0 is trivial. Assume that the claim holds for some i < |H |.
Following the same logic as in the proof of Lemma 5.7, there exists ui ∈ A ∪B
such that distT(ui, b) = distT(ui, di) = ki/2. Since b  di, it follows that b
is the -minimal (and di a -maximal) element of Eki/2(ui). Consequently,
di+1 = di ◦ b ∈ Eki/2(ui) implies that b  di+1 and ki+1 ≤ ki (see Figure 5).
Note that k0 < |H |, and so the nonincreasing sequence 〈k0k1 . . . k|H|〉 of
distances must stabilize. That is, there exists i < |H | such that ki = ki+1.
We denote this distance by k and show in the following claim that it can only
stabilize at k = 0, that is, when di = di+1 = b.
Claim. The distance k must be equal to zero.
Proof of Claim. Suppose for contradiction that k 6= 0 (and so k ≥ 2, since k is
even). Pick any c′ ∈ C.
First, recall that C ≤ E−(b) which is definitely contained in Ek−1(b). There-
fore we have that c′ ∈ Ek−1(b). Second, note that distT(di, c) is one less than
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o...
b
C · · ·
c′
...
...
. . .c
ui di+1
di
Figure 5: An absorption-free subuniverse C ≤ E−(b).
distT(di, b) = k (see Figure 5). Therefore c ∈ Ek−1(di). We combine these two
facts with the compatibility of the relation E: Since c ∈ Ek−1(di), c′ ∈ Ek−1(b),
di ◦ b = di+1, and ◦ preserves E, it follows that c ◦ c′ ∈ Ek−1(di+1).
But we also have c ◦ c′ ∈ C (it is a subuniverse) and Ek−1(di+1) ∩ C = {c}.
Thus we have proved that c ◦ c′ = c for all c′ ∈ C, which means that {c} E C
via ω, a contradiction with C being absorption-free. 
We have proved that k = 0, which means di = di+1 = b and thus by
idempotency of ◦ also d|B| = d ⋆ b = b.
Let us denote by F the smallest set of binary operations on H satisfying
• x ⋆ y ∈ F , y ⋆ x ∈ F , and
• if ϕ(x, y) ∈ F , then {x ⋆ ϕ(x, y), y ⋆ ϕ(x, y), ϕ(x, y) ⋆ x, ϕ(x, y) ⋆ y} ⊆ F ,
• if ϕ(x, y), ϕ′(x, y) ∈ F , then (ϕ(x, y) ⋆ ϕ′(x, y)) ∈ F .
From Lemma 5.10 and the construction of F we immediately obtain the follow-
ing:
Corollary 5.11. If d ∈ B is such that c ≺ d for some c ∈ C, then ϕ(b, d) =
ϕ(d, b) = b for every ϕ ∈ F .
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For every c, c′ ∈ C let Sc,c′ be the set {ϕ(c, c′) | ϕ(x, y) ∈ F} ⊆ C. We will
use the following easy facts:
• Sc,c = {c},
• Sc,c′ = Sc′,c,
• both Sc,c′ and Sc,c′ ∪{c, c′} are closed under the operation ⋆, that is, they
are subalgebras of the groupoid (H ; ⋆).
• in particular, if x, y ∈ Sc,c′ , then Sx,y ⊆ Sc,c′ .
Remark. Alternatively, using terminology from universal algebra, we could have
defined F to be the set of all binary terms in the binary operation symbol ⋆
which contain both the variables x and y. Then Sc,c′ would be the image of
F under the homomorphism from the absolutely free two-generated algebra to
(C; {⋆}) given by x 7→ c and y 7→ c′.
Note that F ⊆ IdPol2(H). In the next lemma, we prove that, in fact, H has
many more binary idempotent polymorphisms.
Lemma 5.12. Let γ : C2 → C be any binary idempotent operation such that
γ(c, c′) ∈ Sc,c′ for all c, c′ ∈ C. Then there exists τ ∈ IdPol2(H) extending γ
(i.e., τ |C = γ).
Proof. Recall that b ∈ B is such that C ≤ E−(b), and b ≺ c for all c ∈ C. For
every c, c′ ∈ C we fix some ϕc,c′(x, y) ∈ F such that ϕc,c′(c, c′) = γ(c, c′). For
x, y ∈ H we define τ(x, y) in the following way:
(1) If lvl(x) = lvl(y) and there exist c, c′ ∈ C such that the following two
conditions hold:
(a) b ≺ x ≺ c or c  x, and
(b) b ≺ y ≺ c′ or c′  y,
then we set τ(x, y) = ϕc,c′(x, y).
(2) Else, we define τ(x, y) = x ⋆ y.
It follows immediately from the construction that τ is idempotent and τ |C = γ.
To prove that τ is a polymorphism of H, let x −→◮ u and y −→◮ v be arbitrary
edges in H. We split the proof into separate arguments depending on the cases
of the construction applied to τ(x, y) and τ(u, v):
I. Both {x, y} and {u, v} fall under the same case.
Then τ(x, y) −→◮ τ(u, v) in H follows immediately from the fact that ϕc,c′
(in case (1)) and ⋆ (in case (2)) are polymorphisms of H.
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II. {x, y} falls under case (1) and {u, v} falls under case (2).
Because x −→◮ u in H and b lies on the top level of H, if (1a) is true for
x then either it is true for u as well (with the same c ∈ C), or u = b.
(Indeed, if b ∈ PathH(o, x), then b ∈ PathH(o, u).) Similarly for (1b), y and
v. Clearly lvl(u) = lvl(v), so the only possible reason for {u, v} not falling
under case (1) is that b ∈ {u, v}.
It follows that τ(u, v) = u ⋆ v = b = ϕc,c′(u, v), either by Corollary 5.11 or
by idempotency (in case that u = v = b). We conclude that τ(x, y) −→◮
τ(u, v) in H in this case as well.
III. {x, y} falls under case (2) and {u, v} falls under case (1).
Because x −→◮ u in H, b lies on the top level of H, and (1a) is true for
u, it follows that (1a) must be true for x as well. Similarly for v and y.
Therefore this situation cannot happen.
As an easy consequence of this lemma, we can prove that C has a binary
idempotent commutative operation (i.e., a binary WNU operation).
Corollary 5.13. There exists ϕ ∈ IdPol2(H) such that ϕ|C is commutative.
Proof. For every c, c′ ∈ C define γ(c, c′) = γ(c′, c) to be an arbitrary element
from Sc,c′ thus making γ commutative, and then apply Lemma 5.12.
The above corollary implies that |C| > 2, since a binary WNU operation
on a 2-element set is a semilattice operation which would violate absorption-
freeness. Unfortunately, a binary WNU operation is not enough to construct a
weakly pointing operation for C; we need a slightly more involved argument.
Lemma 5.14. C has a weakly pointing operation.
Proof. We start by showing that every two-element set is weakly pointed to a
singleton by some operation, with an additional “symmetry” (property (ii) in
the following claim):
Claim 1. For every x, y ∈ C there exist ϕ ∈ IdPol(H) (say it is n-ary), z ∈ C,
c1, . . . , cn ∈ Cn and α : C → C such that the following holds:
(i) ϕ|C weakly points {x, y} to {z} with witnessing tuples c1, . . . , cn.
(ii) For every i ∈ [n] and u ∈ C, ϕ(ci1, c
i
2, . . . , c
i
i−1, u, c
i
i+1, . . . , c
i
n) = α(u).
Proof of Claim 1. We will prove Claim 1 by induction on |Sx,y∪{x, y}|. Assume
first that Sx,y∩{x, y} 6= ∅, say x ∈ Sx,y (the argument for y ∈ Sx,y is analogous).
In that case we can apply Lemma 5.12 to construct ϕ ∈ IdPol2(H) such that
ϕ(x, y) = ϕ(y, x) = ϕ(x, x) = x and ϕ|C is commutative (see the proof of
Corollary 5.13). Claim 1 follows since ϕ|C weakly points {x, y} to {x}, the
witnessing tuple is (x, x) for both coordinates and α(u) = ϕ(u, x) for all u ∈ C.
This also covers the base step of our induction (i.e., Sx,y ⊆ {x, y}).
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We can now assume that Sx,y ∩{x, y} = ∅. Let us define c = x⋆y, x′ = x⋆ c
and y′ = y ⋆ c. Using Lemma 5.12 we can construct ϕ ∈ IdPol2(H) such that
ϕ(x, c) = ϕ(c, x) = x′ and ϕ(y, c) = ϕ(c, y) = y′ and ϕ|C is commutative. In
particular, ϕ|C points {x, y} to {x′, y′}, the witnessing tuple is (c, c) for both
coordinates.
Since x′, y′ ∈ Sx,y, it follows that Sx′,y′ ∪ {x′, y′} ⊆ Sx,y ( Sx,y ∪ {x, y}.
Hence, by induction assumption, Claim 1 holds for x′, y′. Let it be witnessed
by ψ ∈ IdPol(H) (say m-ary) weakly pointing {x′, y′} to {z} with witnessing
tuples d1, . . . ,dm ∈ Cm and let α′ : C → C be the corresponding mapping
from property (ii).
Using Observation 4.6 we get that (ψ<−ϕ)|C weakly points {x, y} to {z}. We
will prove that (ii) holds as well, with α : C → C given by α(u) = α′(ϕ(u, c)),
for u ∈ C. Choose i ∈ [m] and j ∈ {1, 2}. The witnessing tuple for the
(2(i− 1) + j)th coordinate of ψ <− ϕ (given by the proof of Observation 4.6) is
ci,j = (di1, d
i
1, d
i
2, d
i
2, . . . , d
i
i−1, d
i
i−1, c, c, d
i
i+1, d
i
i+1, . . . , d
i
m, d
i
m).
We verify property (ii) of ψ <−ϕ for j = 1 (the proof is the same for j = 2, since
ϕ(c, u) = ϕ(u, c)):
(ψ <− ϕ)(di1, d
i
1, . . . , d
i
i−1, d
i
i−1, u, c, d
i
i+1, d
i
i+1, . . . , d
i
m, d
i
m)
=ψ(ϕ(di1, d
i
1), . . . , ϕ(d
i
i−1, d
i
i−1), ϕ(u, c), ϕ(d
i
i+1, d
i
i+1), . . . , ϕ(d
i
m, d
i
m))
=ψ(di1, . . . , d
i
i−1, ϕ(u, c), d
i
i+1, . . . , d
i
m)
=α′(ϕ(u, c)) = α(u).
The first equation is just the definition of ψ <− ϕ, the second equation follows
from idempotency of ϕ, the third equation is property (ii) for ψ, and the last
equation is the definition of α. 
We will now compose the operations from Claim 1 to construct a weakly
pointing operation for C; we use another induction argument.
Claim 2. For every nonempty X ⊆ C there exists c ∈ C and ϕ ∈ IdPol(H) such
that ϕ|C weakly points X to {c}.
Proof of Claim 2. We prove Claim 2 by induction on |X |. If X = {x}, then the
claim is trivial: take any ϕ ∈ IdPol(H), c = x and witnessing tuple (x, x, . . . , x)
for all coordinates.
Let |X | = k > 1 and assume that Claim 2 holds for all at most (k − 1)-
element subsets of C. Pick any u, v ∈ X , u 6= v and let ϕ ∈ IdPol(H) (say
n-ary), w ∈ C and α : C → C be the objects given Claim 1 applied to u and v.
It is easy to see that ϕ|C weakly points X to Y = {α(x) | x ∈ X} (this is where
we need property (ii) from Claim 1). Since α(u) = w = α(v), it follows that
|Y | < |X |. By induction assumption, there exists ψ ∈ IdPol(H) and c ∈ C such
that ψ|C weakly points Y to {c}. Using Observation 4.6 we get that (ψ <− ϕ)|C
weakly points X to {c} which concludes the proof of Claim 2. 
The lemma now follows from Claim 2 applied to X = C.
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We have achieved the goal of this subsection, i.e., the following corollary.
Corollary 5.15. For every b ∈ B, E−(b) is SD(∧). Similarly for a ∈ A and
E+(a).
Proof. By Lemma 5.14, every absorption-free subuniverse C ≤ E−(b) has a
weakly pointing operation and so we can apply Corollary 4.12. The proof for
a ∈ A is analogous.
5.4. All absorption-free subuniverses are SD(∧)
The last step of our proof is to show that every absorption-free subuniverse
C of A or B has a weakly pointing operation. Theorem 3.4 will then follow from
Corollary 4.12 and Corollary 5.4.
Lemma 5.16. Every absorption-free subuniverse C of A or B has a weakly
pointing operation.
Proof. Recall that by Corollary 5.8, for every absorption-free subuniverse C of
A or B there exists k > 0 such that distT(c, o) = k for all c ∈ C. We will proceed
by induction on this distance k. The base step, k = 1, follows from Lemma 5.14
from the previous subsection, since in that case C ≤ E+(o).
Let k > 1 and assume that C ≤ A (the proof for C ≤ B is analogous). Let
us denote by D the subuniverse D = E+(C) ∩ Ek−1(o) ≤ B. If D = {d} for
some d ∈ B, then C ≤ E−(d) and C has a weakly pointing operation by Lemma
5.14. Thus we can assume that |D| > 1.
The binary relation E∩(C×D) induces an onto mapping η : C → D defined
by η(c) = d, where d ∈ D is unique such that (c, d) ∈ E (this is because T is a
tree; see Figure 6).
C
D
c c′
· · ·
d = η(c) d′· · ·
· · ·
η−1(d)
Figure 6: The absorption-free subuniverses C and D.
The relation E ∩ (C ×D) is preserved by every ϕ ∈ IdPol(H) (see Lemma
5.1). The following are easy consequences of this fact:
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• for every D′ ≤ D the set η−1(D′) is a subuniverse of C,
• if D′ E D, then η−1(D′) E C (the absorbing polymorphism is the same),
• for D′ ≤ D, D′ = D if and only if η−1(D′) = C (since η is onto).
Combining these facts together with the fact that C is absorption-free yields that
D is absorption-free. Hence by induction assumption D has a weakly pointing
operation.
Let ϕ ∈ IdPol(H) (say n-ary) be such that ϕ|D weakly points D to {d} with
witnessing tuples d1, . . . ,dn. It is easy to verify that ϕ|C weakly points C to
η−1(d); any c1, . . . , cn ∈ Cn such that η(cij) = d
i
j (for i, j ∈ [n]) can serve as
witnessing tuples.
Since η−1(d) ≤ E−(d), it follows from Corollary 5.15 and Theorem 4.8 that
η−1(d) has a weakly pointing operation. Let ψ ∈ IdPol(H) and c ∈ η−1(d) be
such that ψ|η−1(d) weakly points η
−1(d) to {c}. In particular, ψ|C weakly points
η−1(d) to {c} and thus by Observation 4.6, (ψ<−ϕ)|C weakly points C to c.
Remark. In the language of universal algebra, the relation E ∩ (C ×D) is the
graph of an onto homomorphism η : C → D and thus, by the First Isomorphism
Theorem, D is isomorphic to the quotient of C over the kernel of η. The
induction step in the previous lemma follows easily from this observation.
Proof of Theorem 3.4 and Corollary 3.5. LetH be a special tree such that algH
is Taylor. In Lemma 5.16 we proved that every absorption-free subuniverse of
A or B has a weakly pointing operation. By Corollary 4.12, both A and B are
SD(∧) and thus it follows from Corollary 5.4 that algH is SD(∧).
It is easy to see that the core of a special tree is again a special tree. If H is a
core, then either algH is not Taylor, in which case CSP(H) is NP-complete by
Theorem 4.3, or algH is SD(∧) and H has bounded width by Theorem 4.4.
6. Discussion
We believe that given the evidence, it is reasonable to conjecture that our
result generalizes to all oriented trees. (A natural first step would be to confirm
this conjecture for all triads.) Moreover, we hope that the techniques developed
in this paper will be useful in pursuit of the proof.
Conjecture 2. For every oriented tree H, either algH is not Taylor or it is
SD(∧). In particular, if H is a core, then H has bounded width or CSP(H) is
NP-complete.
The reader may wonder why we need two different characterizations of SD(∧)
algebras, i.e., why we use WNU operations for the proof of Corollary 5.4. The
reason is that our techniques used later in the proof are not well suited to deal
with non-diagonal connected components of powers of the digraph H. This is
one obstacle to generalizing the result to all oriented trees.
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Another shortcoming is that we cannot get a good handle of polymor-
phisms of higher arities than binary. For example, it follows from Corollary
5.13 that neither A nor B can have a two-element absorption-free subuniverse,
and, in fact, we can prove that algH (if it is Taylor) cannot have a two-element
absorption-free subuniverse at all (we will not present the argument here, but
it is similar in spirit to the proof of Lemma 5.3). We do not know if this result
can be extended to more than two elements. Hence the following open problem.
A finite idempotent algebraA is always absorbing, if for every nonempty B ≤
A there exists b ∈ B such that {b} E B. (Equivalently, there are no absorption-
free algebras in the pseudovariety generated by A, see [11, Proposition 2.1].)
Problem. Let H be a (special, or any oriented) tree such that algH is Taylor.
Is algH always absorbing?
By Corollary 4.12, always absorbing algebras are SD(∧). A positive answer to
this problem would likely significantly simplify our proof.
Lemmata 5.6 and 5.7 establish existence of a singleton absorbing subuni-
verse of A or B. Incidentally, the Absorption Theorem of Barto and Kozik [5,
Theorem 2.3] applied to A, B, and E immediately yields that fact. However,
for the rest of the proof we need the fact that the absorbing operation is a
WNU operation. Can the proof of the Absorption Theorem in [5] be improved
to achieve this stronger claim?
Special balanced digraphs, a relaxation of the definition of special trees to
balanced digraphs, appear naturally in the reduction of constraint satisfaction
problems to digraph H-coloring [19, 20, 22]. The reader may notice similarities
with some of the proofs in [20]. Can our techniques be adapted to obtain
interesting results about special balanced digraphs?
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