Immersive 3D virtual environments such as simulations and serious games for education and training are typically multimodal, incorporating at the very least both visual and auditory cues, each of which may require considerable computational resources, particularly if high fidelity environments are sought. It is widely accepted that sound can influence the other modalities. Our own previous work has shown that sound cues (both contextual and non-contextual with respect to the visual scene) can either increase or decrease (depending on the sound) visual fidelity (quality) perception in addition to the time required to complete a simple task (task completion time) within a virtual environment. However, despite the importance and benefits of spatial sound (sound that goes far beyond traditional stereo and surround sound techniques, allowing users to perceive the position of a sound source at an arbitrary position in three-dimensional space), our previous work did not consider spatial sound cues. Here we will build upon our previous work by describing the results of an experiment that will be conducted to examine visual fidelity (quality) perception and task performance in the presence of various spatial sound cues including acoustical reverberation and occlusion/diffraction effects, while completing a simple task within a virtual environment.
INTRODUCTION
In the context of a simulation (physical and virtual), fidelity denotes the extent to which the appearance and/or behavior of the simulation matches the appearance and behavior of the real system (Farmer et al., 1999; Hays and Singer, 1989) . Fidelity can be divided into two components: i) psychological fidelity, and ii) physical fidelity (Ker and Bradley, 2010) . Psychological fidelity refers to the degree to which the skills inherent in the real task being simulated are captured within the simulation (Ker and Bradley, 2010) and may also include the degree of reality perceived by the user of the simulation (the trainee) (Rehmann et al., 1995) . Physical fidelity covers the degree of similarity between the training situation and the operational situation which is simulated (Hays and Singer, 1989; Ker and Bradley, 2010) . Physical fidelity can also be further divided into equipment fidelity that denotes the degree that the simulation replicates reality and environmental fidelity that denotes the degree that the simulation replicates the sensory cues (Ker and Bradley, 2010; Rehmann et al., 1995) .
Immersive 3D virtual environments such as simulations and serious games for education and training often aim to mimic the real-world and are therefore typically multimodal, incorporating at the very least both visual and auditory cues. Each of these may require considerable computational resources, particularly if high fidelity environments are sought as they often are. However, it is currently beyond our capability to faithfully account for all of the human senses within a virtual simulation/serious game. In other words, complete (perfect) multi-sensory fidelity may be impossible to achieve, at least with our current technology. Even if we consider the audio and visual modalities only, real-time high fidelity audio and visual rendering (particularly of complex environments) is still not feasible, despite the computing hardware currently available (Hulusic, 2008) . In addition, given the associated burden on computational resources, striving for such high fidelity environments increases the probability of lag and subsequent discomfort and simulator sickness (Blascovich and Bailenson, 2011) . Moreover, it remains unclear if such fidelity is actually needed for either enjoyment or knowledge transfer and retention, and striving to reach higher levels of fidelity can also lead to increased computational requirements (processing time and memory resources) and increased development time and costs.
It has been shown that sound can influence our perception of a rendered graphics scene and vice versa (Hulusic, 2008) . Various studies have examined the perceptual aspects of audio-visual cue interaction (amongst other multisensory interactions), and it has been shown that sound can potentially attract part of the user's attention away from the visual stimuli and lead to a reduced cognitive processing of the visual cues (Mastoropoulou et al., 2005) . Sound can, for example, attract part of the viewer's attention away from any visual defects inherent in low frame-rate animations and lead to a reduced cognitive processing of the visual cues (Mastoropoulou et al., 2005) . Bonneel et al. (2010) examined the influence of the level of detail of auditory and visual stimuli in the perception of audio-visual material rendering quality and observed that the visual level of detail was perceived to be higher as the auditory level of detail was increased. Hulusic et al. (2008) showed that sound effects allowed slow animations to be perceived as smoother than fast animations and that the addition of footstep sound effects of footsteps to walking (visual) animations increased the animation smoothness perception. Our previous work examined the perception of visual fidelity defined with respect to polygon count and texture resolution within a non-stereoscopic and stereoscopic 3D environment under various ambient auditory conditions (both contextual and non-contextual auditory cues with respect to the visual environment) (Rojas et al., 2011; Rojas et al., 2012) . Results from our previous work indicate that auditory cues can have a large effect on visual fidelity perception. More specifically, the perception of visual fidelity increased in the presence of classical music, while the perception of visual fidelity perception was greatly decreased in the presence of white-noise auditory cues. Results also indicated that contextual auditory cues can lead to a great increase in visual fidelity perception (Rojas et al., 2011; Rojas et al., 2012) .
Motivated by these studies and the general lack of emphasis on audition in virtual environments, and games, where the emphasis is generally placed on visuals/graphics (Carlile, 1996) , we have begun investigating multimodal interactions within virtual simulation, gaming, and serious gaming environments. Our long-term goal is to develop an understanding of simulation (and serious games in particular) fidelity, multimodal interactions, user-specific factors and their effects on knowledge transfer and retention. Although our previous findings indicate a strong effect between ambient auditory cues and visual fidelity perception, many questions remain. More specifically, in our previous studies, participants were presented with a static visual scene in the presence of mono (non-spatial) sound. Spatial sound goes far beyond traditional stereo and surround sound techniques, and allows users to perceive the position of a sound source at an arbitrary position in three-dimensional space. Adding realistic spatial sound to interactive applications such as a virtual environments, video games, and serious games can add a new layer of realism (Antani et al., 2012) , contributes to a greater sense of "presence", or "immersion" (Pulkki, 2001) , improve task performance (Zhou et al., 2007) , convey information that would otherwise be difficult to convey using other modalities (e.g., vision) (Zhou et al., 2007) , and improve navigation speed and accuracy (Makino et al., 1996) . Yet, despite the importance and benefits of spatial sound, previous work, including our own, did not consider spatial sound cues. Here, we build upon our previous work by examining visual fidelity perception and task completion time in the presence of contextual auditory cues (with respect to the visual scene) while carrying out a simple realtime interactive task within a virtual environment. In contrast to our previous work, here we consider both spatial and non-spatial sound, and rather than defining visual fidelity with respect to polygon count or texture resolution, here we define visual fidelity with respect to a "cartoon" ("cel-shading") effect. The non-photorealistic rendering effect is designed to make computer graphics appear to be hand-drawn and is widely used in video games but not with serious games. We hypothesize that the presence of spatial sound will lead to i) an increase in visual fidelity perception of both the originally (non-processed) and cel-shaded visual scenes, and ii) a decrease in the time required to complete the task. The cel-shading effect examined here is achieved by post-processing the originally rendered scene (at interactive rates using the graphics processing unit), and therefore, there is no computational savings as a result. However, if, as we hypothesize, spatial sound will lead to an increase visual fidelity, and a decrease in task completion time, it may provide further motivation to incorporate cel-shading effects into virtual environments (simulations and serious games), further investigate the effect of spatial sound on visual fidelity perception, and at the very least, further reinforce the importance of spatial sound within a virtual environment.
The remainder of the paper is organized as follows. Experimental details are provided in Section 2 ("Methods and Materials") while experimental results are provided in Section 3 ("Results"). Finally, a discussion of the results and plans for future research are provided in Section 4 ("Discussion and Future Work").
METHODS AND MATERIALS

Participants
Participants consisted of unpaid volunteers and were students from the University of Ontario Institute of Technology. A total of six (three female, and three male) volunteers participated in the experiment (average age was 21 years old). None of the participants reported any hearing or visual defects. The authors did not participate in the experiment and the experiment abided by the University of Ontario Institute of Technology Research Ethics Review process for experiments involving human participants.
Visual Stimuli
The visual scene consisted of five rendered (3D) versions of a virtual operating room with various tools, and equipment (see Figure 1) . The virtual operating room is part of a serious game for total knee arthroplasty , and was modified to allow for this experiment. Within the operating room were three non-player characters (nurses) which, for the purposes of this experiment, remained static and did not afford any interaction with the participants. The five conditions included the following (see Figure 1 ): i) original (no effect), ii) celshading with three levels (i.e., color is divided into three discrete levels), and iii) cel-shading with six levels (i.e., color is divided into six discrete levels). The experiment was carried out on an Acer Aspire laptop with a 15.6" screen size and a screen resolution of 1366 × 768. The operating room environment was viewed in "full screen" mode.
(a) (b) (c) FIGURE 1. Visual stimuli considered in this experiment. (a) Original (non-filtered), (b) cel-shading with three levels (i.e., color is divided into six discrete levels), and (c) cel-shading with six levels.
Auditory Stimuli
Three auditory conditions were examined: i) no sound (visuals only), ii) monaural (non-spatial) surgical drill sound, iii) spatialized surgical drill sound. The surgical drill sound was obtained by recording an actual drill sound. The (monaural) recording was made in an Eckel audiometric room to limit any external noise (air condition "hums", etc.) and reverberation of the generated sounds within the environment, and sampled at a rate of 44.1 kHz. All auditory stimuli were output with a pair of AKG Acoustics A240 headphones. The spatialized sound of condition iii) included head-related transfer function (HRTF) processing and environmental (occlusion and reverberation) processing. HRTF processing was using the software-based, HRTF approximation provided by FMod audio library (default settings). The FMod software HRTF approximation applies a low-pass filter to sounds that are behind the listener. A maximum and minimum angle defines conical areas behind the listener with the listener's head at the cone's apex. The minimum angle is a narrow cone defining the area where the low-pass filter effect is applied at maximum strength (4,000 Hertz). The maximum angle defines a wider cone. The strength of the effect is interpolated for angles between the maximum and minimum angle allowing the effect to fade in and out as the head is rotated relative to the sound source. Environmental processing was accomplished using the acoustical occlusion modeling method introduced by , and the acoustical reverberation modeling method also introduced by Cowan and Kapralos (2011) , both of which employed the graphics processing unit and therefore operated at interactive rates.
Experimental Method
Participants were seated in front of the Acer Aspire laptop computer which was used to conduct the experiment. Participants were provided with an overview of the experiment followed by a description of their required task by one of the experimenters. In each trial, participants were presented with one of the four versions of a virtual operating room in conjunction with one of the three sound conditions previously described. Their task was to navigate through the operating room from their starting position to a point in the room which contained a tray with surgical instruments and pick up a surgical drill (they had to navigate around the bed and one of the NPC nurses to reach the tray that contained the surgical instruments; see Figure 2 (a)).
Navigation through the environment was accomplished in a first-person perspective (were participants took on the role of the surgeon) using the standard arrow keys (to move the "player") and mouse (to move the "camera"). Within this first-person view, the hand and lower arm of the participant's surgeon avatar was displayed. Choosing the surgical drill involved moving their avatar's hand over the drill and clicking the left mouse button. Once the drill was chosen, it appeared in the hand of the user's avatar and the participant was prompted to rank the visual scene with respect to their perceived visual fidelity on a scale from 1 (lowest perceived fidelity ), to 7 (highest perceived fidelity); see Figure 2 (b) . Aside from interacting with the surgical instruments, there were no other interactions permitted (e.g., the participants could not interact with any of the NPCs or other objects in the room). Entering their choice signaled the end of the trial; the following trial began after the user clicked the "Continue" button that appeared on the visual fidelity ranking screen after the participant entered their choice. Each of the four rendered versions of the operating room and each of the three sound combinations (12 combinations in total) was repeated three times for a total of 36 trials, all of which were presented in a randomized ordering. The experiment took approximately 15 minutes to complete, and all of the participants completed the experiment in a single session. 
RESULTS
Within the experiment, two dependent variables were collected: i) visual quality perception, and ii) task completion time (which was measured from the moment the participant started at trail until the moment they picked up the drill). A summary of the results (average mean and standard deviation across all participants) for visual fidelity perception and task completion time are provided in Table 1 and Table 2 respectively. Examination of the results in Table 1 (average visual fidelity perception) reveals that the difference between the average values for each of the three visual conditions is very small irrespective of the auditory condition. More specifically, the difference between the minimum and maximum fidelity value for the "original", "3-level cel-shaded" and "6-level cel-shaded" visual conditions were: 0.1, 0.2, and 0.2 respectively. However, the average fidelity is larger when considering the "original" visual condition. A one-way between participants ANOVA was conducted to compare the effect of the auditory conditions over the perception of visual fidelity for each of the three renderings of the virtual operating room. There was no significant effect of auditory cues on visual fidelity perception at the p <.05 level for any of the conditions [F(2,4) = .080, p = .812]. Examination of the average values of Table 2 (average task completion time) reveals that the difference between average task completion time was generally very small across each of the conditions although the average task completion times for the "monaural" and "spatial sound" auditory conditions were slightly lower than the average task completion times for the "no sound" auditory condition, indicating that the participants did take longer to complete the task in the absence of sound. A one-way between participants ANOVA was conducted to compare the effect of the auditory conditions on task completion time for the three visual renderings of the virtual operating room revealed that there was no significant difference at the p <.05 level for any of the conditions [F(2,4) = 1.795, p=.170]. 
DISCUSSION AND FUTURE WORK
Contrary to our original hypothesis, the presence of sound (spatial and non-spatial) did not have any effect on visual fidelity perception and task completion time. With respect to task completion time, our results are also contrary to previous work that has examined performance in the presence of sound and music. For example, a study by Chang and Thompson (2011) demonstrated that whines, cries, and "child-directed speech" distracted listeners completing simple mathematical (subtraction) problems. Similarly, Woods et al. (2011) discovered that sound (noise) can have an effect on the perception of food gustatory properties, food crunchiness and food liking, while Conrad et al. (2010) discovered that stressful music (e.g., heavy metal music) had a negative impact on the time required to complete a laparoscopic surgery task but did not impact task accuracy while classical music had a variable effect on the time required to complete the task but resulted in greater task accuracy. That being said, the virtual operating room environment considered here was small and with few objects obstructing the path between the sound source and the listener and as a result, the spatial sound cues may have been limited. In addition, the task itself (i.e., navigate through a small operating room and pick up the surgical drill), was rather simple and the participants could see the surgical drill from the starting position; hence, they may have simply relied on visual cues to complete this simple task. With respect to visual fidelity perception, once again, our results are also contrary with our own previous work that revealed the perception of visual quality of a virtual model is dependent on sound (Rojas et al., 2011; Rojas et al., 2012) . In those studies, it was observed that white noise resulted in a decrease of visual fidelity perception for visual fidelity defined with respect to polygon count and texture resolution of a static object consisting of a 3D rendered model of a surgeon. In contrast, sound consisting of either classical music or heavy metal music led to an increase in the perception of visual fidelity when considering both polygon count, and texture resolution. However, here we considered only cel-shading effects (two levels: three and six) and our sound consisted of a surgical drill sound that was either spatialized or non-spatialized. The drill sound itself was contextual with respect to the visual scene (i.e., related to the drill which the participants had to reach and pick up) and may not have had any distracting effects as illustrated in our previous work where the sounds (white noise, and heavy metal music in particular) were non-contextual with respect to the visual scene (static 3D rendering of a surgeon) and led to a decrease in the perception of visual fidelity.
Finally, results presented here are very preliminary and represent a very small sample size. Greater work must be carried out before any conclusions regarding the interaction of spatial sound and visual fidelity and task completion time can be made. Future work will include repeating the experiment with a larger, and more diverse, participant population. Future work will also consider of additional definitions of graphical/visual fidelity, including the polygon count and texture resolution of the models within the virtual environment in addition to a more complex environment with more objects that occlude the direct path between the sound source and the listener.
