This demo presents a distanceless networking approach for wireless sensor networks sparsely deployed in large areas. We implement the proposed scheme and deploy the sensor network in a large urban reservoir of 2.5km * 3.0km to monitor the field wind distribution. We show the in-field deployment procedure of the wind field measurement system and demonstrate the performance of the data collection protocol by a small testbed on site.
Introduction
Environmental studies, such as water quality monitoring [1] and wind measurements [3] , often require coarsegrained spatial sampling with a resolution of more than hundreds of meters in large areas attributable to the spatiotemporal data correlation. The data collection network of such applications is sparse as the distance between two neighboring sampling locations could be up to more than 1 km. To build sparse WSNs using low power communication modules, this demo presents a novel long-distance networking paradigm, called distanceless, which can expand the communication range of sensor motes based on rateless codes and fully exploit network diversity for sparse sensor networks deployed across large fields. By leveraging rateless codes, a sender keeps transmitting encoded data stream until the first receiver accumulates sufficient information and decodes the original data successfully. Therefore, we are able to gradually lower down the effective data rates and thus significantly augment the communication distance beyond the current limit. The distanceless transmission is able to fully exploit the link capacity and automatically adjust to a suitable effective data rate for both near and far receivers. We also adapt the distanceless transmissions to low duty-cycled sensor networks and allow the first wakeup node to forward the data instead of a fixed routing strategy. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the Owner/Author. Copyright is held by the owner/author(s). We implement the proposed networking system in TinyOS on the TinyNode platform [4] and deploy the sensor network in a real-world project, in which 12 wind measurement stations are installed around a large urban reservoir of 2.5km * 3.0km to monitor the field wind distribution, as depicted in Figure 1 . The wind distribution and some key water quality parameters at several discrete locations in the reservoir (e.g., dissolved oxygen, chlorophyll, and temperature) are used as inputs to a three-dimensional hydrodynamicsecological model. Based on the calculation in the model, we can study the effect of different environmental parameters on the water quality and predict the evolution of the water quality in the reservoir. To the best of our knowledge, this is the first distanceless sensor network design that enables the data collection of sparse sensor networks deployed across large fields. Extensive experiments reveal that our system significantly outperforms the state-of-the-art data collection protocols in terms of the data delivery reliability, latency and energy consumption. More detailed information could be found in our paper [2] .
SenSys

System design
We implement Luby Transform (LT) code [5] in TinyOS on TinyNode hardware by tackling a set of challenges, such as decoding overhead reduction, fast decoding and block size adaptation. A link layer protocol is proposed to support the distanceless transmissions. We further propose the Expected Distanceless Transmission Time (EDTT) metric for evaluating the link quality. EDTT can be integrated into the existing routing protocols to enable network-wide data collection. We finally extend the distanceless networking to duty-cycled sensor networks. The final system includes both link and network design. It significantly enriches the connectivity of sparse sensor networks and thus improves the reliability and efficiency of data collection. Figure 2 depicts the architecture of distanceless networking, which has been presented in our regular paper [2] . In this demo, we brief introduce the main components. We implement four major modules compatible to the existing IEEE 802.15.4 networking stack with the minimal modifications to current protocol implementations in TinyOS. To transmit a data packet, the processed data packet is delivered to the logical link control module from the routing module to generate rateless blocks. Frames are passed to the existing MAC layer for transmissions using existing multiple access schemes, like LPL and CSMA/CA. The optimization of transmission parameters, e.g., block size and frame length, are also performed in the logical link control module. For receiving, the fast decoding module retrieves blocks from the buffer and passes blocks to the logical link control to decode while the radio is still receiving the rest of frame. The receiver with a smaller forwarding cost will relay the packet if it wakes up first.
Results
We deployed 12 wind measurement stations and 3 sets of underwater sensors to measure the wind distribution over the water surface and some key parameters of water quality, such as dissolved oxygen, conductivity, chlorophyll, pH value and temperature, as depicted in Fig. 1 . Three types of wind sensor are constructed, including land based, floating and mobile sensors. Fig. 3 shows the land based wind sensor installed on the water edge of Marina Channel (i.e., W05 in Fig. 1 ). For each sensor, the wind monitor model 05305L of R.M. YOUNG is used, which provides a measurement accuracy of 0.2m/s for speed and 3 • for direction. All wind sensors are equipped with a RTCU DX4 data logger, as presented in Fig. 3 . A solar panel is equipped to provide power for the wind anemometer and data logger. In an early version of the data collection system, the minutely measured sensor reading is retrieved by the data logger and transmitted to our server directly through a cellular communication module. However, it costs additional fees. For instance, in our project, it needs $4550 annually to collect the sensor data of 12 wind measurement stations through the cellular network. At present, we install our proposed sensor network which collects sensor data from all nodes to the sink (i.e., W06 in Fig. 1 ). At each wind measurement station, TinyNode can directly retrieve the sensor readings of wind direction and speed through the two ADC pin of its MSP430 microcontroller. It can also read the sensor data from the data logger through a serial interface of RS232. The sink then sends the collected data to our server via one cellular module.
