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ABSTRACT
The importance of cyber-physical systems is growing very fast,
being part of the Internet of Things vision. These devices generate
data that could collapse the network and can not be assumed by the
cloud. New technologies like Mobile Cloud Computing and Mobile
Edge Computing are taking importance as solution for this issue.
The idea is offloading some tasks to devices situated closer to the
user device, reducing network congestion and improving applica-
tions performance (e.g., in terms of latency and energy). However,
the variability of the target devices’ features and processing tasks’
requirements is very diverse, being difficult to decide which device
is more adequate to deploy and run such processing tasks. Once
decided, task offloading used to be done manually. Then, it is neces-
sary a method to automatize the task assignation and deployment
process. In this thesis we propose to model the structural variability
of the deployment infrastructure and applications using feature
models, on the basis of a SPL engineering process. Combining SPL
methodology with Edge Computing, the deployment of applica-
tions is addressed as the derivation of a product. The data of the
valid configurations is used by a task assignment framework, which
determines the optimal tasks offloading solution in different net-
work devices, and the resources of them that should be assigned to
each task/user. Our solution provides the most energy and latency
efficient deployment solution, accomplishing the QoS requirements
of the application in the process.
CCS CONCEPTS
• Software and its engineering → Software product lines;
• Computer systems organization → Distributed architec-
tures; Embedded and cyber-physical systems; •Hardware→Power
estimation and optimization.
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Software Product Line, Mobile Edge Computing, Mobile Cloud
Computing, Energy Efficiency, Latency, Optimisation
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1 INTRODUCTION AND MOTIVATION
The importance of cyber-physical systems (CPS) [24] continues
growing, due to the massive popularization of mobile devices for
personal use (smartphones, personal devices, tablets, etc.), the im-
provement in the communication speed of wireless networks, the
development of the Internet of Things (IoT) [1] and the benefits of
Cloud Computing (CC) [29], which has played an important role in
the development and advancement of mobile applications for the
IoT. More recently, technologies such as Edge Computing [38] and
Fog computing [5] bring the advantages and power of the cloud
closer to where the data is created and consulted.
It is expected that by 2025 there will be around 80 billion of IoT
devices -from personal mobile devices, to sensors, household appli-
ances and wearables- connected to Internet, which would generate
175 trillion Gb of data per year [35]. In return, these forecasts imply
an increase in traffic in the network that cannot be assumed by the
cloud.
Edge Computing (EC) is a decentralized computing infrastruc-
ture in which data, computation, storage and applications are lo-
cated somewhere between the source of the data and the cloud.
This technology aims to improve the efficiency of the infrastruc-
ture, transferring the most hard-computational tasks of applications
to any nearby device with network connectivity and computing
power [27]. By this way, the data can be processed or stored nearby
it is produced and/or consumed. Among the advantages of EC we
can include the reduction of the communication latency respecting
to send the data to the cloud (Mobile Cloud Computing, MCC) [41],
the reduction in the energy consumption that can be achieved,
and others benefits, like the data privacy obtained. EC takes ad-
vantage of the large amount of inactive computational power and
distributed storage space in different Edge devices (such as Wi-Fi
routers and access points, or low-cost computer boards - SBC) lo-
cated nearby final users and devices (called edge of the network),
and connected to the same WLAN. These devices, that forms the
deployment infrastructure (DI), perform computationally intensive
and/or critical latency tasks. This is known as Multi-Access Edge
Computing [33] (formerly Mobile Edge Computing, MEC). These
advances in TIC technologies influence the way in which applica-
tions are implemented and deployed in the IoT devices, the edge or
the cloud [40, 46].
Features of the devices that conform the DI (called nodes) are
very diverse: computing power, memory capacity, software charac-
teristics, storage, communication latency, etc. Due to this variability,
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it is not easy to know which node is the best option to deploy appli-
cations’ tasks to obtain the benefits that MEC and MCC can provide,
and accomplishing the QoS requirements of the applications in the
process. It is necessary the creation of new methods and software
tools that help developers to manage the variability of the hardware,
the complexity of network access infrastructures, the distribution
of data, and the decision of where the different computational tasks
must be located. These methods and tools would help them in the
applications’ configuration and deployment, obtaining a good QoS
level in the process (in terms of latency, security, etc).
A widely number of works propose code offloading as a solution
to improve the applications’ energy consumption and latency [14,
16, 19, 20, 23, 25, 28, 30, 34, 40, 43, 44, 49, 50]. Nevertheless, none of
them give a solution to model and configure both applications and
deployment infrastructures. In addition, only a few apply MCC and
MEC at the same time [44, 49], while others do not take into account
some factors of the process. For instance, some approaches do not
considerate the execution time of tasks offloaded to the cloud [12, 28,
47, 48], while others ignore the communication time to obtain the
response from the cloud [11], or just take into account the energy
consumption of the CPU [4, 50]. Several MEC based approaches
do not consider the workload of the edge devices [28, 37]. In this
thesis, we will take into consideration all these issues, providing
an engine to weight them according to the company/organization
interests.
The main contributions of our proposal are the following:
• We will create a model to configure DIs and applica-
tions for code offloading: In order to obtain the optimal
application deployment solution, it is primordial to consid-
erate both the heterogeneity of applications and nodes of
the DIs. Applications are composed by a set of configurable
tasks. In the same application domain, every application can
be configured to meet different requirements. At the same
time, the energy consumption and latency of the applications’
tasks will depend on hardware (e.g., node’s architecture, CPU
power, transmission power, etc) and software features (e.g.,
data to be transmitted, tasks’ computational cost, etc) among
other issues. This variability present in tasks and nodes can
be modeled using SPL (Software Product Lines) [32] feature
models, which allow the configuration of the DIs and the
applications to meet specific deployment scenarios. In this
thesis wewill propose a general model for deployment infras-
tructures in edge and cloud, and will focus on the family of
Augmented Reality (AR) [2] applications. We will decompose
the functionality of this applications in intensive computa-
tional tasks that could be offloaded to the edge or cloud,
which are characterized by the required resources and time
requirements.
• Our approach will define a process to generate the op-
timal deployment solution according to the applica-
tion and the DI at runtime: The configuration of the DI
and the application variability models is the input of the
Optimal Task Assignment Framework (OTAF), which re-
solves what is the optimal deployment solution in terms
of energy consumption and latency. At the same time, the
OTAF will assign hardware resources (storage, RAM, and
CPU) to each user. The functional and non functional re-
quirements of the application are taken into account during
the process (e.g., hardware requisites, QoS needed, security
requirements, etc). To achieve this, the problem must be
formalized and solved. Data structures based on weighted
graphs, and solver techniques like graph cutting or linear and
nonlinear programming can help us in this task [27]. Since
the OTAF is a daemon, and it is running in a node (man-
ager node) continuously, each time a new user starts the
application, it returns the optimal deployment solution and
resources assignment according to the current state of the
DI. Finally, to put into the practice this approach, we plan to
make use containers [39], virtualization [26] or unikernel [6]
solutions.
• Wewill provide a solution to adapt user’s applications
at runtime: The functionality of the application carried out
by the device of the user, typically a smartphone, will depend
on the deployment solution. Although the application’s be-
haviour would change from one execution to another, due
to the deployment assignment at the nodes of the DI, the
application itself will be the same. It makes necessary the
introduction of a mechanism to reconfigure applications ac-
cording to this. For this reason, we will provide an adaptation
engine for smartphones. As this can be done by different
ways, we will implement a few solutions to adapt applica-
tions at loadtime and runtime. Then, we will compare them
in order to find the most energy-efficient adaptation engine
for smartphones.
The rest of the paper is organized as follow: Section 2 clearly
states the research questions that we try to answer in this thesis.
Section 3 shows the methodology and our approach. In Section 4
we present the preliminary results. Finally, in Section 5 we outline
the structure of this thesis, the actual state of it and a year work
plan.
2 RESEARCH QUESTIONS
As part of my thesis, our approach has to answer several research
questions in order to fulfill the aim of this project.
Firstly, since we need information about the application’s tasks
as well as the DI’s nodes they will be deployed on, the first ques-
tion we would like to answer is: RQ1: How can we model the
variability of DI and the application’s tasks in order to opti-
mize the deployment assignment solution? In this thesis we
will bring a model to configure DIs that could be applied to any
scenario. Nodes of the DI are composed by a set of features that
describe them (CPU power, RAM, operative system, kind of device,
etc). To model all these features, we will use SPL feature models.
Specifically, we will use features with numerical values [7]. Our de-
ployment infrastructure will be composed by a set of nodes. For this
reason, we use cardinality-based feature models [17]. As testbed
application, we will focus on AR applications’ family. Many mobile
devices are often unable to cope with the runtime real time re-
quirements of these multimedia apps. Offloading to the cloud is not
always a feasible option due to the high and inconstant latency of
wide-area networks [42]. In any case, we need to determine which
information must be contained in the models in order to determine
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the energy consumption of the deployment and the maximum la-
tency permitted. The information resulting by the configuration of
the application and the DI feature models is used as input of our
assignment problem. So, RQ2: How can be the problem formal-
ized and solved? The assignment of tasks and resources to the
nodes of the DI is not an easy process. Functional requirements
(e.g., the application need a camera to run) as well as non functional
requirements (e.g., QoS, security, etc) must be taken into account.
In order to accomplish the QoS, dependencies between tasks must
be considered. These dependencies can be of two types: sequential,
where one task ends before the other task begins, or parallel, where
it is not necessary that the previous task ends before starts the
next one. Some tasks (or a set of them) could have time limitations
in order to achieve the QoS requirements. We need a model that
allows us the management of tasks dependencies, along with time
restrictions. Graph representation allows both kind of dependen-
cies [22], and linear and/or nonlinear programming are positioned
as good ways to solve our problem.
Tasks’ assignment process is not only difficult, but it is also a
hard-computational process. Therefore, we wonder if it it possible
to do it at runtime, and RQ3: How can we afford a deployment
assignment at runtime? The deployment solution obtained from
RQ2 will be provided by a microservice architecture, structuring the
application as a collection of services in order to distribute the tasks
that compose the application among the nodes of the DI. This service
must be able to bring a solution at loadtime in a time short enough
to be invisible to the final user. Due to the problem’s complexity,
it could be difficult to achieve this goal. For this reason, collecting
information about previous executions allow us to predict the opti-
mal solution for the current problem. As smartphones may not be
very resource-rich devices, our service must be running on a DI’s
node, called manager node.
RQ4: How can be the tasks deployed on DI’s nodes? Once
an optimal deployment solution is found, we need to automati-
cally deploy each task to the assigned node. These nodes should
distribute and reserve part of their resources to each task, so it is
necessary a mechanism to make it possible. During the execution,
it might happen that some nodes stop working. In addition, the
location of the user may change along the execution, being some
nodes inaccessible from the new location. Nevertheless, the service
cannot be interrupted. For this reason, the solution must include
data replication (fault tolerance) and data and functionality migra-
tion at runtime from one node to another without stopping the
application, making as result a self-adaptive system able to change
the tasks’ allocation if necessary. Some existing technologies, such
as virtualization, containers (e.g., Docker) or unikernel solutions,
facilitate redeployment. We will explore all of them in terms of
energy consumption, strengthness and weakness , and their in-
fluence in QoS. When all offloaded tasks from the user’s node to
the DI are running, the application of the user must be adapted in
order to execute only the tasks that have been assigned to it. We
focus in scenarios where user’ nodes are smartphones. It poses the
next question: RQ5: How can applications being adapted to
the edge-based deployment assignment? We need a solution
to adapt existing applications to the deployment assignment. As
the majority users have Android smartphones, we will focus our
approach in Android applications, although we do not discard to
present a solution to adapt iOS applications too. Our adaptation
approach must be as lightweight as possible, consuming a little
amount of energy. To achieve this, we will propose different adap-
tation engines (e.g., based on proxy pattern [21], virtual-method
hooking [15]) and then we will measure the energy overhead in-
troduced by them, as well as their scalability. Energy consumption
in Android smartphones can be measured using different existing
software tools, such as Trepn Profiler1 or GreenScaler [13].
Once the application is deployed and it is running, we have to
determine how good is our deployment assignment. RQ6: What
is the benefit obtained by our optimal assignment process?
Minimize the applications’ energy consumption and latency are
the goals of this thesis, satisfying the functional and non functional
requirement on the way. On one side, we need a validation module
that verifies that these requirements are accomplished (functional
testing, execution time tests, security testing, etc). On the other side,
the benefit obtained by our solution should be evaluated. It can be
done by measuring the execution time and energy consumption
of the code offloading solutions and then comparing it with the
result of execute all the application’s tasks at the node of the user.
Measuring the energy consumption is not an easy task, as it is
highly dependent on the architecture of the device (hardware and
software features), its state (e.g., workload), and environmental
conditions. Some of them, like the background processes running
on the devices, could be difficult to control.
3 RESEARCH METHODOLOGY AND
APPROACH
For the accomplishment of the objectives presented in this thesis,
we will use a SPL based approach to model the variability of applica-
tions and DIs (RQ1). The optimal assignment deployment problem
must be formalized, in order to use the information obtained by the
models to bring the optimal deployment solution (RQ2).
Our research in this thesis is both applied and empirical. We
plan to develop a service-oriented solution to, given a configured
deployment infrastructures and application, to generate the optimal
deployment assignment (RQ2, RQ3). The tasks are offloaded from
the user’s node (RQ5) to be deployed to different nodes of the
DI (RQ4). In order to obtain the optimal deployment assignment,
we plan to use both linear solvers (like Z3) [18] and nonlinear
solvers (like Gekko) [3]. The framework will run as a microservice
in a manager node and will be attending requests from users. The
manager node contains information about the state of each node of
the DI (hardware and software information, network and workload).
The manager node is responsible for sending the instructions to
the rest of nodes in order to deploy application’s tasks, as well as
assigning resources to each task. We will define the mechanisms
to maintain the manager node updated with the status of the rest
of nodes, and a protocol to control and perform tasks deployment
and data migration. Nodes could use virtualization, containers or
unikernel based solutions. At the end, the application works like a
microservice-based architecture, where the application’s tasks are
distributed into different nodes. All the process must be approved
by a validation and verification module, which verifies that both
1https://developer.qualcomm.com/software/trepn-power-profiler
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functional and non functional requirements are accomplished, as
well as evaluates how good is the solution (RQ6).
Figure 1 shows a full view of our approach. One part of our
proposal is based on domain engineering methodology (top of
Figure 1, Sections 3.1, 3.2 and 3.3) and the other part is based on
application engineering methodology (bottom of Figure 1, Sections
3.4, 3.5 and 3.6).
3.1 Model of the Deployment Infrastructures
The set of nodes that compose the DI are modeled using cardinality
feature models with numerical values. On top of Figure 1, the SPL
model of a DI is shown. In this model, nodes have a type associ-
ated: they can be computational nodes, user nodes or sensor motes.
Computational nodes are devices in which tasks of the user can be
offloaded in order to save energy or time. For example, computers,
smartphones, IoT Gateways or limited resources computers, like
Raspberrys. User nodes are devices in which the main application
is executed. Once a user node is connected to the service, it can
form part of the DI like computational node or not, according to the
policy. By last, sensor motes are nodes in a sensor network capa-
ble of performing some processing, gathering sensory information
and communicating with other connected nodes in the network.
The type of information collected by sensor motes depends on the
sensor units associated to them. In the model shown on top of Fig-
ure 1, there is a constraint that makes mandatory for sensor motes
and smartphones to have at least one sensor unit associated. Some
application’s tasks require one or more sensor units to be executed,
so this allows us to determine which nodes are able to run each
task (e.g., the task CaptureVideoFrame must be ran in a node with
an image sensor unit associated). The nodes are composed by a set
of numerical features that describe them (CPU power, HD capacity,
RAM). Finally, the nodes are connected to internet using a network
with a numerical feature associated, its bandwidth, that describes
the data transmission rate of the node.
3.2 Model of the application’s family
An application’s family is composed by a set of software applica-
tions that share the major of their features. This allows the con-
figuration of a collection of applications and the reuse of software
components. The feature model of an application must contain the
information necessary to describe it. The configuration of the fea-
ture model of an application determines its functionality, which is
used to select the set of tasks that form the application. These tasks
have software and hardware requirements that are modeled in the
feature model and their granularity depends on the dependency
between their functions.
3.3 Optimal Tasks Assignment Framework
The information obtained by the configuration of the DI and the
application is used by the OTAF to assign tasks to DI’s nodes. The
assignment must accomplish both, functional and non functional
requirements of the application. It is necessary to define a struc-
ture of data that allows to manage the information of tasks (e.g.,
dependencies, time restrictions, etc) and a solution to convert the
data from the feature models to the OTAF’s format. Graph repre-
sentation is posed as a good technique as it allows to manage tasks
features and connections between tasks. The OTAF needs informa-
tion about tasks that are not provided by the feature model of the
application, like tasks dependencies or the sets of tasks with time
restrictions. This kind of information is pre-planned in the OTAF
for the possible input values of the applicatons’ configuration.
We will formalize the assignment process like an optimization
problem with restrictions, with the objectives of minimizing the
energy consumption and latency. Time and energy consumption
due to tasks’ computation and communication must be defined in
order to predict the execution latency and energy consumption
of the deployment assignment. We will define polices to center
the energy profit on different parts of the DI (e.g., user node, bat-
tery powered nodes of the DI, DI’s overall powered consumption,
etc). Like solvers, we will start using Z3 (for linear optimization
problems) and Gekko (for nonlinear optimization problems). Never-
theless, we do not discard the use of other kind of solutions based
on genetic algorithms, for example.
The Optimal Tasks Assignment Framework must return the op-
timal solution in a short time, making possible the assignment at
runtime (RQ6). The potential application areas where IoT and edge
computing solutions are advantageous, help to show the contribu-
tions and benefits of our approach (e.g., eHealth applications [31],
smart campus, smart buildings, etc). For instance, in an eHealth
application that provide its service in an hospital, the number of
users and nodes makes the problem size considerable. One of the
main motivation for the decentralization promoted by EC is to sup-
port IoT infrastructure scalability rather than mobile applications’
interactive performance. The scalability of our proposal must be
evaluated in order to predict its applicability for different sizes of
the problem and scenarios. The number of assignments for tasks
and nodes is nodestasks , so for a large number of nodes and tasks
the OTAF may need too time to provide the solution at loadtime.
Nevertheless, it can be done by collecting information about pre-
vious executions and processing it in order to predict the most
appropriate solution for new users (e.g., by using machine-learning
techniques). As we focus on mobile users (battery powered de-
vices), the battery level of the user’s device is a crucial information
to select the policy of the deployment assignment (e.g., maximum
power saving on user node). By last, the service of the OTAF must
be running on a DI’s node (manager node). It can be implement
like a REST API, running on a Nginx server2.
3.4 Tasks’ deployment
The solution obtained by the OTAF must be deployed on the DI.
In order to do that, we explore solutions based on unikernel, virtu-
alization, and containers. At first look, VM virtualization is more
heavyweight than the others [45], as its emulates the hardware of
the computer. Containers, instead of virtualizing the underlying
computer like a virtual machine (VM), just the OS is virtualized.
By last, unikernel solutions pop the OS from the execution stack,
compiling all the necessary (including operating system support
functions) to run the application in a single executable. Unikernel
solutions make the system faster, smaller, and safety; as the OS is
deleted from the execution stack, its vulnerabilities are removed
2http://nginx.org/en/
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Solution n Energy consumption/ latency score 
Solution 3 Energy consumption/ latency score 
Solution 2 Energy consumption/ latency score 
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Figure 1: Our approach
too. For a part of the application to start, all the parts of the ap-
plication that it depends on must be ready. These dependencies
between parts of the application, whatever the deployment solution
(unikernel, virtualization or containers based), will be evaluated
based on ready conditions.
During the execution of the application, it is possible that some
DI nodes stop working. Our system must be able to detect faults in
the DI’s nodes and fix them without stopping the service provided
to the user. In order to do that, the manager node maintains infor-
mation about the state of the DI’s nodes and make a backup of the
tasks’ executions periodically. This information may be sensible
and can contain private data; taking into account the decentralized
nature of Edge Computing, it will be encrypted in order to secure
it. If the manager node detects that a node has stopped, the tasks
that were running on this node are assigned to other operational
nodes. These nodes are notified in order to deploy the assigned
tasks and receives the information of the users executions, obtained
by the manager node by restoring it from its backup. Changes in
the DI’s nodes affect to the prediction system, which has to take
into account only the available nodes. In the same way, the service
provided by the manger node must be replicated in order to provide
fault tolerance in this node.
3.5 Adaptation engines for the applications
The behavior of the application running on the user’s device will
depend on the deployment assignment at the DI’s nodes. In this
thesis, we focus on AR applications, where the node of the user
is typically a smartphone. Adaptation engines based on dynamic
proxies and method hooking (e.g., using Xposed framework [36])
will be explored in order to adapt the applications’ functionality
to the deployment assignment. Several adaptation engines will be
implemented and compared between them. Our aim is to obtain the
most energy-efficient adaptation engine at runtime/loadtime. We
will focus on Android OS because it is the most extended mobile
platform, although we do not discard its research for other mobile
OS.
3.6 Verification and validation module
The first step to verify the deployment assignments is to check if
software and hardware requirements are accomplished. It can be
done by a feed-backing between the configuration of the DI and
the application. Then, functional testing (using unit test cases) is
necessary in order to prove that the application works as expected.
In terms of safety, we will focus on data protection and application
access. Tools like BeEF3 could help us for this task.
3BeEF: https://beefproject.com/
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For the purpose of knowing how good is our solution, energy
consumption and latency must be measured. It can be done by using
software or hardware based tools. Software tools, like pTopW [10]
(Windows), PowerTop4 (Linux) or Trepn Profiler and GreenScaler
(Android) allow the estimation of the energy consumption via soft-
ware. Alternatively, hardware based tools (like Kill A Watt5) pro-
vide more accuracy and are OS independent. Nevertheless, it has
no sense its usage in battery powered devices.
3.7 Threats to Validity
As we move forward in our research: (1) the number of tasks and
nodes can make the problem too hard-computational to be solved
at runtime; (2) although we can estimate the energy consumption
of the application’s tasks in each node of the DI, it is not possible
to know the exact energy consumption of them in the user’s node
(hardware and software variability, background processes, etc); (3)
the amount of energy saved will depend on the DI’s nodes, as well
as the number of tasks that the user will be able to offload to them;
(4) in unikernel based solutions, CPU resources are assigned to
users in terms of CPU cores available, hindering the prediction
of workload of the nodes in each moment to accomplish the QoS
requirements.
4 PRELIMINARY RESULTS
So far, I have presented a full paper [9] at "Jornadas de Ingeniería
del Software y Bases de Datos" (JISBD 2018). In this paper, four
different adaptation engines for Android applications’ code are dis-
cussed, in order to find the most energy-efficient solution: (1) based
on dynamic proxies, where the adaptation alternatives (functions
that replaces the default behavior of the application) are internal to
the application; (2) based on dynamic proxies, where the adaptation
alternatives are external to the application (e.g., placed in device
external storage, placed on a server, etc); (3) method-hooking and
proxies based; and (4) based on method-hooking. As scenarios in
which these engines would be used are very diverse (e.g., number
of adaptation alternatives, number of rules that determines if adap-
tations should be triggered, etc), the scalability of the adaptation
engines is evaluated. It is demonstrated that the number of adapt-
able functionalities (classes), the number of adaptation rules and
the number of adaptation alternatives do not increase the energy
consumption of the application. The impact in the energy consump-
tion by the engines themselves are evaluated, concluding that the
energy consumption of the isolated adaptation engines is tiny com-
pared with the application one, that is of the 2.68% in the worst
case. It makes our solution a good candidate to be applied to the
schema presented in this thesis, in order to adapt the application
running in the user’s device to the application deployment solution
at the DI’s nodes. Some solutions presented in [9], like (1) and (2)
could be used in others OS like iOS, as they are based on a design
pattern.
Currently, I am working on a project that forms the basis of
this thesis, presenting a first version of the DI feature model, as
well as a feature model for AR applications’ family. In this work,
4PowerTop: https://01.org/powertop/
5Kill A Watt: http://www.p3international.com/products/p4400.html
we formalize the Optimal Assignment Problem like a Linear Opti-
mization Problem. Then, the problem is solved using the Z3 solver.
Finally, the latency performance of the solver for different sizes of
the problem is evaluated. A first version of this work [8] will be
presented at JISBD 2019. In this paper, the first version of the OTAF
is presented and evaluated. The Optimal Assignment Problem is
posed like mono-objective, where the aim is to optimize the energy
consumption taking into account the functional and non functional
requirements of the applications. The service of the OTAF is pro-
vided in a node with a AMD Ryzen 7 1700X processor, using one
core for compute the assignment problem. In this case, the system is
able to bring a solution in 0.76 seconds for a application composed
by 11 tasks and a DI formed of 5 nodes, obtaining a benefit of the
58% in the energy consumption compared with the execution of
the application in the user node.
5 WORK PLAN
This thesis has two main edges; a component based on SPL and
a part based on application engineering. First, we define the SPL
component (Task 1, 2) and then we apply application engineering to
use the information provided by the SPL component to deploy the
application’s tasks among the DI’s nodes (Tasks 3,4,5, and 6). The
results of Task 6 give us a feedback information which will be used
to improve the model (Task 1, 2). Figure 2 shows a twelve-month
work plan. Concretely, the tasks are the following:
Task 1: Refine and improve the feature models. Until now,
we have developed a first version of the variability models of AR
applications’ family and DI. Nevertheless, we need to continue im-
proving them in order to achieve complete and accurate variability
models. This task will continue till the middle of July.
Task 2: Assign CPU resources in the nodes of the DI to users.
Initially in parallel with Task 1, and further till end-August, we will
work in the assignment of the CPU resources of the DI’s nodes to
users. For this task, we need to formalize and implement the Optimal
Assignment Optimization Problem as a nonlinear programming
problem. The first choice is to use the Gekko solver, although we
do not discard to use another nonlinear solver or even the usage
of other kind of solutions for optimization, such as, for instance,
solutions based on genetic algorithms. As result, we will obtain a
first version of the OTAF with CPU resources assignment.
Task 3: Implementation of the AR applications’ tasks as
microservices. Tasks of AR applications that can be offloaded to
DI’s nodes for their execution will be provided as microservices.
So, the first step is to define which tasks of AR applications’ family
can be offloaded to nearby nodes. This step may involve having to
change the variability model of the application from Task 1. Once
tasks are clearly defined for offloading to the DI, their functionality
must be implemented. Finally, these functionalities will be provided
by a microservice architecture. In order to do that, we will explore
different techniques (e.g., RESTful API, SOAP). We will work in this
task from start September to the middle of November.
Task 4: Provide the OTAF like a microservice. From the be-
ginning of November to the middle of December, we will work to
supply the functionality of the OTAF (Task 2) like a microservice in









Figure 2: One year work plan
one node of the DI (manager node). This node contains information
about the state of all nodes of the DI and provides the service to
assign one node to run each task of the users’ applications. The
creation of the OTAF microservice is a crucial part of this thesis.
This microservice can use all the resources of the manager node or
only part of them, running on a VM or a container (e.g., Docker).
Task 5: Implementation of the deployment process for AR
applications. From themiddle of December to themiddle of Febru-
ary 2020, we will put into practice the optimal assignment solution
obtained by the OTAF (Tasks 2 and 4). Application’s tasks have
to be allocated at the nodes of the DI according the task assign-
ment, using the minimum amount of resources in the process. For
this purpose, the use of virtualization, containers and unikernel
solutions will be explored.
Task 6: Tasks’ deployment evaluation. This task, which eval-
uates the energy consumption and execution time, will start at the
beginning of Task 3 and will continues after the end of Task 5. At
its beginning, during Task 3, Task 6 evaluates the deployment of
the each task of the AR applications and other case studies consid-
ered. During Task 4, the energy consumption and execution time
of the OTAF’s microservice will be evaluated, and during Task 5,
the evaluation will involve the procedure of assignment of tasks as
a whole. From the analysis result, some corrections can be made in
the feature model to improve the correctness of the model (Task 1).
Quality of deployments will be measured, evaluated and compared
in terms of energy consumption and latency. This task will continue
to the end of May.
5.1 Publication plan
The form in which the problem is structured poses a set of chal-
lenges that should be accomplished separately. All the solutions for
these challenges allow us to obtain intermediate solutions suscep-
tible to be published in international congresses and workshops.
Due to the features of the thesis, the edges of the conferences and
workshops can be diverse, like based on Software Product Lines,
microservices or IoT services, according to the topic of the specific
approach. The most extended works will be sent to journals indexed
in JCR.
Some journals, conferences and workshops appropriated to dis-
tribute our solutions are:
• Journals:
– Information and Software Technology
– Empirical Software Engineering
– Journal of Systems and Software
– Software and Systems Modeling
– Journal of Universal Computer Science
– Information Systems Research
– ...
• Conferences and Workshops:
– International Conference on Mobile and Ubiquitous Sys-
tems: Networks and Services (MobiQuitous)
– Workshop on Mobile Computing Systems and Applica-
tions (HotMobile)
– DistributedApplications and Interoperable Systems (ICWS)
– Symposium on Mobile Ad Hoc Networking and Comput-
ing (MobiHoc)
– Systems and Software Product Line Conference (SPLC)
– European Conference on Software Architecture (ECSA)
– International Conference on Software Reuse (ICSR)
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