We propose a new binary classification and variable selection technique especially designed for high dimensional predictors. Among many predictors, typically, only a small fraction of them have significant impact on prediction. In such a situation, more interpretable models with better prediction accuracy can be obtained by variable selection along with classification. By adding an 1 -type penalty to the loss function, common classification methods such as logistic regression or support vector machines (SVM) can perform variable selection. Existing penalized SVM methods all attempt to jointly solve all the parameters involved in the penalization problem altogether. When data dimension is very high, the joint optimization problem is very complex and involves a lot of memory allocation. In this article, we propose a new penalized forward search technique which can reduce high-dimensional optimization problems to one dimensional optimization by iterating the selection steps. The new algorithm can be regarded as a forward selection version of the penalized SVM and its variants. The advantage of optimizing in one dimension is that the location of the optimum solution can be obtained with intelligent search by exploiting convexity and a piecewise polynomial structure of the criterion function. In each step, the predictor which is most able to predict the outcome is chosen in the model. The search is then repeatedly used in an iterative fashion until convergence occurs. Comparison of our new classification rule with commonly used SVM-based techniques its promising performance, leading to much leaner models without compromising misclassification rates, particularly for high dimensional predictors.
Introduction
Classification is a fundamental supervised learning problem, where objects are to be classified into one of the two (or more) categories based on the value of an auxiliary variable and a training data.
In other words, based on a sampled dataset, we wish to obtain a classification rule f : R d → {−1, 1} that will classify a future object with observed value x to the class f (x). Within the available data, typically one part is used to estimate the rule f , and is called the training data. The other part of the data is used to test the accuracy of the rule, and is known as the test data. The proportion of misclassified objects in the test data is known as test error, and is instrumental in comparing different classification rules. As the rule f is unknown to us, typically a reasonable functional form of f is proposed, and the parameters in f are estimated using the training data, denoted by (X 1 , Y 1 ), . . . , (X n , Y n ) ∈ R d × {−1, 1}. A natural strategy is to consider a loss function which penalizes wrong classification.
Classical techniques for classification like logistic regression or linear discriminant analysis use a model for the joint distribution of (X, Y ), or the conditional distribution of (Y |X). These method estimate the probabilities P(Y = ±1|X = x) and derive a classification rule based on how these probabilities compare with 1 2 . Support vector machines (SVM), on the other hand, model the classification function f (x) as sign(β 0 + β T x), and then estimates β 0 and β by maximizing the "margin", which is essentially the distance from the boundary to the closest points, provided that the two classes completely separate out by a hyperplane (linearly separable case). In general, slack variables ε 1 , . . . , ε n are introduced to compensate for observations falling in the wrong side of the boundary and the SVM minimize
By convex duality, the optimization problem is equivalent to
where λ > 0 is a tuning parameter and β 2 = d j=1 β 2 j , β T = (β 1 , . . . , β d ). Here and throughout the paper, a + will denote max(a, 0).
In many modern day applications in bioinformatics, genomics, DNA microarray analysis, functional magnetic resonance imaging (fMRI), metabolism data and other fields, the dimension d of the covariate space is often very high. In such situations, in addition to classification issue, variables need to be selected as well. Variable selection gives a much simpler model for prediction and leads to more stable estimates of the parameters. Moreover, a simpler model is much easier to interpret and usually have a better predicting power, by avoiding overfitting the training data. Variable selection is typically achieved by using a penalty function whose minimization has some sparse representation. A classic example of such a procedure is the least absolute deviation shrinkage and selection operator (LASSO) for linear regression (Tibshirani 1996) , which minimizes
where
The neighborhoods induced by 1 -norm · 1 are diamond shaped, and hence the minimizer may have several zero components, effectively eliminating the corresponding variables.
For the classification problem, the LASSO is not among the most appropriate variable selection technique, which is designed for a continuous Y variable. However, the 1 -penalization can be imposed on the penalty function in SVM, leading to sparse SVM (Zhu et al. 2004 ) defined as the minimizer of
Alternatively, Zhang et al. (2006) proposed the SCAD SVM which minimizes the following penalized hinge loss
where p λ is the non-concave SCAD penalty (Fan and Li 2001) . Liu and Wu (2007) 
, whereβ j stands for the ordinary least square estimator for regression of Y on the jth predictors X j . The jth predictor, where j minimizes
is then included in the model and the process is repeated by replacing
The procedure is stopped when the reduction in prediction error falls below a pre-determined level. The method gives an alternative to LASSO, and leads typically to smaller prediction error and much more sparsely selected variables. In addition, if the sample size n is also large, FIRST takes only a fraction of time LASSO takes to compute using its popular LARS algorithm (Efron et al. 2004) . Moreover, the componentwise approach extends to other similar optimization problems such as the nonnegative garrote (Breiman 1995) , elastic net (Zou and Hastie 2005) , adaptive LASSO (Zou 2006; Wang et al. 2007) , and glmnet (Friedman et al. 2007; Friedman et al. 2010 ).
Existing penalized SVM methods, including 1 -norm SVM and SCAD-SVM, all attempt to directly handle a large-scaled optimization problem by solving for all the parameters involved in the model altogether. When the data dimension is very high, this joint optimization problem may require a huge memory allocation. In this article, we explore an alternative idea to implement the penalized SVM by searching for one individual variable at a time and building the model step by step. In particular, we shall consider the minimization of (4) or its variation co-ordinatewisely for each predictor X j , select the best predictor which minimizes the prediction error given by the loss function, and iterate the process until improvement ceases to be significant. As it will turn out, unlike the linear regression case, even the one-dimensional minimization problem does not have a closed form solution. However, we shall exploit certain structural property in the loss function and its derivative with respect to the optimizer to narrow down the search for the optimizer using a recursive algorithm, which terminates optimally. The new search procedure is easy to implement, much simpler to implement than general algorithms like quadratic programming, and yet able to deliver comparable or sometimes even better performance than exiting large-margin SVM-type methods.
This article is organized as follows. In Section 2, we present the main idea of method and describe its computational algorithm. A variation of the new method is considered and fully developed in Section 3. Simulation results are presented and discussed in Section 4. In Section 5, we illustration the performance of the new methods with a real microarray gene expression dataset.
Some final remarks are given in the end.
New Methodology
Without loss of generality, we assume that all the predictors are centered and scaled to have norm one. In order to develop a componentwise minimization procedure for (2), we consider, for the intercept term, the minimization of
and for the jth predictor, j = 1, . . . , d, the minimization of
where c i = 1−Y i b 0 to begin the iterative step with b 0 obtained from minimizing (6). The minimizer of (6) is given by
assuming that N + := #{i : Y i = 1} > 0 and N − := #{i :
The proof of (8) is given in the appendix.
Next we update c i to c i − Y i b 0 and solve the minimization problem (7) for the jth predictor X j .
The resulting solution is given by the unique b with
and
The proofs of (9)- (11) are given in the appendix.
The computation of (10) and (11) from scratch involves O(n 2 ) calculations -O(n) calculations for each of the (at most) n "knot points" {c i Y i X −1 ij : i = 1, . . . , n}, and hence locating the solution of (9) will be slow. The computational burden can be reduced to O(n) easily by observing that (10) and (11) corresponding to adjacent knots can be related by a recurrence relation described below:
If ξ is a negative knot or zero, and T = F (ξ−), then for ξ * the knot on its left closest to ξ, T * = F (ξ * −) can be calculated by
On the other hand, if ξ is a positive knot or zero, and T = F (ξ+), then for ξ * the knot on its right closest to ξ, T * = F (ξ * +) can be calculated by
The proofs of (14) and (15) are given in the appendix.
We note that the calculation of the left and right derivatives at all points plus zero is not essential. A substantial saving in computation is possible by computing only those values which are actually necessary to locate the minima. Since F is a convex and piecewise linear function, F exists at all points except at the knot points and zero, and F is increasing, piecewise constant, starting with negative values from the left, changing sign only once. Thus if
b = 0 is the minima, and the search will stop. This will happen with all variables which do not have a significant role in predicting Y . If F (0−) > 0, the search for the minima should be on the negative side only, so (14) should be repeated until T * becomes negative. Thus the first instance when T * becomes negative, the minima will be at the corresponding ξ * . On the other hand, if F (0+) < 0, the search for the minima should be on the positive side only, so (15) should be repeated until T * becomes positive. Thus the first instance when T * becomes positive, the minima will be at the corresponding ξ * .
The whole procedure can be described by the following algorithm. Here we fix a maximum number of iteration steps M and a precision parameter > 0. For any given value of the tuning parameter λ > 0, do the following steps:
Algorithm 1
. . , n, and
Thus from now on, we shall assume thatX j = 0 and
2. Intercept estimation step:
, and set
3. Optimization step: For each j = 1, . . . , d, do the following:
(i) Compute F (0+) and F (0−) respectively by (12) and (13).
(ii) If
, and find
Compute the error
m ,m and m → m + 1, and go back to the optimization step 3.
6. Prediction rule: Classify new observation with predictors X = (X 1 , . . . , X d ) to group 1 if
The choice of the tuning parameter λ is extremely important. A range of possible values of λ should be identified and divided into a grid, not necessarily with equal-spaced points. The algorithm is repeated over all possible values of λ. Based on a separate segment of the data not already used in estimation (known as the validation set), the misclassification rate is calculated for all values of λ on the chosen grid. The value of λ leading to the smallest misclassification rate is chosen. In practice, a k-fold cross validation is often used as an alternative tuning procedure, and the value k = 5 is a typical choice. The final procedure will be called the CLASsification and Selection using
Iterative Cycles (CLASSIC).
A small variation of CLASSIC is obtained by performing the intercept correction step after each variable selection step. Abbreviating c i for c i,m , the objective function
The function is differentiable except at knot points {c i Y i : i = 1, . . . , n}. For any point b, the right and left derivatives are given by
This follows by specializing (10) and (11) to the case with X ij = 1 for all i = 1, . . . , n and λ = 0.
Under the assumption that N + , N − > 0, we have F (−∞) = −N + < 0 and F (∞) = N − > 0, so F (b) has a minima. The search for the minima will proceed as in the case of other predictors.
• If F (0−) ≤ 0 ≤ F (0+), zero is the minima.
• If
l + 1; upon stopping set the minima to ξ l .
•
The resulting minima is the correction which needs to be added to the current value of the intercept.
Note that in a linear regression model with centered variables, such a step would be redundant for FIRST. For classification, non-zero values of corrections are possible, but typically the amount of correction is small.
Extensions
Since the objective functions in (6) and (7) are not differentiable, locating the minima involves calculating right and left derivatives separately. This may be avoided by considering an analogous objective function, which is differentiable at the same time, by replacing power 1 by power 2. We shall refer the former as CLASSIC1 and the latter as CLASSIC2. The squared hinge loss was related to the proximal SVMs studied in Fung and Mangasarian (2001) . Consider, for the intercept term, the minimization of the function
with respect to b, and for the jth predictor, j = 1, . . . , p, the minimization of the function
where an extra penalty term λ 2 b 2 is added for more flexibility. This kind of combination penalty was introduced by Zou and Hastie (2006) in the linear regression context, and are useful especially when one likes to select a whole group of correlated predictors rather than a single one. In our context, we can "switch off" the quadratic part in (18) by setting λ 2 = 0 in applications to avoid selecting two smoothing parameters, but for the purpose of developing formulas, it is worthwhile to include the quadratic term as well. The minimizer of (17) is given by
assuming that N + > 0 and N − > 0. The proof of (19) For any b = 0, F (b) can be calculated as
In particular, letting b ↓ 0 and b ↑ 0 respectively, we obtain
Note that To describe the recurrence relation, order all knots {c i Y i X −1 ij : i = 1, . . . , n}. If ξ is a negative knot with F (ξ) given by (20), then for ξ * the knot on its left closest to ξ, F (ξ * ) can be computed by updating T 1 , T 2 , T 3 , T 4 , T 5 , T 6 , T 7 , T 8 respectively to
In the above updating formula, ξ = 0 is allowed with the interpretation that F stands for the left hand derivative F (0−) given by (22) and T 5 = T 6 = T 7 = T 8 = 0. On the other hand, if ξ is a positive knot with T = F (ξ) given by (20), then for ξ * the knot on its right closest to ξ, F (ξ * )
can be computed by updating T 1 , T 2 , T 3 , T 4 , T 5 , T 6 , T 7 , T 8 respectively to
In the above updating formula, ξ = 0 is allowed with the interpretation that F stands for the right hand derivative F (0+) given by (21) and T 5 = T 6 = T 7 = T 8 = 0. The updating formulas (14) and (15) follow from calculations as in the case of CLASSIC1 provided in the appendix.
Finally to locate the actual solution, first we locate the interval (ξ * , ξ) on the negative side if 
The whole procedure can be described by Algorithm 2. We first fix a maximum number of iteration steps M and a precision parameter > 0. For any given values of the tuning parameters λ 1 > 0, λ 2 ≥ 0, do the following steps:
. . , n, and j = 1, . . . , d, whereX j = n −1 n i=1 X ij . Thus from now on, we shall assume thatX j = 0 and ij : i = 1, . . . , n} as 0 = ξ 0 > ξ 1 > ξ 2 > · · · ; set b = 0, l = 0, T = F (0−); while T > 0, update T 1 , T 2 , T 3 , T 4 , T 5 , T 6 , T 7 , T 8 respectively to T * 1 , T * 2 , T * 3 , T * 4 , T * 5 , T * 6 , T * 7 , T * 8 using (23) ij : i = 1, . . . , n} as 0 = ξ 0 < ξ 1 < ξ 2 < · · · ; set b = 0, l = 0, T = F (0+); while T < 0, update T 1 , T 2 , T 3 , T 4 , T 5 , T 6 , T 7 , T 8 respectively to T * 1 , T * 2 , T * 3 , T * 4 , T * 5 , T * 6 , T * 7 , T * 8 using (27)- (30), b → ξ l+1 , l → l + 1.
(vi) Upon stopping the recursive step, locate the optimizer by
.
Selection step: Compute
Compute the error 
The choice of the tuning parameters λ 1 and λ 2 are again extremely important. With two tuning parameters, the search for the best choice becomes much more involved. One way of keeping the computational cost down is setting λ 2 = 0. As before, the optimizing value of λ 1 on a grid (not necessarily with equispaced points) may be found by k-fold cross validation for some suitable k.
Also, as in the case with power 1 (i.e. CLASSIC 1), a variation is obtained by performing the intercept correction step after each variable selection step. Abbreviating c i for c i,m , the objective 
Basic Properties
The procedure CLASSIC with power 1 or 2 (and their intercept corrected versions) have the following simple properties:
1. The criterion function in every iteration decreases. This happens since choosing the coefficient equal to zero is equivalent to sticking with the estimate obtained in the previous stage. To see this, observe that since 0 was a possible choice of coefficient in the mth step andβ j * m ,m is the optimal choice, for either p = 1 or p = 2 (corresponding respectively to CLASSIC 1 and
The left hand side is the criterion function at stage m and the right hand side is the criterion function at the (m − 1)th stage, so the assertion follows.
2. The algorithm converges within n/ steps, where is the accuracy level chosen in the stopping rule. This follows from the previous assertion since the criterion function before any parameter estimation is
p + = n and every improvement has to be at least .
Relations with Existing Methods
Our proposed method share some properties with boosting methods. Boosting is an iterative approach for building sparse models, and has been developed for linear regression models. Boosting can be regarded as a gradient descent method in function space, and hence can be regarded as a regularization scheme for model estimation; see Breiman (1998) , Mason et al. (1999), and Friedman et al. (2000) . Buhlmann (2004) considered boosting with the squared error loss, called L 2 -boosting.
They showed that L 2 -boosting for linear models produces consistent estimates for high dimensional linear models, provided that some appropriate stopping criterion is used. Efron et al. (2004) pointed out a link between L 2 -boosting and the LASSO. The tuning parameter in L 2 -boosting is the number of boosting iterations, and can be selected by the Akaike Information Criterion.
The proposed algorithm has also similarity with the coordinate-wise descent algorithm (CDA)
proposed by Friedman et al. (2007) as an alternative to the LARS algorithm for LASSO in linear models. The main idea of the coordinate-wise descent algorithm is to successively minimize the objective function with respect to one parameter at a time, while holding the remaining parameters at their current values. The main difference between the current approach and the CDA is that in the former, only one coefficient corresponding to the best predictor is updated while in CDA, all coefficients are updated in each iteration.
Simulation Examples
We use simulations to compare our algorithms with existing variable selection algorithms in various classification problems. To test the variable selection ability of the proposed method, we consider sparse settings with very few important predictors and a lot of redundant predictors in the simulation models.
All simulations are run on the cluster at the Department of Statistics of North Carolina State University. We compare the proposed methods CLASSIC with powers 1 and 2 and their intercept corrected versions with existing variable selection methods in SVM classification including SCAD-SVM and standard SVM. All these existing methods are implemented using their existing packages in R. In particular, the SCAD-SVM are implemented using the package "penalizedSVM", and SVM is implemented using the package "svmpath". We implement CLASSIC with = 10 −8 and M = 50.
To tune λ, we use an independent validation set of the same sample size n as the training set and choose λ to give the minimum tuning error. Then we evaluate the classification accuracy of the procedure on n = 20n test data points by computing the Test Error, which the misclassification rate. To measure selection accuracy, we consider two types of error: Selection Error I which is defined as the number of non-zero coefficients which are estimated as zero, and Selection Error II, which is defined as the number of zero coefficients which are not estimated as zero. We record Test
Error, Selection Error I, and Selection Error II for each procedure based on 1000 replications in low and moderate dimensional examples, while we used 100 replications in the high dimensional case. All entries reported are average based on all replications. We also report the performance of the Bayes rule as the gold standard.
In all the examples, we observe that CLASSIC1 and CLASSIC2 have somewhat smaller Test
Error and Selection Errors I and II, compared with SCAD-SVM, although it takes substantially longer to compute the CLASSIC procedure, especially CLASSIC1 in higher dimensional dependent situations. Compared with SVM, the CLASSIC procedures have smaller Test Error, while it is not meaningful to compares Selection Errors I and II, since SVM do not perform any variable selection. We also observe that CLASSIC1 has generally a slight advantage over CLASSIC2 in terms of performance, but CLASSIC2 is generally faster to compute, provided the second tuning parameter λ 2 is "turned off". In terms of computing time, SVM are the quickest.
Low dimension, n > d, independent covariates
We run 100 simulations for n = 50. The data (X i , Y i ) are generated as Table 1 . We observe that the proposed methods CLASSIC1 and CLASSIC2 have smaller test errors than the SCAD-SVM and the standard SVM, and their false positive and false negative selection rates are also much smaller in this case. In this subsection we evaluate the performance of the CLASSIC methods when the dimension d is moderately large and its magnitude is comparable with the sample size n. The data (X i , Y i ) are generated as following the model
where Φ is the cumulative distribution function of N (0, 1). The covariance matrix of X has AR(1) structure, corr(X i , X j ) = 0.5 |i−j| for i = j. The experiments are conducted under the following three scenarios:
• Setting 1 (S1):
• Setting 2 (S2): n = 100, d = 100
• Setting 3 (S3): Table 2 suggests that, under all the three settings (S1), (S2), (S3), the new methods CLASSIC1
and CLASSIC2 perform best in terms of the smallest test errors and selection errors. In this subsection, we present results for the situation when the dimension is very high but the sample size is much smaller compared to the dimension. As in the previous example, The covariates X has AR(1) structure among all the components, corr(X i , X j ) = 0.5 |i−j| for i = j and the dependent binary variable Y is generated through probit regression as in (33) We consider the following two scenarios:
• Setting 1 (S1) :
• Setting 2 (S2) : We use a microarray gene expression data analysis to illustrate performance of the proposed CLAS-SIC algorithms on real-world problems. The data set we use is colon cancer dataset (Alon et al. , 1999) . The dataset contains information of 62 samples on 2000 genes. The samples belong to tumor and normal colon tissues. The data is available at http://microarray.princeton.edu/oncology.
We randomly divide the data into three equal parts, with the first two parts used as the training and tuning sets and the last part as the test set. This procedure is repeated 10 times, and the average Test Error is reported in the following table. In practice, a commonly used technique to reduce data dimension is to pre-select a small subset of genes, say, 100 genes, based on some type of ranking such as the marginal correlation between individual gene and the response. Table 4 summarizes the average test error for four methods, including CLASSIC 1 and 2, the SCAD-SVM, and the SVM, under two scenarios. The first scenario is based on the top 100 genes, while the analysis in the second scenario utilizes the complete set of 2,000 genes. The results suggest that the proposed CLASSIC algorithms give promising performance under both scenarios. 
Discussion
We suggest a new variable selection method called CLASSIC for high dimensional sparse classification problems using a recursive algorithm that iterates over possible predictors. The new technique CLASSIC is a combination of one-dimensional 1 -penalized support vector machines and forward selection, and comes in different variations. The main advantage of the proposed approach is that the optimizer in one dimension can be located very easily using a simple iterative formula which terminates optimally. Then the best predictor can be selected and the procedure will continue following a forward selection approach. The resulting procedure terminates within a fixed number of steps, and typically much more quickly. In addition to the proximal SVM, the new algorithms can also be extended to other variations of the hinge loss, for example, the huberized hinge loss functions (Rosset and Zhu 2007; Wang et al. 2008 ). It will be also interesting to consider multiclass support vector machines (Lin et al. 2005 ) and grouped variable selection (Yuan and Lin 2006) .
Through the simulation study, we find that our algorithms generally show better prediction performance and selection accuracy in comparison with other classification procedures available in the literature. This is especially prominent for the Selection Error II, which means CLASSIC1
and CLASSIC2 lead to much leaner models without compromising misclassification rate. This is a particularly attractive feature in complex applications where there are typically thousands of variables involved. The computing time is also manageable, although these methods are not as fast as SVM and SCAD-SVM. An extensive simulation experiment was conducted, but due to space limitations, we present only a handful of simulation results. In some examples, 1-2% improvement in misclassification rate. Other variations such as correcting intercept after each iteration step or a refitting of the classifier using only the selected variables lead to slight improvements in the misclassification rate in some examples, but these are not reported in the paper.
There are two possible improvements in computing strategy which should be investigated in the future. One is that after each variable selection step, computations for other components not selected at that step are not utilized in later steps. It is of interest to see how these computations can be recycled. Secondly, the present algorithm can give selection only for a given value of the tuning parameter. In particular, this means that only a few values of tuning parameters can be tried in reasonable amount of time, and hence the best value of the tuning parameter is most likely not found. The algorithm will be much faster and complete if the whole sample path of selection can be obtained.
Appendix
Proof of (8) and piecewise linear in between. Consequently, F exists everywhere except at the knots, both sided derivatives exist at the knots, F is piecewise constant and F (b−) ≤ F (b+) for any b. Then the minimizer is given by (9), and is also unique unless the solution is one of the two extreme knots.
To prove (10) and (11), further split the sum in F (b) according to the cases X ij > 0 and X ij < 0.
Note that the cases X ij = 0 do not contribute to any variation due to changing b. Now differentiate F (b) at any point other than the knots. Then F (b+) and F (b−) at any b including the knots can be obtained respectively from the right and left limiting procedures.
Proof of (14)- (15): Let T 1 , T 2 , T 3 , T 4 denote the first four terms in the sum (11) The proof of (15) is similar. Let T 1 , T 2 , T 3 , T 4 denote the first four terms in the sum (10) without their signs, i.e., F (b+) = −T 1 −T 2 +T 3 +T 4 +λ sign(b−). On the negative side, moving from a knot ξ to the adjacent one ξ * on the right, T 1 loses terms corresponding to Y i = 1, X ij > 0, c i X Thus the unique minima is given by (N + − N − )/n.
