Associative networks are a connectionist language model with the ability to handle dynamic data. We used two associative networks to categorize random sets of related Wikipedia articles with only their raw text as input. We then compared the resulting categorization to a gold standard: the manual categorization by Wikipedia authors and used a neural network as a baseline. We also determined a human rating by having a group of judges rank the four categorization methods by correctness and by usefulness with regards to finding information. Based on these tests, we determined that associative networks produce results that are clearly better than the neural network baseline, coming close to the gold standard in terms of usefulness and correctness. Furthermore, automated testing suggests these results continue to hold for large datasets.
Introduction
Companies often build up large libraries of documents related to their field. To better share this knowledge, either amongst employees or directly with the customer, it is necessary to provide a hierarchical categorization to enable people to find the information they need.
Since the document collections can be large and dynamic, for example wikis where anyone may add, remove or edit any document at any time, hierarchical document categorization is an increasingly relevant and complex problem. The goal of a system tackling that problem is to automatically group the documents in a library into clusters and name and nest those clusters to form a hierarchical categorization. That categorization should match the content in an intuitive way, that is, both easily understood and sensible to human users. The system should also be able to deal with adding, removing and editing documents.
In earlier work [1] , we used associative networks to classify documents into predefined classes. In this paper, we describe a new method of activating associative networks and extend our method to categorize rather than merely classify documents: the system determines its own hierarchical structure of categories to order the documents instead of relying on predefined classes as we did before.
We show that with associative networks we are able to draw up an intuitive categorization for sets of related Wikipedia documents that comes close to manual categorization in terms of usefulness and correctness, easily outperforming a neural network baseline and additionally prove that associative networks can do this in real time, allowing it to maintaining the categorization in a live environment, for both small and large datasets.
Below in Section 2 we describe our general approach to text categorization using associative networks, while in Section 3 we describe the associative network used in our experiments. Section 4 explains the setup of our experiments and Section 5 presents the results. Section 6 discusses related work. We end with conclusions and directions for future work in Section 7.
General Approach
An associative network is a connectionist approach used to mimic thought patterns to resolve problems that have no simple mathematical solution. Like neural networks [2, 3] , which we use as a baseline in our experiments, it consists of a set of connected nodes with weights assigned to the connections. In this section we show how an associative network can be used to find connections between documents by taking one document as input, spreading activation or flow from it through the network and finding which of the other documents receives the most activation or flow.
Associative Networks
Associative networks are modelled after the associative thinking used by humans to solve certain problems [4, 5, 6] . The basis of the associative network is a connectionist model [7] in which each observation has its own node in the network. The nodes are connected by edges, modelling the associations between them. Figure 1 shows a simplified associative network consisting of five nodes with four connections.
In our approach to text categorization, individual words from a text document are used as the basic observations modelled by an associative network. Each word is associated with other words in the network, for example the word car may be associated with the words wheels and racing. When a certain word is observed, other words are automatically activated if they are associated with that word. This can provide us with additional information about the words that is not immediately apparent. I.e., it allows us to create a list of words that may be related to the text, even though they are not in the document themselves.
As an illustration, let's look at the sentence The fast black car was winning. Using the association model, we are able to extract background information that is not explicitly provided. For example, both the word fast and the word car may be associated with racing. The word winning is also associated with racing. Thus, a document containing the sentence The fast black car was winning may be assigned to the category racing with other documents concerning this topic, even if it does not mention the word racing at all. This feature is especially useful in corporate libraries where a document targeting technical staff will use different language than a document intended for the uninformed customer, despite covering the same topic.
Background information found through association is not always perfect. Association allows us to make an educated guess about information rather than providing absolute certainty; the additional background information is inferred, not deduced. However, the more words in the text we can link with a concept (such as racing), the higher the probability that this concept is adequate.
Because the technique is applied to a very large problem space (language), the associative networks are generally large as well, numbering anywhere from hundreds of thousands to tens of millions of nodes. The number of connections between nodes, by comparison, is relatively small (up to a thousand edges per node), meaning the network forms a sparse graph.
Activating the Network
Once a network has been created (see Section 3.1 for an explanation of how we do this), it can be used to make associations between documents. To do so, it is activated by a certain input -typically a document, as a set of one or more words. For example, in Figure 2 , the input value is 5 for fast and 4 for car, indicated by the incoming arrows and the marking of the nodes. The activation is spread from this input, activating neighbouring nodes in the network, which may in turn activate even more nodes. Nodes are activated In Figure 3 the activation of the input is spreading towards the nodes paint and racing. Since racing is connected to fast with a factor 0.5 and car with a factor of 0.75, its activation value is 5.5. The activation value for paint which is connected only to car by a factor of 0.25 becomes 1. In this case, the threshold value of the paint node is greater than this (not indicated in the figure). Thus the node is not activated and not marked in the figure. Note that in an actual network the closer two concepts are related, indicated by the weight of the edge, the more one activates the other. Thus, information will spread to closely related concepts easily while distant concepts activate one another only minimally.
Together, the original input and its associations form an association sub-graph which allows us to compare articles based on their conceptual content. The association sub-graph is a directed acyclic sub-graph of the associative network. Rather than copying the edge weights of the associative network, the association sub-graph stores a weight for each node with its activation value. When comparing documents, we use those activation values (Section 3.2) while the graph itself is used for learning (see Section 2.3).
The exact method by which the association sub-graph is constructed can vary. We describe two different methods to construct it from the associative network.
The first method, used in our earlier work [1] , is to use spreading activation. In this case, the sum of the weights of all outgoing edges for a node is equal to one. When a node is activated, it spreads the power by which it is activated amongst its outgoing edges according to these weights. Thus, if a node car has two outgoing edges, to racing with weight 0.75 and to paint with weight 0.25, if the car node is activated with power 4, it will activate the racing node with power 3 and the paint node with power 1.
In our research we found that spreading activation sometimes overspreads through nodes that have very few edges, as the activation loses little or no power by spreading through these nodes. A new method which compensates for this is to use a flow network, with some adjustments. A flow network [8] is a directed graph where each edge has a limited capacity and each node receives input from incoming edges called 'flow'. Flow originates from nodes called 'sources' and is absorbed by nodes called 'sinks'. The amount of flow going into a node must equal the amount of flow going out of the node.
An associative flow network acts in a similar manner, with an important difference: in regular flow networks there is a predefined sink, but in an associative flow network every node is a partial sink. This means every node absorbs a small amount of flow, thereby compensating for the problem of overspreading. During an operation, once a node has absorbed this amount, it is saturated, and from then on acts as a regular node in a flow network, passing all incoming flow through the 'pipes'. Based on a certain input of flow, we calculate the flow pattern through the network and take all output nodes that receive flow, ordering them by the amount of flow received. The results are saved along with the flow paths between the input and output nodes.
Training Method
Each document from a library to be categorized is connected to the associative network by means of the words in the document. When we wish to find the most closely related document, activation is spread from one document (the input document) and documents receive flow or activation as it spreads through the associative network. Documents themselves do not spread flow to other nodes in the network (with the obvious exception of the input document). A human supervisor can then inform the network whether or not the association between those two documents was correct. This feedback is used to train the associative network in a manner very similar to the method used in neural networks: back-propagation.
To implement back-propagation in an associative network, we first take the association sub-graph (see Section 2.2) and reverse all the edges. We then take all nodes that are in the output document and find the set of all paths that lead from those nodes to the source nodes (the observations in the input document). We then prune all edges and vertices that were not part of any of the paths between the output and the observations, as in Figure 4 . What remains is a set of all connections between the two documents in the associative network. We reinforce the connections in the trimmed sub-graph if the document pair was correctly linked, increasing their weight in the associative network. Inversely, if the result was incorrect, we weaken those connections, lowering the weight in the associative network. As a result, the network will generate associations along correct lines more quickly, while making associations along incorrect ones less easily. When a document has been incorrectly linked, we recalculate the association sub-graph after adjusting the network and generate a new result based on the new association sub-graphs, which is again evaluated by the supervisor. This can then be repeated until the association sub-graph produces the correct results. Note that if the correct class is known, no manual action is required.
Handling Dynamic Data
Many document libraries such as wikis can be easily modified by different users, who can add, remove or edit documents. Any addition, removal or edit can influence the proper way to categorise the documents, which can make maintaining a hierarchical clustering for the library tedious.
The simplest solution to this problem is to rerun the entire algorithm whenever a document is added, removed or edited. Especially for large libraries with frequent changes, such a solution is undesirable as it will require a large amount of resources to keep up with the edit frequency. A better solution lies in dealing with the individual edits separately. If a category becomes too small after removing a document, the hierarchical structure allows the remaining few documents to be grouped in the category above it. The hierarchy guarantees this is valid. Likewise, by calculating the average distance between a new or edited article and the articles in each category, the best match can be found. Finally, when a category becomes too large, it can be split up into multiple subcategories by finding clusters within the data. Associative networks work particularly well with the latter solution because of the independence of the knowledge of the system and the actual connection to existing documents.
All data about proper and improper associations are stored in the network. If a document is removed from the network, no adaptation to the knowledge stored in the associative network needs to be made -this is because the document itself is not stored in the network, merely the relationships between concepts. The assumption here is that even if the document itself is removed, the relationships between concepts extracted from the document are still valid as they are language dependent, not document dependent.
Likewise, when a document is edited, only the relations between the document and the associative network change -the internal structure of the associative network remains the same and thus no knowledge about relationships between words is lost.
An additional feature that helps our method with dynamic data is the fact that the links between two articles are independent of the rest of the library. This allows relations to be categorized in parallel and even allows one part of the library to be reordered without affecting the other parts.
Performance
One of the advantages of using associative networks is their performance. Regardless of whether flow or spreading activation is used, any vertex in the network can be activated only once. Even if the whole network is activated, the number of activations is thus limited to O(V) where V is the number of vertices. In practice, though it depends largely on the configuration of the flow or spreading activation algorithm, it is far less than that; the associative network is sparse and the nodes activated in a given input are likely to be clustered -in fact, this clustering is why the associative network technique works. This fast performance means the system can respond to changes in the libraries in real time, allowing it to keep a correct categorization at all times.
Setting up an associative network
In this section we detail how we used associative networks for our evaluation experiment.
Creation and Training
As we did in earlier work [1] we used Princeton WordNet [9, 10] to initialise our associative network, using lemmas as nodes. In this earlier work we classified documents in predefined categories, whereas in the current work we create a hierarchical document categorization from scratch. Edges between the lemmas in the associative network were made based on syno-/antonym, hyper-/hyponym, holo-/meronym, troponym and entailment relations and assigned a default weight of 1 as there is no information about the importance of the connection between the lemmas.
WordNet was chosen as it provides a pre-constructed network of terms linked by conceptual meaning. Synsets, sets of synonyms describing the same concept, naturally group together different words expressing the same lemma. The relationships between synsets in WordNet express different types of relations between these lemmas. This combined with the easy availability makes WordNet a good foundation of the associative network.
To link the lemmas expressed by synsets to the words in a document, each node was provided with a automatically generated list of the surface forms (plurals etc.) of each of the synonyms based on the English grammar rules. These surface forms were used in linking the synsets to the actual raw text. No additional NLP techniques were used to improve these links, unlike our earlier work.
Even with surface forms, not all terms in the document are present in Princeton WordNet. Notably proper names and special domain vocabulary are missing and therefore cannot be linked to other terms. One solution would be to provide such a vocabulary for the specific domain covered by the document library and link it up with the WordNet base manually. Alternatively, links could be created based on combined activation patterns of all documents using the term -those terms that receive a high activation often are likely to be linked to the new term. In our case, rather than extend the library or look for links in combined activation patterns, we treated each unknown word as a special instance without relationships to any other word. Thus, these terms were weighted into the final activation pattern based solely on the direct input to that node, without any activation being spread.
Training was done in the same way as our earlier work [1] by creating a training library composed of 30 manually selected Wikipedia articles, with each article being closely related by topic to exactly one article and not related to the other 28 articles. An associative network was initialised using WordNet. After that it was activated for each of the 30 articles in random order to determine which of the articles were the most closely related. Depending on the result, positive or negative reinforcement was applied to the network as described in Section 2.3. This cycle was repeated until the associative network produced the correct matching article for the entire training library.
Categorization Process
To categorize a library of documents, we started by scanning the text of each document, removing meta-data to acquire the raw text of the document. A list of lemmas corresponding to the words in the document was then generated from the raw text by matching surface forms. If multiple lemmas shared the same surface form, they were all activated. Thus, the word fast would activate lemmas for abstaining from food as well as high speeds. The associative network filters out the correct lemma by the activation spread -lemmas that are distant from the rest of the text automatically get less spread from the rest of the input.
The lemmas of each document were then used by the associative network to construct an association sub-graph for each document. Next, these association sub-graphs were compared to determine the distances between documents. This distance was determined based on the total activation value that each node received after association for each document. Specifically, it was calculated as:
In other words, the sum of the absolute differences between the activation value V of each node 1...n in documents A and B.
Finally, a clustering algorithm based on multi-level graph partitioning [11] was used to identify subsets of documents that were closely related to one another based on the distance between them. Each cluster became a category, together forming a hierarchy. The same clustering algorithm was used for both of the associative networks and the neural network baseline (see Section 4.2).
To determine the name of the category, the association sub-graphs in each cluster were analysed to find the common denominator between the documents, which is the node that received the highest input value after association. As this is the concept that was most shared by all documents in the cluster, it was used as a name for the category.
Experiment
To test the effectiveness of our approach, we created two associative networks as described in Section 3.1, one using flow and one using spreading activation. These systems were then used to categorise a library of Wikipedia articles. Finally, those categorizations were compared to a baseline and a gold standard to determine which of them gave the most accurate and most useful results.
Task
Given libraries of English Wikipedia articles, we wished to find a categorization of the documents in those libraries. No information about the categories to be used was provided beforehand: the system had to create its own categories. However, the system was provided with a guideline for the number of documents a category should roughly contain: around 5 categories for the small libraries and between 300 and 400 categories for the large libraries (see below in Section 4.3). No techniques for balancing between categories were used [12] nor were hierarchies adapted after construction [13] . Categories are hierarchical but a document may only be sorted into one category.
Categorizations were tested automatically and manually. The automatic testing was done by comparing the results to a gold standard, the manual categorization by Wikipedia authors. For the manual evaluation, quality of categorization was rated by human judges using two criteria: usefulness and correctness. First, the categorization has to be useful. Simply declaring a category universal and sorting everything in it is accurate but not useful. Likewise, giving each document its own, independent category is not useful. A useful categorization creates sub-categories of roughly similar size, does not subdivide sub-categories that are already very small and does not nest sub-categories too deeply. The composition of the hierarchy should make the information easy to find. Secondly, the categorization has to be correct; this both means that the documents should be assigned to the correct category and that the categories should be grouped correctly. For example a category flowers has no business being a sub-category of vehicles and a document swimming techniques of aquatic mammals does not belong in the category air-planes.
Baseline and Gold Standard
In all of our tests, we compare three different methods of categorization: an associative network based on spreading activation, an associative network based on a flow model, and a neural network baseline. In earlier work we already established that associative networks outperform a TF-IDF baseline [1] , so in our current work a comparison to neural networks was chosen due to the structural similarity to associative networks and the shared learning method of backpropagation. Using earlier work on hierarchical document classification [2, 3] as a foundation, we created the baseline by taking a total of twenty large scale neural networks that were constructed and trained analogously with the associative networks, with the network that performed best after training used in the test. Also included in the test is the categorization made manually by the Wikipedia authors, which is used as the gold standard in the automatic evaluation. In Wikipedia, articles can be in more than one category, but for our test we removed all categories other than the one from which the articles were selected (see Section 4.3 below) to leave each article in a single category.
Libraries
Libraries were generated from a random selection of English Wikipedia articles, with each article representing a document. Articles were selected from different, related subcategories in Wikipedia. The subcategories themselves were selected by first randomly selecting a primary category and then selecting random subcategories recursively to ensure a hierarchical structure. Stub-articles, lists and the likes, and articles with fewer than 1000 words were excluded from the test. Articles (documents) were stripped of all meta-information such as links and categorization and were converted to raw text.
Two types of libraries were generated: small libraries with a small number of articles for evaluation by humans and large libraries with a much larger number of articles, which were only evaluated automatically, due to their size. Sixteen small libraries of articles were constructed, with a total of 290 texts, an average of 18 per library. Sixteen large libraries were also constructed, with between 10.000 and 15.000 articles each. Both sets of libraries were then passed to each of the three algorithms to be categorized.
Automatic Evaluation
A human-likeness score was generated by an automatically calculated comparison of the resulting categorization with the Wikipedia user base categorization. This score, based on methods for comparing trees [14] , was calculated by taking the number of elementary transformations (insert, delete and modify) necessary to morph the result categorization into the Wikipedia user base categorization.
By the human-likeness score, the four methods were ordered from 1 (best) to four (worst). Due to their size, large libraries were evaluated only by means of the humanlikeness score; there was no evaluation by human judges.
Human Evaluation
Since the quality of categorization is often subjective [15] , the categorizations of the small libraries were also evaluated by 37 human judges in two ways: on paper (by 12 judges) or via the Internet (by 25 judges). The judges evaluated the categorizations on two criteria: correctness and usefulness. Correctness was defined to the judges as a combination of articles being in the correct category and those categories being correctly named. Usefulness was defined to the judges as the quality of the hierarchy of categories with regards to ordering the articles in groups and the overview the hierarchy provided of the information. The group of judges consisted of men and women from age 20 to 60 with educations ranging from high school level to university educated and backgrounds in Linguistics, Computer Science and Medicine.
Each judge was given the categorizations for a random library and was asked to provide a ranking from one (best) to four (worst) of the three automatic categorizations (neural networks, associative network based on flow and associative network based on spreading activation) as well as the original Wikipedia categorization. An absolute ordering rather than a scoring system (such as each judge assigning a score of 1 to 10 to the two criteria for each categorization) makes the results easier to compare between different judges. The judges were not told which method generated which categorization and the author was not present during the test to ensure double-blindness.
Instructions were given beforehand with a simplified example and judges were asked to review multiple libraries. Each library was reviewed by two judges in paper format and by at least two judges online. No library was reviewed more than once by the same judge. For the off-line evaluation, the results were discussed informally afterwards to get some idea of the reason why certain categorizations were considered better (see Section 5 below).
The method of ranking each categorization was selected based on the subjectivity of the problem and the underlying goal of categorizing documents to allow easier access to new users. These users would generally have only limited knowledge of the topic but would still wish to find information as fast and intuitively as possible. To simulate this in our test, libraries were assigned to judges randomly.
Results
In Table 1 Table 2 . Average rankings over 16 large libraries.
The associative networks performed slightly worse than the gold standard of the Wiki categorizations, having a slightly lower correctness -many judges informed the author after their reviews that they found small errors in the categorization that caused them to rate the networks lower on this measure. In several cases the subdivision was considered good, but the name assigned to the category did not reflect the content.
In regards to usefulness, associative networks based on flow were especially successful, getting close to the gold standard Wiki categorization. The general goal of the categorization as mentioned in the introduction is the ordering of the information, but various judges stated a different task, such as searching for the answer to a specific question, might have influenced their decision.
Comparing the results of small libraries in Table 1 to those of large ones in Table 2 , we can see that the distance to the human categorization is fairly similar. Based on this we expect that if the large libraries were evaluated by humans, the results on correctness and usefulness would also be similar to those of the small libraries.
Related Work
Text categorization has been approached from many different angles. TF-IDF [16] and other Vector Space models [17] use similarity in words to categorize documents using techniques such as Support Vector Machines [18] . These primarily consider the presence or absence of keywords and make a statistical analysis of word frequencies. As such, they are unable to draw upon the conceptual meaning of the text, which limits their ability to find matches. For example, the sentences the fast black car was winning and the speedy dark vehicle was victorious have roughly the same meaning, but do not share any important words. Associative networks are not limited in this way; they will produce a nearly identical association sub-graph for the two above sentences.
Latent Semantic Analysis [19] is a vector based approach that appears at first glance to share some properties with associative networks, notably in that they both attempt to extract the deeper meaning from the text through linking related words. While associative networks receive these links as input and find weights for them, LSA constructs the links from training data. This can lead to good results, but LSA may easily make invalid connections between words that happen to coincide in the training data by chance. Associative networks, relying on an existing, quality network where relationships are known to be valid, does not suffer from such problems. Additionally, LSA is unable to deal with negation [19] -a natural result of the bag-of-words approach. Like LSA, associative networks use a bag-of-words, but since WordNet links antonyms together, activation spreads over the negation barrier easily. For example, in the sentence the Ferarri was not a slow car the word fast will receive activation not just from the words Ferarri but from the word slow as well. Even with a different basis than WordNet, links such as this can be added to the associative network easily.
Ferilli et al. [20] propose two methods which rely on word co-occurrence that share some similarities with associative networks, but like LSA, they rely on finding valid connections through co-occurrence, which makes it subject to the same problem of potentially invalid connections through coincidental co-occurrence. It should additionally be noted that associative networks operate in O(v) (see Section 2.5) worst case and a fraction of this on average due to the sparsity of the network and are computationally more efficient than the performance listed for both LSA and Ferilli's methods. This makes associative networks far more viable for a live environment with large libraries of documents being edited, added and deleted by multiple users simultaneously.
Other solutions for text categorization are knowledgebased systems that use pre-existing domain knowledge such as decision trees [21] . Such systems require additional data about the problem space, which must be provided for each domain, while an associative network will work on any set of documents and the only information that is required is knowledge of the language in which the documents are written to initialize the network.
Like associative networks, concept mining [22] is able to use the underlying meaning of the text to find relationships between documents. This and other approaches based on NLP [23] have produced good results, but these require more information than associative networks, for example regarding grammar and sentence structure. This makes these systems more difficult to construct and some have limitations when dealing with short sentences or incorrect grammar. By contrast, associative networks do not require any knowledge of grammar and they do not need to correctly parse sentences to determine their deeper structure. Rather associative networks require only the words in the text which can be determined swiftly and easily.
There are some hybrid systems [24] that combine several of these techniques -associative networks could be incorporated in such systems as well. Finally, various systems resembling associative networks exist, some also founded on psychological models [25] , while others use similar knowledge of the underlying concepts in the text to aid in categorization [26, 27] . The latter stay closer to the actual text than associative networks do, however.
Conclusion and Future Work
In our evaluation experiments, the associative networks were found to perform consistently better than the baseline neural network, with the new flow network based associative networks being a possible improvement on spreading activation based associative networks and at the very least producing similar quality results. Furthermore, human judges rated the categorizations created through associative networks close to the gold standard in terms of usefulness and correctness.
Another advantage of associative networks is their performance -the quality combined with the speed of associative networks and their ability to deal with dynamic data makes them an excellent solution for automatically categorizing large dynamic libraries even in a live environment where documents may be edited constantly. In future work, we want to expand on the handling of dynamic data, specifically testing the usability in such a live environment.
Though in earlier work we compared the performance of associative networks to TF-IDF, no comparison like the one for neural networks has been made to any of the methods for categorization mentioned in Section 6, so doing so will be the next step in our research. Correctly naming the categories using the associative network is another topic that merits further research; see e.g., [30] .
We believe our agglomerative clustering algorithm [11] to be particularly well suited as it groups closely related documents together very easily which is important for a high correctness. Alternative clustering algorithms, such as the divisive method of [28] may allow more diversely shaped clusters of documents to be found more easily, while different methods of merging or splitting clusters during the construction of the hierarchy can significantly affect the final hierarchy [29] . As our focus was on the associative network, not the effect of different clustering algorithms, examining this effect is left as future work.
