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Over the past decades, various research groups in Korea have made considerable 
research efforts in the field of aerospace computational structure technology. Nowadays, the 
main research efforts include high performance computing, pre/post-processor, novel 
computational methodologies, and application of computational structure technology to real 
design and development of aircraft and satellite. In this paper, some of the representative 
current research activities in Korea are presented. 
I. Introduction 
dvancements in computational structure technologies along with other computer technologies have been 
drastically changing the environments for design and development of aerospace vehicles. The change makes it 
possible to greatly reduce the costly experiments in design and development of aerospace vehicles. The current 
change could be summarized as virtual environment. In the line of thought, the spectrum of computational structure 
technology becomes broader and broader, and the concept of computational structure technology is not confined to 
the traditional numerical analysis method any longer.  
According to this research trend, the research activities in Korea regarding the aerospace computational structure 
technology have also diversified into several branches. To reflect the complex real physics much more precisely by 
using high-fidelity models, considerable research efforts have been devoted to a high performance computing 
algorithm and its implementation. Researches on efficient optimization technologies and those applications to real 
designs of aerospace vehicles have been actively carried out in order to fully take advantage of the merit of virtual 
environment over the real environment. Novel computational methodologies have been proposed in order to 
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overcome or alleviate the disadvantages of previously developed computational methodologies. Further, 
considerable research efforts are being given to pre/post software technologies such as intuitive user interface, 
parallel visualization, and others. Through the technologies, researchers are aiming to facilitate engineers to make 
and test the virtual model intuitively just like in the physical world. 
 
II. High Performance Computing: Internet Parallel Structural Analysis Program, IPSAP 
IPSAP has been developed over a decade by ASTL(Aerospace STructures Laboratory in Seoul National 
University). IPSAP means ‘Internet Parallel Structural Analysis Program’ and is able to solve linear static analysis, 
thermal conduction analysis, time transient analysis and vibration analysis of various types of general complex 
structures.  
IPSAP has several types of solution methods. Three linear solvers in IPSAP are serial/parallel version of multi-
frontal solver, preconditioned conjugate gradient solver and hybrid domain decomposition iterative solver. And 
IPSAP is equipped with Block-Lanczos solver for eigen solution. Multi-frontal method1 in IPSAP is one of the best 
direct solution methods in terms of requirements of computations, memory, and parallel efficiency1. It is extremely 
efficient in both serial and parallel machines. Hybrid domain decomposition method based on FETI-DP2 method 
uses multi-frontal method for computational efficiency. Therefore, merits of direct and iterative solvers can be 
inherited both from multi-frontal method and FETI method. Block-Lanczos eigensolver is developed for obtaining 
multiple eigenvalues/eigenvectors of large scale problems. By using the IPSAP, one can achieve outstanding parallel 
performance and efficiency. Several essential finite elements for structural analysis are being developed based on 
OOP(Object-Oriented Programming) and verified through several real structure models. Currently available 
elements include 3-dimensional solid, plate, beam, spring element and rigid body element usually used in general 
structural analysis.  
IPSAP has been freely released through the internet web site, http://ipsap.snu.ac.kr as shown in Figure 1 since 
2004, and any person who is interested in structural analysis and parallel computation can download the IPSAP 
executable file and several example input files. Currently, user-friendliness of IPSAP is being strengthened through 
the development of a pre/post-processor for IPSAP named DIAMOND. 
 
 
III. GUI-based Pre/Post Processor: DIAMOND/IPSAP and nxView 
DIAMOND/IPSAP, which is being developed in ASTL(Aerospace STructures Laboratory in Seoul National 
University), provides user friendly environment for modeling and analysis. The goal of DIAMOND/IPSAP makes it 
possible that user can make analysis model easily and more funny. As a development environment of 
DIAMOND/IPSAP, OpenCASCADE, which is an OpenGL-based open source program, is utilized along with 
Microsoft Visual Studio 2005. As its first version, DIAMOND/IPSAP ver.-1 was already developed. 
DIAMOND/IPSAP ver.-1 supports serial and parallel IPSAP analysis on the DIAMOND frame and post processing 
procedure. Currently, pre-processing functions such as geometry generation are being developed.  
As a specific application module of DIAMOND/IPSAP, seven parts DIAMOND/PDE, SBD, VE, VTOL, IE, 
PACK and Finance are developed and will be developed as shown in Figure 2. DIAMOND/PDE, DIAMOND/SBD 
and DIAMOND/F are already developed. DIAMOND/SBD (Satellite Bus Design Optimization) is the combination 
of various analysis modules such as optimization technology, automatic mesh generation technology, stress, 
vibration, heat analysis and others. 
    
Figure 1. IPSAP Web Site (http://ipsap.snu.ac.kr) 
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To facilitate the time-consuming post-processing procedure for large-sized data generated from the parallel finite 
element analysis, parallel visualization software nxView in Figure 3 is being developed by ASCENT (Aerospace 
Structures and Computational ENgineering Technology) laboratory in Inha University in conjunction with ASTL. 
 
 
 
 
 
 
IV. Novel Computational Methods for Structures 
A. Direct Method for Inverse Problems 
In ASCENT laboratory in Inha University, an efficient direct method3 has been developed for the inverse 
problem of dynamic structural systems, which is related to structural optimization, system identification, and 
damage detection.   
In the developed method, the structural modifications are sought for the characteristic changes assigned from the 
design goals or modal measurements. The proposed method is based on the perturbation equations of a set of 
selected degrees of freedom and the energy equation associated with the frequency change, and utilizes 
mathematical programming techniques to minimize the deviation of the finite element model from the desired 
inverse system. The mode shape change is expressed as the sum of the baseline mode shape and complementary 
vector, which plays a very important role in searching for the inverse solution. The linear perturbation equation is 
employed to get an initial approximation, which can be improved through iterations with the nonlinear perturbation 
equation. The proposed method does not involve system reductions and hence is not subject to the residual error due 
to system transformation.  
Damage detectability assessment has been carried out for the flexural vibration of a cantilever beam in Figure 4, 
and the result is presented in Figure 5. For simplicity, the change of width )(b  of beam element was defined as the 
 
Figure 3. Parallel Visualization Procedure in nxView 
 
Figure 2. DIAMOND/IPSAP and its Modules 
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structural damage, and the widths of four elements 5, 10, 19, and 25 were reduced. Figure 5 shows that inverse 
solution is obtained with good accuracy through the proposed direct method, whereas the dynamic condensation 
method gives errors of about 3% over the entire elements due to the system transformation and reduction. Currently, 
further research is under way to explore numerical instability of the perturbed system. 
 
 
 
B. Design Optimization Methodology: SAPSO, BPSO, SMPSO 
Researchers in SSODL (Structural and System Optimal Design Laboratory in Korea Aerospace University) have 
actively worked on design optimization technologies including both gradient-based and stochastic algorithms. 
Currently, SSODL is being focused on probabilistic design optimization methodologies, since ever-increasing 
computer technology makes it possible to carry out massive computation with affordable cost. Especially, a 
considerable research effort has been made to improve the particle swarm optimization (PSO) algorithm4 because of 
its various advantages. Generally, PSO algorithm has a good performance in finding the global optimal solution, and 
it is suitable for solving discrete and/or combinatorial type design optimization problems. Moreover parallel 
computing can be easily carried out in PSO algorithm. And as a result of research efforts, three new enhanced PSO 
algorithms have been proposed by SSODL. New enhanced PSO algorithms include SAPSO, BPSO and SMPSO.  
SAPSO (hybrid particle swarm optimization with simulated annealing) is developed to enhance the performance 
to avoid the convergence to local optimum. In BPSO (Bayesian particle swarm optimization), Bayesian term is 
considered to improve astringent capacity as well as to gain a greater reliability of the optimum result. The 
sequential meta-model PSO (SMPSO) is developed to reduce computing cost in complex engineering design 
problems containing a large number of design variables and complicated constraints. Various tests have been 
performed to verify the validity and reliability of the proposed optimization methodologies, and by using the 
proposed algorithms, practical design optimizations, such as satellite structure and hub sleeve of a helicopter, have 
been carried out. 
C. Integration of Shell FEA with Geometric Modeling based on NURBS Surface Representation 
An efficient method5 for integration of shell FE analysis with geometric modeling has been developed by 
researchers of SS&D (Smart Structures and Design) laboratory in Seoul National University. The proposed method 
is based on NURBS surface representation. 
Surfaces are identified by several ways for shell finite element analysis. First, exact analytical surface 
expressions can be given. In this case, shell surface geometric quantities can be directly extracted in the analysis 
without any geometric errors. But it is not always possible to represent general surfaces in an exact closed form. 
Second, surfaces can be generated by interpolating or approximating a set of given points. Generally, one can obtain 
the digitized coordinate values of points by scanning. Because the NURBS equation provides interpolation or 
approximation methods, the fitting surfaces for analysis can be easily obtained. For the more practical applications, 
geometric surfaces can be generated by the modeling process provided by the CAD system. Most current 
commercial CAD systems employ the NURBS technology to model and manipulate surfaces. The NURBS is the 
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Figure 5. Comparison of Inverse solutions 
 
Figure 4. Baseline beam in flexural vibration 
 
American Institute of Aeronautics and Astronautics 
 
5
generalized form of a non-rational B-spline and rational and non-rational Bezier curves and surfaces. In addition, it 
can generate and manipulate surfaces, for example, by providing a mathematical basis for representing analytical 
shapes such as conic sections and quadratic surfaces. That is, it can exactly express the quadratic (or quadric) 
surfaces. Furthermore, the NURBS algorithms are fast and stable so that they enable engineers to design surfaces 
intuitively.  
The shell theory-based element6 has a two-parameter representation in the surfaces, and all the geometric 
computations can be performed in a local surface patch. So, if a shell surface such as the Cosserat surface7 used in 
shell theory-based element are represented by two parameters, the shell theory-based element may be used in the 
analysis of an arbitrary-shape shell structure. The NURBS surfaces are usually represented by two parameters in the 
parametric domain. As mentioned above, the surfaces in CAD systems are usually generated by using NURBS 
representation and the blending functions of NURBS surfaces are composed by two parameters defined in a local 
region. A general tensor-based shell element has a two-parameter representation in the shell surfaces, and all 
geometric computations can be performed in the local surface patch. Naturally, the NURBS surface function could 
be directly linked to the shell analysis routine. One can obtain more “geometrically-exact” surface quantities for the 
analysis by using the shell theory-based element than by using the solid-based element. The concept for integrating 
the shell FE analysis with CAD geometric modeling was proposed in the previous works8 of SS&D laboratory. 
Shape optimization of a shell surface was performed and the r-adaptivity refinement was also implemented. B-spline 
basis function for shape functions of FE analysis and same B-spline representation for surface description was 
reported in ref. [5].  
Several numerical examples demonstrate the validity and efficiency of the developed geometrically exact shell 
element and the successful integration of the proposed shell element with the geometric modeling based on the 
NURBS equation as shown in Figure 6 and 7. 
 
 
 
 
 
 
 
     
 
Figure 7. Pinched hemispherical problem (ref. value 0.094) 
     
 
Figure 6. Comparison of Inverse solutions Pinched cylinder  
with rigid diaphragm end condition (Nastran ref. 1.8541*10-5) 
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D. Domain/Boundary Decomposition Method for Thermo-mechanical Contact Problems 
Recently, SES (Space Environment Structures) laboratory in Chonbuk National University has developed a 
novel domain/boundary decomposition method9 for efficient analysis of thermo-mechanical contact problems.  
In general, since the area and intensity of contact is not known before the application of external loads, the 
contact problems inherently impose boundary non-linearity as well as thermo-mechanical coupling. Finite element 
technologies based on penalty functionals or Lagrange multipliers have been widely used as the general numerical 
methods of contact analysis. However, from the phenomenological point of view, conventional numerical methods 
have a fundamental shortcoming. Note that the actual contact occurs only in a local part of the boundary, and its 
state is slightly changed during time increments or non-linear iterations.  
Therefore, formulating the governing equations on the basis of the entire domain and doing the related analyses 
may involve unnecessary computational expense. Faced with this logical dilemma, the most promising concept is to 
divide the whole domain into subdomains with reference to the contact boundary. The efficiency of the overall 
analyses can be improved by allocating the contact boundary to one or a few sub-domains. In the line of thought, a 
new domain/boundary decomposed method has been proposed.  
The key idea behind the proposed method is that the contact boundary can be ultimately decomposed if the 
subdomain is gradually reduced while including the contact boundary. That is to say, the contact boundary is 
separated from the domain through the medium of the contact interface. In the proposed domain/boundary 
decomposition method, the whole domain is considered as a union of subdomains, an interface, and contact 
interfaces as shown in Figure 8.  
The primary variables (disp. and temp.), independently defined in each set, are ( (k)kiu +θ ,)( ) in subdomain )(kΩ , 
( +ϕ ,iv ) on interface IΓ , and ( (k)kiw +ψ ,)( ) on contact interface )(C −Γ k . 
The inequality constraints on the contact boundary and the equality constraints on the interface and contact 
interface are restated with simple penalty functions. Then, after performing variational formulations and finite 
element approximations, four efficient solution algorithms w-v-u+ϕ-ψ-θ, v-w-u+ψ-ϕ-θ, w-u+ϕ-θ (boundary 
decomposition only), and v-u+ψ-θ (domain decomposition only) can be set up based on the sequence of solutions. 
Figure 9 shows the representative results of FLOPs (the total number of floating-point operations) and real-time 
checking for the solution algorithm w-v-u+ϕ-ψ-θ. The benchmark tests were conducted on a personal computer and 
the real elapsed time was recorded by each subdomain, interface, or contact interface. The FLOPs and real-time 
values for the algorithm w-v-u+ψ-ϕ-θ are normalized by taking those of non-decomposed model Full as 100% 
(67.65% for displacement solution + 32.35% for temperature solution). Note that the FLOPs of w-v-u+ψ-ϕ-θ are 
reduced to 37.77% (25.93%+11.84%). The real elapsed time is reduced to 40.70% (28.13%+12.57%). In general, 
the major factors that influence the computational efficiency are the decomposition topology, the number of time 
steps, the numbers of contact status changes and durations, the size of stiffness matrices, etc. 
 
 
 
 
 
Figure 8. Schematic of domain/boundary decomposition 
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V. Applications of computational structure technology to design and development 
Nowadays, computational structure technologies coupled with ever-increasing capabilities of digital computers 
have served as a practical tool for the analysis and design of real aerospace vehicles. In real design and development 
of aircrafts and satellites, computational structure technologies have been extensively utilized in Korea.  
For example, the SMPSO (Sequential Meta-model Particle Swarm Optimization) developed by SSODL has been 
utilized in designs of satellite structure and hub sleeve of a helicopter. Applications of reliability based optimization 
and computational fatigue analysis methodologies to aerospace structures, such as helicopter blade and hub, smart 
UAV, engine turbine wheel and satellite structure, have been carried out in SSODL. To enable the high-fidelity 
simulation in the design stage, grid computing technologies10, 11 are actively utilized in ASTL. Optimization toolbox 
with Grid-Enabled PSO algorithm developed by ASTL makes it possible to handle thousands of simulation jobs in 
distributed resources. The optimization toolbox works with scattering simulation jobs to remote grid resource and 
gathering the results. Each simulation job is composed of sequential executions of automatic mesh generation, finite 
element analysis and evaluation of the fitness. To handle the difficulty of automatic mesh generation of complex 
structure, PCL language in MSC.Patran is utilized. For finite element analysis MSC.Nastran is employed. With the 
help of this optimization toolbox, optimal design could be successfully carried out for adapter-ring composed of 32 
design parameters, which is the mechanical interface part of a satellite. Figure 10 shows the overview of the 
optimization flow in grid computing environment. Figure 11 describes the diagram of PCL-based automatic mesh 
used in optimization procedure. 
 
    
 
 
Figure 11. Automatic mesh generation using 
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Figure 10. Optimization work flow  
in grid computing environment 
 
 
Figure 9. Representative results of FLOPs and real-time checking 
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