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Abstract
In the present paper, we investigate the asymptotic behavior of numerical solutions in direct 'uid simulations.
The incompressible Navier–Stokes equations and the continuity equation are solved numerically by using the
marker-and-cell method. The model adopted in the present study is a 'ow around a two-dimensional circular
cylinder. Dependence of the unsteady structure of numerical solutions on several parameters are discussed
by analyzing the behavior of numerical drag coe5cient Cd. Concretely, we concentrate the dependence of
bifurcation processes on the amplitude of second- and fourth-order viscosity terms and time increment. Though
the numerical fourth-order arti6cial viscosity has the stabilizing e7ect like the physical second-order one, the
bifurcation processes are di7erent. Furthermore, it is clari6ed that adopting small time increment values does
not always produce the reasonable results.
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1. Introduction
Recent development of supercomputer has made it possible to simulate complicated unsteady 'ow
6elds. Though a lot of computational studies concerning the complicated unsteady 'ow structure
have been reported in many references, it has been left unknown whether numerical solutions given
in those contributions correspond to the true solutions of the original 'uid equations or not. On
the other hand, it is well known that the complicated 'ow structure also appears in the cases of
the low Reynolds numbers, where the 'ows are expected to be laminar physically, under some
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conditions. The approximate solutions which do not correspond to the true one are often called
spurious solutions or ghost ones and they have been studied in detail in [6,12]. When the di7erential
equations are discretized, a lot of terms and parameters which are not included in the original
di7erential equations are added. Yamaguchi and co-researchers [8,11] analytically studied about the
ghost solutions in detail and concluded that the discretization induces instability or stability. We
also studied the characteristic behavior of the numerical solutions after the transients of simple
scalar nonlinear di7erential equations [2,3] and concluded that we may get ghost solutions, even
if we adopt more accurate schemes. Furthermore, these ghost solutions also appear in the practical
numerical simulations for 'ow 6elds. In most cases, the approximate conditions of calculations are set
to be physically reasonable and the most suitable schemes to obtain reasonable results are selected.
However, the complicated 'ow structure appears even in the cases of the low Reynolds numbers by
mistaking several numerical conditions. For example, it is expected that adopting large It values
causes the instability which is similar to those in the cases of calculations of high Reynolds number.
There is a possibility that a parameter like the large It may play the similar role to another one
like the large Reynolds number.
By the way, the arti6cial viscosity terms which are added explicitly and implicitly in order to
stabilize the system are often utilized in the direct numerical 'ow simulations. Needless to say, we
cannot perform calculations stably without these stabilizing terms in the cases of the high Reynolds
number because the nonlinear instability grows and calculations diverge. In our previous reports, we
also discussed about the nonlinear structure of the numerical solutions after the transients calculated
by using several kinds of upwind schemes [4,5]. In the case of the upwind spatial discretization, no
spurious numerical solution appeared in some cases. However, we got several types of complicated
spurious solutions in other cases even when we used the high-order accurate upwind schemes which
included high-order arti6cial viscosity terms. In these cases, the added terms sometimes bring other
types of nonlinear instabilities and the qualitative structure of the numerical solutions after the
transients changes. In other words, there is a possibility for us to get multiple stable and unstable
ghost solutions under the same original physical conditions and parameters.
One of purposes of the present work is to investigate the characteristics of these ghost solutions
from the viewpoints of the comparison of qualitative structure of instability induced by the numerical
fourth-order arti6cial viscosity terms with that induced by the physical second-order viscosity terms.
Concretely, we adopted a 'ow around the circular cylinder as the simple model and discussed the
di7erence of the unsteady structure by comparing the data reconstructed from the long period of time
series of Cd (drag coe5cient). Di7erences of bifurcation processes caused by the physical instability
from those by the numerical instability are studied. The bifurcation scenario and the chaotic behavior
have been reported in some studies. In particular, Pullium et al. [9] studied the nonlinear dynamical
structure of the physical variable such as the velocity component in the subsonic 'ow around the
airfoil by using the compressible scheme. In that paper, they not only showed the bifurcation sequence
but also evaluated the e7ect of the grid re6nement and some numerical schemes. We discuss the
di7erences of bifurcation processes in order to clarify the analogy and dissimilarity of dependence
of stability on the amplitude of second- and fourth-order viscosity terms and time increment. The
numerical scheme used in the present paper is expressed brie'y in Section 2. Other conditions of
computations such as the grid systems, boundary conditions and so on are also described in Section
2. In Section 3, the analogy and dissimilarity of dependence of stability on several parameters by
comparing the bifurcation processes are discussed in detail.
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2. Numerical algorithm and numerical conditions
2.1. Basic equations
The two-dimensional incompressible Navier–Stokes equations and the continuity equation are given
as follows:
divV = 0; (x; y)∈; t ¿ 0;
9V
9t + (V · grad)V =−gradp+
1
Re
IV; (x; y)∈; t ¿ 0; (1)
where  = {(x; y)|1¡x2 + y2¡ 65:28}. V = (u; v), p and Re denote velocity vector, pressure and
the Reynolds number, respectively.
2.2. Numerical algorithm
The Poisson equation for pressure can be derived on the basis of MAC method [1].
Ip=−div(V · grad)V + R; (2)
where
R=−9(divV)9t +
1
Re
I(divV): (3)
In the present study, we employed the generalized transformation of coordinates ((x; y)→ (; )) in
order to concentrate grid points in the boundary layer near the surface of the circular cylinder. For
example, the derivative term of the pressure is given as follows:
Ip=
−(yu − yu)2 + 2(xu − xu)(yv − yv) + (xv − xv)2
J 2
−yu − yu + xv − xv
JIt
; (4)
where J is the Jacobian of transformation. The Poisson equation is discretized and solved numerically
by using Gauss–Seidel method. All spatial derivatives except for those of the nonlinear convection
term are discretized by using the central 6nite di7erence. For those of the convection terms, we
considered parameter  in order to discuss the e7ects of the fourth-order arti6cial viscosity term
based on the third-order upwind schemes [7],
f
9u
9 =
fi(−ui+2 + 8ui−1 − 8ui+1 + ui−2)
12I
+ 
|fi|(ui+2 − 4ui−1 + 6ui − 4ui+1 + ui−2)
4I
: (5)
In the case of the Kawamura–Kuwahara scheme,  is 6xed to 1. Viscous terms in Eq. (1) are
discretized by using the second order central di7erence scheme. For the time marching of the Navier–
Stokes equations, the 6rst-order backward Euler implicit scheme is employed. In the present implicit
scheme, the nonlinear convection term is linearized for Vn+1 as follows:
(Vn+1 · ∇)Vn+1 ≈ (Vn · ∇)Vn+1: (6)
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Simultaneous equations of the linearlized implicit scheme are also solved by using Gauss–Seidel
method.
2.3. Grid systems
The O-type grid system [10] is used in all cases. The number of the grid points are 202 × 92.
Grid points (xi;1; yi;1); i = 1 ∼ imax, locate on the surface which is the circle of which radius
is equal to 1. Grid points (xi; jmax; yi; jmax) locate on the outer 'ow region which is the circle of
which radius is set to be 65.28. The mesh points are strongly concentrated in the boundary layer
and the minimum spacing normal to the surface of the body is set to be less than 0.0011. Because
the Reynolds number adopted in this paper is less than 10 000, this grid system is 6ne enough to
resolve the 'ow structure in the boundary layer. Only one grid system is used in order to avoid the
confusion induced by the e7ect of grid re6nement.
2.4. Boundary conditions
The boundary conditions on the body surface are as follows: the no-slip condition is used for
the velocity components. The pressure p along the body surface is obtained by solving a normal
momentum equation. At the far boundaries, the free-stream values (u= 1:0; v= 0) are speci6ed.
3. Results and discussion
3.1. Classi7cation of the types of numerical solutions
In this section, we discuss the analogy and dissimilarity of dependence of stability on several
parameters by comparing the calculated bifurcation processes in which we change several parameters.
At 6rst, we show Figs. 1–3 and explain how to classify types of the numerical solutions after the
transients. In Figs. 1–3, (a) pro6le of time series data of Cd, (b) pro6le of the trajectory reconstructed
in the (Cd(T ); Cd(T + 0:5)) phase space and (c) power spectral density are shown. Cd values are
estimated numerically by calculating the dragD =
∮
c p dy, where c is the surface of the circular
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Fig. 1. Typical characteristics of structure of a limit cycle given from the time series of Cd. (a) Time series;
(b) two-dimensional trajectory; (c) power spectral density.
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Fig. 2. Typical characteristics of structure of a torus given from the time series of Cd. (a) Time series; (b) two-dimensional
trajectory; (c) power spectral density.
1
1.2
1.4
1.6
1.8
2
1 1.2 1.4 1.6 1.8 2
’atr.dat’
(a) (b) (c)
Fig. 3. Typical characteristics of structure of a higher-dimensional attractor given from the time series of Cd. (a) Time
series; (b) two-dimensional trajectory; (c) power spectral density.
cylinder. The sampling period of time series is from T (nondimensional time)= 3000–4000. In this
period, we can estimate the numerical solution to be approximately invariant set (attractor). The
horizontal axis in (a) denotes the sampled time step number, where time step 0 corresponds to
T = 3000 and time step 50 000 corresponds to T = 4000. The horizontal axis in (c) denotes the
wave number based on the time step in (a). If we 6nd only one maximum point in the time history
pro6le and the trajectory is the simple closed curve shown in Fig. 1, we call this attractor the Limit
cycle and use the symbol “L” in the present paper. We also got several periodic attractors, such as
periodic-n. In the present study, we call these periodic attractors the periodic-n and use the symbol
“Pn”. In Fig. 2, quasiperiodic trajectory onto a torus can be seen. Fourier transformation result in Fig.
2(c) possesses several sharp peaks which show an interaction between the di7erent oscillatory modes.
In this case, we call this type of attractor the Torus and use the symbol “T”. Furthermore, irregular
pro6le of the time the series and the complicated structure of trajectory can be seen in Fig. 3.
In this case, pro6le of power spectrum is a broadband type and continuous which is never seen in
the cases of Pn and T . In the present study, we call this type of attractor the higher attractor and
use the symbol “H”.
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Table 1
Cd values and classi6ed types of attractors obtained under the constant
condition of  = 0:85
Re It
0.02 0.01 0.005 0.0005
1000 1.4793 P2 1.4911 L 1.4898 T 1.4766 T
2000 1.5536 P2 1.5423 P2 1.4448 T 1.5631 P2
3000 1.5809 P2 1.4362 P2 1.4807 H 1.4746 P2
3500 1.4730 H 1.4739 H 1.4845 H 1.4534 P2
4000 1.4198 P4 1.4732 H 1.4958 H 1.4285 H
4500 1.4278 H 1.4196 P4 1.4644 H 1.5386 H
5000 1.4617 H 1.4292 H 1.4791 H 1.5346 H
5500 1.5033 H
6000 1.5411 H
10 000 1.5637 H 1.5998 H
3.2. Bifurcation processes as increase in the Reynolds number
In this subsection, we discuss about the bifurcation processes as the Reynolds number increases.
Table 1 shows Cd values and classi6ed types of attractors obtained under the constant condition
of  = 0:85 at each It value. Blank cells are the ones without calculation data. As we could not
calculate all cases, we supposed that the same attractors with the ones in upper and/or lower cells
would be obtained. It is shown that several di7erent types of bifurcation processes in each It case
are obtained. For example, P4 appears like a window in the region where Re is from 4000 to 4500
in the cases of It=0:02 and 0.01. On the other hand, the region where tori exist can be seen in the
region where Re is from 1000 to 2000 in the cases of It=0:005 and 0.0005. This type of attractor
is expected to be physically incorrect in such low Reynolds number regions. Therefore, this result
shows that there is a possibility to get incorrect results under the condition of some  value if we
select smaller It values.
3.3. Analogy and dissimilarity of e9ects of the physical viscosity terms and the numerical ones
Next, we discuss about the analogy and dissimilarity of e7ects of the physical viscosity terms and
the numerical ones. Table 2 shows correlation between  (the amplitude of the fourth-order viscosity
term) and Re under the constant condition of It=0:005. Term of “Divergence” in the table denotes
the case in which we got no computed Cd values because of the occurrence of numerical divergence.
In this table, “F” (one of the types of attractors) denotes the attractor which means the almost steady
'ow structure which has almost constant Cd value. In small  value regions, numerical divergences
occur. The  value at which numerical divergences occur become larger when Re becomes larger.
When  value is high, 'ow 6elds become stable and attractors are lower-order ones (L or P2)
except the case of Re=10 000. However, we got the steady states in very large  region in all cases.
This shows that the numerical fourth-order arti6cial viscosity also has the stabilizing e7ect like the
physical second-order one. However, the steady states are expected to be physically incorrect in such
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Table 2
Correlation between  and Re under the constant condition of It = 0:0005
 Re
1000 2000 3000 4000 5000 10000
30 0.5743 F 0.6038 F
18 0.5962 F 0.5564 F
15 0.5742 F 0.5797 F 0.5868 F 0.5915 F 1.3892 L 1.0313 H
3 1.4155 L 1.5244 L 1.5299 L 1.4365 L 1.3129 L 1.3752 H
2.7 1.5091 L 1.3663 L 1.3750 H
2.5 1.3628 H 1.4288 H
2 1.4477 L 1.5404 L 1.3472 H 1.4064 H 1.4079 H 1.4788 H
1 1.4760 T 1.4498 H 1.5054 H 1.5520 H 1.6141 H
0.85 1.4766 T 1.5631 P2 1.4746 P2 1.4285 H 1.5349 H 1.5998 H
0.7 1.4819 T 1.5892 P2 1.6465 P2 1.4607 P2 1.5749 H 1.6139 H
0.6 1.4876 T 1.6314 L 1.6625 P2 1.5887 H 1.5872 H
0.5 1.4954 T 1.6420 L 1.6785 P2 1.6698 H 1.5989 H 1.6000 H
0.4 1.5042 T 1.6422 P2 1.7014 P4 1.6659 H 1.5914 H 1.5954 H
0.2 1.5212 T 1.6533 P2 1.3588 H 1.5023 H 1.5359 H 1.5250 H
0.17 1.6534 L Divergence
0.15 1.6534 L 1.6530 L 1.5160 H 1.5070 H Divergence
0.1 1.6434 H Divergence Divergence Divergence
0.03 Divergence Divergence
high Reynolds number regions. Therefore, those are obviously stable ghost solutions. When  value is
lower and the e7ect of the fourth order arti6cial viscosity term is weaker, the higher-order attractor
can be also seen and bifurcation processes become complicated in this case. These higher-order
attractors are similar to the ones which are often obtained in the results of the high Reynolds
number calculations. From these results, it is clari6ed that unsuitable selection of  value generates
ghost solutions and there is the possibility to get wrong solutions by using upwind scheme carelessly.
On the other hand, we can 6nd several di7erent e7ects between the physical viscosity terms and the
numerical ones. First point is that tori are obtained in low  value cases in the case of 1000. These
attractors cannot be seen even in the cases of higher Reynolds number calculations in the case of
It = 0:0005. Furthermore, the bifurcation processes are di7erent. Though it is well-known that the
“lower-order attractors to higher-order ones”-type bifurcation processes (as increase in Re) appear
from experimental works, complicated bifurcation processes can be seen as  value decreases.
3.4. Analogy and dissimilarity of e9ects of the amplitude of fourth-order viscosity terms () and
time increment (It)
Next, we discuss about correlation between the time increment and  value. Table 3 shows the
results in the case of Re = 1000. We got only four types of attractors, F, L, P2 and T. When It
becomes larger, the regions where Cd values are obtained without numerical divergences become
narrower. This fact shows that adopting smaller It values generally brings the e7ect which stabilizes
the system in this meaning. However, when It is smaller,  values at which bifurcation from tori to
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Table 3
Correlation between  and It under the constant condition of 1000
 It
0.02 0.01 0.005 0.0005
15 0.5742 F
8 1.3174 L
5 Divergence
4.5 1.3806 L
3 Divergence 1.4165 L 1.4155 L
2 1.4479 L 1.4474 L 1.4477 L
1.5 Divergence 1.4664 L
1.2 1.4749 L 1.4771 L
1 1.4800 P2 1.4843 L 1.4857 L 1.4760 T
0.85 1.4793 P2 1.4911 L 1.4898 T 1.4766 T
0.625 1.5015 T
0.6 1.4831 P2 1.5032 T 1.4944 T 1.4876 T
0.5 Divergence 1.4995 T 1.4954 T
0.4 1.5121 T 1.5063 T 1.5042 T
0.06 Divergence 1.5299 T
0.03 Divergence
limit cycles occurs become larger and the regions where the tori appear become wider. It is clari6ed
that selecting smaller It values produces a counter result in the present case.
4. Conclusion
In the present paper, dependence of the unsteady structure of numerical solutions in direct 'ow
simulation on several parameters was discussed by comparing the bifurcation processes. In particular,
we discussed the analogy and dissimilarity of dependence of stability on several parameters by
analyzing the bifurcation processes. Though the numerical fourth-order arti6cial viscosity also has
the stabilizing e7ect like the second-order one, it was clari6ed that the bifurcation processes are
di7erent between two cases. Therefore, there is the possibility to get wrong solutions by using
upwind scheme carelessly. On the other hand, we discussed the correlation between a discretization
parameter and the arti6cial viscosity term. As the typical discretization parameter, we selected the
time increment. The Tori are obtained in several cases of It = 0:0005 and Re = 1000. Though it
is usually realized that adopting the small It values generally brings the e7ect which stabilizes the
system, it is found that the counter results are produced in several cases. Therefore, only selecting
smaller It values is not enough to get reasonable results.
From a lot of experimental and theoretical contributions, global bifurcation processes as increase
in Re have been studied. However, we cannot determine the true solution in each Reynolds number,
because assumptions of numerical conditions considered in the present calculations do not necessarily
agree with the physical conditions. Therefore, we cannot get the conclusion to determine the optimal
parameters to obtain correct solutions in the present study. Structure of numerical attractors which is
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constructed from a lot of physical and numerical parameters is very complicated. What is important is
not to consider best selection of each parameter separately but to select the optimal set of parameters
totally. In order to determine the suitable set of parameters, to analyze the structure of the numerical
solutions by using the approach proposed in the present paper is necessary.
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