 POTTS, B. M. and H. S. DUNGEY (2004) 
Abstract
With a variable that is recorded on a scale with fixed bounds, it can be appropriate to use for the denominator of the coefficient of variation the square root of the (sign-independent) product of the differences between the mean and the two bounds of the scale. A simple illustrative example is given.
Key words: coefficient of variation, subjective rating, subjective score, binary variables.
The coefficient of variation (CV), namely the standard deviation divided by the mean, is often very useful information for the breeder. In particular, the product of the phenotypic CV and the heritability is a direct measure of the potential for genetic improvement of a given trait. For an ordinary metric trait (e.g. a growth variable such as height) a CV is fully valid, although an extremely high CV may be an indicator of severe positive skewness. However, in tree improvement it is often necessary to address traits for which valid measures of CVs are not straightforward. Such traits include ones that in practice need to be assessed according to bounded scales (e.g. subjective straightness scores), or else have binary expression (e.g. survival). In such cases, the choice of a relevant mean for the denominator of a CV is problematic.
As an example, consider straightness, assessed on a 1-9 scale (1 = very crooked to 9 = very straight). With a mean score of 3, 3 would superficially be the denominator for the CV, although it seems more realistic to use 2 as the denominator, this being the difference 3-1. But if the scale is to be used as a measure of crookedness, one might use 6 (namely 9-3) as the denominator.
As a mean score for such a variable approaches a bound, the standard deviation will approach zero. Yet the alternative CVs will diverge widely according to ( 1) where X mean is the mean and X min. and X max. are the lower and upper bounds of the scale respectively (cf BURDON, 1998 ). This expression is sign-independent. In the example considered, D would be ǰ[(3 -1)(9 -3)], which equals 3.464. Table 1 gives a simple actual-data example involving branch-habit scores for a progeny trial of Pinus radiata replicated on two sites, one of which gave scores clustered near the upper bound. Using Eq. 1 eliminated an apparent wide difference between sites in CV.
The approach can be applied not only to phenotypic CVs but also to CVs for component sources of variation, e.g. genotypic and environmental effects. Estimates of such CVs are obtainable by using as numerators the square roots of the respective variance component estimates, with the same denominator.
The phenotypic variances (and hence standard deviations) for integer-value scores might be adjusted by using Sheppard's correction, which entails subtracting one-twelfth from the variance (SNEDECOR and COCHRAN, 1966) . In principle, it removes variation that is an artifact of recording in discrete categories. However, experience (BURDON, unpubl.) is that this correction is only satisfactory when the scores are symmetrically distributed, which is likely to require that a mean be close to mid-range.
Since the scales for subjective ratings are inevitably somewhat arbitrary, caution will be needed in interpreting CV statistics even when using Equation 1. For instance, the implied linearity of the scale is never guaranteed, and if it exists, there would be no guarantee that the economic-worth function would be linear. Normalising transformations of data, while they may improve data properties for purposes of statistical analysis, would make expression of CVs very problematic. Moreover, any effort made to spread the scores away from mid-scale, in an attempt to achieve greater resolution of group differences, will make CVs less meaningful biologically. A similar problem arises with data such as disease ratings which, for biologically plausible reasons, may be expressed on logarithmic-type scales (e.g. GILMOUR and NOODERHAVEN, 1973 ) that give greater weight to differences near the zero and the 100 % bounds.
Note that for a binary trait, showing 0 or 1 expression (Bernoulli distribution), with a proportion p of individuals showing one expression or the other, the phenotypic variance equals p(1 -p). On the basis of Equation 1, the CV is automatically 1. The components of variation will all be subject to an upper bound of 1 for their corresponding CVs.
