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ABSTRACT
Current cosmological tensions motivate investigating extensions to the standard ΛCDM model. Ad-
ditional model parameters are typically varied one or two at a time, in a series of separate tests. The
purpose of this paper is to highlight that information is lost by not also examining the correlations
between these additional parameters, which arise when their effects on model predictions are simi-
lar, even if the parameters are not varied simultaneously. We show how these correlations can be
quantified with simulations and Markov Chain Monte Carlo (MCMC) methods. As an example, we
assume that ΛCDM is the true underlying model, and calculate the correlations expected between
the phenomenological lensing amplitude parameter, AL, the running of the spectral index, nrun, and
the primordial helium mass fraction, YP , when these parameters are varied one at a time along with
the ΛCDM parameters in fits to the Planck 2015 temperature power spectrum. These correlations
are not small, ranging from 0.31 (AL − nrun) to −0.93 (nrun − YP ). We find that the values of these
three parameters from the Planck data are consistent with ΛCDM expectations within 0.9σ when
the correlations are accounted for. This does not explain the 1.8-2.7σ Planck preference for AL > 1,
but provides an additional ΛCDM consistency test. For example, if AL > 1 was a symptom of an
underlying systematic error or some real but unknown physical effect that also produced spurious cor-
relations with nrun or YP our test might have revealed this. We recommend that future cosmological
analyses examine correlations between additional model parameters in addition to investigating them
separately, one a time.
Keywords: cosmic background radiation – cosmological parameters – cosmology: observations
1. INTRODUCTION
Over the last decade, much progress has been made on
putting precise constraints on cosmological parameters
within the Λ cold dark matter (ΛCDM) model, particu-
larly from Cosmic Microwave Background (CMB) exper-
iments (e.g., Bennett et al. 2013; Planck Collaboration
XIII 2016; Sievers et al. 2013; Story et al. 2013). In the
most recent release of Planck results (Planck Collabo-
ration VI 2018), determinations of the standard ΛCDM
parameters such as baryon density, Hubble constant and
matter density have reached the percent level or below.
Although currently there is no convincing evidence for
deviations from the standard ΛCDM model from any sin-
gle experiment, tensions exist between the values of some
parameters inferred from different datasets. The most
severe one is the 4.4σ disagreement between the Hub-
ble constant measurements from the anchor-Cepheid-
supernova distance ladder by the SH0ES collaboration
(Riess et al. 2019) and from the Planck CMB data
(Planck Collaboration VI 2018). The measurement of
H0 via strong lensing time delays (Bonvin et al. 2017;
Birrer et al. 2019) is consistent with the distance ladder
and in 2.5σ tension with Planck . Addison et al. (2018)
showed that the tension between early and late time uni-
verse measurements persists even without the inclusion
of Planck data, using baryon acoustic oscillation (BAO)
scale measurements.
Extensions or alternatives to the ΛCDM model have
been explored in an attempt to resolve the Hubble ten-
sion. For example, the effects of varying the effective
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number of neutrino species (e.g., Riess et al. 2016) and
the equation of state parameter of dark energy (e.g.,
Joudaki et al. 2017) have been studied, though these
extensions have not been able to effectively relieve the
tension without including multiple turning points in the
evolution of the dark energy equation of state (Zhao
et al. 2017). Recently, new ideas have been proposed
as more promising solutions, for example, with the in-
troduction of early dark energy (Poulin et al. 2018) or
self-interaction massive neutrinos (Kreisch et al. 2019).
If there is new physics, consistency tests within the
ΛCDM model will eventually fail with sufficiently sensi-
tive new data.
An example of a parameter used to test consistency is
the lensing amplitude AL. It was first introduced by Cal-
abrese et al. (2008) as a phenomenological way to quan-
tify the effect of weak gravitational lensing in the CMB
power spectrum. By definition, AL = 1 is the physical
value. However, the Planck temperature power spectrum
(TT) data have shown a persistent preference for AL > 1
at 1.8-2.7σ depending on which datasets are included
(Planck Collaboration XVI 2014; Planck Collaboration
XIII 2016; Planck Collaboration VI 2018). For discus-
sion of the AL tension, see also Addison et al. (2016);
Motloch & Hu (2018, 2019a). The cause of the deviation
of AL from its physical value is unclear, however, varying
AL is an example of the sort of test that might ultimately
shed light on the origin of the distance ladder tension.
Typically results from fitting additional model param-
eters are presented one or two at a time, a series of sep-
arate tests (for recent examples, see Heavens et al. 2017;
Joudaki et al. 2017; Planck Collaboration VI 2018). Dif-
ferent parameters may have similar effects on the theory
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2prediction so the constraints on extension parameters,
even when fitted separately, from an experiment or par-
ticular combination of experiments may be correlated.
As an example, Figure 1 shows the expected 2-D confi-
dence contours for two parameters, A and B, obtained
from ΛCDM+A and ΛCDM+B fits. The green contours
show the expected distribution (estimated from e.g. sim-
ulations) if ΛCDM, with A = 0 and B = 0, is the true
model. Only looking at their 1-D marginalized distribu-
tions would lead to an incorrect conclusion of consistency,
as the values of A and B are each only 1 standard devia-
tion away from their fiducial ΛCDM values, while in the
2-D space the shift from the fiducial point is orthogonal
to the degeneracy direction and the values are actually
outside the 99.7% contour. This result in the 2-D space
would not mean that there is strong evidence for the
ΛCDM+A or the ΛCDM+B model, since neither A or
B disagrees with their fiducial values significantly in 1-
D. Rather, it suggests that there is something else wrong
with the assumed model, or there may be experimental
systematics we have not accounted for.
Therefore, to more carefully assess whether the stan-
dard ΛCDM model can consistently describe data, the
covariance of the set of extension parameters should be
quantified.
In this paper, our goal is to answer the following ques-
tions:
1. How do we calculate the expected correlation be-
tween different extension parameters to the stan-
dard ΛCDM model when constrained by the same
data?
2. How do we incorporate these correlations into a
more stringent test of the ΛCDM model?
As an example, we use the Planck 2015 temperature
power spectrum likelihood code (Planck Collaboration
XI 2016). The outline of this paper is as follows. In
Section 2 we present the theoretical basis of our work
and two different methods to achieve our goals. We show
results in Section 3, followed by a discussion in Section
4 of general recipes for similar analysis in the future and
conclusions in Section 5.
2. METHODOLOGY
2.1. Estimating correlation between extension
parameters using simulations
In general it is not straightforward to infer the correla-
tion between parameters A and B directly from MCMC
fits to the ΛCDM+A and ΛCDM+B models that have
already been performed by experimental collaborations
like Planck . To make progress, we assume that the data
likelihood is Gaussian, with a covariance matrix C that
does not depend on the cosmological parameters, and
that the posterior distribution for the cosmological pa-
rameters is also Gaussian.
The assumption of Gaussianity of the likelihood is
made widely across different cosmological measurements,
including CMB power spectra (e.g., Planck Collabora-
tion XI 2016; Louis et al. 2017; Henning et al. 2018),
weak lensing shear (e.g., Krause et al. 2017; Hikage et al.
2019; Wright et al. 2018), galaxy clustering (e.g., Percival
et al. 2014; Alam et al. 2017), supernovae distance moduli
Figure 1. Accounting for correlations between additional model
parameters can be important. In this example, A and B are addi-
tional parameters to the standard ΛCDM model. The maximum
likelihood (ML) values of A and B from ΛCDM+A and ΛCDM+B
fits to a particular dataset are shown in red. The green contours
show the expected distribution of ML values, calculated assuming
ΛCDM, with A = 0 and B = 0, is the true model. The ML values
of A and B fitted from data appear consistent with their fiducial
values in their 1-D marginalized distributions, but they are actu-
ally outside the 99.7% contour in their 2-D distribution, suggesting
a failure in the assumed model or some unknown systematics in the
data.
(e.g., Scolnic et al. 2018; DES Collaboration 2018), and
others. The likelihood can almost always be made more
Gaussian through compression of the data, often with
negligible loss of cosmological information (e.g., com-
bining CMB power spectra over a range of multipoles
into bins). Neglecting the cosmological parameter de-
pendence in the covariance (e.g., assuming a fixed fidu-
cial model and set of parameters for computing the cos-
mic variance contribution to the errors) has also been
demonstrated to be a suitable approximation for Planck ,
and other current experiments (e.g., Hamimeche & Lewis
2008; Krause et al. 2017). The fiducial model as well as
the covariance are often estimated from some iterative
process of fitting the actual data.
For the Planck data, cosmological parameter posterior
distributions can be well approximated as Gaussian for
ΛCDM, as well as for many one- and two-parameter ex-
tensions, although there are also cases (e.g., involving
curvature or varying the dark energy equation of state),
where Planck alone does not provide Gaussian posteriors.
Other experiments only constrain a portion of the ΛCDM
parameter space sufficiently well to produce Gaussian
constraints in one or two parameters. Many parameters
are also physically required to be positive, truncating the
available parameter space and causing departure from
Gaussianity when the data do not constrain the param-
eter to significantly differ from zero. This is the case for
current cosmological constraints on the neutrino mass,
for example (see Figure 30 of Planck Collaboration XIII
2016). We return to the handling of non-Gaussian cases
in Section 4.3.
In certain cases, the Bayesian posterior parameter dis-
tribution and the distribution of the maximum likelihood
3(ML) parameter values from many realizations of the
data are approximately equal. Specifically, P(θ|d), the
Bayesian posterior distribution of parameters θ sampled
by MCMC given the experimental data, can well approx-
imate P(θML(dsim)|θfid). The latter is the distribution of
frequentist maximum-likelihood (ML) parameter estima-
tion based on realizations of dsim from a fiducial model
θfid. The choice of θfid is usually physically motivated
and is based on fits from actual data. For a detailed dis-
cussion, see e.g., Chapter 4 and Appendix B of Gelman
et al. (2013).
We show in Appendix A that this correspondence is
mathematically exact, if we: (1) assume the Gaussian-
ity of both the data likelihood and the posterior distri-
bution of parameters; (2) impose parameter priors that
are far less constraining than the likelihood; (3) in the
MCMC computation, replace the experimental data d
with µ(θfid), the theory prediction of the fiducial model.
In other words, P(θ|d = µ(θfid)) from MCMC and
P(θML(dsim)|θfid) from simulations are the same mathe-
matically. In this work, the fiducial model is from fitting
the Planck TT data. We will show in Section 3.2 that
the exact choice of θfid is not very important.
This correspondence allows us to estimate the correla-
tion between extension parameters A and B using simu-
lated data (i.e., frequency sampling of the likelihood) in
the following steps:
1. Generate many simulated data sets (in our case
simulated Planck -like CMB power spectra) drawn
from the likelihood in the form of a Gaussian dis-
tribution N (µ(θfid),C) for some choice of fiducial
ΛCDM model parameters, θfid, and using the co-
variance matrix C provided by the experiment col-
laboration.
2. Calculate the maximum-likelihood parameters θML
for the ΛCDM+A and ΛCDM+B models for each
simulated data set, and
3. Estimate the covariance between A in the
ΛCDM+A fit and B in the ΛCDM+B fit using
the sample covariance from the simulations.
2.2. Estimating correlation between extension
parameters using MCMC chains
Alternatively, in the special case of Gaussian param-
eter posteriors, we can run MCMC chains to estimate
the correlation between extension parameters directly.
In Appendix B we show that all the information on
the correlation between extension parameters A and B
can be estimated from three sets of chains: ΛCDM+A,
ΛCDM+B, and ΛCDM+A + B. Specifically, we found
that the correlation between A and B when they are fit-
ted separately is equal to minus one times the correlation
between A and B when they are fitted together. We refer
to this property as Correlation Equivalence.
A complication of estimating correlation between ex-
tension parameters by performing MCMC on the real
data in this way is that we clearly do not have control
over the ‘underlying’ cosmological model in the way we
do when generating simulations. It is also possible that
the real data have imperfections or systematic biases
that are not correctly accounted for in the likelihood.
We therefore instead performed MCMC computations
replacing the real data vector with a theory prediction
computed using the same θfid as for the simulations.
2.3. An example using Planck CMB spectra
Here we provide a worked example using Planck data
for both the simulation and MCMC approaches discussed
above. At the time of writing, the Planck 2018 likelihood
code is not yet available. Therefore we perform a sim-
ple three-parameter test using the Planck ` ≥ 30 2015
TT data from the plik lite likelihood2 (as described
in Planck Collaboration XI 2016). This simplified likeli-
hood includes only CMB information, marginalizing over
foreground template amplitudes and other nuisance pa-
rameters.
2.4. Fiducial model and extension parameters
We assume the fiducial model to be the best-fit ΛCDM
model of ` ≥ 30 Planck TT plik lite data with the
optical depth fixed at τ = 0.07, the Planck calibration
parameter calPlanck equal to 1 and other nuisance pa-
rameters marginalized. The ` < 30 likelihood is pixel
based rather than power spectrum based. For simplic-
ity we only include the power spectrum based likelihood
of the ` ≥ 30 data. Moreover, because the ` ≥ 30 TT
spectrum only well constrains the parameter combina-
tion Ase
−2τ , τ is fixed to break the strong degeneracy
with As. As for the calibration parameter calPlanck, a
Gaussian prior with mean equal to 1 and standard devi-
ation 0.0025 was originally imposed on it. Its variation
has minimal impact on other parameters. For simplicity,
calPlanck is fixed at 1.
For the standard ΛCDM parameters, we use
{Ωbh2,Ωch2, 100θMC , τ, logAs, ns}fid =
{0.02216, 0.1211, 1.0407, 0.07, 3.0777, 0.9601}.
In addition, the three extension parameters of in-
terest and their fiducial values for this example are
{AL, nrun, YP }fid = {1, 0, 0.2453}. As mentioned in Sec-
tion 1, AL is a phenomenological parameter that artifi-
cially scales the lensing power spectrum. It is worth in-
vestigating as Planck has a curious preference for AL >
1. Running of the spectral index, nrun ≡ dns/d ln k,
and the primordial Helium mass fraction YP are an in-
teresting pair of extension parameters to test because
of their high correlation (∼ 0.9), that is, they pro-
duce similar changes in the power spectrum damping
tail. Even a small deviation from their degeneracy di-
rection in their expected 2-D distribution would be no-
ticeable. In ΛCDM, YP is calculated from Ωbh
2 and
the CMB temperature through big-bang nucleosynthe-
sis (BBN) predictions (Planck Collaboration XIII 2016).
In ΛCDM+YP , YP is independent of BBN and decouples
from Ωbh
2.
The fiducial parameters from fitting the Planck data
have uncertainties due to cosmic variance and experi-
mental noise. A slightly different set of fiducial parame-
ters, which are still consistent with the measured power
spectrum, may produce different results in the covariance
of the extension parameters as well as the significance
2 Can be downloaded from http://pla.esac.esa.int/pla/
#cosmology
4of their deviations from the fiducial ΛCDM values. We
found this effect to be small for the Planck 2015 data.
See Section 3.2 for details.
2.5. Simulations
We run simulations to sample the distribution of the
extension parameters. We draw 1000 binned power spec-
trum samples with mean equal to the binned power spec-
trum of the fiducial model and covariance equal to the
plik lite CMB band power covariance. We use the
same binning scheme as Planck 2015 to convert power
spectra computed by CAMB3 to band powers. We replace
the data spectrum in the plik lite likelihood with our
samples, thus forming the simulated likelihoods. Next,
using the ML finding algorithm in CosmoMC (Lewis & Bri-
dle 2002), setting τ = 0.07 and the Planck calibration
parameter calPlanck = 1, we maximize the simulated
likelihoods to obtain the best-fit parameters of a spe-
cific model for each realization. The models we explore
are: the standard ΛCDM, ΛCDM+AL, ΛCDM+nrun
and ΛCDM+YP .
To quantify the overall shift between the values of the
extension parameters estimated from the actual data and
their fiducial ΛCDM values, we calculate the χ2 and its
probability to exceed (PTE) for a χ2 distribution with
degrees of freedom equal to the number of extension pa-
rameters:
χ2 = (θMLdat − θfid)TΣ−1ex (θMLdat − θfid) (1)
where Σex is the covariance matrix for the extension pa-
rameters only, θfid is an array of 3 elements equal to
{AL, nrun, YP }fid and θMLdat = (1.1245, 0.00773, 0.2306) is
an array whose values are obtained from fitting models
ΛCDM+AL, ΛCDM+nrun and ΛCDM+YP respectively
on the actual Planck plik lite TT data with τ fixed.
2.6. MCMC
As mentioned in Section 2.2, we can make use of Cor-
relation Equivalence to estimate the expected covariance
Σex between extension parameters fitted separately by
running MCMC chains on the data likelihood, with the
experimental power spectrum replaced by the fiducial
one. Again we set τ = 0.07 and the Planck calibration
parameter calPlanck= 1.
The diagonal elements in Σex are estimated from
the variances of the specific extension parameters from
running the MCMC chains with the modified Planck
plik lite TT likelihood, on the model ΛCDM+AL,
ΛCDM+nrun and ΛCDM+YP .
For the off-diagonal elements, first we obtain the corre-
lation between two extension parameters (again, denot-
ing them generically as A and B) from the MCMC runs
that vary both of them in the ΛCDM+A+B model with
the same dataset. Then we calculate the covariance be-
tween A and B, given their variances as described in the
last paragraph:
Cov(A,B)fitted separately =−corr(A,B)ΛCDM+A+B
×(V ar(A)ΛCDM+A×V ar(B)ΛCDM+B) 12 . (2)
This way, we are able to estimate all of the elements
in Σex without running simulations at all, and calculate
3 https://camb.info/
Table 1
The significance of the difference between the experimental ML
values and the fiducial of AL, nrun and YP , in terms of the χ
2
difference (with 3 degree of freedom) of difference, its PTE and
∆σ, the level of consistency in terms of the number of σ.
MCMC simulation
χ2 4.94 4.78
PTE 0.18 0.19
∆σ 0.9 0.9
Note. Implementing the MCMC method and running simu-
lations give consistent results, both implying that the shifts
of the experimental extension parameters from their ΛCDM
fiducial values are statistically insignificant.
Table 2
Parameter uncertainties and correlations for the extension
parameters, estimated from the MCMC method and the
simulations.
Parameter MCMC Simulations
parameter uncertainty
AL 0.084 0.081
nrun 0.0093 0.0093
YP 0.021 0.020
parameter correlation
AL v.s. nrun 0.31 0.32
AL v.s. YP -0.46 -0.47
nrun v.s. YP -0.93 -0.93
Note. Results from the two methods are consistent to a few
percents. The largest discrepancy is in the uncertainty of YP ,
with 5% difference.
the χ2 defined in Equation (1) and its PTE to quantify
the shifts of the extension parameters from their fiducial
values.
3. RESULTS
3.1. Quantifying significance of deviations of extension
parameters from their fiducial values
In Table 1, we show the χ2 of the difference, as de-
fined in Equation (1), their corresponding PTE values
and the level of consistency with the assumed model in
terms of the number of σ. Our results imply no signifi-
cant discrepancy (0.9σ) between the values of the three
additional parameters estimated from the actual data in
one-parameter extensions and their fiducial ΛCDM val-
ues. This is consistent with expectations if the standard
ΛCDM is the correct model.
Taking a closer look at elements in the estimated co-
variance, we show in Table 2 the estimated uncertainties
of one-parameter extensions to the base ΛCDM model,
along with the estimated parameter correlations from the
two methods. These results are consistent up to at most
5%, in the YP uncertainty. The differences between us-
ing the two methods are likely due to numerical noise
and have only a minimal impact on our main conclusion.
We also visualize the shifts of the ML extension pa-
rameters from their fiducial values compared to their
5Figure 2. To illustrate the information in correlations between additional parameters fit beyond the standard ΛCDM, we examine the
parameters AL, nrun and YP . Shown in red are the ML values of AL, nrun and YP in ΛCDM+AL, ΛCDM+nrun and ΛCDM+YP fitted
from the Planck 2015 plik lite TT data. Note that all the base ΛCDM parameters have been marginalized over. The contours show the
68.3% and 95.5% confidence levels of the estimated multivariate distribution of the three parameters from simulations (black) and MCMC
(green). In the black contours, there is numerical noise present due to the limited number of simulations. Notice that the ML points lie
along the correlation directions, as expected from ΛCDM. Different extension parameters may have similar effects on the predicted power
spectrum. Thus their constraints from data are correlated even if they are not fitted simultaneously. Taking their correlations into account,
there is no significant deviation of all three parameters from their fiducial values, which is expected if the standard ΛCDM is the correct
model.
expected distributions in Figure 2. Notice in the 2-D
contour plots, how the ML points lie along the correla-
tion/degeneracy direction of the estimated distributions,
as expected if the base ΛCDM is the true model. We
do not attempt to explain the 1.8σ (from the MCMC
method) or 1.9σ (from simulations) difference between
the value of AL inferred by the plik lite TT data and
its physical valueAL = 1. Rather we note that there is no
extra sign of discrepancy when we take into account its
non-negligible correlation with nrun or YP : 0.31 and -0.46
respectively. Had we found inconsistency between the
ML parameters from the data and the expected ΛCDM
distribution, it could indicate the presence of systematic
error or unknown physical effects producing spurious pa-
rameter correlations.
In addition, numerical differences between the simu-
lated contours and those of MCMC are small in this fig-
ure, again providing confidence to both methods.
3.2. Testing stability of results against uncertainties in
fiducial model
As mentioned in Section 2.4, the fiducial parameters
are from fitting the actual plik lite data and therefore
have uncertainties. So the standard ΛCDM model we
define is not just one point in the parameter space, but
an ensemble of points whose shape is described by the
parameter posterior distribution inferred from the data.
To assess the impact of different fiducial values on our
results, we randomly draw 1000 sets of parameters from
the MCMC chains fitted to the plik lite data, with
the base ΛCDM model, τ = 0.07 and calPlanck = 1.
For each set of parameters, we approximate the param-
eter covariance matrix by computing the C` derivatives
and Fisher matrices (see Equation (B3) in Appendix B).
Then we use Correlation Equivalence to calculate the ex-
tension parameter covariance Σex. We find that varying
parameters causes less than 3% scatter in the matrix el-
ements.
We also plug Σex into Equation (1) and find that the
resulting χ2 ranges from 4.2 to 5.1 and the PTE from
0.17 to 0.24, corresponding to consistency within 0.7-1σ.
These results show that the uncertainties in the fidu-
6cial model have very minimal impact on results from our
consistency test. The stability of the results reflects the
constraining power of the Planck data on the model pa-
rameters in ΛCDM.
4. DISCUSSION
In Sections 2 and 3 we have shown an example of quan-
tifying the level of consistency between extension param-
eters and their fiducial values given a specific dataset. In
this section, we outline and discuss steps to perform this
approach more comprehensively for the Planck 2018 and
other cosmology data sets.
4.1. MCMC method
In the ideal case where all extension parameters of in-
terest are Gaussian, we can estimate their expected dis-
tribution from MCMC chains. We denote the individual
extension parameter as θex,i with i runs over 1 to nex,
the total number of extension parameters. The suggested
recipe is as follows:
1. Define a fiducial model (e.g. a fit from existing
data) and calculate its theory prediction.
2. In the data likelihood of interest, substitute the
experimental observables, e.g. power spectra in the
CMB case, by the fiducial prediction.
3. Explore parameter space around the fiducial point
by running MCMC chains on the modified data
likelihood(s), fitting models ΛCDM+θex,i and
ΛCDM+θex,i + θex,j6=i.
4. Calculate the variance of θex,i from the one-
parameter extension, and the correlation between
θex,i and θex,j6=i from the two-parameter extension.
5. Using results from previous step, construct a co-
variance matrix Σex for θex, with the signs of all
the correlations flipped.
6. Calculate χ2 defined in Equation (1) and its PTE
to quantify deviation of experimental values to
fiducial ones. Additionally, one can plot confidence
ellipses such as in Figure 2 to visualize the devia-
tions.
7. Check validity of the input fiducial model, for ex-
ample by using a Fisher Forecast (e.g. Heavens
2009) to approximate parameter covariance and es-
timating the shifts in the χ2 when varying fiducial
parameter values.
As an example, on a computer cluster with 12-core
2.5 GHz processors4, one MCMC run with 8 parallel
chains usually take . 24 hours to converge for the 2015
plik lite likelihood. The CPU time for running one
MCMC job is at the order of 100 hours and the to-
tal computing time is ∼ 5 × 104 hours, for running all
one-parameter and two-parameter extension fits for e.g.
nex = 11, which is the number of extra parameters fitted
in the publicly available 2015 Planck chains.
4 Our computation was conducted on the computer cluster of the
Maryland Advanced Research Computing Center. See https://
www.marcc.jhu.edu/cyberinfrastructure/hardware/ for descrip-
tions of its system architecture.
4.2. Simulations
We can use simulations, as an alternative method to
estimate the expected distribution of additional param-
eters around the fiducial point. As described in Section
2.1 and 2.5, one can perform the following procedure:
1. Generate simulated observables of the fiducial
model using data covariance.
2. For each simulation, estimate the best-fit
ΛCDM+θexi model for each extension param-
eter.
3. Calculate the covariance of extension parameter
Σex, the χ
2 of difference defined in Equation (1)
and its PTE to quantify the significance of differ-
ence. Confidence ellipses can also be plotted.
For a rough estimate of computing time for the sim-
ulation method, using CosmoMC and the same computer
cluster with 12 cores per CPU, we find that the running
time of the best-fit-finding algorithm is approximately 1
hour. For nex = 11, nsim = 2000 and running 4 par-
allel best-fit-finding jobs for each simulation (to reduce
numerical noise and avoid obtaining results from local
minima), the total computing time is 9× 104 hours.
4.3. In the case of non-Gaussianity
To discuss the case of non-Gaussianity, first we need
to clarify what exactly non-Gaussianity arises from. Re-
call that throughout this paper, we assume a Gaussian
data likelihood and a prior that is approximately flat. If
the data constrains the parameters well enough, changes
in the model predictions can be treated as only linearly
dependent on the parameters. This means the Taylor ex-
pansion of the log likelihood around the maximum point
is significant up to quadratic terms of the parameters and
therefore the parameters are Gaussian (see Appendix A).
In short, non-Gaussianity of parameters is a result of
the data not being constraining enough for fitting pa-
rameters. When this is the case, there may not be a
mathematical correspondence between the ML parame-
ter distribution from the simulations and the posterior
distribution of the MCMC chains, since our argument
in Appendix A depends on the assumption of Gaussian-
ity. Besides, since our proof of Correlation Equivalence
in Appendix B also rests upon approximations of the log
likelihood to only the second order derivatives, the prop-
erty now becomes questionable. This means that we can-
not simply estimate the correlation between parameters
fit separately from the MCMC chains where they are fit-
ted together. What is worse is that the means and the
covariance matrix no longer carry all information of the
parameter distributions and one might need to evaluate
high order tensors (Sellentin et al. 2014). Additionally,
the χ2 test is inappropriate for non-Gaussian parameters
and we need new ways (such as one proposed in Appendix
C of Motloch & Hu 2019b) to quantify the significance of
the overall difference between the experimental parame-
ters and their fiducial values.
An example of non-Gaussian parameters are those with
priors that are more informative than the data, e.g. the
neutrino mass
∑
mν and the tensor to scalar ratio r,
physically defined as non-negative. Current CMB data
7are not sufficiently constraining to pull these parame-
ters away from lower bounds (BICEP2 Collaboration
et al. 2018; Planck Collaboration VI 2018). Another
non-Gaussian parameter given just the TT data, is the
curvature density Ωk. Curvarture can only be weakly
constrained as allowing it to be free worsens the existing
degeneracy between the physical matter density Ωm and
the Hubble constant H0 (Zaldarriaga et al. 1997; Percival
et al. 2002; Kable et al. 2019). In the MCMC method, a
two-parameter extension model with both AL and Ωk re-
sults in very wide and non-Gaussian distributions, since
they are highly correlated — a positive curvature has
similar effect as an increased lensing signal (Planck Col-
laboration XIII 2016).
To reduce non-Gaussianity, one can always include
more datasets if available to have greater constrain-
ing power on the parameter, e.g. include the BAO
data (Alam et al. 2017) in parameter fitting along with
Planck . However, when extensions are used as a means
to test the internal consistency of one dataset, adding
extra data is not an option. Fortunately, there are exist-
ing methods of transforming non-Gaussian parameters
into Gaussian ones. One such method is the Box-Cox
transformation (Box & Cox 1964). Joachimi & Taylor
(2011) and Schuhmann et al. (2016) applied this bijective
transformation to non-Gaussian cosmological parame-
ters. Theoretically, Correlation Equivalence still holds
for the transformed Gaussian parameters. Thus we may
still apply the procedure outlined in Section 4.1 for trans-
formed parameters, obtain the expected distribution for
transformed ones, and then transform them back to the
model parameters. One thing to note is that the Box-
Cox transformation does not guarantee Gaussianity. So
one should check for the Gaussianity of transformed pa-
rameters, e.g. calculate the skewness and kurtosis of
the resulting distribution, and if needed, apply a sec-
ond transformation. For consistency, it is also a good
idea to compare the resulting distribution of model pa-
rameters to simulations, or compare the covariance of
the transformed parameters with predictions from Fisher
Forecast, keeping in mind that Fisher Forecast assumes
Gaussianity.
Further understanding of non-Gaussian scenarios is left
for future efforts.
5. CONCLUSIONS
In this paper, we have presented a method to help iden-
tify potential new physics and/or systematic errors by
calculating the correlations between additional parame-
ters and performing a ΛCDM consistency test accounting
for them.
Usually extension parameters are added to the model
separately, one a time. However, different parameters
may affect the theory prediction in a similar way, which
means their values from a given data set can be cor-
related, even when they are fit separately. Examining
the consistency of extension parameters with ΛCDM ex-
pectations, accounting for these correlations, provides an
additional test of the model beyond looking at the results
from individual one-parameter extensions.
Under the assumption of Gaussianity of both the like-
lihood and the posterior distribution of the parameters,
one can fit a series of one-parameter extension models to
simulated data and obtain the multivariate distribution
of the extension parameters. With the base parameters
marginalized over, the χ2 of difference and its PTE can
be calculated to quantify the significance of deviations
from ΛCDM.
A more computationally economic alternative is to run
MCMC, fitting the same series of one-parameter exten-
sion models and additionally two-parameter extensions
across all the possible pairs in the set of parameters of
interest. Using Correlation Equivalence as proven in Ap-
pendix B, the covariance matrix of the extension param-
eters fitted separately can be estimated from the results
of these MCMC runs and so the expected multivariate
Gaussian distribution can be obtained.
In an attempt to narrow down causes of the AL
anomaly in the Planck data and possibly shed light on
tensions between cosmological measurements, we looked
at the example parameter combination {AL, nrun, YP },
fitted with the Planck 2015 plik lite ` ≥ 30 TT data,
as we do not yet have access to the Planck 2018 likeli-
hood. Results from MCMC and simulations show that
the deviations of the three additional parameters from
their fiducial ΛCDM values are consistent with statistical
fluctuations within 0.9σ when correlations are accounted
for.
Although the cause of the reported 1.8-2.7σ preference
(depending on the the specific combination of datasets)
for AL > 1 by the Planck CMB data is yet to be under-
stood, we find no further evidence for discrepancy when
considering the correlations between AL, nrun and YP .
This is not a trivial test, as the correlations are signifi-
cant: approximately 0.31 for AL-nrun, -0.46 for AL-YP ,
and -0.93 for nrun-YP . If the unphysical AL > 1 is a
symptom of an underlying systematic error or some real
but unknown physical effect that also produced spurious
correlations with nrun or YP our test could have revealed
this.
We also tested the stability of results against the un-
certainties in the parameters of the experimentally fitted
fiducial model, and find that the change of the fiducial
model has no impact on our conclusions, only shifting
the PTE values from 0.17 to 0.24.
Furthermore, we discussed how our procedures depend
on the assumption of Gaussianity of parameters. If the
assumption is not valid, MCMC runs cannot simply be
used to estimate correlations between parameter fitted
separately, nor may there be a mathematical correspon-
dence between parameter distributions from the simu-
lations and the MCMC runs. Therefore, efforts might
attempt to include Gaussianization of non-Gaussian pa-
rameters, such as using the Box-Cox transformation (Box
& Cox 1964).
The procedures developed in this paper can and should
be applied to more extensive lists of extension parame-
ters, with existing and future cosmological data, in order
to provide a more stringent test and complete view of
ΛCDM consistency.
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APPENDIX
A. MATHEMATICAL CORRESPONDENCE
BETWEEN FREQUENTIST
MAXIMUM-LIKELIHOOD PARAMETERS
AND BAYESIAN PARAMETER POSTERIOR
In this section, we will show that there is a mathemat-
ical correspondence between frequentist maximum like-
lihood (ML) parameters and Bayesian parameter poste-
rior, under conditions described below. In other words,
P(θML(dsim)|θfid), the distribution of ML parameters es-
timated from realizations of a fiducial model is mathe-
matically the same as P(θ|d = µ(θfid)), the Bayesian
posterior distribution of parameters given a set of data
that matches the theory prediction of the same fiducial
model.
Given a set of fiducial parameters θfid, we can calculate
its theory prediction µ(θfid). With C as the data covari-
ance estimated experimentally, we can then draw realiza-
tions of the data vector d from a multivariate Gaussian
distribution N (µ(θfid),C)
Up to some constants, the log probability density func-
tion of d is given by
logP(dsim|θfid) = −1
2
(dsim−µ(θfid))TC−1(dsim−µ(θfid)).
(A1)
For a given set of simulated data dsim, we can estimate
the set of parameters that best describe it by maximizing
the log-likelihood
logL(θ) ≡ logP(dsim|θ). (A2)
The ML parameter estimates, θML, are defined as the
solutions to the simultaneous equations
∂ logP(dsim|θ)
∂θi
∣∣∣∣
θ=θML
= 0 (A3)
where the index i runs over all parameters. Taylor ex-
panding around θML gives
logP(dsim|θ) = logP(dsim|θ)∣∣
θ=θML
+
1
2
∑
ij
(θi − θMLi )
[
∂2 logP(dsim|θ)
∂θi∂θj
]
θ=θML
(θj − θMLj )
+O(θ − θML)3.
(A4)
If higher-order terms can be neglected, Equation (A4)
shows that given a set of d, parameters around the ML
point can be approximated by a Gaussian distribution,
with the covariance Σ given by
Σ(θML(dsim))ij =
[
−∂
2 logP(dsim|θ)
∂θi∂θj
]−1
θ=θML
(A5)
where the term inside the brackets is the Fisher matrix
and θML is written as θML(dsim) to emphasize its depen-
dence on dsim.
Note that the negligibility of higher order terms in (A4)
means that Σ is approximately constant for different val-
ues of θML. For simplicity we can set it to be Σ(θfid).
Furthermore, assuming that the zeroth order term
logP(dsim|θ)∣∣
θ=θML
is also approximately a constant for
all θML, we can interchange the positions of θ and θML
in (A4) and set θ = θfid, which gives P(θML(dsim)|θfid),
the distribution of θML from all simulated data d. Up to
some constants, the log of P(θML(dsim)|θfid) is:
logP(θML(dsim)|θfid) =
−1
2
(θML(dsim)− θfid)TΣ−1(θML(dsim)− θfid)(A6)
From the Bayesian viewpoint, given a single set of data
d, the posterior parameter distribution is given by Bayes’
theorem,
P(θ|d) = P(d|θ)P(θ)
P(d)
∝ P(d|θ)P(θ), (A7)
where P(θ) is the prior probability and P(d) is the evi-
dence. If the posterior is Gaussian we can write, again
up to some constants,
logP(θ|d) = −1
2
(θ − θ¯)TΣ−1(θ − θ¯), (A8)
where Σ is the parameter covariance matrix given by
(A5). For flat priors θ¯ = θML(d). If θfid mentioned
above is close to θML(d), then (A6) and (A8) is only dif-
ferent by a small offset. To make them exactly equal, we
can choose to replace d with a theory prediction com-
puted using θfid so that θML becomes equal to θfid and
the Bayesian posterior now describes the distribution of
parameters around the fiducial value:
P(θ|d = µ(θfid)) = logP(θ|θfid)
=−1
2
(θ − θfid)TΣ−1(θ − θfid), (A9)
which matches exactly the distribution of the frequentist
ML parameter estimates given in (A6). This is asymp-
totically true even for non-flat priors when the data are
sufficiently constraining, and we do not discuss the ex-
act choice of priors further here. For more information
we again direct the reader to, for example, Chapter 4 of
Gelman et al. (2013).
B. CORRELATION EQUIVALENCE
In this section, using the mathematical correspon-
dence from Appendix A, we show that when using max-
imum likelihood estimation, the correlation between two
parameters varied separately (e.g. the correlation be-
tween parameters A and B in model ΛCDM+A and
ΛCDM+B) is the same but with an opposite sign as
the correlation between the same two parameters vary-
ing together (e.g. ΛCDM+A+B).
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covariance
With L ≡ logL(θ), the log likelihood of parameters
given a specific sample of d can be written as
L = −1
2
(d− µ(θ))TC−1(d− µ(θ)) (B1)
up to some constants. µ(θ) is the theory prediction of
the data given some set of parameters θ. For any d, the
goal is to find the θ that maximize L.
As in Appendix A, at maximum likelihood, the partial
derivative of the log likelihood with respect to (w.r.t.) θi
is zero (i runs over n, the number of parameters). That
is
∂L
∂θi
∣∣∣∣
ML
=
∂L
∂µT
∣∣∣∣
ML
∂µ
∂θi
∣∣∣∣
ML
=−∂µ
T
∂θi
∣∣∣∣
ML
C−1(d− µ(θ)) = 0. (B2)
Close to the ML point in parameter space, we can
Taylor expand the log likelihood to the second order in
∆θi ≡ θi − θMLi as shown in Equation (A4), where θi is
well described by a multivariate Gaussian distribution.
The parameter means are the values that maximize the
likelihood.
The parameter covariance Σ can be calculated as the
inverse of the Fisher matrix F−1, with the Fisher matrix,
estimated from MCMC chains or calculated analytically,
defined as:
Fij =− ∂
2L
∂θi∂θj
∣∣∣∣
ML
=µML,T,i C−1µML,j . (B3)
From now on we use the comma notation to denote par-
tial derivatives w.r.t. θ, that is, µ,i ≡ ∂µ∂θi .
In the following proof, we continue to work under the
assumption of Gaussianity for θ and expand µ only to
the first order of θ, that is, assuming the Gaussian lin-
ear model (Raveri & Hu 2018), around a chosen fiducial
model θfid:
µ(θ) ≈ µfid +
n∑
i=1
µfid,i (θi − θfidi ), (B4)
where we define µfid = µ(θfid). In the Gaussian linear
model, the Jacobian µ,i may be taken as constant over
changes in θ and so µfid,i is approximately equal to µ
ML
,i .
For simplicity, from here on, we just drop all the super-
scripts for µ,i. In practice, the fiducial model is usually
based on to the ML model given by the data and updated
iteratively if necessary.
Next, we move on to calculate the elements in param-
eter covariance Σ:
Σij = (F−1)ij . (B5)
Remember that for any invertible square matrix M, its
inverse can be calculated as
(M−1)ij = (−1)i+j
|M\j\i|
|M| (B6)
where |M| is the determinant ofM. We use the notation
“M\j\i”, to denote a smaller matrix, corresponding to
M with the jth row and the ith column removed (the
backslash symbol is borrowed from the notation for set
difference in set theory). Then |M\j\i| is a minor of
M. And the determinant for an n× n matrixM can be
written as
|M| =
n∑
i=1
(−1)i+jMij |M\i\j | (B7)
for any 1 ≤ j ≤ n.
Therefore
Σij = (−1)i+j |F\j\i|/|F|. (B8)
If we choose to fix the ith parameter, we can simply
remove the ith row and column from the Fisher matrix,
and calculate a new parameter covariance matrix from
the revised Fisher matrix.
B.2. Correlation between parameter A and B, varying
together
When two parameters A and B are both variables,
we can calculate their covariance from the Fisher matrix
that includes them along with the base ΛCDM parame-
ters. So their correlation is just
corr(A,B) =
ΣAB
(ΣAAΣBB)
1
2
. (B9)
From here on, for clarity, we use A and B as subscripts
for the rows and columns in the matrix for the two pa-
rameters of interest.
Following from equation (B9), (B10) becomes
corr(A,B) =
−|F\A\B |
(|F\A\A||F\B\B |) 12
. (B10)
The minus sign is from setting the index of B equal to
that of A plus one.
B.3. Correlation between parameter A and B, varying
separately
For a generic set of parameters, given the data array
d (experimental or simulated) and the Fisher matrix F ,
we can substitute (B5) into (B2) to obtain a relationship
between the ML parameters θML and the fiducial ones:
θML(d)− θfid = F−1µT,iC−1(d− µ). (B11)
So we can express θML as:
θML(d) = F−1µT,iC−1d+ θˆ, (B12)
where we use the vector θˆ to represent all the terms in
(B11) that are independent of data d:
θˆ ≡ −F−1µT,iC−1µfid + θfid.
As we will show below, θˆ does not contribute to the cor-
relation between A and B.
Again for clarity, we use A and B to index the rows and
columns for parameter A and B, respectively, while using
the generic i and j to index n base ΛCDM parameters.
So A is the (n+ 1)th parameter and B (n+ 2)th.
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When fixing B to its fiducial ΛCDM value Bfid, the
expression for the best estimate for other parameters is
almost the same as equation (B12), except that F →
F\B\B and the elements associated with B in µT,i , θML
and θˆ are deleted. The expression for the rest of elements
in θML is:

θML1
θML2
...
θMLn
AML
 = (F\B\B)−1

µT,1C−1d
µT,2C−1d
...
µT,nC−1d
µT,AC−1d
+ θˆ. (B13)
The last row of (B14) gives
AML(d) = (B14)[ n∑
i=1
(F\B\B)−1AiµT,iC−1 + (F\B\B)−1AAµT,AC−1
]
d+ θˆA.
Similarly, fixing A and letting B vary leads to
BML(d) = (B15)[ n∑
i=1
(F\A\A)−1BiµT,iC−1 + (F\A\A)−1BBµT,BC−1
]
d+ θˆB .
The variance of A and B can be obtained from the
Fisher matrix (B3) and its minors (B7), as follows:
V ar(AML) = (F\B\B)−1AA =
∣∣∣F\B\B
\A\A
∣∣∣
|F\B\B | (B16)
V ar(BML) = (F\A\A)−1BB =
∣∣∣F\A\A
\B\B
∣∣∣
|F\A\A| . (B17)
And the covariance between AML and BML is:
Cov(AML, BML) = 〈(AML − 〈AML〉)(BML − 〈BML〉)〉,
(B18)
with the brackets here representing the averaging over
all realizations of the data d .
Recall that the data covariance C is assumed to be fixed
and with our assumption of a Gaussian Linear Model,
all partial derivatives w.r.t. the parameters are also con-
stant. Then in (B15) and (B16), only d is a variable.
Inserting (B15) and (B16) into (B19), we find that terms
involving θˆA and θˆB cancel. In addition, all constant
terms can be taken out of the brackets, leaving only
〈(d − 〈d〉)T (d − 〈d〉)〉, which is just C. This simplifies
to
Cov(AML, BML) =
n∑
i,j=1
(F\B\B)−1AiµT,iC−1µ,j(F\A\A)−1Bj
+
n∑
i=1
(F\B\B)−1AiµT,iC−1µ,B(F\A\A)−1BB
+
n∑
i=1
(F\B\B)−1AAµT,AC−1µ,i(F\A\A)−1Bi
+(F\B\B)−1AAµT,AC−1µ,B(F\A\A)−1BB . (B19)
Notice that terms like µT,iC−1µ,j are just elements of
the Fisher matrix and we can also use equation (B7) to
express terms like (F\B\B)−1Ai in terms of determinants
of minors of the Fisher matrix. Thus,
Cov(AML, BML) =
1
|F\B\B ||F\A\A| ×[
n∑
i,j=1
(−1)i+n+1
∣∣∣F\B\B
\i\A
∣∣∣Fij(−1)j+n+1∣∣∣F\A\A
\j\B
∣∣∣︸ ︷︷ ︸
[1]
+
n∑
i=1
(−1)i+n+1
∣∣∣F\B\B
\i\A
∣∣∣FiB∣∣∣F\A\A
\B\B
∣∣∣︸ ︷︷ ︸
[2]
+
n∑
i=1
∣∣∣F\A\A
\B\B
∣∣∣FAi(−1)i+n+1∣∣∣F\A\A
\i\B
∣∣∣︸ ︷︷ ︸
[3]
+
∣∣∣F\B\B
\A\A
∣∣∣FAB∣∣∣F\A\A
\B\B
∣∣∣︸ ︷︷ ︸
[4]
]
. (B20)
To simplify (B21), first we combine term [1] and [2]:
[1] + [2]
=
n∑
i=1
(−1)i+n+1
∣∣∣F\B\B
\i\A
∣∣∣×[
n∑
j=1
Fij(−1)j+n+1
∣∣∣F\A\A
\j\B
∣∣∣+ FiB∣∣∣F\A\A
\B\B
∣∣∣]
=
n∑
i=1
(−1)i+n+1
∣∣∣F\B\B
\i\A
∣∣∣×[
n∑
j=1
Fji(−1)(n+1)+j
∣∣∣F\A\A
\j\B
∣∣∣+ FBi(−1)2×(n+1)∣∣∣F\A\A
\B\B
∣∣∣]
where we have used the property that the Fisher matrix
is symmetric.
Compared to equation (B8), note that the terms inside
the last bracket above sum up to the determinant of an
(n + 1) × (n + 1) matrix, which is the same as F\A\A,
except that its (n+1)th column is replaced by its ith. So
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not all of the columns for this matrix are linearly inde-
pendent, resulting in its determinant being zero. Thus
[1] + [2] = 0.
To simplify term [3] and [4], we have
[3] + [4]
=
∣∣∣F\A\A
\B\B
∣∣∣[ n∑
i=1
FAi(−1)i+n+1
∣∣∣F\A\A
\i\B
∣∣∣+ FAB∣∣∣F\A\A
\B\B
∣∣∣]
=
∣∣∣F\A\A
\B\B
∣∣∣[ n∑
i=1
FiA(−1)i+n+1
∣∣∣F\A\B
\i\A
∣∣∣+ FBA∣∣∣F\A\B
\B\A
∣∣∣]
=
∣∣∣F\A\A
\B\B
∣∣∣∣∣∣F\A\B∣∣∣ (B21)
Insertng (B22) into (B21), we have
Cov(AML, BML) =
∣∣∣F\A\A
\B\B
∣∣∣∣∣∣F\A\B∣∣∣
|F\B\B ||F\A\A| . (B22)
Using Equation (B17) and (B18), the correlation between
the best-fit values of parameter A and B estimated sep-
arately can be written as
corr(AML, BML) =
Cov(AML, BML)
(V ar(AML)× V ar(BML)) 12
=
∣∣∣F\A\A
\B\B
∣∣∣∣∣∣F\A\B∣∣∣
|F\B\B ||F\A\A|
(|F\B\B ||F\A\A|) 12∣∣∣F\A\A
\B\B
∣∣∣
=
|F\A\B |
(|F\A\A||F\B\B |) 12
, (B23)
which is the same as equation (B11) up to a minus sign,
thus completing our proof.
REFERENCES
Addison, G. E., Huang, Y., Watts, D. J., et al. 2016, ApJ, 818,
132
Addison, G. E., Watts, D. J., Bennett, C. L., et al. 2018, ApJ,
853, 119
Alam, S., Ata, M., Bailey, S., et al. 2017, MNRAS, 470, 2617
Bennett, C. L., Larson, D., Weiland, J. L., et al. 2013, ApJS, 208,
20
BICEP2 Collaboration, Keck Array Collaboration, Ade, P. A. R.,
et al. 2018, Physical Review Letters, 121, 221301
Birrer, S., Treu, T., Rusu, C. E., et al. 2019, MNRAS, 484, 4726
Bonvin, V., Courbin, F., Suyu, S. H., et al. 2017, MNRAS, 465,
4914
Box, G. E. P., & Cox, D. R. 1964, Journal of the Royal Statistical
Society. Series B (Methodological, 211
Calabrese, E., Slosar, A. c. v., Melchiorri, A., Smoot, G. F., &
Zahn, O. 2008, Phys. Rev. D, 77, 123531
DES Collaboration. 2018, arXiv e-prints, arXiv:1811.02374
Gelman, A., Carlin, J., Stern, H., et al. 2013, Bayesian Data
Analysis, Third Edition, Chapman & Hall/CRC Texts in
Statistical Science (Taylor & Francis)
Hamimeche, S., & Lewis, A. 2008, Phys. Rev. D, 77, 103013
Heavens, A. 2009, arXiv e-prints, arXiv:0906.0664
Heavens, A., Fantaye, Y., Sellentin, E., et al. 2017,
Phys. Rev. Lett., 119, 101301
Henning, J. W., Sayre, J. T., Reichardt, C. L., et al. 2018, ApJ,
852, 97
Hikage, C., Oguri, M., Hamana, T., et al. 2019, Publications of
the Astronomical Society of Japan, 22
Joachimi, B., & Taylor, A. N. 2011, MNRAS, 416, 1010
Joudaki, S., Mead, A., Blake, C., et al. 2017, MNRAS, 471, 1259
Kable, J. A., Addison, G. E., & Bennett, C. L. 2019, ApJ, 871, 77
Krause, E., Eifler, T. F., Zuntz, J., et al. 2017, ArXiv e-prints,
arXiv:1706.09359
Kreisch, C. D., Cyr-Racine, F.-Y., & Dore´, O. 2019, arXiv
e-prints, arXiv:1902.00534
Lewis, A., & Bridle, S. 2002, Phys. Rev. D, 66, 103511
Louis, T., Grace, E., Hasselfield, M., et al. 2017, J. Cosmology
Astropart. Phys., 6, 031
Motloch, P., & Hu, W. 2018, Phys. Rev. D, 97, 103536
—. 2019a, Phys. Rev. D, 99, 023506
—. 2019b, Phys. Rev. D, 99, 023506
Percival, W. J., Sutherland, W., Peacock, J. A., et al. 2002,
MNRAS, 337, 1068
Percival, W. J., Ross, A. J., Sa´nchez, A. G., et al. 2014, MNRAS,
439, 2531
Planck Collaboration VI. 2018, ArXiv e-prints, arXiv:1807.06209
Planck Collaboration XI. 2016, A&A, 594, A11
Planck Collaboration XIII. 2016, A&A, 594, A13
Planck Collaboration XVI. 2014, A&A, 571, A16
Poulin, V., Smith, T. L., Karwal, T., & Kamionkowski, M. 2018,
arXiv e-prints, arXiv:1811.04083
Raveri, M., & Hu, W. 2018, arXiv e-prints, arXiv:1806.04649
Riess, A. G., Casertano, S., Yuan, W., Macri, L. M., & Scolnic,
D. 2019, arXiv e-prints, arXiv:1903.07603
Riess, A. G., Macri, L. M., Hoffmann, S. L., et al. 2016, ApJ, 826,
56
Schuhmann, R. L., Joachimi, B., & Peiris, H. V. 2016, MNRAS,
459, 1916
Scolnic, D. M., Jones, D. O., Rest, A., et al. 2018, ApJ, 859, 101
Sellentin, E., Quartin, M., & Amendola, L. 2014, MNRAS, 441,
1831
Sievers, J. L., Hlozek, R. A., Nolta, M. R., et al. 2013, J.
Cosmology Astropart. Phys., 10, 60
Story, K. T., Reichardt, C. L., Hou, Z., et al. 2013, ApJ, 779, 86
Wright, A. H., Hildebrandt, H., Kuijken, K., et al. 2018, arXiv
e-prints, arXiv:1812.06077
Zaldarriaga, M., Spergel, D. N., & Seljak, U. 1997, ApJ, 488, 1
Zhao, G.-B., Raveri, M., Pogosian, L., et al. 2017, Nature
Astronomy, 1, 627
