Abstract. Because of the limitations of the infrared imaging principle and the properties of infrared imaging systems, infrared images have some drawbacks, including a lack of details, indistinct edges, and a large amount of salt-andpepper noise. To improve the sparse characteristics of the image while maintaining the image edges and weakening staircase artifacts, this paper proposes a method that uses the Lp quasinorm instead of the L1 norm and for infrared image deblurring with an overlapping group sparse total variation method. The Lp quasinorm introduces another degree of freedom, better describes image sparsity characteristics, and improves image restoration. Furthermore, we adopt the accelerated alternating direction method of multipliers and fast Fourier transform theory in the proposed method to improve the efficiency and robustness of our algorithm. Experiments show that under different conditions for blur and salt-and-pepper noise, the proposed method leads to excellent performance in terms of objective evaluation and subjective visual results.
Introduction
Infrared images have the characteristics of high levels of background noise and low resolution.
The target of an infrared imaging system is often situated against a complex background and there is a low signal-to-noise ratio. The target occupies a small number of pixels on the imaging surface, and the low resolution results in a lack of sufficient information, such as details and shape features, which makes the detection of the target difficult. Therefore, the enhancement of infrared images and techniques to suppress noise are key tasks and ongoing challenges in the field of infrared image processing research.
As the main source of noise in infrared imaging system, the detector has a complicated mechanism and is the main factor affecting the image quality of infrared systems. The noise of the the following energy function minimization model:
Here, the first term is the data fidelity term and the second term is the regularization term (alternatively the constraint term or regularization function); the regularization parameter is used to control the weighted ratio between the fidelity term and the regularization term. Different regularization methods are generated depending on the regularization terms. The earliest regularization method is the Tikhonov regularization method, proposed by Tikhonov et al. in 1977 1 and its regularization term in the image deblurring problem is ψ(f ) = ∇f 2 2 . The regularization term can effectively suppress noise, but often produces a smooth image, so that the processing result is still blurred.
To overcome the shortcomings of the Tikhonov regularization method, Rudin et al. proposed the total variation (TV) regularization method, 2 and its regularization term in the image deblurring problem is ψ(f ) = ∇f 1 . The TV regularization method can suppress noise and preserve the edges of the image, but it can only effectively approximate the slice constant function, so staircase artifacts are often generated in the smooth image regions, reducing the image restoration quality.
To reduce the staircase artifacts of the restored image and preserve its edge information, Lysaker et al. proposed a second-order TV regularization to replace the original TV regularization term. 3 Chan et al. proposed a hybrid TV method that combines first-order and second-order TV. 4 Luo et al. proposed a weighted difference of anisotropic TV (ATV) and isotropic TV (ITV) model for image processing. 5 Other researchers have also proposed image restoration models based on high-order TV regularization terms. Although they can effectively suppress staircase artifacts, the detailed information and important features of the image are often unclear. 6, 7 Huang et al. pro-posed the fast TV (Fast-TV) minimization method by introducing auxiliary variables. 8 Bredies et al. proposed total generalized variation (TGV) to replace the commonly used TV regularization term. The TGV image restoration model effectively approximates a polynomial function of any order, and can effectively suppress noise during image restoration while protecting the important details of the image and improving the quality of image restoration. 9 However, when the image is affected by impulse noise, the TGV image restoration model cannot recover important information from the degraded image because the assumptions are no longer correct. To address the statistical characteristics of impulse noise, the TV model based on the L1 data fidelity term was proposed to restore images with this type of noise. 10, 11 It is expressed as follows.
Similarly, because the TV regularization term can only effectively approximate a piecewise constant function, the resulting staircase artifacts tend to reduce the image restoration quality.
Hence, many researchers have proposed improved versions of TV. The non-local total variation (NLTV) model 12, 13 can suppress staircase artifacts and preserve the detailed information of the image, but it is too computationally complex to use in to practical engineering problems. The studies 14, 15 proposed the L1-high-order TV (L1-HTV) model, which can effectively reduce the staircase artifacts in smooth image regions, but cannot effectively protect the important details of the image. Liu et al. used overlapping groups of sparse regularizations to recover noise-damaged images. 16 This method is very effective at reducing staircase artifacts. Bai et al. proposed a model based on the overlap direction multiplier method to solve TV regularization. This model is very effective for removing salt-and-pepper, but it is not effective for removing random noise. 17 In recent years, Selesnick and Chen proposed overlapping group sparse TV (OGSTV). 16, 18, 19 The regularization term is a non-separating regularization term that better preserves the sparsity of the objective function. 20 The overlapping group sparse regularization term not only considers the sparsity of the image difference domain, but also obtains the neighborhood difference information of each point, thus determining the structural sparsity characteristics of the image gradient. By overlapping the combined gradients, the difference between smooth regions and boundary regions can be improved, thereby suppressing the staircase artifacts of the TV model. Based on the work of Selesnick and Chen, Liu et al. extended the one-dimensional OGS regularization term into a two-dimensional OGS regularization term and introduced it into an ATV model for the denoising and deconvolution of images with salt-and-pepper noise based on the L1 norm (OGSATVL1). 21 In addition, Liu et al. used OGS regularization terms for speckle noise removal. 22 In the traditional model, the TV is based on the L1 norm, but in practice, many non-convex reconstruction models are better than the L1 norm-based sparse constrained reconstruction model at low sampling rates. Yuan and Ghanem proposed a new sparse optimization method for impulse noise image restoration called L0TVPADMM, which solves the TV-based restoration problem with L0-norm data fidelity and solves the method using a proximal Alternating Direction Method of Multipliers (PADMM). 23 Chartrand et al. first proposed a non-convex optimization problem using Lp norm minimization (0 < p < 1) as the objective function. 24, 25 Later, Chartrand and Staneva collaborated to give theoretical Lp-reconfigurable conditions for arbitrary sparse signals. 26 Wu et al. 27 and Wen et al. 28 further theoretically demonstrated the superiority of the Lp norm-based method. Compared with the L1 norm, since the Lp norm is non-convex and non-smooth in the case of 0 < p < 1, the solution is more complicated. At present, there are three main algorithms for solving Lp norm-based problems: the iterative weighted L1 algorithm, 29 iterative reweighting least squares method, 30 and iterative threshold algorithm. 31 In particular, for the iterative threshold algorithm based on Lp norm-based problems, it has been confirmed that when p = 1/2 or 2/3, the expression for the threshold can be explicitly given. 32, 33 Xu and colleagues have deeply and meticulously researched many theoretical and applied aspects of the case in which p = 1/2. 31, 33, 34 In this study, we explore the Lp quasinorm relaxation to improve the sparsity exploitation of OGSTV; our proposed method is referred to as the OGSTV with Lp quasinorm (OGSTVLp), which is efficiently solved through alternating direction method of multipliers (ADMM) in conjunction with non-convex p-shrinkage mapping. The novelty of our work is three-fold. First, the OGSTVLp method is far less restrictive than the OGSTV method for infrared image reconstruction; it not only shows good performance in terms of detail preservation, but also achieves accurate measurement of the sparsity potential from the regularity prior. Second, an efficient iterative algorithm is proposed to optimize the ADMM with a fast and stable convergence result. Third, fast and efficient closed-form solutions are investigated and derived for computationally complex sub-minimization problems using fast Fourier transforms (FFT).
The remainder of this paper is organized as follows. Section 2 briefly introduces the OGSTV method, the majorization minimization (MM) method, and Sparse TV Based on the Lp quasinorm method. Section 3 describes the proposed method as well as the fast ADMM algorithm. Then, in Section 4, our experiments and results are described. Finally, Sections 5 and 6 present our discussion and conclusions, respectively.
Preliminaries

OGSTV
When the additive noise in an image is salt-and-pepper noise, because of its sparsity, the data fidelity term adopts the L1 norm. The resulting OGSTV deblurring model is as follows:
where * indicates the convolution operator,
indicates the blurred and noisy image,
represents the OGSTV regularization term, µ is the coefficient balancing the fidelity and the OGSTV regularization, and 1 reprents the L1 norm, defined as
Term R OGST V (F ) is defined as follows:
where
represents the horizontal and vertical differential convolution kernels, respectively. Moreover, ϕ(V ) indicates the overlapping group gradient of the processed pixel, which is defined as follows:
where ∼ V i,j,K,K is the overlapping group matrix, which is further defined as follows:
, and x denotes the largest integer less than or equal to x.
Equation 6 shows that OGSTV considers the neighborhood gradient information for an overlapping group matrix of K × K points. In this way, the similarity of the neighborhood structure is fully explored to improve the difference between the high-noise points of the smooth region and the pixel of the boundary region, thereby denoising the image more robustly.
the majorization minimization method
The optimization algorithm can be used to solve the overlap group sparse denoising model by minimization as follows:
According to the majorization minimization (MM )method, the iterated solution is as follows:
where I ∈ R N 2 ×N 2 is the unit matrix, v 0 is the vector form of V 0 , and reshapes a vector into a
Therefore, we obtain Algorithm 1 to solve the Eq.7.
Sparse TV Based on the Lp Quasinorm
Compared with the L1 and L2 norms, the Lp quasinorm has one more degree of freedom; therefore, it can better characterize sparse gradient information. The contours of the ATV R ApT V (F ) =
based on the Lp quasinorm are shown in Fig.1 , where the L1 and L2 norms are special cases of the Lp norm. The Lp norm is defined as
As can be seen from the figure, the smaller the parameter p is, the sparser the solution domain of Lp-quasinorm is. 
Proposed method
In this study, we propose a deblurring method for infrared images based on OGSTV with the Lp quasinorm, which we call OGSTVLp. It is expressed as follows:
To solve the OGSTVLp model in the framework of ADMM, some additional variables are required to convert the unconstrained problem given by Eq.10 into the following constrained problem:
Consequently, the corresponding augmented Lagrangian function is as follows:
is a Lagrange multiplier and λ i > 0, (i = 1, 2, 3) is a penalty parameter.
The minimizer of Eq. 11 is the saddle point of
, which can be found by solving the following sequence of subproblems:
=arg min
The procedure consists of the following steps:
1. To solve the sub-problem of Z i in Eq.13, the MM (Algorithm 1) can be used.
2. The sub-problem W in Eq.14 can be solved using a soft threshold operator as follows:
3. In Eq.15, the minimizer is given explicitly by
where P Ω is defined as the projection operator on the set Ω = F ∈ R N ×N |0 ≤ F ≤ 1 as
4. By employing the convolution theorem, the two-dimensional Fourier transform of F in Eq.16 can be obtained as follows:
When we set F F (k+1) = 0, it can be resolved as follows:
5. We then update the multiplier as
The proposed method is summarized in Algorithm 2.
In addition, from the fast ADMM algorithm proposed by Goldstein et al., 35 we adopt the accel-
and dual variablesṼ
, expressed respectively as follows: 
Until a stopping criterion is satisfied.
Then, the Eqs. 13, 17, 19, 23, 25 are expressed respectively as follows:
This algorithm is summarized in Algorithm 3. 
13. endif
Experiments and results
Data and parameters
To verify the performance of the proposed method, eight test images were employed from the infrared image databases of IRData (http://www.dgp.toronto.edu/˜nmorris/data/ IRData/) and CVC-15: Multimodal Stereo Dataset 2(http://adas.cvc.uab.es/elektra/ datasets/far-infra-red/). These images are shown in Fig.2 . Our experiments were performed on a PC with an Intel CPU 2.8 GHz and 8 GB RAM using MATLAB R2014a. Four methods were adopted for comparison: ITV, ATV, L0TVPADMM, and OGSATVL1 . For objective evaluation, we calculated the peak signal-to-noise ratio (PSNR), structural similarity (SSIM), and relative error (RE). These are respectively defined as follows:
In general, larger values of PSNR and SSIM and smaller values of RE indicate better performance. In the experiment, we focus on the PSNR, while taking into account SSIM and RE. In all experiments, we set the experimental parameters as follows: β 1 = 1, β 2 = 500, β 3 = 1, and γ = 1.618. In addition, the blur kernel used in the experiment was generated by MATLAB built-in command "fspecial ('gaussian', 7, 5)", which gives a 7 × 7 Gaussian blur with a standard deviation of 5. The blur artifacts were also generated by the MATLAB command "imfilter (Img, psf, 'circular', 'conv')" under periodic boundary conditions, where "Img" represents the original image and "psf" represents the blur kernel.
Parameter optimization
First, we determined a good value of K for different images. In the experiment, we blurred the images Passerby, Station, and Truck with the blur kernel and corrupted them with 40% salt-andpepper noise. We set p = 0.5 and p = 2/3 to choose the best value of K.
It can be seen from Fig.3 that for the three test images, the difference in the curves is not obvious for p = 0.5 and p = 2/3. Moreover, considering the three values of PSNR, SSIM, and RE, K = 3 is still the best parameter. Therefore, in all experiments, we consistently used this value.
Next, we evaluated the best value for regularization parameter µ for different images. In this In Figs.4 to 7, the curve is smoother at p = 2/3 under different noise levels, but the peak value are slightly lower than for p = 0.5. Hence, we also tested different values of parameter p. Figure 8 shows that as the noise level increases, the performance metrics become more sensitive to p-value.
Therefore, taking the behavior and absolute value of the results into account, we set the p values as 0.5, 0.6, 0.6, and 0.6 for noise levels of 30%, 40%, 50%, and 60%, respectively. 
Comparison of OGSATVLp with Fast ADMM and ADMM
To verify the algorithm converges if Fast ADMM is used, we tested the eight test images blurred with the blur kernel and corrupted with salt-and-pepper noise levels of 30% and 40%. The iteration stopping criterion was that the RE was less than 0.00001 or the Maximum inner iterations NIt was greater than 500.
The test results (Figs.9 and 10) show that as the noise level increases, ADMM increase the number of iterations of the eight images until the exit condition is reached. In contrast, the error curve of the Fast ADMM algorithm is faster and steeper, and the exit condition can be reached in fewer iterations. Moreover, for some images, the reduction in the number of iterations obtained by
Fast ADMM is more pronounced at higher noise levels (Figs. 9(e)-(f) and 10(e)-(f)).
(a) 
Comparison with the OGSATVL1 algorithm
In this section we compare the proposed method with the OGSATVL1 method. In the experiment, the salt-and-pepper noise levels of 30% to 60% were used to corrupt the six test images, which were then blurred with 7 × 7 and 15 × 15 Gaussian blur kernels with a standard deviation of 5 (MATLAB commands "fspecial('gaussian', 7, 5)" and "fspecial('gaussian', 15, 5), respectively)" as well as a 7×7 mean blur kernel. The performances of both methods were then compared. For the OGSATVL1 method, to ensure that the maximum PSNR value could be obtained, the parameters of the method were individually set for each image. The parameters of the proposed method were set according to the above values.
First, for the 7 × 7 Gaussian blur kernel, the PSNR, SSIM, and RE numerical results of the test images are shown in test images at all noise levels are substantially better than those of the OGSATVL1 method, and this difference gradually increases as the noise level increases.
Next, we present a visual comparison of the results. We blurred the Stairs image with a 7 × 7
Gaussian blur kernel with a standard deviation of 5 and added 50% salt-and-pepper noise (Fig.11) . In addition, the PSNR, SSIM, and RE numerical results of all six test images for these condi- tions are shown in Table 2 . The results show that the PSNR and RE values of the proposed method are significantly better than those of the OGSATVL1 method for all six test images, but the SSIM values of the OGSATVL1 results are better than the proposed OGSATVLp method for some test images. Considering that the maximum PSNR value is the main criterion for the parameter selection, the SSIM value is only used here for reference.
We compare the visual effects of the two methods on the test image Stairs for a 15 × 15
Gaussian blur kernel and with 50% salt-and-pepper noise (as shown in Fig.13 ). The magnified results show that the two methods have similar results on the image under Gaussian blur. In contrast, the boundary obtained by the proposed method is slightly clearer and the block artifacts are relatively faint.
Finally, the proposed method and OGSATVL1 are compared for images corrupted with a 7 × 7 (a) mean blur kernel and noise levels of 30% to 60%. Table 3 shows that the results of this method are better than those of OGSATVL1 for all six test images under different noise levels. Moreover, the gap between the two results becomes significantly larger as the noise level increases. We employ Stairs for the visual comparison for the mean kernel blur and the results are shown in Fig.16 . The enlarged results show that there are a significant block artifacts at the edges after OGSATVL1, and there is also a small block artifact in the partially smooth region. In addition, because of excessive smoothing, the restored image as a whole is blurred. In contrast, the results of the proposed method are relatively clear, the block artifacts are fainter, and the overall recovered results are better.
(a) (b) 
Comparison with other TV-based algorithms
In this section, we compare the method proposed in this study with three other common methods:
ITV, ATV, and L0TVPADMM. In the experiment, the Gaussian blur kernel is a 7 × 7 kernel with a standard deviation of 5, the salt-and-pepper noise levels are 30% to 60%, and the PSNR, SSIM
and RE values of the six test images are analyzed. To ensure the maximum PSNR value of each test image, the parameters of the three comparison methods were set separately for each image.
The parameter settings of this method were fixed as described above.
The test results are shown in Table 4 The results for the Truck image in Fig.17 show that, in the image after the ITV processing, we can hardly see the horizontal line of the front face of the car in the enlarged image and the whole image is blurred. These results are the worst compared with those of the other three methods. In the results of the ATV method, a part of the horizontal line can be seen in the enlarged view, but the edge of the line is severely stepped, and the straight line is almost always a broken line. In the L0TVPADMM processing result, the line edge step phenomenon is still obvious, and in the smooth image areas (as in the black area in Fig.17(f) ), the block artifact is obvious. Compared with the previous three methods, the processing results of this method have a better recovered line, no obvious staircase artifacts, and good performance in the smooth image area, and there is no block artifact.
The results for the Corridor image in Fig.18 show that although the enlarged ITV processing results has clear edges, the overall image is still blurred, and the image detail recovery is poor.
The results of ATV processing are the worst of the four methods, whether at the edge of the image or in the details. The L0TVPADMM method result has a significant staircase artifact at the edge of the image, and there is a significant block artifact in the magnified view, but the overall image is clearer than those of the ITV and ATV methods. The magnified view shows that the method proposed this paper has good recovery results for the edge of the line and the details of the image.
Overall, the recovery results are still the best of the four methods.
In the results for the Road image in Fig.19 , the enlarged results of the four methods show a large difference in the oblique line processing. Among them, for those of ITV and ATV, although there are clear line edges, there is greater distortion than the original image. Although the L0TVPADMM method restores the original image edge, its staircase artifact is obvious, and the block artifact in the smooth image area is also prominent. With respect to the edges in the image, the smooth regions, and the overall results, the proposed method still performs best of the four methods.
(a) (a) 
Discussion
The method proposed in this paper adds the constraint of an Lp quasinorm on the basis of sparse overlapping groups. This because the overlapping group sparse regularization constraints can make full use of the combined neighborhood gradient to improve the differentiation between the smooth regions and edge regions. Moreover, the Lp quasinorm can improve the characterization of the image gradients. Therefore, combining them obtains a better image reconstruction, both with respect to numerical and visual results.
The OGSATVL1 algorithm uses OGSTV as a regularization term and the L1 norm as the fidelity term. In the experiment, whether the blur kernel is a Gaussian blur kernel or a mean blur kernel, and for different levels of salt-and-pepper noise, the processing results of OGSATVL1 are poor compared with the processing results of the proposed OGSATVLp method. Especially visually, it can be seen that the OGSATVL1 algorithm has a partial staircase artifact in the reconstructed image edges.
The results of the ITV and ATV algorithms on images with a Gaussian blur kernel and saltand-pepper noise are also poor. The experimental results generally have sharp edges, but the image is blurred or too smooth, resulting in serious image distortion.
In the L0TVPADMM algorithm, the fidelity term is the L0 norm. The numerical results show that its performance for images with a superimposed Gaussian blur kernel and salt-and-pepper noise is lower than the OGSATVL1 method and the proposed OGSATVLp method. The visual assessment shows that the staircase artifacts of the edges and block artifacts of the smooth regions are relatively obvious.
In addition, the fast ADMM was also introduced into the algorithm. This introduction substan-tially reduces the number of iterations in the process, which improves the operating efficiency of the algorithm.
Conclusion
This paper proposed a new regularization model for deblurring infrared images containing salt-andpepper noise, with OGSTV as the regularization term and the Lp quasinorm as the fidelity term.
Based on the basic framework of the ADMM and MM methods in the optimization algorithm, steps to accelerate the restart are introduced, which further improve the efficiency of the algorithm.
In addition, in the deblurring process, we also regard the difference operator as a convolution operator, so that convolution is used to process the model in the frequency domain, thus avoiding large-scale matrix calculation.
This paper compared the key performance metrics of the proposed method and the OGSATVL1 algorithm under several conditions. The results show that both numerical and visually, the proposed method has obvious advantages. Compared with the ITV, ATV, and L0TVPADMM methods on images blurred with a Gaussian blur kernel and superimposed salt-and-pepper noise, the proposed method also demonstrates superior performance numerically and visually.
The Lp quasinorm-based group sparse method employed in this study can be easily extended to other regularization models, such as an Lp quasinorm-based generalized total grouping sparse method; we will continue to perform these extensions in our follow-up work.
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