In this chapter, a two-staged method is presented for nonparametric regression with jump points. After the rough location of all the possible jump points are identified using the existing efficient kernel method, a smoothing spline function is used to approximate each segment of the regression function. A time scaling transformation is derived so as to map the undecided jump points into fixed points. This approximation problem is formulated as an optimization problem which can be solved by many existing techniques. The method is applied to several examples. The results obtained show that the method is highly efficient.
Introduction
Statistical modelling generally assumes smoothness and continuity of the phenomena of interest. However, some phenomena may experience sudden or sharp change. For example, groundwater table may undergo drastic changes in very short periods of time [15] due to sudden changes in environment, such as land clearing. When we study the portfolio management, the amount of stocks of a particular investor can be viewed as experiencing a jump when he/she purchases or sells his/her stocks. This sudden change is reflected as a jump in visual display. Without considering these jumps, we may make an serious error in drawing inference about the process under study. It is clearly important to estimate both the number of jumps and their locations and magnitudes.
Problems related to regression with jump points have been addressed and investigated for more than two decades. [11] proposed an algorithm to estimate regression functions when discontinuities are present. [20] used one-sided moving average to find the locations of jumps, [9] used Fourier analysis for jump detection. [8] made use of pairing pattern and linear filter to develop a discontinuity detector for the purpose of detecting the jumps and their magnitudes. [13] estimated the locations and magnitudes of the jumps by the boundary kernels. [19] used the kernel method to estimate both the locations and magnitudes of the jumps. [18] used wavelets to provide a useful procedure for the detection of the jump points and their magnitudes. [14] proposed a two-stage estimation scheme for the jump locations, where the asymptotic properties are also studied. Most of the estimators mentioned above are of the kernel type. The key idea is to investigate the difference between the estimators of the left-and right-hand side limits for the unknown regression functions. On this basis, the locations and magnitudes of the jumps can be estimated by using the maximization argument of the jump points estimation. However, the overall fittings obtained using these methods are not very satisfactory at around jump points and around end points.
At the same time, the spline method was also applied for detecting the jump points. [7] used linear splines to estimate discontinuities of the unknown regression functions. [12] applied the evolutionary algorithm to locate the optimal knots.
These methods are computationally expensive. In this chapter, a twostage method is developed for detecting the number of jump points, their locations and magnitudes as well as finding the spline representations for the approximation of the unknown regression function with jump points.
The following notations are used in this chapter. Let X be the response variable with respect to variable t . For a given set of observations
L , the regression function is written as:
where m is an unknown function defined To form a segmented regression, we write ( ) m t as: well-known that spline functions are effective for approximating nonparametric regressions if they are smooth. However, the smoothing spline does not work well directly for regressions with jump points, since the smoothing spline is rather sensitive to the location of jump points. Some difficulties in jump point estimation have been demonstrated in [6] for linear regression with only one jump point. Intuitively, the jump points should be identified before applying the smoothing spline to each of the individual segments defined by the jump points. This is the motivation behind our proposed two-stage method.
The proposed method consists of two steps. First, we should locate all potential locations of jump points. Then, we use a time scaling transformation to transform the potential jump points and spline knots into pre-fixed points. By doing this, the parameter estimation using least squares becomes an optimization problem, which can be solved by efficiently techniques, such as the sequential quadratic approximation optimization method. Finally, the modified Akaike's information criterion is used to determine which potential jump points are real jump points. We then obtain the final model. This chapter is organized as follows. In section 4.2, we employ the kernel method proposed by [19] to locate locations of all the potential possible jump points to within respective observation points. Then, the problem formulation is given in section 4.3. section 4.4 introduces a time scaling transform, which is motivated by the one proposed in [16] . This time scaling transform is then used to derive a new time scaling transform, which maps the undecided jump points and spline knots into fixed points. The obtained optimization problem is solved by the sequential quadratic approximation optimization technique in the Optimization Toolbox within the Matlab environment. In section 4.5, we use the modified Akaike's information criterion to determine the number and locations of jump points and therefore obtain the last model. In section 4.6, several numerical examples are presented and solved by using the proposed method. Some concluding remarks are given in section 4.7.
Estimation for Potential Jump Points
In statistics, the kernel method is an efficient and powerful statistical tool to detect jump points. Therefore, it is used in our two-stage method to find potential jumps. We assume that the following conditions are satisfied.
1) The number of the observation points is sufficiently large to detect all the possible jump points. That is, the number of jump points is very small in comparison with the number of observation points and the number of observation points between consecutive jump points is sufficiently large for spline fitting.
2) The jump points should be located in the interval [ ] Let K be the kernel function with the bandwidth h . There are two popular methods to construct kernel estimators, depending on the choice of weights by either direct kernel evaluation or the convolution of the kernel with a histogram obtained from the data. Each estimator has several important advantages and disadvantages. A thorough review on this subject can be found in the paper by [2] . [4] make use of the first method to construct an estimator to detect the vicinity of the jump points. In our two-stage method, the second method is used to identify rough positions of the jump points.
For the kernel function K and the bandwidth h , the Gasser-Müller estimator is defined as: In Fig. 4 Step 1: Choose h such that
Step 2: Choose a nonnegative function 
Step 3: Let
by using (4.3) and (4.4), where h is given in Step 1.
Step 4: Find all the points, which correspond to local maxima of ( )
The points obtained by Algorithm 4.1 are considered as potential jump points due to Step 4. In the next section, we will use a time scaling transformation to find the accurate positions of these jump points.
Segmented Regression with Constraints
Suppose that 1 
The most widely used approach to curve fitting is least squares. If we place no restrictions on the residual sum of squares, this method is in fact an intoporlant which may be caused a rapid fluctuation. To avoid this, we incorporate a smooth penalty in the cost function. In this chapter, we will introduce the cubic spline for fitting the segment 1, , , , , ,
K t t t t t
where ( ) ( )
Since the smoothness is penalized in the cost, we need the estimator , ,
, , , ,
, λ is the smoothness parameter. Under the least squares method with the smoothness penalty, our objective is to find ( ) , τ a such that (4.9) is minimized subject to the following constraints For this optimization problem, the estimates of the jump locations and the optimal regression coefficients are obtained simultaneously. Let this problem be referred to as Problem (P).
For the penalized parameter λ , we can choose it by the generalized cross-validation method [3] . However, here we will choose it interactively for simplicity.
To solve Problem (P), we need to compute the cost. We note that the cost (4.9) is composed of two parts. Since the first part is only related to the coefficient vector a , it is easily computed. The second part is the sum of some integrals with the integral limit related to the jump points. Thus, to compute it with its corresponding gradient is hard. To overcome this difficulty, we just introduce a time scaling transformation. By this transformation, the jump points and the spline knots are all mapped into some pre-fixed points.
A Time Scaling Transformation Method
We suppose that 1 , , ,
. To achieve it, we just choose 
satisfy the following conditions: 
By this transformation, we have 
, ,
. Problem (P ) is stated as the following. Problem (P ).
( ) min , J ξ a subject to (4.14), (4.15), (4.16) and (4.17).
Clearly, we have the following theorem. Theorem 4.1. Problem (P) is equivalent to Problem (P ) in the sense that ( ) , τ a is the optimal solution of Problem (P) if and only if ( ) , ξ a is an optimal solution of Problem (P). Furthermore, they have the same optimal cost.
Model Selection
Note that the kernel method in section 4.2 tries to detect all the potential jump points. The spline approximation method outlined in section 4.3 can be used in conjunction with the time transform introduced in section 4.4 to any possible combinations of potential jump points. Suppose that the number p is the candidate of jump points. Then, the number of jump points p is required to be chosen appropriately. Several methods for choosing it have been suggested in the literature. We propose to use the Akaike Information Criterion ( AIC ) [1] for the purpose of model selection. Tong [17] applied AIC for model selection in a threshold autoregression. Hurvich and Tsai [5] 
Numerical Example
To assess the performance of our proposed method, some numerical examples are presented here.
For the simulated study, the data were generated by the following equation: Example 4.2. We now apply our method to a real example, which contains the water levels (depths) in boreholes monitored irregularly over time. The data are taken from the database of Agriculture of Western Australia and have been analyzed by [15] . There are 49 observations. The observation points as well as its jump estimator by Algorithm 4.1 is depicted in Fig. 4 .5. We can see that the kernel method cannot present an good jump estimator since the observation points is too little from the figure. Thus, we have to consider all the potential jump points and use 
Conclusion
In this chapter, a new two stage method has been proposed for solving spline regression problem with jump points. First, we detect the rough locations of jump points based on the kernel method. Then, we introduce a time scaling transformation reformulate our regression problem as a nonlinear optimization problem which is easily to be solved. Also, some numerical results are presented and which are shown that our proposed method is efficiency.
