Attribute grammars are useful for combinatorics  by Delest, M.P. & Fedou, J.M.
Theoretical Computer Science 98 (1992) 65-76 
Elsevier 
65 
Attribute grammars) 
for combinatorios* 
M.P. Delest and J.M. Fedou 
are useful 
LaBRI, Uniti de recherche associke au Centre National de Recherche Scientijique no. 1304, 
Dkpartement d’lnformatique. Universitt de Bordeaux I, 351 Cours de la Lib&ration, 33405 Talence 
Cedex, France 
Abstract 
Delest, M.P. and J.M. Fedou, Attribute grammars are useful for combinatorics, Theoretical 
Computer Science 98 (1992) 65-76. 
The purpose of this paper is to show the use of attribute grammars in solving some combinatorics 
problems. For example, we give the generating function for the shape of skew Ferrers diagrams 
according to the number of cells and the number of columns. This result is new and proves that skew 
Ferrer diagrams are related to new basic Bessel functions. 
1. Introduction 
Let Q be a class of combinatorial objects. Suppose that, according to the value n of 
a parameter p, they are enumerated by the integer a, and that the corresponding 
generating functionf(t) = In 5 0 a, t” is algebraic. The methodology of Schtitzenberger 
[27,28], which consists in first constructing a bijection between the objects 52 and the 
words of an algebraic language, gives an explanation for the algebraicity of the 
generating function. Let o be in 0, then the parameter p on an object appears to be 
a number of letters in the corresponding word coding w. 
Firstly, this methodology was illustrated by Cori [8] and later by Cori and 
Vauquelin [9] about Tutte formulas on planar maps. The reader will find an 
introduction to the subject in [19], a synthesis by Viennot in [31]. Recently, this 
method has been considerably used for coding and counting polyominoes, which are 
connected finite union of cells (unit squares) of the plane Z x Z; see, for example, [20]. 
A polyomino is displayed in Fig. 1. The most often studied parameters are the 
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Fig. 1. A polyomino. 
perimeter, which is the length of the border of the polyomino, and the area, which is 
the number of cells. 
Counting polyominoes is a major unsolved problem in combinatorics. However, 
some exact formulas according to only one parameter (for example, perimeter 
or area) are proved for some particular cases of polyominoes; see, for examples, 
[ll, 203. But the studies on polyominoes leads one to believe that it is a difficult 
problem to solve the distribution for two parameters together (for example, perimeter 
and area). 
The concept of polyominoes appears, in some algorithmic problems, to be related 
to integrated-circuit manufacture. The layer is made using a photographic mask. The 
image is a union of polyominoes [7, 291. The study of polyominoes gives also 
applications in the field of images. The idea is to use their coding in the image 
compression [ 1,261. 
On the other hand, a lot of current work on combinatorics is related to q-series 
[4, $6, 211. The q-series have an outstanding importance in the theory of symmetric 
functions, Young tableaux and statistical distributions over permutations; see for 
a review the very nice paper of Foata [16]. The technique which consists in making 
a “q-analog of a bijection” (that is, introducing a parameter in order to obtain 
a q-series) have solved some problems which were well known as open and difficult 
problems; see for example [2, 17, 221. 
The aim of this paper is to show the use of attribute grammars in order to obtain 
functional equations for q-series. We apply it to polyominoes. Following the previous 
studies, we code polyominoes according to the perimeter and in a way that we should 
explain: we use the “meaning” of the word giving the area. Then the corresponding 
enumerating function appears as a q-series, which naturally comes from an algebraic 
language. 
After some notations and definitions, we define in Section 3 the q-analog of a word 
and give the relation between combinatorics and attribute grammars. In Section 4, we 
show a trite application of this technique: we find again some famous formulas about 
Ferrers diagrams and shape of tableaux. Finally, we prove a new result: the skew 
Ferrers diagrams are connected to new q-Bessel functions. 
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2. Definitions and notations 
LetX={x,,x,, . . . . xk} be an alphabet. We denote by X * the free monoid generated 
by X that is the set of words written with finite sequences of letters from X. The empty 
word is denoted by E. The number of occurrences of the letter x in the word w is 
denoted by 1 wlx, the length (number of letters) of w by 1~1. 
Let W((X> (K[X]) be the algebra of noncommutative (commutative) power series 
with variables from X and coefficients in I6. We denote by c( the canonical morphism 
which makes the variables commuting. For any language L in X*, we denote the 
generating function of L by the same letter 
L=C w, 
WEL 
which is an element of Z((X> and we denote by l(X) the enumerating function or(L) 
that is 
l(X)= C E"i,,,,,,i,XillX';2 ...X~, 
ilBO,...,ikbO 
where J-il,...,ik is the number of words in L having ij letters xj, for 1 <j< k. 
Classically, with a nonambiguous context-free grammar generating L, one can 
associate a proper algebraic system of equations in noncommutative series. One 
component of the solution is the function L. Taking the commutative image by u of 
the system gives an algebraic system of equations in commutative variables, such that 
I(X) is a component of the solution. 
A classical example is given by the Dyck language D. This language is the set of 
words w written over {x, I?}, satisfying the following conditions: 
(i) for any left factorfsuch that w=fs, /fl,>lfl;, 
(ii) Iwlx=IwI,. 
The generating function d for Dyck words is 
d(x, X)= C C,x”X” 
It20 
and satisfies the following classical equation 
d(x, %)=xXd’(x, X)+ 1. 
Expanding the analytic solution of the previous equation shows that C, is the nth 
Catalan number. 
1 
c,=- 
2n 
0 n+l n . 
Now for the following, we need some definitions and notations about attribute 
grammars. The reader will find a complete description of this theory related to 
compiler construction in [24]. We just recall the definition given by Knuth [23]. Here 
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we are only dealing with synthesized attributes. Thus, we omit the definition concern- 
ing inherited attributes and deal with synthesized attribute grammar. 
Let G = (V, X, P, 2) be a context-free grammar, where V (X) is a nonterminal 
(terminal) alphabet, P is the set of production rules, and 2 is a start symbol in V. 
A synthesized attribute grammar consists of a context-free grammar G and, for each 
symbol y in V, a finite set S(y) of synthesized attributes. Each attribute r in S(y) has 
a domain of values D,. For each production rule in P of the form 
where for each k in [ 1. .n], the letter Yk is in V and for each k in [ 1. .n + I], the word uk 
is in X*, the attribute r has the form 
dY)=f(Yl(yl), . . ..r.(Yn)h 
with, for everyj in [l..n], ‘Jj is in S(y) andfis a mapping from D,, x ... x D,” into D,. 
Note that a synthesized attribute grammar defines a total mapping from the 
language generated by G, that is, L(G) in D,, x ... x D,,., where S(Z)={T,, . . ..r*}. 
In the following we will use only one attribute, with domain of value in the 
noncommutative algebra @((Xu{ q))), but most of the ideas contained in this paper 
lead to more general extensions using more than one formal letter and one attribute. 
We did not explore this way. We will use the following definition instead. 
Definition 2.1. Let G be a context-free grammar and t a synthesized attribute defined 
on G and with domain of value in @((Xu{ 4))). The pair (G, r) is called a q-grammar. 
3. Combinatorics and attribute grammars 
In this section, we show that it is possible to define a q-series using a synthesized 
attribute grammar. In this way, one can obtain very easily functional equations 
satisfied by the corresponding q-series which translates some meaning of the algebraic 
language. 
First, we try to give an idea about what is a q-series. The definition of a q-series, 
which is very simple, cannot reveal the deep connections with combinatorics and 
mathematics. For this, the reader may refer to some classical papers [4, 51. 
A q-series is a series s in C[Xu{q)], such that 
s&q)= 1 x,(q)x”: 
II30 
where x,(q) is some series over C [ { q 11. In fact, in many problems u,,(q) is an infinite 
product in which appear the classical q-analogs 
[n]=l+q+...+q”-‘, 
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and 
[n]!=[l] [2]...[n]. 
In enumerative combinatorics, the series s(x; 1) is usually the enumerating series of 
a class of object s2 according to a parameter pi ; the value ax,( 1) is the number of objects 
CO such that ~i(o)=n. Thus, expanding the series cl,(q) gives 
&&I)= 1 an.kqk, 
k30 
where an,k is the number of objects w in 0 such that pi(~)=n and pz(w)= k. If the 
words coding the objects of 52 constitute an algebraic language, the main idea is to 
slightly extend the methodology of Schtitzenberger in order to get the q-series directly 
from the generating series of the language. 
In the following, we denote by (G, r) a q-grammar. 
Definition 3.1. Let w be a word generated by G. We call q-analog of the word 
w (denoted by (w;q)) the image by t of the word w. 
Definiton 3.2. The q-analog of the generating function L(G) (denoted by 4L) is defined 
by 
qL = y& (w 4). 
Note that (w; 1) is just the word w. In many cases the q-analog of w will appear to be 
a shuffle of the word w and a word of { q}*. In the same way, the function ‘L is just the 
generating function of L. 
Now, let us consider the commutative image of the series qL. It is the series over 
Xu{ q} defined by 
‘l(X)= C E,i,,,,,,i~(q)X',' ... X~ 
i,>O,...,ik>O 
The coefficient Ai,,,,,,i,(q) is in @C(q)] and often rational in q. Thus, clearly, it is 
a natural way to associate a q-series with an attribute grammar. Now the problem is 
the following: in which case an algebraic system, in which the series q1(X) is a solution, 
can be deduced directly from the q-grammar (G, T)? At present, we have no general 
response but only some nice rules for the computation. For example, we have the 
following proposition. 
Proposition 3.3. Let G be a grammar such that every rule has the form 
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where for m from 1 to the number s of rules, Y,,, is in V and the words u,, 1 and u,, 2 are in 
X*. Let r be an attribute having, for every rule R,, the form 
c /ATl~cym)l~, 
+ynJ= yIR,(dq’=I 4n,1~(Ymbm,*, 
with yR,(q) in C [ {q}]. Let u be in V, such that 
is the corresponding equation in @[Xl. Then we have 
qv= It~R,,(q)c1,,,lqY,~u,,.2, 
j=l 
where f,,,, is the generating function Y,,,, in which we substitutefor every letter xi of X the 
monomial q’“‘Xj. 
This proposition is easy to prove and can be extended to general algebraic rules. We 
do not write the generalization because of the very extensive notations it needs. 
Moreover, in the following, this proposition is sufficient for working on polyominoes. 
4. An elementary example: Ferrers diagrams 
We need first some combinatorial definitions useful in studying the polyominoes. 
A path is a sequence of points in the quarter of the plane N x N. A step of a path is 
a couple of two consecutive points Si = (xi, yi) and si+ 1 = (Xi+ 1, yi+ I) in the path. 
A step is called a North (South, East, West, South-East, North-East) step iff xiWl =xi 
and yi+l=yi+l (x(+1= xi and ~i+l=yi-l, xi+l=Xi+l and yi+l=yi, Xi+l=xi-l 
andy,+,=Yi,xi+,=xi+l andyi+l=yi-l,~i+,=~i+l andyi+,=yi+l). 
A polyomino P is said to be column- (row-) convex if the intersection of P with any 
infinite vertical (horizontal) strip of unit squares is connected. A polyomino is said to 
be convex if it is both column- and row-convex. For a convex polyomino P, we 
consider the smallest rectangle containing P. Then P touches the border of the 
rectangle in eight points, which we name as follows, counterclockwise along the 
border: S(P), S’(P), W(P), W’(P), N(P), N’(P), E(P), E’(P) (Fig. 2). 
As a very simple example, we will begin with the well-known Ferrers diagrams, 
which show the partition (nl, n2, . . ., nk) of an integer n; see Fig. 3. It is also a special 
kind of polyomino P which is defined only by a path which has only South and 
East steps going from N(P)= N’(P)= W’(P) to E’(P)= E(P)= S(P). Thus, it is very 
easy to prove the following proposition. 
Proposition 4.1. The number ofFerrers diagrams having a perimeter 2p+4 i~f~,,+~=2~. 
On the other hand, the following property is also well known [3] and easy to prove. 
Attribute yrnmmars are use$ul for combinatorics 71 
N(P) W’) 
W’(P) I 
E(P) 
S’(P) SW 
Fig. 2. A convex polyomino with the eight points. 
Proposition 4.2. The number of Ferrers diagrams having an area n is the coefficient of q” 
in the q-series 
F(9)= n 1 
kB1 l-qk’ 
The two results were obtained by two different ways. Our technique allows us to get 
directly the two results from only one coding. Roughly speaking, a coding for a path 
making only East and South steps beginning with an East step and ending with 
a South step is the language L = a {a, b}*b; see Fig. 3. Clearly, if a word w in A has the 
length p, it codes a Ferrers diagrams with perimeter 2~. Let us consider now the 
attribute 5 on a grammar generating A, which means that for every word w in A ) w I4 is 
the area of the Ferrers diagrams coded by w and 2(/wI, + j w lb) is its perimeter. Let 
G = ( {L, U}, {a, b}, R, L), where the rules are defined by 
(R,): L+aUb, 
(R,): U+aU, 
(R2): U+bU, 
r n=16 
I n=2+3+5+6 
w= b b a b a b b a b a 
Fig. 3. A Ferrers diagrams with area 16 and perimeter 20. 
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b 
lOI+1 
(awb;q) = a q (w;q) b 
b 
I#3 
(bw;q) = b (w;q) 
lwlb 
G-w) = a 9 (WI) 
Fig. 4. Representation of the rules for Ferrers diagrams. 
We define now the attribute r on every rule by 
(Ro): 
(RI): 
U72): 
WA: 
where U, is the left occurrence of U in every rule of G. The explanations of every rule 
are displayed in Fig. 4. Clearly, we have the following result. 
Lemma 4.3. The q-analog of the enumerating function of L obtained by means of the 
attribute t is the generating function of Ferrer diagrams according to the two para- 
meters, perimeter and area. 
We get, using Proposition 3.3, the system of equations 
ql(a, b) = qabqu(aq, bq), 
qu(a,b)=aqu(a,b)+bqu(aq,b)+l. 
From this system, it is easy to prove Proposition 4.8, which gives Propositions 4.1 and 
4.2 as corollaries. 
Proposition 4.4. The number of Ferrers diagrams having perimeter 2p and area n is the 
coefficient of xPqn in the q-series 
i+l 1 
F(x;q)= c xiqi+’ n v 
i>O j=l l-xqJ 
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Other examples can be found in [14]. They are related to the so-called compact 
polyominoes. Note that for stack polyominoes and other classical kinds of poly- 
ominoes similar properties can be found. 
5. The main result: enumeration of skew Ferrers diagrams 
Another classical kind of polyomino is the so-called skew Ferrers diagrams (also 
called parallelogram polyominoes). A skew Ferrers diagram is a convex polyomino 
P such that N’(P)= E(P) and W(P)= S’(P); see an example in Fig. 5. It is well known 
that parallelogram polyominoes are counted by Catalan numbers. But their generat- 
ing function according to the area is known only as a solution of functional equation 
[ 18,253 or as a continued fraction [15, 301. Delest and Viennot [13] give a bijection 
p between the parallelogram polyominoes having perimeter 2n+2 and the Dyck 
words having length 2n. 
Let us describe briefly the bijection. A column of a polyomino is a maximal vertical 
strip of unit squares in the polyomino. A parallelogram polyomino P can be defined 
by the two sequences of integers (a,, . ,a,) and (6,, . . . . b,_ i), where ai is the number 
of cells belonging to the ith column and (bi+ 1) the number of cells adjacent to the 
column i and i + 1. 
ADyckpathisapathw=(sO,s,,..., szn) such that s0 = (0, 0), sa, = (2n, 0), having only 
North-East or South-East steps. A peak (trough) is a point si such that the step 
(Si_ 1, Si) is North-East (South-East) and the step (si, si+ 1) is South-East (North-East). 
The height h(si) of a point Si is its ordinate. 
Classically, a Dyck path having length 2n is coded by a Dyck word of length 2n, 
w=x1 . ..xzn. each North-East (South-East) step (si- 1, si) corresponds to the letter 
- - 
Xi = x (Xi = X). The peaks (troughs) of a Dyck path correspond with the factors xx (xx) 
of the associated Dyck word. 
N’(P)=E(P) 
l- -1 - 1- -I- T -I- l-l- -1 
I - L _I_ I -I_ _l _ l_ _I 
W(P)=S’(P) 
- _-_ - 
Fig. 5. A polyomino parallelogram P such that p(P) = xxxxxxxxxXxxxxxxxxxxxxxxx. 
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The word p(P) is the Dyck word associated with the Dyck path, having n peaks, 
whose heights (troughs) are a,, . ., a, (b 1, . . . , b,_ I). They deduce the following 
theorem. 
Theorem 5.1. The map ,u transforms a parallelogram polyomino having perimeter 2p + 2, 
k columns and area n into a Dyck word having length 2p, k peaks and such that the sum of 
the height of the peaks is n. 
Thus, we apply the previous technique to this problem in order to obtain the 
generating function according to the three parameters. 
The grammar here is G = (CO}, {x, y, X}, R, D) with the rules 
(R,): D+xyX, 
(R,): D+xyXD, 
(R2): D+xDX, 
(R3): D+xDXD. 
Let us consider now the attribute r on the grammar G which means that for every 
word w in A 1 w I4 is the area of the skew Ferrers diagram coded by w, the perimeter is 
given by ) w(,+ I wl:+2 and 1 wJy is the number of columns. 
We define now the attribute r on each rule by 
(R,): s(D) = qxtx, 
(R,): r(D,)=qx&(D), 
(R,): z(D,) = q”‘D”‘xr(D)x, 
(RX): z(D,)=q”‘D”‘xz(D)xr(D), 
where D, is the left occurrence of G in each rule of G. We get the following lemma. 
Lemma 5.2. The q-analog of the enumerating function of D obtained by means of the 
attribute z is the generating function of Ferrer diagrams according to the three para- 
meters, number of columns, perimeter and urea. 
We get, using an extension of Proposition 3.4, the equation 
qd(x, X, t) = qxt.: + qxtx”d(x, X, t) + xxqd(x, X, qt) 
+ xXqd(x, X, t)qd(x, X, tq). 
From this system, using extensive q-computation and symbolic calculus, it is 
straightforward to prove Theorem 5.3. 
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Theorem 5.3. The number of skew Ferrers diagrams having area n and p columns is the 
coejicient of Pq” in the q-series 
4t 
“4t)=(l--4ho (1 _q)2 9 ( 1 
where cpo(x) is the quotient of two basic Bessel functions 
cpo(x)=“I1o 
Jo(x) 
in which the basic Bessel function is defined by 
m (_ ~)“q(;+‘)x”+” 
“v(x)=fl~o [n]![n+v]! 
6. Conclusion 
We have solved an enumerative problem by using algebraic language and attribute 
grammars, while tentatively using classical analytic techniques gives just the func- 
tional equations. 
Apart from purely combinatorial considerations, we believe that the interest in such 
methods, is in the confrontation between two different points of view: combinatorists 
are looking for enumeration formulas while algebraic language theorists are moti- 
vated by computer science considerations. In particular, the combinatorist would be 
very interested in some special property of attribute grammars which would lead to 
easily solvable algebraic systems. 
Furthermore, this method is well-suited for investigations using symbolic computa- 
tion. We just need to have the synthesized attribute grammar. In many cases, the 
functional equations are straightforward and can be used for the computation of the 
first values of the unknown series. 
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