A bivariate model that allows for both a time-varying cointegrating matrix and time-varying cointegrating rank is presented. The model addresses the issue that, in real data, the validity of a constant cointegrating relationship may be questionable. The model nests the sub-models implied by alternative cointegrating matrix ranks and allows for transitions between stationarity and non-stationarity, and cointegrating and non-cointegrating relationships in accordance with the observed behaviour of the data. A Bayesian test of cointegration is also developed. The model is used to assess the validity of the Fisher effect and is also applied to equity market data.
Introduction
Standard models of bivariate cointegration allow for the possibility that a constant linear transformation can be applied to the pair of non-stationary variables to produce a stationary variable (Engle and Granger, 1987) . In accordance with such models, numerous tests have been developed to determine the validity of a constant cointegrating relationship between the two variables (Johansen, 1991) . In practice, however, structural change or regime shifts are frequently present in economic or …nancial data thereby rendering inappropriate the assumption of a constant cointegrating relationship.
To address this issue, cointegration tests in the presence of structural breaks and regime shifts have been proposed (Gregory and Hansen, 1996a A common objective underlying the above-mentioned research is identifying a cointegrating relationship in a noisy, structurally dynamic environment. A generalisation of this approach involves the possibility of alternating cointegrated and non-cointegrated states. This generalisation has two noteable bene…ts. First, the presence of such alternating behaviour allows for a range of cointegrating scenarios. Two variables that are typically cointegrated may behave in a manner inconsistent with cointegration for considerable periods of time. Alternatively, changes in preferences may produce cyclical behaviour such that variables share a common stochastic trend in some periods and not 1 in others.
Second, the econometrician is always unaware of the true data generating process.
Even where variables are cointegrated, the econometrician never observes the cointegrating equation. In practice, cointegration tests are applied that often provide con ‡icting results. Relatively minor amendments to the postulated form of the cointegrating relationship can yield signi…cantly di¤erent conclusions regarding cointegration. In many cases, the addition of new data or the choice of the starting period for a dataset impact signi…cantly on the assessment of cointegration. By allowing for stationarity, nonstationarity, and cointegration, the a priori imposition of a cointegrating rank is avoided.
Instead, if the econometrician has evidence regarding any cointegrating relationship, this is embedded into the model through the choice of an appropriate prior.
We develop a bivariate model that can alternate between states of cointegration and non-cointegration. This is achieved by relaxing the restriction that the rank of the cointegrating matrix in an error correction model (ECM) is time-invariant. Since the rank of the cointegrating matrix is allowed to vary over time, the model allows for all three possible states identi…ed by the rank-condition in the cointegrating matrix: two variables may be I(1) with a single cointegrating relationship, I(1) with no cointegrating relationship, or I(0). This generalisation is important since, even where two variables are typically cointegrated, there may be periods where the variables do not appear to share a common stochastic trend or where the variables behave as stationary processes.
Indeed, this type of switching behaviour is observed in the two applications undertaken in this paper covering the relationship between US interest and in ‡ation rates, and the relationship between the FTSE 100 and S&P 100 stockmarket indices. Sugita (2006) and Jochmann and Koop (2011) also allow for time-varying changes to the cointegrating space. Sugita (2006) focuses on the identi…cation of structural breaks in the vector autoregressive-ECM (VECM), but allows for the cointegrating rank to change with each structural break. The cointegrating rank is determined using an approach proposed by Strachan (2003) that relies on the singular value decomposition (SVD) of the cointegrating matrix (Kleibergen and van Dijk, 1998) . Jochmann and Koop (2011) highlight the computational di¢ culties associated with the estimation of the Sugita (2006) model. With anything more than a relatively small number of structural breaks, model estimation becomes intractable; as a result, only a small number of rank changes may occur in the data. 1 Jochmann and Koop (2011) overcome this limitation by allowing for a Markovian structure in the latent (discrete) regime structure. By switching between regimes, their approach allows for cyclical changes in cointegrating rank, in addition to permanent break-dependent changes in rank. The modelling approach adopted in our paper, however, di¤ers signi…cantly from that adopted in Jochmann and Koop (2011) . By treating the individual elements of the SVD of as dynamic latent processes, we are able observe the time-dependent path of the elements of the decomposition, in addition to being able to specify the functional form of the latent processes. This provides signi…cant ‡exibil-ity in modelling the time path of . For example, stickiness in the rate of adjustment parameters or in the cointegrating relationship is straightforward to accommodate by specifying AR forms for the appropriate latent processes.
In turn, and in contrast to Jochmann and Koop (2011), we adopt a methodology that activates or deactivates the column space of the matrices in the SVD of in accordance with the prevailing Markovian regime. Pursuant to this methodology, the latent processes that are used to construct continue to be estimated even where the cointegrating rank is zero. As such, the latent processes shadow the cointegrating structure when the cointegrating rank is zero, and are re-admitted into the cointegrating structure when a non-zero rank is chosen. There are marked bene…ts to this approach, including allowing the econometrician to observe the strength of the time-varying signals in the elements of . 1 Sugita (2006) considers up to 4 breaks in US term structure data.
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The approach also allows us to parsimoniously nest the time-varying parameter (TVP) VAR for I(0) data, the VAR for I(1) data and the TVP cointegrated VAR for I(1) data into our model. This property is used to propose a straightforward test to estimate whether the data are I(0), I(1) with no cointegrating relationship, or I(1) with a single cointegrating relationship. The test provides estimates of the probabilities associated with each of the competing relationships that can be obtained directly from the model parameters and does not require the derivation of marginal likelihoods. This paper is structured as follows. Section 2 presents the standard bivariate ECM and formulates extensions in the form of a time-varying SVD of the cointegrating matrix and a time-varying cointegrating rank. Section 3 presents the Metropolis-in-Gibbs sampler used to estimate the model. Section 4 evaluates the model using simulated data, while Section 5 applies the model to interest rate and in ‡ation data, and to equity market indices. Section 6 concludes the paper.
The bivariate ECM
The standard bivariate ECM is represented as follows 2 4y t = c + t + y t 1 + 4y t 1 B + " t t = 1; :::; T (1)
where y t = [ y 1t y 2t ] is a vector of I(0) or I(1) variables, c ; are (1 2) vectors, is a (2 2) cointegrating matrix, B is a (2 2) coe¢ cient matrix for 4y t 1 and " t is a
(1 2) independent bivariate Gaussian process with positive de…nite covariance matrix .
Kleibergen and van Dijk (1998) and Kleibergen and Paap (2002) have shown that the local non-identi…cation issue in ; and the variant problem in the cointegrating vector (pursuant to the standard decomposition = ) due to the ordering of equations, can be resolved by the singular value decomposition of into two orthonormal matrices and a diagonal matrix of singular values
where U and V are (2 2) orthonormal matrices such that U 0 U = V 0 V = I 2 ; and is a (2 2) diagonal matrix that contains (in descending order) non-negative singular values.
Since the number of non-zero singular values re ‡ects the rank of , the existence of a cointegrating relationship between y 1t and y 2t is consistent with the lower diagonal element of being constrained to zero. In addition, the smallest singular value provides information about the degree of rank de…ciency in .
We relate and to the SVD in (2) as follows:
1. = V 0 and = U for rank( ) = 2, and 2. = w 1 V 0 1 and = U 1 for rank( ) = 1: w 1 is the …rst diagonal element of ; V 1 is the …rst column of V and U 1 is the …rst column of U:
In the case of rank( ) = 1, can be interpreted as a speed of adjustment vector and as the cointegrating vector. In this case we set c = c 0 and = 1 such that the cointegrating vector y t 1 is associated with the attractor ( 0 + t 1 ) (see, further, Franses, 2001).
Time-variation in the cointegrating matrix
In line with (2) , the SVD applied to will obtain the orthnormal matrices U , V and the diagonal matrix (see Strachan, 2003; Strachan and Inder, 2004; Villani, 2006) . This paper does not, however, adopt an explicit SVD of to obtain U = fu ij g, V = fv ij g, 5 and = fw j g. Instead, we treat S fU; V; g as a set of estimable latent processes.
Time-variation in can, therefore, be implemented by assuming a dynamic form for S.
Equation (2) therefore becomes
where t = In the special case of rank( ) = 1, (3) implies that the speed of adjustment and the cointegrating vector are time-varying pursuant to t = w 1t V 0 1t and t = U 1t .
For any (2 2) orthonormal matrix, the elements within the matrix are interdependent functions and may follow two possible trigonometric representations (rotation or re ‡ection). In terms of estimation, the representation adopted is arbitrary and, in this paper, U t and V t are treated as rotation matrices 
(7)
A range of functional forms may be adopted for d 1t ; d 2t , ut and t . We adopt the following broad speci…cations which, with appropriate restrictions, accommodate a wide range of processes including time-invariant parameters, the random walk, and the stationary autoregressive model.
3 Rather than following the standard approach of normalising p 3 to 1, we normalise p 3 to 1 degree ( 180 radians) in line with ut' s status as a frequency measure.
We …nd it convenient to set 1 = 2 = 0 and 1 = 2 = 1 such that d 1t ; d 2t follow random walks, thereby incorporating a relatively agnostic path dependency in the parameters belonging to t . This appears to be a reasonable attribute given its implication that the relationship between y t and y t 1 will typically not change from period to period in a manner unrelated to its path.
Our general speci…cation provides ‡exibility in setting a range of priors pertaining to the rate of adjustment and cointegration parameters. Adopting tight zero-mean normal priors for 1 ; 2 and inverse gamma priors for 1 ; 2 with location close to 0, for example, imposes the prior assumption that the rate of adjustment is largely constant.
Alternatively, specifying an AR(2) speci…cation for d 1t ; d 2t with non-zero priors for the AR parameters, provides a simple means for imposing a prior assumption of (some) cyclicality in the rate of adjustment.
Typically, however, economic theory introduces restrictions on the cointegrating relationship. Restrictions of this nature are straightforward to accommodate. Setting a zero-mean normal prior on 3 , for example, asserts a prior belief in a cointegrating vector located around 1 0 : In the analysis of the Fisher e¤ect undertaken in Section 5, a normal prior for 3 located at
is consistent with the prior location 1 1 for the cointegrating relationship as implied by theory. In general, adopting the prior
incorporates the belief that the simple di¤erence y 1t y 2t is I(0).
Time-variation in the cointegrating rank
In this sub-section, we augment the model with a latent discrete Markov-switching component to enable time-variation in the rank of t . This is achieved by incorporating a (2 2) idempotent matrix I(S t ) into (3). The idempotent matrix I(S t ) is used to engage or disengage the columns in the orthogonal matrices (U t ; V t ) and the elements in the singular value matrix t . Consequently, any rank reduction in t is made feasible by appropriately controlling the admission of the elements in (U t ; V t ; t ) that constitute the matrix t Equation (3) is re-formulated as
Note that s jt , j = 1,2,3, is an indicator variable such that s jt = 1 if S t = j and s jt = 0 if S t 6 = j. When s jt is equal to 1, (16) implies that the rank of t is (j 1):
The discrete state S t is assumed to follow a Markovian transition probability for a move from state i to state j
The transition (18) can be represented in matrix form as P = 
The choice of a Markovian transition probability allows for persistence in the rank condition. The combination of a Markovian transition matrix (19) and the path dependent speci…cations for ut ; d 1t ; d 2t and t implies that both the cointegrating rank and the elements of t (even where the cointegrating rank is constant) depend on their historical values.
Pursuant to the association between S t and the rank of t , the steady state probabilities associated with P (being the solution to x = P 0 x) represent the posterior probabilities associated with each rank. These probabilities are readily obtained as the normalised eigenvector associated with the largest eigenvalue (having the value unity)
of the matrix P 0 . The following limiting conditions hold:
1. p 11 = p 21 = p 31 = 1 eliminates any cointegration between the I(1) vector y t and the resulting model is a VAR in 4y t ;
2. p 12 = p 22 = p 32 = 1 implies that the rank of t 8t must be equal to r = 1 and y t is cointegrated by reference to the cointegrating matrix t = U 1t . The resulting model is a VECM;
3. p 13 = p 23 = p 33 = 1 implies that there is no reduced rank for t 8t and y t s I(0).
The resulting model is a VAR for stationary data. Accordingly, the model can be viewed as a meta-structure which nests a VAR, a TVP-VECM, and a TVP model for stationary data (TVP-S). Denote the VAR, TVP-VECM and TVP-S models as models M 1 , M 2 ; and M 3 respectively. The steady state probabilities associated with P provide the posterior probabilities associated with each model, b P (M i ) for i = 1; 2; and 3.
It is clear that prior beliefs about the existence of cointegration in y t can be incorporated into the model as priors on the parameters p ij . De…ne the 3 3 transition matrix P j containing a vector of ones in the jth column and zeros everywhere else. The standard approach of ex ante choosing among the models de…ned by the di¤erent rank conditions is straightforward to obtain by imposing a degenerative prior such that P = P j ; thereby imposing rank( ) = j 1. In the converse situation, a di¤use prior on P will result in probabilities for the possible ranks of that depend only on the observed data. Alternatively, a relatively informative Dirichlet prior on P can be used to accommodate the econometrician's prior belief without forcing a choice among competing models.
Bayesian model estimation
Estimation of the model is undertaken in a Bayesian context using a Metropolis-in-Gibbs sampler that relies on the Kalman …lter/smoother and the auxilliary particle …lter. The sampler involves 12 steps and is summarised below.
The following notation applies: 
Step 1: Draw the Markovian regimes e S T given e y T ; e d T ; e uT ; e T ; g; ; ; C and :
Step 2: Draw the transition probabilites p given e S T :
Step 3: Draw the latent variable e d 1T given e y T ; e S T ; e d 2T ; e uT ; e T ; g; ; ; C; ; and :
Step 4: Draw the latent variable e d 2T given e y T ; e S T ; e d 1T ; e uT ; e T ; g; ; ; C; ; and :
Step 5: Draw the latent variable e uT given e y T ; e S T ; e d T ; e T ; g; ; ; C; ; and :
Step 6: Draw the latent variable e T subject to t 2 [0; 1]8t and given e y T ; e S T ; e d T ; g; ; ; C; ; and :
Step 7: Draw the latent variable variances given e T , e d T ; and . 4 Step 8: Draw the the intercept and autoregressive parameters ; for each of the e d 1T ; e d 2T
and e uT given :
Step 9: Draw the autoregressive parameters (for 4y t 1 ) g given e y T ; e S T ; e d T ; e uT ; e T ; ; C and :
Step 10: Draw the intercept C given e y T ; e S T ; e d T ; e uT ; e T ; g; and :
Step 11: Draw the intercept and trend pertaining to the cointegrating relation given e y T ; e S T ; e d T ; e uT ; e T ; g; C and :
Step 12: Draw the variance given e y T ; e S T ; e d T ; e uT ,e T ; ; C and g.
We assume the following proper and independent prior densities for the model para- p ii beta( ii ; ii ); i = 1; 2; 3 p ij beta( ij ; ik ); i; j; k = 1; 2; 3 and i 6 = j 6 = k:
The latent variables e d 1T , e d 2T are simulated using the Kalman …lter and smoother (Carter and Kohn, 1994) , while draws of the truncated latent variables e uT ; e T are obtained using the auxiliary particle …lter (Pitt and Shephard, 1999). 5 We follow Carter and Kohn (1994) and Kim, Nelson and Startz (1998) in drawing the Markovian regimes e S T and the the associated transition parameters p. Conditional on the unobserved variables and the adoption of a multivariate normal prior, the regression coe¢ cients g, C and are multivariate normal (see, for example, Chib and Greenberg, 1996) . Conditional on e uT and the chosen prior, the intercept and AR(1) coe¢ cients 3 ; 3 are also normally distributed and straightforward to obtain. 6 Finally, the variance parameters , are conditionally distributed as inverse gamma and inverse Wishart respectively. Details regarding each step of the sampler are provided in the Appendix.
Simulated evidence
We specify the following DGP to assess the sampler constructed in Section 3. Observations of y t = y 1t y 2t ; t = 1; 2; :::; 1000; are obtained by generating 1500 observations from (20) - (25) and discarding the initial 500 observations.
iid N 0; 0:001 5 We have also obtained e T using the method proposed in Chan, Koop and Potter (2013) . 6 In our applications we set ( 1 = 0; 1 = 1), ( 2 = 0; 2 = 1) : However, the aforementioned parameters are obtained in the same manner as 3 ; 3 : The DGP assumes that the cointegrating rank is sticky. If the rank of t = U t I(S t )I(S t ) t V 0 t = t t is j, then t+k is also likely to be of rank j except where k is large. Any transition is, however, allowed and the system is not restricted to stepwise rank transitions (e.g. t can move from rank j = 0 to rank j = 1 or j = 2 at time t + 1). Accordingly, y t switches between cointegrated and non-cointegrated states, and between stationarity and non-stationarity, although these switches are not common. The …rst column of U t can be interpreted as the shadow cointegrating vector, whose parameters are functions of ut which follows a slow-changing random walk. The cointegrating relationship holds when S t = 2 and is associated with the attractor ( 0 + t 1 ) which, for simplicity, is not assumed to be regime dependent. The matrix D t = V t t is determined by d 1t ; d 2t and t which are modelled as slow-changing random walk processes. In the event of rank( t ) = 1, the …rst column of D t can be interpreted as a speed of adjustment vector. In this respect, the slow-changing d 1t ,d 2t variables imply that the speed of adjustment is unlikely to change dramatically from t to t + 1.
To estimate the model parameters, we produce 50,000 draws and apply a burn-in of the …rst 10,000 draws. We undertake this process for two distinct sets of priors: the …rst is fairly di¤use and the second is more informative. In each case we obtain similar results which suggests that the estimates are insensitive to the choice of prior. Consequently, we restrict our attention to estimates obtained using the …rst set of priors which is fairly di¤use: The posterior regime probabilities are estimated as the sample mean of s jt , j 2 f1; 2; 3g, across the draws obtained using the sampler. It is readily evident that the sampler accurately captures both the persistence of each regime and the transitions between the regimes. 7 Deviation between the actual and estimated regime is limited to a period between t = 110 and t = 180; where fairly similar probabilities for regimes 2 and 3 are observed in the …rst half of the period, with regime 3 declining in favour of regime 2 as t ! 180. During this period, the posterior probabilities correctly result in a sharp drop associated with the …rst regime. However, a corresponding rise in the probability of regime 2 is observed rather than a rise in both regimes 2 and 3. Given the strong tracking of actual regimes, the estimates of the transition parameters are close to their true values, with p 11 , p 22 and p 33 all being close to unity. 
Applications

Short term interest and in ‡ation rates: The Fisher e¤ect
The Fisher equation asserts that the real interest rate is determined by the di¤erence between the nominal interest rate and the expected in ‡ation rate given information at time t r t = i t e t (26)
where e t is a stationary zero-mean innovation term, and (27) follows from (26) subject to rational expectations. Assuming that the real interest rate is stationary, if i t and t are I(1) variables, (27) implies that the nominal interest rate and the in ‡ation rate are cointegrated with cointegrating vector 1 = 1 . This relationship is also known as the Fisher e¤ect.
The validity of the Fisher e¤ect has been studied extensively, with con ‡icting results. To evaluate the Fisher e¤ect, we apply our model to US short term interest rates (y 1t ) and annualised in ‡ation rates (y 2t ). 9 Monthly data are used spanning the period January 1948 to June 2012 (n = 774). We produce 50,000 draws from an adjusted version of the sampler in Section 4, discarding the …rst 5000 draws. Since the data are not consistent with the presence of a trend in the cointegrating equation, we follow Jochmann and Koop (2011) in setting 1 = 0 0 . We also set C = 0 such that the intercept is given by 0 t rather than c St 0 t . We …nd that the adoption of an unrestricted C produces erratic estimates of the normalised cointegrating vector and therefore limit our discussion to the restricted speci…cation, which appears to better represent the properties of the data. The di¤use priors adopted in the simulated example are also largely applied here.
We make a slight adjustment, however, to (14) 0.0047 0.011 Table 1 . Posterior parameter estimates: short term interest and in ‡ation rates. Note that i;jk refers to the j; kth element of the regime dependent variance i (i = 1; 2; 3).
Conversely, B i;jk refers to the j; kth element of B i .
Probability 0.1322 0.6277 0.2401 Table 2 . Model probabilities: short term interest and in ‡ation rates
The third regime indicates stationarity and is dominant in the post WW2 period and during the GFC crisis. Both these periods are associated with distinctly ‡at US short-term interest rates. US short-term interest rates varied little from 1948 to 1950, whereas from 2009 to the end of the sample US short-term rates have been close to zero.
In terms of the latter, the US Federal Reserve has also cultivated expectations that short-term rates will be close to zero for a potentially lengthy period of time (Bernanke, 2009 ).
One of the di¢ culties encountered in assessing the Fisher e¤ect is the presence of unknown breaks and shifts in the data that pose problems in both detecting cointegration and estimating the value of . These issues are largely obviated by our model given its allowance for transitions in the rank of t that can depend on shifts in the data through the regime-dependent terms. Although there are clear regime shifts in the data, our approach provides support for the hypothesis of a cointegrating relationship between US short-term interest rates and in ‡ation, with a steady state probability for M 2 of 62.8 per cent. We note that the probability in favour of a single cointegrating relationship does not imply that the Fisher e¤ect holds.
The Fisher e¤ect also asserts that the (normalised) cointegrating vector takes on the values 1 = 1 : An oft-omitted implication of this assertion is that the the cointegrating vector is assumed to be time-invariant. The property of time-invariance does not appear to hold with ut , pursuant to which the cointegrating vector cos ut sin ut 0 is estimated, typically declining over time. Overall, ut has a persistence close to unity 
Equity market data
We obtain FTSE 100 and S&P 100 index values at the weekly frequency over the period 6
October 1997 The test, however, rejects r = 1 at the :05 level. In contrast, the eigen statistic for r = 0
is not rejected at the :10 level implying that the indices are I(1) but not cointegrated.
Overall, there is some uncertainty as to whether a cointegrating relationship is present.
We produce 20,000 draws from the sampler in Section 4, discarding the …rst 4000 23 draws. 12 Since the data provide little evidence regarding an intercept or time trend in the cointegrating equation, we set 0 = 1 = 0 0 . The model is estimated on the index data divided by 100. Table 3 provides the posterior estimates of the parameters, with model probabilities in Table 4 . Figure 6 presents the time-varying regimes S t , and re ‡ects a general reaction to the beginning of the GFC and the collapse or bailout of numerous …nancial institutions in the US. There is almost no evidence in favour of the prevalence of the third regime S 3t ; which is consistent with r = 2; suggesting that the hypothesis of stationarity is never supported. This is not particularly surprising and is consistent with the notion of e¢ cient markets producing individual weekly asset prices that always behave as martingale processes. 6647.8 15797 Table 3 . Posterior parameter estimates: equity market data. Note that i;jk refers to the j; kth element of i (i = 1; 2; 3). B i;jk refers to the j; kth element of B i . c 0;ij refers to the intercept for variable j (j = 1; 2) in regime i (i = 1; 2; 3).
Probability 0.7320 0.2601 0.0079 Table 4 . Model probabilities: equity market data As is evident from Figure 6 , the regimes S 1t ; S 2t are highly persistent and this is re ‡ected in the transition estimates p 11 = 0:9866 and p 22 = 0:9626: These estimates suggest that the cointegrating rank does not change dramatically over short periods. Consequently, the model produces infrequent changes in regime for the two indices.
Overall, our test of the support for M 1 ; M 2 and M 3 indicates a greater support for M 1 , 
Conclusion
We develop a bivariate model that can alternate between states of cointegration and non-cointegration, and between stationarity and non-stationarity. The model allows for all three competing relationships identi…ed by the rank of ; two variables may be I (1) with a single cointegrating relationship, I(1) with no cointegrating relationship, or I(0).
In addition, since the rank of is allowed to vary over time, the model allows for data that behave in a cointegrated manner in some periods and not in others. It also allows for data that behave as stationary in some periods and non-stationary in others. As such, the econometrician can avoid ex ante judgments regarding the presence of cointegration or the timing of shifts in the rank of , both of which are often unclear in practice.
We utilise the properties of our model to develop a straightforward test among the 
Appendix: Sampling methodology
The Metropolis-in-Gibbs sampler used in the paper consists of the 12 steps detailed in this Appendix. The following notation holds for each step. where p(S t+1 jS t ) is the transition probability and p(S t je y t ; d t ; ut ; t ; g; ; C; ) is obtained using Hamilton's (1989) basic …lter. s jt is set to 0 or 1 according to:
s 1t = 1 if a draw u from the U (0; 1) distribution is less than or equal to Pr(S t = 1je y T ; d t ; ut ; g; ; C; ; e S 6 =t ):
s 2t = 1 if u is between Pr(S t = 1je y T ; d t ; ut ; g; ; C; ; e S 6 =t ) and Pr(S t = 1je y T ; d t ; ut ; g; ; C; ; e S 6 =t ) + Pr(S t = 2je y T ; d t ; ut ; g; ; C; ; e S 6 =t ):
s 3t = 1 if u is between Pr(S t = 1je y T ; d t ; ut ; g; ; C; ; e S 6 =t )+Pr(S t = 2je y T ; d t ; ut ; g; ; C; ; e S 6 =t ) and 1:
