We introduce flexible robust functional regression models, using various heavy-tailed processes, including a Student t-process. We propose efficient algorithms in estimating parameters for the marginal mean inferences and in predicting conditional means as well as interpolation and extrapolation for the subject-specific inferences. We develop bootstrap prediction intervals (PIs) for conditional mean curves. Numerical studies show that the proposed model provides a robust approach against data contamination or distribution misspecification, and the proposed PIs maintain the nominal confidence levels. A real data application is presented as an illustrative example.
Introduction
Functional regression models are often used to analyze medical data. However, conclusions from functional regression models can be sensitive to the presence of outliers or misspecifications of model assumptions. Meanwhile, prediction intervals (PIs) for subjects-specific inferences have not been well developed. In this paper, we propose robust functional regression models and study predictions of individual response curves and their PIs.
Gaussian process (GP) has been widely used to fit an unknown regression function to describe the nonparametric relationship between a response variable and a set of multi-dimensional covariates. 1 Variety of covariance functions provide flexibility on fitting data with different degrees of smoothness and nonlinearity. Shi et al. 2 introduced the GP functional regression (GPFR) models, which fit the mean structure and covariance structure simultaneously. This enables to estimate a subject-specific regression curve consistently. The idea is further extended to model nonlinear random-effects and is applied to construct a patient-specific dose-response curve. 3 Recent applications of GPFR models can be found in, for example, single-index model 4 and model of non-Gaussian functional data. 5 In the GPFR models, the mean structure can describe marginal mean curves using information from all subjects, while the covariance structure can catch up subject-specific characteristics. However, as we shall see, the GPFR models are not robust. They are sensitive to misspecification of distributions and the presence of outliers. In this paper, we propose to use heavy-tailed processes (HPs) to overcome the drawbacks of GPs. Specifically we will use scale mixtures of GP (SMGP), 1 an extension of scale mixtures of normal (SMN) distributions. 6 The latter is a subclass of elliptical distribution family, including Student-t, slash, exponential power, contaminated-normal (CN) and other distributions. SMN distributions have been used in various models, including nonlinear mixed-effects models, 7,8 measurement error models, 9, 10 functional models, 11, 12 and even have been extended to double hierarchical generalized linear models. 13 Similarly SMGP includes many different heavy-tailed stochastic processes such as the Student-t process (T-process). SMGP inherits most of the good features from GP; it is easy to understand its covariance structure, and it can use many different covariance functions to allow a flexible model. SMGP includes GP as a special case. Moreover, SMGPs except GP are HPs and they provide a robust analysis against distributional misspecification or data contamination.
In this paper, we extend the GPFR model 2, 3 to an HP functional regression (HPFR) model for a robust analysis. For maximum-likelihood estimators (MLEs), we develop an efficient EM algorithm for proposed HPFR models. McCulloch and Neuhaus 14 investigated the impact of distribution misspecification in linear and generalized linear models, and showed that the overall accuracy of prediction is not heavily affected by mild-to-moderate violations of the distribution assumptions. However, the improvement of using HPFR models becomes significant for the data contamination by outliers. A comprehensive simulation study is given in section 5.
Existing PIs for subject-specific inferences often give liberal intervals as we shall show later. Lee and Kim 15 studied PIs for random-effect models and we extend them to HPFR models. The numerical studies show that the nominal confidence level (NCL) is well maintained using the approach.
The rest of this paper is organized as follows. In section 2, we define the HPFR model along with a brief introduction of the GPFR model. In section 3, we apply the HPFR model to analyze the renal anaemia data. We demonstrated that the proposed HPFR model provides a robust analysis against outliers and therefore avoids a misleading conclusion on a dose-response relation. In section 4, the estimation and prediction procedures are described and the information consistency of subject-specific response prediction is shown. In section 5, a simulation study is presented to evaluate the performance of the HPFR model and proposed procedures. Concluding remarks and discussion are given in section 6. All the technical details are provided as Supplemental materials.
Model 2.1 The GPFR model
We consider a mixed-effects concurrent GPFR model, 3 defined as:
where y m ðtÞ is a response curve for the mth subject, depending on covariates u m of dimension p u and functional covariates v m ðtÞ, w m ðtÞ and x m ðtÞ of dimensions p v , p w and p x , respectively. The model is composed of three parts: the marginal mean (related to the so-called population-average) 16 E½ y m ðtÞ ¼ m ðtÞ the random-effect m ðtÞ for the mth subject to give the conditional (or the so-called subject-specific) mean E½ y m ðtÞjb m , m ðx m ðtÞÞ ¼ m ðtÞ þ m ðtÞ and the random error " m ðtÞ. In this paper, we show how to make marginal and conditional inferences based on the above functional models. 17 In the marginal mean m ðtÞ, v > m ðtÞc is an ordinary linear regression model with functional covariates v m ðtÞ and regression coefficients c, while u > m bðtÞ involves covariates u m with unknown functional coefficients bðtÞ. 18 Here the p u -dimensional functional coefficient bðtÞ can be approximated by a set of basis functions. In this paper, we use B-splines, i.e. bðtÞ ¼ B > (ðtÞ, in which B is a D Â p u matrix with element ij , and (ðtÞ ¼ ðÈ 1 ðtÞ, . . . , È D ðtÞÞ > are the B-spline basis functions.
In the random-effects m ðtÞ, w > m ðtÞb m is an ordinary linear random effect model with functional covariates w m ðtÞ and random-effects b m $ N p w ð0, D b Þ with, for simplicity, D b being a diagonal matrix with elements / b ¼ ð 1 , . . . , p w Þ > , while m ðx m ðtÞÞ is a functional (non-linear) random-effects by using a GP with zero mean and covariance kernel Cðx m ðtÞ, x m ðt 0 Þ; hÞ. A common choice for this kernel is the following squared exponential function Cðx m ðtÞ, x m ðt 0 Þ; hÞ ¼ v 0 exp À 1 2
Other choices of the kernel have been studied. 1, 19 Linear random-effects can provide a clear physical explanation between the response and the covariates, and can indicate which variables are the cause of the variation among different subjects. The unexplained part can be modeled by the functional random-effects.
Overall, m ðtÞ is one function describing the marginal means of all subjects, while random functions m ðtÞ allow different functional and nonparametric effects for each subject to catch up subject-specific characteristics. More discussion for example how to select the number of basis functions and the covariance structure will be given in section 6.
The random error " m ðtÞ follows Nð0, " Þ and is independent at different t. For convenience, we can include it into the random-effects by
Then, m ðtÞ is a GP with zero mean and the covariance kernel
where ðÁ, ÁÞ is the Kronecker delta function. Thus, the GPFR model for y m ðtÞ is a GP with mean m ðtÞ and covariance kernelC.
The HPFR model
In this paper, we show that the GPFR model is sensitive to outliers and misspecification of distribution assumptions. Thus, the inferences based on the GPFR model can be misleading. We show how to make robust analysis for marginal mean and subject-specific inferences using the HPFR model. Given a latent variable r m , suppose that the conditional process of m ðtÞ follows a GP with zero mean and the following covariance ðr m ÞCðx m ðtÞ, x m ðt 0 Þ; w m ðtÞ, w m ðt 0 Þ; h, / b , " Þ ð 4Þ
whereCðÁ, ÁÞ is the covariance function given in equation (3), ðÁÞ is a strictly positive function, and the latent random variable r m takes positive value with the cumulative distribution function (cdf) HðÁ; mÞ and probability density function (pdf) hðÁ; mÞ where m is the degrees of freedom. The property of this process depends on the choice of ðÁÞ and HðÁ; mÞ. When ðÁÞ 1, it degenerates to the GP. Lange and Sinsheimer 20 studied SMN distribution with ðr m Þ ¼ 1=r m . Rasmussen and Williams 1 called the process with conditional covariance kernel (4) a SMGP and in this paper we call it HP to highlight that it can be applied to a wider class of data using double hierarchical generalized linear models. 13 If r $ Gammað=2, =2Þ, it becomes a Student-t (T) process, if r $ Betað, 1Þ, it becomes a slash (SL) process and if Pðr ¼ Þ ¼ , Pðr ¼ 1Þ ¼ 1 À with 0 5 1, 0 5 1, it is a CN process. We call model (1) under this HP structure a mixed-effects HPFR model (abbreviated as 'HPFR'). HPFR models can cover existing heavy-tailed mixed-effects models, 21,22 a robust P-splines model 12 and extended T-process regression models, 23 etc.
An illustrative example: The renal anaemia data
West et al. 24 studied the renal anaemia data, which contain 74 dialysis patients who received Darbepoetin alfa (DA) to treat their renal anaemia. The hemoglobin (Hb) levels and epoetin dose were recorded from the original study period of 9 months with a further 3 months extension. The doses of epoetin DA were determined by a strict clinical decision support system 25, 26 to maintain the Hb level around 11.8 g/dl, a target for dialysis patients. The lower Hb level will lead the patient to anemia, while the higher level will increase the risk of prothrombotic and other problems. The experiment is typically a dose-response study to evaluate the control of Hb levels with the agent DA. The GPFR model has been used to analyze the data. 3 The response is the Hb level, and the dose of DA and time are considered as predictors. Figure 1 (1) displays the Hb levels measured for each patient in a period of 12 months, and Figure 1 (3) gives the histogram of dosages of DA for all patients. Since the distribution of dosage dose m ðtÞ (for the mth patient at the month t) is quite skew, we use a log-transformation log½10dose m ðtÞ þ 1 to reduce the impact of extreme values. As we see in Figure 1 (4), the converted dose values except zeros are nearly normal. Taking into account a certain lagtime of the drug reaction, Shi et al. 3 choose dose m ðt À 2Þ, i.e. the dosage of DA taken two months before, as a key covariate. Following the idea, we use a linear regression model for the marginal mean
and random-effects Figure 1 (2) shows the index plots of Mahalanobis distance (defined later) of each patient under the GPFR model, which follows a 2 -distribution. We can see that there are large Mahalanobis distance values from the four patients beyond the quantile 2 0:01 cutoff line. These four patients are recognized as potential outliers. Table 1 reports the MLEs of coefficients in the marginal mean and their standard errors (the first two value in parentheses). Here 'N' stands for the GPFR model, and the others are three HPFR models with T-process ('T'), slash process ('SL') and contaminated-normal process ('CN'). The degrees of freedom for three heavy-tailed models are estimated together with other parameters. In Table 1 , the negative coefficient of t means that the patients have a decreasing trend in the level of Hb over time without considering dose effects. Note that the values of Bayesian information criterion (BIC) 27 and the values of standard errors (the second values of each covariate in fixed-effects) for three heavy-tailed models are often smaller than those for the GPFR model, and the model using T-process (TPFR) is the best choice under BIC. We also report the values of root of mean squared error (RMSE) of the predictions for all patients in Table 1 . The smaller values of RMSE under three HPFR models confirm the better performance of the heavy-tailed models in fitting the data. The third values under each covariate in Table 1 are relative change ratios (%) of the estimates after removing the data from four potential outlier patients. We find that the change ratios of estimates under three HPFR models are much smaller than those under the GPFR model, indicating the robustness in parameter estimation by using the heavy-tailed models.
The population-average inferences
We plot the marginal mean curve of Hb levels affected by dose in Figure 2 under four models. The solid lines and the dashed lines are drawn respectively, based on the complete 74 patients data, and the data without those from the four patients. For the GPFR model, the level of Hb increases when the dose is less than 0.8 and decreases slowly after it. However, this turning point changes from 0.8 to 1.3 after deleting the data from the four patients. Under all the HPFR models, the marginal mean maintains to increase on the whole interval but the increasing rate reduces slowly at large dosage. This is a more realistic dose-response curve based on the current understanding on the dose-response relation. Compared with GPFR, the curve shapes under three HPFR models have smaller changes after deleting outliers, which implies the robustness of heavy-tailed models for population-average inferences.
The subject-specific inferences
We now study the patient-specific dose-response curves. We use the data from the first 12 months to predict (extrapolate) the Hb level at the 14th month for the dosage from 0 to 2.5. Figure 3 shows the predictions of the patient-specific dose-response curves under the GPFR and TPFR models for two typical patients. For the first patient, the dose-response curve under the GPFR model does not seem realistic, because it cannot achieve the target value of 11.8 even if we increase the dosage. However, the TPFR curve reaches the target when dosage is increased to 1.75. This is the dosage the patient should take at month 12 if he or she wants to maintain the Hb level around 11.8 at month 14. For the second patient, the dose-response curve suggests that the Hb level under the GPFR model reaches the target when dose is 1, and it stays at the same level even when the dosage increases. The TPFR model achieves a more reasonable dose-response relation: the Hb level reaches the target when dose is 0.75 and keeps increasing as the dosage increases. We also plot the PIs for patient-specific curves. Note that the narrowest interval is allocated to the Hb level around the actual dosages the patients took in the previous month. This is because the covariance kernel we use in the stochastic process depends on the difference of dosages between consecutive months, and thus the prediction has less uncertainty in the neighbour of the previous dosage. We will show later how to construct the PIs and show that the proposed PIs maintain the NCLs. 
Inference methods
Suppose that we have data from M different subjects, and all functional covariates are observed at points t m ¼ ðt m1 , . . . , t m,n m Þ > for the mth subject. Let y m ¼ ð y m1 , . . . , y m,n m Þ > , V m be the n m Â p v matrix with the ith row v > m ðt mi Þ, X m and W m be the matrix defined in the same way as V m . Consider the following HPFR model
where ( m is an n m Â D matrix with the ith row ( > ðt mi Þ, and
C m is an n m Â n m covariance matrix with the (i, j)th element Cðx m ðt i Þ, x m ðt j Þ; hÞ. Then, y m follows a SMN distribution, 6, 28 
Parameter estimation
Denote the parameter set fB, c, h, / b , " , mg by ?.
where m is a parameter for the degrees of freedom. The log-likelihood of the complete data is given by
where
For the MLEs of ?, we propose to use an EM algorithm below. E-step: Given the current value of ? ðkÞ , we calculate the Q-function
E½log hðr m ; mÞj? ðkÞ , D m ð 10Þ In the HPs, the weight m is inversely proportional to the Mahalanobis distance d m ¼ ðy m À l m Þ > D À1 m ðy m À l m Þ (see Supplemental materials). In the presence of outliers or model misspecification, d m increases, leading to smaller weight to achieve robust analysis.
The likelihood (7) is the h-likelihood of Lee and Nelder. 29 We can estimate the parameters by using the hlikelihood method. Given ?, maximizing the conditional likelihood p ? ðr m jy m Þ with respect to r m is equivalent to maximizing the h-likelihood Lð?, r m ; y m , r m Þ, which has an explicit form as equation (7). To obtain MLEs of ? in h-likelihood approach, the Laplace approximation has been proposed. 13 However, the EM algorithm is more efficient in the HPFR model, because the E-step (11) is straightforward. Following ECM 30 and ECME, 31 we implement the EM algorithm as follows.
CM-step: Maximize (8) with respect to ? to get the updated parameter given ? ðkÞ . To achieve this, we propose the following sub-iterative process:
1. Set the least square estimation of b as the initial value b ð0Þ under the assumption:
Obtain the initial value w ð0Þ by maximizing the Q-function in equation (9) 
6. Update w by maximizing the Q-function in equation (9) Ideally we need to repeat steps 4 to 7 until it reaches convergence. Practically we can set a threshold and stop the sub-iteration when jj? ðkþ1Þ À ? ðkÞ jj is smaller than the threshold. Step 6 is analogous to that under GP assumptions by transforming the residual e m ¼ y m À A m b into e e m ¼ ffiffiffiffiffiffi m p ðy m À A m bÞ.
Following the ECME algorithm, 31 step 7 does not maximize the expected log-likelihood (10) but maximizes the actual log-likelihood over m, which yields a much faster converging speed. The actual log-likelihood of fy m , m ¼ 1, . . . , Mg as well as the score function of ? under some SMN distributions are given in Supplemental materials.
The asymptotic confidence intervals of the MLEs for this model can be obtained through the observed information matrix Jð b
?Þ or the expected information matrix Ið b ?Þ (see Supplemental materials). Here we estimate the degrees of freedom m together with b and w. When sample size is small, the estimation of m may be not reliable. In this case, we may fix its value, e.g. choose ¼ 4 for Student-t, 32 or choose m by BIC or by crossvalidation.
Prediction
Suppose that we want to predict the responses y Ã ¼ ð y Ã 1 , . . . , y Ã n Þ > for a new ðM þ 1Þ th subject at points t Ã ¼ ðt Ã 1 , . . . , t Ã n Þ > . Besides the data of M subjects, suppose that we have n Mþ1 observations for this new subject
We rewrite model (5) as
with e s m $ ind SMNð0, D m ; HÞ for m ¼ 1, . . . , M þ 1. For the ðM þ 1Þ th subject, let e s Ã be the random-effects at the unobserved points t Ã , while e s Mþ1 be the random-effects at the observed points t Mþ1 . Thus, we have
with D Ã and D Ã Mþ1 being, respectively, the covariance matrix of the new subject with elements evaluated from the covariance function (2) at point pairs ðt Ã j , t Ã k Þ and ðt i , t Ã k Þ for i 2 f1, . . . , n Mþ1 g and j, k 2 f1, . . . , ng. Then, the conditional expectation of y Ã given D Mþ1 and ? is
where l Ã and l Mþ1 are respectively the marginal mean curve of the new subject at points t Ã and t Mþ1 .
The conditional variance of y Ã given D Mþ1 and ? is given by
For GP models, PIs have been discussed by assuming normal distribution with the first two moments (16) and (17) . 5 But, the predictive distribution for the conditional mean pðy Ã jD Mþ1 ; b
?Þ under HPFR models may not be normal. For instance, in the T-process with low degrees of freedom, the normal approximation may not be appropriate. To get a better prediction, we should compute the quantiles based on the true predictive distribution. However, the resulting PIs would be liberal because they do not take account for the uncertainty in estimation of the parameters. 33, 34 We propose the following parametric bootstrap method based on a finite sample adjustment to remedy the drawback:
1. Generate ? Ã j ð j ¼ 1, . . . , JÞ from its asymptotic distribution Nð b ?, J À1 ð b ?ÞÞ; 2. Approximate the predictive distribution of y Ã by
Note that step (2) involves the generation of data from pðy Ã jD Mþ1 ; ? Ã j Þ which may be not straightforward in some cases. This problem can be addressed by augmenting the latent variable r Mþ1 in the process. We first generate r Mþ1 from the conditional distribution pðr Mþ1 jD Mþ1 ; ? Ã j Þ which is given in Supplemental materials for some distributions. Given D Mþ1 and r Mþ1 , it is straightforward to generate y Ã since its conditional distribution is Gaussian:
Hence, we can obtain the prediction as well as pointwise PIs of y Ã using the sample quantiles calculated from the above bootstrap method.
The bootstrap method can also be used to calculate other quantities, such as the subject-specific random-effects. It can be considered as an extension of PIs 15 for random-effects to curve predictions.
Information consistency
Seeger et al. 35 proved information consistency of the prediction for the GP model and it has been extended to generalized GPFR model 5 and T-process regression model. 23 We now discuss the information consistency for the HPFR model.
For convenience, we omit the subscript m here and denote the data by y n ¼ ð y 1 , . . . , y n Þ > at points t n ¼ ðt 1 , . . . , t n Þ > and all the corresponding covariates in the random-effects as X n ¼ ðx 1 , . . . , x n Þ > , where x i 2 X & R p x are independently drawn from a distribution UðxÞ. Let pðy n j 0 , X n Þ be the density function of y n given 0 and X n , where 0 ðÁÞ is the true underling function and hence the true mean of y i is given by ðt i Þ þ 0 ðx i Þ. Let p h ðy n jX n Þ ¼ Z F pðy n j, X n Þ dp h ðÞ be the density of y n given X n based on the HPFR model, where p h ðÞ is a measure of the stochastic process ðÁÞ on space F ¼ fðÁÞ : X ! Rg, and h contains all the parameters in the covariance function of ðÁÞ. Denote D½ p 1 , p 2 ¼ R ðlog p 1 À log p 2 Þ dp 1 as the Kullback-Leibler divergence between p 1 and p 2 , we have the following result.
Theorem 1. Under appropriate conditions:
(C1) The covariance kernel function CðÁ, Á; hÞ is continuous in h andĥ ! h almost surely as n ! 1;
(C2) The reproducing kernel Hilbert space (RKHS) norm jj 0 jj c is bounded; (C3) The expected regret term E X n ðlog jI n þ À1 C n jÞ ¼ oðnÞ, we have 1 n E X n ðD½ pðy n j 0 , X n Þ, p^hðy n jX n ÞÞ ! 0 as n ! 1 ð20Þ
where p^hðy n jX n Þ is the estimated density of y n under the HPFR model, E X n denotes the expectation under the distribution of X n . Proof is provided in Supplemental materials. Note here that pðy n j 0 , X n Þ is the density of the true model and p^hðy n jX n Þ is that of the working model. Achieving information consistency means that the density of working model converges to that of true model. The estimation of the mean structure m ðtÞ is based on the data collected from all the subjects which are independent for the different subjects. Thus the estimate is consistent under certain regularity conditions. The proof is very similar to the ones for many other functional models. 18, 36, 37 Under the working model (5) of the observations, the consistency of the estimators b
? is held since it is essentially an MLE of a longitudinal model. The expected regret term E X n ðlog jI n þ À1 C n jÞ is of order o(n) for most of the commonly used covariance kernels. 35 
Simulation studies
We now investigate the performance of the HPFR model in terms of accuracy and robustness for both estimation and prediction. We will compare models with the following three types of process: N (GP), T with ¼ 4 and SL with ¼ 1:3.
The mean curve of the true model is ðtÞ ¼ 0:8 sinðð0:5tÞ 3 Þ with t equally distributed in ½À4, 4. The random terms m ðtÞ's are generated under a SMGP by setting: x m ðtÞ ¼ 2:5t with h > ¼ ðv 0 , wÞ ¼ ð0:04, 1Þ for the nonlinear random-effects, w m ðtÞ ¼ 0:5t with b ¼ 0:01 for the linear random-effects, and " ¼ 0:01 for the random error.
To compare the performance of different models, we generate data of twenty independent subjects under one of the following five schemes: (I): GPFR; (II) TPFR with ¼ 4; (III) GPFR with curve disturbance in the 5th subject (increase the amplitude of 5 ðtÞ from 0.8 to 4); (IV) GPFR with outliers in the 10th subject (jump the region fy 10 ðtÞjt 2 ½À1, 1g upward 2 units); (V) Combine III and IV. We then use three models (N, T, SL) to fit the data. We estimate the unknown parameters and then calculate the marginal mean curve and random terms for each subject. The functional coefficients involved in the fixed mean term are approximated by cubic B-splines with 18 knots equally spaced in ½À4, 4. In practice, the number of basis functions can be chosen by BIC or other methods.
Estimation for population-average mean
We first study the performances of HPFR models for the marginal mean E½ yðtÞ ¼ ðtÞ. Table 2 reports the RMSE between ðtÞ andðtÞ for n m ¼ 31 and 61 based on fifty replications. Under 'T' and 'SL' we use the T-process and slash process with fixed values of , while under 'T1' and 'SL1' we estimate as well as the other parameters. The results under Scheme I show little difference among three models where the data are generated from the GPFR model. However, if the data are generated from the TPFR model (Scheme II), the GPFR model gives a poor fitting. This indicates that HPFR models provide robust fittings against a misspecification of distribution.
We added two types of outliers respectively in Schemes III and IV and both of them in Scheme V. The results obtained from the HPFR models with HP are much better than the GPFR model, indicating that the HPFR models are robust against outliers. The performances of two HPFR models when is estimated (T1 and SL1) are very close to the models when fixed (T and SL). Moreover, the choice between T and SL seems not crucial, since their results are quite similar. Figure 4 shows the estimation of mean curve together with its 95% confidence interval under Scheme V with n m ¼ 61 when we use the GPFR and TPFR model from one simulated data set. It shows clearly that TPFR achieves a smaller bias and narrow but precise confidence intervals for the marginal means. Asymptotic normality ofðtÞ is well established, so that these confidence intervals will be asymptotically correct.
Prediction for subject-specific effects
We now study the subject-specific conditional mean, i.e. the prediction of random-effects m ðtÞ under a conditional model (1). 17 Table 3 lists the RMSE between the true random-effects m ðtÞ and their predictions m ðtÞ for all subjects under Schemes I and II. Under Schemes III-V, we calculate the RMSE for the subjects except the one with outliers. The RMSEs become smaller for all cases as n m increases. This is because the information about the random-effects is mainly provided by each individual subject and the accuracy is therefore dependent mainly on the sample size of each individual subject. The two HPFR models outperform the GPFR model when the data come from TPFR or GPFR with outliers, which is consistent with the previous findings.
It is important to give interval estimation about prediction of individual subject. PIs based on normal assumption with the moments (16) and (17) is called 'PL0' (plug-in method with a normal approximation), and those based on quantiles from the predictive distribution p b ? ð m ðtÞjDÞ is called 'PL1' (plug-in method with the predictive distribution). We also calculate the PIs using the bootstrap (BTS) method discussed in section 4.2. Table 4 shows the coverage probabilities (CPs) of pointwise PIs for the random terms m ðtÞ, and Table 5 shows their average lengths. For BTS, in each replication, we generate 1000 bootstrap samples from the predictive distribution. The value of J in equation (18) is set as 50, which is big enough to provide a reasonably accurate value to approximate the integration.
Note that results between PL0 and PL1 are quite similar because a normal approximation may work well in these cases. However, the CPs for both of them are smaller than the NCLs since they do not take account of the uncertainty in estimating the parameters. We see that the BTS overcomes this drawback and maintains NCLs. RMSE: root of mean squared error of the predictions; T and SL: the T-process and slash process with fixed degrees; T1 and SL1: the T-process and slash process with estimated degrees.
When the data are generated from a GPFR model under Scheme I, all three models provide good results and the difference is ignorable. Under Scheme II, the data are generated from TPFR model. The advantage of HPFR models is reflected in the precise CPs for both models but have tighter PIs than GPFR (see lengths of PIs of BTS methods for GPFR and HPFR models in Table 5 ). The data under Scheme II and V are respectively a distribution misspecification and the presence of outliers. We can see the reduction of interval length using HPFR is much bigger under the presence of outliers than a distribution misspecification. The PI becomes wider and the CP is higher than the nominal levels under the GPFR model, while the two HPFR models maintain the robustness advantage reflected in the narrow PIs with precise CPs. This is further illustrated in Figure 5 which exhibits the results for all subjects under Scheme V with n m ¼ 61 from one replication. It vividly shows that: the BTS-based PIs (dark grey) are slightly wider than the PL-based PIs (light grey), and the TPFR-based PIs (even rows) are narrow but more accurate to cover the true random terms (solid lines) compared with GPFR-based PIs (odd rows). 
Prediction for a new subject
Now, we assess the performance of prediction of y Mþ1 ðtÞ for a new subject. We generate data of twenty one (M þ 1) subjects with n m ¼ 61 and take the responses from the last (the 21st) subject as our test target. Here we consider Schemes I, II and V as described before along with a new one: Scheme VI. Under the new scheme, the data are generated from GPFR, the same as Scheme I, but with larger random errors in the test subject (increase " from 0.01 to 0.05). We use half (30 numbers) of the data from the test subject together with the data from other twenty subjects as observed data to predict the other half (31 numbers) responses (test data) of the test subject. We consider two types of test data: one is randomly chosen, and the other is chosen from the second half, i.e. all the data in t i 2 ½0, 4. They represent respectively interpolation and extrapolation. The later is more challenging than the former. Tables 6-8 give in turn the RMSEs, CPs and lengths of PIs of the BTS-based predictions calculated from fifty replications, respectively. The values of RMSE are reported in Table 6 . This can be used to measure the performance of prediction. For interpolation, all three models give very similar results under Schemes I, II and VI, meaning all of them perform pretty well and are robust when the distribution is misspecified. However, the two HPFR models perform more robustly than the GPFR model in the presence of outliers under Scheme V. The results for extrapolation tell almost the same story. Overall the errors for extrapolation are larger than the errors for interpolation.
We report the values of CPs and the length of PIs in Tables 7 and 8 , respectively. We have some interesting findings here. First of all, all three models give similar results under Scheme I and the values of CP are all close to the nominal level. This shows good robustness for the two HPFR models since the distribution is misspecified for those two models under Scheme I. The CP values of the two HPFR models are still close to the NCLs under Schemes II and V. But the performance of GPFR is very unreliable. For example, the CPs are 88.3% for In contrast, the two HPFR models give better results although those two models also suffer from both distribution specification and high fluctuation in the test subject. The predictions with a 95% NCL from one simulated data set are plotted in Figure 6 under Scheme V (upper panel) and VI (lower panel) when n m ¼ 61. For Scheme V, the PIs under the TPFR model (light grey) are narrower than those under the GPFR model (dark grey), which is more significant for extrapolation (upper-right). Bear in mind that the cover probability for the former is more close to the NCL 95% than the latter. For Scheme VI, the PIs under the GPFR model are too narrow to cover a large proportion of observations, leading to a very small cover probability.
Overall, we show that the HPFR models perform better than the GPFR model if the distribution is misspecified and if there are outliers. The proposed BTS based-PIs under HPFR models are quite effective for subject-specific predictions.
6 Concluding remarks and discussion GP models are widely used for the analysis of medical data. The GPFR model can describe subject-specific characteristics nonparametrically by using a GP via a flexible covariance structure, and can cope with multidimensional covariates in a nonparametric way. However, as we demonstrated in simulation studies, it is sensitive to distribution misspecification and outliers. To overcome this drawback, we proposed the HPFR model. We have shown via a comprehensive simulation study that the proposed model has a good property of robustness, giving accurate results when the distribution is misspecified or when the data are contaminated by outliers. The PIs for the subject-specific curves have not been well developed. We propose the use of bootstrap PIs. The simulation study shows that the proposed bootstrap PIs improve existing PIs with respect to the CP and the length of the PI. Computing code of Matlab or R can be provided upon request. The model has a large flexibility since it includes a class of process regression models, for example, the one with a GP, 3 the T-process regression model, 23 and the model with slash process, mixtures of GP, exponential power process, etc. Even though limited, according to our experience, we prefer the HP model to the GP model because the HP model improves the GP model a lot in the presence of outliers. In complex or big data, identification of all outliers would be difficult. It is reasonable to use the HP model over the GP model since it can bring robust inference and does not lose much efficiency even the data truly comes from GP. As we demonstrated, some criteria, such as the values of BIC, predictive RMSE, standard errors of the estimators and relative change ratios by deleting potential outliers, can be used to select a specific HP model.
All computations were carried out in Matlab 2015b using a 2.4 GHz Inter i5 processor with 8.0 GB RAM. The EM algorithm is very efficient because the E-step is straightforward in our HPFR model. The computation time to achieve convergence is about 12 seconds for one replication in the simulation study (Scheme V and n m ¼ 61) and 6 seconds for the example in section 3 under the T-process model. However, our approach may involve heavy computation for problems with high-dimensional covariates or high frequency data. It is better to conduct variable selection if we have large number of covariates using e.g. penalized technique. 38 For high frequency data, a variety of numerical methods, such as Nystro¨m's method, active set and filtering approach, 19 may be applied.
Modeling of mean function and covariance structure are both important. 39, 40 For the mean function m ðtÞ, we used nonparametric function u > m bðtÞ combined with a parametric (linear) function v > m ðtÞc. Other mean structures can also be considered. The functional coefficients bðtÞ were approximated by cubic B-splines basis functions under equally spaced knots. It is known that the number of knots tunes the bias and variance of resulting estimator. Thus, the choice of the number of knots is important for the performance of B-spline approximation. The guidance on this issue can be seen in Wu and Zhang. 41 In practice, the number of knots can be determined by generalized cross-validation or BIC methods. However, it is time consuming for high-dimensional and big data. Some low-rank smoothing methods, such as penalized spline smoothing 42 can be used to decrease the computational burden. For the covariance structure, we combined a parametric (linear) random-effects model w > m ðtÞb m with a nonparametric (non-linear) random-effects m ðx m ðtÞÞ by using HPs. The parametric random-effects model w > m ðtÞb m can provide explanatory information between the response and some covariates and characterize the heterogeneity among subjects. A diagonal matrix of D b means that a few latent variables act independently in subjects, while a non-diagonal positive matrix of D b implies that there are correlations among the latent variables. The nonparametric process-based random-effects m ðx m ðtÞÞ can handle flexible subject-specific deviations. The covariance kernel allows us to consider multi-dimensional functional covariates and to model the nonlinear serial correlation within subject. The kernel may represent some symmetric (mirror) effects over time if we only consider time as a covariate involved in the covariance function. More discussion of the covariance kernel can be seen in Rasmussen and Williams 1 and Shi and Choi. 19 Model diagnosis is also an important issue in FDA. This paper does not consider the problem of heterogeneity, assuming that different subjects share the same location parameters, scale parameters and also the degrees. We need to consider this issue if the data are collected from different resources. Recently, Fang et al. 43 discussed how to evaluate the variance homogeneity in mixed-effects models. Their approaches may also be adapted in the FDA models. We will consider this topic in our future research. Some other methods, e.g. Lee et al., 13 are interesting areas for future researches.
