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This thesis is divided into three parts: the first part establishes the theory for a 
fringe projection method and its application to shape measurement for both static and 
dynamic loading conditions. Experimental verification for both static shape 
measurement and dynamic analysis is carried out on a micro membrane, a coin and a 
diaphragm of a speaker. The experimental results show excellent agreement with 
theoretical values.  
 
Since the exposure period of a camera is reduced with high frame rate, dynamic 
measurement with a short exposure is intrinsically light intensity starved. Thus 
insufficiency in light intensity often introduces underexposure problem and leads to 
poor image quality. To overcome this problem and enhance the dynamic range of the 
system, a practical and simple method which involves a white light source (WLS) is 
proposed and demonstrated. The theory is presented and an increase in the 
measurement range of up to a factor of 6 was achieved. 
 
Since the fringe projection method is mainly based on the height and out-of-
plane displacement of the objects, it is observed that the in-plane displacement has 
significantly adverse effects on the results. Therefore, measurement of 3-D 
displacement is needed. A novel method combining the fringe projection and digital 
image correlation (DIC) into one optical system is developed to simultaneously 
measure displacement in three dimensions, where only one camera is used. In this 
technique, linear sinusoidal fringes are first projected on an object using a fringe 
    
 vi
projector and images of the objects surface with the fringe pattern are captured by a 
CCD camera. With the aid of Fourier transform, the carrier (fringe pattern) in the 
images is eliminated while only the background intensity variation is preserved. DIC 
is then used to obtain in-plane displacement based on the background images after 
carrier elimination. In the mean time, original images are processed by fast Fourier 
transform (FFT) technique to deliver information about shapes of the object. Based on 
the in-plane displacement vector obtained by DIC, the shapes of the object in different 
stages are compared in a reference coordinate to obtain out-of-plane displacement. 
Experimental results of 3-D displacement field of a small component are obtained to 
confirm the validity of the method. 
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Chapter 1    Introduction 
 
1.1    Introduction 
 
Optical techniques can be classified into either static or dynamic methods with 
respect to the loading conditions. Some examples of the static approach are for shape 
measurement and deformation measurement, while vibrational excitation belongs to 
the dynamic measurement mode.  
 
Projected fringes for the measurement of surface shape is a non-contact optical 
method that has been widely recognized in the contour measurement of various 
diffuse objects. The technique is referred to as fringe projection. This method uses 
parallel or divergent fringes projected onto the object surface, either by a conventional 
imaging system or by coherent light interfererence patterns, in which the projection 
and recording directions are different. The resulting phase distribution of the measured 
fringe pattern includes information on the surface height variation of the object. An 
analysis of the fringe patterns is normally carried out either by the phase shifting 
technique or the fast Fourier transform (FFT) method. Both produce wrapped phase 
maps, where π2  phase jumps caused by the nature of arctangent must then be 
removed by the process known as phase unwrapping to recover the surface heights. 
Phase unwrapping is normally carried out by comparing the phase at neighboring 
pixels by adding or subtracting. In application, the fringe projection method has been 
proven to be a promising tool for deformation measurement and curvature 
measurement purpose. 
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1.2    Problem  
 
However, most research in fringe projection was based mainly on static 
measurement with phase-shifting technique. In such application, static loading is 
commonly applied to the test specimen to achieve the desired results. Over the years, 
although descriptions of the technique were often presented, no formal treatment of 
dynamic fringe projection had been dealt with.  
 
Dynamic measurement by fringe projection, which can be coupled with either 
static or dynamic measurement of the object, will enable the fringe pattern to be 
monitored live as it is produced and as it changes with time under the action of a 
varying load. This attribute makes dynamic measurement by fringe projection 
particularly useful for monitoring both time-dependent and transient incidents. 
 
If true 3-D displacement analysis is to be performed, the system must monitor 
the objects with more than one camera. This will require multiple projection-detection 
system, preferably working on the basis of the calibration principle, or with reference 
to a precalibrated measurement volume. These methods can effectively monitor 3-D 
displacement field, but most often two or more cameras are used to record 3-D 
information about the objects. There are some key limitations of multiple camera 
systems including 1) ill-suitability for dynamic measurement, 2) mismatch in the 
triangulation of corresponding points and 3) a calibration process that is laborious and 
time-consuming. Therefore single camera systems are greatly desired. Conventionally, 
fringe projection method is mostly used in out-of-plane displacement. 
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1.3    Objectives of the Project  
  
To formulate the fringe projection method for measuring components under 
vibrational loading conditions and 3-D translation, the objectives of this project are as 
follows: 
 
1) To demonstrate the application of fringe projection method in both static and 
dynamic measurement; 
2) To enhance the dynamic range of the measurement system; and 
3) To develop a novel fringe projection method integrated with digital image 
correlation (DIC) technique which enables the determination of shape and 3-D 
displacement using only one camera. 
 
In the first chapter of the thesis, the objectives of this project are defined. The 
historical development of optical techniques will be presented in chapter 2. Chapter 3 
to 6 will cover the main part of the project. These will include the theoretical 
derivation, the experimental techniques, followed by a detailed discussion on each of 
these topics. Chapter 7 will give the conclusions and lay down some recommendations 
for future investigation. 
 
A list of publications arising out of this research is shown in Appendix D.  
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Chapter 2    Literature Review 
 
2.1    Application of Optical Techniques in Shape and Deformation     
         Measurement  
 
Optical metrology has been developed rapidly since 1960s. Since then the 
surface measurement technique is regarded as one of the main components of optical 
metrology. In the early days of optics, a laser scanning machine was used as a surface 
detection tool. However, because of the time-consuming nature of point-by-point 
measurements, it may take a long time to perform the surface measurement. The main 
advantages of optical metrology, such as full field measurement, were utilized. Some 
techniques, such as shadow moiré method, are still used in surface measurement. 
Shadow moiré method [1-3] involves positioning a grating close to an object and its 
shadow on the object is observed through the grating. The method is useful for 
measuring 3-D shape of a relatively small object, however, the size of the object to be 
measured is restricted to the grating size. The sensitivity of the method is from the 
order of microns to that of millimeters depending on the frequency and the amount of 
relative rotation of the grating.  
 
Holographic method involves generation of a contour fringe pattern by two 
reconstructed images of a double-exposure hologram. Thalmann and Dandliker [4] 
reported holographic contouring using electronic phase measurement, which is based 
on two-illumination source, and the use of a microcomputer for data reduction.  
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ESPI (electronic speckle pattern interferometry), which is based on laser diodes 
and single-mode fiber optics is also developed for measuring surface contour [5]. 
However, poor quality of the contouring images remains the main limitation of this 
technique for surface measurement.  
 
Shearography [6, 7] has also been used in surface shape measurement. Unlike 
holography, shearography does not require special vibration isolation since a separate 
reference beam is not required; hence, it is a practical tool that can be used in an 
industrial environment. Optical grating methods have been applied to the 
measurement of 3-D shape [8-10]. In this method five separate defocused images 
using Ronchi grating are projected onto an object and the deformed grating images are 
captured by a CCD camera and evaluated by the phase-shifting technique. The method 
is used for relatively large objects. 
 
By the end of 1980s, computer vision with refractive moiré and projection fringe 
methods were developed for surface measurement. As classical approaches using 
mechanical probes remain inherently slow and ill suited for measurement of curved 
surfaces, 3-D sensing by non-contact optical methods are studied extensively for these 
applications. In industrial metrology, the non-contacting and non-destructive 
automated surface shape measurement technique is a desirable tool for vibration 
analysis, quality control, and contour mapping.  
 
 
2.2    Application of Optical Techniques in Dynamic Measurement  
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The discussion so far has emphasized mainly on the static shape and curvature 
measurement of test specimens. In industrial metrology, a non-contact and non-
destructive vibration measurement technique is a desirable tool for contour mapping, 
quality control and vibration analysis. Optical techniques for vibration measurement 
have been well established and can be traced to the earlier days of optical methods. 
The development of laser Doppler vibrometers (LDV) [11, 12] for use in engineering 
testing was stimulated by the advances of easily detecting sub-nm amplitudes devices 
over a frequency range from static to MHz. However, laser vibrometers are generally 
intended to make measurements at a single point on the surface of a test object. Some 
solutions for the whole-field measurement of vibration with optical techniques have 
been successfully proposed. Hung [13] employed shearography method to vibration 
measurement by digitizing speckle images of a deforming object using a high-speed 
digital image acquisition system. Moore [14] presented an Electronic Speckle Pattern 
Interferometer (ESPI) system that has enabled non-harmonic vibrations to be 
measured with micro second temporal resolution. Kokidko [15] developed the shadow 
Moiré method to measure deformation of a plastic panel by using high-speed 
photography. Nemes [16] presented a system based on grating projection and Fast 
Fourier Transform (FFT) technique to measure the transient surface shape in a 
polymer membrane inflation test.  FFT technique with carrier fringe method [17, 18] 
has also been widely employed in dynamic measurement as the technique requires 
only one image for phase determination. Other methods [19, 20] based on a high-
speed camera, using FFT technique have also been reported. Tiziani [21-24] 
developed pulsed digital holography for measurement of deformations and vibrations 
for various objects. Using time-averaged method, holographic method allows 
measurement of shape of structures subjected to vibration excitation. Chambard [25] 
    
 7
extended the method to include pulsed-TV holography for vibration analysis 
applications. Real-time pulsed ESPI [26] (Electronic Speckle Pattern Interferometry) 
based on a high precision scheme that synchronizes and fixes an object point during 
rotation is used to study out-of-plane vibrations in a noisy environment. Aslan [27] 
developed a real time laser interferometry system for measurement of displacement in 
hostile environment. 
 
2.3    Development of fringe projection method  
 
Fringe projection method is a suitable method for three-dimensional optical 
topometry [28-36]. It is a useful addition to other methods such as confocal 
microscopy [37-40] and white-light interferometry [41-43]. Pixel-related devices offer 
a much wider range of possibilities, since virtually all desired intensity distributions 
can be generated. Triangulation and fringe projection are very appropriate and the 
most frequently employed techniques for macroscopic shape analysis. For fringe 
projection, a grating, e.g. with a sinusoidal intensity distribution, is imaged onto the 
surface for the measurement. The fringe deformation is used for height calculation. 
Typically only a few video-frames are need to be recorded in order to obtain a full 
field 3D measurement. The image processing based measurement principle enables 
very fast measurement. Phase values are determined by calculating Fourier 
transformation, filtering in the spatial frequency domain and calculating inverse 
Fourier transformation. Compared with the moiré topography, fast Fourier transform 
method can accomplish a fully automatic distinction between a depression and an 
evaluation of the object shape. It requires no fringe order assignments or fringe center 
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determination and requires no interpolation between fringes because it gives the 
height distribution at every pixel over the entire fields.  
 
After Takeda [44], the FFT method has been extensively studied [45]. A two-
dimensional Fourier transform is applied to provide a better separation of the height 
information from noise when speckle-like structures and discontinuities exist in the 
fringe pattern. 
 
2.4    Enhancement of Dynamic Range of Optical System  
 
An important problem remains in dynamic imaging systems is underexposure of 
a CCD sensor in high-speed application. At a high frame rate, the exposure period of a 
CCD camera is decreased and hence reduced intensity is absorbed by the photosensors 
in the CCD [46]. This will result in insufficient information being recorded. This 
problem becomes more serious when the system is used to measure micro-
components with a Long-Distance Microscope (LDM) which has a limited aperture. 
Hence acquisition of image becomes an optimization problem of adapting the 
dynamic range of the scene to the dynamic range of the camera. 
 
To modulate the intensity in dark and bright areas, Tiziani [47] developed a 
method by the use of a three-chip color camera (RGB). The three-color channels are 
recorded simultaneously and the combined output of the RGB channels allows the use 
of full spatial resolution for each color channel as compared to a one-chip color CCD 
camera. To overcome the problem of low intensity Pedrini [48] presented a method 
which employs an image intensifier coupled to a CCD sensor. The image intensifier 
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together with an electronic shutter action allow recording of dim test surface with a 
short exposure period. To improve the shuttering characteristic Ito [49] suggested a 
method which consists of a proximity focused image intensifier with a micro-channel 
plate and an external transparent electrode. The method can effectively increase the 
intensity on the specimen to fall within the dynamic range of the camera. However, 
the apparatus used is somewhat luxurious and data processing is complex.  
 
2.5    3-D Displacement Measurement by Optical Techniques  
 
In many areas of physics and engineering, measurement of three-dimensional 
displacement fields for an object that is being translated is of great interest. Within 
optical metrology, several techniques that measure all three components of a 
deformation simultaneously already exist. Formerly, the most widely used technique 
in this regard was speckle photography. This technique essentially consists of 
recording incoherent superposition of two or more speckle patterns generated before 
and after the motion of object and then analyzing the recorded speckle-gram by 
Fourier transform to reveal the object deformation. Some works in this field dealt with 
only in-plane displacement or out-of-plane displacement. But, in practice, the two 
kinds of motions are often coupled together. So it is always desirable to have a single 
technique providing a measure of the total object motion with effective in-plane and 
out-of-plane components.  
 
Several speckle-based techniques for 3-D displacement measurement have been 
developed. One of them used both He-Ne laser and polychromatic dye laser; some 
others obtained results by analyzing the null-speckle displacement ring. These 
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requirements introduce some inconvenience in system architecture or inaccuracy in 
measurement. Recently a technique using a photorefractive speckle correlator has 
been proposed. In this technique a double- or multi-exposure speckle interferogram is 
recorded with the use of a photorefractive crystal, and this interferogram is then 
placed as an input in a Fourier transform system to get correlation spots. The position 
of the spot is the indication of the object motion. Still this method has some 
drawbacks. First, the use of correlation operation increases the complexity and time of 
measurement. Second, for general 3-D displacement and tilt, the correlation spot and 
the dc term are not in the same plane, so we have to move the observation plane 
longitudinally to meet the focus position of correlation term. Since the longitudinal 
distribution of the correlation spot changes gradually, it is not always easy to locate 
exactly its sharpest spot, consequently this gives rise to another error source.  
 
 Two or three-beam holography is suitable when the deformation components 
are of equal magnitude and small. Chiang [50, 51] has developed at least two different 
techniques. One is based on moiré interferometry and the other is called holospeckle 
interferometry where the in-plane components of the deformation are analyzed using 
speckle photography and the out-of-plane component by holographic interferometry. 
The non-interferometric methods use stereovision to obtain the true deformation field 
by capturing the apparent motion of a reference pattern from two cameras in space. 
Henao [52] developed a technique where a diffraction grating was used to form 
stereovision. During the last decade several researchers [53-55] have presented 
systems based on digital correlation algorithms combined with a stereo pair of CCD 
cameras. Such systems can handle discontinuities in the deformation and measure 
deformations. Pawlowski [56] applied a spatio-temporal approach, in which the 
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temporal analysis of the intensity variation at a given pixel provides information about 
out-of-plane displacement. In-plane motion of the object is determined by a 
photogrammetry-based marker tracking method. 
 
2.6 Digital image correlation (DIC) technique 
 
Digital image correlation (DIC) is a non-contact optical method for displacement 
of strain measurement, which was introduced by Sutton in 1980s [57]. Currently it has 
been well developed and applied to many industrial fields [58-66] as a robust 
measurement method. The technique is based on the gray level correlation between 
the two digital images in the undeformed and deformed states. The natural or artificial 
surface patterns in the images are the carrier that records the surface displacement 
information of an object. By making use of the correlation algorithm of gray level of 
the pixels in the two images, the displacement fields can be obtained.  
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Chapter 3    Theory  
 
3.1    Formation of Fringe Patterns 
 
There are different approaches for generating fringe patterns such as 
interferometry, triangulation and spatial light modulating by a liquid crystal modulator. 
 
3.1.1    Formation of Fringe patterns by Interferometry Method  
 
The arrangement that incorporates an optical wedge, enables a fringe pattern 
with a fine pitch to be obtained. This technique has the advantage of requiring a 
simple experimental setup and optical arrangement. Due to laser interference in a 
perfect common path the proposed fringe projector is compact and provides a stable 
and highly visible fringe pattern. This is suitable for micro-components measurement. 
 
As shown in Fig. 3.1(a), the fiber end S  of an optical fibre acts as a point light 
source and emits a spherical wave front. The wave front is split into two portions, 
which correspond to EFGH  and 1111 HGFE , respectively. Interference fringes in the 
superimposed area GHFE 11 of the two portions are formed from the coherent light of 
two point light sources, 1S and 2S , and are equivalent to a pair of pinholes in Youngs 
interferometer configuration, as shown in Fig. 3.1(b). Youngs fringes with a 
sinusoidal light intensity distribution will thus emerge on the observation screen [67, 
68]. The fringes pitch 0P is given by  
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λ)/(0 dDP =                                                                                                              (3.1) 
 
where d is the distance between the two virtual point sources, D  is the distance from 
the light source to the screen, and λ  is the wavelength of a He-Ne laser. According to 
Fig. 3.1(a), wedge thickness t  at point A is given by 
 
θtanLt =                                                                                                                    (3.2) 
 
where θ  is the wedge angle and L  is the length from point A  to the edge of the 
optical wedge. If the thickness (t) of the wedge is much smaller than D  and L , beam 
AO  is nearly parallel to beam 1CO . Hence the separation distance CD  between AO  
and 1CO  equals the separation d of the two point light sources, 1S  and 2S . From 
geometry, distance d  is given by  
 
αβ sintan2td =                                                                                                        (3.3) 
 
where β  is the refractive angle at point A , as shown in Fig. 3.1(a), and α  is the angle 
of incidence of the light. Hence, by Snells law,  
 
βα sinsin 0n=                                                                                                           (3.4) 
 
where 0n  is the refractive index of the optical wedge. Combining Eqs. (3.2)-(3.4), we 
can write the separation d  of the two point light sources as 
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θαα tan)]sin(tan[arcsinsin2 0nLd =                                                                       (3.5) 
 
 If light source S  is shifted in the Z direction only, Eq. (3.5) can be simplified as 
follows:  
 
θtanKd =                                                                                                                  (3.6) 
 
where the constant )]sin(tan[arcsinsin2 0 αα nLK = . Hence the pitch )( 0P of the 





DP =                                                                                                               (3.7) 
 
Using optical wedges with different wedge angles )(θ  one can obtain fringe 
patterns with different pitches. 
 
3.1.2    Formation of Fringe Patterns by a Liquid Crystal Display  
             (LCD) Projector  
 
For the projection of the fringes a high-resolution spatial light modulator (SLM) 
is appropriate. Today, a large number of SLMs are readily available based on twisted-
nematic liquid crystal displays, digital micromirror devices, and reflective LCDs. 
Images can be written into the LCD by supplying the driving electronics from a 
computer. Brightness and contrast could be set manually on the LCD driver board. 
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The LCD can provide us with grayscale capability, making it possible to use both gray 
code and phase-shifting algorithms with sinusoidal fringes. The advantages of this 
method are (a) extreme versatility in use, (b) matrix display builds up randomly 
configurable patterns for projection, (c) there is an internal memory that can store up 
to 32 images and 32 lines, (d) the fringes can be as small as 1 pixel ×  1 pixel for 
measurement of small objects, which has been of great help to this project. 
 
3.2    Height and Phase relationship  
 
Figure 3.2 shows the optical geometry of the projection and imaging system. 
Points P and E are the centers of the exit pupils for the projection and imaging lenses 
respectively. Every point on the reference plane is characterized by a unique phase 
value, with respect to a reference point such as B , which is stored in the computer 
memory as a system characteristic. The detector array is used to measure the phase at 
the sampling points. For example, the phase at a point on the reference plane and 
phase at a corresponding point on the object surface are measured. The phase mapping 
algorithm then searches for a point on the reference plane and based on the similar 











),(                                                                                                         (3.8) 
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However, if the distance between the sensor and the reference plane is large 
compared to the pitch of the projected fringes, under normal viewing conditions the 












),(                                                                                 (3.9) 
 
where l  is the distance between the sensor and the reference plane, g the distance 
between the sensor and the projector, f  the spatial frequency of the projected fringes 
on the reference plane, )2/( gflk π= is an optical coefficient related to the 
configuration of the optical measuring system and CDϕ  is a phase angle which 





= . The height of the object can then be calculated if the value of k  
is known by a calibration process. 
 
3.3     Determination of Phase Value  
 
There are two popular techniques to determine phase value. The first is the 
phase shifting method [69-72]. Basically, it employs known phase shifts for one of the 
light beams by means of a phase shifter. Therefore the relative phase difference of two 
interference waves is changed artificially. The phase value ),( yxδ of a certain point 
on the interference field can be calculated from several images with a phase shift 
interval of nϕ .  
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]),(cos[),(),(),( nn yxyxbyxayxI ϕδ +⋅+=                                                          (3.10) 
 
where ϕϕ )1( −= nn , mn ...2,1= , 3≥m . 
 
For four-step phase shifting method, the phase value of each point in the image 





































δ                                                                          (3.12) 
 
The second technique is the Fourier Transform method [73-78], in which the 
fringe map is Fourier transformed. The Fourier spectrum is band-pass filtered and 
shifted to be centered at zero frequency. This is followed by inverse Fourier transform 
to yield a π2  module phase map. The method has the advantage of using only one 
interference fringe pattern for processing hence the background intensity variation and 
speckle noise are reduced. 
 
The input fringe pattern can be described by: 
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)],(),(2cos[),(),(),( 00 yxyxxuyxbyxayxf ϕϕπ +++=                                      (3.13) 
 
where ),( yxa and ),( yxb are the background and modulation terms respectively, 0u  is 
a spatial carrier frequency, ),(0 yxϕ is an initial phase, ),( yxϕ  is a phase variable 
which contains the desired information. 
 
For the simplicity of analysis, the initial phase ),(0 yxϕ  has been assumed to be 
zero. For the purpose of Fourier fringe analysis, the input fringe pattern can be written 








1),( yxiyxbyxc ϕ=  and the term containing * denotes its 
complex conjugate. The Fourier transform )(uF of the recorded intensity distribution 




0 yuuCyuuCyuAyuF ++−+=                                                       (3.15) 
 
In most cases, ),( yxa , ),( yxb and ),( yxϕ vary slowly compared to the carrier 
frequency 0u , hence the spectra are separated from each other by the carrier frequency 
0u . One of the side lobes is weighted by the Hanning window and translated by 0u  
towards the origin to obtain ),( yuC . The central lobe and either of the two spectral 
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side lobes are filtered out by translating one of the side lobes to zero frequency. This 
is shown in Figure 3.3.  
 
Taking the inverse Fourier transform of ),( yuC with respect to x  yields ),( yxc , 












yxcyxϕ                                                                                   (3.16) 
 
where )],(Im[ yxc  and )],(Re[ yxc  denote the imaginary and real parts of ),( yxc  
respectively.  
 
The displacement of the object can be evaluated by analyzing the phase value 
distribution of the neighborhood points. For a vibrating object, the displacement )(tδ  
of a given point at a time t is related to its instantaneous height ),,( tyxh  and is given 
by  
 
)0,,(),,(),,( yxhtyxhtyxZ −=                                                                              (3.17) 
 
where )0(h  denotes the instantaneous displacement of a reference plane. Using a 
function generator, the displacement ),,( tyxZ  (µ m) is given by 
 
)sin(),(),,( ωθ tyxZtyxZ +=                                                                                  (3.18) 
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where ),( yxZ is the amplitude of the vibration function, θ   the initial phase angle, 
and ω   the angular velocity. These values may be obtained from the settings of the 
function generator.  
 
3.4     Phase Unwrapping  
 
In both phase shifting technique and Fourier transform technique, the phase is 
obtained by means of the inverse trigonometric function: arctangent. Due to its nature, 
this function returns only principal values, i.e., values in [ ππ ,−  ], generating a 
discontinuous phase map wrapped into a [ ππ ,−  ] interval. Hence this map should be 
unwrapped to the [ ∞∞− , ] interval before the phase values can be converted to 
continuous values of the physical variable of interest. Phase unwrapping [79-81] is 
essential in optical metrology by phase stepping and spatial altering techniques as 
represented in Fig. 3.4. However, determination of the absolute phase from its 
principal value can be approached in various ways, including pixel by pixel, block by 
block, and frame by frame. Gierloff [82] proposed a phase unwrapping algorithm that 
operates by dividing the fringe field into regions of inconsistency and then relating 
these areas to one another. Green and Walker [83] presented an algorithm that uses 
knowledge of the frequency band limits of a wrapped phase map. A method based on 
the identification of discontinuity sources that mark the start or end of a π2  phase 
discontinuity was developed by Cusack and Huntley [84]. Some of the methods seem 
to be very complicated with the assumption that the wrapped image is very noisy. 
However, if the phase map is obtained after applying a noise-suppressing phase 
mapping algorithm or with the noises filtered out as described in the previous sections, 
phase unwrapping is a relative simple and straightforward task. 
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A simple but robust phase unwrapping algorithm has been applied in this project. 
In summary, it seeks phase jumps greater than π  and corrects them by addition or 
subtraction of a π2  offset until the difference between adjacent pixels is less than π . 
This operation is iterated, rightward line by line, until every pixel in the data set has 
been unwrapped. This algorithm does not need any pre-processing of the wrapped 
image to reduce the noise, nor does it require any effort to choose a special 
unwrapping path to avoid the noisy points. 
 
3.5     Enhancement of Dynamic Range of Fringe Projection Method  
 
To solve the underexposure problem encountered in the previous study, it is 
necessary to adapt the dynamic range of the scene to the dynamic range of the camera. 
In normal application, the sensor in a CCD camera is sensitive to light intensity in 8 
bit range where the range of gray value is from 0 to 255. When a sinusoidal fringe 
pattern is projected on a diffused test surface by a LCD projector particularly, the light 
intensity on the test surface may be lower than the threshold level of the photosensors 
in the camera [85] for a high-speed camera with a short exposure period. Hence 
underexposure problem is introduced as shown in Fig. 3.5, where the recorded 
intensity distribution ( PI ′ ) of the CCD sensor does not correlate with the projected 
fringe ( PI ). To overcome this problem a WLS which superimposes a white light 
background intensity distribution ( Wa ) is introduced. When the resultant intensity 
distribution of the superposed fringe pattern ( FI ) is within the threshold level of the 
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photosensors, the camera would record an intensity distribution ( FI ′ ) correlated with 
the input ( FI ). 
 
The instantaneous displacement ),,( tyxZ  of a given point on the object surface 
may be written as: 
 
tyxZtyxZ ωcos),(),,( =                                                                                          (3.19) 
 
After introducing the reference plane at 0=Z , Eq. (3.13) can be written as: 
 
k
tyxZtyx ωϕ cos),(),,( =                                                                                         (3.20) 
 
Substituting Eq. (3.20) into Eq. (3.13), 
 
 ]cos),(),(2cos[),(),( 00 k
tyxZyxxyxbyxaI PPP
ωϕπµ +++=                            (3.21) 
 
By introducing a white light background ),( yxaW , the fringe intensity 
distribution ( )PI  is superimposed with the white light background and the resulting 





xyxbyxayxaI PpWF φωαπ ++++=       (3.22) 
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Since the overall intensity distribution )( FI  is within the threshold of the CCD 
sensors as shown in Fig. 3.5, the instantaneous intensity of the imposed image )( FI  










cos),(cos2[cos),(),(),( 0φωαπ ++′+′+′=′ ∫
+
                         
(3.23) 
 
where ),( yxaW′  is the output for ),( yxaW . Now the dynamic range of the input 
intensity distribution is adjusted to match the dynamic range of the high-speed camera 
and FI ′  is further amplified to obtain a final image with an intensity distribution of 0I  








PPW φωαπυµ ++′+′+′= ∫
+
                                                                                                                              (3.24) 
 
where µ  and υ  are contrast coefficients, which are determined from the output of the 
WLS and the fringe projector respectively. To obtain an optimal contrast, the gray 
values of the background )],(),([ yxayxa PW ′+′µ  and the modulation function 
),( yxbP′υ  are both modulated to a gray level of approximately 128 and the fringe 
pattern intensity covers the full range of the output intensity of 0 to 255. Finally, each 
optimal fringe image based on Eq. (3.24) can be further processed by FFT image 
processing method. With further derivation, the method may have the potential for 
time-average measurement (See appendix A).  
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3.6 Phase Shift Calibration  
 
Calibration of the system is carried out by shifting the test object through a 
known distance Zδ  in the z-axis and the corresponding phase value Vδ  on the 
specimen is determined. The two sets of images are then processed. Several points 
were chosen on the unwrapped maps of the first image and the phase values at these 
points are noted. From the phase map of the second image, the same points are chosen 
and the phase difference between these points would give the phase difference for the 
height difference. Hence the relationship between height and phase difference is found. 
The object height relative to the base plane can then be calculated by multiplying the 
phase values with the corresponding factor.  
 
3.7    Integrated Fringe Projection and DIC Method  
  
Since DIC and fringe projection provide in-plane and out-of-plane displacement 
measurement respectively, the combination of DIC and fringe projection techniques 
would provide a 3-D displacement measurement of a planar object. 
 
In digital image correlation, the image intensity acts as an information carrier. 
Hence surface illumination should be uniform to ensure that the gray values on a 
surface do not change greatly during deformation. However in fringe projection, the 
fringe intensity is highly non-uniform. One way to overcome this problem is to filter 
out the fringes by Fourier transform. By filtering out a small area of the fringe 
frequency in the frequency domain followed by an inverse Fourier transform, the 
background intensity would be restored.  
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When the object undergoes 3-D deformation, the deformed and reference 
profiles generated by FFT are shifted by a distance equal to its in-plane deformation. 
Hence to obtain the out-of-plane displacement accurately, an interpolation process 
should be applied to the images being processed to obtain the final profiles.  
 
An approach tailored for the particular requirements of DIC, was developed. 
From among a range of possible alternatives, we opted for a simple algorithm where 
the only data operations are a Fourier transform followed by a filter convolution. Then 
the recovery procedure becomes very simple, consisting solely of an inverse Fourier 
transform. Figure 3.7 shows the logical model of carrier removal algorithm (CRA). 
Firstly original images are mapped into Fourier spectrums; secondly a low-pass filter 
is operated to isolate the Fourier coefficients from zero (DC) up to the cutoff 
frequency; thirdly, an inverse FFT of the resulting spectrum is computed and the 
intensity distribution of the background is obtained. 
 
In spatial domain, as defined in Eq. (3.10), ),( yxa  describes the background 
(objects surface) variation, while ),( yxb  represents the variation of fringes. In 
frequency domain, as defined by Fourier transform, A , which describes the transform 
of the function ),( yxa  is preserved by CRA, while C  and *C  which represent 
transforms of the function ),( yxb  are eliminated by a low-pass filter. Therefore, the 
Fourier transform of ),( yxa  is isolated and, by inverse Fourier transform, the term 
),( yxa  itself can be obtained. It is only necessary then to apply DIC technique to the 
resulting image for in-plane displacement vector ),( yxD ∆∆ .  
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Figure 3.8 illustrates schematically the in-plane deformation process of an object. 
In order to obtain the in-plane displacement mu  and mv  of point M in the reference 
image, a subset of pixels S  around point M  is chosen, and it is matched with a 
corresponding set 1S  in the deformed image. If subset S  is sufficiently small, the 



























+++= )1(1               (3.26) 
 
where the coordinates are as shown in Fig. 3.8. 
 
Let ),( yxI  and ),( yxI d  be the gray value distribution of the undeformed and 




















                                                                           (3.27) 
 
where ),( nn yx  is a point in subset S in the reference image, and ),( 11 nn yx the 
corresponding point in subset S1 (defined by Eqs. (3.25) and (3.26)) in the deformed 
image. It is clear that if parameters mm vu , are the real displacement and 

















∂ ,,, are the displacement derivatives of point M , the correlation 
coefficient C would be zero. Hence minimization of the coefficient C would provide 
the best estimates of the parameters. Minimization of the correlation coefficient C is a 
non-linear optimization process. Newton-Raphson and Levenburg-Marquardt iteration 
methods are usually used in the implementation of algorithm. 
 
To achieve sub-pixel accuracy, interpolation schemes should be implemented to 
reconstruct a continuous gray value distribution in the deformed images. Normally 
higher order interpolation scheme would provide more accurate result, but with the 
limitation of more computation time. The choices of different schemes are depended 
on the different requirements, bi-cubic and bi-quintic spline interpolation scheme are 
widely used.  























Fig. 3.1 Schematic diagram of two-point-light-source interferometry with an optical 


























































Figure 3.2 Optical geometry for fringe analysis 
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Figure 3.3 Fourier fringe analysis. (a) Spectrum of the interferogram; (b) Processed 
spectrum after filtering. 
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(a) Wrapped phase with 2π jump. 


































Fig. 3.5 Intensity of fringe pattern enhanced by a white light source. 
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Fig. 3.6 General scheme of the proposed integrated method.
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Fig. 3.7 Logical model of CRA. 
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Fig. 3.8 Schematic diagram of planar deformation process. 
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Chapter 4    Application of Fringe Projection Method for                         
                     Static Measurement  
 
This chapter describes the fringe projection method for static profile 
measurement. Linear sinusoidal fringes which are generated by a LCD projector are 
projected onto an object surface. The distorted fringe pattern caused by the surface 
profile is captured by a CCD camera and stored in a digital frame buffer. With the aid 
of FFT technique, the method is applied onto a micro-component 
 
4.1    Experimental Work 
 
The setup of the system is shown schematically in Fig. 4.1. A micromembrane 
with an area of 400 µ m×  400 µ m is used as a test specimen. The micromembrane is 
part of a microphone bonded in an IC chip as shown in Fig. 4.2. The membrane is 
fully clamped at boundaries by a perforated backplate cap. It can be seen in Fig. 4.3 
that the wafer and backplate cap keep the membrane rigid in the x - and y -directions 
when the membrane is loaded in the z -direction. A CCD camera with a LDM lens is 
used to capture the projected fringe patterns. The sensitivity of the system increases 
with the angle between the LCD projector and the camera. Increasing the angle would 
however create shadow areas on the object and affect the image quality. Hence, an 
appropriate angle which depends on the accuracy and size of object should be chosen 
for the system. In the experiment an angle of 024  is chosen. Images are recorded by 
the CCD camera and are stored in a digital frame storage card for further processing. 
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The LCD projector provides a resolution of 832 ×  624 pixels, which can be adjusted 
between the relative transparency of 0 and 255. The pitch of the fringe pattern can be 
as small as 1 pixel ×  1 pixel and thus is suitable for measurement in micro scale.  
 
4.2    Results and Discussion 
 
Figure 4.4 shows the image of a fringe pattern, which is projected on the 
unloaded micromembrane by using the LCD projector. The image is subsequently 
processed by FFT from which the phase value can be determined. The phase value of 
),( yxϕ  obtained is wrapped in π2  modules, therefore, phase unwrapping is carried 
out in order to convert the discontinuous phase distribution to a continuous one by 
adding or subtracting π2  where necessary. The procedure is carried out along each 
row and then repeated along the columns. To relate the phase values to the profile of 
the test surface, calibration of the system is necessary. It is carried out by shifting the 
test object through a known distance Zδ  in the z-axis in micro scale and the 
corresponding phase value Vδ  on the specimen is determined as shown in Fig. 4.5. In 
this experiment, the calibrated value for Zδ  is given by VZ δδ 65.222= . Figure 4.6 
shows a 3-D plot of the membrane. A cross-section of the micro membrane at x  = 
125 µ m is shown in Fig. 4.7.  
 
There are two issues concerning the resolution of this method: the ),( yx  spatial 
resolution and out-of-plane resolution. The ),( yx  resolution depends on the spatial 
resolution of the projector and CCD camera. In this investigation, the camera has a 
spatial resolution of 512 pixels ×  512 pixels, which means that a total of 250,000 
surface points can be monitored. Should hardware with higher spatial resolution be 
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used, the method would be able to simultaneously measure more points. For example, 
a resolution of 1000 pixels ×  1000 pixels would facilitate measurement of 1 million 
points in one image. The Z  resolution, however, depends on the gray level resolution 
of the recording hardware. In this project, the hardware used has an 8-bit resolution, 
i.e. 256 gray levels. The resolution would be increased with the use of higher gray-
level hardware. However, the higher resolution hardware may lead to higher 
electronic noise and thus set a limit on the resolution. Note that the profile of the 
micro membrane in Fig. 4.6 does not look very smooth. This is due to a limitation of 
the conventional CCD sensor (768 pixels ×  576 pixels). If a high performance CCD 
camera with a higher resolution is used instead, the plot would be smoother. 
 
The setup shown in Fig. 4.1 is based on reflection of a computer-generated 
fringe pattern from a specularly reflective surface. The fringe pattern is perturbed in 
accordance with the test surface and the fringe phase bears information on the height 
of the test surface. Instead of deriving the mathematical relationship between the 
fringe phase and the surface height, this relationship is obtained by a calibration 
procedure. This fringe projection method makes it easy to achieve shape measurement 
of the micro-component. With further development, the method can be implemented 
for dynamic measurement, which will be discussed in the next chapter.  
 















Fig. 4.1 Experimental setup for shape measurement of small components. 
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Fig. 4.3 Cross section view of the microphone.
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y = 222. 65x + 0. 7046



























Fig. 4.5 Relationship between phase value and displacement shift of the test surface.
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Fig. 4.7 Cross-section of the micro membrane at x  = 125 µ m.
    
 45
 
Chapter 5    Application of Fringe Projection Method for   
                     Dynamic Measurement 
 
5.1    Measurement of Dynamic Response of A Small Component   
 
In this section, the fringe projection method is used measure the dynamic 
response of a small vibrating component. The method enables measurement of 
vibrating object point-by-point on its test surface as does the LDV method. The 
method utilizes a long working distance microscope, a high-speed CCD camera, a 
LCD fringe projector and the FFT technique. Linear fringe patterns are projected on a 
vibrating object and the fringe patterns are captured by a high-speed camera and 
stored in a digital frame buffer. With the aid of the FFT technique, the amplitude and 
vibrating frequency of vibrating rigid objects are obtained. 
 
5.1.1 Experimental Work 
 
Figure 5.1 shows the experimental setup. A small coin with a diffuse surface is 
used as a test object on which fringes are projected through a LDM lens and a LCD 
projector. A high-speed camera with a LDM lens is used to capture the projected 
fringe patterns. The coin was attached on a shaker, which has a sinusoidal output. The 
shaker was mounted on a test rig consisting of a micrometer-driven translation stage 
which enables out-of-plane translation. In the experiment an angle of 026  is chosen. 
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Images which can be displayed on a monitor are recorded by the high-speed camera 
with a video frame rate of 500 frames/s. 
 
5.1.2    Results and Discussion 
 
Figure 5.2 shows part of the coin with a projected fringe pattern on the number 
2. A close-up view of the fringe pattern with a projected fringe area of 1 mm ×  0.5 
mm is shown in Fig. 5.3. The coin was subjected to a vibrating frequency of 50 Hz 
and images (see Fig. 5.4) were recorded at intervals of 0.002s. The images were 
subsequently processed by FFT method and phase maps were obtained (See appendix 
B). Calibration of the system is carried out by shifting the test object through a known 
distance Zδ  in the z-axis in micro scale to determine the relationship of Zδ  and 
Vδ (phase values of different points on the test surface to represent their heights) as 
shown in Fig. 5.5. In this experiment, the calibrated value is given by VZ δδ 73.26= . 
Figure 5.6 shows the phase maps at different time intervals after fringe processing, 
where the gray values of the images represent the height of the test surface at different 
points. 
 
It should be noted that a surface profile variation (such as letters on a coin) is not 
necessary for dynamic measurement. Measurement of a vibrating plane (no variation 
in surface profile) can be easily obtained by this method. However, this method is also 
suitable for measuring objects with profile variation surface. The surface profile of the 
object can be obtained together with vibration frequency and amplitude.  
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Such profile variation on the surface may introduce shadow effects.  This 
problem was reduced in principle by adjustment of experimental setup with an optimal 
angle for projection to minimize the shadow effect. Furthermore, since the object 
undergoes rigid-body vibration, investigation of a small number of points on the 
surface would represent the whole surface. Therefore, in the data analysis procedure, 
an area (a small number of points in this area) on the surface was deliberately chosen. 
 
The vibration plots of the test surface before and after temporal phase recovery 
is shown in Figs. 5.7a & 5.7b respectively. For real time measurement of dynamic 
events, provided the sampling rate is not so high that the phase change is more than 
π±  between two consecutive recordings, temporal phase recovery is needed. 
Temporal phase recovery is carried out by the addition or subtraction of a 2π  phase 
value and is determined by whether a neighboring (in time axis) point is moving 
towards or away from a reference point on the Z-axis. For movement towards the 
reference point, a 2π  phase angle would be added while for movement away from the 
reference point, a 2π  phase angle would be subtracted. The experimental values of 
parameters A, ω  and θ  in Eq. (3.18) can be obtained from the phase maps as follows: 
A certain region (marked with a square in Fig. 5.6) on the phase map at a particular 
time (t=0.002s in this case) is chosen and their instantaneous displacements are 
obtained from the calibrated phase values. Eight different regions are investigated to 
minimize the errors as shown in Fig. 5.8. The process is repeated for a second 
(t=0.004s) and third phase maps (t=0.006s) (See appendix C). With these known 
values Eq. (3.18) can be rewritten as: 
 
)68.314284.33sin(63.57)( tt +−=δ                                                                           (5.1) 
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To further validate the method, the measurement results are compared with the 
frequency output of the function generator and the vibration amplitude obtained by a 
photogrammetry-based marker tracking test. In this test, the object surface is shifted 
by the micrometer (resolution 0.5µ m) between the extreme positions of the vibration. 
The sequential stages of movement are saved frame by frame and subsequently 
compared with the images captured when the object is vibrating. By monitoring the 
position of markers attached to the object, the vibration amplitude can be obtained. A 
comparison of the results obtained is shown in Fig. 5.9. It is seen that the present 
results show excellent agreement with that obtained using the micrometer and the 
maximum discrepancy is less than 1%. It is also seen that the present results agree 
closely with the input sinusoidal function. The proposed method has the advantage of 
requiring a relatively simple experimental set-up and optical arrangement and hence 
utilizes fewer optical components.  
 
5.2    Enhancement of dynamic range of the system 
 
The method described above is further applied on the vibrating object using a 
background enhancement technique to increase the temporal resolution of the system. 
With the proposed technique, the high-speed camera is able to function at a higher 
frame rate of up to 3000 fps and thus an increase in the measurement range of up to a 
factor of 6 (compared to the original frame rate limit of 500 fps) with enhancement in 
the temporal resolution in the system is achieved. In the use of high-speed camera, a 
problem often encountered is poor fringe image quality due mainly to insufficient 
exposure of the CCD sensors. This problem is especially serious when the system 
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incorporates LDM lens which are used to measure small components. To solve this 
problem, we developed a simple method to enable the method to capture good quality 
images at a high frame rate. It employs a LCD projector, a high-speed CCD camera 
and a WLS. Measurements are conducted on a vibrating speaker diaphragm. The 
proposed method not only enables harmonic vibration measurement to be studied, but 
also shows the potential application for measurement of non-repeatable transient 
events. 
 
5.2.1    Experimental Work 
 
Figure 5.10 shows the experimental setup which consists of two LDMs, a high-
speed camera, a LCD fringe projector, a WLS (component W) and image processing 
hardware. Figure 5.11 shows a number 2 on the test surface of the coin. A LDM 
lens (magnification ×6 ) is focused on the fringes and another LDM lens is mounted 
on a high-speed camera to capture the image. The WLS used to modulate the 
background intensity is an Optem Model 29-60-74 Fibre Light Source, which has a 
maximum output of 150 Watts. To ensure the light intensity of the test surface is 
increased uniformly, the WLS is arranged along the same axis as the projector. Values 
of µ  and υ  in Eq. (3.24) are adjusted by changing the power of the WLS and settings 
of the fringe projector according to the output of the sensor (i.e. the gray value 
distribution in 0I ). To Images of the test surface are recorded by the high-speed 
camera at a frame rate of 3000 frames per second (fps). 
 
Tests were also conducted on a speaker diaphragm subjected to free vibration. 
The speaker, 5 cm in diameter, is mounted on a 3-D stage excited by a sinusoidal 
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voltage. Various stages of vibration of the speaker diaphragm are captured frame by 
frame and stored for further processing. 
 
5.2.2    Results and Discussion 
 
Figure 5.12a and 5.12b show respectively the images of the test coin before and 
after the introduction of a white light background. It is seen in Fig. 5.12b that the 
image quality improved significantly and the recorded image intensity ( 0I ) shows 
improved fringe quality (Fig. 5.12c). Figure 5.13 shows the gray value distribution of 
cross-section YY as indicated in Fig.5.12. Values of )],(),([ yxayxa PW +µ  and 
),( yxbPυ  are both modulated around 128 to make the fringe pattern displayed in a 
wide range of gray value and thus produce optimal contrast. Figure 5.12c is further 
processed by FFT technique to obtain the profile of the vibrating surface and a 3-D 
plot of the surface profile is shown in Fig. 5.14a. Comparing with a 3-D image 
obtained without background enhancement (in Fig. 5.14b), it is seen that the 3-D 
profile obtained using the proposed method shows much better results. 
 
Fringe pattern on the speaker superimposed with background was captured at a 
frame rate of 3000 fps as shown in Fig. 5.15b, where the exciting frequency for the 
speaker is 50 Hz.  For comparison, the WLS was subsequently switched off and 
images of the fringe pattern without the background were recorded at the same frame 
rate as shown in Fig. 5.15a,. As can be seen, the images in Fig. 5.15a is underexposed 
and in poor quality with insufficient light intensity. Obviously, the images with the 
background are improved significantly as shown in Fig. 5.15b.  
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Image in Fig. 5.15b is subsequently processed by FFT technique to obtain 
unwrapped phase maps. A 3-D profile of the vibrating test surface is shown in Fig. 
5.16b compared with the one (Fig. 5.16a) which is obtained from Fig. 5.15a. As can 
be seen, the result has been improved by this method. The method was further applied 
to dynamic measurement of the speaker vibrating at a frequency of 100Hz. A 
sequence of images of the speaker was recorded at 3000 fps, giving about 30 frames 
per vibration period. Hence the profile of the diaphragm at a specific time can be 
obtained. Subsequently whole-field displacement of the test surface at a specific time 
and the vibration frequency and amplitude are determined. Figure 5.17 shows a plot of 
the vibration amplitude obtained by comparing two phase maps at the extreme 
positions of vibration. The mode shape of the vibrating diaphragm is determined by 
considering a point on the phase map at a particular time (t=3.3ms in this case) and its 
instantaneous displacement is obtained (from the calibrated phase values). The 
process is repeated for 30 points within the vibration period of the object. With these 
values known, the vibration can thus be plotted in Fig. 5.18. It can be seen that the 
accuracy of the experimental results with the proposed method is better than the 
original one without using white light background indicated by the black dot symbol. 
Comparing with micro values, it is seen that the proposed method shows excellent 
agreement. The micro values were obtained from the function generator and the 
photogrammetry-based marker tracking test, described in section 5.1.2.  The results 
show a maximum discrepancy of less than 2%. 
 
It is note worthy that without the white light background enhancement, the high-
speed camera can only capture image at a frame rate of up to 500 fps. However, with 
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the enhanced white light background, images of good quality can be captured at frame 
speed of up to 3000 fps. 
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(a) Test specimen. 
 
 









Fig. 5.3 Sinusoidal fringe pattern projected on a small section of the test specimen. 
 0.05 mm 
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            (a)        (b) 
     
            (c)        (d) 
Images at different time intervals 
(a) 0s (b) 0.002s (c) 0.004s (d) 0.006s 
             
 Fig. 5.4 Images at 0.002s time interval. 
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y = 267. 25x + 0. 0412


























Fig. 5.5 Calibration of the fringe projection system for the measurement of 
vibration in z  direction.
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      (b) Vibration amplitude after phase recovery. 
    
 Fig. 5.7 
 























Fig. 5.8 Vibration plots of different regions on the object. 





















Experimental Results by Fringe Projection
Experimental Results by Micrometer
Function Generator Plot
 
Fig. 5.9 Comparison of micro values and experimental vibration amplitude. 









































    
 63
 





































































































































































Gray level distribution with enhanced background
Gray level distribution without enhanced background
Gray level distribution of matched fringe image
)( FI ′  
)( PI ′
)( 0I  
    
 66
 
(a) 3-D profile of test object before background enhancement. 
 
(b) 3-D profile of test object after background enhancement. 
 
Fig. 5.14 




(a) Image of the speaker recorded without white light background enhancement 
at frame rate of 3000 fps. 
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.  
(a) 3-D profile of the speaker without background enhancement. 
 
(b) 3-D profile of speaker diaphragm with background enhancement. 
 
Fig. 5.16




Fig. 5.17 Vibration amplitude of speaker diaphragm. 
























Fig. 5.18 Comparison of vibration plots at 3000fps frame rate. 
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Chapter 6    Integrated Fringe Projection and DIC Method  
 
After developing the dynamic fringe projection method for vibration 
measurement, we try to look at an integrated fringe projection method to measure the 
3-D displacement using only one camera. The method which uses only one camera 
and is different from the conventional multi-camera based systems for 3-D 
displacement measurement, shows a significant improvement over conventional 
method. 
  
6.1    Experimental Work 
 
Part of a speaker (3.6 cm ×  3.6 cm) with a diffuse surface is used as a test object 
as shown in Fig. 6.1. The speaker was mounted on a test rig consisting of a 
micrometer-driven translation stage enabling rigid-body translations in the out-of-
plane and in-plane directions. Distortions in the fringe pattern on the test surface are 
recorded on the image plane of a CCD camera with a LDM lens. The CCD camera is 
located perpendicular to the base on which the object is mounted, and the angle α  
between the optical axis of the fringe projector and the optical axis of the CCD camera 
is o8.32 . The object was subjected to a rigid-body motion which is defined by a 3-D 
displacement vector ),,( ,,, yxyxyx zyxW ∆∆∆  by using a 3-axis translation stage with a 
resolution of 0.5 µ m. 
 
The in-plane displacement ),( ,, yxyx yxD ∆∆  of the object is determined by a 
carrier removal operation and DIC according to Eq. (3.27). The value of 
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),( ,, yxyx yxD ∆∆  is subsequently used for modulating the reference coordinate 
according to Eq. (3.27). After that, the shape and out-of-plane movement )( ,yxzD ∆  
are determined by fringe projection. 
 
6.2 Results and Discussion 
 
Figure 6.2(a) shows the image of the test surface with a projected fringe pattern, 
the pitch of which is 50 pixels. The Fourier transform of the fringe pattern is taken and 
three peaks are obtained: the Fourier transform of the term ),( yxa  is located in the 
center of the spectrum and Fourier transform of ),( yxc  and ),(* yxc  is symmetric 
with respect to the center and located at a distance that is determined by the frequency 
of the fringe pattern. To obtain the contour of the test surface, the Fourier transform of 
),( yxc  is usually isolated, and by inverse Fourier transforming the peak, the value of 
),( yxc  itself is obtained, while the frequency outside the range of the phase are set to 
zero. It is then necessary to separate the imaginary and the real parts and perform an 
arctan  operation to obtain the phase value of the fringe pattern.  
 
However, to obtain the in-plane displacement of the object, the windowing 
operation is placed at the center of the spectrum, and the Fourier transform of ),( yxa  
is isolated. By inverse Fourier transforming the peak, the value of ),( yxa , which is 
the intensity distribution of the background in the image, is obtained. The size of the 
window is determined by the position of the Fourier transform of ),( yxc  and ),(* yxc  
in the spectrum, which is dependent on the number of fringes in the x  direction on the 
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original image. Therefore, to retain more of the background data, denser fringe 
patterns are preferred and thus a bigger filtering window size is preferred.  
 
A 3-D representation of the spectrum is illustrated in Fig. 6.3(a). A low-pass 
filter is applied to the spectrum to isolate the Fourier transform of ),( yxa , while 
getting rid of the rest. Provided that we have chosen the cutoff frequency (directly 
proportional to the size of the filtering window) well, the filter will eliminate the 
fringe pattern completely, but still preserves enough background information. The 
quality level of the resulting images must be such that the background information is 
discernable and sharp, while the fringe pattern is removed thoroughly. Therefore, the 
cutoff frequency value needs to be chosen carefully. Usually, a higher cutoff 
frequency, i.e. big filtering window can preserve more coefficients of frequency area 
and improve image sharpness, but it runs the risk of incomplete removal of the fringe 
pattern, and if part of the Fourier transforms of ),( yxc  and ),(* yxc  are maintained.  
 
 In this experiment, a filtering window of 10 pixels ×  10 pixels is applied to the 
spectrum to isolate ),( yxa as shown in Fig. 6.3(b). Inverse Fourier transform is then 
performed onto Fig. 6.3(b) to obtain ),( yxa itself as shown in Fig. 6.2(b). As can be 
seen in Fig. 6.2(b), a large amount of data of ),( yxa  is disregarded and the image 
looks very blur. This is due to the small size of the filtering window.  Figure 6.4(b) 
shows the intensity of ),( yxa  by applying a 20 pixels ×  20 pixels window to the 
fringe pattern with a pitch of 15 pixels (see Fig. 6.4a).  Compared to Fig. 6.2(b), the 
image is slightly sharper. The procedure is repeated on a fringe pattern with a pitch of 
1 pixel. The result is shown in Fig. 6.5. It can be seen that the quality of the images 
are improved significantly and ),( yxa  is recovered with higher frequency.  
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A smaller part (1.4 cm ×  1.2 cm) of the speaker was investigated for 3-D 
displacement measurement. The images displayed in Fig. 6.6(a) and 6.6(b) show the 
test surface being translated in the x -, y - and z - directions by a 3 - axis micrometer 
driven translator with a resolution of 0.5 µ m. The magnitude of the displacement  
from the micrometer reading are 225 µ m, 300 µ m and 140 µ m in x -, y - and z - 
directions, respectively. A 3-D plot of the test surface obtained by FFT technique is 
shown in Fig. 6.7. Figure 6.8(a) shows the image after the carrier removal algorithm 
(CRA) procedure. It appears similar when compared with an image without a 
projected fringe pattern (see Fig. 6.8(b)). In-plane displacement is subsequently 
computed by applying a DIC algorithm to the image. Since the test surface has 
undergone a rigid body translation, the displacement of the whole surface is 
theoretically similar and thus an average operation was taken on the whole test surface. 
The displacement in the x - and y - directions are 6.2 pixels and 8.4 pixels 
respectively. A two  dimensional ( x  and y  directions) calibration procedure was 
carried out. Figure 6.9 (a) and 6.9 (b) show the calibration plot, where the pixels were 
converted into global coordinate. In this experiment, the relationship between pixel 
and length is 1 pixel = 36.0µ m and 1 pixel = 38.8µ m for the x - and y - directions, 
respectively.  
 
Based on the value of the in-plane displacement, the shape data of the deformed 
test surface was shifted and compared with the undeformed test surface in a 3-D 
coordinate system. The displacement of the object can be evaluated by analyzing the 
phase value distribution of the neighborhood points. The out-of-plane displacement 
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),( yxZδ  of each point ( yx, ) is related to its height ),( yxh′  - before translation and 
),( yxh  - after translation and given by the equation 
 
),(),(),( yxhyxhyxZ −′=δ                                                                                    (6.1) 
  
The value of phase variation Zδ  for the rigid body translation was 3.209. The 
setup was subsequently calibrated in the z - direction by shifting the test object 
through a known distance Zδ  and the corresponding phase value Vδ  on the specimen 
is determined. In this experiment, the calibrated value for Zδ  is given by VZ δδ 9.42=  
as shown in Fig. 6.9(c). Figure 6.10 shows the 3-D displacement vector with the value 
of 222.0 µ m, 297.4 µ m and 137.3 µ m in the x -, y - and z - directions. The 
measurement results are compared with the values obtained from the micrometer and 
show excellent agreement with discrepancies of 1.28%, 1.01% and 1.93% in x , y  
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(a) Images of the test surface with fringe pattern with a pitch of 50 pixels. 
 
 
(b) Recovery of intensity distribution of background. 
 
Fig. 6.2 




(a) 3-D representation of the spectrum before filtering. 
 
Fig. 6.3 
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(b) 3-D representation of the spectrum after filtering. 
 
Fig. 6.3 





(a) Images of the test surface with fringe pattern with a pitch of 15 pixels. 
           
 
(b) Recovery of intensity distribution of background. 
 
Fig. 6.4





(a) Images of the test surface with fringe pattern with a pitch of 1 pixel. 
 
Fig. 6.5 
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(a) A close up view of the test surface with fringe pattern before displacement (225 
µ m, 300 µ m and 140 µ m in x -, y - and z - directions respectively). 
 
Fig. 6.6




(b) A close up view of the test surface with fringe pattern after displacement (225 µ m, 
300 µ m and 140 µ m in x -, y - and z - directions respectively). 
 
Fig. 6.6 
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Fig. 6.7 Phase map of the test surface. 
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(a) Image of the background of the test surface before displacement. 
 
Fig. 6.8 Images of the background of the test surface after CRA. 
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(b) Image of the background of the test surface after displacement. 
 
Fig. 6.8 Images of the background of the test surface after CRA. 
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(b) Calibration and error analysis of displacement along Y direction 
 
Fig. 6.9 Calibration of the measurement system.
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(c) Calibration and error analysis of out-of-plane displacement. 
      Fig. 6.9 Calibration of the measurement system.
















x∆  = 222.0 µ m 
y∆  = 297.4 µ m 
z∆  = 137.3 µ m 
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This thesis has concerned research work in: 1. Development of a fringe 
projection system, 2. Application of the method to dynamic measurement and 
enhancement of the dynamic range of the system and 3. Development of the integrated 
fringe projection and DIC method for 3-D displacement measurement.  
 
A dynamic fringe projection method for measurement of small components was 
presented. Based on the principle of fringe projection, the system containing LCD 
fringe projector, LDM lens, shaker, high-speed camera and controlling device was 
designed. Quantitative analysis of each surface point of the specimen can be realized 
with the wrapped phase maps extracted from a group of images captured by the high-
speed camera. From the wrapped map, unwrapping method restored the 
discontinuities between every two adjacent points caused by the nature of arctangent. 
It is proven that the system performs well in the various applications and 
environments. Experimental results of vibrational frequency and amplitude are 
obtained and compared favorably with theoretical values. The method has also been 
successfully applied to the static measurement of micro-components. 
 
To overcome the underexposure problem in dynamic measurement, the 
background enhancement method was introduced and the dynamic range of the 
system was increased with a factor of 6. The vibration plot of a vibrating diaphragm 
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was also successfully obtained. This method not only enables harmonic vibration 
measurement to be studied, but also shows the potential application for measurement 
of non-repeatable transient events.  
 
In this project, integration of fringe projection and DIC techniques was also 
introduced. The method enabled 3-D displacement of a small component using only 
one CCD camera. In the integrated method, DIC was used to measure in-plane 
displacement vector, while fringe projection was used to obtain 3-D shape and out-of-
plane displacement. The use of only one camera is a significant improvement to 
previous multi-camera systems. The results obtained show excellent agreement with 
theoretical values.  
 
The main advantage of this method is that only one camera is needed to retrieve 
the 3-D displacement vector. With the aid of the high-speed imaging system, the 
proposed method is ready for studying dynamic measurement in both in-plane and 
out-of-plane. It is noted the out-of-plane displacement may introduce variations in 
magnification rate of the system. This can be avoided by using a telecentric lens to 
project fringe pattern and capture images.  
 
In the measurement of full-field displacements in dynamic situations, the 
proposed method may encounter a few difficulties: 1.) Compared to the use of 
transducers, the proposed method has the advantages of non-contact and non-
destructive. However, the temporal resolution of the system will be limited by the 
frame rate of the high-speed camera, for measurement of a fast event. 2.) The 
underexposure problem described in section 5.2 may occur, if the high-speed camera 
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is used at a high frame rate. 3.) The surface of the object must be painted white before 
measurement can be carried out. 4.) To achieve measurement of non-harmonic 
dynamic displacement, the current system needs to synchronize with the object due to 
the short operation duration of the high-speed camera (approx. 4 seconds at 3000 fps). 
5.) In dynamic situations, a specially designed calibration procedure may also be 
required to relate the displacement to the phase values.  
 
  





The power and stability of a LCD projector is one of the most significant factors 
in the dynamic fringe projection system and the intensity of a projected fringe pattern 
may be very low, at a high frame rate. Hence the quality of an image may be greatly 
affected due to inefficiency in light intensity. It was also observed that fringe patterns 
projected by a LCD projector vibrate at lower frequency and this introduces errors in 
experimental results. Hence more powerful and stable projectors would improve test 
results.  
 
The measurement presented in this thesis is limited to 3-D rigid-body 
displacement. However, with further development the proposed method could be 
extended to non rigid-body whole-field displacement measurement. In addition, since 
the method requires only one image for each displaced state, it would also have the 
potential to be developed for dynamic and in-situ measurement.  
 
Image size recorded by a high-speed camera decreases with high frame rate (128 
pixels ×  128 pixels at 10000 frames per second). The small size of the image 
introduces difficulty for full-field measurement difficult. Hence a more powerful high-
speed camera is recommended. 
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APPENDIX A    Time-average Fringe Projection 
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The first part ),(),( yxayxa WP +  of Eq. (A.2) is constant, which depends on the 
spatial intensity variation of the background. The second part 













⋅+⋅  can be transformed into 












⋅+⋅−  cannot be expressed by 
Bessels function. However, for ]cos),(sin[
k
tyxZ ω  is an odd function, when it is 
integrated within a long period, value of which will approach zero or a constant. Thus 
the third part in Eq. (A.2) can be regarded as zero and Eq. (A.2) can be expressed by 
the sum of a constant value and a Bessels function.  
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APPENDIX B    Procedure of FFT Processing 
 
B.1    Fast Fourier Transform 
 
The FFT can be applied only to gray value images which numbers of columns 
and rows are a power of 2 [86]. In the opposite case, we must resize the images to 
meet the requirement. 
 
As a result of the applied FFT, we will get three floating point images: 
• Real part of the Fourier spectrum (See Fig. B.1a), 
• Imaginary part of the Fourier spectrum (See Fig. B.1b), 
• Spectrum (See Fig. B.1c). 
 
B.2    Bandpass Filter for the Fourier Transform Method 
 
The aim of bandpass filtering is to get a smoothed phase by taking only one part 
of the spectrum by translating it to the origin.  
 
The bandpass filter is applied to both the real part and imaginary part of the 
Fourier spectrum after FFT. Six co-ordinates are necessary for the determination of 
the filter function which must be chosen carefully. They should be determined by 
analyzing the amplitude spectrum before calling the bandpass filter. A rectangular 
region of the spectrum is extracted by the first point in the left upper corner and the 
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last point in the right bottom. The size of the spectrum around the center to be deleted 
should also be given.  
 
After selecting the real part and imaginary part of the Fourier spectrum to be 
filtered, the values of the appropriate co-ordinates for the bandpass filter must be 
keyed in (See Fig. B.2): 
• Start: x  and y , co-ordinates of the first pixel (left on the top) of the region to 
be filtered, 
• End: x  and y , co-ordinates of the last pixel (right on the bottom) of the region 
to be filtered, 
• Zero: x  and y , size of the spectrum around the center to be eliminated. 
 
After applying the bandpass filter to the Fourier spectrum, three floating point 
images are given: 
• Filtered real part of the Fourier spectrum (See Fig. B.3a), 
• Filtered imaginary part of the Fourier spectrum (See Fig. B.3b), 
• Amplitude spectrum of the result (See Fig. B.3c). 
 
B.3    Inverse FFT 
 
The inverse is applied to the filtered real and imaginary parts of the Fourier 
spectrum to deliver three floating point images: 
• Back transformed real part of the Fourier spectrum (See Fig. B.4a),, 
• Back transformed imaginary part of the Fourier spectrum (See Fig. B.4b),, 
• Mod π2 -phase (See Fig. B.4c),. 
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B.4    Unwrapping 
 
Since all phase measuring techniques deliver the phase only mod π2  because of 
the sinusoidal nature of the intensity distribution, unwrapping the saw-tooth images to 
reconstruct the continuous phase distribution is necessary: 
 
• Select the wrapped phase map, 
• Define the start point carefully to activate the unwrapping procedure, 
• Unwrapped phase map (See Fig. B.5). 
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Fig. B.1 (a) Real part of the Fourier spectrum, (b) Imaginary part of the Fourier 
spectrum, (c) Spectrum. 





Fig. B.2 Dialog box for the bandpass filter for the Fourier transform method. 
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      (a)             (b) 
 
        (c) 
Fig. B.3 (a) Filtered real part of the Fourier spectrum, (b) Filtered imaginary part of 
the Fourier spectrum, (c) Amplitude spectrum of the result. 
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       (a)           (b) 
 
        (c)  
Fig. B.4 (a) Back transformed real part of the Fourier spectrum, (b) Back transformed 
imaginary part of the Fourier spectrum, (c) Mod π2 -phase. 




Fig. B.5 Unwrapped phase map. 
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APPENDIX C    Phase Maps of the Test Surface at Different 
Intervals 
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                            (q)                                                                    (r)   
 
                         
(s) (t)   
Fig. C.1 Phase maps at different time intervals (a) 0.002s (b) 0.004s (c) 0.006s (d) 
0.008s (e) 0.010s (f) 0.012s (g) 0.014s (h) 0.016s (i) 0.018s (j) 0.020s (k) 0.022s (l) 
0.024s (m) 0.026s (n) 0.028s (o) 0.030s (p) 0.032s (q) 0.034s (r) 0.036s (s) 0.038s (t) 
0.040s 
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