The extent to which exchange rates of four major currencies against the Greek Drachma exhibit long-term dependence is investigated using a R[S analysis testing framework. We show that both classic R]S analysis and the modified R[S statistic if enhanced by bootstrapping techniques can be proven very reliable tools to this end. Our findings support persistence and long-term dependence with non-periodic cycles for the Deutsche Mark and the French Franc series. In addition a noisy chaos explanation is favored over fractional Brownian motion. On the contrary, the US Dollar and British Pound were found to exhibit a much more random behavior and lack of any long-term structure.
INTRODUCTION
The long-term behavior of discrete time dynamical systems in Economics and Finance has increased much attention in the recent literature. In this framework extensive mathematical research over the last few years has focused on important issues such as stock exchange and foreign currency exchange rates. In the latter case especially, where a pure trading market is involved, time evolution of data is more inclined to follow fads and fashions. This type of behavior follows from the fact that currencies are bought and sold in order to invest e.g. appreciate (by buying and thus absorbing large quantities from the market).
In each case, the objective is to stimulate either its exports (depreciation) or its imports (appreciation). Depending on the economic conditions, both objectives could be desirable and mirror each country's economic expectations. They induce, however, a considerable amount of noise in the data series of foreign currencies against the local one, which makes their mathematical analysis a difficult task.
Because of the factors mentioned above, a currency market is quite different from other traded markets. It is quite possible, if not certain, that this difference holds between currency markets of different countries.
Understanding exchange rates dynamics has important economic implications since flows and prices of tradable goods and international asset portfolios are closely related to these dynamics.
However, the relevant literature examining the nature of price dependence in the foreign exchange spot, forward or futures markets has been contradictory. Standard time series (ARIMA) models and tests for unit roots are employed in some of these works (e.g. [16, 17, 38] ) to show that exchange rates follow martingale processes. In a similar study Hsieh [24] finds no significant serial dependence in 4 different spot exchange rates series.
On the other hand, in another set of papers (e.g. [25, 26] ) the statistical properties of exchange rate changes are examined, the iid null hypothesis is rejected, thus putting in question a random walk explanation.
Finally, some studies look for long-range dependence in the data, in the form of irregular or nonperiodic cycles that cannot be captured by techniques assuming linear dependence (e.g. autocorrelation analysis). Long-term dependence of this form has been found in many time series in the fields of hydrology, meteorology and geophysics [13, 37] . Similar dependence in financial series is incompatible with martingale models like random walks and according to Lo [30] can have important implications for many of the prevailing paradigms in financial economics.
A suitable framework for detecting long-range dynamics in time series is provided by rescale range analysis (R/S), originated by Hurst [27, 28] and further developed by Mandelbrot [33] . One of its valuable features is robustness to noise that renders it a very useful tool in analyzing noisy time series like exchange rates.
The empirical literature of R/S analysis includes different studies with contradictory results. Classic R/S analysis has been applied to employment series [4] , gold market [6] , stock market indices [43] [44] [45] [46] [47] , common stock returns [19] and agricultural futures [21] . In all the above cases long-term memory has been reported.
On the other hand, a modified version of the R/S statistic proposed by Phillips [48] and Lo [30] has been applied to macroeconomic data [20, 39] , gold market prices [10] , stock indices [11, 12, 30, 40] and common stock returns [22] . Weak (or absence) of long-term dependence has been reported by all of the above studies.
In the same context, studies using exchange rate data have also been contradictory. Booth et al. [5, 7] and Peters [44] use classic R/S analysis and find long memory or persistence in spot exchange rate data. On the contrary, Kao and Ma [29] find no long-term dependence in currency futures markets.
What is not clear is whether this controversy is due to the nature of the different data sets employed in terms of currencies, markets, sample size, noise level, etc., or to the testing framework that has been adopted. With respect to the latter it is interesting to notice that studies using classical R/S analysis seem to support a long-term dependence hypothesis while the opposite seems to be the case for the modified R/S statistic. Both these tests have certain advantages and disadvantages and suffer from problems that can seriously affect their results, in specific applications.
The purpose of this research is twofold. First, we shall try to provide a more complete framework for R/S testing, enhanced by bootstrapping techniques statistical artifact or it corresponds to a true cycle, using bootstrapping techniques against the Gaussian and the iid null hypotheses. In a last step, the modified R/S test is applied to each currency and the results of this test are used to verify or put into question our findings from the classic R/S analysis.
The rest of the paper is organized as follows: Section 2 includes a briefdiscussion ofthe classic R/S analysis. Section 3 refers to some application problems that had to be dealt in order to have reliable results. A description of the modified R/S analysis follows in Section 4 and its improved robustness over the classical test. Section 5 focuses on the empirical evidence of each currency separately. The results of the tests mentioned above are reported and their significance is evaluated. Finally, Section 6 presents a discussion on conclusions and remarks derived.
Methodology and Data
Our time series data consist of the first differences of the natural logarithms of daily exchange rate prices of the four currencies mentioned in the Introduction, against Greek Drachma, which give returns in continuous time. The rates are those determined during the daily "fixing" sessions in the Bank of Greece, central bank of the country.
The data cover an 11-year period, from the 1st of January 1985 to the 31st of December 1995, consisting of 2660 daily observations. This amount of data is relatively small when compared to the time series used in the Natural Sciences, but large enough compared to other studies in Economics and Finance, for most of which the data used are much smaller.
Methodologically, a statistical description of the properties of the data is performed. (1) where R is the distance covered by a random particle suspended in a fluid and T a time index. Equation (1) (1) shows how R is scaling with time T in the case of a random system, and this scaling is given by the slope of the log(R) vs. log(T) plot, which is equal to 0.5. Yet, when a system or a time series is not independent (i.e. not a random BM), (1) cannot be applied, so, Hurst gave the following generalization of (1) which can be used in this case: (2) where (R/S)n is the Rescaled Range statistic measured over a time index n, c is a constant and H the Hurst exponent, which shows how the R/S statistic is scaling with time. log(R/S). log(c)+ H log(n) (3) and H can be estimated as the slope of the log/log plot of (R/S)n vs. n. Step In (4), the k deviations from the subperiod mean have zero mean, hence the last value of the cumulative deviations for each subperiod will always be zero. Due to this, the maximum value of the cumulative deviations will always be greater or equal to zero, while the minimum value will always be less or equal to zero. Hence the range value (the bracketed term in (4)) will always be nonnegative. Normalizing (rescaling) the range is important since it permits diverse phenomena and time periods to be compared, which means that R/S analysis can describe time series with no characteristic scale.
Step 2 The (R/S)n, i.e. the R/S statistic for time length n, is given by the average of the (R/S).
values for all the m contiguous subperiods with length n as:
Step 3 Equation (5) Hence, in most cases, including financial data, the problem is to distinguish between fractal noise and noisy chaos.
R/S analysis provides a very useful tool to solve the above problem since it is extremely robust to both additive and system noise [47] . Noise lowers the H value of a series and obscures the difference, e.g. between a fractional Brownian motion with H=0.70 and a chaotic process which originally has H 0.92 but noise contamination reduces it to 0.70, as well. However, R/S analysis is able to detect, even when noise is present, the existence of cycles in the series and thus to characterize it.
Cycles can either be periodic or non-periodic in the sense that the system has no absolute frequency. Non-periodic cycles can be further divided to statistical cycles and chaotic cycles. Fractal noises exhibit statistical cycles, i.e. cycles with no average cycle length. Actually, they are random cycles of different length due to long-run correlations and randomly changing bias; of the system. On the contrary, deterministic systems like chaotic flows or noisy chaotic processes have chaotic cycles which have an average frequency.
In general, fractal noises will have no discernible cycles, but in practice and in a certain time scale, fractional Brownian motion might exhibit a finite memory effect, which is usually a statistical artifact due to the limited length of the series examined. In this case, fractal noise can be distinguished from a chaotic alternative by examining whether the cycle is independent of the time scale used. Cycles independent of the time scale indicate the (noisy) chaos alternative. Detection of cycles and estimation of their length can be accomplished by the use of the V-statistic [28, 47] defined as: r, (R/s (6) The Vn vs. log(n) plot gives a fiat line for an independent random process and an upwardly sloping curve in the case of persistent series. The existence of a cycle and its length can be discerned (even when noise is present) from the "break-point" in this plot occurring when Vn reaches a peak and then flattens out, an indication that the longmemory process has dissipated.
APPLICATION PROBLEMS
Some problems should be discussed with respect to the application of classic R/S analysis. A first problem is related to the procedure of step described above. In order to create the m subperiods, the series of N-length, should be divided by n (the length of each subperiod) as: m In (7), m should always be an integer, since all the subperiods must have the same length n. Since N is fixed and n is changing, some points should be left out when (7) gives no integer m. Obviously, the number of these "left-out" points depends on the length of the data N, and the divisor n, and in some cases exceeds 30% or more of the total points in the *Abrupt changes in direction due to exogenous events, predictable or not. Hence, this is also a test for non-iid-ness.
Finally, a third problem is related to the sensitivity of R/S analysis to short-term dependence which can lead to unreliable results [3, 4, 20, 30, 31, 41] . Peters [47] According to (9) and (10) , if {Xt} is subject to short-range dependence, the estimator u(q) involves the sums of squared deviations of X and its weighted autocovariances up to lag q. This latter term consists the modification of the original (R/S)N statistic.
This test, unlike classic R/S analysis described above, does not have to rely on subsample analysis.
The test's null is short-term dependence which operationally is defined by Lo as a "strong-mixing" process, a notion due to Rosenblatt [50] in order to derive the asymptotic distribution of Qq.
Lo shows that under certain conditions which place restrictions on the maximal moments, the degree of distributional heterogeneity and the maximal degree of dependence in {Xt}, the statistic Vq-N-(1/2)Qq converges to the range of a "Brownian bridge" on the unit interval, a well defined random variable with mean (rr/2){1/2), variance rr2/ 6-rr/2 and a positively skewed distribution function.
The critical values of the test derived by the asymptotic cumulative distribution function are given in Table I .
The main advantage of the test is that it allows for formal statistical testing and is robust against serial correlation and some forms of non-stationarity. It is specifically designed to distinguish between weakly dependent processes (e.g. ARMA) and strongly dependent processes (e.g. fractionally integrated (ARFIMA) models [18, 23] [49] .
The main disadvantage of the test is that unlike the classic R/S analysis is not able to specify the cycle length of the series tested. There are, in addition, certain shortcomings related to the test "per se". Lo [30] shows that there are forms of short-term dependence violating the assumptions of the test's null. He also reports low power of Hiemstra and Jones [22] find that right-and left-tailed bootstrapped critical values of the modified R/S statistic, fall below their asymptotic counterparts, resulting to higher right-tailed and lower left-tailed rejection rates. According to their analysis, this is due to the test sensitivity to moment condition failure, i.e. to the magnitude of the maximal moment of their series which is less than 4.
Brock and de Lima [8] use Monte Carlo simulation to find also that the sampling distribution of the test is shifted to the left, relatively to the asymptotic distribution.
Another problem is related to the sensitivity of the test to the truncation lag-parameter q in Eq. (8) . Lo [30] employs Monte Carlo simulations to assess the power of the test which declines with increasing q and decreasing sample size. In fact, even for sample sizes of N= 1000, the empirical rejection rates were much lower than nominal sizes for q values exceeding N1/3.
Little is known about the optimal choice of q, although Andrews In Fig. 2(a) and (b) , the log-log plot of the R/S statistic versus time (N-days) and the semi-log plot of the V-statistic respectively show a possible cycle with a length of 870 trading days. The Hurst exponent corresponding to this cycle length is 0.57, a low value indicating noisy series. Indeed, by using bootstrapping to assess the statistical significance of this Hurst estimate, we found that the null hypotheses including the Gaussian random and the random iid alternatives are not rejected since the significance level of the test in both cases was greater than 5%, as Table III shows. This means that the alleged cycle was just a statistical artifact and not a true cycle. The structure of the two series looks the same in terms of R/S analysis as well. The log-log plot of the R/S statistic versus time (N-days) and the semilog plot of the V-statistic in Fig. 4(a) The statistical properties of the series are presented in Table VIII showing, as in the previous cases, deviation from the normal distribution. However, in this case standard deviation of the series is lower, while skewness and kurtosis are much more pronounced. These structural differences are R/S analysis is performed to the filtered series and the log-log plot of the R/S statistic versus time (N-days) and the semi-log plot of the V-statistic are shown in Fig. 6(a) and (b Log(n) Log(n) Table IX show that this estimate is highly significant (at 1% significance level), compared to both the Gaussian and iid random nulls. The third column in Table IX presents the Hurst estimate for the remaining data length i.e. the slope of the R/S curve in Fig. 6(a) after the break point. The remaining step is to investigate whether the cycle that has been found is a true non-periodic cycle compatible with a noisy chaos explanation or a stochastic boundary due to data size compatible with fractional Brownian motion with finite memory. A cycle independent of the sample size is a clear indication towards the first alternative [47] . So, R/S analysis is performed to 5-day and 20-day returns produced from our daily data. Both series were not pre-filtered since no autocorrelation was found. As expected from non-white noise data, the H exponents corresponding to the above cycles (see Table XI ) are increasing with longer sampling intervals, due to the less noisy character of lower frequency data. These cycles are not artifacts since Log(n) the H exponents corresponding to them are highly significant at 1% significance level as Table X! presents. In addition, as in the case of one-day changes, in both the above cases the log/log plot crosses over to a random walk since the H exponents corresponding to the data length after the cycle are not significantly different than those from bootstrapped random shuffles. 16 A. KARYTINOS et al.
IV The FF/GRD Exchange Rate
The statistical properties of the series presented in Table XII , as well as, the time series plot in Fig. 9 , show a close resemblance to the DM/GRD series.
Unlike the DM series no pre-filtering was necessary due to the lack of any significant autocorrelation. However, when R/S analysis was applied, the same 330-trading day cycle appears (see Fig. 10(a) Log(n) Log(n) Log(n) Log(n) 
