Abstract: Electricity price is a key influencer in the electricity market. Electricity market trades by each participant are based on electricity price. The electricity price adjusted with the change in supply and demand relationship can reflect the real value of electricity in the transaction process. However, for the power generating party, bidding strategy determines the level of profit, and the accurate prediction of electricity price could make it possible to determine a more accurate bidding price. This cannot only reduce transaction risk, but also seize opportunities in the electricity market. In order to effectively estimate electricity price, this paper proposes an electricity price forecasting system based on the combination of 2 deep neural networks, the Convolutional Neural Network (CNN) and the Long Short Term Memory (LSTM). In order to compare the overall performance of each algorithm, the Mean Absolute Error (MAE) and Root-Mean-Square error (RMSE) evaluating measures were applied in the experiments of this paper. Experiment results show that compared with other traditional machine learning methods, the prediction performance of the estimating model proposed in this paper is proven to be the best. By combining the CNN and LSTM models, the feasibility and practicality of electricity price prediction is also confirmed in this paper.
Introduction
The marketization of electricity is the product of the continuous development of the current electricity construct, electric energy is one of its most important segments, electricity price is an important factor in the electricity market, it could ensure stable operation of the market, and electricity price forecast has gradually become the focus of attention of scholars from different countries. From the role of the power generating party, the power company could formulate an accurate bidding plan by predicting electricity price, so as to obtain greater profits; from the role of the power purchasing party, users could effectively control power purchase costs by adjusting electricity consumption through predicting electricity price; from the perspective of market regulators, electricity price forecasting can provide a scientific basis for the stable development of the market. Therefore, electricity price forecasting is of great significance in the electricity market. However, although electricity price has a certain periodicity and volatility, there are various factors affecting electricity price. In addition of quantifiable factors such as historical electricity price and historical loads, other time-varying, unquantifiable factors include climate, market needs, etc. All these factors greatly increase the difficulty of electricity price forecasting.
The main goals of this paper include the design of a more accurate electricity price forecasting method, electricity price forecasting performance comparisons between various traditional machine learning algorithms, and the verification of the practicality and feasibility of the electricity price forecasting algorithm proposed by the paper. The arrangement of this paper is as follows: Electricity price forecasting is described in Section 2. Description of the artificial neural network (ANN) is described in Section 3. Performance results of the various different forecasting models are described in Section 4. The conclusion is given in Section 5.
Electricity Price Forecasting
Energy load forecasting is a more familiar term when discussing electric power systems, the research on electricity price forecasting only emerged recently with electricity marketization. When the electricity supply and demand construct had not yet become market-oriented, electricity pricing was determined by government departments, and so electricity price forecasting was not conducted. With the marketization of electricity, electric energy appeared in the form of a commodity. To obtain the greatest benefits, market participants would constantly adjust electricity prices so that it trades in the market based on price-like common commodities. The value of electric power is now reflected in its price, which should be determined by the market. According to market value determination rules, changes in the supply and demand situation determine the constantly changing price of electricity. If electricity prices could be accurately predicted, power system dispatching could be carried out reasonably and effectively according to the price of power, and ensure the safe and reliable operation of the electricity system. Power generators could use electricity price forecasting to assist in the formulation of bidding strategies; power users could rationally arrange production activities according to their own needs and reduce to cost of electricity in production; from this we can see that the research on electricity price forecasting has practical significance. The so-called electricity price forecasting takes into account power cost influencing factors such as the power supply and demand relationship, market participant influences, power generation costs, and market structure; and after applying some known information and mathematical models, explores the causation between historical electricity prices and future prices to predict future cost of energy. The prediction accuracy of future electricity prices should have certain practical significance.
In various different countries, electricity is traded in spot and derivative markets similar to that of a commodity. However, unlike most products, electricity is non-storable, and a stable power system is required to achieve a balance between power supply and demand. Due to the high volatility of electricity price, market participants are constantly exposed to high risks. In addition, many different unforeseeable factors contribute to electricity price adjustments, such as sudden changes in weather conditions, transmission problems in the power system [14] , etc. The main influential factors on electricity prices are presented in Figure 1 . It can be seen that because of the various factors influences electricity prices, there is a certain degree of difficulty in forecasting electricity prices. In order to solve the above problems, this paper proses a hybrid structured deep neural network model to conduct accurate electricity price analysis and forecasting. This model will be explained in detail in the next chapter. Figure 1 . The influence factors of electricity price [15] .
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Artificial Neural Network Model
Inspired by the biological neural network, the artificial neural network (ANN) is a computing system with powerful molding ability that is very popular in the machine learning sector. ANN general architecture includes neurons, weights, and bias.
Multilayer Perceptron and Convolutional Neural Network
Among the various ANN architectures applied in machine learning problems, the Multilayer Perceptron (MLP) [16] is the most commonly used. The MLP is a fully connected artificial neural network architecture. The structure of MLP is shown in Figure 2a . Generally, the MLP is structured with one input layer, one or more hidden layers, and one output layer. The MLP network presented in Figure 2a is the most common MLP structure, which has only one hidden layer. In the MLP, all the neurons of the previous layer are fully connected to the neurons of the next layer. In Figure 2a , x1, x2, x3, ..., x6 are the neurons of the input layer, h1, h2, h3, h4 are the neurons of the hidden layer, and y1, y2, y3, y4 are the neurons of the output layer. When applied to forecast energy load, the input is the past energy load, and the output is the future energy load. In spite of its simple architecture, MLP provides good results in many applications. The most commonly used algorithm for MLP training is the backpropagation algorithm.
Although the MLP is very good in modelling and pattern recognition, the convolutional neural network (CNN) [17] [18] [19] [20] [21] [22] which uses the concept of weight sharing provides better accuracy in highly non-linear problems such as energy load forecasting. The one-dimensional convolution and pooling layer are presented in Figure 2b . The lines in the same color signify the same sharing weight, and sets of the sharing weights can be treated as kernels. After the convolution process, the inputs x1, x2, x3, ..., x6 are transformed to the feature maps c1, c2, c3, c4. The next step in Figure 2b is pooling, wherein the feature map of convolution layer is sampled and its dimension is reduced. For instance, in 4 dimensions exist in the feature map in Figure 2b , after the pooling process the number of dimensions is reduced to 2. The process of pooling is an important procedure to extract the important convolution features. 
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(a) (b) Although the MLP is very good in modelling and pattern recognition, the convolutional neural network (CNN) [17] [18] [19] [20] [21] [22] which uses the concept of weight sharing provides better accuracy in highly non-linear problems such as energy load forecasting. The one-dimensional convolution and pooling layer are presented in Figure 2b . The lines in the same color signify the same sharing weight, and sets of the sharing weights can be treated as kernels. After the convolution process, the inputs x 1 , x 2 , x 3 , ..., x 6 are transformed to the feature maps c 1 , c 2 , c 3 , c 4 . The next step in Figure 2b is pooling, wherein the feature map of convolution layer is sampled and its dimension is reduced. For instance, in 4 dimensions exist in the feature map in Figure 2b , after the pooling process the number of dimensions is reduced to 2. The process of pooling is an important procedure to extract the important convolution features.
Long Short-Term Memory
Another popular forecasting method is the recurrent neural network (RNN). RNN is a class of artificial neural network where connections between units form a directed graph along a sequence, as shown in Figure 3a . This structure allows it to exhibit dynamic temporal behavior for a time sequence. Unlike feedforward neural networks, RNNs can use their internal state to process sequences of inputs. Another popular enhanced form of RNN is Long Short Term Memory network (LSTM) [23] . The LSTM is also a recurrent neural network, which has been used to solve many time sequence problems. The structure of LSTM is shown in Figure 3b , and its operation is illustrated by the following equations:
where x t is the network input, and h t is the output of hidden layer, σ denotes the sigmoidal function, C t is the cell state, and C t denotes the candidate value of the state. In addition, there are three gates in LSTM: W f , W i , W o , and W C are the weights of forget gate, input gate, output gate, and cell, respectively. b f , b i , b o , and b C are the biases of forget gate, input gate, output gate, and cell, respectively. Whether the input information will be reserved or not is decided by input gate, and the forget gate will determine if the information will be dropped or not. The processing state will be recorded in cell, and the output values of LSTM will be delivered by the output gate. Through this clever design mentioned above, LSTM can learn the long term dependencies from the time sequential data. It is the input gate, o t is the output gate, and f t is the forget gate. The LSTM is designed for solving the long-term dependency problem. In general, the LSTM provides good forecasting results. 
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Batch Normalization
However, in the deep neural network training process, many problems may be encountered. For example, because of the numerous number of layers in deep neural network, when there parameter changes in the previous layer, the output of all subsequent layers will be affected, resulting in frequent corrections from time to time, so there may be poor training efficiency. In addition, if the output value of the neuron already exceeds the proper value range of the activation function itself before passing through the activation function, the neuron may malfunction. However, batch normalization [24] is designed to solve the above mentioned problems. Detailed formulas for batch normalization are shown in (7)- (10) .
Here, x i is input value, y i is output value after batch normalization. Where m refers to the mini-batch size, which means that each mini-batch has m inputs. µ B is the total input mean of the same mini-batch. σ 2 B is the input variance of the mini-batch. Next, according to the values of µ B and σ 2 B , we can normalize all x i asx i , and insert (10) as substitute to acquire y i . Among these γ, β are learning parameters. Through the calculation of batch normalization, the neurons in the deep neural network can be fully utilized and training efficiency could be improved.
Hybrid Structured Deep Neural Network
The architecture of the proposed EPNet is shown in Figure 4 . EPNet input is the record of electricity price of the past 24 h, and the output is the electricity price of the next hour. Unlike traditional pure CNN or LSTM architectures, the first half of EPNet is CNN and is used for feature extraction, while the latter half is LSTM forecasting, which analyzes the features extracted from CNN and estimate the electricity price for the next point in time. EPNet includes two 1D convolution layers in the CNN segment, in order to improve training efficiency, batch normalization is added after the second convolution layer of EPNet. In general, ReLU is the more widely used activation function, as shown in (11) .
ReLU The system flow diagram of the proposed EPNet is shown in Figure 5 . In the data preprocessing segment, we first normalize the original dataset, that is to limit the values of all dimentions to the 0 to 1 interval to avoid excess emphasis on a particular dimension during the training process. Next, the normalized data will be split into two parts, the training data and testing data. In order to maintain the fairness of performance evaluation, only training data will be used for training during the training process, and testing data will not be used. After inputting training data into the EPNet, the optimizer will use backpropagation method to adjust the parameters of the EPNet according to the loss value generated. Through various trainings, EPNet forecasting will become more accurate. After EPNet training is complete, we will enter testing data into EPNet and compare the test results with actual data to evaluate the performance of EPNet. The system flow diagram of the proposed EPNet is shown in Figure 5 . In the data preprocessing segment, we first normalize the original dataset, that is to limit the values of all dimentions to the 0 to 1 interval to avoid excess emphasis on a particular dimension during the training process. Next, the normalized data will be split into two parts, the training data and testing data. In order to maintain the fairness of performance evaluation, only training data will be used for training during the training process, and testing data will not be used. After inputting training data into the EPNet, the optimizer will use backpropagation method to adjust the parameters of the EPNet according to the loss value generated. Through various trainings, EPNet forecasting will become more accurate. After EPNet training is complete, we will enter testing data into EPNet and compare the test results with actual data to evaluate the performance of EPNet. 
Experimental Results
This chapter is described in two parts, the data descriptions segment and the experimental results segment. In order to fully demonstrate the performance of the EPNet proposed in this paper, this chapter includes comparisons between Support Vector Machine (SVM) [25] [26] [27] [28] [29] [30] , Random Forest (RF) [31] [32] [33] [34] [35] [36] , Decision Tree (DT) [37] [38] [39] [40] [41] [42] , MLP, CNN and LSTM. Figure 6 is the Electric Power Markets (PJM) Regulation Zone Preliminary Billing Data [43] used in this experiment, this data records the regulation market capacity clearing price of every half hour in 2017. The dataset provided are republished, with permission, from data collected by the Intercontinental Exchange (ICE), which is updated biweekly. Currently, electricity products can be traded at more than two dozen hubs and delivery points in North America. The data posted under EIA's agreement with ICE represent eight major electricity hubs. From the figure, we can see that the spread of the regulation market capacity clearing price has a large range, and sudden peak values sometimes occur, which increases the forecasting difficulty for each algorithm.
In this experiment, we used two evaluation indicators, the mean absolute error (MAE) and the root-mean-square error (RMSE), the formulas of the indicators are shown in (12) and (13) . In order to fully complete the performance test, we selected 10 segments in the database, each segment containing three months' worth of data as training data, and one month's worth of data as testing data. Figure 7 -13 are the forecast results of each algorithm, and Figure 14 shows the comparison of all the algorithms prediction results. From the figure, we can see that SVM performance is slightly weaker in electricity price forecasting, it is unable to grasp the electricity price trend, thus giving highly volatile forecasting results that have almost no matches with the actual data. The performances of DT and RF are slightly better than SVM, they could basically grasp the overall trend of the data, but the error is still quite large, especially with DT, which yields higher miscalculated peak values. If the training is done with basic architectures of MLP, CNN, and LSTM, an almost flat trend is obtained in the forecasting process, the reason being that for MLP, CNN, and LSTM, the electricity price trend is too random to control, so in order to achieve the lowest value of loss during backpropagation, the neural network may estimate the value by averaging, yet this is not the forecast result we want. Among all the methods presented, the best performing algorithm is the one proposed by this paper. Surprisingly, although single MLP, CNN, and LSTM algorithms 
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Conclusions
This paper proposes a deep neural network model (EPNet) which combines the CNN and the LSTM to forecast future electricity price. EPNet predicts the next hour's electricity price based on the prices of the previous 24 h. In this experiment, this paper uses PJM Regulation Zone Preliminary Billing Data to perform model training and performance forecast. The paper categorized data into training data and testing data. Training data is used for the training of the model, and testing data which has never been used in the training process will be used to test the model performance on the MAE and RMSE assessments. The performance of EPNet is also compared to that of SVM, RF, DT, MLP, CNN, and LSTM architectures. According to experiment results, compared to traditional machine learning methods, the EPNet proposed in this paper has been proven to have the best forecasting abilities, and its average MAE and RMSE values are the lowest. The feasibility and practicality of proposing a model which combines CNN with LSTM are also confirmed in this paper. 
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