Abstract-In this paper, we derive the bit error rate and pairwise error probability (PEP) for massive multipleinput multiple-output orthogonal frequency-division multiplexing (MIMO-OFDM) systems for different M-ary modulations based upon the approximate noise distribution after channel equalization. The PEP is used to obtain the upper-bounds for convolutionally coded and turbo coded massive MIMO-OFDM systems for different code generators and receive antennas. In addition, complexity analysis of the log-likelihood ratio (LLR) values is performed using the approximate noise probability density function. The derived LLR computations can be timeconsuming when the number of receive antennas is very large in massive MIMO-OFDM systems. Thus, a reduced complexity approximation is introduced using Newton's interpolation with different polynomial orders and the results are compared with the exact simulations. The Neumann large matrix approximation is used to design the receiver for a zero-forcing equalizer by reducing the number of operations required in calculating the channel matrix inverse. Simulations are used to demonstrate that the results obtained using the derived equations match closely the Monte Carlo simulations.
In addition, employing forward error correction (FEC) coding can further improve the performance of massive MIMO-OFDM systems due to the resulting frequency diversity and increased reliability of the transmitted data signals over K subcarriers and for N users [8] . Improvement in the bit error rate (BER) performance can reduce the number of receive antennas required to design coded massive MIMO-OFDM systems compared to uncoded systems [9] [10] [11] [12] [13] [14] [15] .
To evaluate the performance of coded massive MIMO-OFDM systems time-consuming simulations are required. Thus, upper-bounds are of immense interest due to their ability to predict the performance of such a system. In [16] [17] [18] [19] [20] , the upper-bounds of convolutional codes have been studied for the additive white Gaussian noise (AWGN) and for fading channels including different approximations. The performance of convolutionally coded MIMO systems for the MMSE detector has been derived in [21] using the moment generating function (MGF). In [22] , a tight bound on a bit-interleaved space-time coded modulation (BI-STCM) scheme has been developed for MIMO systems with rate 1/2 convolutional code. Furthermore, the link-level capacity (LLC) and a tight bound have been derived in [23] for a MIMO-BICM system with a zero-forcing equalizer (ZFE) and a fast fading channel.
In [24] and [25] the upper-bound of parallel concatenated codes assuming a uniform interleaver has been determined for turbo coded systems. The authors derived the upper-bound for both block and convolutional concatenated codes for an AWGN channel. In [26] , an average bound has been proposed for the performance of turbo coded systems with correlated and uncorrelated Rayleigh fading channels. Mysore and J. Bajcsy [10] and [27] have proposed an upper-bound for the performance of the turbo coded MIMO system with correlated and uncorrelated Rayleigh, slow-fading channels, and the proposed bound approached the simulation results within 0.2-0.5 dB at a BER of 10 −5 .
In this paper, we focus on two significant technical differences between conventional MIMO-OFDM and massive MIMO-OFDM systems, which can be summarized in the following points:
• The massive number of receiving antennas at the base station, i.e. when N r 10N, has justified the exploitation of the diagonally dominant property of the Gram matrix.
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ This assumption has reduced the complexity of evaluating the ZFE, and hence, the calculation of the noise probability density function (PDF).
• Having massive number of antennas at the base station has made it possible to use the central limit theorem (CLT) to approximate the distribution of the random variable by a Gaussian distribution [28] , [29] . This property is used in this paper as part of proving the independence between the two random variables ζ l,k and λ ν l,k that are the denominator and the numerator of (14) . To the best of our knowledge, no significant results have been presented in previous research works for the upper-bound performance of coded massive MIMO-OFDM systems. Our contributions can be summarized as follows:
• Based on the Neumann matrix inversion method, we derive an approximate PDF for the approximate noise after the ZFE.
• We derive the bit error rate (BER) for uncoded massive MIMO-OFDM systems with M-QAM modulation for frequency-selective, Rayleigh fading channels using the ZFE.
• We derive the pairwise error probability (PEP) for massive MIMO-OFDM systems.
• This PEP is subsequently used to evaluate the upperbounds of the convolutionally coded and turbo coded systems.
• We estimate the complexity required in using the LLR equations based on the approximate noise PDF, and a reduced complexity based approximation is introduced for these LLRs using the Newton polynomial interpolation. The rest of this paper is organized as follows. The system model is presented in Section II, and a brief introduction to the Neumann inversion method with the approximate noise PDF is illustrated in Section III. The BER is derived in Section IV for different modulation schemes, whereas the derivation of the PEP and the upper-bounds for coded MIMO-OFDM systems are presented in Section V for both convolutional and turbo coded systems. The complexity analysis employing the proposed approximation for the derived LLRs using the Newton interpolation is introduced in Section VI. Numerical results are discussed in Section VII, and conclusions are drawn in Section VIII.
Notation: Matrices and vectors are denoted by upper-case and lower-case boldface characters, respectively. The Hermitian transpose of a matrix A and its pseudo-inverse are denoted by A H and A † , respectively. (a) and (a, b) are the complete and the incomplete gamma functions of the variables a and b. Finally, σ 2 w and σ 2 H are the noise and the channel variances, respectively. The subscripts l and n are used as indices for the l-th uplink user and the n-th receive antennas.
II. SYSTEM MODEL In this paper, an uplink coded multi-user (MU) massive MIMO-OFDM system is considered with N r × N antennas as in Figs. 1 and 2 with N r >> N. The terms N and N r are used here to denote the number of users and the number of receive antennas, respectively. Each user has one transmit antenna and their transmissions are assumed to be synchronous, i.e. all users are transmitting and receiving their data at the same time. First, the binary data stream for each user, b l , is generated and encoded to produce the codewords,ĉ l , which are randomly interleaved, c l = (ĉ l ) and modulated using an M-ary quadrature amplitude modulation (M-QAM), i.e.c l = C(c l ), where, and C represent the interleaving and constellation mapping operations, respectively.
After the modulation, the OFDM waveform for each user is individually constructed, i.e. s l = F H d l , where d l is the modulated vector for the l-th user, F ∈ C K ×K is the discrete Fourier transform (DFT) matrix with f m,n =
and K is the block length of the inverse DFT (IDFT) used in the OFDM modulators. To avoid multipath-induced, inter-block interference (IBI) and intersymbol interference (ISI), a cyclic prefix (CP) is inserted at the start of each block to cover the excess delay spread of the channel, that is
where K cp is the length of the cyclic prefix which is selected to be longer than the channel delay spread. The transmitted signals propagate through time-flat, frequency-selective fading channels and are received in the presence of complex zeromean additive white Gaussian noise (AWGN) of variance σ 2 w . This work assumes that the channel state information (CSI) is perfectly available at the receiver side and has been estimated using the methods proposed in [30] [31] [32] [33] [34] . After OFDM demodulation, involving CP removal and the DFT at each of the N r antennas, the received signal vector, r k ∈ C N r ×1 , for the k-th subcarrier can be written as
where H k ∈ C N r ×N is the channel matrix in the frequency domain and w k ∈ C N r ×1 is the DFT of the time-domain AWGN samples. To detect the transmitted information sym- bols, a ZFE can be utilized as follows
where H k † is the ZFE vector that can be obtained using the pseudo-inverse of H k defined as
and G k = H H k H k is the symmetric Gram matrix of the channel. A closer examination of the noise term in (3) reveals that the ZFE operation affects the distribution of the noise, and the Gaussian assumption can not be used to describe its properties as shown in (3) since it is a ratio distribution with Gaussian at the numerator and Rayleigh at the denominator. Therefore, in order to improve the performance of detection, a more accurate noise model is needed. In the next section, we proceed with the derivation of the PDF for the approximate noise. It is also worth noting that the DFT and IDFT operations are performed in practice using their corresponding fast Fourier transform implementations.
III. APPROXIMATE NOISE PDF
For massive matrices, the Gram matrix becomes diagonally dominant [2] , [35] . This property can be exploited to compute the Gram matrix using the Neumann series approximation method to reduce the complexity in calculating the Moore-Penrose pseudo-inverse. In (4), G k is involved in calculating the ZFE and can be decomposed into two matrices, i.e. G d , which is composed only of diagonal elements, and G e = G k − G d , containing only the off-diagonal elements of G k . The Neumann matrix inverse for G k can be given as [35] 
The complexity involved in calculating this inverse will depend on L, which controls the number of terms in the summation of (5). For massive MIMO systems, that is N r 10N , an accurate approximation of G k can be obtained for L = 0 [35] . In this case, the Gram matrix inverse will be reduced to a diagonal matrix inversion, which will simplify the procedure required to find the PDF of G −1 k as illustrated in the next section. As stated previously [36] , the Neumann series approximation can be used to efficiently rewrite (4) in the following form,
Therefore, the noise term in (3) at the output of the ZFE detector becomesw
For the l-th transmit user, the PDF of G d is a Chi-square distribution with 2 N r degrees of freedom and can be given as [37] , [36] 
where,
It is worth noting that the mean of ζ l,k is μ ζ = 2 N r σ 2 H and the variance is σ 2 ζ = 4 N r σ 4 H . The mean squared error (MSE) method which can be calculated as
is used here to calculate the error resulting from the difference between the empirical and theoretical PDF, wherep l,k is the simulation of the PDF for ζ l,k . In addition, the KolmogorovSmirnov (KS) goodness-of-fit test [38] is applied at 5% significance level with the null hypothesis that the two vectors exhibit the same distribution. Fig. 3 a) shows the empirical and theoretical PDF, i.e. (8), for a system with N = 10 and N r = 200 at an SNR of −10 dB demonstrating a very close agreement. In this case, the computed value of the MSE is 9.9176 × 10 −9 and the KS test decision is 0 implying that we can not reject the null hypothesis.
Furthermore, each element, λ l,k of the vector λ k = H H k w k can be given as
therefore, its inphase (I ) and quadrature (Q) components exhibit the following forms, respectively and
As can be seen, λ I l,k , λ Q l,k are the result of a sum of products for 2N r independent Gaussian variables. It was shown in [19] that their distribution can be given as
where ν = {I, Q}. By taking the statistical expectation of (10) and (11), it is straightforward to show that the mean value of
= 0, and its variance can be theoretically computed as
The empirical PDF of λ ν l,k and its theoretical PDF given in (12) demonstrate a very close agreement as shown in Fig. 3 b) . The computed value of MSE is 8.874 × 10 −10 and the KS test decision is 0 implying that the null hypothesis can not be rejected.
Next, the l-th random variable for the approximate noise after the ZFE can be written based on (7) as
The two random variables, λ ν l,k and ζ l,k , are assumed to be statistically independent random variables based on the proof that is provided in Appendix B. Therefore, the joint PDF of ζ l,k and λ ν l,k can be written as follows
By integrating this joint PDF with respect to ζ l,k and substituting λ ν l,k = α ν l,k ζ l,k , the noise PDF can be obtained as
.
The mean value of this PDF is zero and its variance is given as
The details of these derivations can be found in Appendix A.
To verify the accuracy of this PDF, a comparison between the histogram plot of the actual noise PDF and this equation is given in Fig. 3 c) . A close inspection of the figure reveals that the empirical PDF of α ν l,k and its theoretical PDF given in (16) are closely matched. The computed MSE is 2.076 × 10 −5 , while the KS test decision is 0, thus, verifying the validity of the null hypothesis.
Using the PDF in (16) describing the noise characteristics after the ZFE, we proceed to derive the BER, the PEP, and the upper-bounds for the performance of convolutionally coded and turbo coded massive MIMO-OFDM systems.
IV. BIT ERROR RATE (BER)
In this section, we start with the derivation of the BER of 4-QAM scheme and then extend the derivations to include higher QAM constellations.
1) 4-QAM Scheme:
Deriving the BER for the 4-QAM scheme requires the computation of the following integration for the real and imaginary parts [37] , [39] 
The solution for this integration is obtained by substituting (51) and (52), as found in Appendix A, in (16) and integrating (19) , as shown at the top of the next page in two steps with respect to α ν l,k and ζ l,k . First, we integrate with respect to α ν l,k to obtain I 1 , i.e.
The solution for (20) is obtained using [40, eq. (3. 351.
2)]
Similarly, integrating with respect to ζ l,k results in
where η = ( 
Substituting I ν 1 and I ν 2 in (19), results in
N r −n m=0
Now, the probability of correct decision for one symbol of the 4-QAM can be written as
and the symbol error rate (SER) can be written as
After straightforward mathematical manipulations, the BER for the massive MIMO-OFDM systems with 4-QAM scheme can be written as 
2) 4-Pulse Amplitude Modulation (4-PAM) and 16-QAM Modulation:
The BER for higher QAM constellations can be determined using the relationship between the PAM and QAM schemes [37] 
where P M−Q AM s and P √ M−P AM s denote the symbol error rate (SER) for the QAM and PAM modulations, respectively, and P M−Q AM e is the BER for M-QAM. The SER for the 4-PAM can be derived by exploiting the noise distribution in Fig. 4 . For practical SNR ranges, only 6 error events need to be considered that are distributed within 4 equiprobable noise PDFs. Due to symmetry, the SER can be obtained by considering a single error event. The error probability generated by the noise PDF p(|α ν l,k + 3|) can be calculated as
The result of this integration is similar to (18) , hence, the SER for the 4-PAM modulation can be written as
Subsequently, the SER and the BER for 16-QAM can be determined by substituting (31) into (28) and the outcome in (29) . In the next section, the pairwise error probability (PEP), the upper-bound of the convolutionally coded and turbo coded massive MIMO-OFDM systems will be calculated based on the noise distribution in (16).
V. BOUNDS FOR CODED MASSIVE MIMO-OFDM SYSTEMS
In this section, the PEP between any two different code words will be derived based on the noise distribution after
the ZFE shown in (16) . Then, an upper-bound for the convolutionally coded massive MIMO-OFDM systems is obtained by combining this PEP with the error weights listed in [17] and [18] . In addition, an average-bound for turbo coded massive MIMO-OFDM systems is derived using the method introduced in [24] .
A. Pairwise Error Probability
The probability of incorrectly decoding the code word d 2 instead of the code word d 1 is known as the pairwise error probability (PEP). Based on (3) and the noise distribution of (16), the PEP can be written as [41] 
where P d 1 →d 2 is the PEP. Next, we substitute
where d is the Hamming distance of the code, and E c is the coded bit energy. Thus, the PEP can be written as [42] 
The result of this integration can be given as
B. Upper-Bounds for Convolutionally Coded Massive MIMO-OFDM Systems
According to [17] and [18] , the upper-bound for convolutionally coded systems has been shown to have the form
where d is the Hamming distance, d f ree is the minimum Hamming distance that is used to calculate the error correction capability of that code, P d 1 →d 2 (d) is the pairwise error probability and c d is the sum of error events for each d. In this work, the pairwise error probability for the massive MIMO-OFDM systems is obtained in (34) . Thus, the upperbound equation for the coded massive MIMO-OFDM systems can be written as
In Appendix C, the number of error events c d are tabulated for two selected codes with octal generator polynomials (23, 35) 8 and (247, 371) 8 for code rate 1/2, [17] , [18] .
C. Asymptotic Upper-Bounds for Turbo Coded Massive MIMO-OFDM Systems
The excellent performance of turbo codes in wireless communication systems has attracted much attention. However, deriving the bounds for these codes is more complicated than for convolutional codes as they consist typically of two parallel concatenated convolutional codes (PCCC) separated by an interleaver. Serial concatenation is common too. An average-bound has been derived using the inputredundancy weight enumerating function (IRWEF) for the combination of two convolutional codes involved in the construction of the turbo code. First, the conditional weight enumerating function (CWEF) is derived from the transfer function of each code, then an average CWEF (A C p ιj,δ (ω, Z )) is calculated using [24] 
where A C 1 ιδ (ω, Z ) and A C 2 j (ω, Z ) are the CWEFs of the first and the second convolutional codes, denoted C 1 and C 2 , respectively; ω is the Hamming weight of the input information, N ι is the interleaver length, and finally, N ι ω is the binomial distribution of the parameters N ι and ω. Hence, the IRWEF can be obtained using the average CWEF as follows
The average bound of the turbo coded system has the form
where, (34) and D d factors are tabulated in [24] for different interleaver lengths and can be calculated using
where f is the Hamming weight of the parity bits. The symbol A w, f represents the number of code words with Hamming distance d = w + f , that is the sum of the Hamming distances for the information w and reliability f bits. The A w, f values are the coefficients of the IRWEF that is calculated in (38) .
VI. COMPLEXITY CALCULATIONS AND LOG-LIKELIHOOD RATIO (LLR) APPROXIMATIONS
The output of the ZFE in (3) is utilized to calculate the LLR equations required for soft decoding, which are given as
where the subscripts I and Q denote the in-phase and quadrature parts of complex-valued signals, respectively. When the number of receive antennas is relatively high in massive MIMO systems, the LLR calculations using the PDF of (16) will exhibit higher complexity compared to other approximated PDF approaches such as the Gaussian distribution. However, as will be demonstrated in Section VIII, the utilization of the proposed LLRs based on the newly derived PDF results in a significant performance improvement.
On the other hand, a reduced complexity approach can be used to simplify the soft bit calculations evaluated based on this PDF by approximating the LLR values, without affecting the system performance significantly. We use polynomial interpolation to approximate the LLR equations by a low order polynomial [43] , [44] . For 4-QAM, the real and imaginary parts of the received symbols after ZFE are scaled in the range −2.5 to 2.5 with 4 points distributed as {−2.5, −1.25, 1.25, 2.5}. Subsequently, the evaluation procedure starts by calculating the Newton table that will be used to determine the polynomial coefficients. By applying the regression procedure, the equivalent LLR equation for the selected example can be written as
where values of a ρ parameters are listed in Table I and N x is the polynomial order. This equation will reduce the complexity of the exact LLR as shown in Table II , where N x is selected to obtain 1st and 3rd order polynomials. The plot of the actual LLR equation versus (43) is demonstrated in Fig. 5 for both approximated LLRs. The gax py operation denotes a matrix-vector multiplication plus a vector addition of the form y = y + Ax, where y and x are vectors and A is a matrix [45] . It is used here to determine the number of operations required in calculating (16) , (41), (42) and (43) as shown in Table II . The number of operations required to calculate the approximate noise (AN) PDF depends mainly on N r , whereas using the Gaussian PDF in calculating the LLRs is limited to one multiplication which is equivalent to the proposed approximation using the Newton interpolation. The floating point operation (FLOP) counts of the gaxpy approach weighs higher the most nested operations rather than the exact complexity [45] . Based on that, Fig. 6 shows the effect of increasing N r on the total complexity, assuming that the number of flops required to calculate (16) is O(8N 2  r ) , and for the exact LLR is O (16N 2  r ) . The obtained results will be thoroughly discussed in the next section.
VII. NUMERICAL RESULTS
Numerical results are presented in this section to evaluate the performance of the derived formulas. For simulation purposes, the number of receive antennas are selected in the range, , where R is the coding rate, the FFT length is 1024, the CP = 128 and the Universal Mobile Telecommunications Service (UMTS) interleaver size is selected as 1024 to maintain good performance with reduced simulation time. The transmitted signals propagate through time-flat, frequency-selective Rayleigh fading channels with 6 multipath arrivals and a delay spread of maximum 85 samples and are received in the presence of complex zero-mean AWGN of variance σ 2 w . In Section IV, we used the PDF of (16) to derive the BER equation of the massive MIMO-OFDM system with different modulation types. To verify the BER for 4-QAM and 16-QAM using (27) and (29), respectively, the theoretical performance of the massive MIMO-OFDM system is compared with Monte-Carlo simulations using N = 4, 10 and N r = 100, 200 and the obtained performances are illustrated in Figs. 7 and 8 both of which show close match between theory and simulations.
In Section V-B, an upper-bound to the convolutionally coded massive MIMO-OFDM systems has been derived by adding the effect of Hamming distance to the PEP derived in Section V-A and using the error weights derived from the transfer function of the desired convolutional code [17] , [18] . The upper-bound in Figs. 9 and 10 is controlled by the index of c d in Table III which is written as C. For example, when the index of c d is higher than 10 a divergence in upper-bound performance was noticed that tends to be a straight line bounding the simulation. However, reducing this index will result in a tighter bound that depends on the constraint length of the desired convolutional code. For instance the (23, 35) 8 code has an index of 4, while the (247, 371) 8 code has an index of 6. In addition, we have estimated the asymptotic upper-bound of the turbo coded system using the CWEF method described in [24] and [25] . We have used the earlier derived PEP along with the D m factors derived from the IRWEF for the bound to the performance of turbo coded systems when the BER is below 10 −3 , while it is less useful below this value.
Furthermore, using the LLR equations based on the newly derived PDF has improved the BER performance of the turbo coded massive MIMO-OFDM system by 0.8 dB at 10 −4 BER. To reduce the cost of using this LLR, we have used the Newton's interpolation method to rewrite this equation as a linear polynomial of different orders. According to the results shown in Fig. 13 , the first order approximation has successfully matched the BER performance of the derived LLR and reduced the complexity to one multiplication as shown in Table II .
Finally, Fig. 14 demonstrates the reduction in the number of required receive antennas when using the exact LLRs compared to LLRs derived based on the Gaussian assumption as a function of the SNR. Closer observation of the figure shows that to obtain a BER performance of 10 −5 at an SNR of −14.6 dB, we need N r = 400 receive antennas for the exact LLR computations, while the Gaussian based LLRs require N r = 470 antennas to achieve the same performance at N = 10 users. Thus, using error correction with exact LLR computations, a reduction of 70 antenna elements and their corresponding RF chains can be achieved. Furthermore, increasing the number of users from 5 to 10, to 20 results in a reduction of 2.4 and 3.5 dB for the approximate PDF approach respectively. In contrast, for the Gaussian based PDF the degradation is in both cases 3 dB.
VIII. CONCLUSION
In this paper, we have derived the BER for massive MIMO-OFDM systems by deriving and using the approximate noise PDF after the ZFE. The derived BER has been verified using the Monte-Carlo simulations for different number of users and receive antennas and the results have shown close match between the theory and numerical evaluation. Then, the PEP has been derived in Section V-A and used to obtain an upper-bound for convolutionally encoded massive MIMO-OFDM systems. The results have bounded the performance for different error weight values and indices, and the upper-bound performance became very tight for the two selected codes. In addition, the turbo coded system is bounded within 0.15 dB of the Monte-Carlo simulations by using the derived PEP and the D m terms given for the (5, 7) 8 PCCC using 4-QAM scheme. Furthermore, calculating the LLR using the PDF of (16) improved the performance compared to the Gaussian assumption resulting in a reduction of the required number of receive antennas by 70 at an SNR of −14.6 dB. However, this new PDF increased the computational complexity of LLR calculations, thus, increasing the overall receiver complexity. To reduce this complexity and to maintain good performance, we have suggested an equivalent LLR equation with a low complexity design using Newton polynomial interpolation. The performance of this approximated LLR equation showed a close match to the exact LLR with negligible complexity.
APPENDIX A DERIVING THE NOISE PDF

A. Deriving the Gram Matrix Distribution
The Gram matrix G k of the MIMO channel H k can be written as
Each diagonal element has the following form
where the elements ζ n, 2 are real-valued random variables with 2 degrees of freedom. The characteristic function for these random variables can be written in the form [37] 
The distribution for the summation in (45) can be represented as N r convolutions of ζ n,l (k), which means N r multiplications in the frequency domain. The characteristic function and the resulting PDF of (45) can be written as
B. Deriving the Noise PDF
The real and imaginary parts of the noise term in (7) have symmetric PDFs, and hence, we will derive a general equation to represent both parts. 
where A n and β are equal to Now, to find the noise PDF, we must integrate this equation w.r.t ζ l,k as [36] , [46] p(α 
APPENDIX B VERIFICATION OF INDEPENDENCE
To verify that the two random variables λ ν l,k and ζ l,k can be assumed to be independent, the following points will be considered.
First, the central limit theorem (CLT) states that, suppose X 1 , X 2 , . . . X n are i.i.d. random variables with mean μ and variance σ 2 < ∞ and defining
Then, for large n, S n can approximately be considered to be normally distributed with mean μ and variance σ 2 n [28] , [29] . To be more specific, as long as the value n > 10, as stated in [47] the distribution of S n approaches the normal distribution.
As such, since N r ≥ 100, the PDF of the real and imaginary parts of λ l,k = 
where the theoretical values of σ 2 λ , μ ζ , σ 2 ζ are calculated in Section III. Next, based on this large N r assumption, the two Gaussian random variables will be independent if their covariance is zero. Thus, we will proceed to calculate the covariance of ζ l,k and λ ν l,k , c ζ λ , to verify they are independent random variables. c ζ λ is computed as
