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Despite signicant progresses in the eld of music information retrieval (MIR),
grand challenges such as the intention gap and the semantic gap still exist. Inspired
by the current successes in the Brain Computer Interface (BCI), how to utilize
electroencephalography (EEG) signal to solve the problems of MIR is investigated
in this thesis. Two scenarios are discussed respectively: EEG-based music emotion
annotation and EEG-based domain specic music recommendation. The former
project addresses the problem that how to classify music clips to dierent emotion
categories based on audiences' EEG signal when they listen to the music. The
latter project presents an approach to analysis sleep quality from EEG signal as
a component of an EEG-based music recommendation system which recommends
music according to the user's sleep quality.
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With the rapid development of digital music industry, music information retrieval
(MIR) has received much attention in last decades. Over years of development,
however, critical problems still remain, such as the intention gap between users
and systems and the semantic gap between low-level features and high-level music
semantics. These problems signicantly inuence the performance of current MIR
systems.
User feedback plays a important role in Information Retrieval (IR) systems.
It has been presented as an ecient method to improve the performance of IR
system by conducting relevance assessment [1]. This technique is also useful for
MIR systems. Recently, physiological signal was presented to be new approach
1
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to continuously collects reliable information from users without interrupt towards
them [2]. However, physiological signals have received few attentions in the MIR
community.
For the last two years, I have been conducting research about Electroencephalog-
raphy (EEG) signal analysis and its applications in MIR. My decision to choose
this topic is also inspired by the successful stories of Brain Computer Interface
(BCI) [3]. Two years ago, I was surprised by the amazing applications of BCI
technology such as P300 speller [4], and motor-imaginary-controlled robot [5], etc.
At that time I came up the idea that utilizing EEG signal in traditional MIR sys-
tems. I have been trying to nd a scenario where EEG signal can be integrated
in a MIR system. So far two projects have been conducted: EEG-based musical
emotion recognition and EEG-assisted music recommendation system.
The rst project is musical emotion recognition from audience's EEG feedback.
Music emotion recognition is an important but challenging task in music infor-
mation retrieval. Due to the well-known semantic gap problem, musical emotion
cannot be accurately recognized from the low level features extracted from music
items. Consequently I try to recognize musical emotion from Audience's EEG sig-
nal instead of music item. An online system was built to demonstrate this concept.
Audience's EEG signal is captured when s/he listens to the music items. Then
Alpha frontal power feature is extracted from EEG signal. A SVM classier is used
to classify each music items in three musical emotions: happy, sad, and peaceful.
In the second project, an EEG-assisted music recommendation system is pro-
posed. This work addresses a healthcare scenario, music therapy, that utilizing
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music to heal people who suer from sleep disorders. Music therapy research has
indicated that music does have benecial eects on sleep. During the process of
music therapy, people are asked to listen to a list of music, which is pre-selected
by music therapist. In spite of its clear benets towards sleep quality, current
approach is dicult to be widely used because it is a time consuming task for
music therapist to produce a personalized music list. Based on this observation,
an EEG-assisted music recommendation system was proposed, which automati-
cally recommends music for user according to his sleep quality estimated from
EEG signal. As the rst attempt, how to measure sleep quality from EEG signal
is investigated. This work was recently selected for poster presentation in ACM
Multimedia 2010.
1.2 Organization of the Thesis
The thesis is organized as follows. EEG-based Music Emotion Annotation System
is presented in detail in Chapter 2. Chapter 3 discuss the EEG-assisted music rec-





Like genre and culture, emotion is one important factor of music which has at-
tracted much attention in MIR community. Musical emotion recognition is usually
regarded as a classication problem in earlier studies. To recognize the emotion
of one music clip, low-level features are extracted and fed into a classier which
is trained based on labeled music clips [6], as presented in Figure 2.1. Due to the
semantic gap problem, low-level features, such as MFCC, cannot reliably describe
the high level factors of music. In this chapter I explore an alternative approach
which recognizes music emotion from human's physiological signal instead of low-
4
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Figure 2.1: Recognize Musical Emotion from Acoustic Features of Music
Figure 2.2: Recognize Musical Emotion from Audience's EEG Signal
level feature of music item, as described in Figure 2.2.
A physiology-based music emotion annotation approach is investigated in this
part. The research problem is how to recognize human's perceptive emotion from
physiology signal while he or she listen to emotional music. As human emotion
detection was rst emphasized in the aective computing community [7], we briey
introduce aective computing in Chapter 2.2. A survey about emotion detection
from physiology signal is given in Chapter 2.3. Our research prototype, a online
music-evoked emotion detection system, is presented in Chapter 2.4. The challenge
and perspective are discussed in Chapter 2.5.
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2.2 Emotion Recognition in Aective Comput-
ing
Emotion is regarded as a complex mental and physiological state associated with a
large amount of feeling and thought. When human communicate with each other,
their behavior considerably depends on their emotion state. Dierent emotion
states, happy, sad and disgust always inuence the decision of human and the
eciency of the communication. To eciently cooperate with others, people need
to take account of this subjective factor of human, the emotion. For example, a
salesman talks with many people every day. To promote his product, he has to
adjust his communication strategy in accordance with the respondent emotion of
consumers. The implication is clear to all of us: emotion plays a key role in our
daily communication.
Since human is subject to their emotion states, the eciency of communication
between human and machine is also aected by the user's emotion. Obviously it
is benecial that if the machine can response dierently according to the user's
emotion, as what a salesman has to do. There is no doubt that taking account
of human emotion can considerably improve the performance for human machine
interaction [7, 8, 9]. But so far few emotion-sensitive systems have been built. The
problem behind this is that emotion is generated by the mental activity which is
hidden in our brain. Because of the ambiguous denition of emotion, it is dicult
to recognize emotion uctuation accurately. Since automated recognition of human
emotion has a big impact and implies a lot of applications in Human Computer
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Interaction, it has attracted a large body of attention from researcher in computer
science, psychology, and neuroscience.
There are two main approaches to recognize the emotion: Physiology-based
Emotion Recognition and Facial&Vocal-based Emotion Recognition. On
the one hand, some researchers have obtained many results to detect emotion from
facial image, human voice [10]. These face and voice signals, however, depends on
human explicit and deliberately expression of emotion [11]. With the advances
in sensor technology, on the other hand, physiological signal are introduced to
recognize the emotion. Since emotion is results of human intelligence, it is believed
that emotion can be recognized from physiology signal, which is generated by
human nervous system, the source of human Intelligence [12]. In contrast with
face and voice, the main advantage of physiology approach is that emotion can
be analyzed from physiological signal without subject's deliberately expression of
emotion.
2.3 Physiology-based Emotion Recognition
Current approaches of physiology-based emotion detection are investigated in this
part. As discussed in Chapter 2.3.1, an typical emotion detection system consists
of four components, emotion induction, data acquisition, feature extraction, and
classication. The methods and algorithms employed in these components are
respectively summarized in Chapter 2.3.2, Chapter 2.3.3, and Chapter 2.3.4.
Chapter 2 EEG-based Music Emotion Annotation System 8
Figure 2.3: System Architecture
2.3.1 General Structure
To detect emotion states from physiological signal, the general approach can be
summarized as the answers for four questions as follow:
a. What emotion states are going to be detected?
b. What stimuli are used to evoke the specic emotion states?
c. What physiological signals are collected while the subject obtains the
stimuli?
d. Given the signals, how to extract feature vector and do the classi-
cation?
As described in Figure 2.3, a typical physiology-based emotion recognition system
consists of four components: emotion induction module; data acquisition module;
feature extraction & classication module. Each component addresses one question
as given above.
Emotion induction component is responsible to evoke the specic emotion by
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using the emotional stimuli. For example, emotion induction components may play
back peaceful music or display a picture of trac accident to help the subject to
reach the specic emotion stage.
While the subjects obtain the stimuli, data acquisition model keep on collecting
the signal from subject. The sensors attached on subject's body are used to collect
physiological signal during the experiment. Dierent kind of sensor is used to
collect the specic physiological signals such as Electroencephalography (EEG),
Electromyogram (EMG), Skin conductivity response (SCR), and Blood Volume
Pressure (BVP) etc. For example to collect the EEG signal, the subject is usually
required to wear an electrode caps in the experiment.
After several runs of experiment, many physiological signal fragments can be
collected to build a signal data set. Given such a data set, the feature extraction
and classication component is applied to classify EEG segment into dierent
emotion categories. First the data set is divided into two parts: training set and
testing set. Then the classier is built based on the training data set.
2.3.2 Emotion Induction
Emotion can be categorized into several basic states such as fearful, angry, sad,
disgust, happy, and surprise [13]. To recognize emotion states, the emotion have
to be dene clearly in the beginning. The categorization of emotion varies in
dierent papers. In our system, we recognize three emotion stages: sad, happy,
and peaceful.
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Once the emotion categorization is dened, another problem arises: how to
induce the subject to obtain the specic emotion states. Currently, the popular
solution is to provide some emotional cues to help the subject experience the emo-
tion. Many stimuli are presented for such purpose, such as sound clips, music
item, picture and even movie clips. These stimuli can be categorized into four
main types:
a. Subject obtain the emotion by imagine.
b. Visual stimuli.
c. Audition stimuli.
d. Combination of visual and audition stimuli.
The emotion and stimuli presented in earlier papers are summarized in Table
2.1.
2.3.3 Data Acquisition
The human nervous system can be divided into two parts: the Central Nervous
System (CNS) and the Peripheral Nervous System (PNS). As described in
Figure 2.4, CNS contains the majority of the nervous system and consists of brain
and spinal cord. PNS extends the CNS and connect the CNS to the limbs and
other organs. Human nervous system is the source of physiological signal, and thus
physiology signals can be categorized into two categories: CNS-generated signals
and PNS-generated signals. The details of those two kinds of physiology signals
are discussed in the following part.
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Table 2.1: Targeted Emotion and Associated Stimuli
Categorization of Emotion Stimuli to Evoke Emotion Authors
Disgust, Happiness, Neutral Images from International Aec-
tive Picture System (IAPS)
[14], [15]
Disgust, Happiness, Neutral (1)Images (2)Self-induced Emo-
tion (3)Computer Game
[16]
Positive Valence v.s. High
Arousal; Positive Valence
v.s. Low Arousal; Negative
Valence v.s. High Arousal;
Negative Valence v.s. Low
Arousal;
(1)Self-induced Emotion by imag-
ining past experience (2)Images
from IAPS (3)Sound clips from
IADS (4)the Combination of
above Stimuli
[17]
Joy, Anger, Sadness, Plea-
sure
Music selected from Oscar's
movie soundtracks
[18], [19], [20]
No Emotion, Anger, Hate,
Grief, Rove, Romantic
Love, Joy, Reverence
Self-induced Emotion [21], [22], [23],
[24]
Joy, Anger, Sadness, Plea-
sure
Music selected by subjects [25], [26], [27],
[28], [29]
Amusement, Contentment,
Disgust, Fear, No emotion
(Neutrality), Sadness
Images from IAPS [30]
5 emotions on two emo-
tional dimensions, valence
and arousal
Images from IAPS [31]
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Figure 2.4: Human Nervous System
[32]
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Electromyogram (EMG) is the electric signal generated by muscle cells when
these cells are active or at rest. The EMG potential usually ranges from 50 mV to
30 mV. The typical frequency of EMG is about 7-20 Hz. Because face activity is
abundant and indicates human emotion, some researchers capture the EMG signal
from farcical muscle, and employ it in the emotion detection system [33].
Skin conductivity response (SCR) / Galvanic Skin Response (GSR) is
one of the most well studied physiological signals. It describes the change of levels
of sweat in the sweat glands. SCR is generated by sympathetic nervous system
(SNS) which is part of peripheral nervous system. Since SNS always becomes
active while the human feel stress, SCR is also related with the emotion.
Blood Volume Pressure (BVP) is the indicator of blood aw, it measure the
force of blood pushing against blood vessel. BVP is measured by a unit called
Mm Hg (millimeters of mercury). Each time the heart pumps blood in the blood
vessel, resulting in a peak in BVP signal. Heart rate (HR) signal can be extracted
from BVP easily. BVP is also inuenced by emotions and stress. Active feeling
such as anger, fear or happiness always increases the value of BVP signal.
Electroencephalography (EEG), the electric signal generated by neuron cells
can be captured by placing electrodes on the scalp, as described in Figure 2.5.
It has been proven that the dierence of spectral power between left and right
brain hemispheres is an indicator of the uctuations in emotions [34]. Specically,
pleasant music causes a decrease in left frontal alpha power, whereas unpleasant
music elicits a decline of right frontal alpha power. Based on this phenomenon,
one feature called Asymmetric Frontal Alpha Power is extracted from EEG to
Chapter 2 EEG-based Music Emotion Annotation System 14














(1)Blood volume pulse (2)EMG (3)Skin
Conductance Response (4)Skin Temperature
(5)Respiration
[30]
(1)EEG (2)GSR (3)Blood pressure (4)Respi-
ration (5)Temperature
[15]
(1)Video recording (2)fNIRS (3)EEG
(4)GSR (5)Blood pressure (6)Respiration
[14]
(1)EEG (2)GSR (3)Respiration (4)BVP
(5)Finger temperature
[16]
recognize the emotion [35, 36, 37].
In spite of the physiological signals discussed above, Temperature of skin,
Respiration, and functional Near-Infrared Spectroscopy (fNIRS) are also
used to detect the emotion. The varieties of physiological signals, which are em-
ployed to detect emotion states in earlier works, are summarized in Table 2.2.
2.3.4 Feature Extraction and Classication
To decode the emotion from physiological signals, many features have been pre-
sented. Two popular features are spectral density in frequency domain and statis-
tical information in time domain.
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(a) EEG Electrode Cap and EEG Amplier
(b) Experiment conducted on Zhao
Wei
(c) Experiment conducted on Yi Yu
(d) Experiment conducted on Zhao Yang
Figure 2.5: EEG signal Acquisition Experiments
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EEG signals are usually divided into 5 frequency bands: delta (1-3 Hz), theta
(4-7 Hz), alpha (8-13 Hz), beta (14-30 Hz), and gamma (31-50 Hz). One common
feature of EEG is the average spectral density on specic frequency band. Fur-
thermore, subtract between dierent channel and ratio of dierent bands is also
used as feature vectors.
Besides, the signals generated by PNS just cover a small range of frequency
band. Consequently, the signal such as blood pressure, respiration, and skin con-
ductivity cannot be divided into several frequency bands. Usually time-domain-
based features are extracted from these signals, such as peak rate, statistical mean,
and variance.
The extracted feature and classication algorithms used in previous papers are
summarized in Table 2.3.
2.4 A Real-Time Music-evoked Emotion Detec-
tion System
2.4.1 Introduction
Advances in sensor and computing technologies have made it possible to capture
and analyze human physiological signals in dierent applications. These capabil-
ities unpack a new scenario wherein the subject's emotions evoked by external
stimuli such as music can be detected and visualized in real-time. Two approaches
Chapter 2 EEG-based Music Emotion Annotation System 17
Table 2.3: Extracted Feature and Classication Algorithm
Features Classication Authors
(1)averaged spectral power of 6 frequency
bands (2)wavelet coecients (CWT) of
heart rate (3)the mean, variance, mini-





To select the best feature, several meth-
ods are applied: (1)lter (ANOVA, Fisher







based on three EEG channels, Fpz and
F3/F4, following feature are extracted:
(1)alpha, beta, alpha and beta, beta/al-
pha power (2)beta power / alpha power




(1)the means of raw signal; (2)the stan-
dard deviation of the raw signal; (3)the
means of the absolute values of the rst
dierences of the raw signals; (4)the
means of the absolute values of the rst
dierences of the normalized signal; (5)the
means of the absolute values of the second
dierences of the raw signal; (6)the means
of the absolute value of the second dier-
ence of the normalized signal.
Sequential Floating Forward
Search (SFFS) is used to select
the best features from feature
space. Finally, three strategies
are presented to do the clas-
sication task: (1)Sequential
oating forward search (SFFS)
feature selection with K-NN;
(2)Fisher Projection (FP) with




Eleven feature extracted from signal (1)Fisher projection matrix
(2)SFFS (3)K-NN
[23]
Many methods are investigated to nd the
best features from feature space: (1)analy-
sis of variance (ANOVA) (2)sequential for-
ward selection (SFS) (3)sequential back-



















(1)asymmetry frontal alpha power over
12 EEG electrode pairs (2)spectral power
density of 24 EEG channels
SVM [19]
(1)asymmetry frontal alpha power over
12 EEG electrode pairs (2)spectral power
density of 24 EEG channels
hierarchical SVM [20]
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have been identied to make use of these physiological signals in multimedia sys-
tems. First, physiological signals can be visualized continuously while the subject
interacts with a multimedia system. Second, the physiological signals can be used
as a control message in applications such as game. Our system is designed to com-
bine these two approaches and to demonstrate an application scenario of real-time
emotion detection. EEG signals generated as a response to the musical stimuli are
captured to detect the subject emotion states. This information is then used to
control a simple emotion-based music game. While the subject plays the music
game, his EEG is visualized on a 3D head model which serves as a synchronized
feedback for monitoring the subject. In such a case, our system provides a real-time
tool to monitor the subject and can serve as a useful input for music therapists,
for example.
2.4.2 System Architecture
The proposed system is shown in Figure 2.6 which shows how the four modules
are connected. The data acquisition and analysis modules together constitute the
music-evoked emotion detection subsystem.
Before providing the stimuli to evoke the subject's emotion, the subject is asked
to wear an electrode cap which consists of 40 electrode channels. Each channel
captures EEG signals continuously. To perform real-time analysis, the EEG signals
are collected by the signal acquisition module. The module buers the continuous
signals and feeds them as smaller EEG segments of 1s in duration, into the analysis
module. The analysis module calculates the spectral power density and the frontal
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Figure 2.6: Physiology-based Music-evoked Emotion Detection System
alpha power feature from each EEG segment. The frontal alpha power feature is
discussed in details in following paragraphs.
Using these features followed by a SVM classier, subject emotions are classied
into three states: happy, sad and peaceful. Finally, the classication result is sent
to the music game module to drive the game and the spectral powers of each
channel and emotions are fed into the 3D module for visualization.
Data Acquisition Module
To capture EEG signals, we have used products of NeuroScan, Quik-Caps and
NuAmps. Quik-Caps consist of 40 electrodes located on the head of the subject,
in accordance with the 10-20 system standards [38]. The electrical signals captured
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by the electrodes are amplied by NuAmps. The sampling rate of the EEG signal
is 500 Hz. Since the eective frequency range of EEG is from 1 to 50 Hz, the
EEG signals are rst band-pass ltered to retain only components between 1 and
200 Hz. The ltered EEG signals are continuously sent from the data acquisition
module to the analysis module.
Frontal Alpha Power Feature
The analysis module consists of two main components: feature extraction and
classication. To detect the music-evoked emotion from EEG, we have used the
asymmetry features commonly used in the physiological community [39]. It has
been proven that the dierence of spectral power between left and right brain
hemispheres is an indicator of the uctuations in emotions. Specically, pleasant
music causes a decrease in left frontal alpha power, whereas unpleasant music elic-
its a decline of right frontal alpha power [40]. In comparison to most existing BCI
systems, we have not used any artifact rejection/removal method in our system.
The rationale is that artifacts usually have very similar eects on both the elec-
trodes, which are symmetrically located on two hemispheres. Asymmetric features
are subtractions between symmetric electrode pairs thus compensating artifacts
caused by eye blinking for example [40]. Since 8 selected electrodes are symmet-
rically located on frontal lobe in our electrode cap, 4 pairs of electrodes can be
used to calculate the asymmetry features: Fp1-Fp2, F7-F8, F3-F4 and FC3-FC4.
The position of these 8 electrodes is illustrated in the Figure 2.7. EEG signals are
usually divided into 5 frequency bands: delta (1-3 Hz), theta (4-7 Hz), alpha (8-13
Hz), beta (14-30 Hz) and gamma (31-50 Hz). The averaged dierential spectral
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Figure 2.7: Electrode Position in the 10/20 International System
power over the alpha band is calculated as a feature from each electrode pair.
The dimension of the resulting feature vector is 4. Using this asymmetric feature
vector, emotion detection becomes a multi-class classication problem.
SVM Classier
In the beginning of the music game, the subject is required to listen to 3 music
clips associated with 3 emotion states (happy, sad and peaceful). The evoked EEG
features are used as training data to build an SVM model. This model is then used
to predict the emotion state of the incoming EEG features in real-time. Libsvm
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Figure 2.8: Feature Extraction and Classication Module
was used to implement the training and prediction [41]. Four-dimension feature
is extracted from each 1-second EEG segment. Existing kernels in the Libsvm
package are used to conduct the experiment. The classier is trained based on a
6-minute EEG recording, which covers each emotion for 2 minutes.
We noticed other oine emotion classication systems (e.g. [42]) using much
higher dimension of feature vectors. Unfortunately, those oine systems cannot
be simply extended to a real-time system with acceptable performance. To reduce
the duration between training data collection and real-time prediction, we have
implemented a simple GUI (see Figure 2.8) to make the training process more
convenient and ecient. This has mitigated the performance degradation of the
real-time system, although it cannot solve the problem completely.
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Figure 2.9: Music Game Module
Music Game Module
As in Figure 2.9, the game module has two main functions: to playback music
for evoking the required emotion state and to visualize emotion states transition
in real-time. The interface of the game is simple yet functional. This module,
however, needs to be improved for real life applications, such as music therapy.
3D Visualization Module
As Figure 2.10, the 3D visualization module displays the spectral power of each
EEG channel with dierent colors on a 3D head model which adopted and modied
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from an open source project, Tempo [43].
The spectral energy changes of each EEG channels are displayed with dierent
colors on a 3D head model. We believe that 3D visualization is more intuitive to
human beings and this could be a useful feedback to experiment conductors. Since
visual patterns are friendlier to human eyes than the decimal numbers, an intuitive
illustration of the EEG changes can also be gained.
By observing the classication results and the EEG energy visualized in the
3D module, we can monitor the performance of the proposed approach during
the whole experiment. For example, the classier might produce a wrong label
after the subject move head slightly. Therefore, which events might inuence the
accuracy of proposed system can be distinguished. This kind of information could
be useful to improve the proposed system in the future work.
2.4.3 Demonstration
We proposed a research prototype to detect music-evoked emotion states in real-
time using EEG signals synchronized with two visualization modules. We also
show its potential applications such as music therapy. As a start of the project,
we have re-implemented an oine system described in [42] and have achieved an
accuracy of up to 93% based on k-fold cross-validation, which is similar to the
reported performance.
However, the accuracy drops to randomly guess (about 35% in 3-class classi-
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Figure 2.10: 3D Visualization Module
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cation) in online prediction.
The original oine system employs a 60-dimension feature extracted from whole
head area. We have then modied the approach by extracting features only from
the frontal lobe. Therefore, a 4-dimentions feature is extracted from 8 EEG chan-
nels of frontal lobe, as described in the Figure 2.7.
With the reduced features, we have managed to improve the prediction accuracy
based on our preliminary evaluations, which is discussed in details in Chapter 2.5.
2.5 Current Challenges and Perspective
Many papers have been published to recognize emotion from physiological signals.
To the best of our knowledge, no one has succeeded to extend their algorithm
into practical application. Although the accuracy of emotion recognition comes
up to 90% in the experiment of cross-validation, few works can obtain acceptable
accuracy in prediction. Based on the results in our experiment, the accuracy of
emotion recognition varies considerable under dierent validation strategy such as
prediction, k-fold cross-validation, and one-leave-out cross-validation.
In our preliminary work described in Chapter 2.4, to detect emotion from EEG,
asymmetric frontal alpha power features are extracted from 8 EEG channel.
These feature vectors are fed into a SVM classier to do 3-class classication.
Under cross-validation, the accuracy can come up to 90%, however the accuracy
drops to randomly guess (35%) in the prediction. The exceedingly dierence be-
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tween accuracy associated with prediction and cross-validation implies that the
cross-validation might not be used correctly.
EEG signal has consistency in a short time period, thus results in the high
similarity between the feature vectors extracted from neighboring EEG segments.
Meanwhile, the soundness of k-fold cross-validation is partially based on the inde-
pendency between feature vectors. Consequently, the dependency between frontal
alpha power feature results in a considerable distortion in the k-fold cross-validation
(randomly select feature vector) where training feature vectors and testing feature
vectors are extracted from neighboring EEG segments.
Another issue which might inuence the accuracy is the ground truth problem.
This is equivalent to how to guarantee the subject obtain the specic emotion
during experiment. Actually, many stimuli are introduced to help the subject to
experience the emotion. For example, music from terrible movie, sound clips such
as baby laughing, and picture of car accident are used as stimuli. However, no
matter how strong stimuli we used to evoke the emotion, it is still impossible to
verify the subject obtain the emotion indeed.
In addition, current systems do not considerate the dierence caused by stimuli.
Many researchers use the similar methods to detect the emotion which is evoked by
dierent stimuli. Dierent stimulus, audition or visual will induce signal in dierent
brain area, and evoke the emotion in dierent way. More attention should be focus
on how the motion generated in our brain, and what is the dierence between the
emotion stages evoked by dierent stimuli such as happy image and happy music.
Further eort need to employ this knowledge to improve the accuracy of emotion
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detection from physiological signal.
Furthermore, since physiological signal is quite ambiguous, more attention needs
to be focused on how to extract feature from these ambiguous signal. Unfortu-
nately, unlike facial image or human voice, there is no a gold standard to verify
which pattern of physiological signal is good or bad.
To conclude, how to accurately recognize human emotion from physiology sig-
nals and employ this technique to annotate music emotion is still an open problem.
Chapter 3
Automatic Sleep Scoring using
EEG Signal-First Step Towards a
Domain Specic Music
Recommendation System
With the rapid pace of modern life, millions of people suer from sleep problems.
Music therapy, as a non-medication approach to mitigating sleep problems, has
attracted increasing attention recently. However the adaptability of music ther-
apy is limited by the time-consuming task of choosing suitable music for users.
Inspired by this observation, we discuss the concept of a domain specic music
recommendation system, which automatically recommends music for users accord-
ing to their sleep quality. The proposed system requires multidisciplinary eorts
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including automated sleep quality measurement and content-based music similar-
ity measure. As a rst step towards the proposed recommendation system, I focus
on the automated sleep quality measurement in this Chapter. A literature survey
about content-based music similarity measurement is given in Chapter 4.1.
To measure sleep quality, standard Polysomnography (PSG) approach require
various signals such as EEG, ECG and EMG etc. Although satisfactory accuracy
can be obtained based on analysis of multiple signals, those systems might make
subjects feel uncomfortable because they are asked to wear many sensors to collect
the signals during sleep. The situation become evenly worse especially for the
home-based health-care applications in which users' experience is relatively more
important than systems' accuracy. To improve users' experience, it become a
important problem how to measure sleep quality from few signals while reasonable
accuracy still can be achieved.
Motivated by this, an EEG-based approach is proposed to measure user's sleep
quality. The advantages of the proposed approach over standard PSG method are:
1) it measures sleep quality by recognizing three sleep categories rather than six
sleep stages, thus higher accuracy can be expected; 2) three sleep categories are
recognized by analyzing Electroencephalography (EEG) signal only, so the user
experience is improved because he is attached with fewer sensors during sleep.
Based on the experiments conducted over standard data set, the proposed ap-
proach achieves high accuracy and hence shows promising potential for the music
recommendation system.
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3.1 Introduction
People spend about one-third of their whole life on sleep. Although it is still an
open question why human need sleep, there is no doubt that sleep is necessary to
maintain our overall health. Deciency of good sleep could result in severe physical
and mental eects such as fatigue, tiredness, and depression.
Nowadays millions of people are aected by sleep problems, many of whom
remain undiagnosed. Although various medicines were developed to cure sleep
problems, medicines are not recommended to use because of their negative side
eects. At present music therapy oers an alternative healing method, which
improves sleep quality by playing back music at bed time. With its development
in 2000s, music therapy research has indicated that music does have benecial
eects on sleep for children [44], young people [45] and older adults [46].
During the process of music therapy, people are asked to listen to a list of music,
which is pre-selected by a music therapist. In spite of its clear benets towards
sleep quality, current approach is dicult to be widely used because it is a time
consuming task for music therapist to produce a personalized music list. Based on
this observation, a domain specic music recommendation system is introduced to
automatically recommends music for user according to his sleep quality.
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Figure 3.1: Physiology-based Music Rating Component
3.1.1 Music Recommendation according to Sleep Quality
The proposed recommendation system consists of two main components: EEG-
based music rating and content-based music recommendation. After music
is played back at bed time, the former component will monitor user's sleep quality.
Music items will be rated according to user's sleep quality, as gure 3.1 shows.
It is our contention that similar music pieces share the similar inuence towards
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sleep quality. The music items associated with good sleep quality are used as
queries in the music recommendation component. The music which are similar to
the query items will be recommended to the user by conducting music similarity
analysis, as illustrated in gure 4.1. As the rst step towards the proposed recom-
mendation system, in this thesis, I focus on automated sleep quality measurement
which is the major task in the physiology-based music rating component.
3.1.2 Normal Sleep Physiology
According to current sleep analysis standard [47], normal sleep physiology consists
of Non Rapid Eye Movement (NREM) and Rapid Eye Movement (REM). NREM
is subdivided into four stages: stages 1 (S1), stage 2 (S2), stage 3 (S3) and stage 4
(S4). S3 and S4 are also called deep sleep. A healthy person will experience about
5 complete sleep cycles per night. [48]. S1 is the rst stage in a sleep cycle. S2 is
the second stage. Then S3 and S4 will occur in the cycle consecutively. After the
completion of four stages of NREM, these four stages will reverse rapidly and then
followed by REM, as Figure 3.2 shows.
Given the sleep cycles over night, three main parameters can be calculated to
measure sleep quality: sleep latency, sleep eciency and percentage of deep sleep.
Specically, sleep latency is the time that it takes to nish the transition from
wakefulness to the rst sleep stage. Sleep eciency is the ratio of time spent
asleep to the time spent in bed. Percentage of deep sleep is the ratio of deep
sleep to the all sleep stages. To calculate these parameters, we do not need to
recognize every sleep stages in sleep cycles. It is enough if three sleep categories
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Figure 3.2: Typical Sleep Cycles
can be distinguished: wakefulness, deep sleep (S3,S4), and other sleep stages
(S1,S2,REM). Consequently, the problem of sleep quality measurement is converted
into how to recognize these three sleep categories.
3.1.3 Paper Objectives
Now Polysomnography (PSG) technique is widely used in hospital to monitor
patients' sleep cycles. First developed in 1960s [49], this method, also known
as sleep scoring, has become a golden standard in sleep studies. While users
are sleeping, three physiological signals are monitored: Electroencephalography
(EEG), Electrooculography (EOG), and Electromyography (EMG). Based on the
analysis of these three signals, six sleep stages can be recognized by human expert:
wakefulness, S1, S2, S3, S4 and RAM [50]. These stages are scored based on
30-second epoch.
The standard PSG approach utilizes 9 sensors to monitor the required signals:
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EEG, EOG and EMG [51]. Although satisfactory accuracy can be obtained based
on analysis of multiple signals, standard PSG systems might make subjects feel
uncomfortable because they are asked to wear many sensors to collect the signals
during sleep, as described in Figure 3.3. The situation become evenly worse es-
pecially for the home-based health-care applications in which users' experience is
relatively more important than systems' accuracy. To improve the user experi-
ence, we use fewer signal channels to recognize sleep stages. As discussed above,
to calculate sleep quality parameters, we just need to recognize three categories:
wakefulness, deep sleep and other stages. On the account of the fact that EOG
and EMG are mainly used to distinguish between REM and S1, these two signals
may not contribute much in the calculation of sleep quality. Consequently, we
recognize the three sleep categories from EEG signal only.
3.1.4 Organization of the Thesis
Based on the analysis of current PSG techniques in Section 3.2, we proposed to
recognize the three sleep categories from EEG signal only. The details of our
approach is presented in Section 3.3. Section 3.4 discuses the experiment results.
Conclusions are given in Section 3.5.
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(a) PSG experiment for Adults [52]
(b) PSG experiment for Children [53]
Figure 3.3: Traditional PSG system with Three Physiological Signals
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3.2 Literature review
3.2.1 Manual PSG analysis
In 1968, Rechtschaen and Kales rst proposed a standard method, which called
R&K scoring system [49], to recognize human's sleep stages by manual. Over 40
years of development, the manual scoring system has been modied and improved
[54, 55, 56], especially for the recording procedure [51], signal amplier [57] and
artifact issue [58]. Actually R&K method is still the most popular approach in
clinic practice, nowadays.
3.2.2 Computerized PSG Analysis
Intense research has been conducted on computerized PSG analysis, that is how
to automated recognize sleep stages from physiological signals. Two nice survey
papers were published about computerized PSG analysis [59, 60]. Based on the
literature, automated PSG analysis can achieve reasonable accuracy, compared
with the accuracy of human scoring. However its performance is inuenced by
many factors, such as subject selection, electrode application and recording quality.
Current automated scoring systems can be mainly categorized into two families:
rule-based expert system and classier-based system. Intuitively, rule-based expert
system imitates the process of human scoring by considering domain knowledge
such as R&K scoring method. Thus sleep stages is recognized by the expert system
in the similar way as it is done by human expert. Alternatively, classier-based
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system treats the sleep scoring as a normal classication problem. The typical
works of computerized PSG system are discussed in detail as below.
Based on the survey in literature, most of existing works intend to provide a
service of sleep scoring for clinic application. The main dierences between our
approach and these works are that our approach is specically designed for a
multimedia application rather than clinic one. In particular, we balance the user
experience and system accuracy, a EEG-based approach is proposed to recognize
three sleep categories.
Rule-based Expert System
Peter Anderer et al. [61, 62] developed an expert system, which is called Somnolyzer
24 X 7, to recognize six sleep stages (W,S1,S2,S3,S4 and REM) from 30-second
epoch of three signals (EEG, EMG and EOG). The Somnolyzer 24 X 7 system
consists of two main components: feature generator and rule-based expert system.
First, feature vector are extracted from EEG, EMG and EOG respectively. EEG
signal is ltered into ve frequency bands: delta (0.5-2 Hz), theta (2-7 Hz), alpha
(7-12 Hz), beta (12-20 Hz) and fast beta(20-40 Hz). Then density, mean ampli-
tude, mean frequency and variability are calculated from each 30-second epoch in
dierent frequency bands as well as the full-frequency band (0.5-40 Hz). For the
EMG signal, squared amplitude is calculated from each 1-second epoch, then the
minimum, the maximum and the mean of squared amplitude are determined for
30-second epoch of EMG.
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A decision tree is built based on 10 linear discriminant analysis classiers. The
80% agreement between expert system scoring and human scoring was achieved.
classier-based system
The commercial package, BioSleep of Oxford BioSignals Company, is a typical
classier-based system [63]. Auto regressive coecients are extracted as feature
vectors from EEG segment, then a neural network classier is used to classify each
EEG segment into dierent sleep stages. The BioSleep package obtains reasonable
results with the comparison of human scoring in the third-part evaluation [64].
Other methods
In spite of expert system and classier approaches, additional solutions have been
proposed also. such as, fuzzy reasoning [65], higher order statistical analysis [66],
hidden markov model [67].
3.3 Methodology
To measure sleep quality, we need to recognize three sleep stage categories: wakeful-
ness, deep sleep, and other sleep stages. To recognize these three sleep categories,
we extract spectral power feature from each 30-seconds EEG epoch. LibSVM
package [41] is used to build a SVM classier to classify each EEG epoch into one
Chapter 3 Automatic Sleep Scoring using EEG Signal-First Step
Towards a Domain Specic Music Recommendation System 40
of the three categories. Additionally, as discussed in Section 3.1, the transition of
sleep stages follows the trend of sleep cycles. For example, if current epoch belongs
to deep sleep, then the next epoch probably also belongs to deep sleep. However,
SVM classier treats each 30-second epoch independently, thus it does not take the
advantage of correlations between nearby epochs. Consequently, we further model
the sleep transition as a Markov chain. A matrix will be learned from training data
to indicate the transition probability between dierent sleep stages, as Figure 3.6
illustrates. Based on this matrix the classication results are further rened. The




EEG is the summation of electrical signal generated by millions of neurons in
the brain. It was rst recorded by Richard in 1875 [68], now has been widely
used in PSG studies. EEG signal is usually divided into ve dierent frequency
bands: delta (0.5-2 Hz), theta (2-7 Hz), alpha (8-12 Hz), beta (12-20 Hz) and
fast beta (20-40 Hz). According to previous studies, spectral powers of EEG in
dierent frequency bands highly relate to sleep stages. In particular, some sleep
stages are recognized by the presence of EEG signal in the specic frequency band.
Spectral power in specic frequency band of EEG is a well-known pattern in PSG
studies [50]. For example, deep sleep is recognized by the present of high amplitude
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(a) Band Power Features extracted from 30-second EEG epoch
(b) Sleep Stages annotated by Human Expert
Figure 3.4: Band Power Features and Sleep Stages
delta wave of EEG. One epoch will be scored as wakefulness when alpha wave
presents in EEG. Consequently, we use spectral power extracted from ve frequency
bands as the feature vector. As sleep stage is usually scored based on 30-second
epoch, feature vector is generated for each 30-second EEG epoch.
3.3.2 Classication
Support Vector Machine
Platt et al. [69] presented a work to convert the results of binary SVM into posterior
probabilities. Later this work is extended to estimate multi-class SVM probabil-
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ities by combining the output of multiple one-against-one binary classiers [70].
With this technique, we use a multi-class SVM classier to estimate P (xjFt), the
probability of epoch t belonging to sleep stage x. Ft is the feature vector ex-
tracted from epoch t. We also dene C(t; x) = P (xjFt). C(t; x) will be used in the
following section.
In SVM classication, epoch t is scored as the stage which could maximize the
probability C(t; x), as following equation shows:
 (t) = argmax
x
C(t; x);
where  (t) is the label generated by classier for epoch t.
3.3.3 Post Processing
Sleep Stage Transition Modeling
As SVM classier treats each epoch independently, it does not utilize the correla-
tion between epochs. To take the advantage of sequential information, we model
the transition of sleep stages as a discrete time Markov chain. The eectiveness of
this modeling has been proved by Gibellato [71]. The property of Markov chain
can be formalized in equation 3.1. It is also called rst-order Markov assumption,
the stage of current epoch just depends on the stage of previous epoch.
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Pr(Xt = xtjXt 1 = xt 1; Xt 2 = xt 2; : : : ; X1 = x1)
= Pr(Xt = xtjXt 1 = xt 1) = Pxt 1xt ; (3.1)
where Xt indicates the sleep stage of epoch t; Pxt 1xt indicates the transition prob-
ability from stage xt 1 to stage xt.
As x has three possible stages, there are nine possible values for Pxt 1xt . These
nine values construct a 3 by 3 matrix which indicates the transition probability




where Count(i; j) counts the transitions from stage i to stage j. The calculation
of this matrix is also illustrated in Figure 3.6.
Dynamic Programming for Post-processing
Based on the probability generated by SVM and the transition matrix learned from
training data, a dynamic programming (DP) algorithm is designed to score each
epoch in the way that optimum overall posterior probability can be obtained. The
subproblem of dynamic programming is dened in Equation 3.2, which presents
the maximum overall probability from the rst epoch to current epoch t, where
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current epoch is scored as stage v.
L(t; v) = max
x1; ;xt 1 (






Because rst-order Markov assumption is hold, Equation 3.2 can be simplied as
follows:
L(t; v) = max
u
fL(t  1; u)Pr(Xt = vjXt 1 = u)gC(t; v)
Thus L(t; v) can be calculated on top of L(t   1; ), and this forms an optimal
substructure for the subproblem. Therefore, a dynamic programming algorithm
can be designed to nd the optimum solution.
To eliminate the oat point overow problem, logarithm probability is used:
S(t; v) = lnL(t; v). For the rst epoch, we dene S(1; v) = lnC(1; v).
S(t; v) =
8><>: lnC(1; v) t = 1maxufS(t  1; u) + lnPuvg+ lnC(t; v) t > 1
In backtracing, variable (t; v) is dened to record the optimum sleep stage of
previous epoch.
(t; v) = argmax
u
fS(t  1; u) + lnPuv + lnC(t; v)g
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The process of backtracing is shown in the following formulation:
(t) =
8><>: (t+ 1; (t+ 1)) t < nargmaxv S(n; v) t = n
where  is the rened classication labels which result in the maximum overall
posterior probability.
3.4 Experiment Results
The automated sleep quality measurement consists of two phases. First, SVM
classier categorizes EEG epoch into one of three classes: wakefulness, deep sleep,
and other sleep stages. Second, a dynamic programming algorithm is used to rene
the results of SVM by utilizing the sequential information. Two experiments are
respectively conducted to evaluate the classier and the post-process algorithm.
Experiments are conducted based on the Sleep EDF Database, which is selected
from the PhysioBank that is a large achieve of digital recording for biomedical re-
search community [72]. Four recordings which were obtained from healthy subjects
in the hospital are used: st7022j0, st7052j0, st7121j0, and st7132j0. Three signals
(EEG, EOG and EMG) were monitored during night with good signal quality.
Only the EEG channel (Fpz-Cz) is utilized in our experiment. The channels posi-
tion of Fpz and Cz is illustrated in the Figure 3.5. This data set is annotated by
human expert according to PSG standard [49]. Human annotation is used as the
ground truth in our experiments.
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Figure 3.5: Position of Fpz and Cz in the 10/20 System
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Table 3.1: Accuracy of SVM Classier in 10-fold Cross-validation
Recording st7022j0 st7052j0 st7121j0 st7132j0
SVM 88.4% 93.9% 90.9% 92.7%
Table 3.2: Confusion Matrix on st7022j0
Deep Others Wake
Deep 238 45 1
Others 26 545 15
Wake 0 22 53
Sleep Stage Classication
In the rst experiment, we evaluate the accuracy of SVM classier. Four sleep
recordings of Sleep EDF Database are divided into 30-second epochs, and 3874
epochs are generated in total. The spectral power feature is extracted from each
epoch. 10-fold cross-validation is conducted based on the band power feature
vectors of each recording. The classier achieves the average accuracy up to 93.9%
at frame level, as described in Table 3.1. The confusion matrix of SVM are showed
in table 3.2, table 3.3, table 3.4 and table 3.5.
Post Processing
In the second experiment, we evaluate the performance of DP algorithm. As
DP algorithm utilizes sequential information, it processes on continuous epochs.
Table 3.3: Confusion Matrix on st7052j0
Deep Others Wake
Deep 158 18 4
Others 5 724 14
Wake 0 22 105
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Table 3.4: Confusion Matrix on st7121j0
Deep Others Wake
Deep 172 30 1
Others 26 718 9
Wake 1 26 43
Table 3.5: Confusion Matrix on st7132j0
Deep Others Wake
Deep 91 10 2
Others 22 664 3
Wake 0 25 35
Consequently, each recording is divided into two continuous parts, one for training
and one for testing. The rst 400 epochs of each recording are used to train the
SVM model and learn the transition matrix. The rest epochs are testing data.
The experiment conducted on one recording is demonstrated in Figure 3.6. Based
on the experiment results showed in Table 3.6, DP algorithm stably improves
the accuracy in each recording. Comparing the sleep cycle generated by classier
and DP algorithm, in spite of the improvement in accuracy, DP algorithm also
generates a more smooth sleep cycle than the SVM classier, as Figure 3.6 shows.
In the early stage of this work, the proposed approach is evaluated based on a
data set of four EEG recordings. Due to limitation of the size of data set, training
and testing are conducted on the same subject in the same session. To evaluate
the generalization of the proposed approach, more recording should be collected
and further evaluation should be done in the future work.
Table 3.6: Accuracy of SVM and SVM with Post-processing
Recording st7022j0 st7052j0 st7121j0 st7132j0
SVM 87.5% 92.7% 93.4% 94.2%
SVM+DP 89.3% 95.8% 96.8% 99.3%
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Figure 3.6: Experiment Over the Recording, st7052j0
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3.5 Conclusions
In this thesis, we discussed the concept of a domain specic music recommendation
system, which automatically recommends music for users according to their sleep
quality. One important problem in the proposed recommendation system is how
to automatically monitor users' sleep quality at night. To address this problem,
we rst investigate sleep physiology and traditional PSG approach in literature.
Considering that standard PSG system may make users feel uncomfortable, we
specically design an approach to recognize three sleep categories from EEG signal
only. Then three parameters, sleep latency, sleep eciency and percentage of
deep sleep, can be calculated to measure sleep quality. The experiment results
demonstrates that our approach can achieve high accuracy though only the EEG
channel is used. These results motivate us to further develop the content-based
music recommendation components and evaluate the full functions of EEG-based
music recommendation system in the future. As the future work, content-based
music similarity, which is the major task in content-based music recommendation
system, is discussed in Chapter 4.
Chapter 4
Conclusion and Future work
How to utilize EEG signal in music retrieval systems is investigated in this thesis.
Two projects are conducted: EEG-based music emotion annotation and EEG-
based music recommendation.
In the rst project, an online system is built to recognize audience's music-
evoked emotion from EEG signal. EEG signal is recorded and processed while
subject listens to music clips. Frontal alpha power feature is extracted from 4
pairs of EEG channels: Fp1-Fp2, F7-F8, F3-F4, and FC3-FC4. A SVM classier
is built to classify the feature vector into three emotion categories: happy, sad, and
peaceful. The proposed approach achieves accuracy around 90% in 10-fold cross-
validation (randomly select feature vector), and 35% in the prediction. To the best
of our knowledge, a few works also present the accuracy up to 90% in the cross-
validation, but nobody achieve reasonable accuracy in the prediction. As discussed
in Chapter 2.5, two conclusions can be derived from this observation. First, special
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attention need to be paid on the evaluation of EEG-related system, because the
dependency between feature vectors extracted from neighboring EEG segments
can result in considerable distortion in the k-fold cross-validation. Second, how
to recognize human emotion from EEG signal is still an open question because
nobody can achieve reasonable accuracy in the prediction.
In the second project, a technique is presented to analysis sleep qualify from
EEG signal, as a component of an EEG-based music recommendation system.
The system consists of two components, EEG-based music rating and content-
based music recommendation. Band Power Feature is extracted from one EEG
channel Fpz-Cz to recognize three sleep categories, wakefulness, deep sleep, and
other stages. The proposed approach achieves accuracy up to 90% and shows huge
potential for the EEG-based music rating component. The next step is to im-
plement the content-based music recommendation component and to evaluate the
full function of whole system. In the initial stage of content-based music recom-
mendation component, a literature survey about music similarity measurement is
given in Chapter 4.1. Three approaches are discussed: distance-based approaches,
cluster-based approaches and model-based approaches. Based on the results re-
ported in literatures, model-based approach produces best results and is the most
competent solution for the content-based music recommendation system.
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4.1 Content-based Music Similarity Measurement
As showed in the Figure 4.1, music similarity is the major task in the content-based
music recommendation component. As one of the most fundamental problems in
MIR, how to measure the similarity between music pieces by analyzing content in-
formation is still a challenging research topic. Intense works have been conducted
in this eld. On the account of the fact that the semantics of music can be am-
biguous and complex, to measure their similarity, music is rst represented as a set
of feature vector. Thus the music similarity measurement is converted to be how
to measure the similarity of two set of feature vector in a multi-dimensional space.
Therefore, music similarity measurement can be mainly divided to be two phases:
feature extraction from music and similarity measure in a multi-dimensional space.
In the phase of feature extraction, feature vectors are extracted from music
pieces and then placed in a multi-dimensional space. Then music piece is repre-
sented by points in high-dimension space. How to extract reliable and eective
feature from music piece is a traditional pattern recognition problem. So far a
large amount of features were presented to describe the semantic of music or audio
piece, such as temporal feature, spectral feature, rhythmic feature, and timbral
feature [73]. Over years of development, many convenient tools are implemented
to eectively extract those features from music such as the Marsyas package [74].
Given the feature vectors of music, many methods were proposed to measure
their similarity. Those methods can be mainly categorized into three families:
distance-based approach, cluster-based approach and model-based approach.
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Figure 4.1: Content-based Music Recommendation Component
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The most generic approach is to calculate the Euclidean distance in the raw
feature space. Therefore the similarity between two music pieces is measured by
the Euclidean distance between feature vectors. This approach implies that feature
value in dierent dimension is equally important. Thus one unit of distance in X
direction is equal to one unit of distance in Y direction. However, this is not always
the case. Addressing on this problem, Malcolm etc. described and evaluated
ve approaches (whitening, LDA, NCA, LMNN and RCA) to rotate and scale
the raw feature space with a linear transform [75]. To evaluate the performance
of the proposed approaches, a straight-forward distance-based classier, kNN, is
employed to process a classication task in the modied space.
A cluster-based approach, which regards the set of feature vectors as a entity,
was proposed by Logan and Salomn [76]. The proposed method consists of two
steps: frame clustering and cluster model similarity. First, feature vectors are
clustered into dierent groups by using K-means. Then the distribution of feature
vectors is regarded as a signature of music pieces. Second, the similarity is calcu-
lated by comparing the signature using the Earth Movers Distance (EMD) [77].
This approach was improved by Aucouturier and Pachet later [78, 79]. Gaussian
mixture models (GMM) was introduced to cluster the feature vectors. Monte Carlo
(MC) sampling is employed to measure the similarity of cluster model, which is
the likelihood of samples from model A is generated by model B. This approached
was implemented by Elias Pampalk [80] in an open source Package and used in a
genre classication task by Pampalk etc. [81].
In spite of the distance-based approach and cluster-based approach, West and
Chapter 4 Conclusion and Future work 56
Lamere [82] proposed a model-based approach to constructing music similarity.
Authors stated that high-level music factors, such as genre, are also important to
measure the similarity. Instead of directly calculating the distance between feature
vectors, feature vectors are rst classied into dierent categories, and then an
internal prole is build to present the music. Suppose that Px = fcx0 ; cx1 ; :::; cxng is
the prole of music pieces x in genre dimension, where cxi indicate the probability
that x is belong to genre i. The similarity Sx;y between music x and y is calculated




(cxi   xyi )2 (4.1)
Dierent classication method can be used such as, LDA or SVM. The genre
label can also be augmented with other music semantic factors such as mood,
tempo or melody.
Zhang etc. [83] extended this approach to represent one music piece as a fuzzy
music semantic vectors by considering the proles of dierent music dimensions
(genre, mood, tempo, etc.) together. They also evaluate the extended approach







(cxi   xyi )2 (4.2)
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The distance values are scaled by a sigmoid function, and multiplied by dierent
weight factors, wpi , then they are summed together and generalized by factors a









Where a = 2 e+1




j=1wpi = 1. Hence the value of Sx;y is in
the range of [0,1].
As above discussion, current approaches of music similarity measurement can
be mainly categorized into three families: distance-based approaches, cluster-based
approaches, and model-based approaches. Based on the evaluation results reported
in the literature [82, 79], model-based approaches likely produce the best per-
formance. Consequently, model-based approach is one competent option for our
content-based music recommendation system. The similar methods reported in
[82, 83] can be employed in the implementation of content-based music recommen-
dation component.
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