Audio inpainting and audio declipping are important problems in audio signal processing, which are encountered in various practical applications. A number of approaches has been proposed in the literature to address these problems, most successful of which are based on sparsity of the audio signals in certain dictionary representations. Non-negative matrix factorization (NMF) is another powerful tool that has been successfully used in applications such as audio source separation. In this paper we propose a new algorithm that makes use of a low rank NMF model to perform audio inpainting and declipping. In addition to utilizing for the first time the NMF model to perform audio inpainting in presence of arbitrary losses in time domain, the proposed approach also introduces a novel way to enforce additional constraints on the signal magnitude in order to improve the performance in declipping applications. The proposed approach is shown to have a comparable performance with the state of the art dictionary based methods while providing a number of advantages.
INTRODUCTION
Different problems that consist in recovering some missing parts of an audio signal (e.g., packet loss concealment or bandwidth expansion) were recently regrouped and baptized audio inpainting [1] , by analogy with image inpainting [2] . In this paper we consider a particular audio inpainting problem when some small chunks or samples of an audio signal are missing in the time domain. This happens in practice at least in two situations. First, when the audio signal is clipped above a certain amplitude, and in this case one speaks about audio declipping [3] . Second, when some portions of the original audio signal are corrupted by impulse noise or "clicks", and this problem is referred to as click removal [4] . The only difference between these two problems is that in the former one there is a little bit more knowledge about missing audio samples than in the latter one. Indeed, in the case of audio declipping the missing samples must be either above or below the corresponding clipping threshold, which we here refer to as clipping constraint [5] . In this paper, we focus on the audio declipping problem and evaluate the proposed approach on this task. However, the approach we propose works as well without clipping constraints and can thus be applied also to click removal or to other audio inpainting problems in which arbitrary parts of time domain signals are missing.
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Audio declipping and click removal were addressed in the past by autoregressive (AR) modeling [6] , signal matching with bandwidth constraints [3] , and Bayesian estimation [4] . Adler et al. [1] have formulated audio declipping and click removal as inverse problems and addressed them using a sparse decomposition approach based on the orthogonal matching pursuit (OMP) algorithm. They obtained results that are on a par with state-of-the-art audio declipping [6] . Since the publishing of [1] , the problem of audio declipping has regained interest and several new improved methods were proposed. Kitić et al. proposed a sparse decomposition approach based on the iterative hard-thresholding (HT) [7] , which was extended then to cosparse decomposition [8] . Siedenburg et al. [5] proposed an approach based on social sparsity [9] , which is a new variant of structured sparsity. All these recent methods are based either on sparsity alone [1, 7, 8] or on a model representing some local structure of an audio signal [5] .
The goal of our work is to propose and investigate a model representing the global rather than the local structure of the audio signal. To this end nonnegative matrix factorization (NMF) [10] , which has recently found great success in audio source separation [11, 12, 13] , audio compression [14, 15] , music transcription [16, 17] and some forms of audio inpainting [18, 19, 20, 21] , is an appealing tool. Indeed, it is an object-based decomposition [10] that allows modeling similarities between audio patterns within an audio signal [12] . Although the NMF was already applied to audio inpainting [19, 20, 21] , it has not yet been used to recover time domain losses with arbitrary loss patterns and its application to audio declipping remains challenging. Indeed, the model being defined on some time-frequency representation, usually the short-time Fourier transform (STFT) domain as we consider hereafter, the state-of-theart approaches [19, 20, 21] assume that the data losses occur in the same domain. For audio declipping however, the missing data are small chunks in the time domain and it is in general impossible to convert them into the STFT domain without a considerable loss of the information.
In this work we propose a practical audio declipping approach that relies on the NMF model in the STFT domain and exploits at the same time all available observed information in the time domain. We make it possible by resorting to the Itakura Saito (IS) NMF [12] . Thanks to its probabilistic formulation [12] as a Gaussian distribution of complex-valued STFT coefficients, it becomes possible to switch within this framework between the time and the STFT domains. We estimate the NMF model from the partial observations in the maximum likelihood (ML) sense, thanks to a new generalized expectation-maximization (GEM) algorithm [22] based on the multiplicative update (MU) rules [12] . Once the NMF model is estimated, the missing audio samples may be predicted using the Wiener filter [23] . Yet, handling the clipping constraint remains difficult,since it is specified in the time domain, while the modeling is 978-1-4799-7450-4/15/$31.00 ©2015 IEEE defined in the STFT domain. We propose a practical solution to circumvent this problem.
The rest of this paper is organized as follows. The formal definition of the audio inpainting/declipping problem and the assumed signal model are introduced in Section 2. The proposed GEM algorithm is presented in Section 3 with a discussion on how to handle the clipping constraint. Results and comparison with the state-ofthe-art methods [1, 7, 5] are reported in Section 4, and some conclusions are drawn in Section 5.
PROBLEM FORMULATION

Definitions and basic setup
We consider the single channeltime domain signal
where t = 1, . . . , T is the discrete time index, and x t , s t , and a t denote respectively measured signal, original source and quantization and/or measurement noise samples. 1 Moreover, it is assumed that the audio signal is only observed on a subset of time indices Ξ ⊂ {1, . . . , T } called observation support (OS). For clipped signals this support indicates the indices of time instants where signal magnitude is smaller than the clipping threshold. In the rest of this paper we will assume that there is no noise in the measured signal, i.e. a t = 0, for simplicity. The proposed algorithm can be easily extended to work with the noisy case. Furthermore it is also assumed that the support of the signal is known and if the signal is clipped, the clipping threshold is known.
In the windowed time domain, the time domain signals are taken in overlapping (often non-rectangular) frames of length M . Measured and original audio signals become {x mn } and {s mn } respectively, with n = 1, . . . , N being the frame index and m = 1, . . . , M the sample location within the frame. The OS within the framed representation corresponding to Ξ in time domain is a set Ξ ⊂ {1, . . . , M} × {1, . . . , N} whose restriction to n-th frame reads Ξ n = {m|(m, n) ∈ Ξ }. The Short-Time Fourier Transfrom (STFT) coefficients of the time domain signals x t and s t can be obtained by applying the complex-valued unitary Discrete Fourier Transform (DFT) matrix, U ∈ C F ×M , to the windowed time domain counterparts, yielding xn = Ux n and sn = Us n where each vector represents the samples within a frame, for example x n = [x mn ]m=1···M and xn = [x f n ] f =1···F , with index f representing the frequency index of the Fourier transform coefficients.
In this paper, we consider the specific problem of clipping, which implies additional constraints. However the proposed algorithm can easily be applied the generic audio inpainting problem by omitting the steps specifically dedicated to the clipping constraints. In the rest of this paper, we will denote the observed clipped signal in windowed time domain as x c and its restriction to un-clipped instants asx , wherex n = [x mn ] m∈Ξ n .
Model
The original audio signal is modelled in the STFT domain with a normal distribution (s f n ∼ Nc(0, v f n )) where the variance matrix 1 Throughout this paper the time-domain signals will be represented by letters with two primes, e.g., x , framed and windowed time-domain signals will be denoted by letters with one prime, e.g., x , and complex-valued short-time Fourier transform (STFT) coefficients will be denoted by letters with no primes, e.g., x. until convergence criteria met 8: end procedure V = [v f n ] has the following low-rank NMF structure [24, 15] 
where K is small and all the variables are non-negative reals. This model amounts to V = WH and is parametrized by θ = {W, H}, with W = [w f k ] f,k and H = [h nk ] n,k being, respectively, F × K and N × K non-negative matrices.
MODEL ESTIMATION AND SIGNAL RECONSTRUCTION
We propose to estimate model parameters using a generalized expectation-maximization (GEM) algorithm [22] and to estimate the signal using Wiener filtering [23] . The proposed algorithm is outlined in Algorithm 1, and its steps described below.
Estimation of the signal
All the underlying distributions are assumed to be Gaussian and all the relations between the source signal and the observations are linear, except the clipping constraint that will be addressed specifically in Section 3.2. Thus, without taking into account the clipping constraint, the source can be estimated in the minimum mean square error (MMSE) sense via Wiener filtering [23] given the covariance matrix V defined in (2) by the model parameters W, H. We can write the posterior distribution of each signal frame sn given the corresponding observed framex n and NMF model θ as sn|x n ; θ ∼ Nc(ŝn, Σs n sn ) withŝn and Σs n sn being, respectively, posterior mean and posterior covariance matrix, each of which can be computed by Wiener filtering as
given the definitions
where U(Ξ n ) is the F × |Ξ n | matrix formed by columns from U with index in Ξ n .
Handling clipping constraint
In order to update the model parameters as will be described in Section 3.3, one needs to estimate the posterior power spectra of the signal defined asp f n = E |s f n | 2 x n ; θ .
For an audio inpainting problem without any further constraints, the posterior signal estimate,ŝn, and the posterior covariance matrix, Σs n sn , computed as in Section 3.1 would be sufficient to estimatẽ p f n , since the posterior distribution of the signal is Gaussian. However in clipping, the original unknown signal is known to have its magnitude above clipping threshold outside the OS, and so should have the reconstructed signal framesŝ n = U Hŝ n:
This constraint is difficult to enforce directly into the model since the posterior distribution of the signal under it is no longer Gaussian, which significantly complicates the computation of the posterior power spectra. In the presence of such constraints on the magnitude of the signal, we consider various ways to approach the problem:
1. Unconstrained: The simplest way to perform the estimation is to ignore completely the constraints, treating the problem as a more generic audio inpainting in time domain. Hence during the iterations, the "constrained" signal is taken simply as the estimated signal, i.e.sn =ŝn, n = 1, . . . , N, as is the posterior covariance matrix, Σs n sn = Σs n sn , n = 1, . . . , N.
Ignored projection:
Another simple way to proceed is to ignore the constraint during the iterative estimation process and to enforce it at the end as a post-processing of the estimated signal. In this case, the signal is treated the same as the unconstrained case during the iterations.
Signal projection:
A more advanced approach is to update the estimated signal at each iteration so that the magnitude obeys the clipping constraints. Let's suppose (8) is not satisfied at the indices in setΞ n . We can sets n =ŝ n and then forces n (Ξ n ) = x c,n (Ξ n ). However this approach does not update the posterior covariance matrix, i.e. Σs n sn = Σs n sn , n = 1, . . . , N.
Covariance projection:
In order to update as well the posterior covariance matrix, we can re-compute the posterior mean and the posterior covariance by (3) and (4) respectively, using Ξ n ∪Ξ n instead of Ξ n and x c,n (Ξ n ∪Ξ n ) instead ofx n in equations (3)- (6) . If the resulting estimation of the sources violate (8) on additional indices,Ξ n is extended to include these indices and the computation is repeated. As a result, the final signal estimate,s, which satisfies (8) and the corresponding posterior covariance matrix, Σs n sn , are obtained. Note that in addition to updating the posterior covariance matrix, this approach also updates the entire estimated signal and not just the signal at the indices of violated constraints.
After using one of the above approaches, the posterior power spectra,P = [p f n ] can be computed as
Updating the model
NMF model parameters can be re-estimated using the multiplicative update (MU) rules minimizing the IS divergence [12] between the matrix of estimated signal power spectraP = [p f n ] f,n and the NMF model approximation V = WH :
where dIS(x y) = x/y − log(x/y) − 1 is the IS divergence, and p f n and v f n are specified respectively by (9) and (2). Hence the model parameters can be updated as
This update can also be repeated a number of times to improve the model prediction.
RESULTS
In order to measure the performance of the proposed algorithm, 10 music and 10 speech signals at sampling frequency of 16 kHz are artificially clipped with eight different clipping thresholds. The improvement of the signal to noise ratio (computed only on the clipped regions) with respect to the clipped signal, SNRm, is computed as:
where x orig is the original time domain signal, x est is the estimated signal,Ξ = {1 · · · T } \ Ξ is the set of time indices where the signal is lost due to clipping and . denotes the 2 norm of a vector. The methodology and the dataset used for the experiments are identical to the ones reported in [5] . Each audio signal of length 4 seconds sampled at 16 kHz is scaled to have maximum magnitude of 1 in time domain, and then clipped at different clipping thresholds (from 0.2 to 0.9). The proposed algorithm is tested with four different methods to handle clipping constraint as described in Section 3.
2, namely Unconstrained (NMF-U), Ignored Projection (NMF-IP), Signal Projection (NMF-SP) and Covariance Projection (NMF-CP).
The music signals are declipped with 20 NMF components (K = 20) while 28 components are used for speech signals (K = 28). The STFT is computed using a half-overlapping sine window of 1024 samples (64 ms) and the proposed GEM algorithm is run for 50 iterations. The performance of the proposed algorithm is compared to four state of the art methods: iterative hardthresholding (HT) [7] , orthogonal matching pursuit (OMP) [1] , social sparsity with empirical Wiener operator (SS-EW) and social sparsity with posterior empirical Wiener operator (SS-PEW) [5] .
The average performance of all the algorithms for declipping of music and speech signals is represented on Figure 1 . It can be seen from the overall results that the proposed algorithm with the covariance projection (NMF-CP) has almost identical performance with the social sparsity based methods (SS-EW and SS-PEW) proposed in [5] while outperforming others. It can be also seen in the results that the model based algorithms (social sparsity and the NMF Even though the performance is not better than the social sparsity approaches at first glance, the proposed algorithm has a number of advantages over the other methods:
• NMF model can be easily extended to other, more structured NMF-like models such as source-excitation model or harmonic NMF [25] . As shown in [25] in case of source separation, having a specific model with structure that is well adapted to the considered class of signal (e.g., speech, music, etc.) may improve the overall performance.
• It is known that the NMF model (or more general non-negative tensor factorization) can help greatly in other audio signal recovery problems such as source separation. Hence the presented algorithm also provides a flexible framework to perform other tasks such as joint source separation and declipping, which is investigated in [26] .
• It is shown in the results that the performance of our method depends significantly one the way the clipping constraint is handled. Therefore an alternative, more accurate computation of the posterior power spectrum might also improve the results further, whereas in dictionary based methods there is no approximation for the clipping constraints, hence performance improvement in this regard is not possible.
Regarding the effect of clipping constraints, the first thing to notice is that the performance of NMF-U with respect to NMF-IP (and NMF-SP) shows that simple constraints on the signal magnitude can noticably improve the performance especially for music signals, hence they should not be ignored when possible. NMF-IP and NMF-SP are shown to have almost identical performance, even though the latter applies the constraints on the posterior mean of the signal at every iteration and the former simply applies a post processing to the final result. This observation combined with the superior performance of NMF-CP compared to the other methods demonstrates the importance of updating the posterior power spectrum more accurately for the success of the NMF-based methods.
It should be noted that dealing with constraints in both time domain and STFT domain comes at a computational cost in the Wiener filtering stage of the proposed algorithm. Luckily, this step is independent for each frame of the signal and hence can be easily parallelized, e.g., using graphical processing units (GPUs), to get significant speed-up. On the other hand, estimating the signal independently within each window comes with the disadvantage that the estimation is not possible when there are no observed samples within a window. In practice, however, the loss of an entire window due to clipping is not probable for natural audio signals when the window size is chosen properly and the clipping threshold is not extremely low.
CONCLUSION
In this paper, we introduce the first NMF-based technique to perform audio inpainting of signals with arbitrary loss patterns in time domain. Furthermore, a novel approach to deal with clipping constraints on time domain signal magnitude has been introduced within the proposed GEM algorithm. We showed that our NMFbased approach can be used to achieve state of the art audio declipping performance while giving the flexibility to embrace other forms of constraints on the signal and/or to perform additional tasks such as audio source separation.
Improved and more accurate methods to enforce the clipping constraints and other constraints in STFT domain are possible directions for future research. Investigating the performance of the proposed approach in the presence of noise as well as comparing it to other methods such as cosparse hard-thresholding [8] are also considered as future work. Lastly, another interesting direction for research is the extension of the proposed algorithm to handle multichannel audio.
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