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Abstract
This paper aims to introduce the issues related to the syntactic alignment of a dependency-based multilingual parallel treebank, ParTUT.
Our approach to the task starts from a lexical mapping and then attempts to expand it using dependency relations. In developing the
system, however, we realized that the only dependency relations between the individual nodes were not sufficient to overcome some
translation divergences, or shifts, especially in the absence of a direct lexical mapping and a different syntactic realization. For this
purpose, we explored the use of a novel syntactic notion introduced in dependency theoretical framework, i.e. that of catena (Latin for
”chain”), which is intended as a group of words that are continuous with respect to dominance. In relation to the task of aligning parallel
dependency structures, catenae can be used to explain and identify those cases of one-to-many or many-to-many correspondences,
typical of several translation shifts, that cannot be detected by means of direct word-based mappings or bare syntactic relations. The
paper presented here describes the overall structure of the alignment system as it has been currently designed, how catenae are extracted
from the parallel resource, and their potential relevance to the completion of tree alignment in ParTUT sentences.
Keywords: parallel dependency treebanks, syntactic catenae, alignment
1. Introduction
Several parallel treebanks have been developed in particu-
lar in the last few years. In order to make them useful for
any further purpose, the data of these linguistic resources
have to be properly aligned. The more challenging aspects
in the alignment task is the treatment of all those transla-
tional divergences that in some contexts are also referred
to with the term shifts (Catford, 1965; Cyrus, 2009). The
well-known IBM translation models, for example, take into
account complex aspects such as the word order and the
probability that a source word aligns to more than one tar-
get word (Brown et al., 1993). There are, however, other
aspects that word-based IBM models could not explain and
for which syntactic information is needed.
Our work mainly focuses on the issues raised by the de-
velopment of a newly created resource, namely a parallel
dependency treebank for Italian, English and French – i.e.
ParTUT – and on the potentiality of the structural informa-
tion encoded in the resource for its alignment.
The choice to use dependency paradigm and its features for
the automatic alignment is mainly dictated by the acknowl-
edged fact that dependencies can better represent linguistic
phenomena typical of morphologically rich and free-word
order languages (see (Covington, 1990; Goldberg et al.,
2013)); furthermore, dependencies show a higher degree
of cohesion, compared to constituencies (Fox, 2002), and
are closer to the representation of the predicate-argument
structure, which is the linguistic level that we hypothesize
that remains stable while shifting from one language to an-
other. In addition, dependency formalism has also proved
suitable for structural representation formats efficiently ori-
ented to relation and information extraction tasks, such as
the increasingly widespread Stanford typed dependencies
(de Marneffe and Manning, 2008).
Neverthless, dependency formalism is typically based on
relations between single nodes in the tree structure; when it
comes to dealing with the alignment of such parallel struc-
tures, however, it is necessary to identify complete transla-
tional correspondences, which may involve whole phrasal
units, instead of single nodes.
The above observations led us to assume that:
a) syntactic dependencies may play a crucial role in the
alignment of divergent structures between parse tree pairs,
especially when dealing with reordering issues;
b) to capture translational divergences that derive, for ex-
ample, from conflation (or expansion) of lexical items, it is
necessary to consider a syntactic (and alignment) unit that
goes beyond the single node.
Previous works attempted to tackle this issues in particular
in several ways:
• resorting to a full constituency-based representation,
e.g. (Hearne et al., 2007)
• introducing a ”phrasal” component when learning de-
pendency structure mappings (Ding and Palmer, 2004)
• exploiting a further abstraction layer, such as a logi-
cal form (Menezes and Richardson, 2001) or the tec-
togrammatical layer of the Prague Dependency Tree-
bank (Marecˇek et al., 2008)
For that purpose, we introduced in our approach the novel
notion of catena, a syntactic unit that defines possible
groups of nodes in a dependency tree that are linked to-
gether according to specific criteria (see Section 2. for a
description).
To summarize, assuming that the syntactic knowledge is
crucial for the alignment of divergent structures, the current
stage of our work consists in the creation of a syntactically-
motivated alignment system that exploits information on
dependencies, both in terms of single relations and of cate-
nae, provided by ParTUT.
Therefore, the aim of this paper is manyfold: to provide a
description of the current state of ParTUT,and to describe
the method we are tuning up for its alignment bearing in
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mind these premises and attempting to emphasize the po-
tential of catenae and their exploitation.
In the next section, we then provide a brief theoretical back-
ground on the notion of catena, while Section 3. and Sec-
tion 4. offer an overview of the resource and of the align-
ment process respectively. Section 4.3., in particular, pro-
vides a description of a core reference corpus consisting of
a sample of manually aligned sentence pairs; this corpus
has been created in order to have a better understanding of
the implications of the use of catenae in the alignment pro-
cess, and, at the same time, to create a gold standard for a
preliminary evaluation of the automatic system, whose fig-
ures are finally reported in Section 4.4..
2. What is a catena?
Dependency is typically recognized for considering as syn-
tactic unit the single words, which are in one-to-one rela-
tion with the node in the syntactic tree. This is its basic
difference with respect to constituency, where, in contrast,
the syntactic unit is the phrase, or constituent.
Recent years, however, have seen the recognition of a new
unit type in dependency framework: that of catena. This
notion is based on past work by O’Grady (1998), who
used the term chain to designate a unit type for explaining
the syntax of idioms; lately this notion has been extended
to represent other linguistic phenomena, such as elliptical
constructions (Osborne, 2005); in order to distinguish it
from the previous notation, it then has been designated with
the latin term catena (pl. catenae), (Osborne and Putnam,
2012).
A catena is defined as ”a word, or a combination of words
which is continuous with respect to dominance” (Osborne
et al., 2012). This basic notion distinguishes catena from
other units, such as strings or constituents. The figure be-
low shows an example of a sentence represented in an un-
labelled dependency graph where each word is assigned an
identifier (1, 2, 3, 4, 5). In the sentence, 9 distinct
catenae can be identified, besides single nodes1 : [1 2],
[1 3], [4 5], [1 2 3], [1 3 5], [3 4 5], [1 2
3 5], [1 3 4 5], and [1 2 3 4 5] (i.e. the whole
dependency graph).
Let anyone get public updates
1 2 3 4 5
A catena may thus include both contiguous and non-
contiguous sequences of words. Because of the dominance
constraint, however, it cannot be compared neither to a
string nor to a constituent. In the sentence we used as ex-
ample, we can trace a continuous path from ”Let” through
”get” to ”updates”. Consider as a counter example the word
combination ”Let anyone get public”, which is a string. We
start with ”Let” but we have no direct path to ”public”.
In order to reach the former word, we would have to pass
1In accordance with the convention used in (Osborne et al.,
2012), the words that form a catena are listed in a left-to-right
order, following their linear order in the sentence.
through ”update”, but this is not included in the word com-
bination taken as example, therefore it cannot be considered
a catena.
Catenae are also claimed to be more inclusive than con-
stituents, as they do not require the unit to include all the
nodes that are dominated.
As catenae can capture combinations of words consisting
of a head and multiple dependents, they can behave as a
”bridge” notion while dealing with divergences in trans-
lation; they can be used, in fact, to explain and prop-
erly identify those cases of one-to-many or many-to-many
correspondences, typical of several translation shifts, such
as the English idiomatic expression ”to bring that home”,
reported in the example below together with its French
counterpart ”pour vous faire comprendre (to let you under-
stand)2.
to bring that home
1 2 3 4
pour vous faire comprendre
1 2 3 4
This is the reason why we attempted to use them in the
pipeline designed for the alignment of trees in ParTUT.
3. ParTUT
The resource used to experiment this approach is ParTUT,
a parallel treebank for Italian, English and French. ParTUT
has been designed as a multilingual development of an Ital-
ian existing treebank, i.e. the Turin University Treebank,
or TUT, i.e. the reference treebank for the parsing evalu-
ation campaigns for Italian Evalita3. The whole treebank
currently comprises around 89,000 tokens, with an average
of 1,060 sentences per language, and it includes different
text genres, from debates of the European Parliament, in-
structions on how to create a Facebook account and mul-
tilingual transcriptions of talks from the TED Conferences
to legal texts4. At this stage of the treebank development,
we are also working on its extension with the addition of
new parallel texts retrieved from EurLex5, whose release is
expected by the end of this year.
The treebank is annotated in a dependency-based formal-
ism, partially inspired by the Word Grammar, in particular
for what concerns the choice to represent determiners and
prepositions as heads respectively of nominal and preposi-
tional groups, a feature that is not shared by other depen-
dency theories. Other typical features of TUT and ParTUT
2The glosses for non-English examples are intended as literal
and not necessarily corresponding to the correct English expres-
sion.
3http://www.di.unito.it/˜tutreeb
4For further details on the composition of the
collection and to download the annotated texts,
see http://www.di.unito.it/˜tutreeb/
partut.html
5http://eur-lex.europa.eu/en/index.htm
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trees are the use of null elements and the explicit represen-
tation of the predicate-argument structure not only for verbs
but also for nouns and adjectives. This means, for example,
that the arguments of a deverbal noun are annotated as argu-
ments of its corresponding verb. The latter in particular is
a notable feature that could prove useful whenever we have
to compare parallel structures, as the explicit annotation of
argumental roles in the source and target nodes could make
the identification of translational correspondences easier;
this is one of the main reasons why we have chosen this
format for our experiments on alignment.
The treebank is automatically annotated with the broad-
coverage parser included in the Turin University Linguistic
Environment (TULE) (Lesmo, 2009), and then manually
corrected.
Raw texts are also aligned at the sentence level with Mi-
crosoft Bilingual Sentence Aligner (Moore, 2002).
Despite its still reduced size, its content offers an overview
of different text varieties and, at the same time, it mirrors
some of the well-known distinctive features of the three lan-
guages involved6, which constitutes a challenging factor in
the alignment task as well.
The resource is available in several formats, among them
the CoNLL, a widely used format for a variety of NLP
tasks. For its interoperability and the opportunity to exploit
it as a ”pivot” format for the conversion to other ones7, this
is the format we have chosen for the development and test-
ing of the alignment system.
4. Alignment method
To perform a tree-to-tree alignment means to find map-
pings between linguistically motivated analyses across lan-
guages. The ultimate goal of our work therefore consists
in the development of an automatic system that fully ex-
ploits the syntactic information provided by these analyses
to identify translational correspondences despite the pres-
ence of shifts. Our approach to the task starts from a lexical
mapping and then attempts to exploit dependency relations,
in a similar fashion to Menezes and Richardson (2001), Oz-
dowska (2005) and Ma et al. (2008). The whole alignment
process is illustrated in Figure 1.
4.1. Extraction of catenae from the treebank
As shown in Figure 1, one of the preprocessing operations
carried out before the alignment phase consists in the ex-
traction of the possible catenae from parse trees of ParTUT.
If we stick to the ”standard” definition of catena shown in
Section 2., a catena can also be formed, in principle, by a
single word (then a node of the tree) or by the entire tree.
Since we intend to make use of this concept for the iden-
tification of non-isomorphic sub-structures (and therefore
neither a single word, nor the structure as a whole), we ex-
cluded these two cases in the extraction process. The script
therefore proceeds recursively for each node by extracting
all the possible catenae that may include it.
6For a partial description of the linguistic analysis performed
on ParTUT texts, see (Sanguinetti et al., 2013)
7More recently, a tool has been made available for the conver-
sion in the Stanford Dependencies, see (Bosco et al., 2013)
The output then returned is a list, for each node, of the
possible catenae that can be formed with that node. Using
the dependency graph of Section 2. as example, the set of
possible catenae where the node ”get”, in position 3, is
involved is displayed as follows:
[1 3] ”let get”
[1 3 5] ”let get updates”
[1 3 4 5] ”let get public updates”
The variety of text genres in ParTUT is also mirrored by the
different degree of structural complexity detected in differ-
ent sub-corpora. One of the measures used to detect such
complexity is the average length of catenae, shown in Table
1.
Corpus avg. length
CC 7.43
EURO 7.02
FB 5.46
JRC 8.17
UDHR 5.98
WIT3 5.04
Table 1: Average length of syntactic catenae in ParTUT
The overall average length of catenae reported in the table
has also been used to set a maximum length of catenae in
the final alignment step, as described in the next section.
4.2. Alignment Steps
The whole alignment process entails multiple steps that
can be summarized as follows:
Step 1: Lexical mapping the alignment starts from a ba-
sic lexical mapping that provides the initial anchor set of
word pairs in the source and target trees.
The following subsections, that describe the multiple
steps of the process, are also accompanied by alignment
matrices that show the mapping output for the following
English-Italian bisentence:
FB En#488: Keep your security question a secret
FB It #45: Non rivelare a nessuno la domanda di sicurezza
(Do not reveal to anyone the security question)
whose dependency graph is shown below.
Keep your security question a secret
1 2 3 4 5 6
OBJ
ARG
RMOD
PREDCOMPL+OBJ
ARG
8The label refers to the position of the sentence in the given
sub-corpus (in this case, we report sentence n. 48 of the English
part of the Facebook section.)
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Figure 1: Alignment system pipeline.
Non rivelare a nessuno la domanda di sicurezza
1 2 3 4 5 6 7 8
RMOD INDOBJ ARG
OBJ
ARG RMOD ARG
Step 1: Intersection The anchor set of source-target
word pairs in our case is obtained through several prepro-
cessing stages. A first alignment is performed at the sen-
tence level with the Microsoft Bilingual Sentence Aligner.
Aligned sentences are then run bidirectionally (from source
to target and from target to source) with the state-of-the-art
tool for word alignment GIZA++9 (Och and Ney, 2003).
In order to obtain a high-precision set, the two alignments
were then symmetrized with the Lingua-Alignment Set10
and only the word pairs in the intersection set were re-
tained. Considering the limited amount of data submitted
to GIZA++, and the resulting risk to get too sparse data,
we ran the tool on lemmatized rather than raw texts. Al-
though not to a completely satisfying extent, this signifi-
cantly increased the Precision score from 34.37 (raw data)
to 63.95 . For generating GIZA++ alignment, we used
the default parameters, therefore the alignments were boot-
strapped from IBM Model 1 (iterations), HMM model (5
iterations), IBM3 (5 iterations) and IBM4 (5 iterations), as
increasing the number of iterations did not lead to signifi-
cant results in the final measures.
The alignment matrix below shows the output obtained in
this step.
6 secret . . . . . . . .
5 a . . . . . . . .
4 question . . . . .  . .
3 security . . . . . . . 
2 your . . . . . . . .
1 keep . . . . . . . .
non rivelare a nessuno la domanda di sicurezza
1 2 3 4 5 6 7 8
9As only 1:1 correspondences were retained, the number of
sentence pairs processed by GIZA++ was further reduced to 855
(English-French), 822 (Italian-English) and 774 (French-Italian).
10http://gps-tsc.upc.es/veu/personal/lambert/
software/AlignmentSet.html
Step 2: Alignment expansion using relations Starting
from the lexical pairs obtained in the first step, correspon-
dences between neighbouring nodes are verified comparing
in parallel the respective relational structure.
The algorithm iteratively searches for head and dependents
of the source node in the lexical pair and verifies, at
first attempt, whether they belong to other lexical pairs;
otherwise, it looks for their syntactic labels, and compares
them with the corresponding labels of head and dependents
of the target node.
In the alignment example below, the anchor set is boot-
strapped with the alignment of the English and Italian
lexical items, respectively in position 2 (”your”) and 5
(”la”), and playing the syntactic role of direct object (OBJ)
of their corresponding root verbs.
6 secret . . . . . . . .
5 a . . . . . . . .
4 question . . . . .  . .
3 security . . . . . . . 
2 your . . . .  . . .
1 keep . . . . . . . .
non rivelare a nessuno la domanda di sicurezza
1 2 3 4 5 6 7 8
This step mainly relies on the assumptions for which
a dependency-based approach has been preferred in this
work, i.e. that syntactic dependencies, together with the
information on predicative structure, can be helpful in iden-
tifying some translational divergences, such as nominaliza-
tions (i.e. shifts into a name of linguistic elements belong-
ing to another category) and passivizations (the shift from a
passive to an active verb form). As remarked in Section 1.,
in fact, dependencies tend to hold between the languages,
and provided that a common predicative structure is shared
by the two parse trees, it will remain stable in the different
languages despite variations in the realization of its argu-
ments or their distance from the predicate.
There is, however, a number of shifts that cannot be cap-
tured and properly aligned with this system. These shifts
include all those cases of non-compositional expressions,
such as idioms, light-verb constructions, Multi-Word Ex-
pressions or paraphrases. For this purpose, we decided to
explore a further step involving the use of catenae.
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Step 3: Alignment expansion using catenae The group
of nodes that are left unaligned are then compared in terms
of catenae: by comparing the catenae extracted in both
source and target files, such group of nodes are checked,
and if they belong to the set of extracted catenae on both
source and target sides, they are aligned. In this example,
the catenae that are put in correspondence are those formed
by the node sequences [1 5 6] (”keep a secret”) and [1
2 3 4] (”non rivelare a nessuno”).
6 secret     . . . .
5 a     . . . .
4 question . . . . .  . .
3 security . . . . . . . 
2 your . . . .  . . .
1 keep     . . . .
non rivelare a nessuno la domanda di sicurezza
1 2 3 4 5 6 7 8
Catenae are thus aligned as a whole in a typical multiple
word-to-word fashion (each node of the source catena are
aligned to each node of the target catena).
All nodes aligned in this step of the process are connected
to their counterparts with a Possible link by default.
4.3. Reference corpus
Evaluation is the weakest part of the projects, as the system
still needs major improvements. Even so, we defined a gold
standard based evaluation methodology and we applied it
to a small data set as a test. The use of a core ”gold stan-
dard” in this study has a two-fold aim; firstly, it provides a
reference material for the comparison of an alignment set,
produced by a manual annotator, to the automatic tool that
extracts catenae from ParTUT: such comparison may serve
the purpose of showing whether and to what extent multi-
ple and phrasal alignments can be considered as syntactic
catenae, thus justifying the use of the latter in the automatic
alignment as well. Secondly, it would help us in planning
the development of the larger data set, that will be done in
the next few months. In this section, we will therefore de-
scribe the main corpus charachteristics, and its degree of
reliability, defined in terms of inter-annotator agreement.
We performed our experiments with the Italian–English
subsection of ParTUT.
The sampled selection comprises 60 sentences from the dif-
ferent subcorpora of the entire treebank. The sample was
manually aligned by two independent annotators, A1 and
A2.
Being the most challenging aspects to be tackled by the
alignment system, we selected the sentences so as to in-
clude cases of translation shifts that fall into at least one of
the following categories11 :
• nominalizations and other shifts in the morpho-
syntactic category (i.e. from verb to noun, from noun
to adjective, from adjective to adverb, etc.)
11For a description of the translation shift classification devised
in our study, see (Sanguinetti and Bosco, 2012)
• passivizations or depassivizations (the shift from ac-
tive to passive form or vice versa)
• different word order and discontinuous correspon-
dences
• conflations (i.e. the translation of two words using a
single word equivalent in meaning)
• paraphrases
• idioms
• additions/deletions (i.e. the introduction or elimina-
tion of pieces of information)
• mutation (whenever the correspondence is character-
ized by a high degree of fuzziness, or the content sub-
stantially differs between source and target version)
The inclusion of these specific cases has the aim of provid-
ing both a reference set of translation shift manual align-
ment for the further development of the gold standard, and
a preliminary starting point for the evaluation of the auto-
matic system and its performance in relation to these as-
pects.
For the manual annotation of alignment, we discussed
several guidelines, both for word and treebank alignment
(Grac¸a et al., 2008; Kruijff-Korbayova et al., 2006; Lam-
bert et al., 2005; Melamed, 1998; Samuelsson et al., 2010;
Simov et al., 2011), in order to verifiy whether and how
the linguistic phenomena mentioned above were treated in
other similar tasks; a document was finally compiled ex-
plicitly dealing with such cases.
Furthermore, in order to evaluate the alignment annotation
system, an inter-annotator agreement was calculated over
the sample pairs using the Cohen’s Kappa statistical mea-
sure (Carletta, 1996). For that purpose, and similarly to
Macken (2010), each alignment link was classified based
on the type of connection between the source and target
word. Therefore, the scheme includes the following cate-
gories:
• Direct S: a one-to-one alignment that is linked as Sure
• Direct P: a one-to-one alignment that is linked as Pos-
sible
• Indirect S: a link that entails a one-to-many or many-
to-many alignment and that can be considered as Sure
• Indirect P: a link that entails a one-to-many or many-
to-many alignment and that can be considered as Pos-
sible
Contrarily to other (word) alignment tasks, we do not take
into account NULL alignments (which is the link type used
to label and classify unaligned words), neither in the man-
ual nor in the automatic process; as a result, no label has
been conceived for such cases in the alignment type classi-
fication. The inter-annotator agreement was then computed
over the above mentioned categories, resulting in an over-
all κ = 0.78, which can be considered a good result in
terms of reliability and consistency of the annotation sys-
tem, however not to a completely satisfying extent. The
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measure is in fact lowered by the relatively high disagree-
ment on what should be discarded as translation correspon-
dent, i.e. on those nodes that are left unlinked by each an-
notator. As it could impact the final evaluation process of
the alignment system, this aspect should be thoroughly dis-
cussed in the further development of the gold standard. The
overall fairly positive result, however, allow us to account
for this resource for other considerations related to the rel-
evance of multiple alignments within the corpus, as they
typically express a shift in translation, and their correlation
with catenae. In fact, a low discrepancy can be observed,
both when comparing the annotations provided by A1 and
A2, and when comparing them to the final gold standard, in
relation to some data in particular. Such data are indicators
of some aspects that we consider relevant to our study, and
they include:
Mean Fertility: this measure is used to express the
amount of words that have fertility bigger than one. As
it represents a known difficulty for word alignment models,
mean fertility serves as a good indicator of the difficulty of
the corpus (Grac¸a et al., 2008), especially when it comes to
deal with multiple links.
Percentage of Multiple Alignments as Possible links:
this indicator is designed to justify the choice, in the au-
tomatic system, to annotate as Possible any alignment link
obtained with the addition of catenae.
Percentage of Multiple Alignments as Catenae: it
shows the percentage of multiple alignments (both one-to-
many and many-to-many alignments) that can be consid-
ered as syntactic catenae.
The data described here are reported in Table 2.
A1 A2 Gold
Mean Fertility 1.3 1.3 1.2
% Multiple Alignments
as P-links 66.161.661.2
% Multiple Alignments
as Catenae 40.941.452.5
Table 2: Table that summarizes the results obtained for
the three measures (Mean Fertility, Percentage of Multi-
ple Alignments as Possible links, Percentage of Multiple
Alignments as Catenae) in the annotator files (A1 and A2)
and in the final gold corpus.
The latter measure in particular is a useful indicator of
the degree of coverage, with the use of catenae, of the
potential alignments that cannot be detected in Steps 1 and
2 described in Section 4..
The alignment matrix shown below reports an example
of a manually aligned pair in the gold corpus, namely the
bisentence:
CC En#1: Attribution-ShareAlike 2.0
CC It#1: Attribuzione-Condividi allo stesso modo 2.0
(ITALIA)
where the set of nodes that are also recognized as
catena is highlighted in bold12.
3 ShareAlike . .     
2 - .  . . . . .
1 Attribution  . . . . . .
Attribuzione - Condividialloallostessomodo
1 2 3 4 5 6 7
4.4. Preliminary Results
In order to assess the impact of the different alignment
steps, a preliminary evaluation has been carried out, whose
results are shown in Table 3. We compared the results ob-
tained at each phase of the process to the alignment in the
gold sample described in the previous section, attempting
to assess its intrinsic quality by using Precision, Recall and
F-measure (distinguished for Sure and Possible links). The
figures in the table show that still major improvements have
to done on the system; however, they also show interesting
results that open to further discussions.
Step Ps Rs Fs Pp Rp Fp
Intersection 57.369.362.476.339.151.2
with relations58.276.362.271.143.853.5
with catenae 63.976.367.962.257 56.6
Table 3: Results of each alignment step: Precision, Recall
and F measure for Sure (Ps, Rs, Fs) and Possible (Pp, Rp,
Fp) alignments.
Contrarily to the commonest expectations, and to past ex-
periments, for example, Precision scores in Step 1 are lower
than the scores obtained for the same measure in the next
steps. The most interesting data observed, however, is that,
the use of catenae contribute, although still not to a satisfy-
ing extent, to an improvement of the alignment system.
5. Conclusions and Future Work
In this paper, we described the ParTUT parallel treebank
and the ongoing work on its alignment, in particular by in-
troducing in the task the novel syntactic notion of catena,
which has not been explored yet in other NLP applications.
The aim of exploiting such notion is to find the set of links
which most precisely detect translational divergences, also
known as shifts, between the parallel trees. With this paper,
we then attempted at showing the validity of our approach,
for which full evaluation figures on aligned data will be pro-
vided in the near future. For the reliable evaluation of the
aligner in particular, we are currently working on the im-
provement of performaces of the system and, in parallel,
on the extension of the dataset, which can include a larger
12The raw sentences used for manual alignment have been tok-
enized using the same criteria adopted by the TULE parser for the
automatic analysis of texts in ParTUT; such criteria provide for
the splitting of contracted forms such as the one in the example,
i.e. ”allo”, which is the result of a contraction between the prepo-
sition ”a” (to) and the definite article ”lo” (the); that is the reason
why this item occurs twice in the example text.
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variety of phenomena related to the alignment and possi-
bly not occurring in ParTUT. The development of the new
dataset is currently planned following the same steps of the
development of the original ParTUT. Such extension will
include new texts from legal domain.
One of the aims of ParTUT is also to allow its use and its
comparison to other formats and paradigms of structural
representation. The next planned direction for the develop-
ment of ParTUT and its alignment system is therefore that
of testing the aligner on a version of the treebank annotated
according to the Stanford Dependencies, whose annotation
format can be available for ParTUT as well by applying the
conversion system used in Bosco et al. (2013).
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