INTRODUCTION
Raman spectroscopy is a well-established technique that allows both chemical and physical structural analysis of materials, especially for biological macromolecules in recent years. 1 When applied on the measurement of biological macromolecules, Raman spectroscopy can provide a large amount of structural information using a small sample. In addition, the application of Raman spectroscopy is convenient and does not damage the experimental samples. 2 In the last decade, Raman spectroscopy has been widely used in biological studies, and many important research results have been obtained. 3, 4 Nevertheless, spectral interference, including various backgrounds and noises, has lead to problems in instrument calibration and the quantization of the spectral information. According to previous studies, one of the most significant sources of spectral variation is the variable background, also called the baseline. 5 This baseline is usually caused by residual Rayleigh scattering at low Raman wavenumbers or by the fluorescence of organic molecules intrinsic to the analyzed sample or from contamination.
The existence of the baseline can negatively affect the qualitative or quantitative analysis of Raman spectra because it always appears as a sample-independent smooth curve. Therefore, the baseline should be routinely fitted and corrected to mitigate this negative influence. 6 In the last decade, much attention has been paid to eliminating the Raman spectral background, and several methods have been implemented. [7] [8] [9] [10] Three main types of methods have been used to estimate the baseline in Raman spectra: smoothing spline fitting, wavelet decomposition and integration, and least squares error modeling. The spline-fitting method uses predesigned smooth curves to fit a noisy dataset. Although this method has long been used for baseline correction, [11] [12] [13] its performance is heavily dependent on prior settings. The wavelet decomposition and integration method has also been widely used for peak extraction from spectra. 12, [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] The application of wavelet decomposition and integration to baseline correction assumes that peaks have high wavenumbers and the baseline has a low wavenumber. Using this method, it is difficult to select a proper threshold by which the high frequencies and low frequencies are accurately separated. Least squares error modeling is one of the most frequently used methods in baseline correction because of its simplicity. Nevertheless, the accurate selection of the least squares error model is not trivial in applications. Some researchers use Fourier transform filtering for fluorescence rejection, but this requires the researcher to manually choose the upper and lower limits in the frequency domain. This human intervention is time consuming, and the limits also vary from case to case. 24, 25 In applications, polynomial fitting is the most popular baseline-removal technique. This strategy is simple and convenient. 26 Recently, Lieber and Mahadevan-Jansen proposed a modified multi-polynomial fitting method that substantially improved the fluorescence-background removal from Raman spectra. 27 However, this method still has some limitations, especially in real-time Raman processing systems and when there is high noise. The core process of polynomial fitting is minimizing a cost function. Therefore, the choice of the cost function is essential for curve fitting. Two piecewise functions-the asymmetric Huber function and the asymmetric truncated quadratic function-are commonly used in polynomial fitting. The asymmetric truncated quadratic function has been shown to be better than the asymmetric Huber function in Raman spectra baseline correction. 28 Nevertheless, the asymmetric truncated quadratic function still has shortcomings in application. For example, when the Raman spectra have high peak numbers, the flat part of the asymmetric truncated quadratic function will lead to the polynomial curve moving upward and away from the real baseline. Another problem is the choice of piecewise point s of the cost function. Previous methods empirically chose s, which not only increased the difficulty of fitting, but also potentially caused unpredictable bias.
In this article, we propose a new cost function, called the asymmetric Indec function. This new function has the property that the cost increases when the fitting curve moves upward and away from the real baseline, thus improving the accuracy of baseline fitting. In analyzing Raman spectra, we found that the threshold s (which is usually empirically chosen) can be mined from the raw Raman data. Based on our observation, we designed an iterative algorithm, called Goldindec, which automatically selects a reasonable threshold s and finally fits the baseline with high accuracy.
We used both simulated data and real data to evaluate Goldindec in comparison to other algorithms. First, we performed an experiment on simulated data to compare the methods using the asymmetric truncated quadratic function and the asymmetric Indec function as the cost functions. The results showed that the asymmetric Indec function performs better than the asymmetric truncated quadratic function as the cost function, especially when the peak number is higher. To fully evaluate Goldindec, we also compared our method to two other, non-polynomial-fitting algorithms. The results on simulated data showed that Goldindec has the highest average accuracy and stability and also that it is hardly influenced by the peak number and wavenumber. In addition, our tests using the real Raman spectra of five minerals-abelsonite, adamite, fluorliddicoatite, marialite, and andersonite-indicated that the baselines fitted using Goldindec almost coincide with the real baselines in the database, outperforming the other two algorithms.
METHODS
The measured data of Raman spectra obtained on N detector channels can be represented as two vectors x and y. The vector x, with its elements in increasing order, represents the Raman wavenumbers, and y represents the Raman intensities corresponding to x. In this study, we fit the baseline of Raman spectra based on vectors x and y.
Problem Modeling. We denote the Raman intensities of an N-point Raman spectrum as y = (y 1 , . . ., y N ) and y = b þ p þ n, in which b is the baseline of the Raman spectrum, which needs to be corrected and is usually modeled as a p-order polynomial because polynomial fitting for the baseline satisfies most spectra; [27] [28] [29] [30] p is the positive gathering peaks in the Raman spectrum, which have different shapes, amplitudes, positions, and widths; and n is the physical noise and model uncertainties, which are modeled here as a white Gaussian and additive noise with variance r 2 .
The baseline, modeled as a polynomial fitting, can be expressed as z = Ta, where T and a are defined as:
. . . and where T is the Vandermonde matrix of wavenumber x, a are the polynomial coefficients, and p is the order of the polynomial.
Construction of the Cost Function. In this article, our aim is to find the polynomial coefficients a that minimize the cost function and, hence, the polynomial that best fits the real baseline of the Raman spectrum. Given the cost function f = u(x), we need to find the polynomial coefficients a to minimize:
where (Ta) i represents the ith element of z = Ta. Currently, the two commonly used cost functions are the asymmetric Huber function (Eq. 3) and the asymmetric truncated quadratic function (Eq. 4):
Although acceptable in application, these two cost functions still have several shortcomings that hinder their application. For example, when the Raman spectra have high peak numbers, the flat part of the asymmetric truncated quadratic function will lead to the polynomial curve that moves upward and away from the real baseline.
To deal with these limitations, we propose a new cost function, the asymmetric Indec function (see Fig. 1a ):
We can see from the derivative of the asymmetric Indec function, u 0 (x) = Às 3 /2x 2 , that when the value of y i À (Ta) i . s, the change in cost increases faster as it moves upward, which effectively avoids the problem of the fitting curve moving away from the real baseline.
Minimization of the Cost Function. To minimize the criterion and obtain the polynomial coefficients, we can obtain the formula directly using the classical least squares approach:
However, the minimization is not straightforward for all three functions.
In this paper, we use half-quadratic (HQ) minimization, which is an iterative technique simplifying the optimization of a non-quadratic criterion. 31, 32 If f = u(x) satisfies Goldindec is freely available for noncommercial use at http:// sourceforge.net/projects/transcriptomeassembly/files/Baseline_ Correction/Goldindec.rar/download. 9a max , 8a 2 [0, a max ], and g a (x) = 0.5x 2 À au(x) is strictly convex, then we can use HQ minimization. To do this, we introduce an auxiliary vector d = [d 1 , . . ., d N ] to solve for the polynomial coefficients a. For the asymmetric Indec function, we set a max = 0.5 under the condition that s 2 (in polynomial fitting, we first standardize the data; then s will be less than 1). Then, we use the algorithm LEGEND to calculate a. 31 To guarantee that g a (x) is strictly convex and speed up the convergence, we set a = 0.99a max , and initialize a as a = (T T T) À1 T T y. Then, the two steps of iterations are as follows:
(1) When a is fixed, d is updated as: (2) Update a using the formula:
The iteration stops when the change of a is smaller than a given threshold e.
The Properties Between Threshold s and Other Parameters. When analyzing Raman data, we obtained three properties of threshold s and other parameters, which composed the theoretical foundation of our method.
Property 1: Threshold s Is Positively Correlated with the Noise Standard Deviation r. In theory, the noise standard deviation r determines the amplitude of the noise fluctuations, and the larger the amplitude, the larger the threshold s. This is also verified by the following experiment. We simulated 100 kinds of Raman spectra, each type with 10 different random baselines and the same noise standard deviation r (1000 spectra in Relationship between the noise standard deviation r and the optimal threshold s. Blue star points denote the optimal threshold s that corresponds to a noise standard deviation r; the red line is a fitted fourth-order polynomial based on these blue star points. (c) Relationship between threshold s and the up_down_ratio. Red, green, and blue star points denote the up_down_ratio that corresponds to a threshold s. (d) Relationship between the peak ratio and the up_down_ratio. The five polynomial curves denote five simulations, and each curve is fitted using 1000 star points. all). Then we obtained the optimal threshold s for each Raman spectrum. For each 10 Raman spectra with the same noise standard deviation r, we calculated their average threshold s (ave-s) as Mazet et al. 28 did. The result (Fig. 1b) indicates that threshold s is positively correlated with the noise standard deviation r.
Property 2: Threshold s Is Negatively Correlated with the Up_Down_Ratio. We define the up_down_ratio as the quotient of the number of points upward and downward from the baseline. We found that the larger the threshold s, the smaller the up_down_ratio. To verify this, we simulated three Raman spectra randomly and calculated their corresponding up_down_ratios. The threshold s values and their corresponding up_down_ratios are graphed in Fig. 1c ; this clearly indicates that the threshold s is negatively correlated with the up_down_ratio.
Property 3: A Cubic Polynomial Correlates the Up_Down_Ratio Shows with the Peak Ratio, and This Correlation is Hardly Influenced by the Noise Standard Deviation r. The larger the peak ratio, the more points belong to the peaks of the Raman spectrum and the larger the up_down_ratio. In addition, for a given Raman spectrum with an explicit baseline and peaks, noise fluctuations with small r hardly influence the up_down_ratio. We designed five experiments, each using a different noise standard deviations-0.02, 0.03, 0.04, 0.05, and 0.06-and each with 1000 simulated Raman spectra. We graphed the points of the peak ratio and up_down_ratio for all the Raman spectra and fitted the 1000 points in each experiment using a third-order polynomial. The points and curves are shown in Fig. 1d ; we can see that these five curves almost coincide. This indicates that a cubic polynomial correlates the up_-down_ratio with the peak ratio and that this correlation is hardly influenced by noise standard deviation r. The third-order polynomial we used for the algorithm design is y = 0.7679 þ 11.2358x À 39.7064x 2 þ 92.3583x 3 .
Choice of Polynomial Order p. Some algorithms can automatically estimate the polynomial order, for example, the Akaike information criterion (AIC). 28, 33 However, we believe that the polynomial order should be a userdefined parameter, giving the researcher some degree of freedom. Generally speaking, the polynomial order determines the smoothness of the estimated baseline. If we need a smoother baseline, we choose a larger polynomial order p; otherwise we choose a smaller one. Indeed, some Raman spectra may have a part of the signal that can be alternatively considered a baseline or a peak, for example, the Raman spectral segment from 700 to 900 in Fig. 2 . Adjusting the polynomial order p allows us to fit this part of the signal for each of these two cases.
Designation of Algorithm Goldindec. We have discussed how to choose the polynomial order p for a given Raman spectrum. Another two input parameters are e (default value 0.0001) and the peak ratio, which can be estimated from input data. Actually, based on our analysis, researchers can choose a peak ratio from 0.1 to 0.9 with step length 0.1 because Goldindec can fit a baseline with high accuracy within a 10% bias of the peak ratio. The details can be found in Results section. Given the two parameters e and the peak ratio, Goldindec can correct the baseline using the following algorithm: 34 1. Calculate the up_down_ratio, denoted as r ud , from the peak ratio based on the third-order polynomial between the peak ratio and the up_down_ratio, as described previously. 2. Initially, let a = 0 and b = , and calculate the tentative threshold s = a þ 0.618(b À a); then compute the up_down_ratio using the current s and the algorithm LEGEND. 3. If jup_down_ratio À r ud j e, go to step 6; if up_down_ratio À r ud . e, go to step 4; if up_down_ratio À r ud , Àe, go to step 5. 4. Let a = s, s = a þ 0.618(b À a), and then compute the up_down_ratio using the current s and the algorithm LEGEND; then go to step 3. 5. Let b = s, s = a þ 0.618(b À a), and then compute the up_down_ratio using the current s and the algorithm LEGEND; then go to step 3. 6. Stop the iteration, and calculate the final fitted baseline using the current s and the algorithm LEGEND.
RESULTS
Experiment Design and Data Acquisition. To compare the performance of Goldindec (e.g., accuracy and robustness) with other methods, we did experiments using both simulated and real Raman spectral data. The simulated Raman spectrum can be modeled as y = b þ p þ n, where b is the known polynomial function with an order less than six whose coefficients are generated from a zero-mean Gaussian with variance 1; p is the Raman spectroscopy peak function, which consists of a sparse spike train signal convolved with a Gaussian pulse; and n refers to the physical noise that is simulated by white Gaussian noise. We obtained real Raman spectral data for five minerals from the Handbook of Minerals Raman Spectra 35 database; the minerals Algorithm Analysis. Accuracy Analysis of Threshold s. To evaluate the accuracy of threshold s given by Goldindec, we simulated 25 groups of Raman spectra data randomly and obtained the real threshold s (real-s); we also calculated the threshold s using Goldindec (opts); see Table I . The results indicate that the difference between real-s and opt-s is almost always less than 1%, with only two exceptions, 2.5 and 1.5%; this indicates that Goldindec computes threshold s with high accuracy.
Robustness Analysis. The peak ratio estimated by researchers is usually not absolutely precise. To test the influence of the peak-ratio bias, we analyzed the robustness of Goldindec and defined the AC_rate, measuring the accuracy of the fitting result, as follows:
and where b refers to the real baseline, and z refers to the fitted polynomial baseline. In this experiment, three groups of Raman spectra were generated randomly with known peak ratios, denoted pr. We constructed the bias interval [0.9pr, 1.1pr], divided into 10 equal intervals of 11 points. Then we fitted the baselines with the 11 points as the peak ratios and calculated their AC_rates. The results show that the accuracy of Goldindec remains stable within a 10% bias of the real peak ratio, indicating strong robustness (Fig. 3) . 3 . Robustness analyses of three groups of Raman spectra. The x-axis represents 11 values within a 10% bias of the real peak ratio, and the yaxis represents the fitting accuracy (AC_rate) of the corresponding peak ratio.
Because the robustness analysis of the peak ratio shows that Goldindec can fit the baseline with stable accuracy within a 10% bias of the real peak ratio, we can choose a value from 0.1 to 0.9 with step length 0.1 to estimate the peak ratio. These choices guarantee that the fitted baseline will have not only high accuracy but also very strong robustness. For example, if the real peak ratio is 24.7%, either 0.2 or 0.3 would be a reasonable choice.
Algorithm Efficiency Analysis. In this study, we adopted the 0.618 golden section iterative algorithm; thereby the length of search interval decreases exponentially in iterations, which ensures that the algorithm has a high computational efficiency. To test this, we generated 20 groups of Raman spectra randomly, and we fitted their baselines using Goldindec with e = 0.0001. The numbers of iterative steps ranged from 12 to 17, indicating that Goldindec has high computational efficiency.
Result Analysis and Comparison Using Simulated Data. Comparison Between Two Cost Functions. Experiments showed that the asymmetric truncated quadratic function generates polynomial baselines more accurately than the asymmetric Huber function in Raman spectra. Thus, we need to compare only the asymmetric Indec function to the asymmetric truncated quadratic function.
Compared to the asymmetric truncated quadratic function, the asymmetric Indec function has the property that the cost increases when the fitting curve moves upward and away from real baseline; thus, the fitted curve will be closer to the real baseline (Fig. 4a) , which efficiently handles the limitations of the cost functions that are currently used. Furthermore, we adopted the AC_rate to measure the accuracy of the two cost functions and designed 100 experiments to compare them. For each experiment, we simulated a random Raman spectrum with a distinct peak ratio, and then we calculated the corresponding AC_rates of these two cost functions. Finally, we graphed the accuracy curves of two cost functions using the 100 AC_rates and peak ratios (Fig. 4b) . The results show that the asymmetric Indec function performs better than the asymmetric truncated quadratic function, especially when the peak ratio is high.
Accuracy Comparison with Other Methods. We then compared Goldindec 34 with another two baseline correction methods: Paul's method 37 and Zhi-Min's method. 6 For the comparison, we generated three groups of Raman spectra, with wavenumber 500, 1000, or 1500, each containing 300 Raman spectra with different peak ratios. Then we calculated the AC_rates after applying the three methods to each group of Raman spectra. The accuracy curves are graphed for each method in Figs. 5a-5e. In addition, we calculated the average accuracy and accuracy variation for each group of Raman spectra (Fig. 5f ). For Paul's method, we chose the default value p = 0.01 and chose wavelength k as the best one among 10 4 , 10 5 , . . ., 10 9 . For Zhi-min's method, we chose k as the best one among 10 4 , 10 5 , and 10 6 . The results showed that Goldindec performs better than the other two methods, having the highest average accuracy and lowest accuracy variation. In addition, the accuracy of Goldindec is hardly influenced by peak number. Goldindec achieved the highest accuracy using wavenumbers 500, 1000, and 1500. Although Paul's method might not be influenced by wavenumber either, it has a high accuracy variation, indicating its instability. Zhi-Min's method is not only influenced by wavenumber, but is also unstable.
Application Using Real Data and Comparison to Other Methods. As mentioned, we obtained real Raman spectral data from the Handbook of Minerals Raman Spectra 35 database for five minerals with different impurities and thus different baselines. The baselines of these five minerals in this database were manually fitted by experts, and in this article, we take these The blue curve represents the raw Raman spectrum, the black curve represents the real baseline, the green curve represents the fitted baseline with the asymmetric Indec function as the cost function, and the red curve represents the fitted baseline with the asymmetric truncated quadratic function as the cost function. Note that the black and green curves almost coincide, so it looks as if the black curve is missing. (b) The AC_rate curves of the asymmetric truncated quadratic function and the asymmetric Indec function as cost functions. The x-axis represents the peak ratios of 100 experiments, and the y-axis represents the corresponding AC_rate values. The red star points are the AC_rate values of the asymmetric truncated quadratic function as the cost function; the green star points are the AC_rate values of the asymmetric Indec function as the cost function; the red curve is a third-order polynomial fitted to the red star points; the green curve is a third-order polynomial fitted to the green star points. experts' results as the criteria for our comparison of Goldindec, Paul's method, and Zhi-Min's method. As we did in the last experiment, for Paul's method we chose a default value p = 0.01 and chose k as the best value among 10 4 , 10 5 , . . ., 10 9 . For Zhi-min's method, we chose k as the best value among 10 4 , 10 5 , and 10 6 . We again measured accuracy using AC_rate. The fitted results for that Goldindec accurately fitted the baseline for the Raman spectra of the five minerals. We can see that the fitted baselines almost coincide with the real ones determined by the database experts. The comparison in accuracy with the other two methods is shown in Fig.  6f ; we can see that Goldindec has the highest accuracy among the three methods.
DISCUSSION
In this article, we have proposed a novel iterative algorithm, Goldindec, for polynomial fitting of the Raman spectrum baseline using a new cost function, the asymmetric Indec function. This cost function does not have the shortcomings of the asymmetric truncated quadratic function and has improved fitting accuracy, especially for Raman spectra with high peak numbers. In the analysis and experiments, we determined several properties of the parameters used in baseline fitting: (1) threshold s of the cost function is positively correlated with the noise standard deviation r, (2) threshold s is negatively correlated with the up_down_ratio; and (3) a cubic polynomial correlates the up_down_ratio shows with the peak ratio, and this correlation is hardly influenced by peak variance r. Based on these properties, we designed the 0.618 golden section iterative algorithm to automatically select a reasonable threshold s.
We compared Goldindec with another two methods using both simulated and real data. The results show that our algorithm has the highest accuracy when the peak ratio is not very high (less than 90%). Only when the peak ratio is more than 90%, which is rare in practice, does Zhi-Min's method test a little better than Goldindec. Moreover, even though it may achieve a higher accuracy with higher peak ratios, the accuracy of Zhi-min's method decreases when the peak ratio is low and is unstable under the influence of noise. In fact, no polynomial fitting method works very well when the peak ratio is very high; therefore, we will try combining other methods to solve the problem of high peak ratios in future studies.
