



































研究目的を達成するため，筑波大と理研の共同で OpenACC と XMP を統合した PGAS 言語 Xcal-
ableACC (XACC) を提案した．XACC では新たにアクセラレータ間通信の記述に対応することで XMP
と OpenACC を単に組み合わる場合よりも高速な通信を可能としており，本研究では特に coarray によ
る片側通信を提案した．XACCの生産性や性能を評価するため，NVIDIA GPUと PEZY-SCクラスタに
むけてコンパイラを設計・実装した．XACC で利用する OpenACC に関して，2012 年当初はオープン
ソースのコンパイラ研究基盤がなく，商用コンパイラも GPU 等の一般的なアクセラレータのみの対応
でかつ最適化が十分でなかったうえ，PEZY-SCには対応していなかった．そこで性能を向上させるため
NVIDIA GPU向けに，また対応コンパイラがなかったため PEZY-SC向けに OpenACCコンパイラを設
計・実装し最適化を行った．ベンチマークによる評価において NVIDIA GPU では既存の OpenACC コ








ラスタでは，Himeno benchmarkはグローバルビューにより MPI+PZCLの 96%以上の性能を達成した．
NVIDIA GPUクラスタにおいて，MPI+CUDA実装と比べて XACCグローバルビューモデルによる記述
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をみると 2017 年 11 月では，第 2 位の Tianhe-2 はカード型の Intel Xeon Phi，第 3 位の Piz Daint と第
5 位の Titan は NVIDIA Tesla，第 4 位の Gyoukou は PEZY-SC をアクセラレータとして搭載している．
Top500 のシステムのうち約 20% の 102 システムにおいてアクセラレータが用いられており，NVIDIA
GPUを搭載したシステムがそのうちの 85%と高いシェアを占める．またスーパーコンピュータの省電力
ランキングである Green500においては，上位 10システムのうち 4システムが PEZY-SC，残り 6システ
ムが NVIDIA Teslaを搭載している．特に上位 3システムは全て PEZY-SCを搭載しており，高い電力性
能比を達成している．2018年に稼働予定の産業技術総合研究所の人工知能処理向け大規模・省電力クラ
ウド基盤 (AI Bridging Cloud Infrastructure, ABCI)やオークリッジ国立研究所の Summitもアクセラレー
タとして NVIDIA Teslaを搭載すると発表されており，今後も同様のシステムは増加する見込みである．
アクセラレータのプログラミング方法を見てみると，NVIDIA GPU に対しては同社が提供する専用












スのプログラミングモデルがいくつか提案されている．研究では OpenMPC や hiCUDA，商用コンパイ
ラでは CAPS の HMPP，PGI の PGI Accelerator Programming Model などがある．逐次コードに指示文
を追加する形でアクセラレータへの処理のオフロードを記述するため，逐次コードをベースに簡易に記述
できるうえ，高いレベルでの記述であるため特定のアクセラレータへの依存が低く可搬性が高いという








グでは，従来 Message Passing Interface (MPI)が通信や同期に用いられている．逐次コードと比較して，
データや処理の分散と通信が必要であるため非常に多くの処理を記述しなければならない．そこで MPI
に代わるプログラミングモデルとして Partitioned Global Address Space (PGAS) モデルが提案されてい
る．PGASモデルは分散メモリ環境において仮想的な大域名前空間をユーザに提供するモデルで，データ
に統一的にアクセスできるため記述が容易である．プログラミング言語で PGASモデルを採用している




えてアクセラレータプログラミングも行う必要がある．従来の CUDAもしくは OpenCLと MPIの組み
合わせによるプログラミング方法では複雑さがさらに増し，開発期間の増加やメンテナンス性の低下と
いった課題がある．加えて，主な演算をアクセラレータで実行するので通信するデータがアクセラレー
タ上にあることが多く，アクセラレータ間の通信が重要となる．例えば NVIDIA GPU では GPUDirect











成のため，筑波大学と理化学研究所の共同で PGAS 言語 XcalableACC (XACC) [9] を提案する．XACC
は XMPと OpenACCの統合であり，XMPと OpenACCによって高い生産性と可搬性を実現すると同時
に，新たにアクセラレータ間の通信の記述を提供することで XMPと OpenACCを単に組み合わる場合よ
りも高速な通信を可能とする．XACCの生産性や性能を評価するため，対象システムとして最も普及して







• オープンソースの source-to-source OpenACCコンパイラを設計・実装した．NVIDIA GPU向け実
装ではループ並列化以外は元のコードを維持して変換することで CUDAコンパイラによる最適化
が十分に働き，さらにメモリプールの利用や Keplerアーキテクチャ向けにリードオンリーキャッ
シュやリダクションに shuffleや atomic命令を利用することで，商用コンパイラの最大 2.8倍の性
能を達成した．PEZY-SC 向け実装では kernels 指示文を単一カーネルに変換することでカーネル
起動コストを削減でき，またスレッド切り替えや同期やフラッシュ用の拡張指示文を追加するこ
とでユーザによるチューニングを可能とし，PZCL による記述と同等の性能を達成した．加えて
PEZY-SC向けの初の OpenACCコンパイラであり，既存 OpenACCプログラムの利用や PZCLよ
りも簡易な記述を可能にしたことにより生産性の向上に寄与した．
• XACC ローカルビューモデルにおけるアクセラレータメモリ上の coarray の宣言とそれに対する
通信の記述方法，および同期削減の指示文を提案した．そして XACCグローバルビューモデルを
NVIDIA GPUと PEZY-SCクラスタ向けに，ローカルビューモデルを NVIDIA GPUクラスタ向け
に実装した．Himeno benchmarkと NAS Parallel Benchmarks (NPB) CGによる評価から，グロー
バルビューモデルは逐次コードに指示文の追加，ローカルビューモデルは coarrayの配列代入文形
式の通信により簡易に記述可能であり，MPI+OpenACC と同等の性能が得られることを示した．
また，Himeno benchmarkにおいては NVIDIA GPUと PEZY-SCクラスタ向けに XACCでほぼ同
様に記述できることを示した．






キテクチャや開発環境，提案する PGAS言語 XACCのベースとなる OpenACCおよび XMPについて紹
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第 2章
研究の背景
本章では，本研究で開発や評価の対象としたアクセラレータである NVIDIA GPUと PEZY-SCのアー
キテクチャ，およびそれらの開発環境である CUDAと PZCLによるプログラミング方法を説明し，PGAS
言語 XACCのベースとなる OpenACCおよび XMPのモデルや記述について解説する．
2.1 NVIDIA GPU
NVIDIA GPU の HPC 向け製品である Tesla シリーズのアーキテクチャは Tesla・Fermi・Kepler・
Maxwell・Pascal そして最新の Volta へと変遷している．ここでは本研究で実装・評価に用いた Kepler
アーキテクチャについて解説する．GPU チップ内は複数のストリーミング・マルチプロセッサ (SMX)
により構成されている．SMXの数は同世代でも製品によって異なるが Keplerでは最大 15個の SMXが
搭載されている．Kepler アーキテクチャでは図 2.1a に示すように SMX 内に 192 個の CUDA コアがあ
り，各 CUDAコアには整数演算ユニット (ALU)がある．また同様に SMX内には 64個の浮動小数点演
算ユニット (FPU)と 32個の特殊関数ユニット (SFU)がある．Keplerでは単精度と倍精度の両方で Fused
Multiply-Add (FMA)命令に対応している．FMAとは浮動小数数の乗算と加算 (a+ b× c)を一度に行う
命令であり，丸め処理が一度であるため精度が高くかつ高速に演算が可能である．スレッドの実行は 32
スレッドをまとめたワープという単位で実行され，ワープ内の 32スレッドは同時に同じ命令を実行する．
Keplerでは SMX内にワープスケジューラが 4つあるため，同時に 4つのワープを実行できる．また各ス
ケジューラには 2つの命令ディスパッチユニットがあり，1ワープの命令を最大で 2つ同時に実行可能で
ある．
図 2.1bに Keplerアーキテクチャにおけるメモリ階層を示す．GPUではキャッシュや Sharedメモリを
利用することでデータアクセスのレイテンシ，スループットを向上させることができる．Sharedメモリ
は SMX上にあるオンチップメモリで SMX内のスレッドが共有して使えるメモリである．Sharedメモリ
と L1キャッシュは各 SMXに合わせて 64 KBあり，16 KB / 48 KB，32 KB / 32 KB，48 KB / 16 KBの
3通りの設定がある．Sharedメモリを多用するカーネルでは Sharedメモリを多く，そうでない場合は L1
キャッシュを増やしてキャッシュヒット率を高めるというようにカーネルによって設定を変えることでリ
ソースを有効利用できる．また Keplerでは新たに各 SMX に 48 KB の Read-Only Data Cache が導入さ
れた．Fermi世代ではテクスチャデータのキャッシュとしてテクスチャユニットからしかアクセスできな
2.2 CUDA 6
(a) Streaming Multiprocessor (b) Memory Hierarchy
図 2.1: Keplerアーキテクチャ (NVIDIA Kepler GK110 Architecture Whitepaper[1]より引用)
かったが，Keplerでは通常のデータでも利用できるようになったため，以前よりも利用が容易になった．
L1キャッシュや Read-Only Data Cacheと DRAMの間には 1.5 MBの L2キャッシュも用意されている．
2.2 CUDA





や HBM)を持っているため，基本的には GPUメモリ上のデータに対して処理を行う．そのために GPU
で処理を行う準備として GPUメモリの確保と必要データの転送を行う．その後 GPUの処理を記述した
カーネルを起動し，その処理の完了を待機する．最後に，処理結果を GPUメモリからホストメモリに転
送し，GPUメモリを解放する．これらのメモリ操作は CUDAが提供する Runtime APIを通して行うこと
ができ，GPUメモリの確保・解放には cudaMalloc()と cudaFree()を，メモリコピーには cudaMemcpy()
を用いる．GPUによる処理は後述するデバイスコードで記述しておき，任意のスレッド数を指定して起
動すると GPU上で実行される．CUDAでは多数のスレッドを管理するために 3次元のグリッドやブロッ
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クによる階層モデルが用意されている．グリッドはブロックの集まりで最大の大きさは Keplerアーキテ
クチャでは (231 − 1)× 65535× 65535である．ブロックはスレッドの集まりで Keplerアーキテクチャで
は最大 1024スレッドまでのスレッドブロックが実行できる．各スレッドからは属するグリッドやブロッ
クのインデックスを取得可能で，カーネル関数ではそれらを用いてスレッドごとに異なる処理を実行する
よう記述する．カーネルを起動するには “func-name <<< gridDim, blockDim >>> ( arg0, arg1, ...)” とし
て関数呼び出しにグリッドサイズとブロックサイズ指定を加えて呼び出す．ソースコード 2.1では 12行






番号 (threadIdx)，グリッド中のブロック番号 (gridIdx)，スレッドブロックのサイズ (blockDim)からその
スレッドで処理すべきインデックスを求めて配列に値を代入する．
ソースコード 2.1: CUDAによるホストコード例
1 void func(int *host_a, int n)
2 {
3 int *device_a;
4 // allocate device memory
5 cudaMalloc((void**)&device_a, n * sizeof(int));
6 // copy host memory to device memory
7 cudaMemcpy(device_a, host_a, n * sizeof(int), cudaMemcpyHostToDevice);
8
9 int num_threads = 128;
10 dim3 grid((n-1)/num_threads+1, 1, 1), block(num_threads, 1, 1);
11 // launch kernel
12 kernel<<<grid, block>>>(device_a, n);
13
14 // copy device memory to host memory
15 cudaMemcpy(host_a, device_a, n * sizeof(int), cudaMemcpyDeviceToHost);





2 void kernel(int *a, int n)
3 {
4 int i = blockDim.x * blockIdx.x + threadIdx.x;
5 if(i < n){























PEZY-SC は PEZY Computing が開発したメニーコアプロセッサである．2017 年には第 2 世代の
PEZY-SC2 が登場しているが，ここでは本研究で使用した第 1 世代の PEZY-SC について解説する．図




マルチプロセッサの構成は階層的な構造になっており，小さい順に PE, Village, City, Prefecture と呼
ばれる．1 つの PE には 8 スレッド分のレジスタ，16 KB のローカルメモリ，2 つの ALU，2 つの FPU
等が含まれる．Villageは 4つの PEおよび 2 PE毎の 2 KB L1キャッシュで構成される．Cityは 4つの
Villageと 1つの SFU，1つの 64 KB L2キャッシュで構成され，プログラム実行時には Cityの単位でス










レッドを実行する必要がある．Prefecture は 16 個の City と 2 MB L3 キャッシュからなる．1 つのプロ








PZCL は PEZY Computing が提供している PEZY-SC プロセッサ用のプログラミング環境である．
OpenCL の方言であり，ホストコードは通常の OpenCL と同様であるが，デバイスコードは OpenCL C
でなく通常の C++が用いられる．
2.4.1 ホストコード
ホストコードは OpenCL と同様に C 言語の API により記述する．現在の PZCL では OpenCL 1.1 相
当の機能が提供されており，既存の OpenCLコードの大部分はそのまま使用することができる．通常の




global work sizeは 128の倍数でなければならず，これは Cityの単位でスレッドを実行するためである．
また OpenCLの work-groupに相当するのが PEであるため，local work sizeは各 PE内のスレッド数で
ある 8 で固定である．加えて，OpenCL では work item の形状は少なくとも 3 次元まで指定可能である





デバイスコードは C/C++を用いて，OpenCL Cとは異なる方法で記述する．ソースコード 2.3に PZCL
によりベクトル加算を行うコードの例を示す．
ソースコード 2.3: PZCLカーネルの例
1 void pzc_vector_add(int n, int *a, int *b, int *c)
2 {
3 int g_work_size = get_maxpid() * get_maxtid();
4 int g_work_id = get_pid() * get_maxtid() + get_tid();
5
6 for(int i = g_work_size; i < n; i += g_work_id){












カーネル関数内では，PE やスレッドの ID を用いて処理を並列に行う．PE の ID は get pid() によ
り，PE内のスレッドの IDは get tid()により取得できる．これらは OpenCLにおける get group id(0)や
get local id(0)に相当する．また PE数は get maxpid()により，PE内のスレッド数は get maxtid()により
取得できる．これらは OpenCLにおける get num groups(0)や get local size(0)に相当する．
PZCLでは PEZY-SC用にいくつかの組み込み関数を提供している．まず，chgthread()は実行をスレッ
ドのペアの逆側に切り替える命令である．sync()はプロセッサ内のすべてのスレッドで同期する．また，
細粒度な同期として sync L1(), sync L2(), sync L3()がそれぞれ Village, City, Prefecture内の同期として
提供されている．“L1”–“L3”はそのキャッシュを共有するレベルで同期するという意味である．さらに，
flush()は全スレッド同期と全キャッシュフラッシュを行う．こちらも同様に細粒度のフラッシュとして，
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カーネルマージ
CUDA のスレッドブロック間もしくは OpenCL の work-group 間ではカーネル実行中に同期を取
ることができない．したがって全体同期が必要な部分ではカーネルを分割してカーネルを一度終
了させることで全体同期を実現するが，カーネルを起動するオーバーヘッドの増加が問題となる．




























OpenACC ではホストから GPU のようなホストに接続されたアクセラレータに処理を行わせること

















L1cache line size = 64B
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処理はアクセラレータでカーネルとして実行される．OpenACC では上位から gang, worker, vector の 3
段階の並列性が存在する．gang は粗粒度の並列性で完全に並列に動作し gang 間での同期は基本的にで
きない．worker は細粒度の並列性である．各 gang は 1 つ以上の worker を持ち，各 worker では vector
を用いてベクトル演算を行うことができる．これら 3 つの並列性が実際のアクセラレータの演算器と
どのように対応付けられるかはコンパイラ依存である．カーネル領域のプログラムは何も指定がなけ
れば gang, worker, vectorはそれぞれ gang-redundant，worker-single，vector-singleモードで実行される．
gang-redundant モードではすべての gang が同じ処理を重複して行う．worker-single 及び vector-single
モードでは 1 つの worker，1 つの vector レーンのみが処理を実行する．並列化可能なループに対して
loop指示文で並列化を指定した際には，gang-partitioned, worker-partitioned, vector-partitionedモードに
移行し，並列実行を行う．









OpenACC指示文を追加した C言語のコードをソースコード 2.4に示す．4行目では data指示文を使








1 #define N 1024
2 int main(){
3 int a[N], b[N];
4 #pragma acc data copyin(a) copyout(b)
5 {
6 #pragma acc parallel loop
7 for(int i = 0; i < N; i++){





XcalableMP (XMP)は分散メモリシステム向けに Cと Fortranを拡張した PGAS言語であり，PCクラ






#pragma xmp nodes p(2)
#pragma xmp template t(8)
#pragma xmp distribute t(block) onto p
#pragma xmp align a[i] with t(i)
#pragma xmp shadow a[1:1]
#pragma xmp loop (i) on t(i)
for(i = 0; i < 8; i++){
a[i] = i;
}
#pragma xmp loop (i) on t(i) expand(1:1)
for(i = 0; i < 8; i++){
a[i] = i * 2;
}
2 3 4 51 6 70
template t
array a on p(1)
array a on p(2)
4 5 6 7
0 1 2 3
2 3 4 51 6 70
p(1) p(2)
8 10 12 146
0 2 4 6 8
図 2.5: XMPグローバルビューモデルによるプログラム例
2.6.1 グローバルビューモデル











cyclic，gblock，もしくは*(分散しない) がある. gblock 分散は “general block” 分散の略であり
“gblock(blocksize-array)” と記述することで，各ノードのブロックサイズを blocksize-array で指定し
たブロックサイズにすることが可能である．align 指示文は分散されたテンプレートに沿って配列を














図 2.6: shadowと reflect指示文の例
分散する．また shadow 指示文はシャドウと呼ばれるいわゆる袖領域を分散配列に指定するもので，




したことで，p(1)ではループ範囲が 0–4に，p(2)では 3–7に拡大されている．次に XMPの通信指示文
について解説する．最も特徴的なのはステンシル計算において袖交換を行う reflect指示文である．図










ラミングモデルである．coarrayは Coarray Fortran [12]として提案され，Fortran 2008から正式に導入さ
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図 2.8: XMP/Cにおける coarrayの文法
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#pragma xmp post ( nodes-ref, tag )
#pragma xmp wait [( nodes-ref [, tag] )]
図 2.9: post/wait指示文の構文





次に coarray における同期方法について説明する．XMP/F においては Fortran 2008 と同様に， sync
memory, sync image, sync images, sync all が文として定義されており，XMP/C においては関数とし
て xmp sync memory(), xmp sync image(), xmp sync images(), xmp sync all() が定義されている．sync
memory はこれより前の coarray 操作がローカルで完了するまで待機する．sync image / sync images は
自身と指定した image間での coarray操作が完了するまで待機する．sync allはすべてのイメージ間での
coarray操作が完了するまで待機する．
XMP/C では追加機能として，同期のためのシグナルを送受信する post と wait 指示文を提供して




memory()と post/wait指示文を組み合わせることにより xmp sync image()と同等，もしくはより柔
軟な同期を記述することが可能である．
図 2.10 は XMP ローカルビューモデルによるコード例である．a[4]:[*] は codimension が指定されて
いるため coarrayである．各イメージはそれぞれ coarray a[]を重複して保持する．イメージ 1は配列の範
囲表記を用いて自イメージの a[2–3]をイメージ 2の a[0–1]に代入 (put)する．xmp sync all()の呼び出
しにより全イメージでの coarray通信の完了を待機する．その後，イメージ 2では a[0–1]に書き込まれ
た値を読むことが可能になる．
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0 2 4 6
0 2 4 6 4 6
sync	all
put
Image 1 Image 2int a[4]:[*];  // coarray
int b, st;
if( xmp_this_image() == 1 ){
for(i = 0; i < 4; i++) a[i] = i * 2;
a[0:2]:[2] = a[2:2]; // put
}
xmp_sync_all(&st);
if( xmp_this_image() == 2 ){
b = a[0] + a[1];
}
図 2.10: XMPローカルビューモデルによるプログラム例






言語 XMP とアクセラレータプログラミングモデル OpenACC を統合した言語である．現在，仕様の
version 1.0を公開している [9]．
3.1 概要
XACCは XMPと OpenACCを統合したプログラミングモデルであり，分散メモリ並列化を XMPで記
述し，アクセラレータへのオフロードを OpenACCで記述する．XACCの特徴の一つはアクセラレータ
メモリ上のデータに対するノード間通信である．図 3.1はアクセラレータ上のデータをノード間で通信す
る際の記述イメージを XMP と OpenACC の組み合わせと XACC とで比較したものである．単に XMP
と OpenACCを組み合わせた際には，アクセラレータ間の通信を行う指示文が存在しないため図 3.1aの
ように OpenACCによるホストとアクセラレータ間の通信と XMPによるホスト間の通信が必要である．





提案されている [13]．本研究では XMPローカルビューモデルをベースとした XACCローカルビューモ
デルを新たに提案する．
3.2 グローバルビューモデル
XACC グローバルビューモデルでは基本的に XMP グローバルビューモデルにおける指示文ベースの



























OpenACC data, enter data, declare指示文を用いる．指定された分散配列の各ノードが保持する
部分のみがそのノードが保持するアクセラレータに確保やコピーされる．また update指示文を用いて
ホスト側とアクセラレータ側で分散配列の更新が可能である．
次に，XMP loop 指示文で分散されたループに対しては OpenACC parallel loop，kernels







アクセラレータ上のデータに対する通信は，XMP 通信指示文の最後に acc 節を加えることで指定す
る．この場合，アクセラレータ上のデータのみ対象となるためホスト上のデータは変化しない．また，
XMP gmove 指示文においては “acc[(variable)]” として対象の変数名が指定できるようになっており，
その場合には gmove の左辺もしくは右辺の指定された変数のみでアクセラレータ側のデータが用いら
れる．
図 3.2は XACCグローバルビューモデルのプログラム例である．左側のコードは XMPコードをベー
スにした際に XACC で追加・変更した部分を青色で強調してある．この例ではまず，XMP 指示文によ
り 2 ノードに配列 a[] をブロック分散してかつ上下端に袖領域を追加する．次に，分散配列 a[] をアク
セラレータで処理するために OpenACC data指示文によりアクセラレータメモリ上に確保・コピーを行
う．この際，各ノードがローカルに持っている部分のみがアクセラレータに配置される．XMPで分散さ
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int a[8];
#pragma xmp nodes p(2)
#pragma xmp template t(0:7)
#pragma xmp distribute t(block) 
onto p
#pragma xmp align a[i] with t(i)
#pragma xmp shadow a(1:1)
#pragma acc data copy (a)
{
#pragma xmp loop (i) on t(i)
#pragma acc kernels loop
for( i = 0; i < 8; i++) {
a[i] = i * 2;
}
// exchange all halo on acc.
#pragma xmp reflect (a) acc
}
2 3 4 51 6 70template t
array a on p(1)
array a on p(2)
8 10 12 146
0 2 4 6 8
8 10 12 14









できる．通常のホストメモリ上の coarray宣言の後に declare createでその coarrayを指定すると，
アクセラレータメモリ上にも同じ coarrayが宣言される．なお，OpenACCにはアクセラレータ上にデー








0 2 4 6
0 2 4 6 4 6
sync	all
put
Image 1 Image 2
Acc. Acc.
int a[4]:[*];  // coarray
#pragma acc declare create(a)
int b, st;
if( xmp_this_image() == 1 ){
#pragma acc kernels loop
for(i = 0; i < 4; i++) a[i] = i * 2;
#pragma acc host_data use_device(a)
a[0:2]:[2] = a[2:2]; // put
}
xmp_sync_all(&st);
if( xmp_this_image() == 2 ){
#pragma acc kernels





coarrayのアクセスはアクセラレータ側に対して行われる．なお，リモートの coarrayのみ use device
で指定し，ローカルの coarrayもしくは通常の変数には何も指定しなかった場合は，リモートのアクセラ
レータメモリとローカルのホストメモリでの通信が行われる．アクセラレータ上の coarrayを用いた通信
の同期はホスト側の coarrayと同様に，sync allや sync imageなどで行う．アクセラレータ上の coarray
は通常の変数と同じように parallel, kernels領域中でアクセスしたり，update指示文でホストと
アクセラレータ間でコピーしたりすることが可能である．
XACCローカルビューモデルのコード例を図 3.3に示す．ホスト上に通常の coarray a[]を宣言した後
に，OpenACC declare指示文で a[]をアクセラレータメモリ上にも宣言する．まずイメージ 1におい
て，coarray a[]に値を代入し，その後 use deviceで coarray aを指定することでアクセラレータ上の
a[2:2]の値をイメージ 2の a[0:2]にリモートライトする．xmp sync all()で同期を行った後，イメージ 2
は書き込まれた a[0:2]のデータを用いて処理を行う．
3.4 関連研究
演算加速機構を持つ並列システム向けに XMP を拡張した XcalableMP acceleration device extension
(XMP-dev)が李らにより提案されており，XMP-devから CUDAや OpenCLに変換するコンパイラが実
装されている [14, 15, 16]．XMP にアクセラレータ上のデータ宣言，ホスト・アクセラレータ間のデー
タ転送，アクセラレータでの並列ループ実行，およびアクセラレータ間の通信を指定する指示文を追加
することにより，演算加速機構を持つ並列システムで利用できる記述能力と性能を有することを明らか


























4.1 NVIDIA GPU 向け OpenACCコンパイラ
NVIDIA GPUを対象に実装した Omni OpenACC compilerについてその設計と実装について述べる．
4.1.1 設計
OpenACC は C・C++・Fortran に対応しているが，このコンパイラでは C 言語のみを対象とする．
NVIDIA GPU のプログラミングには言語・コンパイラともに成熟している CUDA を用いる．本実装で
は CUDAのカーネルコードにおいてループ並列化以外はできる限り元のソースコードを維持することに
より，NVIDIA CUDA compiler (NVCC)による最適化が十分に行われ，より高速な実行ファイルが生成
されるように変換を行う．これを実現するためにコードの解析や元のコードを維持した変換が可能であ
る Omni compiler infrastructure[17] を実装に用いる．これは C と Fortran95 をソースからソースへ変換
するコンパイラ用のプログラムセットである．またホストコードにおいては多くの処理を実行時ライブ
ラリの呼び出しに変換することでプログラムの可搬性を向上させる．コンパイルの流れを図 4.1に示す．
OpenACC指示文の書かれた C言語のコードをコンパイルする際には，まず Omni frontendで XML形式
の中間コードである XcodeMLに変換する．それを OpenACC translatorで読み込んでコード変換し，ホ
ストコードと CUDAコードを出力する．その際 GPUで実行する部分はカーネル関数として分離しルー
プの並列化を行うが，ループの内部は変更しない．また Keplerアーキテクチャ向けの最適化として，読み
込みのみの配列に対して Read-only data cacheが使われるよう指定したり，リダクションにおいて shuffle



















図 4.1: Omni OpenACC compilerのコンパイルの流れ
命令や atomic命令を用いたりする．一方でホストコードでは指示文を実行時ライブラリ呼び出しに置き
換える．ホストコードは一般的な Cコンパイラでコンパイルし，CUDAコードは NVCCでコンパイルす






ソースコード 4.1に data構文例を，ソースコード 4.2にその変換例を示す．この data構文では領域
内で配列 a[]と変数 bのためのデバイスメモリを確保する．また copy節内で指定されている配列 a[]は
領域の最初と最後で転送し，copyout節内で指定されている変数 bは領域の最後でのみ転送する．デバイ
スメモリの確保にはライブラリ関数 ACC init data() を用いる．この際，配列の場合には各次元の lower
と lengthを指定する．DEV ADDR nameはホスト上の nameに対応するデバイスメモリのポインタであ
る．DESC nameは nameのホストアドレス，デバイスアドレス，配列形状，要素サイズ等が格納された
構造体へのポインタである．ホストメモリとデバイスメモリ間の転送はライブラリ関数 ACC copy data()
で行う．ライブラリ関数 ACC finalize data()により最後にデバイスメモリの解放を行う．
ソースコード 4.1: data構文の例
1 int a[100], b;
2 #pragma acc data copy(a) copyout(b)
3 {
4 /* some codes using a and b */
5 }
ソースコード 4.2: data構文の変換例
1 int a[100], b;
2 {
3 void *DESC_a,*DEV_ADDR_a,*DESC_b,*DEV_ADDR_b;
4 unsigned long long _lower[] = {0};
5 unsigned long long _length[] = {100};
6 _ACC_init_data(&(DESC_a),&(DEV_ADDR_a),a,sizeof(int),1,_lower,length);
7






















る OpenACCの並列性の CUDAへのマッピングを図 4.2に示す．gang, worker, vectorをそれぞれ CUDA
のグリッドの X 次元，スレッドブロックの Y 次元，スレッドブロックの X 次元に対応させ，その他の
次元は 1として利用しない．それぞれ CUDAの組み込み変数 blockIdx.x，threadIdx.y，threadIdx.xによ
り識別できる．なお現在の実装では worker 数，すなわちスレッドブロックの Y 次元は必ず 1 としてい
る．カーネル関数を起動する際の vector長はデフォルトで 256とし，gang数は gangで並列化するルー
プ長から決定する．ループを gangのみで並列化する場合はそのループ長に，gangと vectorで並列化す
る場合はループ長を vector 長で割った数にする．加えて，カーネルが起動できるグリッドの X 次元の
サイズは Fermi アーキテクチャでは 65535，Kepler アーキテクチャでは 231 − 1 という制限があるため
gang数の調整が必要となる．Keplerアーキテクチャにおいてもスレッドブロック数が増えるとオーバー
ヘッドが増加するため，Fermi アーキテクチャの制限に合わせて gang 数が 65535 個以下となるように
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関数の引数として渡す．ただし firstprivate節で指定された変数に対しては値渡しにすることでそ
の変数の初期化を実現している．さらに Keplerアーキテクチャ用にコンパイルする際にはリードのみの
データに対して Read-Only Data Cacheを利用するようコードを生成する．カーネル関数の仮引数でのポ
インタの宣言に “const restrict ” 修飾子を付けることで Read-Only Data Cache を介してロードするよ
う CUDAコンパイラにヒントを与える．GPUメモリの確保等については 4.1.2節で述べる．
ソースコード 4.3 に parallel 構文例を，ソースコード 4.4 にその変換例を示す．関
数 ACC GPU FUNC0 DEVICE() がカーネル関数である．gang 数が 4，vector 長が 64 なので 4
スレッドブロック，1スレッドブロックあたり 64スレッドとする．関数 ACC GPU ADJUST GRID()で
ブロック数を 65535以下になるように調整したのち，カーネル関数に変数 aの GPUメモリのポインタを
渡して起動する．その後カーネル関数の終了を ACC wait()で待機する．
ソースコード 4.3: parallel構文の例
1 #pragma acc parallel present(a) num_gangs(4) vector_length(64)
2 {




2 void _ACC_GPU_FUNC_0_DEVICE(void *a...)
3 {
4 /* codes in parallel region */
5 }
6 extern "C"
7 void _ACC_GPU_FUNC_0(void *DEV_ADDR_a, ...)
8 {
9 int block_x=(4), block_y=(1), block_z=(1);
10 int thread_x=(128), thread_y=(1), thread_z=(1);
11 _ACC_GPU_ADJUST_GRID(&block_x,&block_y,&block_z,65535);
12 dim3 DIM3_block(block_x, block_y, block_z);
























スレッド間で値の受け渡しが可能であり，そのうち shfl xor() を使うことで図 4.3 に示すようなワープ













アーキテクチャの GPU では同じグローバルメモリアドレスに対する atomic 演算が 1 クロック当たり 1
演算実行可能となり，Fermiアーキテクチャと比べて 9倍も高速化されている [1]．そこで Keplerアーキ
テクチャ用にコンパイルする際には atomic演算が提供されている int型と float型の一部のリダクション
演算 (+, min, max等)は，各ブロックの部分結果を atomic演算でリダクション変数に直接リダクションす
るように実装した．
4.1 NVIDIA GPU向け OpenACCコンパイラ 30
また atomic 命令を利用できないリダクションにおいてバッファ確保・解放のオーバーヘッドを削減






ク数は 65535以下になるよう調整しているため double型のリダクション変数 1つあたり最大で，8 Byte
× (1+65535)=512 KB使用する．したがって double型であれば最大 2つのリダクション変数とそのバッ
ファをメモリプールから確保できる．
ソースコード 4.5に loop構文例を，ソースコード 4.6にその変換例を示す． ACC calc niter()でルー
プ長を求め， ACC init thread iter() で，そのスレッドが担当するインデックスの範囲を求める．その後
ループ内では ACC calc idx()により実際のループ変数の値を求め，ループ本体を実行する．またリダク
ション部分に関しては，始めに ACC init reduction var()によりスレッドローカル変数を初期化し，ルー
プ実行後に ACC reduction thread()によりスレッド間でローカル変数の値をリダクションする．
ソースコード 4.5: loop構文の例
1 /* inside parallel region */
2 #pragma acc loop vector reduction(+:sum)
3 for(i = 0; i < N; i++){
4 a[i]++;
5 sum += a[i];
6 }
ソースコード 4.6: loop構文の変換例
1 /* inside gpu kernel function */
2 int _niter_i, _idx, _init, _cond, _step, _red_sum;
3 _ACC_init_reduction_var(&_red_sum,0);
4 _ACC_calc_niter(&_niter_i, 0, N, 1);
5 _ACC_init_thread_iter(&_init,&_cond,&_step,_niter_i);
6 for(_idx = _init; _idx < _cond; _idx += _step){
7 int i;
8 _ACC_calc_idx(_idx, &i, 0, N, 1);
9 a[i]++;




NVIDIA GPU 向け OpenACC コンパイラの基礎評価としてリダクションのマイクロベンチマーク，
および NAS Parallel Benchmarks (NPB) のうち 5 つのカーネルベンチマーク CG, EP, IS, FT, MG で評
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表 4.1: NVIDIA GPU向け OpenACCコンパイラの評価環境
K20-Opteron (Cray XK6) K20-Xeon
CPU AMD Opteron 6272 2.1 GHz (16 Core) Intel Xeon E5-2609 2.4 GHz (4 Core)
Memory DDR3-1600 32 GB DDR3-1066 32 GB
GPU Tesla K20 (GDDR5 5 GB, ECC on) Tesla K20 (GDDR5 5 GB, ECC on)
OS CNL (Compute Node Linux) CentOS 6.4
Compiler CCE 8.3.0, CUDA 5.5 GCC 4.4.7, PGI compiler 14.10, CUDA 5.5
価を行った．NPB の C 言語 OpenACC 版はソウル大学校が公開している SNU NPB Suite[19] に含ま
れる NPB3.3-SER をベースに実装し，さらに高速化のためにコードの一部を変更した．実装した Omni
OpenACC compiler と Cray compiler 8.3.0，PGI compiler 14.10，OpenUH-OpenACC[20](2014 年 5 月 5




評価環境を表 4.1に示す．“K20-Opteron”は Cray XK6であり Cray compilerが利用可能である．また
“K20-Xeon” は通常の GPU クラスタで PGI compiler が利用可能である．本実装のコンパイルオプショ
ンには “-acc -O3”を指定し，nvccに渡すオプションは “-O3 -arch=sm 35”とした．また K20-Opteronで
はホストコードのコンパイルに Cray compiler を，K20-Xeon では gcc 4.4.7 を使用した．Cray compiler
を用いた OpenACC のコンパイルのオプションには “-O3 -h acc model=auto async none” を指定した．
auto async noneを指定することで非同期カーネル実行が自動で行われるのを抑止し，その際のオーバー
ヘッドを削減した．PGI compiler のコンパイルオプションには “-O3 -acc -ta=tesla:cc3+,cuda5.5,nordc
-Msafeptr” を指定した．-Msafeptr によりポインタのエイリアスがないことをコンパイラに伝えてい





このリダクションのベンチマークでは 220 要素の int，float，double型配列の値の加算を行う時間を計
測する．配列要素のリダクションを行う 1重ループに parallel loop指示文を記述し，さらに各コン
パイラでスレッド数などを同じにするため num gangs(4096) vector length(256)を指定した．
配列はあらかじめデバイスに確保し初期化しておき，リダクション変数の確保・解放とメモリコピーを
含んだ処理時間を計測した．図 4.4に 220 要素の配列のリダクションの実行時間を示す．K20-Opteronに
おいて，Cray compilerと比較して 1.42–1.68倍の性能が得られた．Cray compilerにおける性能低下の原
因として，parallel 領域をリダクションも含めて 1 カーネルで実行している点があげられる．Cray































間が短くなりやすい．K20-Xeonにおいて，PGI compilerと比較し int, float型では 1.14倍，double型で
は 0.94倍の性能が得られた．PGI compilerでは Cray compiler と同じく一時結果を保持するためのメモ
リはキャッシュをしており，毎回確保はされていなかった．Sharedメモリを用いた一般的な処理を行っ
ており，shuffle 命令や atomic 演算は使用していなかったため，本実装の方がより高い性能を得られた．
なお 2018 年 1月時点で最新の PGI 17.10 においても同様に shuffleや atomicは利用されていなかった．
OpenUH-OpenACCは PGI compilerと同じく Sharedメモリを用いたリダクションを行っていたが，カー
ネル実行前後にバッファの確保・解放を行っていたため，時間が非常に増加している．
次に実装で行った最適化の効果を確認するために，K20-Xeon 上で最適化を順に適用した際の性能を
図 4.5 に示す．“cache” は Read-Only Data Cache の利用，“mempool” はメモリプールの利用，“shuffle”
は shuffle命令の利用，“atomic”は atomic演算の利用による最適化を表す．リダクションでは Read-Only
Data Cacheを使用すると逆に性能が低下した．リダクションでは同じデータは 1度しか読まれずかつコ























図 4.5: 最適化による 220 要素のリダクション時間の変化
アレスアクセスになるため，キャッシュする利点がなく逆にキャッシュするオーバーヘッドが増加したか
らである．次いでメモリプールの利用によりリダクション変数とバッファの確保時間が大幅に減少した．
さらに shuffle命令の利用ではすべての型で性能向上が確認できた．atomic演算は intと float型でのみ利
用するようにしており，それぞれ性能が向上した．
CG
CG ベンチマークの性能を図 4.6 に示す．まず本実装での Kepler アーキテクチャ向け最適化の有無
により 1.38–2.11 倍の性能向上が確認できた．最適化ありの本実装の性能は Cray compiler と比較して




K20-Xeonにおいては PGI compilerと比較して 1.34–2.80倍の性能となった．CGベンチマークで最も
時間のかかる疎行列ベクトル積のカーネルについて PGI compiler に “keep” オプションを付けて CUDA
コードを出力したところ，const restrict 修飾子や ldg() によるロードはなく，Read-Only Data Cache
が使用されていないことが分かった．また使用レジスタ数も使用レジスタ数を調べたところ本実装では
24個のところ PGI compilerでは 35個と多く，1SMXで実行できるブロック数が少ないため SMXの使
用率が低下していた．加えて gangで並列化するループ長が 65535以上のとき，PGI compilerでも Cray
compilerと同様にスレッドブロック数を 65535個に設定していた．加えて Keplerアーキテクチャ向け最
適化なしの状態でも PGI compilerより高い性能が得られていることから，本実装の方が NVCCによる最
適化の効果が大きいと言える．



























EPベンチマークの性能を図 4.7に示す．本実装は Cray compilerと比較して 1.26–2.23倍の性能が得ら
れ，PGI compilerと比較すると 1.14–1.54倍の性能が得られた．本実装ではすでにクラス Bで性能が頭打
ちになっているが，Cray compilerと PGI compilerではクラス Cまで性能が向上している．




ンブリ言語に変換しそれを PTXAS (PTX optimizing assembler)で最終的に機械語に変換するのに対して，




べると instruction per clock (IPC) が低下しており，クラス S では本実装の 0.69 倍，クラス B では 0.87
倍となっていた．本実装と PGI compiler の性能比はおおよそ IPC の比と近似することから IPC の差が
性能に影響していると言える．特に命令間の依存によるストールの発生率が例えばクラス Bで本実装は
49%なのに対して PGI compilerは 74%となっていた．PGI compilerは本実装と同じく CUDAコードへ
の変換を行い NVCCによるコンパイルを行っているが，最適化により元のコードから大きく変更されて
おり NVCCが最適化を行いにくくなったと考えられる．


























IS ベンチマークの性能を図 4.8 に示す．評価時点では OpenACC 2.0 の機能である atomic 指示文に
対応していなかったためヒストグラム計算は CPUで実行し，prefix sumのみオフロードするコードを用
意した．そのため実行時間の 90%以上が CPUでの計算となり，全体的に他のベンチマークより性能が低
下した．K20-Opteronにおいては，Cray compilerと比較しクラス Sでは 1.05倍の性能となったがそれ以
外では同等の性能が得られた．K20-Xeonにおいては，PGI compilerと比較し 0.90–0.97倍の性能となっ
た．PGI compilerより性能が低下していた原因としてホストコードのコンパイラの違いが考えられる．本
実装は K20-Opteron上ではホストコードのコンパイラに同じ Cray compilerを用いたが，K20-Xeon上で
は GCCを用いたことでホストコードの性能差が生まれ，それが直接性能に表れている．
FT
FT ベンチマークの性能を図 4.9 に示す．K20-Opteron においては，全てのクラスで Cray compiler の






はグローバルメモリを代わりに使うことになる．FTの場合，クラス Sにおいても各 gangに 67584 byte
必要になるため Sharedメモリでは足りずグローバルメモリを使わなければいけない．Cray compilerでは




























次に非効率なカーネルとなった原因であるが，CG，EP，IS ではループのネストは単純な 1 重，2 重
ループであったのに対して，FFT のカーネルでは gang で並列化するループの内に複数の vector で並列
化するループがありカーネル内で vector-singleモードと vector-partitionedモードが切り替わる．本実装








MGベンチマークの性能を図 4.10に示す．K20-Opteronにおいては Cray compilerと比較し，0.68–0.90
倍の性能しか得られなかった．K20-Xeonにおいては，PGI compilerでは結果不正が起きたため，評価で

































NVIDIA GPU向けの Omni OpenACC compilerを拡張し，アクセラレータとして PEZY-SCを利用可能
とした．PEZY-SCのプログラミングには PZCLを用いるため，トランスレータで出力するカーネルコー
ドを PZCL向けに変更し，ランタイムを PZCLで実装した．コンパイル処理は NVIDIA GPU版 (図 4.1)
における CUDAを PZCLで置きかえたものとなる．
4.2.1 NVIDIA GPU 向け実装からの変更点
ホストコード
基本的にはホストコードから呼び出される Omni OpenACC runtimeにおいて CUDAで記述していた部
分を OpenCL(PZCL) で記述することで対応した．またその際に，ランタイム内部で CUDA や OpenCL
に依存しない部分を切り分けることで最小限の実装で CUDAと OpenCLのどちらでも対応可能としてい
る．PEZY-SCに向けて特に変更したのはカーネルの起動部分で，PEZY-SCでは global work sizeを 128
の倍数かつ 8192以下になるよう調整し，local work sizeは 8で固定としている．
デバイスコード
OpenACC の並列性と PEZY-SC の並列性の対応関係は，現在の実装では gang を PE に，worker を 1
で固定し，vectorを PE内のスレッドに割り当てている．このマッピングは NVIDIA GPU向けの実装を
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#pragma acc yield
#pragma acc sync [( int-expr )]
#pragma acc flush [( int-expr )]
図 4.11: yield, sync, flush指示文の構文
ドを最小限にすることができる．
2 つめは明示的なスレッド切り替え，同期，フラッシュのための指示文の追加である．追加した






指示文を追加している．sync と flush には引数として整数値を指定可能で，同期・フラッシュ時の
キャッシュレベルを指定するものである．例として “#pragma acc sync(2)” と指定した場合は L2 キャッ









ウェアを表 4.2に示す．PEZY-SCにおける N-bodyの性能を図 4.12に示す．凡例の “PZCL (base)”は特
に最適化をしていない PZCLコード，“PZCL (opt. 1)”はカーネルマージ (opt. 1)を加えた PZCLコード，
“PZCL (opt.1+2)”はさらに明示的スレッド切り替え (opt. 2)を加えたコード，“OpenACC (base)”は特に
最適化を加えていない OpenACCコードである．性能の Flopsは 1相互作用計算に 38 FLOPを要すると
仮定して算出している [21]．OpenACC 版の性能は PZCL 版の 97.8–100.0% であった．このベンチマー
クにおいては相互作用の計算時間が支配的であり，カーネルマージと明示的スレッド切り替えの効果はほ
ぼなかった．
次に PEZY-SC における NPB-CG ベンチマークの性能を図 4.13 に示す．OpenACC 版の性能は
PZCL(base) 版の 91.9% 以上であった．OpenACC 版ではループ分散やランタイムのオーバーヘッド
および不必要なデータ転送があり特に Class Aで性能が低下している．OpenACCではリダクションの対
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表 4.2: 青睡蓮のノード構成とソフトウェア
青睡蓮 (Suiren Blue)
CPU Intel Xeon-E5 2618Lv3 2.3 GHz
Memory DDR4 64 GB, 1866 MHz
Accelerator PEZY-SC×4
Peak perf. SP: 3 TFlops, DP: 1.5 TFlops
Memory DDR4 16 GB, 1333 MHz, 85.3 GB/s
Compiler ICC 14.0.2, PZSDK 2.1,

































その後 OpenACCに kernels指示文においてカーネルを 1つにまとめる最適化 (opt.1に相当)，およ
び拡張の yield指示文 (opt.2に相当)を導入して NPB-CGの評価を再度行った．なお青睡蓮の構成が変
わったため，再度そのノード構成とソフトウェアを表 4.3 に示す．図 4.14 に再度評価した NPB-CG の
性能を示す．凡例の “OpenACC (opt. 1)” が OpenACC コードにおいてコンパイラでカーネルマージを
行ったもの，“OpenACC (opt. 1+2)”が OpenACCコードにおいてコンパイラでカーネルマージを行いか
























図 4.13: PEZY-SCにおける NPB-CGベンチマークの性能
表 4.3: 青睡蓮のノード構成とソフトウェア
青睡蓮 (Suiren Blue)
CPU Intel Xeon-E5 2618Lv3 2.3 GHz
Memory DDR4 64 GB, 1866 MHz
Accelerator PEZY-SCnp×4
Peak perf. SP: 3 TFlops, DP: 1.5 TFlops
Memory DDR4 16 GB, 1333 MHz, 85.3 GB/s
Interconnect InfiniBand: Mellanox Connect-X3 FDR
Compiler ICC 14.0.2, PZSDK 3.0,
Omni OpenACC compiler 1.1.2 for PEZY-SC
つ yield指示文でスレッド切り替えを指定したものである．Class Aにおいて，PZCLと OpenACCの
それぞれのバージョンを比較すると OpenACC 版は 88–91% の性能であった．どのバージョンも同じよ
うに性能が落ちており，OpenACCの変換によるオーバーヘッド，余計なデータ転送で遅くなっていると
考えられる．しかしながら，Class Cにおいては PZCLと OpenACCのどのバージョンも OpenACC版で
99% 以上の性能が出ている．OpenACC においても PZCL と同様の最適化が適用されてかつ演算時間の
比率が高くオーバーヘッドが見えなくなっているからである．
また比較として NVIDIA Tesla K20Xにおける OpenACC版の性能を評価した．評価は筑波大学計算科
学研究センターの HA-PACS/TCA [22] で行った．表 4.4 にノード構成とソフトウェアを示す．N-body,
NPB-CG の OpenACC コードの K20X と PEZY-SC における性能を図 4.15 と 4.16 に示す (PEZY-SC の
性能は OpenACC(opt.1+2)を再掲)． K20Xにおいては，PGI compilerと Omni OpenACC compilerの 2

























図 4.14: PEZY-SCにおける NPB-CGベンチマークの性能 (OpenACCに最適化を追加)
表 4.4: HA-PACS/TCAのノード構成とソフトウェア
HA-PACS/TCA
CPU Intel Xeon-E5 2680v2 2.8GHz×2
Memory DDR3 128GB, 1866MHz
Accelerator Tesla K20X×4
Peak perf. SP: 3.95 TFlops, DP: 1.31 TFlops
Memory GDDR5 6GB, 250 GB/s
Interconnect InfiniBand: Mellanox Connect-X3 FDR (PCIe Gen.2×8接続)
Compiler PGI 15.10, CUDA 7.5,
Omni OpenACC compiler 0.9.3
つを用いて計測した．N-bodyベンチマークにおいて，K20Xでは Omniは PGIの半分以下の性能しか得
られなかった．これは粒子データ (float型 4要素から成る構造体)を PGIでは 128bit長でベクトルとして
ロードしていたのに対して，Omniでは 32bit長でスカラとしてロードしていたためである．PGIを用い
た K20Xの性能と比較すると，Omniを用いた PEZY-SCの性能は 23–29%しか出ていない．N-Bodyで
は粒子間の距離から相互作用の力を求める際に平方根の逆数の計算が必要となるが，SFUが K20Xでは
全体で 448 個 (32 units/SMX × 14 SMX) あるのに対して PEZY-SC では 64 個 (1 unit/city × 64 city) し
かないため，その部分で性能が律速されていると言える．NPB-CG ベンチマークにおいては，K20X で
は Omni のほうが PGI よりも高い性能が出ており，これは CUDA コンパイラの最適化によるものであ
る．Omni を用いた K20X の性能と比較すると，Omni を用いた PEZY-SC の性能は 26–64% であった．
PEZY-SCはデバイスメモリのバンド幅が低いのが原因と考えられる．


















































表 4.5: N-Bodyと NPB-CGの SLOC. (内数は指示文の行数)
N-Body NPB CG
Serial 109 418
PZCL (opt.1+2) 240 1001
OpenACC 114 (5) 447 (25)
があれば他のアクセラレータでも実行可能である．
生産性を定量的に評価する指標の一つとして Source Lines Of Code (SLOC) を計測した．N-Body と





CPU 向けの OpenMP から CUDA へ変換を行うコンパイラである OpenMPC[23] が提案されている．







また GCCでも OpenACCへの対応が進められている [29]．accULLは最初のオープンソース OpenACC
コンパイラであり，Pythonベースの YaCFというソース・プログラム変換を行うコンパイラフレームワー
クを用いてコードを最適化し C を CUDA または OpenCL コードに変換する．現在は単純なループにし
か対応しておらず，コンパイルできるプログラムには制限がある．OpenUH-OpenACC はコンパイラフ





OpenACC1.0 の全機能をサポートしている．OpenACC の C/C++ コードを CUDA や OpenCL に変換す
る．Cetus compiler infrastructureを元に作られており，様々なコード解析や変換およびオートチューニン
グ機能が備わっているしかしながら 2018年 1月現在においてもクローズドベータであり一般にはコード
が公開されていない．RoseACCはオープンソースコンパイラである Rose Compilerベースの OpenACC
コンパイラで，Cから OpenCLコードへの変換を行う．GCCでは C/C++/Fortranから NVIDIA GPU向
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けに PTXに変換する実装が行われている．これら OpenACCコンパイラは本研究とほぼ同時期もしくは
本研究より後に行われている．
本実装で評価に用いる NAS Parallel Benchmarksについては，Seoらにより OpenCLによる実装や最適
化が行われている [31]．OpenACCによる実装が PathScaleにより行われたが，PGI compilerでコンパイ
ルすると EP，SP以外のベンチマークでコンパイル時エラーや実行時エラーが発生する [32]．また Xuら
により NPBのすべてのベンチマークが OpenACCで実装されている [33]．本研究では独自に OpenACC
で実装して評価に用いた．














ンチマークにより評価する．グローバルビューモデルの通信指示文を NVIDIA GPUと PEZY-SC向けに，
ローカルビューモデルの coarrayを NVIDIA GPU向けに実装し，Himeno benchmarkと NPB CGにより
性能と生産性を評価する．
5.1 設計
Omni XACC compiler は XACC コードから OpenACC コードへ変換する source-to-source コンパイラ
である．OpenACCコードに変換する理由は，アクセラレータコードの生成を OpenACCコンパイラに任
せることで可搬性の向上と実装の簡略化が可能であるからである．Omni XACC compilerは理研 ACISと
筑波大学で開発している XMPのリファレンス実装である Omni XMP compiler[17]の拡張であり，現在
はグローバルビューモデルの指示文を Cと Fortranで，ローカルビューモデルの coarrayを Cのみで対応
している．





















図 5.1: Omni XACC compilerにおけるコンパイル処理の流れ
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コードと同じ OpenACC指示文が出力される．出力された OpenACCコードは OpenACC compiler (Omni
OpenACC compiler, PGI compiler, Cray compiler,等)でコンパイルし，Omni XACCランタイムライブラ
リとリンクする．XACCランタイムライブラリには XMPおよび XACCのランタイムルーチンが含まれ
る．XACCの通信ライブラリは NVIDIA GPU向けと PEZY-SC向けの 2種類がある．NVIDIA GPU向
けの実装はMPIと CUDAにより記述している．GPUメモリの転送には基本的には CUDAメモリの転送
に対応した MPI の機能を利用している．CUDA に対応した MPI として MVAPICH2[34], OpenMPI[35]
等があり，これらのMPI実装ではMPI関数の引数に GPUメモリアドレスを直接指定してホストメモリ
と同じように通信することが可能であり，内部的にホストバッファ経由もしくは GPUDirect RDMA に
よって直接通信を行う [36]．なお reflect, reduction指示文など一部の通信指示文は CUDAに対
応していない MPI でも利用できるようにホストメモリ経由で通信する実装もある．また不連続データ
の通信に対しては CUDA カーネルによるパックやアンパックをして転送するようにしている．さらに，
coarray機能の実装には MPI 3.0から導入されたリモートメモリアクセス (RMA)機能を用いている．現
在多くのMPI実装ではMPI 3.0に対応しており，MVAPICH2, OpenMPIは GPUメモリに対してもこの













を GPU メモリ上でパックして連続領域を送受信するようにしている．通信は MPI Send init/Recv init()




reduction 指示文の実装には XMP と同様に MPI Allreduce() を用いた．XMP および XACC の
reduction 指示文では，あるアドレスのデータをリダクションした結果を同じアドレスに保存しな
ければならないので，MPI Allreduce() を呼び出す際には送信バッファに MPI IN PLACE を指定する．
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図 5.2: NPB CGにて用いられる gmove (4ノード)
CUDA に対応した MPI を用いている場合には，既存の XMP のリダクション用ランタイムライブラリ
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図 5.4: NPB-CGの gmoveの改善後 (8ノード)
5.2.4 coarray機能
XACCにおける coarrayのMPIによる実装方法について解説する．なお，現在は NVIDIA GPUのみで
対応している．MPIでは，プロセスは windowを通してリモートメモリにアクセスする．Omni compiler
ではすべての coarrayをホストメモリ用の windowとアクセラレータメモリ用の windowの 2つで管理す
る．これにより coarrayの同期をまとめて行うことが可能である．XACCは初期化時に coarray用のヒー
プメモリをホスト用と GPU用に確保し，それに関連付けた windowをそれぞれ作成する．ヒープメモリ
サイズは環境変数 “XMP ONESIDED HEAP SIZE” から指定が可能であり，すべての coarray のサイズ
の合計がこれを超えないように設定する必要がある．MPI の RMA は window のアクセスエポック内で
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しか発行できない．そこで本実装では初期化の時に MPI Win lock all() によりアクセスエポックを開始
し，MPI Win unlock all() により終了する．これによってユーザプログラム中では任意のタイミングで
coarrayによる通信が可能となる．
ソースコード 5.1 とソースコード 5.2 はアクセラレータ上の coarray 宣言とそれを変換したコードで
ある．
ソースコード 5.1: アクセラレータ上の coarray宣言
1 int A[64]:[*];
2 #pragma acc declare create(A)
ソースコード 5.2: アクセラレータ上の coarray宣言を変換したコード
1 void * _XMP_COARRAY_DESC_A;
2 int * _XMP_COARRAY_ADDR_A;
3 int * _XMP_COARRAY_ADDR_DEV_A;
4










coarray A[]が宣言されていてかつ declare指示文で指定されているので，この coarrayはホストメモリ
とアクセラレータメモリの両方に確保される． XMP COARRAY DESC Aは coarray A[]のホストアドレ
ス・アクセラレータアドレス・形状等を保持した構造体へのポインタである． XMP COARRAY ADDR A
は coarrayのホストアドレス， XMP COARRAY ADDR DEV Aは coarrayのアクセラレータアドレスで
ローカルの coarrayアクセスに用いられる．この変換コードでは省略されているが，実際にはまず coarray
用のヒープ確保や window 作成が行われる．その後，このソースコードに示してある xmpc traverse-
init file...()が呼び出される．この関数はコンパイルの翻訳単位における初期化関数で，Omni compilerで
リンクする際にはすべてのファイルの初期化関数を呼ぶルーチンが作成される．関数内では coarray A[]
のサイズやイメージの情報を設定したのちに， XMP coarray malloc do()によりホスト側の coarrayが，
XMP coarray malloc do acc()によりアクセラレータ側の coarrayがヒープメモリから確保される．最後
に，OpenACCの acc map data()を用いてホストメモリとアクセラレータメモリの対応付けを行うことで
OpenACCから利用可能としている．
次に coarrayによる通信について述べる．coarrayの putと get操作は，それぞれMPI Put()やMPI Get()
により行われる．それらの関数ではリモートの window とそのオフセットに対して，ローカルのポイン
タのデータを put またはそのポインタの場所に get する．coarray の代入文におけるリモートの coarray
が use device節で指定されているなら，アクセラレータ側の windowを，そうでなければホスト側の
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windowを使用する．ローカルの変数や配列や coarrayが use device節で指定されているなら，アクセ
ラレータメモリのポインタを，そうでなければホストメモリのポインタを使用する．MPI Put/Get()は非
同期関数で通信の完了までは保証しない．リモートの coarrayやローカルの配列に対して安全に読み書き
を行うため，本実装ではMPI Put/Get()の直後にMPI Win flush()により通信の完了を待つようにしてい
る．しかしながら，put/getごとに完了待ちをすると依存のない通信を同時に発行できないという問題があ




ソースコード 5.3: coarrayによるアクセラレータメモリ間の put通信
1 //This statement puts array B on device to coarray A on device
2 #pragma acc host_data use_device(A, B)
3 A[:]:[2] = B[:];
ソースコード 5.4: coarrayによるアクセラレータメモリ間の put通信を変換したコード
1 unsigned long long _ACC_size_A =
2 _XMP_coarray_get_total_elmts(_XMP_COARRAY_DESC_A);
3 #pragma acc host_data use_device(_XMP_COARRAY_ADDR_A[0:_ACC_size_A], B)
4 {
5 _XMP_coarray_rdma_coarray_set_1(0, 64, 1);
6 _XMP_coarray_rdma_array_set_1(0, 64, 1, 64, sizeof(int));
7 _XMP_coarray_rdma_image_set_1(2);
8 _XMP_coarray_rdma_do_acc(_XMP_PUT, _XMP_COARRAY_DESC_A, B, NULL, 1, 1);
9 }
この例では，coarray A[]と B[]はアクセラレータ上に確保されており，use device節によりアクセラ
レータ側のデータを通信の対象としている．すなわちこの通信では自ノードのアクセラレータ上の B[]を
イメージ 2のアクセラレータ上の coarrayA[]に putする．変換後のコードでは，まず同様に use device
により配列 A[],B[]に対してアクセラレータアドレスを用いるようにする． XMP coarray rdma ...()では
通信する coarrayサイズ,配列サイズ,イメージ番号を設定したのち，リモート windowにアクセラレータ
用の windowを用いる XMP coarray rdma do acc()で通信を実行する．なお通信先がホストの coarrayの
場合には XMP coarray rdma do()を用いる．
同期に関しては，まず xmp sync memory() は MPI Win sync() によって window の同期を取りかつコ
ンパイラ最適化などによる前後のコードの入れ替わりを防ぐ．もし put/getがノンブロッキングになるよ
う環境変数を指定していた場合は，MPI Win flush all()によって自プロセスが発行したすべての RMAの
完了を待機する．xmp sync image()や xmp sync images()はMPI Send/Recv()による 1対 1同期の前後
に xmp sync memory()を入れることにより実装しており，xmp sync all()はMPI Barrier()による全体同
期の前後に xmp sync memory()を入れることにより実装している．
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表 5.1: HA-PACS/TCAにおけるグローバルビューモデルの性能評価に用いたソフトウェアと環境変数
Compiler GCC 4.4.7, CUDA 6.5
MVAPICH2-GDR 2.1a
Omni OpenACC compiler 0.9.1
Environment variable MV2 ENABLE AFFINITY=0
MV2 NUM PORTS=2
MV2 USE CUDA=1, MV2 CUDA IPC=0
MV2 USE GPUDIRECT GDRCOPY=1
MV2 USE GPUDIRECT RECEIVE LIMIT=8192
5.3 NVIDIA GPUクラスタにおけるグローバルビューモデルの性能
評価
評価には筑波大学計算科学研究センターの HA-PACS/TCA を利用した．1 ノードあたり 4 枚の GPU
が搭載されているため，1 MPI プロセス当たり 1 GPU を割り当てて 1 ノードで 4 MPI プロセスを実行
し，最大で 16ノード上で 64 MPIプロセスを実行した．HA-PACS/TCAには GPU間直接通信のための
Tightly Coupled Accelerators (TCA) [38]が搭載されているが，この評価では InfiniBandを用いて一般的
なクラスタにおける性能を評価する．また使用したソフトウェアと環境変数を表 5.1 に示す．MPI には
CUDA に対応した MVAPICH2-GDR 2.1a を利用し，mpicc のコンパイルオプションには “-O3” を指定
した．OpenACC コンパイラには本研究で実装した Omni OpenACC compiler を用い，バックエンドの
CUDAコンパイラオプションには “-O3 -arch=sm 35”を指定した．
5.3.1 Himeno Benchmark
Himeno Benchmark は非圧縮流体解析コードの性能を評価するためのベンチマークである [39]．主な
演算はポアッソン方程式解法をヤコビの反復法で解く 3 次元の 19 点ステンシルであり，主な通信は袖
領域の交換である．複数の GPUを利用するため，問題のサイズは Largeを用いた．Largeでは問題領域
の大きさは (i × j × k) = (256 × 256 × 512) である．ソースコード 5.5 に XACC で記述した Himeno
Benchmarkの分散の定義と反復処理部分を示す．k次元の大きさは高々 512であるうえ，分割すると袖領
域がストライドになってしまうので iと j次元の 2次元分割とした．主計算であるステンシル計算は i,j,k
の 3重ループで構成されており，GPUで並列処理するために i,jループをスレッドブロック（OpenACC
における gang）で，kループをスレッド（OpenACCにおける vector）で並列化した．比較として Himeno
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の機能を用いずに XMPと OpenACCで記述した “XMP+OpenACC”とも比較する．性能測定時の反復回
数は 1000回とし 10回の計測のうち最良値を使用した．
ソースコード 5.5: XACCで記述した Himeno Benchmark
1 #pragma xmp template t(0:MKMAX-1, 0:MJMAX-1, 0:MIMAX-1)
2 #pragma xmp nodes n(1, NDY, NDX)
3 #pragma xmp distribute t(block, block, block) onto n
4 #pragma xmp align p[k][j][i] with t(i, j, k)
5 #pragma xmp shadow p[1:2][1:2][0:1]
6 // 省略した配列bnd,wrk1,wrk2のalignとshadowは配列pと同じ
7 #pragma xmp align a[*][k][j][i] with t(i, j, k)
8 #pragma xmp shadow a[0][1:2][1:2][0:1]
9 // 省略した配列b,cのalignとshadowは配列aと同じ
10 ...
11 #pragma acc data copy(p,bnd,wrk1,wrk2,a,b,c),create(gosa)
12 {
13 #pragma xmp reflect_init(p) width(1,1,0) acc
14 ...
15 for(n=0 ; n<nn ; ++n){
16 gosa = 0.0;
17 #pragma acc update device(gosa)
18
19 #pragma xmp loop (k,j,i) on t(k,j,i)
20 #pragma acc parallel loop firstprivate(omega) reduction(+:gosa) collapse(2)
gang vector_length(64) async
21
22 for(i=1 ; i<imax-1 ; ++i)
23 for(j=1 ; j<jmax-1 ; ++j){
24 #pragma acc loop vector reduction(+:gosa) private(s0,ss)
25 for(k=1 ; k<kmax-1 ; ++k){
26 s0 = a[0][i][j][k]*p[i+1][j][k]+a[1][i][j][k] ...;
27 ss = ( s0 * a[3][i][j][k] - p[i][j][k] )
28 * bnd[i][j][k];
29 gosa += ss*ss;
30 wrk2[i][j][k] = p[i][j][k] + omega * ss;
31 }
32 }
33 #pragma xmp loop (k,j,i) on t(k,j,i)
34 #pragma acc parallel loop collapse(2) gang vector_length(64) async
35
36 for(i=1 ; i<imax-1 ; ++i)
37 for(j=1 ; j<jmax-1 ; ++j){
38 #pragma acc loop vector
39 for(k=1 ; k<kmax-1 ; ++k)
40 p[i][j][k] = wrk2[i][j][k];
41 }
42 #pragma acc wait
43 #pragma xmp reflect_do(p) acc
44 #pragma acc update host(gosa)
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45 #pragma xmp reduction(+:gosa)
46 } /* end n loop */
47 ...
48 } //end of acc data
49 ...
Himeno Benchmarkの性能を図 5.5に，1反復の実行時間の内訳を図 5.6に示す．XACCにおける性能


































カーネルを変えて 1 GPUでの性能を測定した．占有率は GPUの SMXが実行可能なワープ数に対してど





























































































































































































































表 5.2: Himeno Benchmarkのカーネルによる占有率や性能の違い
レジスタ数 占有率 (%) GFLOPS
MPI+OpenACC 42 50.0 57.6
XACC 74 37.5 54.1
XACC (reg=72) 72 43.8 55.0
XACC (reg=64) 64 50.0 54.9
XACC (shrink) 66 43.8 57.3
次に袖通信の時間を図 5.7に示す．XACCではMPI+OpenACCと比較して 93.4–114%，MPI+OpenACC
(pack) と比較して 100–115% である．MPI+OpenACC(pack) や XACC では不連続な袖を pack すること
で通信時間が削減されている．しかしながら，XACCでは 2× 1× 1や 4× 1× 1分割において通信時間




指示文で定義された袖領域を確保する．それにより，例えば 2 × 1 × 1 分割では XACCの方が j 次元の
大きさが 2 要素大きくなり，送る要素数としては 2 × 513 要素多くなる．このように分割が少ないとき
に XACCではMPI+OpenACCよりも多く通信することになり通信時間が増加した．XMP+OpenACCに




表 5.3: Himeno Benchmarkの袖通信の要素数
分割数 MPI+OpenACC XACC
i×j×k jk平面 ik平面 jk平面 ik平面
2× 1× 1 256×513 - 258×513 -
4× 1× 1 256×513 - 258×513 -
4× 2× 1 129×513 66×512 130×513 66×512
4× 4× 1 66×513 66×512 66×513 66×512
8× 4× 1 66×513 34×512 66×513 34×512
8× 8× 1 34×513 34×512 34×513 34×512
5.3.2 NAS Parallel Benchmarks CG
NPB CG は正値対称な大規模疎行列の最小固有値を共役勾配法によって解くベンチマークである．複
数の GPU を用いた際にスケールするよう，行列サイズが 1,500,000 × 1,500,000 である Class D を用い
た．XMPによる CGの実装は文献 [40]で行われている．MPI版と同じく 2次元分割であり，XACCの
実装でも同様の分割とした．ソースコード 5.6に XACCによる NPB CGのコードの一部を示す．主計算
である疎行列ベクトル積は行と列の 2重ループとなっており，GPUでは行のループをスレッドブロック
で，列のループをスレッドで並列化した．また主な通信は
1. 疎行列ベクトル積の結果を各行で足し合わせるための配列の Allreduce (27行目)
2. (1)の結果を行分割から列分割にするための通信 (28,29行目)
の 2つであり，(1)は 27行目の reduction指示文で，(2)は 28行目の gmove指示文で記述した．元
の MPI 版の CGは Fortranで記述されていたため，Cで書き直してさらに OpenACC指示文を追加した
“MPI+OpenACC”を比較対象として実装した．また，Himeno Benchmarkと同じく XMPと OpenACCの
組み合わせで記述した “XMP+OpenACC”との比較も行う．なおこの問題サイズでは GPUのメモリ不足
により 1プロセスでの実行ができなかったため，2–64プロセスでの評価のみ行った．


































































































































































































図 5.7: Himeno Benchmarkの袖通信 1回の実行時間
ソースコード 5.6: XACCによる NPB CGのコード
1 #pragma xmp nodes p(NUM_PROC_COLS,NUM_PROC_ROWS)
2 #pragma xmp nodes sub_p(NUM_PROC_COLS)=p(:,*)
3 #pragma xmp template t(0:NA-1,0:NA-1)
4 #pragma xmp distribute t(block, block) onto p
5 #pragma xmp align w[i] with t(*,i)
6 #pragma xmp align q[i] with t(i,*)
7 //省略した配列r,p,x,zのalignは配列qと同じ
8 ...
9 #pragma acc data copy(p,q,r,x,z,w,rowstr[0:NA+1],a[0:NZ],colidx[0:NZ])
10 {
11 ...
12 for (cgit = 1; cgit <= cgitmax; cgit++) {
13 rho0 = rho; d = 0.0; rho = 0.0;
14 #pragma xmp loop on t(*,j)
15 #pragma acc parallel loop gang
16 for(j=0; j < NA; j++){
17 double sum = 0.0;
18 int rowstr_j = rowstr[j];
19 int rowstr_j1 = rowstr[j+1];
20 #pragma acc loop vector reduction(+:sum)
21 for (k = rowstr_j; k < rowstr_j1; k++) {
22 sum = sum + a[k]*p[colidx[k]];
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23 }
24 w[j] = sum;
25 }
26
27 #pragma xmp reduction(+:w) on sub_p(:) acc
28 #pragma xmp gmove acc
29 q[:] = w[:];
30
31 #pragma xmp loop on t(*,j)
32 #pragma acc parallel loop
33 for (j = 0; j < NA; j++)
34 w[j] = 0.0;
35 #pragma xmp loop on t(j,*)
36 #pragma acc parallel loop reduction(+:d)
37 for (j = 0; j < NA; j++)
38 d = d + p[j] * q[j];
39 #pragma xmp reduction(+:d) on sub_p(:)
40 alpha = rho0 / d;
41 #pragma xmp loop on t(j,*)
42 #pragma acc parallel loop
43 for (j = 0; j < NA; j++ ){
44 z[j] = z[j] + alpha*p[j];
45 r[j] = r[j] - alpha*q[j];
46 }
47 #pragma xmp loop on t(j,*)
48 #pragma acc parallel loop reduction(+:rho)
49 for (j = 0; j < NA; j++ )
50 rho = rho + r[j] * r[j];
51 #pragma xmp reduction(+:rho) on sub_p(:)
52 beta = rho / rho0;
53 #pragma xmp loop on t(j,*)
54 #pragma acc parallel loop
55 for (j = 0; j < NA; j++)
56 p[j] = r[j] + beta*p[j];
57 } /* end of do cgit=1,cgitmax */
58 ...
59 }//end of acc data
NPB CG の性能を図 5.8 に，また主関数である conj grad() の 1 回の実行時間の内訳を図 5.9 に示す．
XACCではMPI+OpenACCと比較して 73.5%–95.7%の性能が得られている．特に 4×8分割のときの性
能低下が大きい．また XMP+OpenACC では MPI+OpenACC と比較して 76.7%–92.6% の性能となって
おり，XACCと比べると 4×8分割では性能が 4%向上し，その他では 3–4%低下している．
実行時間を比較すると XACCでは SpMVや行分割から列分割にする通信の実行時間はMPI+OpenACC
と同等であるが，配列リダクションの実行時間に大きな差があり 1.0–4.4 倍の時間がかかっている．
XMP+OpenACC ではホストとデバイス間の通信を OpenACC の update 指示文で記述したことによ
り，行分割から列分割にする通信は XACCと比べて増加しているが，一方で配列リダクションは同じか
減少している．これらの差は 2 つの要因から生じている．1 つ目はリダクションの実装の違いである．























































































































































図 5.9: conj grad関数の 1回の実行時間の内訳






を OpenACCで行う以外は XACCと同じである．CGで用いられるのと同じ GPUメモリ上の double型
配列の Allreduceのレイテンシを 2, 4, 8プロセスで測定した結果をそれぞれ図 5.10，図 5.11，図 5.12に示
す．“MPI Allreduce (GPU)”はMPI Allreduce()にGPUメモリのポインタを渡す場合，“MPI Isend/Recv”







(GPU) よりも MPI Isend/Recv()による実装の方が良いことが分かる．また同じ MPI Allreduce() を使う





















図 5.10: Allreduceのレイテンシ (2プロセス)



















図 5.11: Allreduceのレイテンシ (4プロセス)
表 5.4: CGの Class Dにおける配列 wの長さ
分割数 (行 ×列) 1 × 1 1 × 2 2 × 2 2 × 4 4 × 4 4 × 8 8 × 8




な部分のみリダクションを行うことで通信量を減らしている．一方，XACC や XMP+OpenACC は必ず
配列 wの全要素をリダクションするため，行と列の分割数が異なる場合にはMPI+OpenACCと比較して
2 倍の通信と演算が必要になる．それにより 2×4，4×8 分割にて配列リダクションの時間が大きく増加
した．
5.4 NVIDIA GPUクラスタにおけるローカルビューモデルの性能評価
評価にはグローバルビューモデルと同じく Himeno benchmark と NPB CG を用いた．こちらでは，
send/recvで通信するMPI+OpenACC，getで通信するMPI+OpenACC，XACCのグローバルビューモデ
ル，XACCのローカルビューモデル，の 4種類で比較を行う．ベンチマークはすべて C言語で記述され
ている．評価環境には HA-PACS/TCAを用いた．計算ノードには CPUが 2ソケット搭載されており，片



















図 5.12: Allreduceのレイテンシ (8プロセス)
方の CPU側に 2枚の GPUと InfiniBand HCAが，もう片方の CPU側に 2枚の GPUと TCAが接続され
ており，CPU間は QPIにより接続されている．本評価では QPIを跨ぐ通信を避けるため，InfiniBandが
接続されている側の 2枚の GPUのみを用いる．また使用したソフトウェアの一覧を表 5.5に示す．MPI
表 5.5: HA-PACS/TCAにおけるローカルビューモデルの性能評価に用いたソフトウェア
Compiler GCC 4.4.7, CUDA 7.5
MVAPICH2-GDR 2.2rc1
Omni OpenACC/XACC compiler 1.0.3
にはMVAPICH2-GDRを用い，GDRおよび gdrcopy[41]を有効化した．gdrcopyは NVIDIAが公開して
いるオープンソースのライブラリで，GDRを用いたホストと GPU間の高速なメモリコピーが可能であ
る．バックエンドの OpenACCコンパイラには本研究で実装した Omni OpenACC compilerを用いた．
はじめに，Ping-pong ベンチマークによる MPI Send/Recv() と coarray の put と get の予備評価結果
を図 5.13 に示す．coarray 版は通信の同期に xmp sync memory() と post/wait 指示文を用いている．
データサイズが 8 KBより小さい時，putと getのレイテンシはMPI Send/Recv()より大きいが，それ以
外ではほぼ同じ性能が出ている．使用したMVAPICH2-GDRではデフォルトでMPI Send/Recv()の 8KB
まで gdrcopyライブラリを使って高速に通信を行うが，putと getにおいては用いられていないためレイ
テンシが増加している．しかしながら，この評価で用いる Himeno benchmarkと NPB CGのサイズおよ





























































図 5.13: MPI Send/Recv()と coarray put/getの Ping-pongベンチマーク性能
びプロセス数ではすべての RMA通信が 4 KB以上のサイズなので，この部分の影響は小さいと考えられ
る．なお特定のサイズの put通信をすると実行時にMVAPICH2ランタイムがエラーを起こす問題があっ
たため，ベンチマークによる評価では片側通信に getを用いることにした．
65 第 5章 XcalableACCコンパイラの設計・実装
5.4.1 Himeno benchmark
問題サイズとして Middle (i × j × k) = (128 × 128 × 256)と Large (256 × 256 × 512)を用いた．グ
ローバルビューモデルの評価と同様に i, j 次元の 2次元分割とした．比較のMPI+OpenACC版は jk平面
にパディングを含めることで，ik 平面をパック・アンパックすることで連続領域を送るようにしている．
XACC グローバルビュー版はソースコード 5.5 で示したように袖領域の更新は reflect 指示文で記述
している．XACCローカルビュー版は jk 平面はそのまま連続領域として通信し，ik 平面では OpenACC
でパック・アンパックして，coarray の get により通信する．ik 平面における袖交換をソースコード 5.7
に示す．










#pragma acc host_data use_device(lo_sendbuf,\
lo_recvbuf, hi_sendbuf, hi_recvbuf)
{









まず sendp2 pack() により不連続な袖領域を coarray の送信バッファにパックし，xmp sync images() に
より隣接イメージと同期をする．次に隣接イメージの送信バッファのデータを coarray getによって自イ
メージの受信バッファに転送する．その後 xmp sync images()で同期を取ったのちに，データをアンパッ
クする．
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図 5.14 と 5.15 に Himeno benchmark の性能および時間内訳を示す．凡例の “MPI+ACC (s/r)”，
“MPI+ACC (get)”， “XACC-G”， “XACC-L”， “XACC-L (nb)”はそれぞれMPI+OpenACCの send/recv
版, MPI+OpenACC の get 版, XACC グローバルビュー版, XACC ローカルビュー版, XACC ローカル


























































































































































































































































2x2 4x2 4x4 8x4 8x8
(b)時間内訳
図 5.14: Himeno benchmarkの性能と時間内訳 (size M)



























































































































































































































































2x2 4x2 4x4 8x4 8x8
(b)時間内訳
図 5.15: Himeno benchmarkの性能と時間内訳 (size L)
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版に対して計算時間が少し長くなるものの，サイズ M で 97% 以上，サイズ L で 98% 以上と安定して
性能が出ている．次に XACC ローカルビュー版をみると，1 × 1 と 2 × 1 プロセスで MPI+OpenACC
send/recv版よりも 1–2%性能が良くなっている．これは XACCコンパイラが多次元 coarrayを 1次元配
列に変形することによって計算時間が短くなったためである．4× 2–8× 8プロセスでは袖交換時間の増





れば，袖交換の時間はより短くなるはずである．そこで，環境変数 “XMP GET NB”により coarray通信
をノンブロッキングにして計測をしたのが XACCローカルビューのノンブロッキング通信版である．そ
の結果，袖交換時間はMPI+OpenACC send/recv版と同程度に短くなり，サイズMで 89%，サイズ Lで
93%まで改善した．しかしながら，ノンブロッキング版においてもサイズMの 4× 4と 8× 8プロセス
においては依然として性能が低い．ただ，MPI+OpenACC get 版も同様の性能であるため，send/recv と
getの性能差によるものと言える．
5.4.2 NAS Parallel Benchmarks CG
問題サイズとして Class C(疎行列サイズ 750,000 × 750,000) と Class D (疎行列サイズ 1,500,000 ×
1,500,000) を用いた．XACC グローバルビュー版ではソースコード 5.6 で示したように，通信に
reduction や gmove 指示文を用いている．XACC ローカルビュー版の主な通信部分をソースコー
ド 5.8に示す．
ソースコード 5.8: NPB CGの XACCローカルビューモデルによる通信
1 double w[na/num_proc_rows+2]:[*];
2 double q[na/num_proc_rows+2]:[*];
3 #pragma acc declare create(w,q)
4
5 /* ... */
6
7 #pragma acc host_data use_device(w, q)
8 {
9 /* array reduction */
10 for(i = l2npcols; i >= 1; i--){
11 int image = reduce_exch_proc[i-1] + 1;
12 int start = reduce_recv_starts[i-1] - 1;
13 int length = reduce_recv_lengths[i-1];
14 xmp_sync_image(image, NULL);
15 q[start:length] = w[start:length]:[image];
16 xmp_sync_image(image, NULL);
17
18 #pragma acc parallel loop
19 for(j = send_start-1; j < send_start+lengths-1; j++)
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表 5.6: 青睡蓮におけるグローバルビューモデルの性能評価に用いたソフトウェア
Compiler ICC 16.0.3, IntelMPI 5.1.3, PZSDK 3.0,
Omni OpenACC compiler 1.2.1 for PEZY-SC
20 w[j] = w[j] + q[j];
21 }
22
23 /* column-distributed array <- row-distributed array */
24 if( l2npcols != 0 ) {
25 xmp_sync_image(exch_proc+1, NULL);
26 q[0:send_len] = w[send_start-1:send_len]:[exch_proc+1];
27 xmp_sync_image(exch_proc+1, NULL);
28 }else{
29 #pragma acc parallel loop
30 for(j=0; j < exch_recv_length; j++)




で行う．25–27 行目では行分散の配列 w[] から列分散の配列 q[] への代入を get 通信と sync image() に
よって行う．なお，このベンチマークでは一度に 1プロセスとのみ通信して直後に同期を取るため XACC
ローカルビュー版のノンブロッキング版の評価は行っていない．
図 5.16と 5.17は NPB CGの Class Cと Dの性能と時間内訳である．XACCグローバルビュ版は大き
く性能が低下している部分があるのに対して，XACCローカルビュー版はMPI+OpenACC send/recv版と






ウェアを表 5.6に示す．現在 PEZY-SC向けには reflect指示文のみ対応しているため，ベンチマーク






























































































































































































































2x2 2x4 4x4 4x8 8x8
(b)時間内訳
図 5.16: NPB CG (Class C)の性能と時間内訳



































































































































































































































































































































































































































4x2 4x4 8x4 8x8
(b)時間内訳
図 5.18: PEZY-SCクラスタにおける Himeno benchmark (Size L)の性能と時間内訳

















































































































































Halo_Pack&Copy Halo_MPI Halo_Copy&Unpack Allreduce
図 5.19: PEZY-SCクラスタにおける Himeno benchmark (Size L)の通信時間内訳
















た．Himeno Benchmark の行数を表 5.7 に，逐次コードからの変更行数を表 5.8 に示す．XACC グロー
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バルビューの全体の行数は MPI+OpenACC の 60%，MPI+OpenACC (pack) の 51% である．XACC や
XMP+OpenACC では MPI+OpenACC に比べて非常に少ない修正で記述が可能である．MPI+OpenACC
ではデータ・処理分散のために約 60 行ほど必要であるのに対して，XACC では指示文によるデータ・
処理分散の記述により 25 行で済んでいる．また通信に関しては，袖通信は通信相手と回数が多いた
め MPI+OpenACC は全体の 33%，pack を加えたコードでは 42% の行数を必要としているのに対して，
XMP+OpenACCは reflect指示文により簡易に記述可能であるため全体の 19%に抑えられている．さら
に XMP+OpenACCでは袖通信の際に必要となる部分のみをホスト・デバイス間でコピーするために逐次




表 5.7: Himeno Benchmarkのコード行数 (内数は通信関連の行数)
XMP OpenACC 指示文以外
逐次コード - - 146
MPI+OpenACC - 13 (4) 315 (108)
MPI+OpenACC (pack) - 21 (12) 369 (162)
XMP+OpenACC 33 (7) 21 (12) 181 (26)
XACC global-view 34 (9) 9 (0) 155 (0)
表 5.8: Himeno Benchmarkの逐次コードへの変更行数 (指示文は除く)
追加 修正 削除
MPI+OpenACC 180 12 11
MPI+OpenACC (pack) 234 12 11
XMP+OpenACC 41 5 6
XACC global-view 15 5 6
次に NPB CG の行数を表 5.9 に，逐次コードからの変更行数を表 5.10 に示す．MPI+OpenACC に対
する XMP+OpenACC の全体の行数は 80%，XACC は 79% である．XMP+OpenACC と XACC との差
は通信時にホストとデバイス間でコピーを行うための OpenACC update 指示文のみである．分散や通信
のために逐次コードに対して加えた変更は，MPI+OpenACC と比べて XMP+OpenACC や XACC では
200行程少ない．全体に対する通信の割合を見ると，配列リダクションや行分割から列分割への代入処理
を send/recv で記述した MPI+OpenACC は 30% であるのに対して，reduction,gmove 指示文で記述した
XMP+OpenACCは 5.3%，さらにデバイス間の通信とした XACCでは 4.1%であった．XMP+OpenACC
や XACCにおける指示文以外の変更のうち，約半分はプロセス数が 2冪であるかのチェックで，残りは
分散する配列をグローバル変数として宣言するための変更，疎行列の列インデックスのオフセットの修





表 5.9: NPB CGのコード行数 (内数は通信関連の行数)
XMP OpenACC 指示文以外
逐次コード - - 444
MPI+OpenACC - 24 (5) 748 (224)
XMP+OpenACC 48 (20) 28 (8) 541 (5)
XACC global-view 48 (20) 20 (0) 541 (5)
表 5.10: NPB CGの逐次コードへの変更行数 (指示文は除く)
追加 修正 削除
MPI+OpenACC 304 43 0
XMP+OpenACC 109 16 12












グローバルビュー，XACCローカルビュー版の Himeno benchmarkと NPB CGの SLOCを示す．なお，





表 5.11: Himeno benchmarkと NPB CGの SLOC
Himeno benchmark NPB CG
逐次コード 146 444
MPI+OpenACC 398 769
XACC global-view model 198 609
















を遅らせるよう指定する defer sync指示文が用意されている [43]．しかしながら次の fenceが何を指
すのかが分からず仕様が明確でなく，またローカル側のみブロッキングにしてリモート側はブロッキング
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nonblock construct
[F] !$xmp nonblock( [ remote ] )
...
[ !$xmp end nonblock ]
[C] #pragma xmp nonblock ( [ remote ] )
structured-block
wait nonblock directive
[F] !$xmp wait_nonblock( [ local ] )
[C] #pragma xmp wait_nonblock ( [ local ] )
図 5.20: nonblock, wait nonblock指示文のシンタックス
5.8 関連研究
TCA を用いた XACC の通信の実装と評価が行われている [13]．袖領域通信を TCA により実装し，
MPIを用いた実装よりも高い性能を達成している．また，本研究のMPI実装をベースにMPIと TCAの
ハイブリッドによる XACCの通信の実装も行われている [44]．しかしながら現在 TCAを利用できるク
ラスタは HA-PACS/TCAのみであるため，一般的な GPUクラスタでは利用することができない．本研究
では一般的な GPUクラスタでも動作するよう GPU間通信を MPIと CUDAにより実装し，その場合で
も XACCが有効であることを示した．
他の PGAS 言語においては Unified Parallel C (UPC) や OpenSHMEM で GPU のメモリへのアクセ
スや管理を行える拡張が行われており，共に GPU 間の通信に対応している [45, 46]．UPC は言語拡




や X10や Chapelでは構文を拡張することにより GPUのプログラミングを可能にしている [47, 48, 49]．























Himeno benchmarkが OpenACCと Fortranの coarrayにより実装されている [52]. その実装ではホスト
メモリ間の通信が coarrayで記述されており，ホストとデバイスの通信は OpenACC update指示文で記
述されている．本研究のベンチマークではデバイスメモリ間での通信を coarrayで記述している．







CloverLeafは流体力学ミニアプリケーションであり Atomic Weapons EstablishmentとWarwick大学に
より開発され，UK Mini-App Consortiumにおいて公開されている [53]．このアプリケーションは圧縮性
オイラー方程式を 2次元直交座標系において解いており，有限体積法を用いて二次精度で求めている．大
きな特徴は，スタッガード格子を用いていることである．これは物理量によって異なる位置に配置する方








Quantity at the corner of cell
Quantity at the center of cell
図 6.1: CloverLeafにおけるスタッガード格子配置




ことにした．ソースコード 6.1は XACC版 CloverLeafの配列定義と確保部分のコードである．
ソースコード 6.1: CloverLeafの XACC実装における宣言・確保
1 !$xmp nodes p(num_nodes_x,num_nodes_y)
2 !$xmp template t(:,:)
3 !$xmp distribute t(gblock(*),gblock(*)) onto p
4
5 REAL(KIND=8),ALLOCATABLE,DIMENSION(:,:) :: pressure, xvel0, ...
6
7 !$xmp align (i,j) with t(i,j) :: pressure, xvel0, ...
8 !$xmp shadow (2:2,2:2) :: pressure, ...
9 !$xmp shadow (2:3,2:3) :: xvel0, ...
10
11 INTEGER,ALLOCATABLE :: bsize_x(num_nodes_x), bsize_y(num_nodes_y)
12 ...
13
14 ! read i n p u t pa rame t e r s ( x min , x max , e t c . )
15 ...
16
17 ! s e t b l o c k s i z e a r ray ( b s i z e x , b s i z e y )
18 CALL set_blocksize(x_min, x_max, y_min, y_max)
19
20 !$xmp template_fix (gblock(bsize_x), gblock(bsize_y))&






27 ! A l l o c a t e da ta on a c c e l e r a t o r
28 !$acc enter data copyin(pressure,xvel0,...)
1行目は 2次元のノード集合 p(num nodes x, num nodes y)を定義する．処理するセルの数を入力ファイ
ルから取得して決めるために，2 行目ではサイズ不定のテンプレート t(:,:)を定義し，3 行目ではそれを
ノード集合 p にブロックサイズ指定がない gblock 分散する．入力ファイル “clover.in” からパラメー
タ (x min, x max, y min, y max) を読み込んだ後，20–21 行目でテンプレート t のサイズおよび分散を指
定する．そのサイズは (x min-2:x max+3, y min-2:y max+3) で，これは最も大きく確保する配列サイズ
と等しい (詳細は後述する)．処理の主となる部分は (x min : x max, y min : y max) であるため，こ
の部分を gblock分散を用いて各ノードで均等になるよう分散する．gblock分散用のブロックサイズ
bsize x,bsize yは，最下端のノードが 2多く，最上端のノードが 3多くなるようにする．例として，x min
= 1, x max = 100の場合には，bsize x = (/27, 25, 25, 28/)となる．





Shadow region (Halo region)
N
N/22 2 N/22 2
図 6.2: CloverLeafの XACC実装におけるセル中心の配列の分散
物理量を表す配列，例えば pressureや xvel0は 2次元配列として定義され，パラメータを読み込んだ後
にメモリに確保する．セルの中心に配置する物理量の配列サイズは (x min-2:x max+2, y min-2:y max+2)
で，外側に境界条件を保持する幅が 2の領域が追加されている．セルの頂点に配置する物理量の配列サイ
ズは (x min-2:x max+3, y min-2:y max+3) で，セル中心の物理量の配列よりも各次元 1 要素多い．なぜ






N = (x max + 2) − (x min − 2) + 1 である．図の右側が 2 × 2 ノードの場合の配列分散を表す．各
ノードの分散配列は各次元の下端と上端に幅が 2 のシャドウ領域が追加されており，X 次元のサイズは
N/2 + 4となる．そのシャドウ領域のすべてが袖領域として利用される．
図 6.3 はセルの頂点の物理量の配列分散である．図の左側は逐次コードにおける配列を表しており，





交換の際には更新の必要がない．各ノードにおける分散された配列の X次元の大きさは p(1,1), p(1,2)で
は N/2 + 5，p(2,1), p(2,2)では N/2 + 6である．
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図 6.3: CloverLeafの XACC実装におけるセル頂点の配列の分散






いる．ソースコード 6.2は計算サブルーチンの一つである accelerate kernel()の一部である．
ソースコード 6.2: CloverLeafの XACC実装における計算
1 SUBROUTINE accelerate_kernel(x_min,x_max,y_min,y_max,pressure,xvel0,...)
2
3 INTEGER :: x_min,x_max,y_min,y_max
4 REAL(KIND=8),DIMENSION(x_min:x_max,y_min:y_max) :: pressure, xvel0, ...
5
6 !$xmp template t(x_min-2:x_max+3,y_min-2:y_max+3)
7 !$xmp distribute t(gblock(bsize_x,bsize_y) onto p
8 !$xmp align (i,j) with t(i,j) :: pressure, xvel0, ...
9 !$xmp shadow (2:2,2:2) :: pressure, ...
10 !$xmp shadow (2:3,2:3) :: xvel0, ...
11 ...
12
13 !$acc data present(pressure,xvel0,...)
14
15 !$xmp loop (j,k) on t(j,k) expand(0:1,0:1)
16 !$acc kernels loop independent
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17 DO k=y_min,y_max+1









27 !$acc end data
28 END SUBROUTINE
サブルーチンの引数の配列 (例:pressure, xvel0)は分散配列であるため，6–10行目ではその分散に関して
改めて指定する．13行目では OpenACC data present指示文ですでにその分散配列がアクセラレー
タメモリ上に存在すると明示している．CloverLeaf における主な計算は 2 重ループで構成されている．
15行目では，XMP loop指示文により 2重ループの分散を指定する．ループによっては，セル頂点の物
理量のための extra region を処理するために，他よりローカルでのループ範囲を大きくする必要がある．
そのような場合には，loop指示文に expand節を追加して，各ノードのループ範囲を拡大するよう指





記述を条件付きで認めており CloverLeafで使用可能であるが，現在の Omni XACC compilerが対応して
いないため，各ネストループの最外ループで kernels loopとして指定することでループごとにオフ
ロードするようにしている．
CloverLeaf における主な通信は袖交換であり，袖領域を幅 1 か 2 で更新する (コード中では変数
depth)．MPI+OpenACC 版は袖のデータをアクセラレータ上でパックしたのちにホストメモリを経
由して送信する．XACC 版では reflect 指示文に acc 節を追加してアクセラレータメモリでの
袖交換を指定し，かつ width 節により更新幅を指定する．セル中心の物理量の配列に対しては，




ない．そこで，やむなく extra regionも含めて更新するように width(depth:depth+1,depth:depth+1)と指
定している．そのため，MPI+OpenACC版よりも通信の量が多くなっている．
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表 6.1: HA-PACS/TCAにおける CloverLeafの性能評価に用いたソフトウェア
Compiler PGI 16.10, CUDA 8.0
MVAPICH2 2.2
Omni Compiler 1.2.1 + extension
6.1.2 評価
CloverLeafのMPI+CUDA, MPI+OpenACC, XACC版における性能と生産性を評価する．MPI+CUDA







アを表 6.1に示す．FortranのOpenACCコンパイラとして PGI compilerを，またMPI実装にMVAPICH2
を用いる．XACCのコンパイラには実装した Omni XACC compilerを用いている．なお，評価の時点では
XMP loop指示文の expand節の機能はまだマスターブランチにマージされていないため，“extension”
と記載している．1ノードあたり 4枚の GPUが搭載されているため，1ノードで 4プロセス実行し，各
プロセスが 1 枚の GPU を利用するようにした．最大で 16 ノード上の 64 プロセスで評価を行った．評
価には 9602 と 38402 セルの 2種類を用い，タイムステップは 1000回で固定したうえで，ストロングス
ケーリングとウィークスケーリングでの実行時間を測定した．
図 6.4 と 6.5 に 9602 と 38402 セルのストロングスケーリング時の実行時間を示す．左側のグラフは
全実行時間を，右側のグラフは袖交換のみの時間を示している． MPI+CUDA 版と比較して 9602 セル
においては MPI+OpenACC で 93–95%, XACC で 87–95%，38402 セルにおいては，MPI+OpenACC が
92–94%，XACC が 89–93% の性能であった．まず計算時間について見てみると，MPI+OpenACC 版は
MPI+CUDA 版と比較すると 9602 で最大 1.05 倍，38402 で最大 1.09 倍の計算時間となっている．これ
は CUDAと OpenACCの性能差によって生じている．XACC版はオフロードに OpenACCを用いている
ので，MPI+OpenACCと同様の計算時間になるのが理想であるが，実際にはMPI+OpenACCと比較して
9602 セルで最大 1.2 倍，38402 セルで 1.12 倍となっている．この計算時間の増加の原因は XACC コン
パイラによるコード変換にある．ソースコード 6.3はソースコード 6.2の XACCコードを変換した後の
コードである．
ソースコード 6.3: ソースコード 6.2の XACCコードを Omni XACC compilerが変換したコード
*1 https://github.com/UK-MAC/CloverLeaf


























































































































































































































































図 6.4: 9602 セルのストロングスケーリングにおける実行時間

































































































































































































































































図 6.5: 38402 セルのストロングスケーリングにおける実行時間
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1 SUBROUTINE accelerate_kernel(x_min, x_max, y_min, y_max, ..., &
2 XMP__pressure, XMP__xvel0,...)
3 INTEGER :: x_min, x_max, y_min, y_max
4
5 REAL(KIND=8) :: XMP__pressure ( 0 : , 0 : )




10 !$acc data present ( XMP__pressure , XMP__xvel0, ...)
11
12 ...
13 CALL xmpf_loop_sched_ ( XMP_loop_lb3 , XMP_loop_ub4 , ...)
14 CALL xmpf_loop_sched_ ( XMP_loop_lb6 , XMP_loop_ub7 , ...)
15 !$acc kernels loop independent
16 DO k = XMP_loop_lb3 , XMP_loop_ub4 , 1
17 !$acc loop independent
18 DO j = XMP_loop_lb6 , XMP_loop_ub7 , 1
19 ...
20 XMP__xvel1(j+2,k+2) = XMP__xvel0(j+2,k+2) - ...&





26 !$acc end data
27 END SUBROUTINE
ソースコード 6.2 の XACC コードでは，サブルーチンの引数である配列 pressure などは explicit-shape
arrayで align指示文により分散配列として宣言されている．MPI+OpenACC版でも XMP指示文を除
けば同様の記述となっている．MPI+OpenACC版で，直接 PGIコンパイラでコンパイルする場合は，計






MPI+CUDA と XACC 版における袖交換の時間はおおよそ同じであった．これは XACC における
reflect 指示文が MPI+CUDA で記述されており，十分にチューニングがされているからである．図




ドよりもやや長くなっている．原因の一つは OpenACC で記述しているパックとアンパックが CUDA
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で書くよりも遅いということである．またパック・アンパックでも MPI の通信でもないその他の時間
がMPI+OpenACCでは非常に目立っている．これは OpenACC data present指示文によるオーバー
ヘッドである．MPI+OpenACC 版では更新対象の配列に加えて，8 つの通信バッファ (4 方向 ×send と
recv)を data presentで指定している．一方で XACC版では通信バッファは XACCランタイムが内
部で管理しているため指定しなくて良く，更新対象の配列のみ指定しているためオーバーヘッドが少なく
抑えられている．
次にウィークスケーリングにおける実行時間を 9602 の場合を図 6.7に，38402 セルの場合を図 6.8に
示す． 9602 セルではMPI+CUDA版に比べてMPI+OpenACC版が 94–95%で，XACC版が 88–91%の




版ではMPI+OpenACC版と比べて最大 1.07倍となっている．袖交換時間は 9602 セルにおいてはストロ
ングスケーリングと傾向は同じである．しかしながら，38402 セルでは，send/receiveの時間が XACC版
ではすべてのプロセス数で他のコードよりも増加している．図 6.9はウィークスケーリングにおける，各
ノードの 1タイムステップあたりの袖交換の通信量である．38402 セルでは 9602 セルのときと比較して
通信量が 4倍になるため，通信時間への影響が大きくなっている．
生産性
生産性の定量的評価として，source lines of code(SLOC) および逐次コードからの delta source lines of
code (DSLOC)を計測した結果を表 6.2に示す．DSLOCの表における “Add (code)”は指示文でないコー
表 6.2: CloverLeafの各コードの SLOCと DSLOC
Code version SLOC DSLOC
Serial 3043 Modify Add (code) Add (directive) Delete
MPI+CUDA 5397 – – – –
MPI+OpenACC 4042 20 713 286 0
XACC 3746 14 84 619 0
ドの追加行数を，“Add (directive)”は指示文の追加行数を表す．MPI+CUDA版では Fortranと CUDAの
言語の違いがあるので，SLOC のみ計測した．MPI+CUDA, MPI+OpenACC, XACC 版の SLOC は逐次
コードと比較して，それぞれ 1.77, 1.33, 1.23倍となっており，3つの並列版のうち XACC版が最も少な


































































































































































































































































図 6.7: 9602 セルのウィークスケーリングにおける実行時間


































































































































































































































































図 6.8: 38402 セルのウィークスケーリングにおける実行時間
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!$xmp {reflect|reduction|bcast} ... [ if ( condition ) ]
and the condition is logical-expr
図 6.10: if節の構文
1. reflect指示文を条件的に行うための IF と ENDIF により 30行の追加


















起きている．それらの問題を解消するために，以下の改善を考えている．1 つ目は XMP と XACC の通
信指示文 (reflect, reduction,など)への if節の追加である．図 6.10は提案する if節の構文であ
る．if節が通信指示文に記述された場合，プログラムは条件的に通信を実行する．if節内の condition
が.false.と評価されたら通信を実行せず，conditionが.true.と評価されたら if節が存在しない時と同様
に通信を実行する．この if 節による記述の方が IF や ENDIF を通信指示文に記述するよりも簡易であ
る．また指示文をないものとして見た場合にステートメントのない IF は不自然に見えるため，節として
指示文中に記述する方が自然である．
2つ目は distributeと template fix指示文における edged-block分散の追加である．XMP
の block 分散はテンプレートをノード数で割り切れない場合に下側のノードにブロックサイズが
偏るという問題があるため，edged-block は端の余りを考慮して分散するようにしたものである．
edged-block 分散の構文を図 6.11 に示す．もし edge-width に 1 つの整数式が指定された場合は，下
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edged-block ( edge-width )
and edge-width is int-expr [: int-expr ]
図 6.11: edged-block分散の構文
!$xmp reflect ... [ offset ( reflect-offset [,reflect-offset]... ) ]
and reflect-offset is int-expr [:int-expr]




ば，もしテンプレート t(1:10) をノード集合 p(4) に edged-block (1) で分散するなら，各ノードのブ
ロックサイズは (/3, 2, 2, 3/)となる．edged-block分散を用いることで，ソースコード 6.1の 20行目
は “!$xmp template fix (edged-block(2:3), edged-block(2:3))&” と記述でき， ソースコード 6.2 の 7 行目
は “!$xmp template t(edged-block(2:3), edged-block(2:3)) onto p”と記述できる．
3つ目の改善案は reflect指示文における offset節の追加である．これはシャドウ領域を更新す
る際の内側からのオフセットを指定する節である．offset節の構文を図 6.12に示す．offset節の構





最内 1要素と最外 1要素を除く中間の 2要素のみが更新される．offset節を用いることで，セル頂点の
物理量配列の袖更新に対して，“!$xmp reflect(array-name) width(depth:depth,depth:depth) offset(0:1,0:1)”
と記述することができ，通信量をMPI+CUDAやMPI+OpenACC版と同じにすることができる．
6.2 格子 QCDミニアプリケーション
本章では XACC記述された格子 QCDコードの性能評価を述べる．XACCによる格子 QCDの実装は
中尾 [55]が行った．本研究は評価の際の Omni XACC compilerの提供および性能解析の協力において貢
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表 6.3: 格子 QCDの評価に使用したソフトウェア




格子 QCD コードの XACC 実装と，比較として MPI+CUDA と MPI+OpenACC による実装の性能評
価を行った．評価には筑波大学計算科学研究センターの HA-PACS/TCA を用いた．表 6.3 に使用した
ソフトウェアを示す．計算ノードあたり 4 枚の GPU が搭載されているため，4 プロセスを各計算ノー
ドに割り当てる．格子 QCD の計算領域の大きさを (NT,NZ,NY,NX) = (32,32,32,32) と設定し，時間軸
NT と Z 軸 NZ において 2 次元分散を行い，ストロングスケーリングにおける性能を評価する．図 6.13

















































図 6.13: 格子 QCDの CG法 1反復当たりの実行時間
91–97%，XACCは 95–99%の性能を達成した．図 6.14に実行時間の内訳を示す．計算時間を見てみる
と MPI+CUDA 版と比べて MPI+OpenACC 版では 3–13%, XACC 版では 3–9% 増加している．これは
CUDAと OpenACCの性能差によるものである．なお MPI+OpenACCと XACCの間にも差が出る理由

































































































































































CloverLeafはアクセラレータ向けに CUDA, OpenCL, OpenACCで実装されている [53, 56]．それらの
研究では，各実装の詳細な説明と性能・生産性・可搬性の評価が行われた．OpenACCは生産性を向上さ
せることが可能で，性能も部分的に OpenCLや CUDAよりも高いことがあった．また OpenMP 4.0を用
いた実装もされており，OpenACCと OpenMPでほぼ同様に性能が得られている [57]．
Mallinsonらは CloverLeafを PGASモデルの Co-array FortranやOpenSHMEMで実装しMPIと比較を
行った [58]．彼らは CloverLeafにおける袖交換を，不連続部分を直接送ったりパックしてから送ったりす
るなどの手法で実装した．Crayと SGIのシステムにおける評価では，ライブラリベースの OpenSHMEM




















































































































































































パイラの 1.1–2.2倍の性能を達成し，リダクションやメモリアクセスが重要となる NPB CGベンチマーク
において，商用コンパイラの 1.0–2.8倍の性能を達成した．これにより NVIDIA GPU向けの OpenACC
コンパイラの性能向上を達成した．




支配的である N-bodyベンチマークにおいては直接記述した PZCL版の 98%の性能が得られた．カーネ
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ル起動コスト削減の最適化と拡張指示文による明示的スレッド切り替えによってメモリアクセスが支配的
な NPB CGベンチマークにおいても直接記述した PZCLの 88%以上の性能を達成した．OpenACC版と
PZCL版のコードを比較すると，OpenACC版は逐次コードに指示文を加えるだけで簡易に実装できてお







バル・ローカルビューモデルを MPI+CUDA で，PEZY-SC クラスタ向けにグローバルビューモデルを
MPI+PZCLで実装した．NVIDIA GPU向け実装のベンチマークによる評価では，グリッド分散と袖交換
通信を行う Himeno benchmarkはグローバルビューモデルの指示文で簡潔に記述できMPI+OpenACCに
よる記述の 97%以上の性能を達成した．複雑な通信を必要とする NPB CGにおいては，ローカルビュー











Himeno benchmarkはほぼ同一の記述により NVIDIA GPUと PEZY-SCクラスタで実行可能であった．
7.2 今後の課題
NVIDIA GPUおよび PEZY-SC向け OpenACCコンパイラにおいては OpenACC 1.0相当の最低限の機
能実装にとどまっているため，より詳細な並列化指定や使いやすさのために最新の仕様の実装が必要であ




る．XACC の実装では，NVIDIA GPU 向け実装は gmove 指示文がまだ一部の通信パターンにしか対応
できておらず，Fortranにおける coarrayや Cと Fortranにおける提案した nonblock指示文が未実装で
ある．PEZY-SC向け実装では袖交換の通信のみであるため，その他の通信の実装が必要である．アプリ
























可能となり利用のハードルが下がりつつある．また OpenACCから FPGA向けの OpenCLに変換する研
究 [66] も行われているため，XACC で FPGA をアクセラレータとして利用することも十分に考えられ
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