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Abstract
Reconstructing phylogenetic trees using the criterion of minimum evolution requires the use of a
formula FT (d) that estimates the total length of a tree T given only the estimated distances d between
the leaves of the tree. Let U(T ) be the collection of linear formulas FT (d) that correctly estimate the
total length of T whenever d is an additive distance function on T. The current paper characterizes a
subset U+(W) of U(W) for each treeW such that whenever T is a completely resolved tree, FT is in
U(T ), FW is in U+(W), and d is positively additive on T, then FT (d)<FW (d). As a consequence,
the use of minimum evolution is consistent provided that the length of each treeW is estimated using
a member of U+(W). It is shown how to ﬁnd many explicit members of U+(W) for each W. The
ordinary least-squares expression forW is shown to be in U+(W).
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Minimum evolution methods for identifying phylogenetic trees are were proposed by
Kidd and Sgaramella-Zonta [11], and Rzhetsky and Nei [16,17]. A recent review of the
varieties, strengths, and limitations of such methods is given in Gascuel et al. [8].
Brieﬂy, suppose that a distance function d(i, j) is given between each pair i and j of taxa
in X, and assume that d is approximately additive. Commonly used such distances include
the Jukes–Cantor formula [10], the Kimura 2-parameter formula [12], the HKY formula
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[9], and the log determinant formula [13,19]. An excellent overview of distance formulas
is found in Swofford et al. [20]. Given such a formula, the minimum evolution criterion
selects the tree T for which the estimated sum L of all the edge lengths is minimized.
An important issue is the manner in which the sum L of the edge lengths in a tree T is
estimated from the distances d(i, j). Rzhetsky and Nei [18] focus on the natural choice in
which the ordinary least-squares estimate ST (d) is utilized. Assuming a simple model of
error in which all d(i, j) are independent and have the same variance, they justify the use of
the minimum evolution criterion. In fact, there are many formulas FT (d) which have been
utilized. Since the variance of a large distance d(i, j) is probably larger than the variance
of a small distance d(i, j), it is natural to estimate the variances and utilize weighted least-
squares approximations to estimate L. Recent algorithms for such weighted or generalized
least-square estimates have been given by Felsenstein [6], Makarenkov and Leclerc [14],
and Bryant and Waddell [1].
Another important issue is the deﬁnition of the total lengthLof a treewhose branch lengths
are only estimated. Rzhetsky andNei [18] utilize the sum of all the estimated branch lengths,
whether or not these estimates are individually positive. Kidd and Sgaramella-Zonta [11]
use the sum of the absolute values of the estimated branch lengths. Swofford et al. [20]
propose to ignore any branch whose estimated length is negative. The results in this paper
require linearity of the estimates, and hence the total length is deﬁned to be the sum of the
estimated branch lengths regardless of sign.
Let U(T ) denote the collection of all possible linear formulas for estimating the total
length L of the tree T which give the correct value when the distances are known exactly.
In Section 2, an example is given which shows that many members of U(T ) are not suited
for minimum evolution calculations. In order for minimum evolution to work, when FT
estimates the length of the tree T, FW estimates the length of the treeW, and the distance
function d is additive on T, it is required that FT (d)<FW(d). Unfortunately, for many
choices of FW ∈ U(W) this inequality will not hold.
In Section 3, related subsets U+(T ) ⊂ U0(T ) of U(T ) are deﬁned by requiring that
certain inequalities hold. Corollary 4.1 asserts that when the distances d(i, j) are additive
on a tree T (with all edges of positive branch length), FT ∈ U(T ), and FW ∈ U0(W)
for some tree W = T with the same leaf set, then FT (d)FW(d). This result applies
even if T is not completely resolved. More strongly, if T is completely resolved and in
addition FW ∈ U+(W), then FT (d)<FW(d). Since the formulas are continuous, this
latter result will hold when d is not additive but is only “sufﬁciently close” to an additive
distance function. Assume that the estimate (i, j) for the true distance d(i, j) is such that,
if the amount of data increases without bound, then (i, j) converges to d(i, j). Then with
sufﬁcient data  will be sufﬁciently close to an additive distance function d, and Corollary
4.1 shows that the correct tree will be inferred. This implies that the method of minimum
evolution is statistically consistent when the correct tree T is completely resolved and the
formula estimating tree length for each tree W is in U+(W). Discussions of consistency
may be found in Gascuel et al. [8] and Felsenstein [5] among others.
It follows that, if a method is statistically consistent, then the formula for each tree
W must lie in U0(W). Previously, the ordinary least-squares (OLS) estimate was proved
by Rzhetsky and Nei [18] to be statistically consistent. Similarly, Denis and Gascuel [3]
described a weighted object generalization of OLS which they proved to be statistically
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consistent. It appears that the balanced criterion of Desper and Gascuel [4], based on an
idea of Pauplin [15], is also statistically consistent. Hence the corresponding formulas for
a treeW lie in U0(W), possibly in U+(W).
Some natural methods are known not to be statistically consistent. Gascuel et al. [8]
described an example where d was an additive distance function for a tree T and weighted
least-squares functionals with certain assumed variances for the d(i, j) were utilized. They
found that the minimum tree length was obtained for a treeW different from T. Thus, min-
imum evolution using weighted least-squares estimates may not necessarily give correct
results, even when the distances are known exactly. This current paper provides an explana-
tion: consistent formulas for estimating the length ofW should lie inU0(W) and preferably
in U+(W), while the weighted least-squares formulas used by Gascuel et al. did not lie in
U0(W).
The veriﬁcation from the deﬁnition that a particular formula F ∈ U(W) lies in U+(W)
requires a number of calculations that grows exponentially with the number of taxa. If
one computes a particular weighted least-squares formula FW for a treeW and veriﬁes that
FW ∈ U+(W), thenFW can be utilized consistently.As an alternative, recursive procedures
may be used to construct members of U+(W) directly with negligible work, and Section 5
describes such procedures.
One procedure naturally leads to a particular class of formula inU+(W), called a centroid.
Section 6 shows that the ordinary least-squares functional for the treeW does indeed lie in
U+(W) by relating it to centroids; hence the current results generalize those of Rzhetsky
and Nei [18].
2. A motivating example
Suppose that the goal is to use minimum evolution to distinguish the tree T from the tree
W. Suppose a calculated distance d(i, j) is given between each pair i and j of taxa. The
minimum evolution criterion suggests that the sum of the branch lengths of T and the sum
of the branch lengths of W should be estimated, and whichever tree has the smaller sum
should be preferred.
Suppose T = ((12)(34)) is the tree with leaves 1, 2, 3, and 4 and a single internal edge
with one end attached to 1 and 2 while the other end is attached to 3 and 4, as shown in Fig.
1. Write dij for d(i, j). For any value of the parameter a, an estimate for the total length
(i.e., the sum of the lengths of each edge) is
FT (d)= d12+ d13+ d232 + (a)
d14+ d34− d13
2
+ (1− a)d24+ d34− d23
2
.
If d is additive on T, then FT (d) will give the total length. To see this, suppose that the
additive distance function d on T is given by the branch lengths shown in Fig. 1. For
example, d24=x+ t+z. Replacing each dij by the corresponding expression inw, x, y, z,
and t we ﬁnd FT (d)= w + x + t + y + z.
Next supposeW = ((14)(23)). A similar estimate for the total length is
FW(d)= d12+ d13+ d232 + (b)
d14+ d34− d13
2
+ (1− b)d14+ d24− d12
2
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Fig. 1. The tree T = ((12)(34)) with indicated branch lengths.
for any b. If d is additive onW, then FW(d) will give the total length ofW .
Now suppose that d is additive on T with the branch length function d shown in Fig.
1. For minimum evolution to give the correct result, it is necessary that FT (d)<FW(d).
Then FT (d) = w + x + y + z + t . If we replace d12 byw + x, d13 by w + t + y, etc.,
we ﬁnd FW(d) = w + x + t + y + t + z − bt = FT (d) + (1 − b)t . Hence if b> 1, then
FW(d)<FT (d) and the minimum evolution criterion yields the incorrect conclusion that
W is preferred as the tree rather than T, even though d is additive on T and not additive on
W. To obtain accurate results from minimum evolution, we must insist that 1− b> 0.
This example shows that care is needed to select the formulas used to estimate the
lengths of trees. In order to be able to utilize minimum evolution, certain expressions must
be positive, and this paper tells in general how to identify these expressions.
3. Functionals for the total length of additive trees
All trees considered in this paper are assumed to have the property that no vertex has
degree 2. Each vertex of degree 1 is called a leaf; each vertex of degree at least 3 is internal.
If each vertex has degree 1 or 3, then the tree is completely resolved.
Let X denote a set of distinct taxa. Here we assume X = 1, 2, . . . , n. A dissimilarity
function (or distance function) on X is a function d:X × X → R such that d(i, i) = 0 for
all i in X and d(i, j)= d(j, i) for all i and j in X. The collection of dissimilarity functions
on X will be denoted D(X).
A treeT is labelled by X if the set of leaves ofTmay be identiﬁed with X, so that every leaf
of T is uniquely identiﬁed with an element of X. All trees in this paper will be considered to
be labelled in this manner. Such a tree corresponds to the idea of an unrooted phylogenetic
tree.A tree will occasionally be described in this paper by the common parenthesis notation.
For example, ((12)(34)) denotes the tree in Fig. 1.
A branch length function w for the tree T is a function which assigns to each (unoriented)
edge e of T a real number w(e), called its length or branch length. If e is the edge between
vertices x and y corresponding to taxa (possibly ancestral), we usually interpret w(e) to
correspond to the per site mutational rate between x and y. Any branch length function w
for a tree T with leaves labelled by X leads to a dissimilarity function d on X such that if i
and j are in X and Pij is the unique path in T between vertices i and j, then d(i, j) is the
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sum of the lengths of edges on Pij : d(i, j)= {w(e): e is an edge on Pij }. (Here if Y is a
multiset of real numbers, Y means the sum of the members inY.) A dissimilarity function
d is additive on T if there exists a branch length function w on T such that d is obtained in
this manner. The additive dissimilarity function d on T is nonnegatively additive ifw(e)0
for each edge of T, and d is positively additive if w(e)> 0 for each edge of T. The total
length or treelength L of the tree T given its branch length function w and corresponding
additive distance function d is L(T ; d)= {w(e): e is an edge of T }.
Given a nonempty set X, a splitA|B of X is a partition of X into two disjoint nonempty
subsetsA and B; thusA|B={A,B}whereA∪B=X andA∩B=∅. Note thatA|B=B|A.
Given any edge e of a tree T, removal of the edge e (but not its endpoints) disconnects
T into two components. Let A and B denote the sets of leaves from X in the two different
components. CallA|B=B|A the split corresponding to e and sayA|B is in T. The collection
of splits in T will be denoted Splits(T ). Note that if i ∈ A and j ∈ B, then the path from
i to j in T includes e; while if i and j are both in A or both in B, then the path from i to j
does not include e. We say that i and j are on opposite sides of the split A|B and that the
split separates i and j if either (1) i ∈ A and j ∈ B, or (2) i ∈ B and j ∈ A; in either case
we will write i|j ∈ A|B. More generally, if U and V are subsets of X, write U |V ∈ A|B if
either (U ⊆ A and V ⊆ B) or (U ⊆ B and V ⊆ A) and say that A|B separates U and V .
Given a set X of leaves and a split A|B of X, deﬁne a distance function dA|B called the
indicator function for A|B as follows:
dA|B(i, j)=
{
1 if i|j ∈ A|B,
0 otherwise.
Thus dA|B(i, j) equals 1 if A|B separates i and j and is zero otherwise.
LetF(X) denote the collection of linear functionals F :D(X) → R. Each F inF(X)
has the form F(d) = rij d(i, j) where d is a distance function, the summation is over all
pairs (i, j) with i and j in X, and for each i and j, rij is a real constant. Since d(i, i) = 0
we will assume rii = 0 for each i in X; since d(i, j)= d(j, i) we will assume that for each
pair {i, j} of distinct elements of X at least one of rij or rji is 0. For example, we may write
F(d)= {rij d(i, j): i ∈ X, j ∈ X, i < j}.
Let T be a labelled tree with leaf set X. A functional F(d) = rij d(i, j) in F(X) is
unitary for T if F(dA|B) = 1 for all splits A|B of X which are in T. The functional F is
properly unitary for T if it is unitary for T and in addition F(dA|B)1 for all splits A|B
of X which are not in T. The functional F is strictly unitary for T if it is unitary for T and
in addition F(dA|B)> 1 for all splits A|B of X which are not in T. Note that if F is either
properly or strictly unitary for T, then for all splits A|B of X, F(dA|B)1 with equality
when A|B is in Splits(T ).
Let T be a tree with leaf set X. Let U(T ) denote the collection of functionals F inF(X)
which are unitary for T. LetU0(T ) denote the set of functionals F inF(X) that are properly
unitary for T, and letU+(T ) denote the set of functionals F inF(X) that are strictly unitary
for T. Note that U+(T ) ⊂ U0(T ) ⊂ U(T ). These collections will be of central interest in
this paper.
Given a labelled tree T and an edge e of T, form a branch length function w by w(e)= 1
and w(e′)= 0 for all edges e′ of T distinct from e. Let de denote the corresponding additive
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distance function, deﬁned by
de(i, j)=
{
1 if e lies on the path Pij from i to j,
0 otherwise.
Call de the indicator function for e. Note that L(T ; de)= 1. It is clear that the functions de
as e ranges over all edges of T form a basis for the set of additive distance functions on T.
For any additive distance function d from the branch length function w(e) it follows that
d = {w(e)de: e is an edge of T }.
Lemma 3.1. Let T be a labelled tree with leaf set X. Suppose s(e)=A|B denotes the split
of X that corresponds to the edge e of T. Then de = ds(e) = dA|B .
Proof. For i and j in X the path Pij includes the edge e if and only if A|B separates i and j.

Lemma 3.2. Let F(d)= rij d(i, j) be inF(X). Suppose A|B is a split of X and dA|B is
the corresponding indicator function. Then
F(dA|B)= {rij : i|j ∈ A|B}.
Proof. If i|j ∈ A|B, then dA|B(i, j)= 1. On the other hand, if A|B does not separate i and
j either both i and j are in A or both i and j are in B. In either case, dA|B(i, j) = 0. Hence
F(dA|B)= rij dA|B(i, j)= {rij : i|j ∈ A|B}. 
Let T be a tree with leaf set X. A functional FT (d)=rij d(i, j) inF(X) represents the
length of T if for all additive dissimilarity functions d on T it is true that FT (d)= L(T ; d).
The functional FT (d) represents the length of T properly if FT (d) represents the length of T
and in addition whenever V is a tree with leaf set X, V = T , and d is nonnegatively additive
on V , then FT (d)L(V ; d). The functional FT (d) represents the length of T strictly if
FT (d) represents the length of T and in addition whenever V is a tree with leaf set X, V
contains a split of X that is not in T, and d is positively additive on V , thenFT (d)>L(V ; d).
Theorem 3.3. Let FT (d)= rij d(i, j) be inF(X). Let T be a tree with leaf set X.
(1) The function FT represents the length of T if and only if FT ∈ U(T ).
(2) The function FT represents the length of T properly if and only if FT ∈ U0(T ).
(3) The function FT represents the length of T strictly if and only if FT ∈ U+(T ).
Proof. For (1), suppose ﬁrst that FT ∈ U(T ). For each edge e of T let de be the indicator
function for e. Suppose that d is additive on T with the branch length function w(e). Then
d = w(e)de. Hence FT (d)= w(e)FT (de) by linearity. By Lemma 3.1, for each edge e,
de = ds(e), whence FT (d)= w(e)FT (ds(e)). But FT (ds(e))= 1 since FT is unitary for T,
so FT (d)= w(e)= L(T ; d), showing that FT represents the length of T.
Conversely, suppose FT represents the length of T. Suppose that d is additive on T
with the branch length function w(e). Then d = w(e)de and FT (d) = w(e)FT (de).
Since FT represents the length of T, FT (d)=L(T ; d)=w(e), so w(e)FT (de)=w(e)
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for every choice of the values w(e). Hence FT (de) = 1 for every edge e. But by
Lemma 3.1, when e corresponds to the split A|B, then FT (de) = FT (dA|B), proving that
FT ∈ U(T ).
To prove (2), assume FT ∈ U0(T ). Let V be a tree with leaf set X. Suppose for each
edge e of V that the branch length of the edge e of V is w(e)0, d is the corresponding
nonnegatively additive distance function on V , and de is the indicator function for e. Then
d = w(e)de so FT (d) = w(e)FT (de) by linearity while L(V ; d) = w(e). Since each
w(e)0, to show that FT (d)L(V ; d) it sufﬁces to show that, for each e, FT (de)1.
But if e corresponds to the split A|B in V , then by Lemma 3.1, FT (de) = FT (dA|B)1
since FT ∈ U0(T ).
Conversely, suppose that FT represents the length of T properly. Then FT represents the
length of T, so by (1) for every split A|B in T it follows that FT (dA|B)= 1. If the split A|B
is not a split of T, choose a tree V = T that contains the split A|B. Let e denote the edge
of V with the split A|B and let de be the indicator function for e. Then by Lemma 3.1,
FT (dA|B)= FT (de). But L(V ; de)= 1 and since FT represents the length of T properly it
follows that FT (de)L(V ; de). Hence FT is properly unitary for T and FT ∈ U0(T ).
To prove (3), suppose FT ∈ U+(T ). Suppose V is a tree with leaf set X, V contains
a split not in T, and d is positively additive on V . We show FT (d)>L(V ; d). Write d =
{w(e)de: e is an edge of V }, where w(e)> 0 for each e. Let the split of e be denoted s(e),
so d =w(e)ds(e) by Lemma 3.1. From the linearity of FT , FT (d)=w(e)FT (ds(e)). But
FT (ds(e))1 for all e since FT ∈ U+(T ), so FT (d)w(e). Moreover, by hypothesis
there exists an edge e′ of V with s(e′) not in T, whence since FT ∈ U+(T ) it follows
FT (ds(e′)) > 1. Since w(e′)> 0 we obtain that in fact FT (d)>w(e)= L(V ; d).
Conversely, suppose FT represents the length of T strictly. By (1), FT ∈ U(T ). Let A|B
be a split of X that is not in T. Let V be the tree with leaf set X whose only nontrivial split is
A|B, corresponding to the edge e′ of V . Let d be positively additive on V , so we may write
d = {w(e)de : e is an edge of V }. By assumption, FT (d)>L(V ; d). By the linearity of
FT , w(e)FT (de)>w(e). Each edge e of V other than e′ is trivial and hence lies in T as
well. Since FT ∈ U(T ), it follows from (1) that for e = e′, FT (de)= 1. Hence
{w(e): e = e′} + w(e′)FT (de′)>{w(e): e = e′} + w(e′).
It follows that w(e′)FT (de′)>w(e′). Since w(e′)> 0 we conclude FT (de′)> 1, and by
Lemma 3.1, FT (dA|B)> 1. 
Let ST denote the ordinary least-squares estimate for the length of the tree T. It is well
known that ST represents the length of T. Moreover, Rzhetsky and Nei [18] have shown
that, whenever T and V are completely resolved trees with the same leaf set, V = T , and
d is positively additive on V , then ST (d)>L(V ; d). The following result implies that ST
represents the length of T properly and leaves open the question of whether it represents
the length of T strictly:
Theorem 3.4. Let T be a labelled tree with leaf set X. Suppose the functional FT ∈F(X)
represents the length of T and in addition whenever V is a completely resolved tree with leaf
set X, V = T , and d is positively additive on V , then FT (d)>L(V ; d). Then FT ∈ U0(T ).
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Proof. It sufﬁces to show that, if the splitA|B is not a split of T, then FT (dA|B)1. Choose
a completely resolved tree V that contains the split A|B. For each edge e of V , let de be
the indicator function for e. Let e′ be the edge corresponding to the split A|B. Choose
now a small parameter > 0 and deﬁne a branch length function w on the edges of V by
w(e′) = 1, w(e) =  if e = e′. Let d be the corresponding additive distance function on
V , so d = w(e)de. Since d is positively additive on V , it follows that FT (d)>L(V ; d).
Hence w(e)FT (de)>w(e), whence
FT (de′)+ {FT (de): e is an edge of V, e′ = e}> 1+m,
where m is the number of edges of V other than e′. If we let  go to 0, it follows that
FT (de′)1, whence FT (dA|B)1 by Lemma 3.1. 
An example shows that a functional FT that represents the length of the tree T and
satisﬁes the hypotheses of Theorem 3.4 need not lie in U+(T ). Write dij for d(i, j), let
T = ((12)(3(45))), and let
FT (d)= (4d12 + d13 + 4d14 − d15 + 3d23 − d24 + 2d25 + d34 + 3d35 + 4d45)/8.
ThenFT can be checked to lie inU(T ). Moreover, for all splitsA|B that are not inT it is true
that FT (dA|B)> 1 except for the single splitC|D={1, 4}|{2, 3, 5} for which FT (dC|D)=1.
Hence FT ∈ U0(T ) but FT /∈U+(T ). Every completely resolved tree V different from T
with the same leaf set contains a split A|B that is not in T and that is different from C|D,
and as a result FT satisﬁes the hypotheses of 3.4 even though FT /∈U+(T ).
Once one knows some members ofU+(T ), then convex combinations of these functions
yield still more members of U+(T ), as is seen in the following result:
Theorem 3.5. U(T ), U0(T ), and U+(T ) are convex.
Proof. Suppose that Fq(d) = rqij d(i, j) is in U(T ) for each q in an index set Q. Let
the nonnegative numbers q satisfy q = 1. If F(d) = qF q(d) = rij d(i, j), then
rij = (qrqij ). Hence for each split A|B of X in T, F(dA|B) = {rij : i|j ∈ A|B} [by
Lemma 3.2] ={({qrqij): q ∈ Q}: i|j ∈ A|B} = q{rqij : i|j ∈ A|B} = q = 1,
showing that the convex sum F(d) lies in U(T ). Similar arguments show the results for
U0(T ) and U+(T ). 
4. Justiﬁcation of the minimum evolution criterion
This section shows, when functions from U+(W) are used for each tree W, then the
criterion of minimum evolution selects the correct tree in the presence of perfect data. As
a consequence, the correct tree is also selected in the presence of imperfect data when the
errors are sufﬁciently small.
In principle, the method of minimum evolution proceeds as follows: Suppose that a
distance function d on a collection X of taxa is given and that d is close to an additive
distance function on some tree. For each completely resolved tree W with the leaf set X,
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select a functional FW which estimates the total length of W given the function d. Let
B(X) denote the collection of functionals so selected. Thus the ﬁnite set B(X) contains
one member FW for each tree W with leaf set X. For each FW in B(X), evaluate FW(d).
Select the tree T such that T =W minimizes FW(d). The minimum evolution tree is T if
FT (d)<FW(d) for allW = T .
In practice FW has usually been selected by some additional criterion, such as the
weighted or ordinary least-squares approximation to the branch length of W. Theorem
3.3 suggests the additional requirement that for each treeW, FW should lie in U+(W). The
following corollary of Theorem 3.3 summarizes the situation:
Corollary 4.1. Assume that T andW are trees with the leaf set X,W = T , and FT ∈ U(T ).
(1) Suppose that d is nonnegatively additive on T, andFW ∈ U0(W).ThenFT (d)FW(d).
(2) Suppose that d is positively additive on T, that T is completely resolved, and FW ∈
U+(W). Then FT (d)<FW(d).
(3) Suppose that d is positively additive on T. Suppose that FW ∈ U+(W) and T contains
a split that is not in W. Then FT (d)<FW(d).
In the presence of perfect data, the following result shows that minimum evolution will
uniquely identify the correct tree when all choices of functions in B(X) are strictly unitary:
Corollary 4.2. Suppose that T is a tree with the leaf set X and d is a positively additive
distance function on T. For each tree W with the leaf set X, let FW be a member of U+(W),
and let B(X) denote the collection of functions FW . Let the minimum value of FW(d) for
FW in B(X) be denoted m, and letW = {W :FW(d) = m}. Then T is the tree such that
Splits(T )=⋂{Splits(W):W ∈W}.
Proof. IfT is completely resolved, then, by 4.1(2),FT (d)<FW(d) for T = W , soW={T }
and T is the unique tree that minimizes all values FW(d). If T is not completely resolved,
then by 4.1(1), T will be inW, som=FT (d) andW={W :FW(d)=FT (d)}. Since T is in
W it follows Splits(T ) ⊇⋂{Splits(W):W ∈W}. By 4.1(3) if T contains a split not inW,
then FT (d)<FW(d), whenceW is not inW. Hence Splits(T ) ⊆ ⋂{Splits(W):W ∈W}.
It follows that Splits(T )=⋂{Splits(W):W ∈W}and T is determined. 
In practice when given real data, one can only estimate distances; hence the distance
function will not be additive on any tree and the hypotheses of 4.2 will not apply. One may
still hope, however, that d is close to an additive distance function on a tree Twith leaf set X.
To formalize the notion of “closeness,” let d and d ′ be any distance functions on X. Deﬁne
‖d − d ′‖∞ =max{|d(i, j)− d ′(i, j)|: i ∈ X, j ∈ X}.
The following result shows that if d is close to a positively additive distance function dT on
T in the sense that ‖d − dT ‖∞ is small, then the criterion of minimum evolution will still
apply:
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Corollary 4.3. For each treeW with the leaf set X, let FW be a member of U+(W), and let
B(X) denote the collection of functions FW . Suppose that T is a completely resolved tree
with leaf set X and dT is a positively additive distance function on T. There exists > 0 such
that, if ‖d − dT ‖∞< , then, for eachW = T , FT (d)<FW(d).
Proof. Each formula FW(d) is continuous, and B(X) contains only ﬁnitely many such
formulas. An elaboration of this kind of continuity argument may be found in [3]. 
Thus when each element FW of B(X) lies in U+(W), and when d is sufﬁciently close to
a positively additive distance function on a completely resolved tree T, then the minimum
evolution criterion will uniquely select the correct tree T. This shows that the method of
minimum evolution is consistent when the approximating functions are all strictly unitary.
It is clearly not reliable to utilize approximating functions F(d) for the length of a tree T
for which F(d) = L(T ; d) when d is additive on T. Moreover, if lengths are approximated
using functions that are not at least properly unitary, then there are cases where minimum
evolution is guaranteed to fail, even when the given distance function is exactly known. As
a consequence, it is not reliable to utilize for any tree T an approximating function F which
is in U(T ) but not U0(T ). This is formalized in the following result:
Corollary 4.4. Suppose W is a tree with the leaf set X. Suppose that FW ∈ U(W) but
FW /∈U0(W). Then there exists a tree T with the leaf set X and a nonnegatively additive
distance function d on T such that FW(d)<L(T ; d).
Proof. By 3.3(2) it is false that FW represents the length ofW properly. Since FW ∈ U(W),
by 3.3(1) FW represents the length of W. It now follows from the deﬁnition of proper
representation of length that such a tree T exists. 
Gascuel et al. [8, p. 624] describes trees T = ((12)((34)(56))) andW = ((12)(3(4(56))))
with certain branch lengths on T and assumed variances for the distances. In the current
notation, a positively additive distance function d on T is given. Using weighted least-
squareswith assumed variances given inTable 1 on the same page, a functionFW ∈ U(W) is
computed, and it is noted thatFW(d)=0.8439whileL(d; T )=0.9.This provides an example
where minimum evolution did not appear to select the correct tree T. When found, this
example was a surprise since the expectation was that minimum evolution would always be
consistent. One may check, however, that FW /∈U0(W). Indeed, ifA|B={1, 2, 5, 6}|{3, 4}
is the split in T which is not in W, then FW(dA|B) = 0.439394 rather than having a value
at least 1. Since FW /∈U0(W), this choice of FW should be disallowed from minimum
evolution computations.
5. Calculating members of U+(T )
By Rzhetsky and Nei [18] it is known that the ordinary least-square (OLS) expression
ST (d) satisﬁes the hypotheses of Theorem 3.4, whence ST ∈ U0(T ) and OLS approxi-
mants are properly unitary. Similarly, the estimationmethod in Denis andGascuel [3] is also
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properly unitary.The example following 3.4 showed that a functional satisfying the hypothe-
ses of 3.4 need not be strictly unitary. Hence it is not clear yet whether either expression
lies in U+(T ). Indeed, at this stage it is not clear that any functions F exist that are strictly
unitary for a tree T.
If the set X contains n taxa and T is completely resolved, then T has 2n − 3 edges.
Hence there are 2n− 3 splits A|B for which it is required that F(dA|B)= 1 to obtain that
F(d) = rij d(i, j) represents the length of T. Since there are 2n−1 − 1 splits of X, for
strictness the remaining 2n−1 − 2n + 2 splits A|B must satisfy F(dA|B)> 1. There are
thus 2n−1 − 1 constraints on the n(n − 1)/2 parameters rij . A direct check of whether
F ∈ U+(T ) is then unwieldy computationally since there is exponential growth in the
number of constraints with the number n of taxa.
In this section an easy recursive construction shows that indeedmany functions are strictly
unitary on T.
Suppose that i, j , and k are distinct members of X and d is a distance function on X.
Deﬁne
uijk(d)= d(i, k)+ d(j, k)− d(i, j)2 .
In the event that d is an additive dissimilarity function on a tree T, then it is easy to see that
uijk(d) tells the length of the path from k to the closest vertex on the path Pij between i and
j. Note uijk =ujik so henceforth adopt a convention that ensures that at most one out of the
pair uijk and ujik appears in any expression; for example, assume that i < j . It follows that
if X contains n distinct taxa, then there are n(n− 1)(n− 2)/2 functionals uijk . If n> 3 they
are not linearly independent since the collection of dissimilarity functions has dimension
n(n− 1)/2.
Lemma 5.1. Let A|B be a split of X and let i, j, k be in X. Then
uijk(dA|B)=
{
1 if {i, j}|{k} ∈ A|B,
0 otherwise.
Proof. If i and j are inAwhile k is inB, then dA|B(i, j)=0while dA|B(i, k)=1=dA|B(j, k).
Henceuijk(dA|B)=1.The same applies if i and j are inBwhile k is inA. Henceuijk(dA|B)=1
if {i, j}|{k} ∈ A|B.
If all of i, j, and k are in A then dA|B(i, j)=dA|B(i, k)=dA|B(j, k)=0 so uijk(dA|B)=0.
If i and k are in A while j is in B then dA|B(i, j)= dA|B(j, k)= 1 while dA|B(i, k)= 0, so
uijk(dA|B)=0. The other cases are symmetric to one of these, whence uijk(dA|B)=0 when
A|B does not separate {i, j} and {k}. 
Suppose now that Tn−1 is a tree with the set X of n − 1 leaves. Let Tn be a tree with n
leaves, namely the members of X together with a new vertex denoted n. Let X′ =X ∪ {n}.
Suppose that Tn is obtained from Tn−1 by breaking an edge e = (a, b) of Tn−1 by means
of a new internal vertex q, replacing (a, b) by two edges (a, q), (b, q) and adding a new
edge (n, q) as shown in Fig. 2. All other edges of Tn−1 except (a, b) remain in Tn as in
Tn−1. In this situation, say that Tn is obtained from Tn−1 by attaching n to the edge (a, b).
Suppose that the edge e of Tn−1 corresponded to the split A|B of X in such a manner that
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Fig. 2. Tn is obtained by attaching n to the edge (a, b) in Tn−1.
the members of A can be connected to a by a path avoiding e, and the members of B can be
connected to b by a path avoiding e. It is easy to identify the splits of Tn: In Tn there is the
splitX|{n} ofX′ corresponding to the edge (n, q); the split A|B ∪ {n} corresponding to the
edge (a, q), and the split A∪ {n}|B corresponding to the edge (b, q). The remaining splits
of Tn correspond to splits A′|B ′ of Tn−1 distinct from A|B. The split A′|B ′is compatible
withA|B whence eitherA′ is contained in A or B ′ is contained in B. IfA′ ⊂ A, then Tn has
the split A′|B ′ ∪ {n}, while if B ′ ⊂ B, then Tn has the split A′ ∪ {n}|B ′. This identiﬁes all
the splits of Tn.
Lemma 5.2. Suppose Tn is obtained from Tn−1 by attaching n to an edge of Tn−1 with split
A|B. Suppose G ∈ U+(Tn−1) and
F(d)=G(d)+ {cijnuijn(d) : i ∈ A, j ∈ B}.
Assume that each cijn > 0 and cijn = 1. Then] F ∈ U+(Tn).
Proof. First we check the conditions for F being unitary for Tn. For the split X|{n},
F(dX|{n})=G(dX|{n})+{cijnuijn(dX|{n}): i ∈ A, j ∈ B}. ButG(d) depends only on the
values d(i, j) for i and j in X, and dX|{n}(i, j)=0 for all such i and j, whenceG(dX|{n})=0.
Moreover,uijn(dX|{n})=1 for all i ∈ A, j ∈ B byLemma5.1.HenceF(dX|{n})={cijn: i ∈
A, j ∈ B} = 1 by construction.
For the split A|B ∪ {n} note
F(dA|B∪{n})=G(dA|B∪{n})+ {cijnuijn(dA|B∪{n}) : i ∈ A, j ∈ B}.
But uijn(dA|B ∪ {n})= 0 if i ∈ A, j ∈ B by Lemma 5.1 whileG(dA|B∪{n})=G(dA|B)= 1
sinceGdoes not dependon anyd(k, n) for k ∈ X,A|B is a split ofTn−1, andG ∈ U+(Tn−1).
Hence F(dA|B∪{n})= 1. A similar argument yields the result for the split A ∪ {n}|B.
For the split A′|B ′ ∪ {n} where A′|B ′ is a split of X and A′ is contained in A, note
F(dA′|B ′∪{n})=G(dA′|B ′∪{n})+ {cijnuijn(dA′|B ′∪{n}): i ∈ A, j ∈ B}.
But G(dA′|B ′∪{n}) = G(dA′|B ′) = 1 since A′|B ′ is a split of Tn−1 and G ∈ U+(Tn−1).
Moreover, uijn(dA′|B ′∪{n})=0 by Lemma 5.1. Hence F(dA′|B ′∪{n})=1.A similar argument
applies to the split A′ ∪ {n}|B ′. Since each split in Tn has been considered, it follows that
F ∈ U(Tn).
To see that F is strictly unitary for Tn, suppose that C ∪ {n}|D is a split of X ∪ {n} that
is not in Tn. We must see that F(dC∪{n}|D)> 1. Note that both C and D are nonempty (C is
nonempty since {n}|X is a split in Tn) and C|D is a split of X.
226 S.J. Willson / Discrete Applied Mathematics 148 (2005) 214–239
Ak
A1 A2
n
q
...
Fig. 3. Tn is obtained by attaching n to the vertex q in Tn−1.
First assume that the split C|D of X is in Tn−1. If C|D = A|B then either C ∪ {n}|D =
A ∪ {n}|B or else C ∪ {n}|D = B ∪ {n}|A, and in either case C ∪ {n}|D is a split in Tn. If
C|D is a split of X that is in Tn−1 but distinct from A|B, then C|D=A′|B ′ where either A′
is properly contained in A or B ′ is properly contained in B. In the case where A′ is properly
contained in A, it follows that A′|B ′ ∪ {n} is a split in Tn; but since C ∪ {n}|D is not a split
in Tn, the only possibility is that C = A′ and D = B ′. Now
F(dA′∪{n}|B ′)=G(dA′∪{n}|B ′)+ {cijnuijn(dA′∪{n}|B ′): i ∈ A, j ∈ B}.
ButG(dA′∪{n}|B ′)=G(dA′|B ′)=1 sinceA′|B ′ is a split of Tn−1.And F(dA′∪{n}|B ′) contains
also a term cijnuijn(dA′∪{n}|B ′)=cijn > 0 with i ∈ B ′ ∩A=A−A′ and j ∈ B ⊂ B ′ so that
i and j are both in B ′ and uijn(dA′∪{n}|B ′)= 1 by Lemma 5.1; this shows F(dA′∪{n}|B ′)> 1.
The argument where B ′ is properly contained in B is symmetric.
There remains the case where the split C|D of X is not in Tn−1. Hence F(dC∪{n}|D) =
G(dC∪{n}|D) + {cijnuijn(dC∪{n}|D) : i ∈ A, j ∈ B}. But G(dC∪{n}|D) = G(dC|D)> 1
since C|D is not a split of Tn−1 and G is strictly unitary for Tn−1. Each cijn > 0 and
uijn(dC∪{n}|D)0 by Lemma 5.1, whence F(dC∪{n}|D)G(dC∪{n}|D)> 1. Thus all cases
have been checked, and it follows that F ∈ U+(Tn). 
One particular choice of interest in the context of 5.2 is obtained when the numbers cijn
are all equal. If Y is a set, let |Y | denote the cardinality of Y. In 5.2, since there are |A||B|
parameters cijn, if they are all equal they have value cijn = 1/(|A||B|) for each i ∈ A and
j ∈ B. Call the resulting FTn(d)=G(d)+ {cijnuijn(d) : i ∈ A, j ∈ B} the centroid for
Tn obtained from Tn−1 and G ∈ U+(Tn−1).
Corollary 5.3. The centroid for Tn obtained from Tn−1 andG ∈ U+(Tn−1) lies inU+(Tn).
There is an alternative way in which Tn might be obtained from Tn−1, if Tn is not
completely resolved. Suppose that the tree Tn−1 with leaf set X has an internal vertex q and
Tn is obtained by adjoining a new leaf n and a new edge (q, n) as in Fig. 3. We shall say Tn
is obtained from Tn−1 by attaching n to the vertex q. In Tn−1, removal of the vertex q will
result in the partition of X into nonempty setsA1, A2, . . . , Ak with k3. The splits in Tn−1
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are as follows: if e is the edge containing q connecting the vertices in Ai to q then the split
in Tn−1 corresponding to e isAi |A1∪A2∪· · ·∪ Aˆi ∪· · ·∪Ak where Aˆi indicates thatAi is
omitted in the notation. The analogous split in Tn isAi |{n}∪A1∪A2∪ · · ·∪ Aˆi ∪ · · ·∪Ak .
If e is an edge of Tn−1 entirely in the Ai section then the corresponding split in Tn−1 will
have form Ai′ |Ai′′ ∪ A1 ∪ A2 ∪ · · · ∪ Aˆi ∪ · · · ∪ Akwhere Ai′ and Ai′′ form a partition of
Ai . The analogous split in Tn is then Ai′ |{n} ∪ Ai′′ ∪ A1 ∪ A2 ∪ · · · ∪ Aˆi ∪ · · · ∪ Ak .
Suppose that G ∈ U+(Tn−1). Let Tn be obtained from Tn−1 by attaching n to the
vertex q. . For each pair {i, j} with i and j in distinct sets from A1, A2, . . . , Ak , choose
a parameter cijn > 0 such that cijn = 1 and deﬁne F(d) = G(d) + cijnuijn(d). More
speciﬁcally suppose that for each x in X, v(x) denotes the index such that x is inAv(x). Then
F(d)=G(d)+ {cijnuijn(d): v(i) = v(j)}.
Lemma 5.4. Suppose Tn is obtained from Tn−1 by attaching n to a vertex of Tn−1. Suppose
G ∈ U+(Tn−1) andF(d)=G(d)+{cijnuijn(d): v(i) = v(j)}.Assume that each cijn > 0
and {cijn : v(i) = v(j)} = 1. Then F ∈ U+(Tn).
Proof. First check that F is unitary for Tn by considering every split of Tn. For the split
X|{n} note F(dX|{n}) = G(dX|{n}) + {cijnuijn(dX|{n}): v(i) = v(j)}. But G(dX|{n}) = 0
since dX|{n}(i, j)= 0 for i and j in X. And uijn(dX|{n})= 1 for v(i) = v(j) since both i and
j are in X, so
F(dX|{n})= {cijn : v(i) = v(j)} = 1.
For the split C|D = Ai |{n} ∪ A1 ∪ A2 ∪ · · · ∪ Aˆi ∪ · · · ∪ Ak note that
F(dC|D)=G(dC|D)+ {cxynuxyn(dC|D): v(x) = v(y)}.
But G(dC|D)= 1 since G ∈ U+(Tn−1). By Lemma 5.1, uxyn(dC|D)= 1 only when x and
y are both in Ai since they cannot be in the part of the split containing n, and this is not
allowed by the condition v(x) = v(y); hence uxyn(dC|D) = 0 and F(dC|D) = 1. For the
split C|D=Ai′ |{n} ∪Ai′′ ∪A1 ∪A2 ∪ · · · ∪ Aˆi ∪ · · · ∪Ak note that F(dC|D)=G(dC|D)+
{cxynuxyn(dC|D): v(x) = v(y)}. Again G(dC|D) = 1 since G ∈ U+(Tn−1). By Lemma
5.1, uxyn(dC|D) = 1 only when x and y are both in Ai′ since they cannot be in the part
of the split containing n, and this is not allowed by the condition v(x) = v(y); hence
uxyn(dC|D)= 0 and F(dC|D)= 1. This proves F ∈ U(Tn).
To see that F is strictly unitary for Tn, suppose that C ∪ {n}|D is a split of X ∪ {n}
that is not in Tn. If the split C|D of X is not in Tn−1, then F(dC∪{n}|D) = G(dC∪{n}|D) +
{cijnuijn(dC∪{n}|D): v(i) = v(j)}G(dC∪{n}|D) (since cijn > 0 and uijn(dC|D)0) =
G(dC|D)> 1 (since G ∈ U+(Tn−1)).
Hence we reduce to the cases where C|D is a split in Tn−1. If C|D=Ai |A1 ∪A2 ∪ · · · ∪
Aˆi ∪ · · · ∪ Ak then since C ∪ {n}|D is not in Tn it follows
C ∪ {n}|D = {n} ∪ Ai |A1 ∪ A2 ∪ · · · ∪ Aˆi ∪ · · · ∪ Ak .
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Hence F(dC∪{n}|D) = G(dC∪{n}|D) + {cxynuxyn(dC∪{n}|D): v(x) = v(y)}. But
G(dC∪{n}|D)=G(dC|D)= 1 since C|D is a split of Tn−1. Choose x and y in D so v(x) =
v(y), v(x) = i, v(y) = i, which is possible since k3; then cxynuxyn(dC∪{n}|D)=cxyn > 0,
whence F(dC∪{n}|D)> 1.
Alternatively it is possible that C|D=Ai′ |Ai′′ ∪A1 ∪A2 ∪ · · · ∪ Aˆi ∪ · · · ∪Ak as above,
whence
C ∪ {n}|D = {n} ∪ Ai′ |Ai′′ ∪ A1 ∪ A2 ∪ · · · ∪ Aˆi ∪ · · · ∪ Ak
sinceC∪{n}|D is not in Tn. But thenF(dC∪{n}|D)=G(dC∪{n}|D)+{cxynuxyn(dC∪{n}|D) :
v(x) = v(y)},where G(dC∪{n}|D) = G(dC|D) = 1 since C|D is a split of Tn−1. Choose x
and y in D so v(x) = v(y), v(x) = i, and v(y) = i. Then cxynuxyn(dC∪{n}|D)= cxyn > 0,
whence F(dC∪{n}|D)> 1. This completes the proof that F is strictly unitary for Tn. 
Theorem 5.5. Let T be a tree with the set X of labelled vertices, where X contains at least
3 distinct labels. Then there exists a function F that is strictly unitary for T and hence
represents the length of T strictly.
Proof. The proof is by induction on the cardinality of X. Suppose that X contains three
distinct labels 1, 2, and 3. The only possible tree is T = (1 2 3) with 3 leaves labelled
1, 2, and 3, and a single internal vertex r (so that there is an edge from r to each of
1, 2, and 3 but no other edges or vertices). Let F(d) = u123(d) + u132(d) + u231(d).
Then F represents the length of T strictly. This is because T has only three splits, namely
{1, 2}|{3}, {1, 3}|{2}, and {2, 3}|{1}. ForA|B={1, 2}|{3}we have F(dA|B)=u123(dA|B)+
u132(dA|B)+u231(dA|B)=u123(dA|B)=1, andwe have similar results for the other two splits
of T. Hence F represents the length of T. But every split of {1, 2, 3} is a split of T; hence
the remainder of the condition for strict representation is satisﬁed vacuously. It follows
that F ∈ U+(T ).
Assume now inductively that for every tree with a set of at most (n − 1) leaves there
is a function that is strictly unitary. Suppose that the tree T has set X of labels where X
has n members. In order to ﬁnd a function in U+(T ), choose one label called n. In T,
the vertex n is a leaf, so there is a unique vertex q so that (q, n) is an edge of T. Two
cases occur.
Case 1: Suppose that the degree of q in T is exactly 3, so that there are exactly two other
vertices a and b of T so that (a, q) and (b, q) are edges of T. Form a new labelled tree Tn−1
whose vertex set is the set of vertices of T with n and q deleted, and whose edges are the
edges of T except that (a, q), (b, q), and (n, q) have been deleted while (a, b) has been
inserted. The tree Tn−1 has n−1 leaves (the members of Xwith n deleted) and by induction
there is a function G that is strictly unitary for Tn−1. But then by Lemma 5.2, there is a
function F that is strictly unitary for T.
Case 2: Suppose that the degree of q in T is greater than 3. Form a new labelled tree Tn−1
identical with T except that the vertex n and the edge (q, n) have been deleted. The degree
of q in Tn−1 is at least 3 and Tn−1 has n− 1 leaves, whence by induction there is a function
G in U+(Tn−1). But then by Lemma 5.4, there is a function F in U+(T ).
In either case there is a function F inU+(T )which by Theorem 3.3 represents the length
of T strictly. 
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Example. Let T = ((12)(3(45))). Let T3 = (123) and T4 = ((12)(34)). Then g = u123 +
u132 + u231 is in U+(T3). To obtain T4 attach the leaf 4 to T3 at the edge corresponding
to the split {1, 2}|{3} of {1, 2, 3}. Write F = g + c134u134 + c234u234. By Lemma 5.2
F ∈ U+(T4) provided c134> 0, c234> 0, and c134 + c234 = 1, which we shall assume. To
obtain T attach the leaf 5 to T4 at the edge corresponding to the split {1, 2, 3}|{4} in T4.
Write H = F + c145u145 + c245u245 + c345u345. By Lemma 5.2 H ∈ U+(T ) provided
F ∈ U+(T4), c145> 0, c245> 0, c345> 0, and c145 + c245 + c345 = 1. Hence H ∈ U+(T )
providedH = u123 + u132 + u231 + c134u134 + c234u234 + c145u145 + c245u245 + c345u345
with each indicated cijk > 0 and c134 + c234 = 1= c145 + c245 + c345.
6. The ordinary least-squares functional ST (d) is in U+(T )
In this section a proof is given that the unweighted or ordinary least-squares functional
ST (d) lies in U+(T ) (Corollary 6.8). As a result, Corollary 4.3 justiﬁes its use in minimum
evolution calculations, yielding another proof of a result of Rzhetsky and Nei [18]. The
argumentwill be ﬁrst to deﬁne a functionalVT (d), called the uniform functional for T, which
clearly lies in U+(T ). A lengthy calculation will then show that in fact ST (d)= VT (d).
We use the idea of the centroid repeatedly to deﬁne symmetrically for each completely
resolved treeT an expressionVT ∈ U+(T ). IfY is a set, recall that |Y | denotes the cardinality
of Y. Suppose that X = {1, 2, . . . , n} and  is an ordering of X. For 2kn let Xk =
{(1),(2), . . . ,(k)} and Tk = T |Xk . (This means that when elements of X not in Xk are
deleted, then the tree Tk is obtained.) Deﬁne F,k ∈ U+(Tk) recursively as follows: Since
T2 consists of a single edge between leaves (1) and (2), let F,2(d) = d((1),(2)).
Suppose F,k is deﬁned and Tk+1 is obtained from Tk by attaching (k + 1) at the edge of
Tk with split Ak|Bk . Deﬁne F,(k+1) = F,k + {[1/(|Ak||Bk|)]uab(k+1) : a ∈ Ak, b ∈
Bk}. Thus F,(k+1) is the centroid for Tk+1 obtained from F,k . Note F,n ∈ U+(T ) for
all  by Corollary 5.3. Deﬁne the uniform functional for T asthe average of these over
all orderings :
VT = (1/n!){F,n: is an ordering of X}.
Note VT ∈ U+(T ) by Theorem 3.5 since it is a convex combination of the functions F,n.
A recursive formula simpliﬁes the computation of VT . Given a treeW with leaf set X and
leaf r, let W − r denote the tree obtained from W by deleting the leaf r and its attaching
edge. The following theorem shows that the uniform functional VT for T is the average of
the centroids obtained from the uniform functionals VT−k .
Theorem 6.1. Suppose for each k that T is obtained from T − k by attaching k at the edge
with split Ak|Bk . Then
VT = (1/n)
n∑
k=1
[
VT−k + {uijk: i ∈ Ak, j ∈ Bk}|Ak||Bk|
]
.
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Proof.
VT = (1/n!){F,n: is an ordering of X}
= (1/n!)
n∑
k=1
{F,n:satisﬁes (n)= k}
= (1/n!)
n∑
k=1
[

{
F,(n−1) + 
{
uijk
|Ak||Bk| : i ∈ Ak, j ∈ Bk
}
:(n)= k
}]
= (1/n!)
n∑
k=1
{F,(n−1):(n)= k} + (1/n!)
×
n∑
k=1
(n− 1)!
{
uijk
|Ak||Bk| : i ∈ Ak, j ∈ Bk
}
(since there are (n− 1)! orderings with (n)= k, all having the same tree at the last step)
= (1/n!)
n∑
k=1
{F,(n−1) : (n)= k} + (1/n)
n∑
k=1

{
uijk
|Ak||Bk| : i ∈ Ak, j ∈ Bk
}
= (1/n)
n∑
k=1
(1/(n− 1)!){F,(n−1):(n)= k}
+ (1/n)
n∑
k=1

{
uijk
|Ak||Bk| : i ∈ Ak, j ∈ Bk
}
= (1/n)
n∑
k=1
VT−k + (1/n)
n∑
k=1

{
uijk
|Ak||Bk| : i ∈ Ak, j ∈ Bk
}
(since each  with (n) = k induces an ordering of X − {k} so (1/(n − 1)!){F,(n−1) :
(n)= k} = VT−k). 
In fact we will show that VT (d) = ST (d), the ordinary least-squares functional for T as
in Rzhetsky and Nei [18]. As a consequence, it follows that ST (d) ∈ U+(T ). The main
part of the argument (Theorem 6.7) is to show that ST (d) satisﬁes the same recurrence as
in Theorem 6.1.
We shall utilize extensively some formulas for certain terms in ST (d). Rzhetsky and Nei
[18] show that the estimated branch length of the edge e to a leaf x in T = (ABx) as in Fig.
4, according to ordinary least-squares is
ST (d; e)= (1/2)
[
dxA
|A| +
dxB
|B| −
dAB
|A||B|
]
,
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A B
x
e
Fig. 4. The edge e to a leaf x in the tree T.
A
B
C
D
e
Fig. 5. An internal edge e in the tree T .
where for any sets Y and Z, of Y and dYZ = {d(i, j): i ∈ Y, j ∈ Z}. Similarly they show
that the internal edge e of T withclusters A,B,C,D arranged as T = ((AB)(CD)) as in
Fig. 5, according to ordinary least-squares, has estimated length (contributing to ST (d))
given by
ST (d; e)= (1/2)
{

[
dAC
|A||C| +
dBD
|B||D|
]
+ (1− )
[
dBC
|B||C| +
dAD
|A||D|
]
− dAB|A||B| −
dCD
|C||D|
}
,
where
= |B||C| + |A||D|
(|A| + |B|)(|C| + |D|) .
These terms are all connected by the relationship
ST (d)=
∑
{ST (d; e): e is an edge of T }.
The proof of the main result requires considerable preparation. In order to perform the
bookkeeping, additional quantities ST,k(d; e)will be deﬁned. Lemmaswill then relate these
quantities to the terms ST (d; e).
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If k is a leaf of T and ek is the edge of T leading to k, then T is obtained from T − k by
attaching k at the edge with split Ak|Bk . Deﬁne
ST,k(d; ek)= {uijk : i ∈ Ak, j ∈ Bk}|Ak||Bk| .
If e is an edge of T leading to a leaf x other than k, as in Fig. 4, then if k ∈ A deﬁne
ST,k(d; e)= (1/2)
[
dx(A−k)
|A| − 1 +
dxB
|B| −
d(A−k)B
(|A| − 1)|B|
]
and symmetrically if k ∈ B deﬁne
ST,k(d; e)= (1/2)
[
dx(B−k)
|B| − 1 +
dxA
|A| −
dA(B−k)
|A|(|B| − 1)
]
.
If A = {k}, then |A| − 1 = 0, but dx(A−k) = 0 and d(A−k)B = 0, and we will consider the
corresponding terms in ST,k(d; e) to be 0, so that in that case
ST,k(d; e)= (1/2)
[
dxB
|B|
]
.
There is a similar convention in case B = {k}.
If e is an internal edge of T as in Fig. 5, and if k is a leaf of T, k ∈ A, deﬁne ST,k(d; e)
= (1/2)
{

[
d(A−k)C
(|A| − 1)|C| +
dBD
|B||D|
]
+ (1− )
[
dBC
|B||C| +
d(A−k)D
(|A| − 1)|D|
]
− d(A−k)B
(|A| − 1)|B| −
dCD
|C||D|
}
,
where
= |B||C| + (|A| − 1)|D|
(|A| − 1+ |B|)(|C| + |D|) .
If A = {k} then |A| − 1 = 0, but also d(A−k)C = 0, d(A−k)D = 0, and d(A−k)B = 0; and
we will consider the corresponding terms to be 0. There are symmetric deﬁnitions in case
k ∈ B, k ∈ C, or k ∈ D; and there are similar conventions for the cases B = {k}, C = {k},
or D = {k}.
Lemma 6.2. If e is an edge of T, k is a leaf of T, and e is also an edge of T − k, then
ST,k(d; e)= ST−k(d; e).
Proof. These results follow immediately from the Rzhetsky and Nei formulas. 
Note that in the important cases such as A = {k}, then ST,k(d; e) has no clear meaning
in terms of the tree T − k since indeed e is not an edge of T − k.
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k
x
C
D
g
f
e
Fig. 6. An arrangement of the tree T where x and k are neighbors.
Lemma 6.3. If e is the edge in T leading to the leaf x as in Fig. 4, then
ST,x(d; e)= {uijx : i ∈ A, j ∈ B}|A||B| = ST (d; e).
Proof.
ST,x(d; e)= {uijx : i ∈ A, j ∈ B}|A||B|
= {(1/2)(dix + djx − dij ) : i ∈ A, j ∈ B}|A||B|
= |B|dxA + |A|dxB − dAB
2|A||B|
= (1/2)
[
dxA
|A| +
dxB
|B| −
dAB
|A||B|
]
= ST (d; e). 
The proofs of the next three lemmas are technical and may be found in Section 7:
Lemma 6.4. Let e be an edge of T leading to the leaf x, as in Fig. 4. Then
n∑
k=1
ST,k(d; e)= nST (d; e).
Lemma 6.5. Let e be an internal edge of T, as in Fig. 5. Then
n∑
k=1
ST,k(d; e)= nST (d; e).
Lemma 6.6. Let k and x be neighboring leaves of T, as in Fig. 6, with e the edge in T to
x and g the internal edge meeting e. In T − k let e + g denote the edge to the leaf x. Then
ST−k(d; e + g)= ST,k(d; e)+ ST,k(d; g).
234 S.J. Willson / Discrete Applied Mathematics 148 (2005) 214–239
Theorem 6.7. Let ST ∈ U(T ) denote the ordinary least-squares functional for the com-
pletely resolved tree T with n leaves. Then ST satisﬁes the recurrence
ST = (1/n)
n∑
k=1
[
ST−k + {uijk: i ∈ Ak, j ∈ Bk}|Ak||Bk|
]
,
where T is obtained from T − k by attaching k at the edge with split Ak|Bk .
Proof. Let ek denote the edge in T to the leaf k. Then
nST (d)= {nST (d; e): e is an edge of T }
=
n∑
k=1
{ST,k(d; e): e is an edge of T } (by 6.4 and 6.5)
=
n∑
k=1
[
{ST,k(d; e): e is an edge of T , e = ek} + ST,k(d; ek)
]
=
n∑
k=1
[
{ST−k(d; e): e is an edge of T − k} + ST,k(d; ek)
]
(by 6.2 and 6.6)
=
n∑
k=1
[
ST−k(d)+ ST,k(d; ek)
]
and then the theorem follows from 6.3. 
Corollary 6.8. For every completely resolved tree T, the uniform functional VT and the
unweighted least-squares functional ST are the same. Moreover ST ∈ U+(T ).
Proof. Both agree whenever T has 3 leaves. Since they satisfy the same recurrence by 6.1
and 6.7, they must be the same for all trees T. Since VT is in U+(T ) by 3.5, so is ST . 
7. Proofs of Lemmas 6.4, 6.5, and 6.6
This section collects the proofs of the three technical lemmas.
Proof of Lemma 6.4. It sufﬁces to show that for each distinct leaves u and v, the coefﬁ-
cients of duv are the same on each side of the equation in 6.4. If u ∈ A and v ∈ A then
duv appears on neither side; similarly if u ∈ B and v ∈ B then duv appears on neither side.
Consider the remaining cases separately:
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Case 1: If a ∈ A, consider the total coefﬁcient of dxa on the left-hand side of 6.4. If k=x,
then the coefﬁcient of dxa in ST,x(d; e) by 6.3 is 1/(2|A|). If k ∈ A then the coefﬁcient of
dxa in ST,k(d; e) is 1/(2(|A| − 1)), and there are |A| − 1 such choices for k since k = a. If
k ∈ B then the coefﬁcient of dxa in ST,k(d; e) is 1/(2|A|), and there are |B| such choices
for k. Hence the total coefﬁcient of dxa on the left-hand side of 6.4 is
1
2|A| +
|A| − 1
2(|A| − 1) +
|B|
2|A|
=1/(2|A|)+ 1/2+|B|/(2|A|)= (1+|A|+ |B|)/(2|A|)=n/(2|A|) which agrees with the
coefﬁcient of dxa in nST (d; e).
Case 2: If b ∈ B, the total coefﬁcients of dxb on both sides of 6.4 agree by an argument
symmetric to Case 1.
Case 3: If a ∈ A and b ∈ B, we consider the total coefﬁcient of dab on the left-hand
side of 6.4. If k = x, then from 6.3 the coefﬁcient of dab in ST,x(d; e) is −1/(2|A||B|).
If k ∈ A then the coefﬁcient of dab in ST,k(d; e) is−1/(2(|A| − 1)|B|), and there are
|A| − 1 such coefﬁcients since k = a. If k ∈ B then the coefﬁcient of dab in ST,k(d; e) is
−1/(2(|A|(|B| − 1)) and there are |B| − 1 such coefﬁcients since k = b. Hence the total
coefﬁcient of dab in the left-hand side of 6.4 is
− 1
2|A||B| −
|A| − 1
2(|A| − 1)|B| −
|B| − 1
2|A|(|B| − 1)
=− 1
2|A||B| −
1
2|B| −
1
2|A|
= −1+ |A| + |B|
2|A||B| = −
n
2|A||B|
which agrees with the coefﬁcient of dab in nST (d; e). 
Proof of Lemma 6.5. It sufﬁces to show that for each distinct leaves u and v, the coefﬁ-
cients of duv are the same on each side of the equation in 6.5. If both u and v are in A, then
the coefﬁcients on both sides are clearly 0; similarly if both u and v are in B, or if both u
and v are in C, or if both u and v are in D, the coefﬁcients of duv on both sides of 6.5 are 0.
We consider the remaining cases:
Case 1: Suppose a ∈ A and b ∈ B. We consider the total coefﬁcient of dab on the left-
hand side of 6.5. If k ∈ A then the coefﬁcient of dab in ST,k(d, e) is −1/(2(|A| − 1)|B|),
and there are |A| − 1 such coefﬁcients since k = a. If k ∈ B then the coefﬁcient of
dab in ST,k(d, e) is −1/(2(|B| − 1)|A|), and there are |B| − 1 such coefﬁcients since
k = b. If k ∈ C then the coefﬁcient of dab in ST,k(d, e) is −1/(2|A||B|), and there are
|C| such coefﬁcients. If k ∈ D then the coefﬁcient of dab in ST,k(d, e) is −1/(2|A||B|),
and there are |D| such coefﬁcients. Hence the total coefﬁcient of dab in the left-hand side
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of 6.5 is
− |A| − 1
2(|A| − 1)|B| −
|B| − 1
2(|B| − 1)|A| −
|C|
2|A||B| −
|D|
2|A||B|
= − 1
2|B| −
1
2|A| −
|C|
2|A||B| −
|D|
2|A||B|
= −|A| + |B| + |C| + |D|
2|A||B| = −
n
2|A||B|
which agrees with the coefﬁcient of dab on the right-hand side of 6.5.
Case 2: Suppose a ∈ A and c ∈ C. Consider the total coefﬁcient of dac on the left-hand
side of 6.5. If k ∈ A then the coefﬁcient of dac in ST,k(d, e) is (using the appropriate )

2(|A| − 1)|C| =
|B||C| + (|A| − 1)|D|
(|A| + |B| − 1)(|C| + |D|) ×
1
2(|A| − 1)|C|
and there are |A| − 1 such coefﬁcients since k = a. If k ∈ B then the coefﬁcient of dac in
ST,k(d, e) (using the appropriate ) is

2|A||C| =
(|B| − 1)|C| + |A||D|
(|A| + |B| − 1)(|C| + |D|) ×
1
2|A||C|
and there are |B| such coefﬁcients. If k ∈ C then the coefﬁcient of dac in ST,k(d, e) (using
the appropriate ) is

2(|A|(|C| − 1) =
|B|(|C| − 1)+ |A||D|
(|A| + |B|)(|C| + |D| − 1) ×
1
2|A|(|C| − 1)
and there are |C| − 1 such coefﬁcients since k = c. If k ∈ D then the coefﬁcient of dac in
ST,k(d, e) (using the appropriate ) is

2|A||C| =
|B||C| + |A|(|D| − 1)
(|A| + |B|)(|C| + |D| − 1) ×
1
2|A||C|
and there are |D| such coefﬁcients. Hence the total coefﬁcient of dac in the left-hand side
of 6.5 is
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(|A| − 1) |B||C| + (|A| − 1)|D|
(|A| + |B| − 1)(|C| + |D|) ×
1
2(|A| − 1)|C|
+ |B| (|B| − 1)|C| + |A||D|
(|A| + |B| − 1)(|C| + |D|) ×
1
2|A||C|
+ (|C| − 1) |B|(|C| − 1)+ |A||D|
(|A| + |B|)(|C| + |D| − 1) ×
1
2|A|(|C| − 1)
+ |D| |B||C| + |A|(|D| − 1)
(|A| + |B|)(|C| + |D| − 1) ×
1
2|A||C|
= |B||C| + (|A| − 1)|D|
(|A| + |B| − 1)(|C| + |D|) ×
1
2|C| + |B|
(|B| − 1)|C| + |A||D|
(|A| + |B| − 1)(|C| + |D|)
× 1
2|A||C| +
|B|(|C| − 1)+ |A||D|
(|A| + |B|)(|C| + |D| − 1) ×
1
2|A|
+ |D| |B||C| + |A|(|D| − 1)
(|A| + |B|)(|C| + |D| − 1) ×
1
2|A||C|
= |A| |B||C| + (|A| − 1)|D|
(|A| + |B| − 1)(|C| + |D|) ×
1
2|A||C| + |B|
(|B| − 1)|C| + |A||D|
(|A| + |B| − 1)(|C| + |D|)
× 1
2|A||C| + |C|
|B|(|C| − 1)+ |A||D|
(|A| + |B|)(|C| + |D| − 1) ×
1
2|A||C|
+ |D| |B||C| + |A|(|D| − 1)
(|A| + |B|)(|C| + |D| − 1) ×
1
2|A||C|
= |A||B||C| + |A|(|A| − 1)|D| + |B|(|B| − 1)|C| + |B||A||D|
2|A||C|(|A| + |B| − 1)(|C| + |D|)
+ |C||B|(|C| − 1)+ |C||A||D| + |D||B||C| + |D||A|(|D| − 1)
2|A||C|(|A| + |B|)(|C| + |D| − 1)
= (|A| + |B| − 1)(|A||D| + |B||C|)
2|A||C|(|A| + |B| − 1)(|C| + |D|) +
(|C| + |D| − 1)(|A||D| + |B||C|)
2|A||C|(|A| + |B|)(|C| + |D| − 1)
= (|A||D| + |B||C|)
2|A||C|(|C| + |D|) +
(|A||D| + |B||C|)
2|A||C|(|A| + |B|)
= (|A||D| + |B||C|
2|A||C|
[
1
|C| + |D| +
1
|A| + |B|
]
= (|A||D| + |B||C|)(|A| + |B| + |C| + |D|)
2|A||C|(|A| + |B|)(|C| + |D|)
= n (|A||D| + |B||C|)
2|A||C|(|A| + |B|)(|C| + |D|)
which agrees with the coefﬁcient of dac in nST (d; e).
Every remaining case is symmetric to either Case 1 or to Case 2, proving the lemma. 
Proof of Lemma 6.6.
ST,k(d; e)= (1/2) dx(C∪D)|C| + |D|
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since the remaining terms have numerator 0 and by the convention for such terms are zero.
Similarly, when the zero terms are ignored,
ST,k(d; g)= (1/2)
{

[
dxD
|D|
]
+ (1− )
[
dxC
|C|
]
− dCD|C||D|
}
,
where = |C||C|+|D| . Hence
ST,k(d; e)+ ST,k(d; g)
= (1/2)dxC + dxD|C| + |D| + (1/2)
{ |C|
|C| + |D| ×
dxD
|D
|D|
|C| + |D| ×
dxC
|C| −
dCD
|C||D|
}
= (1/2)
[
dxC
(|C| + |D| +
dxD
|C| + |D| +
|C|
|C| + |D| ×
dxD
|D| +
|D|
|C| + |D|
×dxC|C| −
dCD
|C||D|
]
= 1
2
[
(|C| + |D|)dxC
|C|(|C| + |D|) +
(|C| + |D|)dxD
|C|(|C| + |D|) −
dCD
|C||D|
]
= 1
2
[
dxC
|C| +
dxD
|D| −
dCD
|C||D|
]
= ST−k(d; e + g). 
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