Abstract. We consider a novel paradigm for Bayesian testing of hypotheses and Bayesian model comparison. Our alternative to the traditional construction of Bayes factors or posterior probabilities of a model given the data is to consider the hypotheses or models under comparison as components of a mixture model. We therefore replace the original testing problem with an estimation one that focuses on the probability or weight of a given hypothesis within the mixture model. We analyse the sensitivity of the posterior distribution of the weights induced by different priors on these quantities. We stress that a major appeal in using this novel perspective is that generic improper priors are acceptable. Among other features, this allows for a resolution of the Lindley-Jeffreys paradox. For example, a reference Beta B(a 0 , a 0 ) prior on the mixture weights can be used for the common problem of testing two contrasting hypotheses or models. In this case the sensitivity of the posterior estimates of the weights to the choice of a 0 vanishes as the sample size increases. We therefore advocate a default choice of a 0 = 0.5, derived from Rousseau and Mengersen (2011) . Similar results apply for testing more than two alternatives. Another feature of this easily implemented alternative to the classical Bayesian solution is that the speeds of convergence of the posterior mean of the weight and of the corresponding posterior probability are quite similar.
INTRODUCTION
Hypothesis testing is one of the central problems of statistical inference and a dramatically differentiating feature of classical and Bayesian paradigms (Neyman and Pearson, 1933; Berger and Sellke, 1987; Casella and Berger, 1987; Gigerenzer, 1991; Berger, 2003; Mayo and Cox, 2006; Gelman, 2008) . However, the way in which hypothesis testing is conducted in a Bayesian framework is wide open to controversy and divergent opinions (Jeffreys, 1939; Bernardo, 1980; Berger, 1985; Aitkin, 1991; Berger and Jefferys, 1992; De Santis and Spezzaferri, 1997; Bayarri and Garcia-Donato, 2007; Christensen et al., 2011; Johnson and Rossell, 2010; Gelman et al., 2013a; Robert, 2014) . In particular, the handling of non-informative Bayesian testing is mostly unresolved and has produced much debate; see, for example, the specific case of the Lindley or Jeffreys-Lindley paradox (Lindley, 1957; Shafer, 1982; DeGroot, 1982; Robert, 1993; Lad, 2003; Spanos, 2013; Sprenger, 2013; Robert, 2014) .
Bayesian hypothesis testing can be considered as a model selection problem, which allows the comparison of several potential statistical models in order to identify the model that is most strongly supported by the data. There is a range of ways in which this problem can be interpreted. For instance, Christensen et al. (2011) consider it to be a decision issue that pertains to testing, while Robert (2001) express it as a model index estimation setting and Gelman et al. (2013a) disagree about the decision aspect. Notwithstanding this debate, the most common approaches to Bayesian hypothesis testing in practice are posterior probabilities of the model given the data (Robert, 2001) , the Bayes factor (Jeffreys, 1939) and its approximations such as the Bayesian information criterion (BIC) and the Deviance information criterion (DIC) (Schwarz, 1978; Csiszár and Shields, 2000; Spiegelhalter et al., 2002; Plummer, 2008) and posterior predictive tools and their variants (Gelman et al., 2013a; Vehtari and Lampinen, 2002; Vehtari and Ojanen, 2012) .
A standard Bayesian approach to testing (Berger, 1985; Robert, 2001 ) is to consider two families of models, one for each of the hypotheses under comparison, M 1 : x ∼ f 1 (x|θ 1 ) , θ 1 ∈ Θ 1 and M 2 : x ∼ f 2 (x|θ 2 ) , θ 2 ∈ Θ 2 , to associate with each of those models a prior distribution, θ 1 ∼ π 1 (θ 1 ) and θ 2 ∼ π 2 (θ 2 ) , and to compute the marginal likelihoods m 1 (x) = Θ 1 f 1 (x|θ 1 ) π 1 (θ 1 ) dθ 1 and m 2 (x) = Θ 2 f 2 (x|θ 2 ) π 1 (θ 2 ) dθ 2 .
The hypotheses or models can then be compared either through the Bayes factor or the posterior probability, respectively:
, P(M 1 |x) = ω 1 m 1 (x) ω 1 m 1 (x) + ω 2 m 2 (x) .
Note that the latter quantity depends on the prior weights ω i of both models. Both testing and model selection are thus expressed as a comparison of models. The Bayesian decision step proceeds by comparing the Bayes factor B 12 to the threshold value of one, or comparing the posterior probability P(M 1 |x) to a bound derived from a 0-1 loss function (or a "golden" bound like α = 0.05 inspired from frequentist practice (Berger and Sellke, 1987; Berger et al., 1997 Berger et al., , 1999 Berger, 2003; Ziliak and McCloskey, 2008) . As a general rule, when comparing more than two models, the model with the highest posterior probability is selected. However, this rule is highly dependent on the prior modelling, even with large datasets, which makes it hard to promote as the default solution in practical studies. Some well-documented difficulties with this traditional handling of Bayesian tests and Bayesian model choices via posterior probabilities are as follows.
There is a tension between using these two approaches. Posterior probabilities are justified by a binary loss function but depend on prior weights. In contrast, Bayes factors eliminate this dependence but do not fully encompass the posterior distribution, unless the prior weights are integrated into the loss function (Berger, 1985; Robert, 2001) . The interpretation of the strength of the Bayes factor in supporting a given hypothesis or model is delicate and somewhat arbitrary (Jeffreys, 1939; Dickey and Gunel, 1978; Kass and Raftery, 1995; Lavine and Schervish, 1999) . This is mainly due to the fact that it is not a Bayesian decision rule unless, as above, the loss function is artificially modified to incorporate the prior weights. An analogous difficulty with posterior probabilities is a tendency to interpret them as p-values when in fact they only report through a marginal likelihood ratio the respective strengths of the data under each of the models (and of course nothing about the "truth" of either model).
There is a long-lasting impact of the choice of the prior distributions on the parameter spaces of both models under comparison. This occurs despite the existence of an overall consistency proof for the Bayes factor Rousseau, 2007; McVinish et al., 2009) . Improper priors are prohibited, since they are not theoretically justified in most testing situations (DeGroot, 1970 (DeGroot, , 1973 Robert, 2001 Robert, , 2014 . This drawback, discussed in more detail below, has led to the proliferation of alternative ad hoc solutions, where the data are either used twice (Aitkin, 1991 (Aitkin, , 2010 Gelman et al., 2013b) or split in artificial ways (O'Hagan, 1995; Berger and Pericchi, 1996; Berger et al., 1998; Berger and Pericchi, 2001) . The use of a binary (accept vs. reject) decision rule is associated with an arguably unnatural binary loss function (Gelman et al., 2013a) . This rule also leads to an inability to ascertain simultaneous misfit (i.e., a lack of fit for both models under comparison) or to detect the presence of outliers. There is a lack of assessment of the uncertainty associated with the decision itself. The computation of marginal likelihoods is difficult in most settings (Chen et al., 2000; Marin and Robert, 2011) with further controversy about which solution to adopt (Newton and Raftery, 1994; Neal, 1994; Green, 1995; Chib, 1995; Neal, 1999; Skilling, 2006; Steele et al., 2006; Chopin and Robert, 2010) . There is a strong dependence of the values of posterior probabilities on conditioning statistics, which in turn undermines their validity for model assessment. This is discussed in the setting of Approximate Bayesian computation (ABC) by Robert et al. (2011) and Marin et al. (2014) . Finally, there is a temptation to create pseudo-frequentist equivalents such as q-values (Johnson and Rossell, 2010; Johnson, 2013a,b) with even less Bayesian justification.
Despite the many commentaries on these issues and attempts to address them Madigan and Raftery, 1994; Balasubramanian, 1997; MacKay, 2002; Consonni et al., 2013; Jeffreys, 1939; Schwarz, 1978; Csiszár and Shields, 2000; Spiegelhalter et al., 2002; Plummer, 2008) , there is still no agreed solution. We therefore propose a paradigm shift in Bayesian hypothesis testing and model selection that resolves many of the above issues. In particular, the new perspective allows for the use of improper priors, provides a natural interpretation of the relative strengths of the models under consideration, delivers measures of uncertainty that can assist in decision-making, and is computationally feasible.
The proposed approach relies on the simple representation of the hypothesis test or model selection as a mixture estimation problem, where the weights are formally equal to 0 or 1. The mixture model (Frühwirth-Schnatter, 2006) thus contains the models under comparison as extreme cases. This approach is inspired from the consistency result of Rousseau and Mengersen (2011) on estimated overfitting mixtures, where the authors established that over-parameterised mixtures can be consistently estimated, despite the parameter lying on one or several boundaries of the parameter space.
The mixture representation is not directly equivalent to the traditional use of the posterior probability of a model given the data, i.e., the posterior estimator of the mixture weight is not a direct proxy for the posterior probability P(M 1 |x). However, the posterior distribution of the mixture weights has the potential to be more informative about testing and model comparison. Moreover, the mixture approach has the additional appeal of not expanding the number of parameters in the model and hence is more aligned with Occam's razor; see, for example, Adams (1987) ; Jefferys and Berger (1992) ; Rasmussen and Ghahramani (2001) .
The plan of the paper is as follows: Section 2.1 provides a description of the mixture model specifically created for this setting, while Section 2.2 details the implementation issues with estimating the parameters of the mixture. Section 3 describes the performance of the mixture approach for standard i.i.d. models and Section 4 demonstrates its application to a case study that aims to identify the most appropriate model to describe survival of cancer patients. Section 5 expands on Rousseau and Mengersen (2011) to provide conditions on the hyperparameters of the mixture model that are sufficient to achieve convergence. Section 6 concludes on the generic applicability of the above principle.
TESTING PROBLEMS AS ESTIMATING MIXTURE MODELS

A new paradigm for testing
Given two competing statistical models,
which may correspond to a hypothesis to be tested and its alternative, respectively, it is always possible to embed both models within an encompassing mixture model
Indeed, both models M 1 and M 2 correspond to very special cases of the mixture model, M α , one for α = 1 and the other for α = 0 (with a slight notational inconsistency in the indices). The choice of possible encompassing models is very general: for instance, a Geometric mixture
is a conceivable alternative. However, some of these alternatives are less practical to manage. For example, for the Geometric mixture, the normalising constant is intractable, while, when f 1 and f 2 are Gaussian densities, the mixture remains Gaussian for all values of α. Similar drawbacks can be found with harmonic mixtures. When considering a sample (x 1 , . . . , x n ) from one of the two models, the mixture representation still holds at the likelihood level, namely the likelihood for each model is a special case of the weighted sum of both likelihoods. However, this is not directly appealing for estimation purposes since it corresponds to a mixture with a single observation. See however O'Neill and Kypraios (2014) for a computational solution based upon this representation.
What we propose in this paper is to draw inference from the mixture representation (1) itself, acting as if each observation were individually and independently produced by the mixture model. An extension of the iid case is considered in Example 3.6 for linear models. Dependent observations like Markov chains can be modelled by a straightforward extension of (1) where both terms in the mixture are conditional on the relevant past observations.
Six principal advantages to this paradigm shift are as follows. First, if the data were indeed generated from model M 1 , then relying on a Bayesian estimate of the weight α rather than on the posterior probability of model M 1 produces an equally convergent indicator of preference for this model (see Section 5).
Second, the mixture approach also removes the need for artificial prior probabilities on the model indices, ω 1 and ω 2 . Prior modelling only involves selecting an operational prior on α, for instance a Beta B(a 0 , a 0 ) distribution, with a wide range of acceptable values for the hyperparameter a 0 , as demonstrated in Section 5. While the value of a 0 impacts on the posterior distribution of α, it can be argued that (a) it nonetheless leads to an accumulation of the mass near 1 or 0, and (b) a sensitivity analysis on the impact of a 0 is straightforward to carry out. Moreover, in most settings, this approach can be easily calibrated by a parametric bootstrap experiment providing a posterior distribution of α under each of the models under comparison. The prior predictive error can therefore be directly estimated and can drive the choice of the hyperparameter a 0 , if need be.
Third, the posterior distribution of α evaluates more thoroughly the strength of the support for a given model than the single figure outcome of a Bayes factor or of a posterior probability. The interpretation of α is at least as natural as the interpretation of the posterior probability, with the additional advantage of avoiding the zero-one loss setting (DeGroot, 1970 (DeGroot, , 1973 Berger, 1985) . The quantity α and its posterior distribution provide a measure of proximity to both models for the data at hand, while being also interpretable as a propensity of the data to support, or stem from, one of the two models. The approach therefore allows for the possibility that, for a finite dataset, one model, both models or neither could be acceptable. This feature, which is missing from traditional Bayesian answers, will be seen in some of the illustrations below (Section 3).
Fourth, the problematic computation (Chen et al., 2000; Marin and Robert, 2011) of the marginal likelihoods is bypassed, since standard algorithms are available for Bayesian mixture estimation (Richardson and Green, 1997; Berkhof et al., 2003; Frühwirth-Schnatter, 2006; Lee et al., 2009) . Another computational challenge that plagues Bayesian estimation for most mixture models is "label switching" (Celeux et al., 2000; Stephens, 2000; Jasra et al., 2005) . This issue vanishes in this particular context, since components are no longer exchangeable. In particular, we compute neither a Bayes factor nor a posterior probability related to the substitute mixture model and we hence avoid the difficulty of recovering the modes of the posterior distribution (Berkhof et al., 2003; Lee et al., 2009; Rodriguez and Walker, 2014) . Our perspective is solely centred on estimating the parameters of a mixture model where both components are always identifiable. Although using a Bayes factor to test for the number of components in the mixture (1) as in Richardson and Green (1997) would be possible, the outcome would fail to answer the original question of selecting between both (or more) models.
Fifth, the extension to a finite collection of models to be compared is straightforward, as this simply involves a larger number of components. This is discussed and illustrated in Section 4. The mixture approach allows consideration of all of these models at once, rather than engaging in costly pairwise comparisons. It is thus possible to eliminate the least likely models by simulation, since these will not be explored by the corresponding computational algorithm Carlin and Chib (1995) ; Richardson and Green (1997) . In addition, model averaging (Hoeting et al., 1999; Fernandez et al., 2001 ) is automatically enhanced by this approach, with the further appeal of evaluating the allocation of each datapoint to one of the models under comparison.
The sixth and final advantage that we discuss here is that while standard (proper and informative) prior modelling can be painlessly reproduced in this novel setting, non-informative (improper) priors are also permitted, provided both models under comparison are first reparameterised so that they share common parameters. In the special case when all parameters can be made common to both models, the mixture model (1) can read as
For instance, if θ is a location parameter, a flat prior π(θ) ∝ 1 can be used with no foundational difficulty, in contrast to to the testing case (DeGroot, 1973; Berger et al., 1998) .
We stress that while the requirement that the models share common parameters may seem extremely restrictive in a traditional mixture model, the presence of common parameters is quite natural within a testing setting. For instance, when comparing two different models for the same data, moments like E[X γ ] are defined in terms of the observed data and hence should be the same for both models. Reparametrising the models in terms of those common meaning moments does lead to a mixture model with some and maybe all common parameters. We thus advise the use of a common parameterisation, whenever possible.
Continuing from the previous argument, using at least some identical parameters on both components is a key differentiating feature of this reformulation of Bayesian testing, as it highlights the fact that the contrast between the two components of the mixture is not an issue of enjoying different parameters. In fact it is quite the opposite: the common parameters are nuisance parameters that need be integrated out, as in the traditional Bayesian approach through the computation of the marginal likelihoods. Note that even in the setting in which the parameters of the mixture components, θ 1 and θ 2 , differ, they can be integrated out by standard Monte Carlo methods.
We note that similar proposals have appeared in the econometrics literature, from the nesting approach of Quandt (1974) , replacing a standard test with a less standard one (Gouriéroux and Monfort, 1996) , to the geometric version of Atkinson (1970) , with the issues of normalising constant and identification alluded to above, to the more general concept of encompassing (Pesaran and Deaton, 1978) , or to the sequential prediction pool of Geweke (2010) . However, to the extent of our knowledge, none of those approaches considered the embedded mixture from a Bayesian estimation perspective.
Mixture estimation
Before studying the application of the above principle to some standard examples in Section 3, we point out a few specifics of mixture estimation in such a particular setting. While the likelihood is a regular mixture likelihood, the fact that the weights are a priori close to the boundaries means that the usual completion approach of Diebolt and Robert (1994) is bound to be quite inefficient as soon as the sample size grows to moderate values. More precisely, if we consider a sample x = (x 1 , x 2 , . . . , x n ) from (1) (or assumed to be from (1)), the completion of the sample by the latent component indicators ζ i (i = 1, . . . , n) leads to the completed likelihood
where (n 1 , n 2 ) = (
This decomposition leads to a natural Gibbs implementation (Diebolt and Robert, 1994) where the latent variables ζ i and the parameters are generated from their respective conditional distributions. For instance, under a Beta Be(a 1 , a 2 ) prior, α is generated from a Beta Be(a 1 +n 1 , a 2 +n 2 ). However, while this Gibbs sampling scheme is valid from a theoretical point of view, it faces convergence difficulties in the current setting, especially with large samples, due to the prior concentration on the boundaries of (0, 1) for the mixture weight α. This feature is illustrated by Figure 1 : as the sample size n grows, the Gibbs sample of the α's exhibits much less switching between the vicinities of zero and one. The lack of label switching for regular mixture models is well-known and is due to the small probability of switching all component labels ζ i at once; see, e.g., Celeux et al. (2000) and Lee et al. (2009) . This issue is simply exacerbated in the current case due to extreme values for α.
Therefore, an alternative to the Gibbs sampler is needed (Lee et al., 2009 ) and we resort to a simple Metropolis-Hastings algorithm where the model parameters θ i are generated from the respective posteriors of both models (that is, based on the entire sample) and where the mixture weight α is generated either from the prior distribution or from a random walk proposal on (0, 1). It is indeed quite a rare occurrence for mixtures when we can use independent proposals. In the testing setting, the parameter θ i can be considered independently within each model and its posterior can be based on the whole dataset. In cases when a common parameter is used in both components, one of the two available posteriors can be chosen at random at each iteration, either uniformly or based on the current value of α. The equivalent of Figure 1 abilities of the resulting chain. We also point out that the use of the posterior mean is highly inefficient in this situation. This is due to the specific pattern of the posterior distribution on α accumulating most of its weight on the endpoints of (0, 1). We thus advocate that the posterior median be used instead as the relevant estimator of α.
ILLUSTRATIONS
In this Section, we proceed through a series of experiments in classical statistical settings in order to assess the ability of the mixture estimation approach to accurately differentiate between the models under comparison. As we will see throughout those examples, this experimentation also provides decisive confirmation of the consistency results obtained in Section 5. The first two examples are direct applications of Theorem 1 while the third is an application of Theorem 2.
Example 3.1 Consider a model choice test between a Poisson P(λ) distribution and a Geometric Geo(p) distribution, where the latter is defined as a number of failures and hence also starts at zero. We can represent the mixture (1) using the same parameter λ in the two distributions if we set p = 1 /1+λ. The resulting mixture is then defined as This common parameterisation allows the use of Jeffreys ' (1939) improper prior π(λ) = 1 /λ, since the resulting posterior is then proper. Indeed, in a Gibbs sampling implementation, the full posterior distribution on λ, conditional on the allocation vector ζ, is given by
where n 1 (ζ) = n − n 2 (ζ) is the number of observations allocated to the Poisson component, while s 2 (ζ) is the sum of the observations that are allocated to the Geometric component. This conditional posterior is well defined for every ζ when n > 0, which implies that the marginal posterior is similarly well defined since ζ takes its values in a finite set. The distribution (3) can easily be simulated via an independent Metropolis-within-Gibbs step where the proposal distribution on λ is the Gamma distribution corresponding to the Poisson posterior. The motivation for this choice is that, since both distributions share the same mean parameter, using the posterior distribution associated with either one of the components and all the observations should be sufficiently realistic to produce high acceptance rates, even when the data are Geometric rather than Poisson. This strategy of relying on a model-based posterior as a proposal will be used throughout the examples. It obviously would not work for other mixture setups.
Under a Be(a 0 , a 0 ) prior on α, the full conditional posterior density on α is a Be(n 1 (ζ) + a 0 , n 2 (ζ) + a 0 ) distribution and the exact Bayes factor comparing the Poisson to the Geometric models is given by
However, this Bayes factor is undefined from a purely mathematical viewpoint, since it is associated with an improper prior on α (Jeffreys, 1939; DeGroot, 1973; Berger et al., 1998; Robert et al., 2009 ). The posterior probability of the Poisson model is derived as
when adopting (without much of a justification) identical prior weights on both models.
A first experiment in assessing our approach is based on 100 datasets simulated from a Poisson P(4) distribution. As shown in Figure 3 , not only is the parameter λ properly estimated, but the estimation of α is very close to 1 for a sample size equal to n = 1000. In this case, the smaller the value of a 0 , the better in terms of proximity to 1 of the posterior distribution on α. Note that the choice of a 0 does not significantly impact on the posterior distribution of λ. Figure 4 gives an assessment of the convergence of the Metropolis-Hastings for λ and the mixture model weight α even if the sample size is very small (n=5). Figure 5 demonstrates the convergence of the posterior means and posterior medians of α as the sample sizes n increase for the same Poisson P(4) simulated samples. The sensitivity of the posterior distribution of α on the hyperparameter a 0 is clearly depicted in the graph. While all posterior means and medians converge to 1 in this simulation, the impact of small values of a 0 on the estimates is such that we consider values a 0 ≤ .1 as having too strong and too lengthy an influence on the posterior distribution to be acceptable.
Notwithstanding the fact that the analysis is invalid because of the reliance on improper priors, we also compare the outcome of a traditional Bayesian analysis with our estimates of α. Figure 6 shows how the posterior probability of model M 1 and the posterior median of α relate as the sample size grows to 1000. The shaded areas indicate the range of all estimates of α, which varies between .2 and .8 for a 0 = .5 and between 0 and 1 for a 0 ≤ .1. This difference reinforces our earlier recommendation that small values of a 0 should be avoided, as they overwhelm the information contained in the data for small sample sizes. A symmetric experiment is to study the behaviour of the posterior distribution on α for data from the alternative model, i.e., a Geometric distribution. Based on 100 datasets from a Geometric G(0.1) distribution, Figure 7 displays the very fast convergence of the posterior median to 0 for all values of a 0 considered, even though the impact of this hyperprior is noticeable.
Example 3.2 Consider a hypothesis test between a normal N (θ 1 , 1) and a normal N (θ 2 , 2) distribution. We again construct the mixture so that the same location parameter θ is used in both distributions, which allows the use of Jeffreys' (1939) non-informative prior π(θ) = 1. We thus embed the test in a mixture of normal models, αN (θ, 1) + (1 − α)N (θ, 2), and adopt a Beta B(a 0 , a 0 ) prior on α. In this case, the considering the posterior distribution on (α, θ), conditional on the allocation vector ζ, displays conditional independence between θ and α:
where n i andx i denote the number of observations and the empirical mean of the observations allocated to component i, respectively (with the convention that n ixi = 0 when n i = 0). Since this conditional posterior distribution is well-defined for every possible value of ζ and since the distribution ζ has a finite support, π(θ|x) is proper. Note that for this example, the conditional evidence π(x|ζ) can easily be derived in closed form, which means that a random walk on the allocation space {1, 2} n could be implemented. We did not follow this direction, as it seemed unlikely such a random walk would have been more efficient than a Metropolis-Hastings algorithm on the parameter space only.
As in the previous example, in order to evaluate the convergence of the estimates of the mixture weights, we simulated 100 N (0, 1) datasets. Figure 8 displays the range of the posterior means and medians of α when either a 0 or n varies. The figure shows the same concentration effect (if a lingering impact of a o ) when n increases. We also included the posterior probability of M 1 in the comparison, derived from the Bayes factor
with equal prior weights, even though it is not formally well defined since it is based on an improper prior. The shrinkage of the posterior expectations towards 0.5 confirms our recom- In order to better understand the nature of the convergence of the posterior distribution of α to the proper limiting value, we present in Figure 9 a magnified version of the behaviour of log(n) log(1 − E[α|x]) and log(1 − p(M 1 |x)) as the sample size n grows. Most interestingly, the variation is similar for both procedures, even though the choice of the hyperparameter a 0 impacts on the variability of the mixture solution. This is due to the fact that the asymptotic regime is not quite reached for these sample sizes, as 1 − P(M 1 |x) ≤ e −cn for some positive c with high probability, while
Furthermore, the alternative of considering the posterior probability of having the entire sample being generated from a single component is not relevant for the comparison as this estimate is almost always very close to zero. This means that while α captures the model preferred by the data, in only extreme cases would the mixture model favour a completely homogeneous sample that would come from one and only one component. Example 3.3 We now consider a setting in which we oppose a N (0, 1) model against a N (µ, 1) model, hence testing whether or not µ = 0. Since this is an embedded case, we cannot use an improper prior on µ and thus settle for a µ ∼ N (0, 1) prior. As discussed above in Section 2.2, Gibbs sampling applied to this mixture posterior model shows poor performance and should be replaced with a Metropolis-Hastings algorithm. The resulting inference on the weight of the N (µ, 1) component, α, contrasts the possibility that the data are distributed as N (0, 1) with the possibility that they are not from this null distribution. In the former case, obtaining values of α close to one requires larger sample sizes than in the latter case. Figure 11 displays the behaviour of the posterior distribution of α when the sample comes from a normal distribution N (1, 1). For a sample of size 10 2 , the accumulation of α on (.8, 1) illustrates the strength of the support for the model N (µ, 1). This support reduces as a 0 increases. The impact of the small sample size on the posterior distributions of α is shown in the right hand side of Figure 11 for the case in which a 0 = .1; it is apparent that for n = 5 we cannot assess which model best fits the data.
Example 3.4 Inspired from Marin et al. (2014) , we oppose the normal N (µ, 1) model to the double-exponential L(µ, √ 2) model. The scale √ 2 is intentionally chosen to make both distributions share the same variance. As in the normal case in Example 3.2, the location parameter µ can be shared by both models and allows for the use of the flat Jeffreys' prior. As in all previous examples, Beta distributions B(a 0 , a 0 ) are compared wrt their hyperparameter a 0 .
Whereas in the previous examples we illustrated that the posterior distribution of the weight of the true model converged to 1, we now consider a setting in which neither model is correct. We achieve this by using a N (0, .7 2 ) to simulate the data. In this specific case, both posteriorprior (left) for a 0 = 1 /n, .1, .2, .3, .4, .5, 1 with 10 2 N (1, 1) observations and (right) for a 0 = .1 with n = 5, 10, 50, 100, 500, 10 3 N (1, 1) observations. In both cases each posterior approximation is based on 10 5 MCMC iterations.
means and medians of α fail to concentrate near 0 and 1 as the sample size increases, as shown on Figure 12 . Thus in a majority of cases in this experiment, the outcome indicates that neither of both models is favoured by the data. This example does not exactly follow the assumptions of Theorem 1 since the Laplace distribution is not differentiable everywhere. However, it is almost surely differentiable and it is differentiable in quadratic mean, so we expect to see the same types of behaviour as predicted by Theorem 1. In this example. the Bayes factor associated with Jeffreys' prior is defined as
where the denominator is available in closed form (see Appendix 1). As above, since the prior is improper, this quantity is formally undefined. Nonetheless, we employ it in order to compare Bayes estimators of α with the posterior probability of the model being a N (µ, 1) distribution. Based on a Monte Carlo experiment involving 100 replicates of a N (0, .7 2 ) dataset, Figure 13 demonstrates the reluctance of the estimates of α to approach 0 or 1, while P(M 1 |x) varies over the whole range of 0 and 1 for all sample sizes considered here. While this is a weakly informative indication, the right hand side of Figure 13 shows that, on average, the posterior estimates of α converge toward a value between .1 and .4 for all a 0 while the posterior probabilities converge to .6. In that respect, both criteria offer a similar interpretation about the data because neither α nor P (M 1 |x) indicate strong support for either model.
In the following two examples we consider regression models. The theory and methodology established above can be extended to this case under the assumption that the design is random. Hence example 3.5 is an application of Theorem 1 while example 3.6 is an application of Theorem 2.
Example 3.5 In this example, we apply our testing strategy to a binary response, using the R dataset about diabetes in Pima Indian women (R Development Core Team, 2006) as a benchmark (Marin and Robert, 2007) . This dataset pertains to a randomly selected sample of 200 women tested for diabetes according to WHO criteria. The response variable y is "Yes" or "No", for presence or absence of diabetes and the explanatory variable x is restricted here to the bmi, body mass index weight in kg/(height in m) 2 . For this problem, either logistic or probit regression models could be suitable. We are thus comparing both fits via our method. If y = (y 1 y 2 . . . y n ) is the vector of binary responses and X = [I n x 1 ] is the n × 2 matrix of corresponding explanatory variables, the models in competition can be defined as (i = 1, . . . , n)
where x i = (1 x i1 ) is the vector of explanatory variables corresponding to the ith response and θ j = (θ 0j , θ 1j ), j = 1, 2, is a 2 × 1 vector comprising the intercept and regression coefficient, respectively under either M 1 or M 2 . We once again consider the case in which both models share the same parameter.
For this generalised linear model, there is no moment equation that relates θ 1 and θ 2 . We thus adopt a local reparameterisation strategy by rescaling the parameters of the probit model M 2 so that the MLE's of both models coincide. This strategy follows from the remark by Choudhury et al. (2007) about the connection between the normal cdf and a logistic function
and we attempt to find the best estimate of k to bring both sets of parameters into coherency.
which denote ratios of the maximum likelihood estimates of the logistic model parameters to those for the probit model, we redefine q i in (4) as
Once the mixture model is thus parameterised, we set our now standard Beta B(a 0 , a 0 ) on the weight of M 1 , α, and choose the default g-prior on the regression parameter (see, e.g., Marin and Robert, 2007, Chapter 4) , so that θ ∼ N 2 (0, n(X T X) −1 ) . Table 2 Simulated dataset: Posterior medians of the mixture model parameters.
True model: logistic with θ1 = (5, 1.5) probit with θ2 = (3.5, .8) a0 α θ0 θ1 In a Gibbs representation (not implemented here), the full conditional posterior distributions given the allocation vector ζ are α ∼ B(a 0 + n 1 , a 0 + n 2 ) and
where n 1 and n 2 are the number of observations allocated to the logistic and probit models, respectively. This conditional representation shows that the posterior distribution is then clearly defined, which is obvious when considering that for once the chosen prior is proper. For the Pima dataset, the maximum likelihood estimates of the regression parameters arê θ 1 = (−4.11, 0.10) andθ 2 = (−2.54, 0.065), respectively, so k = (1.616, 1.617). We compare the outcomes of this Bayesian analysis when a 0 = .1, .2, .3, .4, .5 in Table 1 . As clearly shown by the Table, the estimates of α are close to 0.5 for all values of a 0 , and the estimates of θ 0 and θ 1 are very stable (and quite similar to the MLEs). We note a slight inclination of α towards 0.5 as a 0 increases, but do not want to over-interpret the phenomenon. This behaviour leads us to conclude that (a) neither or both of the models are appropriate for the Pima Indian data; (b) the sample size may be too small to allow discrimination between the logit and the probit models.
To follow up on this last remark, we ran a second experiment with simulated logit and probit datasets and a larger sample size n = 10, 000. We used the regression coefficients (5, 1.5) for the logit model, and (3.5, .8) for the probit model. The estimates of the parameters of both M α 1 and M α 2 and for both datasets are produced in Table 2 . For every a 0 , the estimates in the true model are quite close to the true values and the posterior estimates of α are either close to 1 in the logit case and to 0 in the probit case. For this large setting, there is thus consistency in the selection of the proper model. In addition, Figure 14 shows that when the sample size is large enough, the posterior distribution of α concentrates its mass near 1 and 0 when the data are simulated from a logit and a probit model, respectively. Example 3.6 We turn now to the classical issue of variable selection in a Gaussian linear regression model. Given a vector of outcomes (y 1 , y 2 , . . . , y n ) and the corresponding explanatory variables represented by the n × (k + 1) matrix X = [1 n X 1 . . . X k ] (including 1 n , a first column of 1's), we assume that
where β = (β 0 , β 1 , . . . , β k ) T is a k+1-vector of k+1 elements with β 0 the intercept. If we consider the generic case in which any covariate could be removed from the model, we are facing the comparison of 2 k+1 − 1 models, corresponding to every possible subset of explanatory variables. In our framework, this means evaluating a mixture model (1) with γ = 2 k+1 −1 components. For j = 1, . . . , γ, M j will denote the corresponding model, υ j the number of explanatory variables used in M j , β j the vector of the υ j regression coefficients and X j the sub-matrix of X derived from the covariate variables included in M j . The corresponding mixture model used for testing is therefore given by
When introducing a missing variable representation, each observation y i is associated with a missing variable ζ i taking values in 1, 2, . . . , γ. The weights of the mixture (8) are associated with a symmetric Dirichlet prior (α 1 , . . . , α γ ) ∼ D γ (a 0 , . . . , a 0 ). Contrary to the previous examples of this section, we now consider two different settings, corresponding to the separate versus common parameterisations of the different models M j . Case 1. If M f denotes the full regression model, including all k explanatory variables, we impose that β j is a subvector of β f for all j's. Therefore the models M j and therefore the mixture model (8) all are parameterised in terms of the same β f . To simplify the notation, we will denote this common parameter vector by β = (β 0 , β 1 , . . . , β k ) T . Therefore, conditional on ζ i = j, we have
where X(i) denotes the i-th row of X and j 2 is the binary (base 2) representation of the integer j, with the convention that X(i) · j 2 means a term-by-term multiplication, i.e., that this vector contains zero entries for the components of j 2 that are equal to zero:
Assuming υ j > 0 and gathering all observations such that ζ i = j under the notation y i;ζ i =j and the corresponding covariates by X i;ζ i =j , we then have
with the same convention about the term-by-term multiplication. The overall model conditional on ζ = (ζ 1 , . . . , ζ n ), the conditional distribution of the dataset, is therefore
where 1 i;ζ i =j is a υ j -dimensional vector of 1's. By convention, any value of j such that υ j = 0 does not appear in the above. If we summarise the above equation as y ζ = X ζ β + and use a Zellner's (1986) G-prior,
the full conditional posterior distribution on the parameters is defined as
The MCMC implementation of this version of the model then leads to a straightforward Gibbs sampler. Case 2. The alternative parameterisation of the mixture (1) is to consider all regression coefficients as independent between models. This means that, for j = 1, . . . , γ, the regression model M j is written as y = X j β M j + and that the β M j 's are independent. We still assume σ is common to all components. In this representation, we allocate a Zellner's G-prior to each parameter vector,
and, conditional on the allocation vector ζ, the full conditional posterior distributions are easily derived:
where s is the total number of the regression coefficients of all models under comparison and where the indexing conventions are the same as in Case 1.
Comparison of the performance of the mixture approach in both cases is conducted via simulated data with k = 3 covariates, meaning that (
This setting thus involves 15 models to be compared (since the model in which the mean of the observations is zero is of no interest). The parameters used for the data simulation are (β 0 , β 1 , β 2 , β 3 ) = (2, −3, 0, 0), σ = 1, with X 1 , X 2 and X 3 simulated from N (0, 1), B(1, .5) and U(10, 11), respectively. We are seeking to identify the true regression model
by running (Gibbs) mixture estimations algorithms.
Based on a single simulated dataset, Figure 15 summarises the results of those simulations by representing the convergence of the posterior medians of the true model weight in both cases as the sample size n increases. Comments that stem from these results are that all posterior medians of the true model weight α 2 converge to 1 when the sample size increases to n = 10, 000, which means that the mixture procedure eventually supports M 2 against the other models; the impact of the prior modelling, i.e., of the value of a 0 is such that the convergence is faster when a 0 is smaller; even for small sample sizes, the posterior medians of α 2 are close to 1; the differences between both mixture parameterisations, i.e., Case 1 and Case 2, are negligible; for almost every sample size and prior hyperparameter, the method concludes that M 2 is likely to be more appropriate than the others.
The most interesting conclusion is therefore that using completely independent parameterisation between the components of the mixture does not induce a strong degradation in the performances of the method, although the convergence to 1 is slightly slower on the right hand side of Figure 15 . Table 3 produces the posterior means of α 2 under different Dirichlet hyperparameters a 0 ; this shows a stronger difference only for a 0 = 0.5, which then appears as a less reliable upper bound.
In order to contrast with the classical Bayesian analysis of this model, we compare our posterior means of 1 − α 2 with the posterior probability of M 2 computed using a G-prior for the regression parameters in Figure 16 . This graph shows that the convergence of log(1−E(α 2 |y, X)) is faster than for log(1 − P(M 2 |y, X)). It also highlights a difference between Cases 1 and 2 for the larger sample size, with log(1 − E(α 2 |y, X)) concentrated between −6.5 and −5 in Case 1 method, about −4 in Case 2, and about −2 for log(1 − P(M 2 |y, X)). Although these figures are based on a single dataset, they are conclusive about the superior performance of the mixture approach.
As a second comparative evaluation of the mixture approach for linear models, for the same set of three regressors, we simulated 50 datasets with 500 observations from each of the models M 1 , . . . , M 15 and examined the respective averages of the Bayes estimates and the posterior probabilities. In all cases reported in Table 4 , much stronger support for the correct model is provided by the posterior means and medians than by the posterior probability. 
CASE STUDY : A SURVIVAL ANALYSIS
Survival and reliability models are employed in a large number of disciplines ranging from engineering to health. An important modelling decision in these problems is the choice of the survival function. Among the many parametric alternatives, common choices include the Weibull, log-Normal, logistic, log-logistic, exponential, hypo-and hyper-exponential extensions, Gompertz, Birnhaum-Saunders, Erlang, Coxian, and Pareto distributions. The Weibull distribution is also a representative of the class of models used for extreme value modelling. Other models in this class include the extreme value, Stable, Gumbel and Fréchet distributions.
We apply here our testing paradigm to choosing between three potential survival models. Given data (x 1 , ..., x n ) with corresponding censoring indicators (c 1 , .., c n ), we wish to test the hypothesis that the data are drawn from a log-Normal(φ, κ 2 ), a Weibull(α, λ), or a logLogistic(γ, δ) distribution. The corresponding mixture is thus given by the density
where α 1 + α 2 + α 3 = 1. A more amenable version can be obtained by working on the scale Y = − log(X), which then provides a comparison between the N(θ, σ 2 ), Gumbel(µ, β), and Logistic(ξ, ζ) distributions. This gives rise to the mixture density If we opt for a common parameterisation of those different models, we have the following moment matching equations
where γ ≈ 0.5772 is the Euler-Mascheroni constant. As above, this choice allows the use of a non-informative prior on the common location scale parameter, π(φ, σ 2 ) = 1/σ 2 . Once again, we use a Dirichlet prior D(a 0 , a 0 , a 0 ) on (α 1 , α 2 , α 3 ). Appendix 6 establishes that the corresponding posterior is proper provided the observations are not all equal.
A common feature in survival data is the presence of censoring. In this case, the mixture equation becomes
Two simulations experiments were performed to evaluate the mixture estimation approach in this context. First, the performance of the approach in distinguishing between the Weibull, lognormal and log-logistic distributions was assessed by simulating 1000 observations from a Normal(0, 1) density (with no censoring), and testing a Normal versus Gumbel and Logistic distributions as described above. The experiment was then repeated using 1000 simulations from a Gumbel and then from a Logistic distribution. For illustration, the moment-matched Normal, Gumbel and Logistic densities are depicted in the left hand panel of Figure 17 .
The Gibbs sampler was run for 10,000 iterations using a prior value of a 0 = 1.0 for the hyperparameter on the mixture weights. The resultant probabilities of selecting the various distributions are shown in Figure 17 , right panel. It can be seen that in all cases, the correct model was overwhelmingly identified. As expected, the probabilities of a correct selection increase with the sample size; in an analogous experiment with n = 10 5 , all probabilities were larger than 0.90 (figures not shown). The second simulation study was designed to assess the influence of the hyperparameter, a 0 . The above Monte Carlo experiment was repeated with n = 1000 simulated observations, comparing the impact of four values of a 0 , namely a 0 = 0.01, 0.1, 1.0, 10.0, for all three distributions and for each pair of distributions. Figure 18 and 19 depict the probabilities of selecting a (true) Normal or (true) Gumbel model. In agreement with earlier comparisons, the value of a 0 impacts on the probability of a correct model selection; however, in all cases covered by this Figure, the correct model was overwhelmingly identified as the most likely one. Note further that in this experiment the values of a 0 were larger than those we recommended above, namely a + 0 ≤ 0.5. As before, increasing the sample size from n = 1, 000 to n = 10, 000 pushes the posterior probabilities toward the boudaries. case study involving modelling survival times for breast cancer in Queensland, Australia. A sample of 25,125 individuals with breast cancer was provided by Cancer Council Queensland. Among the subjects, 83.5% were recorded as censored and the remainder (n = 4155) were recorded as deaths from any cause. The median survival times were 4.35 and 2.02 years for each of these groups, respectively. The response variable used in the following analyses is the hazard function, defined as the probability of death at t+δ years given survival to t years, adjusted for age, sex and the expected mortality rate, that is, the age-and sex-adjusted background population risk of death. Of interest is whether or not this distribution is best fitted by a log Normal, Weibull, or log-Logistic distribution, or, equivalently, whether or not the log hazard is best fitted by a Normal, Gumbel, or Logistic distribution. These three sets of distributions have different fit characteristics: whereas the Normal (and hence the log Normal) distribution fits the centre of the distribution more closely, the Weibull (and hence the Gumbel) distribution captures the tail behaviour more accurately. The logistic distribution had a similar fit to the Normal, but it accommodates slightly more diffuse tails.
As an alternative to selecting a single model, it may be preferable to follow a model averaged approach. This is intrinsically part of the mixture model approach since the MCMC outcome provides in addition a posterior approximation of the overall mixture. (It could actually be argued that this approach is even better than standard model averaging as each observation in the sample selects the best fitted component of the mixture.) The choice of an appropriate model or of a combination of models is important for the prediction of survival for cancer patients, which then impacts on decisions about personalised management and treatment options.
Based on a choice of hyperparameter a 0 = 1.0, the mixture test for the breast cancer data resulted in the choice of the logistic distribution with probability 0.996 (s.d. 1.4 10 −3 ), with the remaining probability mass almost equally split between the Normal and Gumbel distributions.
ASYMPTOTIC CONSISTENCY
In this section we prove posterior consistency for our mixture testing procedure. More precisely we study the asymptotic behaviour of the posterior distribution of α. We consider two different cases. In the first case, the two models, M 1 and M 2 , are well separated while, in the second case, model M 1 is a submodel of M 2 . We denote by π the prior distribution on (α, θ 1 , θ 2 ) and assume that θ j ∈ Θ j ⊂ R d j . We first prove that, under weak regularity conditions on each model, we can obtain posterior concentration rates for the marginal density f θ,α (·) = αf 1,θ 1 (·) + (1 − α)f 2,θ 2 (·). Let x n = (x 1 , · · · , x n ) be a n sample with true density f * .
Proposition 1 Assume that, for all C 1 > 0, there exist Θ n a subset of Θ 1 × Θ 2 and B > 0 such that
and that there exist H ≥ 0 and L, δ > 0 such that, for j = 1, 2,
We then have that, when f * = f θ * ,α * , with α * ∈ [0, 1], there exists M > 0 such that
The proof of Proposition 1 is a direct consequence of Theorem 2.1 of Ghosal et al. (2000) and is omitted for the sake of conciseness. Condition (10) is a weak regularity condition on each of the candidate models. Combined with condition (9) it allows to consider non-compact parameter sets in the usual way, see for instance Ghosal et al. (2000) . It is satisfied in all examples considered in Section 3. We build on Proposition 1 to describe the asymptotic behaviour of the posterior distribution on the parameters.
The case of separated models
Assume that both models are separated in the sense that there is identifiability:
where P θ,α denotes the distribution associated with f θ,α . We assume that (11) also holds on the boundary of Θ 1 × Θ 2 . In other words, the following inf
holds. We also assume that, for all θ * j ∈ Θ j , j = 1, 2, if P θ j converges in the weak topology to P θ * j , then θ j converges in the Euclidean topology to θ * j . The following result then holds:
Theorem 1 Assume that (11) is satisfied, together with (9) and (10), then for all > 0
In addition, assume that the mapping θ j → f j,θ j is twice continuously differentiable in a neighbourhood of θ * j , j = 1, 2, and that
are linearly independent as functions of y and that there exists δ > 0 such that
Theorem 1 allows for the interpretation of the quantity α under the posterior distribution. In particular, if the data x n is generated from model M 1 (resp. M 2 ), then the posterior distribution on α concentrates around α = 1 (resp. around α = 0), which establishes the consistency of our mixture approach. Proof: Using Proposition 1, we have that
with A n = {(α, θ); f θ,α − f θ * ,α * 1 ≤ δ n } and δ n = M log n/n. Consider a subsequence α n , P 1,θ 1n , P 2,θ 2n which converges to α, µ 1 , µ 2 where convergence holds in the sense that α n → α and P j,θ jn converges weakly to µ j . Note that µ j (X ) ≤ 1 by precompacity of the unit ball under the weak topology. At the limit
The above equality implies that µ 1 and µ 2 are probabilities. Using (11), we obtain that
which implies posterior consistency for α. The proof of (12) follows the same line as in Rousseau and Mengersen (2011) . Consider first the case where α * ∈ (0, 1). Then the posterior distribution on θ concentrates around θ * . Writing
For all (α, θ) ∈ A n , set η = (α − α * , θ 1 − θ * 1 , θ 2 − θ * 2 ) goes to 0 and for n large enough there exists > 0 such that |α − α * | + |θ − θ * | ≤ . We now prove that there exists c > 0 such that
where ω is defined with respect to α, θ. Were it not the case, there would exist a sequence (α n , θ n ) ∈ A n such that the associated v(ω n ) ≤ c n with c n = o(1). As ω n belongs to a compact set we could find a subsequence converging to a pointω. At the limit we would obtain
and by linear independenceω = 0 which is not possible. Thus for all (α, θ) ∈ A n |α − α
) and η = (α − α * , θ 2 − θ * 2 ), ω = η/|η| and consider a Taylor expansion with θ 1 fixed, θ * 1 = θ 1 and |η| going to 0. This leads to
in place of (13) and the posterior concentration rate δ n is obtained in the same way. We now consider the embedded case.
Embedded case
In this section we assume that M 1 is a submodel of M 2 , in the sense that θ 2 = (θ 1 , ψ) with ψ ∈ S ⊂ R d and that f 2,θ 2 ∈ M 1 when θ 2 = (θ 1 , ψ 0 ) for some given value ψ 0 , say ψ 0 = 0. Condition (11) is no longer verified for all α's: we assume however that it is verified for all α, α * ∈ (0, 1] and that θ * 2 = (θ * 1 , ψ * ) satisfies ψ * = 0. In this case, under the same conditions as in Theorem 1, we immediately obtain the posterior concentration rate of log n/n for estimating α when α * ∈ (0, 1) and ψ * = 0. We now treat the case where ψ * = 0; in other words, f * is in model M 1 .
As in Rousseau and Mengersen (2011) , we consider both possible paths to approximate f * : either α goes to 1 or ψ goes to ψ 0 = 0. In the first case, called path 1, (α * , θ * ) = (1, θ * 1 , θ * 1 , ψ) with ψ ∈ S. In the second case, called path 2, (α * , θ * ) = (α, θ * 1 , θ * 1 , 0) with α ∈ [0, 1]. In both cases, denote the distributions by P * . We also denote F * g = f * (x)g(x)dµ(x) for any integrable function g. For sparsity reasons, we consider the following structure for the prior on (α, θ):
This means that the parameter θ 1 is common to both models, i.e., that θ 2 shares the parameter θ 1 with f 1,θ 1 .
Condition (11) is replaced by
Let Θ * be the parameter set corresponding to P * . As in the case of separated models, the posterior distribution concentrates on Θ * . We now describe more precisely the asymptotic behaviour of the posterior distribution, using Theorem 1 of Rousseau and Mengersen (2011) . Since this theorem cannot be applied directly, we adapt it as follows. We require the following assumptions with f * = f 1,θ *
1
. For the sake of simplicity, we assume that Θ 1 and S are compact. Extensions to non-compact sets can be handled similarly to Rousseau and Mengersen (2011) .
B1 Regularity: Assume that θ 1 → f 1,θ 1 and θ 2 → f 2,θ 2 are 3 times continuously differentiable and that
Integrability: There exists S 0 ⊂ S ∩ {|ψ| > δ 0 }, for some positive δ 0 and satisfying Leb(S 0 ) > 0, such that for all ψ ∈ S 0 ,
Then for all ψ ∈ S with ψ = 0, if
We can now state the main theorem:
Theorem 2 Given the model
assume that the data comprises the n sample x n = (x 1 , · · · , x n ) generated from f 1,θ * 1 for some θ * 1 ∈ Θ 1 , that assumptions B1 − B3 are satisfied, and that there exists M > 0 such that
If the prior π α on α is a Beta B(a 1 , a 2 ) distribution, with a 2 < d 2 , and if the prior π θ 1 ,ψ is absolutely continuous with positive and continuous density at (θ * 1 , 0), then for all M n going to infinity,
We must find a precise lower bound on
Consider the approximating set
with |ψ| > 2 some fixed parameter in S. Using the same computations as in Rousseau and Mengersen (2011) , it holds that for all δ > 0 there exists C δ > 0 such that
Hence with probability greater than 1 − δ, D n n −(b+d 1 )/2 . Denote B n = {(θ, α); f θ,α − f * 1 ≤ M log n/n} and A n = {(θ, α) ∈ B n ; 1 − α > z n / √ n} with z n = M n (log n) γ / √ n and M n a sequence increasing to infinity. We split B n into B n,1 ( ) = B n ∩ {(θ, α), θ = (θ 1 , ψ); |ψ| < }, B n,2 ( ) = B n ∩ B n,1 ( ) c .
To prove Theorem 2 it is enough to verify that π(A n ) = o(n −(a 2 +d 1 )/2 ).
To simplify notation we also write δ n = M log n/n. First we prove that for all > 0, A n ∩ B n,2 ( ) = ∅, when n is large enough. Let > 0, then for any (θ, α) ∈ A n ∩ B n,2 ( ), We thus have |ψ| = o(1), α = 1 + o(1) and |θ 1 − θ * 1 | = o(1). Consider a Taylor expansion of f θ,α around α = 1 and θ 1 = θ * 1 , with ψ fixed. This leads to withᾱ ∈ (0, 1) andθ 1 ∈ (θ 1 , θ * 1 ) and the o(1) is uniform over A n ∩B n,2 ( ). Set η = (α−1, θ 1 −θ * 1 ) and x = η/|η| if |η| > 0. Then
We now prove that on A n ∩B n,2 ( ), f θ,α −f * 1 |η|. Assume that it is not the case: then there exist c n > 0 going to 0 and a sequence (θ n , α n ) such that along that subsequence |x T n L 1 (ψ n ) + o(1)| ≤ c n with x n = η n /|η n |. Since it belongs to a compact set, together with ψ n , any converging subsequence satisfies at the limit (x,ψ),x T L 1 (ψ) = 0 , which is not possible. Hence |α − 1| M √ log n/ √ n = o(M n (log n) γ / √ n), which is not possible so that A n ∩ B n,2 ( ) = ∅ when n is large enough. We now bound π(A n ∩ B n,1 ( )) for > 0 small enough but fixed. We consider a Taylor expansion around θ * = (θ * 1 , 0), leaving α fixed. Note that ∇ θ 1 f 2,θ * = ∇ θ 1 f 1,θ *
. We have f θ,α − f * = (θ 1 − θ natural and understandable tendency of practitioners has been to rely on the posterior probability or the Bayes factor. Very often, warnings about the validity of these approaches have gone unheeded , in particular concerning the poorly understood sensitivity of such tools to both prior modelling and posterior calibration. In this space, objective Bayes solutions remain tentative and do not meet with consensus. We thus believe Bayesian analysis has reached the time for a paradigm shift in the matter of hypothesis testing and model selection. Importantly, the solution does not have to be found outside the Bayesian paradigm, as for instance the frequentist priors of Johnson (2013b,a) and the integrated likelihood setting of Aitkin (2010) . The novel paradigm we proposed here for Bayesian testing of hypotheses and Bayesian model comparison offers many incentives while answering some of the classical attacks against posterior probabilities and Bayes factors. Our alternative to the construction of traditional posterior probabilities of a given hypothesis or the assertion that the data originate from a specific model is therefore to rely on the encompassing mixture model. Not only do we replace the original testing problem with a better controlled estimation target that focuses on the probability of a given model within the mixture model, but we also allow for posterior variability over this frequency. This is in contrast to the deterministic characteristics of the standard Bayesian approach. The posterior distribution on the weights of both components in the mixture offers a setting for deciding about which model is most favoured by the data that is at least as intuitive as the sole number corresponding to either the posterior probability or the Bayes factor. The range of acceptance, rejection and indecision conclusions can easily be calibrated by simulation under both models, as well as by deciding on the values of the weights that are extreme enough in favour of one model. The examples provided in this paper have shown that if one model is indeed correct, the posterior medians of the corresponding weight in the mixture settles very quickly near the boundary values of 1. Although we do not advocate such practice, it is even possible to derive a Bayesian p-value by considering the posterior area under the tail of the distribution of the weight.
Besides decision making, another issue of potential concern about this new approach is the impact of the prior modelling. We demonstrated through all our examples that a partly common parameterisation is always feasible and hence allows for reference priors, at least on the common parameters. This proposal thus allows for removal of the absolute prohibition of using improper priors in hypothesis testing (DeGroot, 1973) , a problem which has plagued the objective Bayes literature for decades. Concerning the prior on the weight parameter, we analysed the sensitivity on the resulting posterior distribution of various prior Beta distributions on those weights. While the sensitivity is clearly present, it naturally vanishes as the sample size increases, in agreement with our consistency results, and remains of a moderate magnitude. This leads us to suggest the default value of a 0 = 0.5 in the Beta prior, in connection with both the earlier result of Rousseau and Mengersen (2011) and Jeffreys' prior in the simplest mixture setting.
A last point about our proposal is that it does not induce additional computational strain on the analysis. Provided algorithmic solutions exist for both models under comparison, such solutions can be recycled towards estimating the encompassing mixture model. As demonstrated through the various examples in the paper, the setting is actually easier than with a standard mixture estimation problem (Diebolt and Robert, 1994; Marin et al., 2005) because of the existence of common parameters that allow for the original MCMC samplers to be turned into proposals. Gibbs sampling completions are useful for assessing the potential outliers in a model but are not essential to achieve a conclusion about the overall problem. 
APPENDIX 2: PROPRIETY OF THE POSTERIOR IN THE CASE STUDY OF SECTION 4
To prove the propriety of the posterior it is enough to prove the propriety of the sub-posterior distribution associated to each component since the parameter (θ, σ) is shared between the components. It is known that in the case of a Gaussian model N (θ, σ) the posterior associated to the prior π(θ, σ) = 1/σ is proper as soon as n ≥ 2 and at least 2 observations are distinct. We now show that this result extends to the case of a Gumbel(θ, σ 2 ) and of a Logistic(θ, σ). Let I denote the marginal likelihood, in the Gumbel case. 
