Abstract. In this paper we present a fast and accurate numerical algorithm for the computation of hyperspherical Bessel functions of high order and real arguments. For the hyperspherical Bessel functions of closed type, no stable algorithm existed so far due to the lack of a backwards recurrence. All our algorithms are written in C and are publicly available 1 .
1. Introduction. Hyperspherical Bessel functions are generalisations of spherical Bessel functions. They are needed for the computation of the anisotropy spectrum of the Cosmic Microwave Background (CMB) radiation for models with spatial curvature. While the differential equation can of course be integrated using ODE-solvers, no available high accuracy implementation of hyperspherical Bessel functions existed before this work. This was partly due to a problem of using backwards recurrence for hyperspherical Bessel functions of positive curvature. The dependence on geometry is encoded in the function r(χ) given by
Definition. The hyperspherical Bessel functions Φ
Note that in flat space (K = 0), one can do the transformation z = νχ and multiply through by r(χ) 2 = χ 2 to transform equation (2.2) into the Ricatti-Bessel equation, in which case Φ ν l (χ) = j l (νχ). 3. Recursive solutions. The solutions to equation (2.2) are known [8] and they can be written recursively as
The solution becomes regular at x = 0 by putting C 2 = 0 which can easily be proven by induction. By letting χ → −χ in the solutions of equation (3.1), we find that y
Thus, the hyperspherical Bessel functions are even or odd depending on l which is well known for normal spherical Bessel functions.
4. Solutions in terms of Legendre functions. The hyperspherical Bessel functions for K = ±1 can be expressed as Legendre functions by a change of variables [4, 1] . The solutions which are regular at x = 0 then reads
where we have restricted ourselves to χ ≥ 0 and also χ ≤ π for K = 0. By using equation (3.2), we can extend the solutions of equation (4.1) to the whole real axis. For K = 1 we are also using the 2π-periodicity. The normalisation constants
has been chosen such that the K = 0 hyperspherical Bessel functions are normalised similarly to the spherical Bessel functions [1] . Note that our definition of the Legendre functions follows the previous papers [4, 1, 5] , so it is slightly inconsistent. In the K = 1 case, P β α (x) denotes Ferrer's function of the first kind. In Mathematica, this function is the default 'type 1' of Legendre function. When it is extended to the whole complex plane it has branch cuts at (−∞, −1) and [1, ∞) , and is denoted by 'type 2' in Mathematica. For K = −1, P β α (x) is the Legendre function called 'type 3' by Mathematica and has a single branch cut (−∞, 1] when extended to the complex plane. In terms of the hypergeometric function we have
5. Special properties for K = 1. The K = 1 case is special, since Φ ν l (χ) must satisfy an additional boundary condition at χ = π where l(l+1) sin 2 χ → ∞. The limit χ → π corresponds to x ≡ cos χ → −1 + in the argument of the Legendre function. We use the following formula 2 to relate the limit x → −1
Since the limit x → 1 − is equivalent to χ → 0, we already know that P µ ν (x) is regular while Q µ ν (x) diverges, but this behaviour can also be checked from the limiting forms
For the boundary condition to be regular at χ = π we must then have the sine function in equation (5.1) to be identically zero,
so ν must be an integer. This restriction in possible solutions is equivalent to standing waves in a cavity or the quantum mechanical quantisation of energy in a potential well. Using equation (5.1) with integer ν, we find a corresponding connection formula for Φ ν l (χ):
4 . Equation (3.2) combined with equation (5.3) allows us to restrict ourselves to the region 0,
Another subtlety is the allowed range of l for a given ν. Consider the right hand side of equation (2.2). If l ≥ ν, the coefficient
2 will always be positive, and there will be no oscillatory region. Thus, only the trivial solution Φ ν l (χ) = is allowed in this case. (In quantum mechanics, is is well-known that all states must have energy ν 2 greater than the minimum of the potential.)
6. Relation to the Gegenbauer polynomials. The Legendre function is related to the Gegenbauer function C (β) α by the identity
Surprisingly, when ν is a positive integer, the order of the Gegenbauer function α + β also becomes a positive integer and the Gegenbauer function reduces to the Gegenbauer polynomial. We find explicitly
In deriving equation (6.2) we have used
and the duplication formula for the gamma function Γ(2(l + 1)). Because the Gegenbauer polynomials are easy to compute in a stable fashion, equation (6.2) can be used to create a compact method for the computation of the K = 1 hyperspherical Bessel functions. However, we will use equation (6.2) in a slightly different way. 
where we have used the notation
These recurrence relations form the basis of our method. For small l, the hyperspherical Bessel functions are given by the simple analytic formulae,
This allows a forwards recurrence for part of the parameter space. However, since Φ ν l (χ) represents the minimal solution, forwards recurrence will be unstable for regions outside the classical turning point.
Backwards recurrence.
The solution is to use the recurrence backwards, so let us address the problem of initial values for the backwards recurrence. By defining
the recurrence relation in equation (7.1) takes the form
Dividing through by y l and rearranging terms yields
which can be iterated to give the continued fraction
The continued fraction converges according to Pincherle's theorem [3, 9] since y l = Φ ν l (χ) is the minimal solution. By dividing (7.2) by Φ ν l (χ) and using equation (8.4) we finally find
CF1, equation (8.5) , is finally evaluated using the modified Lentz method [7, 10, 9] .
9. CF1 for K = 1. For K = 1 the iteration may not have enough room to converge because of the restriction l < ν. In practise what happens is that the argument of the square root ν 2 − K(l + j + 1) 2 in equation (8.4) becomes less than zero. However, by using the relation to Gegenbauer polynomials in equation (6.2), we can evaluate
We are computing the Gegenbauer polynomials through recurrence, so the derivative is available to us for free through the formula
which can be derived from the recurrence relations satisfied by the Gegenbauer polynomials. Equation (9.1) will always work, but if ν ≫ l it may be much faster to converge the continued fraction in equation (8.5) , depending on χ. If we suspect the continued fraction to be faster we try that first, but if it fails to converge we fall back on equation (9.1).
10. Hermite interpolation. In our application, we need the value of the hyperspherical Bessel functions in many closely spaced points. Since the computation of each point is very expensive we can afford to use an elaborate interpolation scheme. During the recurrence we compute and store both Φ for <chi in chi_interp>{ if (<chi outside of current region>){ if (<chi not in next region>){ <compute index of current region> <compute higher derivatives on left border> } else{ //chi is in next region <copy former right derivatives to left derivatives> } <compute higher derivatives on right border> <compute coefficients of interpolating polynomials> } <evaluate interpolating polynomials> } Note that this algorithm do not require chi interp to be sorted, but if chi interp is indeed sorted in increasing order no computation is done twice. Formulae for the higher derivatives can be derived by taking derivatives of the differential equation (2.2). They are:
It is important to stress, that the interpolation module contains no trigonometric evaluations: The interpolation structure contains cot K χ and sin K χ on the grid. We write the interpolating polynomial p(z) = a 0 + a 1 z + a 2 z 2 + a 3 z 3 + a 4 z 4 + a 5 z 5 in the scaled variable z = χj+1−χ ∆χ . The coefficients a i are well known and can be easily generated so we will not list them here. The coefficients b i and c i for the interpolating polynomial of Φ ν l ′ (χ) and Φ ν l ′′ (χ) are of course given by the same formulae as the a i 's but with higher derivatives.
11. WKB approximation. The equation (2.2) lend itself to a WKB approximation [5] . Using Langer's uniform approximation [6, 2] , the WKB approximation reads , and the turning point χ tp is defined through sin K χ tp = 1 α . Z is given by the integral
where the sign function is such that we always have Z ≥ 0. Defining w ≡ α sin K χ, the definite integrals can be written in terms of elementary real functions 6 :
Here we also defined u ≡
. For K = −1, the formulae are valid for χ > 0, while for K = 1 they are valid for 0 < χ < π 2 . However, as discussed earlier this is sufficient because we can extend the solution to the whole real axis through equation (3.2) and equation (5.3). When deriving these formulae from the indefinite integral, one must be careful in avoiding branch cuts of the complex functions.
12. Point of growth approximation. For our purpose, it was relevant to have a good approximation for the first point where Φ ν l (χ) crosses some small threshold value Φ min . Defining γ ≡ l + Our objective is to find α min such that j l (γ sechα min ) ≃ Φ min . The turning point is approximately at α = 0 so j l (x) starts growing some time before that, when α is of order 1. The square root in the denominator of equation (12.1) has a much weaker dependence on α than the numerator because of the exponential, so we approximate it by a number. Since (tanh α sechα) spans the range [0, . We now have the equation For a threshold value of Φ min = 10 −5 , the actual value j l (γ sechα min ) is within 35% for the range 4 ≤ l ≤ 4000. The corresponding χ min value for K = 0 is simply (12.6) χ K=0 min = γ ν cosh α min .
Since we are close to the turning point, the χ ±K min values can be approximated by χ K=0 min multiplied by the ratio of the K ± 1 turning point and the K = 0 turning point.
13. Conclusion. We have developed fast and accurate algorithms for computing hyperspherical Bessel functions for real arguments and possibly large orders. While similar methods for K = −1 has been available for some time, the K = 1 case were never implemented satisfactorily due to the problem of backwards recurrence. We solved this problem by exploiting an identity between Legendre functions and Gegenbauer functions to derive an identity between the K = 1 hyperspherical Bessel functions and the Gegenbauer polynomials.
All routines are available as part of the public CMB-code CLASS 7 written in C. All routines related to the hyperspherical Bessel functions are in a separate file, hyperspherical.c so it can easily be extracted from CLASS. In fact, the only dependency is a set of macros defined in the file common.h.
