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1. Introduction
Recently a great deal of works have been done in deformation quantization theory.
Deformation quantization was originally proposed by Bayen et al.1 as an alternative to
the standard procedure of quantization avoiding the more difficult problem of constructing
the relevant Hilbert space of the system. In these pioneer works it was proposed a way of
quantizing a classical system by deforming the corresponding algebraic structures. Differ-
ent mathematical aspects of deformation quantization were also further explored. Among
them, the existence proofs of a star-product for any symplectic manifold2−4 and also for
a Poisson manifold5. The latter result has been motivated in part by string theory. A full
treatment of the interplay between string theory and deformation quantization and, more
generally, noncommutative geometry was given very recently by Seiberg and Witten6.
Deformation quantization was mainly applied to quantize classical mechanics. How-
ever, it seems to be very interesting to formulate quantum field theory within deformation
quantization program. Recently some works on this subject have been done7−12.
Our paper is motivated by those works and we attempt to show systematically how all
the deformation quantization formalism (Stratonovich-Weyl quantizer, Grossmann opera-
tor, Weyl correspondence, Moyal star-product, Wigner function, etc.) can be carry over
to quantum field theory. To this end we use the well known particle interpretation of free
fields. This approach in the case of scalar field was first considered by Dito7,8
In this interpretation many formulas seem to be more natural and in a sense the
deformation quantization in terms of particle interpretation justifies the respective formulas
of the previous works9−12, given in field variable language.
The paper is organized as follows: In Section 2 we consider deformation quantization
in scalar field theory. Stratonovich-Weyl quantizer, Grossmann operator, Moyal ∗-product
and Wigner functional are defined in terms of the field variables. In Section 3, the same
is given for free scalar fields with the use of normal coordinates. Wigner functional of the
ground state is found and also Wigner functional for higher states is considered. Finally, the
normal ordering within deformation quantization program is given. Section 4 is devoted to
deformation quantization of free electromagnetic field. The constraints (Gauss’s law) are
analyzed in some detail. Perhaps the most interesting result is that the Wigner functional
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can be factorized so that one part contains only the transverse components of the field and
the second part contains the longitudinal variables and this part vanishes when constraints
are not satisfied. Finally, in Section 5 we consider the Casimir effect in terms of deformation
quantization formalism.
This paper is the first one of a series of papers which we are going to dedicate to
deformation quantization of classical fields. The next one deals with interacting and self-
interacting fields.
2. Deformation Quantization in Scalar Field Theory
Consider a real scalar field on Minkowski space time of signature (+,+,+,−). Canon-
ical variables of this field will be denoted by φ(x, t) and ̟(x, t) with (x, t) ∈ R3 × R. We
deal with fields at the instant t = 0 and we put φ(x, 0) ≡ φ(x) and ̟(x, 0) ≡ ̟(x). It is
worth to mention that some of the functional formulas and their manipulations of Sec.2
and 3, will be formal.
2.1. The Stratonovich-Weyl Quantizer
Let F [φ,̟] be a functional on the phase space Z and let F˜ [λ, µ] be its Fourier trans-
form
F˜ [λ, µ] =
∫
DφD̟exp
{
− i
∫
dx
(
λ(x)φ(x) + µ(x)̟(x)
)}
F [φ,̟]. (2.1)
The functional measures are given by Dφ = ∏x dφ(x),D̟ = ∏x d̟(x). By analogy
to quantum mechanics13 we define the Weyl quantization rule as follows
Fˆ =W (F [φ,̟]) :=
∫
D( λ
2π
)D( µ
2π
)F˜ [λ, µ]Uˆ [λ, µ], (2.2)
where {Uˆ [λ, µ] : (λ, µ) ∈ Z∗} is a family of unitary operators
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Uˆ [λ, µ] := exp
{
i
∫
dx
(
λ(x)φˆ(x) + µ(x) ˆ̟ (x)
)}
, (2.3)
with φˆ and ˆ̟ being the field operators given by φˆ(x)|φ〉 = φ(x)|φ〉 and ˆ̟ (x)|̟〉 = ̟(x)|̟〉.
Using the well known Campbell-Baker-Hausdorff formula and the standard commu-
tation rules for φˆ and ˆ̟ one can write Uˆ [λ, µ] in the following form
Uˆ [λ, µ] = exp
{
− ih¯
2
∫
dxλ(x)µ(x)
}
exp
{
i
∫
dxµ(x) ˆ̟ (x)
}
exp
{
i
∫
dxλ(x)φˆ(x)
}
= exp
{
ih¯
2
∫
dxλ(x)µ(x)
}
exp
{
i
∫
dxλ(x)φˆ(x)
}
exp
{
i
∫
dxµ(x) ˆ̟ (x)
}
. (2.4)
Employing Eqs. (2.4) and the relations
∫ Dφ|φ〉〈φ| = 1ˆ and ∫ D( ̟2πh¯)|̟〉〈̟| = 1ˆ we
easily get
Uˆ [λ, µ] =
∫
D( ̟
2πh¯
)exp
{
i
∫
dxµ(x)̟(x)
}
|̟ + h¯λ
2
〉〈̟ − h¯λ
2
|
=
∫
Dφexp
{
i
∫
dxλ(x)φ(x)
}
|φ− h¯µ
2
〉〈φ+ h¯µ
2
|. (2.5)
This operator satisfies the following properties
Tr
{
Uˆ [λ, µ]
}
=
∫
Dφ〈φ|Uˆ [λ, µ]|φ〉 = δ[ h¯λ
2π
]
δ[µ] (2.6)
and
Tr
{
Uˆ†[λ, µ]Uˆ [λ′, µ′]
}
= δ[
h¯
2π
(λ− λ′)]δ[µ− µ′]. (2.7)
(Compare with Refs. 14 and 15).
Substituing (2.1) into (2.2) one has
Fˆ =W (F [φ,̟]) =
∫
DφD( ̟
2πh¯
)F [φ,̟]Ωˆ[φ,̟], (2.8)
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where Ωˆ is given by
Ωˆ[φ,̟] =
∫
D( h¯λ
2π
)Dµexp
{
− i
∫
dx
(
λ(x)φ(x) + µ(x)̟(x)
)}
Uˆ [λ, µ]. (2.9)
It is evident that the operator Ωˆ defined by (2.9) is the quantum field analog of the well
known Stratonovich-Weyl quantizer playing an important role in deformation quantization
of classical mechanics16−21. Therefore we call our Ωˆ the Stratonovich-Weyl quantizer. One
can easily check the following properties of Ωˆ
(
Ωˆ[φ,̟]
)†
=
(
Ωˆ[φ,̟]
)
, (2.10)
Tr
{
Ωˆ[φ,̟]
}
= 1, (2.11)
Tr
{
Ωˆ[φ,̟]Ωˆ[φ′, ̟′]
}
= δ[φ− φ′]δ[̟ −̟
′
2πh¯
]. (2.12)
Multipliying (2.8) by Ωˆ[φ,̟], taking the trace of both sides and using (2.12) we get
F [φ,̟] = Tr
{
Ωˆ[φ,̟]Fˆ
}
. (2.13)
One can also express Ωˆ[φ,̟] in a very useful form by inserting (2.5) into (2.9). Thus
one gets
Ωˆ[φ,̟] =
∫
D( η
2πh¯
)exp
{
− i
h¯
∫
dxη(x)φ(x)
}
|̟ + η
2
〉〈̟ − η
2
|
=
∫
Dξexp
{
− i
h¯
∫
dxξ(x)̟(x)
}
|φ− ξ
2
〉〈φ+ ξ
2
|. (2.14)
Consider now the operator
Iˆ :=
1
2
∫
D(2φ)|φ〉〈−φ|. (2.15)
Using (2.15) we can define the field analog of the Grossmann operator22,14,15 as follows
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Iˆ[λ, µ] := Uˆ [λ, µ]Iˆ = 1
2
∫
D(2φ)exp
{
i
∫
dxλ(x)
(
φ(x)− h¯µ(x)
2
)}
|φ− h¯µ〉〈−φ|
=
1
2
∫
D(2ξ)exp
{
i
∫
dxλ(x)ξ(x)
}
|ξ − h¯µ
2
〉〈−ξ − h¯µ
2
|. (2.16)
Comparing (2.14) with (2.16) one quickly finds that
Ωˆ[φ,̟] = 2Iˆ
[
2̟
h¯
,−2φ
h¯
]
= Uˆ
[
2̟
h¯
,−2φ
h¯
]
2Iˆ . (2.17)
Hence Ωˆ[0, 0] = 2Iˆ and consequently
Ωˆ[φ,̟] = Uˆ
[
2̟
h¯
,−2φ
h¯
]
Ωˆ[0, 0]. (2.18)
Simple manipulations show that (2.18) can be also written in the following form
Ωˆ[φ,̟] = Uˆ
[
̟
h¯
,−φ
h¯
]
Ωˆ[0, 0]Uˆ
†
[
̟
h¯
,−φ
h¯
]
= Uˆ
[
̟
h¯
,−φ
h¯
]
Ωˆ[0, 0]Uˆ
[
− ̟
h¯
,
φ
h¯
]
. (2.19)
It is interesting to note that similarly as in the quantum mechanics22 one can find
the relation between the Stratonovich-Weyl quantizer and the quantum field image of the
Dirac δ. Namely we have
δˆ :=W
(
δ[φ]δ
[
̟
2πh¯
])
=
∫
DφD( ̟
2πh¯
)δ[φ]δ[
̟
2πh¯
]Ωˆ[φ,̟] = Ωˆ[0, 0] = 2Iˆ . (2.20)
2.2. The Star Product
Now we are in a position to define the Moyal ∗-product in field theory. Let
F1 = F1[φ,̟] and F2 = F2[φ,̟] be some functionals on Z that correspond to the
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field operators Fˆ1 and Fˆ2 respectively, i.e. F1[φ,̟] = W
−1(Fˆ1) = Tr
(
Ωˆ[φ,̟]Fˆ1
)
and
F2[φ,̟] = W
−1(Fˆ2) = Tr
(
Ωˆ[φ,̟]Fˆ2
)
. The question is to find the functional which cor-
responds to the product Fˆ1Fˆ2. This functional will be denoted by (F1 ∗ F2)[φ,̟] and we
call it the Moyal ∗-product23,1. So we have
(F1 ∗ F2)[φ,̟] :=W−1(Fˆ1Fˆ2) = Tr
{
Ωˆ[φ,̟]Fˆ1Fˆ2
}
. (2.21)
Substituting (2.8) into (2.21) and performing simple calculations one gets
(F1 ∗ F2)[φ,̟] =
∫
D(φ′)D(φ′′)D(̟′
πh¯
)D(̟′′
πh¯
)
F1[φ
′, ̟′]
exp
{
2i
h¯
∫
dx
(
(φ− φ′)(̟ −̟′′)− (φ− φ′′)(̟ −̟′)
)}
F2[φ
′′, ̟′′]. (2.22)
To proceed further we introduce new variables ϕ′ = φ′ − φ, ϕ′′ = φ′′ − φ, υ′ =
̟′−̟, υ′′ = ̟′′−̟. Using the expasion of F1[φ′, ̟′] = F1[φ+ϕ′, ̟+υ′] and F2[φ′′, ̟′′] =
F2[φ + ϕ
′′, ̟ + υ′′] in Taylor series and after some laborious manipulations (in principle
very similar to the ones given in Ref. 21) we obtain
(
F1 ∗ F2
)
[φ,̟] = F1[φ,̟]exp
{
ih¯
2
↔
P
}
F2[φ,̟], (2.23)
where
↔
P :=
∫
dx
( ←
δ
δφ(x)
←
δ
δ̟(x)
−
→
δ
δ̟(x)
→
δ
δφ(x)
)
(2.24)
and
exp
{
ih¯
2
↔
P
}
=
∑
l=0
1
l!
( ih¯
2
)l ∫
dx1 . . . dxlω
i1j1 . . . ωiljl
←
δl
δZi1(x1) . . . δZil(xl)
→
δl
δZj1(x1) . . . δZjl(xl)
,
(2.25)
where i1, . . . , j1, . . . = 1, 2, (Z
1, Z2) := (φ,̟), (ωij) :=
(
0 1
−1 0
)
and the overarrow
indicates direction of action of the corresponding operator.
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2.3. The Wigner Functional
Finally we are going to define the Wigner functional. Let ρˆ be the density operator
of a quantum state. The functional ρ[φ,̟] corresponding to ρˆ reads (see (2.13))
ρ[φ,̟] = Tr
{
Ωˆ[φ,̟]ρˆ
}
=
∫
Dξexp
{
− i
h¯
∫
dxξ(x)̟(x)
}
〈φ+ ξ
2
|ρˆ|φ− ξ
2
〉. (2.26)
Then in analogy to quantum mechanics24,25,26 the Wigner functional ρ
W
[φ,̟] corre-
sponding to the state ρˆ is defined by
ρ
W
[φ,̟] :=
∫
D( ξ
2πh¯
)exp
{
− i
h¯
∫
dxξ(x)̟(x)
}
〈φ+ ξ
2
|ρˆ|φ− ξ
2
〉. (2.27)
For ρˆ = |Ψ〉〈Ψ| (2.27) gives
ρ
W
[φ,̟] =
∫
D( ξ
2πh¯
)exp
{
− i
h¯
∫
dxξ(x)̟(x)
}
Ψ∗[φ− ξ
2
]Ψ[φ+
ξ
2
] (2.28)
according to Ref. 12.
[Important Remark: It must be noted that many, perhaps most, of our formulas are de-
fined only formally. This resembles the case of the path integral theory. We expect that
further development of the formalism presented in this paper will provide us with better
mathematical frame.]
3. Free Scalar Field
In this section we deal with free real scalar field of the action27−30
S[φ] =
∫
dxdtL(φ(x, t), ∂µφ(x, t)) = −1
2
∫
dxdt(∂µφ∂µφ−m2φ2), (3.1)
where µ = 1, . . . , 4 (we put c = 1). The conjugate field momentum is ̟(x, t) = ∂L
∂(∂φ˙)
=
φ˙(x, t), where φ˙ ≡ ∂φ∂t . Then the Hamiltonian reads
7
H[φ,̟] =
1
2
∫
dx
(
̟(x, t)2 + (∇φ(x, t))2 +m2φ(x, t)2
)
. (3.2)
The field φ(x, t) satisfies the Klein-Gordon equation (∂µ∂
µ−m2)φ(x, t) = 0. For φ(x, t)
and ̟(x, t) we have the usual Poisson brackets
{φ(x, t), ̟(y, t)}= δ(x− y),
{φ(x, t), φ(y, t)} = 0 = {̟(x, t), ̟(y, t)}. (3.3)
Consider the standard expansion of φ and ̟
φ(x, t) =
1
(2π)3/2
∫
dk
(
h¯
2ω(k)
)1/2(
a(k, t)exp{ikx}+ a∗(k, t)exp{−ikx}
)
,
̟(x, t) = φ˙(x, t) =
1
(2π)3/2
∫
dk i
(
ω(k)h¯
2
)1/2(
a∗(k, t)exp{−ikx} − a(k, t)exp{ikx}
)
,
(3.4)
where ω(k) =
√
k2 +m2, a(k, t) = a(k)exp
{− iω(k)t} and kx ≡ kjxj , j = 1, 2, 3.
From (3.4) we get
a(k, t) =
1
(2π)3/2(2ω(k)h¯)1/2
∫
dx exp
{− ikx}(ω(k)φ(x, t) + i̟(x, t)). (3.5)
One can easily check that (3.3) and (3.5) give
{a(k, t), a∗(k′, t)} = − i
h¯
δ(k − k′),
{a(k, t), a(k′, t)} = 0 = {a∗(k, t), a∗(k′, t)}. (3.6)
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3.1. Canonical Transformation
Then we introduce new canonical field variables31,32
Q(k, t) :=
( h¯
2ω(k)
)1/2(
a(k, t) + a∗(k, t)
)
, P (k, t) := i
( h¯ω(k)
2
)1/2(
a∗(k, t)− a(k, t)
)
.
(3.7)
Hence
a(k, t) =
(ω(k)
2h¯
)1/2(
Q(k, t) +
i
ω(k)
P (k, t)
)
. (3.8)
From (3.6) and (3.7) one has
{Q(k, t), P (k′, t)} = δ(k − k′),
{Q(k, t), Q(k′, t)} = 0 = {P (k, t), P (k′, t)}. (3.9)
Inserting (3.5) into (3.7) we obtain
Q(k, t) =
1
(2π)3/2ω(k)
∫
dx
(
̟(x, t)sin(kx) + ω(k)φ(x, t)cos(kx)
)
,
P (k, t) =
1
(2π)3/2
∫
dx
(
̟(x, t)cos(kx)− ω(k)φ(x, t)sin(kx)
)
. (3.10)
Then the inverse transformation reads
φ(x, t) =
1
(2π)3/2
∫
dk
(
Q(k, t)cos(kx)− P (k, t)
ω(k)
sin(kx)
)
,
̟(x, t) =
1
(2π)3/2
∫
dk
(
ω(k)Q(k, t)sin(kx) + P (k, t)cos(kx)
)
. (3.11)
We now consider the field at the instant t = 0. From (3.9) it follows that (3.10) defines
a linear canonical transformation. Consequently the measure DφD̟ = DQDP and all the
formalism given before can be easily expressed in terms of new variables Q and P .
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3.2. The Stratonovich-Weyl Quantizer
Eqs. (2.8) and (2.9) can be rewritten in the following form
Fˆ =
∫
DQD( P
2πh¯
)F [φ[Q,P ], ̟[Q,P ]]Ωˆ[φ[Q,P ], ̟[Q,P ]] (3.12)
and
Ωˆ[φ[Q,P ], ̟[Q,P ]] =
∫
D( h¯λ
2π
)Dµexp
{
− i
∫
dk
(
λ(k)Q(k) + µ(k)P (k)
)}
exp
{
i
∫
dk
(
λ(k)Qˆ(k) + µ(k)Pˆ (k)
)}
(3.13)
with Qˆ and Pˆ the field operators and corresponding states |Q〉 and |P 〉 satisfying the rela-
tions: Qˆ(k)|Q〉 = Q(k)|Q〉, Pˆ (k)|P 〉 = P (k)|P 〉, ∫ DQ|Q〉〈Q| = 1ˆ and ∫ D( P2πh¯)|P 〉〈P | = 1ˆ.
Further on we denote the Stratonovich-Weyl quantizer Ωˆ[φ[Q,P ], ̟[Q,P ]] simply by
Ωˆ[Q,P ]. Then
Ωˆ[Q,P ] =
∫
D( η
2πh¯
)exp
{
− i
h¯
∫
dkη(k)Q(k)
}
|P + η
2
〉〈P − η
2
|
=
∫
Dξexp
{
− i
h¯
∫
dkξ(k)P (k)
}
|Q− ξ
2
〉〈Q+ ξ
2
|. (3.14)
It is evident how to write the Grossmann operator within the (Q,P ) formalism, so we
do not consider this here.
3.3. Star Product and Wigner Functional
One easily shows that the Moyal ∗-product can be now expressed by
(
F1 ∗ F2
)
[Q,P ] = F1[Q,P ]exp
{
ih¯
2
↔
P
}
F2[Q,P ],
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↔
P :=
∫
dk
( ←
δ
δQ(k)
→
δ
δP (k)
−
←
δ
δP (k)
→
δ
δQ(k)
)
. (3.15)
Finally, the Wigner functional in the (Q,P ) formalism is given by
ρ
W
[Q,P ] =
∫
D( ξ
2πh¯
)exp
{
− i
h¯
∫
dkξ(k)P (k)
}
〈Q+ ξ
2
|ρˆ|Q− ξ
2
〉, (3.16)
where ρ
W
[Q,P ] means ρ
W
[φ[Q,P ], ̟[Q,P ]]. Then for ρˆ = |Ψ〉〈Ψ| one has
ρ
W
[Q,P ] =
∫
D( ξ
2πh¯
)exp
{
− i
h¯
∫
dkξ(k)P (k)
}
Ψ∗[Q− ξ
2
]Ψ[Q+
ξ
2
]. (3.17)
Now we are going to find the Wigner functional for the ground state |Ψ0〉. From the
very definition of |Ψ0〉
aˆ(k)|Ψ0〉 = 0. (3.18)
Substituting (3.8) and using the Q representation we get the functional equation
(
Q(k) +
h¯
ω(k)
δ
δQ(k)
)
Ψ0[Q] = 0. (3.19)
Hence
Ψ0[Q] ∝ exp
{
− 1
2h¯
∫
dkω(k)Q2(k)
}
. (3.20)
Finally, inserting (3.20) into (3.17) and performing some straightforward calculations
one finds the Wigner functional ρ
W0
of the ground state to be
ρ
W0
[Q,P ] ∝ exp
{
− 1
h¯
∫
dk
ω(k)
(
P 2(k) + ω2(k)Q2(k)
)}
. (3.21)
Employing (3.10) we obtain the Wigner functional of the ground state in terms of
(φ,̟)
11
ρ
W0
[φ,̟] ∝ exp
{
− 1
h¯
∫
dx
(
φ(x)(
√
−∇2x +m2)φ(x)
)
+
(
̟(x)(
√
−∇2x +m2)−1̟(x)
)}
(3.22)
according to Ref. 12.
Comparing the Wigner functional (3.21) with the harmonic oscillator Wigner function
given in Refs. 26, 33 and 34 we conclude that the former one represents the Wigner function
of infinite number of harmonic oscillators. It’s nothing strange as the variables Q and P
are the field theoretical analogs of normal coordinates and their conjugate momenta.
3.4. Oscillator Variables and Ordering
Now one can easily find the Wigner functionals corresponding to higher states. Let
| . . . k′ . . . k′′ . . . k(n) . . .〉 = . . . aˆ†(k′) . . . aˆ†(k′′) . . . aˆ†(k(n)) . . . |Ψ0〉 be the higher quantum
state of the scalar field. The density operator ρˆ reads
ρˆ(...k′...k′′...k(n)...) ∝ . . . aˆ
†
(k′) . . . aˆ
†
(k′′) . . . aˆ
†
(k(n)) . . . |Ψ0〉〈Ψ0| . . . aˆ(k(n)) . . . aˆ(k′′) . . . aˆ(k′) . . .
(3.23)
with aˆ(k) and aˆ
†
(k) being the annihilation and creation operators, respectively. Hence the
corresponding Wigner functional is
ρ
W (...k′...k′′...k(n)...)
[a, a∗] ∝ . . .∗a∗(k′)∗ . . .∗a∗(k′′)∗ . . .∗a∗(kn)∗ . . .∗ρ
W0
[a, a∗]∗ . . .∗a(kn)∗
. . . ∗ a(k′′) ∗ . . . ∗ a(k′) ∗ . . . , (3.24)
where by (3.7) and (3.21)
ρ
W0
[a, a∗] ∝ exp
{
− 2
∫
dka∗(k)a(k)
}
. (3.25)
The Moyal ∗-product operator in terms of a(k) and a∗(k) can be written as follows7
12
∗ = exp
{
ih¯
2
↔
P
}
= exp
{
1
2
∫
dk
( ←
δ
δa(k)
→
δ
δa∗(k)
−
←
δ
δa∗(k)
→
δ
δa(k)
)}
. (3.26)
Consequently, any ∗-product of a∗’s or a’s can be rewritten as usual product of func-
tions and the Wigner functional (3.24) is given by (compare with Ref. 33)
ρ
W(...k′...k′′...k(n)...)
[a, a∗]
∝ . . . a∗(k′) . . . a∗(k′′) . . . a∗(k(n)) . . .∗ρ
W0
[a, a∗]∗ . . . a(k(n)) . . . a(k′′) . . . a(k′) . . . . (3.27)
An interesting question arises if we are able to define the normal ordering within
deformation quantization formalism for field theory. Indeed it can be easily done by a
suitable generalization of the results by Agarwal and Wolf35 (see also Ref. 26). Let
F [Q,P ] be a functional over Z. Define the functional FN [Q,P ] as follows
FN [Q,P ] := NˆF [Q,P ],
where
Nˆ := exp
{
− h¯
4
∫
dk
(
ω(k)
δ2
δP 2(k)
+
1
ω(k)
δ2
δQ2(k)
)}
= exp
{
− 1
2
∫
dk
δ2
δa(k)δa∗(k)
}
.
(3.28)
This formula was first obtained by Dito7.
Then the Weyl image of FN [Q,P ] gives the normal ordering of the Weyl image of
F [Q,P ]
:W [F [Q,P ]] :
df
=W [FN [Q,P ]]
df
= WN (F [Q,P ]) (3.29)
It is worthwhile to note some interesting property of normal ordering
W−1N
(
: (: Fˆ1 :)(: Fˆ2 :) :
)
=W−1
(
(: Fˆ1 :)(: Fˆ2 :)
)
=
(
NˆW−1(Fˆ1)
)
∗
(
NˆW−1(Fˆ2)
)
.
(3.30)
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Example: The Hamiltonian
From (3.2) and (3.4) we have
H[a, a∗] =
∫
dkh¯ω(k)a∗(k)a(k). (3.31)
Then
HN [a, a
∗] =
∫
dkh¯ω(k)a∗(k)a(k)− 1
2
∫
dkh¯ω(k)δ(0), (3.32)
and by the quantum version of Eq. (3.6) we get
: Hˆ : =W
(
HN [a, a
∗]
)
=
1
2
∫
dkh¯ω(k)
(
aˆ
†
(k)aˆ(k) + aˆ(k)aˆ
†
(k)
)
− 1
2
∫
dkh¯ω(k)δ(0)
=
∫
dkh¯ω(k)aˆ
†
(k)aˆ(k) +
1
2
∫
dkh¯ω(k)δ(0)− 1
2
∫
dkh¯ω(k)δ(0)
=
∫
dkh¯ω(k)aˆ
†
(k)aˆ(k), (3.33)
where δ(0) means here the Dirac delta in three dimensions.
The eigenvalue Schro¨dinger equation reads
HN ∗ ρW = EρW . (3.34)
One immediately finds that the vacuum energy is zero i.e.,
HN ∗ ρW0 = 0 (3.35)
as it should be.
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3.5. Time Evolution
Finally we consider the time evolution of Wigner functional. The von Neumann-
Liouville equation reads
∂ρ
W
[a, a∗; t]
∂t
= {NˆH[a, a∗], ρ
W
[a, a∗; t]}M, (3.36)
where {·, ·}M stands for the Moyal bracket
{F1, F2}M = 1
ih¯
(
F1 ∗ F2 − F2 ∗ F1
)
= F1
2
h¯
sin
( h¯
2
↔
P )F2. (3.37)
For the Hamiltonian given by (3.31), the Moyal bracket in (3.36) reduces to the Poisson
bracket. So we have
∂ρ
W
[a, a∗; t]
∂t
= {NˆH[a, a∗], ρ
W
[a, a∗; t]}. (3.38)
This result within the (φ,̟)-formalism has been found previously by Curtright and
Zachos12.
4. Free Electromagnetic Field
In this section we consider deformation quantization for free electromagnetic field.
This case seems to be very interesting as it is the simplest example of a field theory with
constraints. (For details see Refs. 27-31).
We choose the temporal gauge where the fourth (temporal) component of the gauge
potential A4 = 0. The canonical components are the potential A = (A1, A2, A3) and its
conjugate momentum ̟ = A˙ = −E = −(E1, E2, E3) with E being the electric field27−31.
Fields A and E satisfy usual relations
{Ai(x, t), Ej(y, t)} = −δijδ(x− y),
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{Ai(x, t), Aj(y, t)} = 0 = {Ei(x, t), Ej(y, t)}, i, j = 1, 2, 3. (4.1)
The standard expansion of the field variables at t = 0 reads
Aj(x) =
1
(2π)3/2
∫
dk
(
h¯
2ω(k)
)1/2(
aj(k)exp
(
ikx
)
+ a∗j (k)exp
(− ikx)),
Ej(x) =
1
(2π)3/2
∫
dk i
(
h¯ω(k)
2
)1/2(
aj(k)exp
(
ikx
)− a∗j (k)exp(− ikx)
)
, (4.2)
where ω(k) = |k|.
From Eq. (4.2) one gets
aj(k) =
1
(2π)3/2(2h¯ω(k))1/2
∫
dx exp
{− ikx}(ω(k)Aj(x)− iEj(x)
)
. (4.3)
Then by Eqs. (4.1) and (4.2) we have
{ai(k), a∗j(k′)} = −
i
h¯
δijδ(k − k′),
{ai(k), aj(k′)} = 0 = {a∗i (k), a∗j(k′)}. (4.4)
Similarly as in the previous section one can introduce new coordinates Q and their
conjugate P momenta31,32
Qj(k) :=
( h¯
2ω(k)
)1/2(
a∗j (k) + aj(k)
)
,
Pj(k) := i
( h¯ω(k)
2
)1/2(
a∗j (k)− aj(k)
)
,
{Qi(k), Pj(k′)} = δijδ(k − k′),
{Qi(k), Qj(k′)} = 0 = {Pi(k), Pj(k′)}. (4.5)
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Comparing (4.1) with (4.5) we can observe that the transformation between coor-
diantes (A,−E) and (Q,P ) is a canonical one.
Then one gets
Qj(k) =
1
(2π)3/2ω(k)
∫
dx
(
ω(k)Aj(x)cos(kx)− Ej(x)sin(kx)
)
,
Pj(k) = − 1
(2π)3/2
∫
dx
(
ω(k)Aj(x)sin(kx) +Ej(x)cos(kx)
)
(4.6)
and
Aj(x) =
1
(2π)3/2
∫
dk
(
Qj(k)cos(kx)− Pj(k)
ω(k)
sin(kx)
)
,
Ej(x) = − 1
(2π)3/2
∫
dk
(
ω(k)Qj(k)sin(kx) + Pj(k)cos(kx)
)
. (4.7)
In the standard way we can now split the field objects into their transverse (T ) and
longitudinal (L) components. To this end we write aj in the following form
aj(k) = hjl(k)al(k) +
kjkl
|k|2 al(k), (4.8)
where hjl(k) is the projector on the space perpendicular to k i.e., hjl = δjl − kjkl|k|2 . Intro-
ducing two polarization vectors e1(k) and e2(k) such that
eαi (k)e
α′
i (k) = δαα′ , kie
α
i (k) = 0, α, α
′ = 1, 2 (4.9)
one can write
eαi (k)aTα(k) := hij(k)aj(k)⇒ aTα(k) = eαj (k)aj(k) (4.10)
Defining also aL(k) :=
kj
|k|aj(k) we have
ai(k) = e
α
i (k)aTα(k) +
ki
|k|aL(k). (4.11)
One quickly shows that
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{aTα(k), a∗Tα′(k′)} = −
i
h¯
δαα′δ(k − k′), {aL(k), a∗L(k′)} = −
i
h¯
δ(k − k′), (4.12)
with all the remaining Poisson brackets being zero. Substituting (4.11) and (4.12) into
(4.5) we obtain the expressions for the T and L-components of Q and P . Then inserting
(4.11) into (4.2) one gets
Aj(x) =
1
(2π)3/2
∫
dk
(
h¯
2ω(k)
)1/2{
eαj (k)
(
aTα(k)exp
(
ikx
)
+ a∗Tα(k)exp
(− ikx))
+
kj
|k|
(
aL(k)− a∗L(−k)
)
exp
(
ikx
)}
,
Ej(x) =
1
(2π)3/2
∫
dk i
(
h¯ω(k)
2
)1/2{
eαj (k)[aTα(k)exp
(
ikx
)− a∗Tα(k)exp(− ikx)
)
+
kj
|k|
(
aL(k) + a
∗
L(−k)
)
exp
(
ikx
)}
. (4.13)
Then the Hamiltonian of the electromagnetic field reads
H =
1
2
∫
dx
(
E2(x) + (∇× A(x))2
)
=
∫
dkh¯ω(k)a∗Tα(k)aTα(k) +
1
4
∫
dkh¯ω(k)(aL(k) + a
∗
L(−k))∗(aL(k) + a∗L(−k))
=
1
2
∫
dk
(
P 2T (k)+ω
2(k)Q2T (k)
)
+
1
8
∫
dk
(
(PL(k)−PL(−k))2+ω2(k)(QL(k)+QL(−k))2
)
.
(4.14)
Given H we can solve the Hamiltonian equations for Qj(k, t) and Pj(k, t). Simple
calculations show that for the transversal part we obtain
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QTα(k, t) = QTα(k) cos(ω(k)t) +
PTα(k)
ω(k)
sin(ω(k)t),
PTα(k, t) = −ω(k)QTα(k) sin(ω(k)t) + PTα(k) cos(ω(k)t). (4.15)
While the solutions for the longitudinal part are
QL(k, t) = QL(k) +
1
2
(
PL(k)− PL(−k)
)
t
PL(k, t) = PL(k)− 1
2
ω2(k)
(
QL(k) +QL(−k)
)
t. (4.16)
Consequently time evolution of Aj and Ej is given by
Aj(x, t) =
1
(2π)3/2
∫
dk
{(
QTα(k, t) cos(kx)− PTα(k, t)
ω(k)
sin(kx)
)
eαj (k)
+
kj
ω(k)
((
QL(k) + PL(k)t
)
cos(kx) +
(
ω(k)QL(k)t− PL(k)
ω(k)
)
sin(kx)
)}
Ej(x, t) = −∂tAj(x, t) = − 1
(2π)3/2
∫
dk
{
ω(k)QTα(k, t) sin(kx)+PTα(k, t) cos(kx)
)
eαj (k)
− 1
(2π)3/2
∫
dk
kj
ω(k)
(
PL(k) cos(kx) + ω(k)QL(k) sin(kx)
}
. (4.17)
Now the constraint (the Gauss equation)
∂jEj(x) = 0, (4.18)
is equivalent to the following constraint
aL(k) + a
∗
L(−k) = 0⇐⇒ QL(k) +QL(−k) + i
(PL(k)− PL(−k)
ω(k)
)
= 0, (4.19)
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which is equivalent to the conditions
QL(k) +QL(−k) = 0, PL(k)− PL(−k) = 0. (4.20)
Note that the gauge transformation Aj(x, t) → Aj(x, t) + ∂jΛ(x) produces the ad-
ditional longitudinal term in Aj of the form
∫
dkkji
(
b(k) + b∗(−k)
)
exp{ikx} which of
course doesn’t change Ej(x, t), ∇× A(x, t), H, etc.
4.1. The Stratonovich-Weyl Quantizer for the Electromagnetic Field
Consider now the Weyl quantization of electromagnetic field. To this end we deal
with the fields at the moment t = 0. From the previous section one can conclude that
it is very useful to employ (P,Q) or a-formalisms. Let F = F [Q,P ] be a functional on
electromagnetic field phase space ZE . Then according to the Weyl rule we assigne to the
functional F the following operator Fˆ
Fˆ = W (F [Q,P ]) :=
∫
DQD( P
2πh¯
)F [Q,P ]Ωˆ[Q,P ] (4.21)
with the Stratonovich-Weyl quantizer defined similarly as before
Ωˆ[Q,P ] =
∫
D( h¯λ
2π
)Dµexp
{
− i
∫
dk
(
λ(k)Q(k) + µ(k)P (k)
)}
exp
{
i
∫
dk
(
λ(k)Qˆ(k) + µ(k)Pˆ (k)
)}
, (4.22)
where λ(k)Q(k) := λTα(k)QTα(k)+λL(k)QL(k), etc. and all measures used in the integrals
contain the longitudinal (DQL) and the transverse (DQT ) components and Qˆ(k) and Pˆ (k)
are field operators
Qˆ(k)|Q〉 = Q(k)|Q〉, Pˆ (k)|P 〉 = P (k)|P 〉,
Qˆ(k) =
(
QˆT (k), QˆL(k)
)
, Pˆ (k) =
(
PˆT (k), PˆL(k)
)
, |Q〉 = |QT 〉⊗ |QL〉, |P 〉 = |PT 〉 ⊗ |PL〉,
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∫
DQ|Q〉〈Q| = 1ˆ and
∫
D( P
2πh¯
)|P 〉〈P | = 1ˆ. (4.23)
The commutation relations for Qˆ and Pˆ operators read
[QˆTα(k), PˆTα′(k
′)] = ih¯δαα′δ(k − k′), [QˆL(k), PˆL(k′)] = ih¯δ(k − k′) (4.24)
and all remaining commutators are zero.
Then by (4.5) the relation between Qˆ and Pˆ operators and the annihilation and
creation operators aˆ and aˆ
†
is
QˆT,L(k) :=
( h¯
2ω(k)
)1/2(
aˆ
†
T,L(k) + aˆT,L(k)
)
,
PˆT,L(k) := i
( h¯ω(k)
2
)1/2(
aˆ
†
T,L(k)− aˆT,L(k)
)
. (4.25)
We have the usual commutation relations
[aˆTα(k), aˆ
†
Tα′(k
′)] = δαα′δ(k − k′), [aˆL(k), aˆ†L(k′)] = δ(k − k′) (4.26)
with all remaining commutators being zero.
The Stratonovich-Weyl quantizer (4.22) can be rewritten as before in the form of
(3.14) and it has the standard properties analogous to (2.10), (2.11) and (2.12).
4.2. The Star Product
From (4.21) we get
F [Q,P ] =W−1(Fˆ ) = Tr
{
Ωˆ[Q,P ]Fˆ
}
. (4.27)
The Moyal ∗-product in the case of electromagnetic field theory can be defined in a
similar way as for the scalar field. Let F1[Q,P ] and F2[Q,P ] the functionals on ZE and
let Fˆ1 and Fˆ2 be their corresponding operators. Then the analogous calculations as in Sec.
2 lead to the result
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(
F1 ∗ F2
)
[Q,P ] = F1[Q,P ]exp
(
ih¯
2
↔
P
)
F2[Q,P ],
↔
P :=
∫
dk
( ←
δ
δQ(k)
→
δ
δP (k)
−
←
δ
δP (k)
→
δ
δQ(k)
)
=
∫
dk
( ←
δ
δQT (k)
→
δ
δPT (k)
−
←
δ
δPT (k)
→
δ
δQT (k)
)
+
∫
dk
( ←
δ
δQL(k)
→
δ
δPL(k)
−
←
δ
δPL(k)
→
δ
δQL(k)
)
= − i
h¯
{∫
dk
( ←
δ
δaT (k)
→
δ
δa∗T (k)
−
←
δ
δa∗T (k)
→
δ
δaT (k)
)
+
∫
dk
( ←
δ
δaL(k)
→
δ
δa∗L(k)
−
←
δ
δa∗L(k)
→
δ
δaL(k)
)
.
(4.28)
4.3. The Wigner Functional for the Electromagnetic Field
Now we are in a position to consider the quantum version of the Gauss law (4.18).
It is well known (see for example Ref. 29) that the operator equation ∂jEˆj(x) = 0 is
inconsistent with commutation relations (4.1) or (4.4). To avoid this inconsistency one
imposes the weaker constraint on the “physical states”
∂jEˆj(x)|Ψphys〉 = 0. (4.29)
which is equivalent to
(
aˆL(k) + aˆ
†
L(−k)
)
|Ψphys〉 = 0 (4.30)
or in terms of QˆL and PˆL
(
QˆL(k) + QˆL(−k)
)
|Ψphys〉 = 0 and
(
PˆL(k)− PˆL(−k)
)
|Ψphys〉 = 0. (4.31)
The Wigner functional in the case of electromagnetic field is defined similarly as for
the scalar field. Let ρˆphys be the density operator of a physical quantum state of the
electromagnetic field. Then the Wigner functional corresponding to this state is given by
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ρ
W
[Q,P ] =
∫
D( ξ
2πh¯
)exp
{
− i
h¯
∫
dkξ(k)P (k)
}
〈Q+ ξ
2
|ρˆphys|Q− ξ
2
〉 ∝ Tr
{
Ωˆ[Q,P ]ρˆphys
}
.
(4.32)
When ρˆphys = |Ψphys〉〈Ψphys| then Eq. (4.32) gives
ρ
W
[Q,P ] =
∫
D( ξ
2πh¯
)exp
{
− i
h¯
∫
dkξ(k)P (k)
}
Ψphys∗[Q− ξ
2
]Ψphys[Q+
ξ
2
]. (4.33)
In deformation quantization formalism Eqs. (4.30) or (4.31) read
(
aL(k) + a
∗
L(−k)
)
∗ ρ
W
[a, a∗] = 0 (4.34)
or(
QL(k) +QL(−k)
)
∗ ρ
W
[Q,P ] = 0 and
(
PL(k)− PL(−k)
)
∗ ρ
W
[Q,P ] = 0, (4.35)
respectively. Using (4.28) one gets
{
QL(k) +QL(−k) + ih¯
2
(
δ
δPL(k)
+
δ
δPL(−k)
)}
ρ
W
[Q,P ] = 0,
{
PL(k)− PL(−k)− ih¯
2
(
δ
δQL(k)
− δ
δQL(−k)
)}
ρ
W
[Q,P ] = 0. (4.36)
Employing the fact that the Wigner functional is real we obtain four equations
(
QL(k) +QL(−k)
)
ρ
W
[Q,P ] = 0,
(
PL(k)− PL(−k)
)
ρ
W
[Q,P ] = 0
(
δ
δQL(k)
− δ
δQL(−k)
)
ρ
W
[Q,P ] = 0,
(
δ
δPL(k)
+
δ
δPL(−k)
)
ρ
W
[Q,P ] = 0. (4.37)
The general solution of these equations is given by
ρ
W
[Q,P ] = ρT
W
[QT , PT ]δ[QL(k) +QL(−k)]δ[PL(k)− PL(−k)]. (4.38)
Comparing this result with the formula for classical constraints (4.20) one observs that the
Wigner functional ρ
W
vanishes on the points of phase space ZE which don’t satisfy these
constraints. (Compare with Ref. 10).
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Example: The Ground State
The Wigner functional ρ
W0
of the ground state is defined by
(
aL(k) + aˆ
∗
L(−k)
)
∗ ρ
W0
= 0
aT (k) ∗ ρW0 = 0. (4.39)
By Eq. (4.38) we are led to the equation
aT (k) ∗ ρTW0 = 0. (4.40)
Employing (4.28) we have
aTρ
T
W0
+
1
2
δρT
W0
δa∗T (k)
= 0. (4.41)
Thus the ground state is given by
ρT
W0
= Cexp
(
− 2
∫
dk a∗T (k)aT (k)
)
, C > 0. (4.42)
Hence the Wigner functional (4.38) for the ground state reads
ρ
W0
[Q,P ] = Cexp
{
− 1
h¯
∫
dk
ω(k)
(
P 2T (k)+ω
2(k)Q2T (k)
)}
δ[QL(k)+QL(−k)]δ[PL(k)−PL(−k)].
(4.43)
Similarly as in the case of scalar field we can find the Wigner functional for any higher
state. To this end one must change in the formula (3.27) a∗ and a by a∗Tα and aTα.
Let Oˆ be a gauge invariant quantum observable and let ρˆphys be the density operator
of the physical state. The action of Oˆ on ρˆphys is equivalent to the action of transversal part
OˆT of Oˆ on ρˆphys. Let OT [QT , PT ] be the functional corresponding to OˆT , OT [QT , PT ] =
W−1
(OˆT ). Then for the expected value 〈Oˆ〉 one gets
〈Oˆ〉 = Tr{Oˆρˆ
phys}
Tr{ρˆphys}
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=∫ DQTD( PT2πh¯)OT [QT , PT ]ρTW [QT , PT ]∫ DQTD( PT2πh¯)ρTW [QT , PT ] . (4.44)
4.4. Ordering
Finally we can also define the normal ordering of field operators within deformation
quantization formalism. It can be done, as before, with the use of the operator NˆT acting
in the phase space ZE
NˆT := exp
{
− h¯
4
∫
dk
(
ω(k)
δ2
δP 2T (k)
+
1
ω(k)
δ2
δQ2T (k)
)}
= exp
{
− 1
2
∫
dk
δ2
δaT (k)δa
∗
T (k)
}
. (4.45)
Let O[Q,P ] be any gauge invariant functional on ZE and Oˆ its Weyl image Oˆ =
W
(O[P,Q]). Then, as before
: Oˆ : df=W
(
NˆTO[Q,P ]
)
. (4.46)
Having done all that one can easily formulate the deformation quantization of electro-
magnetic field in the Coulomb gauge: A4 = 0 and ∂jAj = 0. Here
29 {Ai(x, t), Ej(y, t)} =
−δijδT (x−y), where δT stands for the transversal δ-function. Consequently, from the very
begining A = (A1, A2, A3) and −E = −(E1, E2, E3) are no longer independent canonical
variables. However, QTα and PTα are such variables. Moreover, the constraint ∂jEj(x) = 0
is automatically satisfied. Therefore results obtained for the temporal gauge can be quickly
carry over to the Coulomb gauge by omitting the longitudinal parts in all formulas of tem-
poral gauge.
5. Topological Effects (Casimir Effect) in Deformation Quantization
In this section we are going to compute the vacuum expectation value of the energy
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of a real scalar field on the cylinder and on the Mo¨bius strip (twisted scalar field) within
the deformation quantization formalism.
5.1. Scalar Field on the Cylinder
Consider a cylinder S1 × R representing a two dimensional space time. Here S1 is
the spatial part and R is the temporal part. Local coordinates are as usual (x, t). S1
has circumference L, then k is quantized as k = 2π
L
n with n ∈ Z and the frequency is
given by ω(k) =
√
k2 +m2 =
√
4π2
L2 n
2 +m2. The Hamiltonian operator can be seen as
the zero-zero component of the energy-momentum tensor
Tˆ00 =
1
2
(
(∂tφˆ)
2 + (∂xφˆ)
2 +m2φˆ2
)
. (5.1)
Now we would like to compute the vacuum expectation value 〈Tˆ00〉(L). In order to
do this computation we will use the point splitting method35,36 and we write
〈Tˆ00〉(L) = lim
t→t′
lim
x→x′
{
〈0L|1
2
(
∂t∂t′ + ∂x∂x′ +m
2
)
φˆ(x, t)φˆ(x′, t′)|0L〉
−〈0∞|1
2
(
∂t∂t′ + ∂x∂x′ +m
2
)
φˆ(x, t)φˆ(x′, t′)|0∞〉
}
, (5.2)
where |OL〉 and |O∞〉 are the vacuum states for the two dimensional cylindrical and
Minkowski space times, respectively.
From the fact that the second term of the right-hand side of the above equation is
independent of L we can rewrite it as follows
〈Tˆ00〉(L) :=
∫
dL lim
t→t′
lim
x→x′
{
1
2
(
∂t∂t′ + ∂x∂x′ +m
2
)
∂
∂L
〈0L|φˆ(x, t)φˆ(x′, t′)|0L〉
}
(5.3)
where the integration constant is defined by the condition 〈Tˆ00〉(∞) = 0.
Thus to compute of 〈Tˆ00〉(L) it is necessary first to compute the quantity 〈0L|φˆ(x, t)
φˆ(x′, t′)|0L〉. In terms of deformation quantization we have (compare with (4.44))
〈0L|φˆ(x, t)φˆ(x′, t′)|0L〉 =
∫ DQD( P
2πh¯
)φ(x, t) ∗ φ(x′, t′)ρLW0 [Q,P ]∫ DQD( P2πh¯)ρLWO [Q,P ] , (5.4)
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where ρLW0 [Q,P ] is the Wigner functional of the ground state (see (3.21))
ρLW0 ∝ exp
{
− 1
h¯
∑
k
1
ω(k)
(
P 2(k) + ω2(k)Q2(k)
)}
(5.5)
and (see (3.11))
φ(x, t) =
1√
L
∑
k
(
Q(k) cos
(
kx− ω(k)t)− 1
ω(k)
P (k) sin
(
kx− ω(k)t)). (5.6)
After straightforward calculations we get
〈0L|φˆ(x, t)φˆ(x′, t′)|0L〉 = h¯
2L
∑
k
exp
{
i
(
k(x− x′)− ω(k)(t− t′))}
ω(k)
. (5.7)
Substituting (5.7) into (5.3) and using some considerations given by Kay37 one finds
〈Tˆ00〉(L) =
∫
dL
{
−mh¯
2L2
+2πh¯ lim
σ→0
∂L
[
1
L2
(
S(a)+O(z)−1
4
( 1
sin2(z/2)
)−a2
2
ln
(
2 sin(z/2)
))]}
(5.8)
where z = 2π
L
σ, a = mL
2π
and
S(a) =
∞∑
n=1
(√
n2 + a2 − n− a
2
2n
)
,
O(z) =
∑
n=1
(√
n2 + a2 − n− a
2
2n
)(
cos(nz)− 1
)
. (5.9)
Hence
〈Tˆ00〉(L) = 2πh¯
[
− 1
12L2
+
m
4πL
+
S(a)
L2
+
m2
8π2
ln(mL)
]
+D, (5.10)
whereD is the integration constant which can be computed by the condition limL→∞〈Tˆ00〉(L) =
0. Thus
D = −2πh¯ lim
L→∞
(
S(a)
L2
+
m2
8π2
ln(mL)
)
= −m
2h¯
2π
lim
a→∞
(
1
a2
F(a2)
)
− m
2h¯
4π
ln(2π)
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F(a2) =
∞∑
n=1
(√
n2 + a2 − n− a
2
2n
)
+
a2
4
lna2. (5.11)
Employing the relation involving the K0 Bessel function
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∞∑
n=1
K0(nx) =
1
2
(C+ ln
x
4π
) +
π
2x
+ π
∞∑
l=1
(
1√
x2 + 4π2l2
− 1
2πl
)
, (5.12)
where C is Euler’s constant and setting x = 2πa we find the following relation
∂F(a2)
∂a2
=
∞∑
n=1
K0(2πna)− 1
2
C+
1
2
ln 2− 1
4a
+
1
4
. (5.13)
Integrating (5.13) with respect to da2 and dividing the result by a2 one finally gets
lim
a→∞
1
a2
F(a2) = −1
2
(
C− ln 2− 1
2
)
. (5.14)
Substituting (5.14) into (5.11) we get the integration constant to be
D =
m2h¯
4π
(
C− 1
2
− ln 4π
)
. (5.15)
The formulas (5.10) with (5.15) give the final result which for standard quantum field
theory has been obtained by Kay37.
For the massless case (m = 0) we get37,38,40
lim
m→0
〈Tˆ00〉(L) = − πh¯
6L2
. (5.16)
5.2. Scalar Field on The Mo¨bius Strip
Here we deal with the case of scalar field on the Mo¨bius strip38,40. Now the quanti-
zation rule gives k =
2π(n+ 12 )
L . Analogous calculations as in the previous case lead to the
result
〈Tˆ00〉(L) = 2πh¯
∫
dL lim
σ→0
∂L
[
1
L2
(
S′(a)+O′(z)− 1
4
cos(z/2)
sin2(z/2)
+
a2
2
ln[cot(z/4)]
)]
, (5.17)
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where z = 2πL σ, a =
mL
2π and
S′(a) =
∞∑
n=1
(√
(n− 1
2
)2 + a2 − (n− 1
2
)− a
2
2(n− 1
2
)
)
,
O′(z) =
∞∑
n=1
(√
(n− 1
2
)2 + a2 − (n− 1
2
)− a
2
2(n− 12)
)(
cos[(n− 1
2
)z] − 1
)
. (5.18)
Hence
〈Tˆ00〉(L) = 2πh¯
[
S′(a)
L2
+
1
24L2
+
m2
8π2
ln(mL)
]
+D′. (5.19)
The integration constant can be computed from the condition limL→∞〈Tˆ00〉(L) = 0
and it yields
D′ = −2πh¯ lim
L→∞
(
S′(a)
L2
+
m2
8π2
ln(mL)
)
= −m
2h¯
2π
lim
a→∞
(
1
a2
F ′(a2)
)
− m
2h¯
4π
ln(2π),
F ′(a2) =
∞∑
n=1
(√
(n− 1
2
)2 + a2 − (n− 1
2
)− a
2
2(n− 1
2
)
)
+
a2
4
ln a2. (5.20)
Now using the following relation39
∞∑
n=1
(−1)nK0(nx) = 1
2
(C+ ln
x
4π
) +
∞∑
l=1
(
1√
(2l − 1)2 + ( x
π
)2
− 1
2l
)
(5.21)
and setting x = 2πa we find
∂F ′(a2)
∂a2
=
∞∑
n=1
(−1)nK0(2πna)− 1
2
C− 1
2
ln 2 +
1
4
. (5.22)
Integrating (5.22) with respect to da2 and dividing by a2 one obtains
lim
a→∞
1
a2
F ′(a2) = −1
2
(
C+ ln 2− 1
2
)
. (5.23)
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Substituting (5.23) into (5.20) we have
D′ =
m2h¯
4π
(
C− 1
2
− lnπ
)
. (5.24)
Finally, for the twisted scalar field one gets
〈Tˆ00〉(L) = 2πh¯
(
1
24L2
+
S′(mL2π )
L2
+
m2
8π2
ln(mL) +
m2
8π2
(
C− 1
2
− lnπ)). (5.25)
For m = 0 we recover the result found by Isham40 (see also Ref. 38)
〈Tˆ00〉(L) = h¯π
12L2
. (5.26)
5.3. New Normal Ordering
We end this section with some comments which will be developed in further work.
The results obtained suggest that it seems to be reasonable (and perhaps necessary) to
deal with new normal ordering Nˆ ′ when spaces of non-trivial topology are considered. In
the present case Nˆ ′ should satisfy the following condition
〈Hˆ ′〉(L) =
∫ DQD( P2πh¯)(Nˆ ′H)ρLW0 [Q,P ]∫ DQD( P2πh¯)ρLWO [Q,P ] (5.27)
where 〈Hˆ ′〉(L) is the vacuum energy. The simplest and natural assumption is (see (3.28))
Nˆ ′ = exp
(∑
k
(− 1
2
+ γ(k)
) ∂2
∂a(k)∂a∗(k)
)
. (5.28)
Inserting (5.28) into (5.27), employing the formulas (3.31) and (3.35) one gets the
condition on γ(k)
h¯
∑
k
γ(k)ω(k) = 〈Hˆ ′〉(L). (5.29)
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Thus, for example, in the case of the massless scalar field on cylindrical space time we
have (see (5.16))
∑
n6=0
|n|γ(2πn
L
) = − 1
12
. (5.30)
Of course, there is infinite number of solutions to (5.29) or (5.30).
Given Nˆ ′ one can define new star product ∗′ which is cohomologically equivalent to
the Moyal ∗-product
F1 ∗′ F2 = Nˆ ′−1
(
Nˆ ′F1 ∗ Nˆ ′F2
)
. (5.31)
The star product ∗′ gives a new quantization of classical field.
Consider now λφ4-field theory on the cylindrical space time. We have
H =
1
2
∫
dx[(̟)2 + (∂xφ)
2 +m2φ2 + λφ4]. (5.32)
To fulfill condition (5.27) in first order of perturbation theory we take now
Nˆ ′ = exp
{∑
k
((− 1
2
+ γ(k)
) ∂2
∂a(k)∂a∗(k)
+ ν(k)
∂4
∂a2(k)∂a∗2(k)
)}
. (5.33)
Straightforward calculations show that the condition (5.27) leads to the following
relations
∑
k
γ(k)
ω(k)
= 0,
∑
k
γ(k)
ω2(k)
= 0
h¯
∑
k
γ(k)ω(k) +
3h¯2λ
4L
∑
k
ν(k)
ω2(k)
= 〈Hˆ ′〉(L), (5.34)
where k = 2πnL and ω(k) =
√
( 2πnL )
2 +m2 with n ∈ Z. (〈Hˆ ′〉(L) for λφ4-field theory has
been found by Kay37).
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Further developing of non-linear field theory in terms of deformation quantization
formalism is a very difficult problem as in that case we must look for other cohomologi-
cally equivalent star products to avoid divergences (Dito8). We are going to consider this
question in a separate paper.
6. Final Remarks
In this paper we have generalized some aspects of deformation quantization to non-
interacting field theory. We were able to show that many well known results of deformation
quantization in quantum mechanics could be extended to the case of quantum field theory.
This was possible because a free field can be represented as an infinite number of indepen-
dent harmonic oscillators. One can apply the usual deformation quantization formalism to
each oscillator to obtain deformation quantization of the whole theory. Consequently it is
expected that phase space interpretation of quantum field theory can be also extended to
perturbative field theory. Some work in this direction has been done by Dito8, but many
problems remain to be investigated. For example the deformation quantization of σ-model
and Chern-Simons gauge theory, which have non-trivial phase spaces. Interesting is if Fe-
dosov’s approach4 can be applied in the later cases. We intend to devote a forthcoming
work to these questions.
Acknowledgements
This work was partially supported by CONACyT and CINVESTAV (Me´xico). One of
us (M.P.) is indebted to the staff of Departamento de F´ısica, CINVESTAV, Me´xico D.F.,
for warm hospitality.
We are grateful to Referee for valuable comments and especially for pointing out the
error in Sec. 4 of the previous version of our paper.
32
References
[1] F. Bayen, M. Flato, C. Fronsdal, A. Lichnerowicz and D. Sternheimer, Ann. Phys.
111, 61 (1978); Ann. Phys. 111, 111 (1978).
[2] M. De Wilde and P.B.A. Lecomte, Lett. Math. Phys. 7, 487 (1983).
[3] H. Omori, Y. Maeda and A. Yoshioka, Adv. Math. 85, 224 (1991).
[4] B. Fedosov, J. Diff. Geom. 40, 213 (1994); Deformation Quantization and Index The-
ory (Akademie Verlag, Berlin, 1996).
[5] M. Kontsevich, “Deformation Quantization of Poisson Manifolds I”, q-alg/9709040;
Lett. Math. Phys. 48, 35 (1999).
[6] N. Seiberg and E. Witten, “String Theory and Noncommutative Geometry”, hep-
th/9908142.
[7] J. Dito, Lett. Math. Phys. 20, 125 (1990).
[8] J. Dito, Lett. Math. Phys. 27, 73 (1993).
[9] F. Antonsen, Phys. Rev. D56, 920 (1997).
[10] F. Antonsen, “Deformation Quantization of Constrained Systems”, gr-qc/9710021.
[11] F. Antonsen, “Deformation Quantization of Gravity”, gr-qc/9712012.
[12] T. Curtright and C. Zachos, J. Phys. A32, 771 (1999).
[13] H. Weyl, Group Theory and Quantum Mechanics, (Dover, New York, 1931).
[14] P. Kasperkovitz and M. Peev, Ann. Phys. 230, 21 (1994).
[15] J.F. Pleban´ski, M. Przanowski, J. Tosiek and F.J. Turrubiates, “Remarks on Defor-
mation Quantization on the Cylinder”, to be published in Acta Phys. Pol. B (1999).
[16] R.L. Stratonovich, Sov. Phys. JETP 31, 1012 (1956).
[17] J.M. Gracia Bond´ıa and J.C. Varilly, J. Phys. A: Math. Gen. 21, L879 (1988).
[18] J.M. Gracia Bond´ıa and J.C. Varilly, Ann. Phys. 190, 107 (1989).
[19] J.F. Carin˜ena, J.M. Gracia Bond´ıa and J.C. Varilly, J. Phys. A: Math. Gen. 23, 901
(1990).
[20] M. Gadella, M.A. Mart´ın, L.M. Nieto and M.A. del Olmo, J. Math. Phys. 32, 1182
(1991).
[21] J.F. Pleban´ski, M. Przanowski and J. Tosiek, Acta Phys. Pol. B27 1961 (1996).
[22] A. Grossmann, Commun. Math. Phys. 48, 191 (1976).
[23] J.E. Moyal, Proc. Camb. Phil. Soc. 45, 99 (1949).
[24] E.P. Wigner, Phys. Rev. 40, 749 (1932).
[25] W.I. Tatarskii, Usp. Fiz. Nauk 139, 587 (1983).
[26] M. Hillery, R.F. O’Connell, M.O. Scully and E.P. Wigner, Phys. Rep. 106, 121 (1984).
[27] N.N. Bogoliubov and D.V. Shirkov, Introduction to the Theory of Quantized Fields,
(John Wiley & Sons, New York, 1980).
[28] C. Itzykson and J.B. Zuber, Quantum Field Theory, (Mc Graw-Hill, New York, 1980).
33
[29] B. Hatfield, Quantum Field Theory of Point Particles and Strings, (Addison-Wesley
Publishing, Redwood City, 1992).
[30] S. Weinberg, The Quantum Theory of Fields Vol. I, (Cambridge University Press,
Cambridge, 1995).
[31] V.B. Berestetskii, E.M. Lifshitz and L.P. Pitaevskii, Relativistic Quantum Theory,
(Pergamon Press, New York, 1971).
[32] L.D. Landau and E.M. Lifshitz, The Classical Field Theory, (Pergamon Press, New
York, 1975).
[33] T. Curtright D. Fairlie and C. Zachos, Phys. Rev. D58, 025002 (1998).
[34] F. Antonsen, “Zeta-Functions and Star-Products”, quant-ph/9802031.
[35] G.S. Agarwal and E. Wolf, Phys. Rev. D2 (1970) 2161; 2206.
[36] H. Garc´ıa-Compea´n, J.F. Pleban´ski, M. Przanowski and F.J. Turrubiates, “Deforma-
tion Quantization of String Theory”, to appear.
[37] B.S. Kay, Phys. Rev. D20, 3052 (1979).
[38] N.D. Birrell and P.C.W. Davis, Quantum Fields in Curved Space (Cambridge Univer-
sity Press, Cambridge, 1982).
[39] I.S. Gradshteyn and I.M. Ryzhik, Table of Integrals, Series, and Products (Academic
Press, New York, 1980).
[40] C.J. Isham, Proc. R. Soc. Lond. A362, 383 (1978).
34
