I describe some numerical experiments which determine the degree of spectral instability of medium-sized randomly generated matrices which are far from self-adjoint. The conclusion is that the eigenvalues are likely to be intrinsically uncomputable for similar matrices of a larger size. I also describe a stochastic family of bounded operators in in nite dimensions for almost all of which the eigenvectors generate a dense linear subspace, but the eigenvalues do not determine the spectrum. My results imply that the spectrum of the non-self-adjoint Anderson model changes suddenly on passing to the in nite volume limit.
Introduction
In a series of recent papers (Aslanyan & Davies 2000; B ottcher 1994; Davies 1999a Davies ,b, 2000a Reddy 1993; Reichel & Trefethen 1992 ), a number of authors have investigated the spectral properties of non-self-adjoint matrices and operators, coming to the conclusion that a variety of spectral properties are frequently highly unstable under small perturbations of the coe¯cients of the matrices. Trefethen (1992 Trefethen ( , 1997 has investigated a series of numerical examples using the concept of pseudo-spectrum (the contour plots of the resolvent norm), which provides a graphical demonstration of the degree of instability. But in this paper I am interested in the instability of the eigenvalues rather than the resolvent operator. In order to study this, I introduce an appropriate instability index, and compute it for a series of randomly generated N £ N matrices for various values of N up to 50. The numerical results are presented in x 3, following a short theoretical section which describes the concepts involved. My results are fully in line with what would be expected by experts in pseudo-spectral theory, but I believe that such a systematic quantitative investigation of non-selfadjoint random matrices has not previously been carried out, and it is clear that much of the spectral theory community is not aware of these phenomena.
From x 5 onwards I consider a related problem for a stochastic family of non-selfadjoint bounded operators in in nite volume, i.e. acting on l 2 (Z n ). For one example I prove that although the eigenvectors of almost all the operators span a dense linear subspace, they do not form a basis, and the spectrum is much larger than the closure of the set of eigenvalues. Section 6 spells out the implications of my results for the non-self-adjoint Anderson model of Hatano & Nelson, which has been the focus of much recent attention (Goldsheid & Khoruzhenko 1998; Hatano & Nelson 1997 Nelson & Shnerb 1998) . The asymptotic behaviour of the eigenvalues as the volume increases does not describe the full spectrum of the in nite volume problem. This is because there are many approximate eigenvalues of the nite volume problem which are not close to true eigenvalues but which nevertheless a¬ect the in nite volume limit. The situation is typical of non-self-adjoint operators, for which the eigenvectors need not be even approximately orthogonal.
Theoretical context
Throughout this section suppose that A is an N £N matrix with distinct eigenvalues. This is generically true, since the set of matrices with repeated eigenvalues forms a lower-dimensional set with zero Lebesgue measure. All vectors are assumed to be column vectors unless otherwise stated, and ¤ denotes the conjugate transpose. Norms of vectors are always their Euclidean norms, and norms of operators are always the corresponding operator norms.
Let ¶ be an eigenvalue of A of multiplicity 1, with corresponding eigenvector ¿ . Let Á be an eigenvector of A ¤ with eigenvalue · . If · 6 = ¶ then Á ¤ ¿ = 0 and otherwise this inner product is non-zero. Assuming that · = ¶ , the spectral projection P associated to the eigenvalue is given by
and its norm is
If we label all the above quantities by n for n = 1; : : : ; N , then we may de ne the instability index of A by i(A) = maxfkP n k : n = 1; : : : ; N g: This is unrelated to its condition number
since the instability index of a self-adjoint or normal matrix always equals 1, but its condition number may be arbitrarily large; in the converse direction the matrix 1 1 0 1 +h as small condition number but unbounded instability index as¯! 0. The norm of a particular spectral projection is called the condition number of the eigenvalue, and is known to measure how unstable the eigenvalue is under small perturbations of the matrix, (Aslanyan & Davies 2000; Lancaster & Tismenetsky 1985, x 11.2; Watkins 1991; Williamson 1965) . It may be computed in Matlab using the function condeig. If the norm of the spectral projection is very large, the instability of the eigenvalue is intrinsic; it does not depend on any particular method of computing it. The norm of P is always at least 1 and equals 1 if and only if P is orthogonal, or equivalently if ¿ = Á. The following standard proposition relates this index to other measures of how far the matrix is from being normal. Proposition 2.1. We have the relations
between the following conditions, the constant k being the same in all cases.
(ii) The functional calculus satis¯es kf (A)k 6 kkf k 1 for all complex-valued functions f de¯ned on Spec(A), where
for all z 6 2 Spec(A), where dist is the Euclidean distance of a point from a set.
(iv) The spectral projection P of every eigenvalue ¶ of A satis¯es kP k 6 k, and hence i(A) 6 k:
(ii) ) (iii). This is a matter of considering the particular function f ( ¶ ) = ( ¶ ¡ z) ¡ 1 . (iii) ) (iv). Express the spectral projection as a contour integral of resolvent operators around a small circle centred at ¶ .
Note. The proof of the theorem remains valid if we replace the use of the Euclidean norm on C N by any other norm, provided the appropriate operator norm is used for matrices and the operator norm of any diagonal matrix D is given by kDk = maxfjD n;n j : 1 6 n 6 N g: This is equivalent to the norm being absolute (Lancaster & Tismenetsky 1985, x 10.5) and holds in particular for all of the l p norms. However, certain other matters, such as the identi cation of orthogonal projections with those of norm 1, are dependent on the use of the Euclidean norm.
Note. If we assume condition (iv) of the above theorem, then it follows from the formula (A ¡ z)
Since the value of k frequently increases exponentially with the dimension N (Trefethen 1992; Viswanath & Trefethen 1998), we must expect a broad equivalence between pseudo-spectral information and information obtained from the instability index.
The point of the theorem is that if any spectral projection of A has very large norm, then the constant k of any of the earlier conditions must be very large, and diagonalization of the matrix A is an intrinsically ill-conditioned procedure.
There is a family of Toeplitz matrices for which the instability index de ned above can be computed in closed form. This is of some interest for its own sake, but I employed it to verify the algorithm used to compute the instability indices of randomly generated matrices. Assume that
where a > 1 and f : Z ! C is any function which is periodic with period N .
Theorem 2.2. Assuming that the eigenvalues of A are distinct, its eigenvectors are of the form ¿ r (n) = a n e 2º irn=N ;
where r = 1; : : : ; N . The corresponding spectral projections all have norm
Thus the instability index of A is also c.
Proof . The rst statement is a matter of applying the matrix to such a vector, and noting that the set of all such vectors is a basis for C N . The corresponding
From these facts it is now easy to calculate the condition numbers of each of the eigenvalues using equation (2.1).
Numerical results
I have applied the ideas of x 2 to a series of randomly generated tridiagonal N £ N matrices for various values of N . The matrices are of the form A m;n , so that A m;n = 0 for jm ¡ nj > 1, the other coe¯cients being chosen randomly and independently. Now if m ¡ n = 1, the coe¯cients are chosen using a uniform distribution on [0; 1]; if m ¡ n = 0, the coe¯cients are chosen using a uniform distribution on [0; 2]; and nally if m ¡ n = ¡ 1, the coe¯cients are chosen using a uniform distribution on [0; 3]. This choice of distribution builds in a degree of non-self-adjointness but is far less strong than assuming that A is bidiagonal. I avoided taking the coe¯cients to be Gaussian so that the phenomena discovered could not have resulted from occasional very large coe¯cients.
For each of M randomly generated N £ N matrices A, I computed the instability index then sorted the data points into increasing order. De ning P r to be the number such that r% of the instability indices were less than P r , I determined P 50 and P 95 for various values of N . In fact, I carried out each computation twice in order to give some idea of the degree of reliability of my results; I tabulated the average of the two values and the di¬erence D r expressed as a proportion of the average (table 1). Both P 50 and P 95 increase extremely rapidly with N . In fact, my results support the conjecture that P 50 ¹ e cN as N ! 1, where c ¹ 1=3. Matlab already has a little di¯culty in computing the matrix eigenvalues for N = 50 and it fails entirely for N = 200. Such an exponential increase has also been found by Trefethen and coworkers for other models using pseudo-spectral methods (Trefethen 1992; Viswanath & Trefethen 1998 ).
An alternative approach would be to compute the expected value of i(A) over a large sample of matrices A, but this would have the disadvantage of being unduly in®uenced by the very large size of i(A) for a small proportion of choices of A.
Distribution of norms of spectral projections
Instead of studying i(A) for randomly distributed matrices A, we may examine how the norms of the individual spectral projections are distributed. This may be done in three ways. One procedure is to sort the norms of the spectral projections of a particular N £ N matrix A in increasing order, but instead of examining the largest of these, namely i(A), evaluate the number j(A) halfway through the list. I did this for a series of 10 5 randomly generated 30 £ 30 matrices, and discovered that for 50% of these matrices j(A) 6 221:2. The fact this number is so much smaller than i(A) under the corresponding conditions indicates that only a small proportion of the spectral projections of a typical random matrix A have really large norms.
A second procedure is to consider all the norms of the spectral projections of the 10 5 randomly generated 30 £ 30 matrices as one list of 30 £ 10 5 numbers. When I carried out this numerical experiment, I found that 50% of the norms so obtained were less than 157:8. There is no reason why it should equal the value from the rst procedure, but 221:2 and 157:8 do have the same order of magnitude, leading to the same conclusion.
The third and most interesting procedure is to carry out a spectral analysis of the covariance matrix associated with the norms of the spectral projections. For each matrix A, de ne the numbers X n > 0 for 1 6 n 6 N by
where these are sorted in increasing order. (It is possible to carry out similar calculations without taking the logarithm, but the results are less compelling.) As A varies within the usual class, these provide a family of N non-negative random variables whose covariance matrix is de ned by The eigenvalues and eigenvectors of this matrix provide information about the distribution of the norms of the spectral projections of`typical' random matrices. I carried out the above computation for a sample of 10 5 randomly distributed 10 £ 10 matrices, and I obtained the following eigenvalues of C: 0:0060, 0:0196, 0:0239, 0:0323, 0:0433, 0:0613, 0:1034, 0:2133, 0:7169 and 54:6547. The fact that one eigenvalue is so dominant is very striking and it indicates that, to a very good approximation, most of the random matrices have very similar distributions for the norms of their spectral projections. I repeated the computation for a sample of 10 5 randomly distributed 30 £ 30 matrices. There were only 4 eigenvalues larger than 1: 1:5, 3:1, 12:02 and 1322:9.
In both cases I computed the eigenvector v corresponding to the largest eigenvalue of the covariance matrix C. I found that v n was close to being proportional to n. This corresponds to the norms kP n k of a`typical' random matrix A increasing exponentially with n. I conjecture that the dominance of the leading eigenvalue increases, and the rate of increase of the spectral norms becomes more accurately exponential as the size N of the matrices increases.
To put this more precisely, given N , we consider the sample space
provided with the uniform probability distribution. For each ! 2 « N , I have described how to construct a matrix A ! and then the N random variables X n de ned by equation (4.1). These have a symmetric N £N covariance matrix C whose eigenvalues may be ordered so as to satisfy 0 6 ¶ 1 6 6 ¶ N :
We nally de ne
making explicit the dependence of · on N . The conjecture is then that
I tested this hypothesis by considering a series of T randomly generated N £ N matrices for various values of T and N . The results provide some support for the conjecture (table 2) .
Operators with randomly distributed coe± cients
This section presents some ideas relating to a random family of bounded linear operators acting on the in nite-dimensional Hilbert space l 2 (Z). This may be regarded as the in nite volume limit of our earlier problems, although pseudo-spectral theory suggests that we should also study the`same' operator on l 2 (Z + ). Physically, the choice between these two operators depends upon whether we wish to include end e¬ects, which are present both for large nite intervals and for the operator on l 2 (Z + ). My methods can easily be adapted to this case, but I do not spell out the required modi cations.
Let us rst formulate the ideas at a moderately general level, and only later restrict attention to the non-self-adjoint Anderson model of Hatano & Nelson (1997 . Let A be the operator associated with an in nite matrix fA m;n g, where A m;n = 0 if jm ¡ nj > 1; we suppose that the vectors v n = (A n+ 1;n ; A n;n ; A n;n+ 1 ) 2 C 3 are distributed independently according to a common law · , where · is a probability measure on C 3 with compact support K. It follows from the assumptions and the fact that the matrix fA m;n g is tridiagonal that it is associated with a bounded operator A such that
This procedure de nes a stochastic family of bounded operators A ! , for ! in the sample space K 1 . It is of some interest that the results we obtain are not truly probabilistic; the statements of our theorems only involve the set K rather than the probability measure · .
To prove some results about the spectra of operators in the family, we introduce a notion from Davies & Simon (1986) . Given any bounded operator X on a Hilbert space H, we say that the operator Y lies in its limit class, Y 2 C (X), if there exists a sequence U s of unitary operators on H such that U ¤ s X U s converges strongly to Y as s ! 1. We also de ne the approximate point spectrum ¼ (X) of X to be the set of all ¶ 2 C for which there exists a sequence of vectors f s 2 H such that kf s k = 1 and lim
For all examples in this paper ¼ (X ) = Spec(X ) almost surely, but to accommodate future applications it seems desirable to keep the logical distinction. The following two lemmas are modi cations of a classical result of Pastur stating that the spectrum of random tridiagonal operators is almost surely constant; the proof uses translation ergodicity of the class of operators (Cycon et al . 1987, p. 167) .
In particular, if each lies in the limit class of the other, then
Proof . Suppose that for some ¶ 2 C and all " > 0 there exists f 2 H such that kf k = 1 and kY f ¡ ¶ f k < ". Now put f s = U s f and observe that
for all large enough s, and ¶ 2 ¼ (X).
We apply this to the randomly generated operators A ! acting on l 2 (Z).
Lemma 5.2. The limit class of almost every operator A ! generated as described contains every operator A! such that! 2 K 1 .
Proof . Let N 2 Z + and! = fṽ n g n2 Z 2 K 1 . Given " > 0, we put
so that · (V n ) > 0 for all n. Taking U s : l 2 (Z) ! l 2 (Z) to be the unitary operators associated with appropriate translations of Z, we need to show that for almost every ! = fv n g 2 K 1 there exists M such that v n+ M 2 V n for all ¡ N 6 n 6 N . To prove this we put V = N n= ¡ N V n and ! = fv n g n2 Z = fw m g m2 ;Z ; where
The vectors w m are independent and identically distributed with positive probability that w m 2 V . Hence the probability that none of the w m lie in V is zero.
As an application of the lemma, let v; w 2 C 3 and let B v;w be the bounded operator associated with the in nite matrix fB m;n g such that B m;n = 0 if jm ¡ nj > 1; we also assume that the vector (B n+ 1;n ; B n;n ; B n;n+ 1 ) equals v if n > 1 and equals w if n 6 0. The point of introducing this class of operators is that they are similar to Toeplitz operators whose spectrum is well understood (B ottcher 1994 , 1995 Krein 1963 ). The signi cance of the two lemmas is best demonstrated by an example. We assume that · is a probability measure concentrated on a nite subset F of R 2 (more general probability measures can also be treated). We assume that · (0; 0) > 0 and that any other point (x; y) with · (x; y) > 0 satis es x > 0 and y > 0. We then de ne the random family of operators A on l 2 (Z) as described above but with the following simpli cation: we assume that all A n;n = 0 and that the vectors (A n+ 1;n ; A n;n+ 1 ) are distributed independently according to the law of · .
Theorem 5.4. Depending on the choice of · , either A ! is self-adjoint with probability 1 or it is non-self-adjoint with probability 1. In the latter case A ! possesses a countable set of eigenvalues whose corresponding eigenvectors span a dense linear subspace of l 2 (Z). With probability 1, the set of eigenvectors is not a basis of l 2 (Z).
Proof . The self-adjoint case occurs when the support of · is contained in the diagonal set f(x; y) 2 R 2 : x = yg, and we assume that this is not the case below. With probability 1, an in nite number of the pairs (A n+ 1;n ; A n;n+ 1 ) are equal to (0; 0), and we assume that this happens for the increasing sequence fN r g, where r 2 Z. It may then be seen that A ! can be decomposed as the orthogonal direct sum of matrices C r of sizes M r £ M r , where M r = N r ¡ N r¡ 1 . Since each matrix C r is tridiagonal with positive o¬-diagonal entries and zero diagonal entries, its eigenvalues are all real and of multiplicity one. By combining all of the eigenvectors of the C r as r increases, we see that the eigenvectors of A ! almost surely span a dense linear subspace of l 2 (Z). It remains only to prove that this set of eigenvectors is almost surely not a basis.
Let (x; y) be any point in R 2 with 0 < x < y and · (x; y) > 0. Since the pairs of coe¯cients of A ! are chosen independently, among the C r there almost surely exist all s £ s matrices of the form B s , where where k labels the eigenvector being considered and r labels the coe¯cient being considered. It follows that
An application of (2.1) now shows that lim s! 1 i(B s ) = +1, from which it follows that, with probability 1, the norms of the spectral projections of A ! are not uniformly bounded. This implies that the eigenvectors cannot form a basis.
An example of Zabzyk which has some similarities to those of the above theorem is discussed in theorem 2.17 of Davies (1980) , where the failure of the spectral mapping theorem for semigroups is demonstrated. Another type of example involving di¬er-ential operators whose eigenvectors do not form a basis was presented in Davies (1999a Davies ( ,b, 2000b ). It appears that such a situation is relatively common for non-selfadjoint operators in in nite dimensions. Since the eigenvectors do not form a basis for the Hilbert space, there is no reason to expect that they determine the spectral behaviour of A ! . We continue with the hypotheses formulated before theorem 5.5. Proof . The operator A ! is almost surely the orthogonal direct sum of tridiagonal matrices C r , where we continue to use our previous notation. Each C r is similar to a real symmetric matrix and therefore has real eigenvalues.
If v = (x; y) is a non-zero point in F , then by corollary 5.3 the spectrum of A ! almost surely contains ¼ (B 0;v ). We assume that 0 < x < y; the case 0 < y < x has a similar analysis involving the adjoint operators. A direct computation shows that if z lies inside the said ellipse, then both solutions w i of
satisfy jw i j < 1. It follows that z is an eigenvalue of B 0;v ; the eigenvector is the sequence f 2 l 2 (Z) given by
if r > 1; 0 otherwise:
The non-self-adjoint Anderson model

This section considers non-self-adjoint Anderson-type operators of the form
Hf n = e ¡ g f n¡1 + e g f n+ 1 + V n f n ; (6.1)
where g > 0 and V is a random real-valued potential. We assume that the values of V at di¬erent points are independent and identically distributed according to a probability law · which has compact support M R. A considerable amount of attention has already been paid to such operators, which arise in population biology and solid-state physics (Goldsheid & Khoruzhenko 1998; Hatano & Nelson 1997 Nelson & Shnerb 1998 ). If we suppose that the operator acts on l 2 f¡ N; N g subject to Dirichlet boundary conditions, then its spectrum is almost surely real, because H is similar to the operator de ned by the same formula but with g = 0. The similarity is determined by the operator
which is bounded on this nite-dimensional space. On the other hand, if we impose periodic boundary conditions, then the spectrum of H is much more interesting and has been analysed in great detail in the limit of large N both numerically (Hatano & Nelson 1997 Nelson & Shnerb 1998 ) and theoretically (Goldsheid & Khoruzhenko 1998) . The imposition of periodic boundary conditions was justi ed by Nelson & Shnerb (1998) by the fact that they were considering a rotationally invariant problem (the di¬usion of bacteria in a rotating nutrient). Goldsheid & Khoruzhenko (1998) have observed that the spectral results proved by them for periodic boundary conditions are equally valid for a wide range of quasi-periodic boundary conditions. However, L. N. Trefethen (personal communication, 1999) has pointed out that the spectral behaviour of this type of operator is highly problematical. This phenomenon has been investigated from several viewpoints over the last decade, and among the conclusions is the warning that we cannot assume that a solution of a nonlinear equation is stable in any practical sense simply because the eigenvalues of its linearization about the solution have negative real parts. We show that if we consider the non-self-adjoint Anderson model H acting on l 2 (Z), the spectrum is entirely di¬erent from what we obtain by letting N ! 1 subject to any of the above types of boundary condition (such phenomena are already well known in a non-random context). The following theorems are directed towards locating the spectrum of H, but it would be highly desirable to nd a precise formula for it.
Theorem 6.1. Let H be de¯ned on l 2 (Z) by equation (6.1) where V satis¯es the stated conditions. Then
almost surely, where conv denotes convex hull and E is the ellipse
Proof . Let A be the operator obtained from H by deleting the potential V , so that Spec(A) = E. Then the result follows from the equation
where Num stands for the numerical range Num(A) = fhAf; f i : kf k = 1g: Theorem 6.2. Under the above assumptions we also have Spec(H) fz 2 C : dist(z; E) 6 mg almost surely, where dist is the distance function and
Proof . Since A is a normal operator with spectrum equal to E, we have
for all z 6 2 E. Also kV k = m almost surely, and the result follows by examining the convergence of the perturbation series
In the reverse direction we may apply lemma 5.2 and corollary 5.3 to obtain the following result, which is further improved in theorem 7.3. Theorem 6.3. With probability 1, the spectrum of H contains the set E + m for every m 2 M .
Proof . The operator A + mI lies in the limit class of H for all m 2 M and its approximate point spectrum is E + m (as is its spectrum).
Example Let · , the measure determining V , have support [¡ B; B] . By applying theorems 6.1 and 6.3 it follows that the spectrum of H is almost surely equal to the convex set E + [¡ B; B] provided B > e g + e ¡ g . This is quite di¬erent from what occurs for the same problem on l 2 (¡ N; N ) in the limit N ! 1, whatever boundary conditions are assumed. The point is that, for such operators, approximate eigenvalues need not be close to genuine eigenvalues, and the full spectral behaviour of the operators can best be seen using pseudo-spectral theory.
The determination of the spectrum for smaller values of B is more complicated. An application of theorem 6.2 shows that if B < e g ¡ e ¡ g , then
Spec(H) \ fz 2 C : jzj < rg = ;;
where r = e g ¡ e ¡ g ¡ B > 0. Since E Spec(H), it follows that the spectrum of H has a hole in it.
We have not been able to determine the precise range of values of g and B for which the spectrum contains a hole. A numerical solution seems out of the question because the spectrum is heavily a¬ected by extremely infrequent`regular structure' in the potentials.
Classi¯cation of the spectrum
The classi cation of the spectrum of non-self-adjoint operators is in a primitive state compared with the classi cation of self-adjoint operators. We start at an abstract level.
If f 2 l 2 (Z) satis es kf k = 1, we put
where Q is the position operator, provided this is nite. If A is a bounded linear operator acting on l 2 (Z), we say that ¶ lies in its localized spectrum ¼ loc (A) if there exist c and a sequence f n 2 l 2 (Z) such that kf n k = 1 and var(f n ) 6 c for all n and
A more general de nition is possible but not necessary for our purposes. The localized spectrum of A includes all eigenvalues whose associated eigenvectors have nite variances, but it need not be a closed set. We say that B lies in the translation limit class of A if there exists a sequence of unitary translation operators U n such that U ¤ n AU n converges strongly to B as n ! 1. Proof . This is the same as the proof of lemma 5.1, with the extra observation that the variance is unchanged by translations.
The following theorem establishes that the localized spectrum is distinct from the approximate point spectrum. We say that an operator A acting on l 2 is a nite-order convolution operator if it is of the form Af = k ¤ f , where ¤ denotes convolution and k has nite support. Proof . Let ¶ 2 ¼ loc (H) and let f n satisfy kf n k = 1, var(f n ) 6 c and kHf n ¡ ¶ f n k ! 0 as n ! 1. If we put a n = hQf n ; f n i, then we have two cases to consider.
If a n is an unbounded sequence, then, by passing to a subsequence, we may assume that a n diverges. If we de ne U n by (U n ¿ ) m = ¿ m¡a n and put g n = U ¤ n f n , then hQg n ; g n i = 0 and var(g n ) = var(f n ). Hence g n lies in the compact set S = f¿ 2 l 2 (Z) : k¿ k = 1 and hQ 2 ¿ ; ¿ i 6 cg for all n. By passing to a convergent subsequence, we assume further that g n converges to a limit g 2 S. Now we also have
where U ¤ n HU n converges strongly to A as n ! 1. Hence Ag = ¶ g, which contradicts the fact, proved using Fourier analysis, that the point spectrum of A is empty.
The alternative case is that there exists a such that ja n j 6 a for all n. It then follows that f n lies in the compact set T = f¿ 2 l 2 (Z) : k¿ k = 1 and hQ 2 ¿ ; ¿ i 6 c + a 2 g for all n. By passing to a convergent subsequence, we assume further that f n converges to a limit f 2 T . It is now immediate that Hf = ¶ f . The nal special case of the theorem follows from the fact that A has empty point spectrum.
In spite of this, there is a context where the localized spectrum is quite di¬erent from the point spectrum. We place ourselves in the situation described in the rst paragraph of x 6. Using formula (6.2) for the ellipse E, we de ne I z to be the open interior of E + z and O z to be the open exterior of E + z for any z 2 C. The technique used in the following theorem has a lot in common with ideas in the theory of Toeplitz operators (B ottcher & Silbermann 1998 
Proof . Given ¬ ; 2 M , the operator K de ned by (Kf ) n = e ¡ g f n¡1 + ¬ f n + e g f n+ 1 if n > 1; e ¡ g f n¡1 + f n + e g f n+ 1 if n 6 0; lies in the translation limit class of H by lemma 5.2, so it is su¯cient to prove that if ¶ 2 I ¬ \ O , then ¶ is an eigenvalue of K whose corresponding eigenvector has nite variance. The eigenvalues and eigenvectors of K may be determined explicitly. For n > 2 we solve the equation e ¡ g u ¡ 1 + ¬ + e g u = ¶
and observe using the residue theorem that ¶ 2 I ¬ implies there are two solutions, u 1 and u 2 , which both satisfy ju i j < 1. For n < 0 we solve
and observe similarly that ¶ 2 O implies there is a solution v which satis es jvj > 1. We now de ne
By an appropriate choice of c 1 and c 2 , we can ensure that Kf = ¶ f as required.
Higher dimensions
The earlier results can all be extended to higher dimensions, and this section brie®y describes the situation in l 2 (Z 2 ). Assume that Hf m;n = e ¡ g f m¡ 1;n + e g f m+ 1;n + e ¡ h f m;n¡1 + e h f m;n+ 1 + V m;n f m;n ;
where g > 0, h > 0 and V is a random real-valued potential. We assume that V has independent values at di¬erent points and that they are distributed according to a probability measure · with compact support M R. If V = 0, then Fourier analysis shows that Spec(H) = E + F;
where E and F are the ellipses E = fe g+ i + e ¡ g¡i : 2 [0; 2º ]g;
It is routine to show that theorem 6.3 has the following analogue.
Theorem 8.1. With probability 1, the spectrum of H contains the set E + F + m for every m 2 M .
Localization of the spectrum is more complicated but the following ideas provide some information. Let A and B be two bounded real-valued functions de ned on Z, and de ne (A + B) m;n = A m + B n : By considering test functions of the form f 1 « f 2 , we also see that
It might seem that the hypothesis of this theorem is rather special. However, if the support M of · is an interval, then the theorem is of real value. Under these assumptions, if ¬ ; 2 M , then A + B lies in the translation limit class of V almost surely, where
The localized spectrum of such operators is considered in theorem 7.3.
Conclusion
I have analysed the spectral behaviour of a family of randomly generated non-selfadjoint matrices by a variety of di¬erent methods. I conclude that their eigenvalues depend very sensitively on the matrix entries even for quite small matrix sizes. The standard proofs of the existence of the eigenvalues depend upon the fundamental theorem of algebra, and there are many proofs for this, but it is well known that the roots of high-degree polynomials may be highly unstable. This problem does not occur for self-adjoint matrices because the variational theorem gives an independent method of approach, proving that the eigenvalues of such matrices do not change much under small perturbations (Davies 1995) . My results indicate that nothing of a comparable nature is likely to be available in the non-self-adjoint case. I have also investigated a family of randomly generated non-self-adjoint bounded operators acting on an in nite-dimensional Hilbert space, for which the eigenvectors almost surely generate a dense linear subspace. In spite of this, the eigenvectors almost surely do not form a basis and the eigenvalues almost surely generate only a small part of the spectrum. I nally proved that the full spectrum of the in nite volume non-self-adjoint Anderson model bears little relationship to the in nite volume limit of the spectra of the same operator in nite intervals.
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