This paper presents a numerical procedure for achieving desired features of a melt undergoing solidification by applying an external magnetic field whose intensity and spatial distribution are obtained by the use of a hybrid optimization algorithm. The intensities of the magnets along the boundaries of the container are described as B-splines. The inverse problem is then formulated as to find the magnetic boundary conditions (the coefficients of the B-splines) in such a way that the gradients of temperature along the gravity direction are minimized. For this task, a hybrid optimization code was used that incorporates several of the most popular optimization modules; the Davidon-Fletcher-Powell (DFP) gradient method, a genetic algorithm (GA), the Nelder-Mead (NM) simplex method, quasi-Newton algorithm of Pshenichny-Danilin (LM), differential evolution (DE), and sequential quadratic programming (SQP).
NOMENCLATURE

INTRODUCTION
During a controlled solidification process from a melt, it is important to understand the process of solid phase formation. The accumulated solid phase effectively reduces and deforms the cross sectional area of the passages and causes significant local variations in pressure and melt flowfield shear stresses. During the solidification process, melt flow is generated due to strong thermal buoyancy forces. This process cannot be effectively controlled in the case of strong heat transfer, except if influenced by a global body force. One such body force is the general electromagnetic Lorentz force that is created in any electrically conducting fluid when either a magnetic field or an electric field is applied.
We usually work with electrically conducting melts and liquid polymers where the resins are electrically conducting either because of the presence of iron atoms, salts, or acids. Thus, if an external magnetic field is applied, the molten resin flow-field will respond and the solid/liquid front shape and its speed could be manipulated non-intrusively [1] [2] [3] [4] [5] [6] .
The first objective of this work is to present some results obtained with a time-accurate code capable of simulating magnetohydrodynamic (MHD) flows with phase change.
The second objective is to combine this analysis code and an optimization code in order to minimize the natural convection effects in a cavity filled with a molten material. By minimizing the natural convection effects, it is possible to produce materials with less thermal stresses than those obtained in a presence of very strong buoyancy forces.
Two test cases are presented. The first involves only natural convection with a Rayleigh number equal to 10 5 , while the second involves phase change in the presence of a natural convection with a Rayleigh number equal to 10 5 . Applying an optimized magnetic field obtained by the use of a hybrid optimizer reduced the natural convection effects. The difference between this and our previous work [7] is in the numerical method for dealing with the non-linear MHD model. The current method is able to use realistic values of physical properties, especially for the magnetic Prandtl number and is also time-accurate. The method was validated transient and steady state analytic solutions and then used it in a steady state magnetic field optimization study.
MAGNETOHYDRODYNAMIC (MHD) MODEL
The physical problem considered here involves the laminar magnetohydrodynamic natural convection of an incompressible Newtonian fluid. The fluid physical properties are assumed constant within each phase (solid or liquid) and linearly varying in the mushy region between the two phases. The energy source term resulting from viscous dissipation is neglected and buoyancy effects are approximated by the Boussinesq hypothesis. The modifications to the NavierStokes equations for the MHD fluid flow with heat transfer come from the electro-magnetic force on the fluid where all induced electric field terms have been neglected [3] . Then, the Navier-Stokes and the Maxwell equations can be written, for the Cartesian coordinate system as S y
where
The values of S, λ, φ, φ*, φ**,φ*** and Γ are given in Table 1 for the equations of conservation of mass, xmomentum, y-momentum, energy, magnetic flux in the xdirection and magnetic flux in the y-direction. 
Note that we used the Boussinesq approximation for the variation of the density with temperature in the y-momentum conservation equation. Also note that in the energy conservation equation, the term C P T was replaced by the enthalpy, h, per unit mass. This is useful for problems dealing with phase change where we used the enthalpy method [8] . The above equations were transformed from the physical Cartesian (x,y) coordinates to the computational coordinate system (ξ,η) and solved by the finite volume method. The SIMPLEC method [9] was used to solve velocity-pressure coupling problem. The WUDS interpolation scheme [10] was used to obtain the values of u, v, h, B x and B y as well as their derivatives at the interfaces of each control volume. The resulting linear system was solved by the GMRES method.
PHASE CHANGE MODEL
In this paper we used the enthalpy method [8] to deal with the phase change problem. In this method, the energy equation appears as a mixed enthalpy-temperature equation. Thus, we must obtain some relationship between the temperature and the enthalpy to be used in the energy equation.
For the case of a binary alloy, if h < h solid , we have
For the case of mixture, we have a range of temperatures where the solidification might occur. Then, if h solid < h < h liquid ,
where the solid fraction f is given by the Scheil's model [11] ( )
In the above equation, we set the partition coefficient n = 2, which reduces the Scheil's model to the linear interpolation function. Note that if T < T solid , f mu st be set to unity and, if T > T liquid , f must be set to zero.
The magnetic and thermal properties were approximated as linear functions within the mushy region (T solid < T < T liquid ) and kept constants within each phase. Thus, in the mushy region
where ψ represents the density, thermal conductivity, viscosity, magnetic permeability and electric conductivity. For the viscosity of the solid phase we used
and for the specific heat at constant pressure within the mushy region, we used the thermodynamic property
Note that, if we are dealing with a mixture, the enthalpy is a function of the temperature, which is a function of the solid fraction which is itself a function of the temperature. Thus, if h solid < h < h liquid , we must solve a non-linear system for T. From Eqs. (4) and (5) we have
which can be solved for T by the secant method.
VALIDATION OF THE ANALYSIS CODE
The analysis code was validated against available analytical and experimental benchmark results. For problems without phase change and without magnetic fields, other validations can be found [12, 13] . Given below are presentations of the validations for phase change problems and for problems with magnetic fields.
Pouiseuille-Hartmann Flow
The Pouiseuille-Hartmann flow is a one-dimensional flow of an electrically conducting, incompressible, viscous fluid between two stationary infinite parallel plates with a uniform external magnetic field applied orthogonal to the plates.
Let us consider the following geometry, where the fluid enters the domain at x = 0 and the uniform magnetic field is applied orthogonal to the walls located at y = 0 and y = 2H. The analytical solution for the velocity field is given as [14] ( )
where the Hartmann number is defined as:
Let us consider the following properties for silicon:
By choosing the channel half-width as H 0 = 0. The following figures show the comparison between the numerically obtained and the analytical results for a nonuniform grid with 80x80 cells clustered symmetrically towards the walls. One can note that the analytical and numerical results have an excellent agreement, with an error less than one percent close to the walls and less than 0.05 percent at the center of the channel. It is worth noticing that, as the Ht number was increased, the velocity profile became more flat. 
Solidification/Melting in a Heat Conduction Problem
Let us consider the following one-dimensional heat conduction problem with phase change in a semi -infinite medium, where the coordinate x = 0 is kept at a temperature T 0 < T m and the infinity x→∞ is kept at T i > T m . The temperatures within each phase T s and T l varies with the position x and with the time t. The interface between the two phases vary its position with time as a function s(t). The mathematical formulation of this problem for the solid phase is given as
and for the liquid phase as
The coupling conditions at the interface x = s(t) are
The analytical solution is given as [15] ( ) ( )
where λ is given as a transcendental expression by ( ) The solid-liquid interface location s(t) is given by
where α is the thermal diffusivity defined as
The one-dimensional heat conduction problem with phase change was approximated as a two-dimensional plate where the top and bottom surfaces were kept insulated in order to reduce the problem from the two-dimensional to the one-dimensional case.
The The following figures 6-9 show the comparisons between the numerically obtained and the analytical results at three different times, where the temperature is plotted as a function of the distance x. The point where the curve changes its slope represents the place where the solid-liquid interface is located.
One can see the excellent agreement between the solutions, showing the good accuracy of the method for transient heat conduction problems with phase change. It is interesting to note that, as the interface moves towards the right boundary the current results start slightly deviating from the analytical ones in the region close to the right boundary (Figures 8 and 9 ). This is due to the fact that we are approximating the infinity with a finite value of x at the right end of the plate. 
Solidification/Melting in a Heat Convection Problem
In order to validate the transient solidification simulation code in a problem involving natural convection, we compared the present code with the results published by Bertrand et al. [16] . They presented several methods published by other researchers for solving the same problem and compared those numerical solutions with their own solutions. The problem presented by Bertrand et al. was a square cavity, filled with a solid material whose initial temperature T 0 was set equal to the melting temperature T m , as shown in the Figure 10 . Figure 10 . Geometry for the heat convection problem.
The natural convection initiates when the left wall is exposed to a temperature greater than the melting temperature. Then, the material starts to melt and the natural convection initiates at the left boundary. The top and bottom walls were kept insulated. 
MHD Problem with Natural Convection
In order to validate the MHD problem in a presence of natural convection we compared the present results with numerical results obtained by Ozoe and Okada [17] . In this problem the flow is driven by two kinds of body forces: one due to thermal buoyancy i n the y-momentum conservation equation and the other due to the presence of the magnetic fields.
The problem considered by Ozoe and Okada was a cubical cavity whose transverse section is shown in the Figure 15 . Figure 15 . Geometry for the MHD problem.
Ozoe and Okada used the following parameters for silicon: Pr = 0.054, Ra = 10 6 , Ht = 0, 300, 500 where the Hartmann (Ht) number was given by Eq. (11) with Hartmann numbers equal to 0, 300 and 500. Note that, for Ht = 0, the problem reduces to the natural convection problem without any magnetic field applied. In Ozoe and Okada's paper, the solutions were obtained with a grid size of 21x15 cells, while the current results were obtained with a grid size of 60x60 cells. One can notice that the results have a reasonable agreement. It is also interesting to note that as we increase the Ht number, the natural convection effects are gradually reduced. 
INVERSE PROBLEM OF DETERMINING THE UNKNOWN MAGNETIC FIELD BOUNDARY CONDITIONS
In this paper we deal with the inverse determination of the magnetic boundary conditions that give some pre-specified flow-field within some region [7, 18, 19] . Figure 19 shows the geometry and the boundary conditions for the test cases considered here.
The height and length of the cavity were equal to 0.15 m. The top and bottom walls were kept thermally insulated. The left boundary was kept at a "hot" temperature while the right wall was kept at a "cold" temperature. For the first test case, there was no phase change, since the "hot" and "cold" temperatures were above the melting temperature. The four walls were subjected to unknown magnetic field distributions whose directions were made orthogonal to each wall. In order to satisfy the magnetic flux conservation equation
the following periodic conditions were imposed
The objective was to minimize [20] the natural convection effects by reducing the gradient of temperature along the y direction, thus trying to obtain a temperature profile similar to those obtained for pure conduction. The objective function to be minimized is then formulated as [7] The magnetic field boundary conditions were inversely determined at either four or six points equally spaced for each of the four boundaries and interpolated using B-splines for the other points at those boundaries. The magnetic boundary conditions at x = 0.15 m and y = 0.15 m were then obtained using periodic conditions from Eqs. (21.a) and (21.b) .
The physical properties we re the same as previously used for the comparison with the Ozoe and Okada's paper. For the first test case, the temperature difference T h -T c was set equal to 0.654351 K, which gives a Rayleigh number of 10 5 . Figure 20 shows the velocity and temperature profiles predicted for the first test case without any magnetic flux applied and no phase change. Figure 21 shows the optimized velocity and temperature profile using four points on each boundary for the estimation of the magnetic boundary conditions. One can see that the gradients of temperature in the y direction are reduced. Figure 22 shows the optimized boundary conditions for x = 0 and y = 0 and Figure 23 shows the convergence history of the process. One can see that the differential evolution (DE) algorithm did almost all the work. As a second test case, let us try to minimize the curvature of the isotherms in a solidifying process after a pre-specified time from the start of the solidifying process. The following physical properties were used. The temperature difference T h -T c was set equal to 6.54351 K (T h = 1686.04351 K, T c = 1676.5 K) and the length of the square container was taken as 0.069624 m, which gives a Rayleigh number of 10 5 . The solid and liquid temperatures were equal to 1681.0 K and 1686.0 K, respectively. Thus, a mushy region exists between the phases.
The initial condition was set as T 0 = T h . Then, the solidifying process starts at the right wall, where T = T c . Figure 27 shows the streamlines and isotherms for this test case, predicted at 500 seconds. Figure 30 shows the convergence history of the optimization process where one can see that the genetic algorithm (GA) module did almost all the work. The iterative process was forced to stop after 70 iterations due to the high computational cost involved. 
CONCLUSIONS
In this paper we showed the results of a time -accurate MHD code that is capable of dealing with phase change problems. The code was validated against analytical and numerical (benchmark) results showing excellent agreement and was applied to test cases involving steady state optimization. The ability to minimize the natural convection effects in problems with and without phase change was demonstrated by utilizing an optimized distribution of magnetic filed along the boundaries of a container. A hybrid constrained optimization algorithm was used in reducing the isotherms pattern to those similar to pure conduction problems.
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