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В роботі розглянутий спосіб реалізації фільтрів зі скінченною імпульсною 
характеристикою (СІХ) за допомогою графічних процесорів ХУЮІА. Показано, що 
використання спеціалізованої розділюваної пам ’яті дозволяє суттєво підвищити 
швидкодію алгоритму простої згортки, реалізованого на основі технології СІЮА.
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Цифрова фільтрація сигналів в останні десятиліття набула свого широкого 
розповсюдження в задачах обробки аудіо- та відеоданих, а також в різноманітних 
Ірозділах радіоіехнікн. медицини, іехнічної діагностики та керування, в зв'язку з 
широким поширенням цифрових обчислювальних засобів, та досягнення ними 
значної обчислювальної продуктивності. В останні роки цифрова фільтрація 
починає активно розширювати свою присутність навіть при обробці 
високочастотних сигналів, фільтрація яких раніше здійснювалась тільки за
1 допомогою аналогових КФС-кіл та активних схем на їх основі. Перевагами застосування алгоритмів цифрової фільтрації є наявність пам’яті, що дає можливість багатократно фільтрувати записаний потік вхідних даних, значно покращуючи при цьому масогабаритні та енерговитратні показники апаратури | фільтр а ції, та зменшуючи похибку фільтрування. Для прикладу, реалізація аналогових фільтрів (з характеристиками Бесселя, Батерворта, Чебишева і т.д.) за 
нормальних умов можлива тільки до порядку п < 10, і навіть при цьому доводиться 
застосовувати елементи високого класу точності 0,1%, та здійснювати трудомісткі 
операції налаштування кожного з взірців фільтра. Використання цифрових 
алгоритмів дозволяє здійснювати аналогічну фільтрацію даних з використанням 
фільтрів з порядком до п < 56 без особливих складнощів в їх реалізації. Цифрові 
фільтри можуть реалізовуватись двома основними способами - за допомогою 
рекурсивних, або фільтрів з нескінченною імпульсною характеристикою (умовні 
скорочення рос. БИХ, англ. ІІК-фільтр), або фільтрів з скінченою імпульсною 
; характеристикою (рос. КИХ, англ. РІК-фільтр). Перевагою рекурсивних фільтрів є 
незначне навантаження на процесор, що особливо виявляється при фільтрації 
Іііизькочасготиих складових за умови низьких порядків фільтрів. Недоліком слід 
вважати складні або ресурсовитратні алгоритми підбору коефіцієнтів фільтра, його 
схильність до втрати стійкості, що частково долається використанням каскадних 
схем за рахунок зменшення продуктивності, та неможливість одержати лінійну 
фазочастотну характеристику (ФЧХ) фільтра, що є особливо важливою проблемою 
і при побудові пристроїв для професійного звукозапису, та при обробці 
відеосигналів. Перевагами трансверсальних фільтрів є можливість побудови 
довільної амплітудно-частотної характеристики (АЧХ) фільтра, його гарантована 
стійкість в роботі, можливість одержання лінійної ФЧХ, та простий в реалізації 
алгоритм побудови імпульсної характеристики (IX), або ядра фільтра. Крім того.
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трансверсальних фільтр дозволяє здійснювати фільтрацію з довільними 
імпульсними характеристиками, які можуть бути виміряні експериментально з 
виходу деякої лінійної системи, і тоді трансверсальний фільтр може бути 
використаний як імітатор такої системи. Наприклад, в звукотехніці трансверсальні 
фільтри широко застосовують для імітації акустичних характеристик концертних 
залів та подібних приміщень (відтворюється їх реверберація), мікрофонів та 
звуковідтворювальних систем за їх виміряними або одержаними в результаті 
ауралізації IX. Недоліком трансверсальних фільтрів є необхідність застосування 
згортки, яка є основою трансверсальної фільтрації, для реалізації операції в 
високопродуктивних обчислювальних засобах.
Рисунок 1 -  Імпульсна характеристика ФНЧ Батерворта
Реалізація цифрових фільтрів може бути довільною. Для цього можна 
використати цифрові сигнальні процесори (ЦСП), або проїрамовапі лоїічпі 
матриці (ГІЛМ) -  в цьому разі вони несуть основне обчислювальне навантаження 
при фільтрації сигналів, однак розроблення таких засобів вимагає наявності 
додаткового обладнання, яке поступається в зручності використання розвиненим 
засобам розробки програмного забезпечення для персональних ЕОМ. Крім того, 
сама вартість ЦСП або ГІЛМ підвищує вартість розроблюваної системи. Тому у 
випадку розробки стаціонарних систем, коли допустиме використання ПЕОМ, в 
якості обчислювальних засобів слід вибирати апаратне забезпечення 
персонального комп’ютера. Реалізація трансверсальних фільтрів проте суттєво 
залежить від довжини ядра фільтра, тобто від довжини його IX. В задачах 
ауралізації приміщень, тривалість IX (що фактично означає час затухання 
імпульсного звуку) для великих приміщень може бути 15сек і більше, що при 
частоті дискретизації 44100кГц складе 661500 відліків, що буде вимагати 
реалізації поблокових алгоритмів згортки, які є особливо складними мри 
необхідності нульової затримки вихідного сигналу і виконуються з використанням 
алгоритму швидкого перетворення Фур’є (ШПФ). [1].
Водночас IX типового фільтра займає незначну кількість відліків. Для 
прикладу, на рис.1 наведена IX ФНЧ з характеристикою Батерворта (частота зрізу 
/0 = 74 Гц, порядок фільтра п = 4, частота дискретизації сигналу /  = 444 00 кГц).
З поданого на рис.1 видно, що ефективна довжина IX представленого 
фільтра складає 1800 відліків. В разі використання основного процесора для 
обчислень, для реалізації згортки доцільно вибрати алюри їм з використанням 
ШПФ, оскільки застосування багатопроцесорного варіанту реалізації такого
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алгоритму (для сучасних багатоядерних іпіеі-процесорів )слід вважати «поганим 
тоном».
Проте існує можливість повністю обійтись без використання основного 
процесора, в разі якщо ПЕОМ обладнаний відеоплатою ИУШІА, з графічним 
процесором (ОРИ) який підтримує технологію Сиба. Список таких відеоплат 
досить широкий і наведений в табл.1 [2].
Таблиця 1
Відеоплати з підтримкою технології Сисіа
Найменування Найменування Найменування Найменування
ОеРогсе ОТХ 480 
ОеРогсе ОТХ 470 
ОеРогсе ОТХ 295 
ОеРогсе ОТХ 28^ 
ОеРогсе ОТХ 285 і'ог 
Мас
ОеРогсе ОТХ 280 
ОеРогсе ОТХ 275 
ОеРогсе ОТХ 260 
ОеРогсе ОТ8 250 
ОеРогсе ОТ 220 
ОеРогсе 0210 
ОеРогсе ОТ8 150 
ОеРогсе ОТ 130 
ОеРогсе ОТ 120 
ОеРогсе 0 100 
ОеРогсе 9800 ОХ2 
ОеРогсе 9800 ОТХ+ 
ОеРогсе 9800 ОТХ 
ОеРогсе 9800 ОТ 
ОеРогсе 9600 0 8 0  
ОеРогсе 9600 ОТ
і ОеРогсе 9500 ОТ 
ОеРогсе 94000Т 
ОеРогсе ОТ 130М 
ОеРогсе С21 ОМ 
ОеРогсе 01 10М 
ОеРогсе 0 105 М 
ОеРогсе ОЮ2М 
ОеРогсе 9800М ОТХ 
ОеРогсе 9800М ОТ 
ОеРогсе 9800М ОТ8 
ОеРогсе 9800М 08і
ОеРогсе 8800 ІЛ 1га 
ОеРогсе 8800 ОТХ 
ОеРогсе 8800 ОТ8 
ОеРогсе 8800 ОТ 
ОеРогсе 8800 08 
ОеРогсе 8600 ОТ8 
ОеРогсе 8600 ОТ 
ОеРогсе 8500 ОТ 
ОеРогсе 8400 08 
ОеРогсе 9400 тОРЮ 
ОеРогсе 9300 тСРЮ 
ОеРогсе 8300 тОРЮ 
ОеРогсе 8200 тОРИ 
ОеРогсе 8100 тОРІІ 
ОеРогсе ОТХ 280М 
ОеРогсе ОТХ 260М 
ОеРогсе ОТ8 260М 
ОеРогсе ОТ8 250М 
ОеРогсе ОТ8 160М 
ОеРогсе ОТ8 150М 
ОеРогсе ОТ 240М 
ОеРогсе ОТ 230М 
ОеРогсе 9700М ОТ8 
ОеРогсе 9700М ОТ 
ОеРогсе 9650М 08 
ОеРогсе 9600М ОТ 
ОеРогсе 9600М 08 
ОеРогсе 9500М 08 
ОеРогсе 9500М О 
ОеРогсе 9300М 08 
ОеРогсе 9300М О
Оиабго РХ 
3700М
диасіго РХ 
3600М
диабго РХ 
2700М
диабго РХ 
1700М
диабго РХ 
1600М
диабго РХ 770М 
диабго РХ 570М 
диабго РХ 370М 
диабго РХ 360М 
диабго 14У8 
320М
диабго ИУ8 
160М
диабго ПУ8 
150М
диабго ИУ8 
140М
диабго ПУ8 
135М
диабго!4У8
130М
диабго РХ 5800 
Тезіа М2090 
Тезіа 82070 
Тезіа М2070 
Тезіа С2070 
Тезіа 82050 
Тезіа М2050 
Тезіа С2050 
Тезіа 81070 
Тезіа 82090 
Тезіа СІ060 
Тезіа 0870 
Тезіа 0870 
Тезіа 8870
диабго СХ 
диабго ИУ8 450 
диабго 1ЧУЗ 420 
диабго МУ8 295 
диабго ИУ8 290 
диабго Ріех 2100 04 
диабго Ріех 2200 02 
диабго Ріех 2100 84 
С^асіго Ріех 1000 
Мобеї IV 
диасіго РХ 1800 
диасіго РХ 1700 
диасіго РХ 580 
диасіго РХ 570 
диасіго РХ 470 
диасіго РХ 380 
диасіго РХ 370 
диасіго РХ 370 Росу 
РгоГіїе
диасіго РХ 5600 
диасіго РХ 4800 
диасіго РХ 4800 Рог і  
Мас
диасіго РХ 4700 Х2 
диасіго РХ 4600 
диасіго РХ 3800 
диасіго РХ 3700
ОеРогсе 9200М 08 
ОеРогсе 9100М О 
ОеРогсе 8800М ОТ8 
ОеРогсе 8700М ОТ 
ОеРогсе 8600М ОТ 
ОеРогсе 8600М 08 
ОеРогсе 8400М ОТ 
ОеРогсе 8400М 08
Використання графічного процесора для проведення математичних 
обчислень в загальному описане в [2,3,4,5,6,7,8]. Вибір способу реалізації 
алгоритму суттєво визначає час його виконання. Оскільки значну частину часу в 
даному алгоритмі займає читання відліків сигналу із глобальної пам’яті графічного 
процесора, чи не найголовнішу роль в забезпеченні реалізації швидкісного 
алгоритму відіграє правильне використання розділюваної пам'яті. Для сучасних
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СРІІ кожний потоковий мультипроцесор містить ІбкЬайт розділюваної пам'яті 
(зкагеб тетогу ). Вона порівну розподіляється між всіма блоками сітки, що 
виконуються на мультипроцесорі. Крім того, розділювана пам’ять 
використовується також для передачі параметрів при запуску ядра на виконання, 
тому бажано уникати передачі значного об’єму вхідних параметрів, що 
безпосередньо передаються ядру в конструкції виклику ядра. При необхідності для 
передачі значного об’єму параметрів можна використати керованою константною 
пам'ятно. Дуже часто розділювана пам’ять використовується для зберігання 
постійно використовуваних значень -  замість того, щоб постійно викликати з 
повільної глобальної пам’яті, зручніше їх один раз зчитати в розділювачу пам’ять і 
в подальшому зчитувати їх тільки звідти. Такий спосіб дозволяє прискорити 
виконання програм для ОРИ у 5-6 разів, і досягти загального прискорення 
обчислень програми для СРІІ у порівнянні з програмами для СРИ в 10-12 разів. В 
такому випадку можна суттєво скоротити витрати на звертання до глобальної 
пам'яті, якщо кожен із потоків у блоці читатиме лише два відліки сигналу: відлік з 
номером, що відповідає індексу потоку (який визначається через номери блоку та 
потоку), та відлік, затриманий на довжину ядра згортки.
Синхронізація потоків після операції читання за допомогою функції 
_5упсіЬгеас1з() гарантує, що на момент обчислення відліку згортки всі необхідні 
для цього відліки сигналу присутні в розділюваній пам’яті.
Функція обчислення згортки для СРІІ з використанням розділюваної 
пам'яті, виглядає наступним чином:
_§1оЬа1__уоісі §риВгиІеСопуо1_соп5Ітет_5Ьагес1(сопз1 ііоаі* X, Поаї* У, іпі
N. іпі М)
/і
__зЬагесі__Поаі хЬи1{МАХ_М];
іпі к. т .  кО;
Поаі 5ит=0;
іпї )0ф 1, і = ЬІоскОіт.х * Ьіоскісіх.х + ЙігеасПсІх.х;
іпі бека=Ь1оск1Хт.х*£гісЮіт.х;
у/Ьі1е(і < N+N4-1)
{
|0=11ігеас1Іс1х.х+М-1;
І І^іЬгеасЗІсІх.х;
'іГ(і<Н)
{ к0=0;
іГ(ї1ігеасіІс1х.х<М) хЬиГ[] 1]=Х[і-М+1 ];
} еізе кО=і-Х-ь 1;
ІГ(І<М)
{ т - і+ 1 ; 
хЬиГ[]0]--Х[і];
} еізе т=М ;
_зупсіїїгеасІзО;
зит=0;
Гог(к=к0; к<т; к++) { зшп+=хЬиі]]0-к]*сі_сН[к]; }
У[і]=зит;
і+=с1ека;
}
}
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Тестування проводились на ПК з центральним процесором Соге 2 Оио (58200 
(4 ядра. 2.3ГГц, 2Гб ОЗП) та графічною платою ТГУІОІА ОсРогсе ОТ 9500 (4 
процесорних ядра. 1.4 ГГц. 512 Мб ОЗП). Довжина ядра М приймалась рівною від 
8 до 512, а довжина сигналу N -  в межах від 104 до 106 відліків. Для визначення 
часу виконання коду на ОРІІ застосовувались функції СИПА С для роботи з 
об’єктами типу сисІаЕуепМ:, для СРИ -  функція \ ¥ іпсіо\у5 АРІ 
(^иегуРсгГогтапсеСоипШг.
Був здійснений аналіз часу виконання пропонованого та різних реалізацій 
алгоритмів, описаних в [8]. Графічно результати експериментів по визначенню 
часу виконання для різних реалізацій алгоритму наведені на рис.2.
Рисунок 2 - Час виконання згортки для різних довжин ядра п (8..5 12) при 
використанні різних підходів для реалізації алгоритму. Тут: (_сри -  час виконання 
алгоритму безпосередньо центральним процесором, 1_сопзІ- алгоритм для ОРІЇ з 
використанням пам’яті констант, і_зЬ - алгоритм для ОРІІ з використанням
розділюваної пам’яті
Як видно з рис. 2, найменший час виконання має наведений для ОРИ 
алгоритм з використанням розділюваної пам’яті. Відносний приріст швидкодії у 
порівнянні з основним процесором наведений на рис. 3.
Рисунок 3 - Відносне прискорення виконання алгоритму прямої згортки з 
використанням зНагесі-тетогу алгоритму ОРІІ по відношенню до прямого методу 
обчислення з використанням основного процесора
Отже, використання графічних процесорів дозволяє ефективно
розпаралелити обчислення в алгоритмі дискретної згортки сигналу з ядром
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невеликого розміру. Достатньо значний приріст продуктивності порівняно з 
реалізацією на центральному процесорі, отриманий мри тестуванні, пояснюється 
правильним способом вибору і використання розділюваної пам'яті. При 
використанні більш нових моделей ОРИ приріст повинен бути ще більш суттєвим.
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Рассмотреньї вопрссьі побьпиения зффективности геологоразведочного 
буреная за ечет исследовання факторов, влпятцих на роботу -електропривода 
буровой установки при бурений в трещиноватьіх породах. На оснований сценки 
мощности, затрачиваемой на буреуие, с учетом характере рабстві 
породоразрушатцего ^інструмента и потерь мощности в колонне, определеньї 
основній?. треботния к ємбору зяскгароприесда. Прог.зведен раечет мощности 
злектрсдбнзателя основі;ого приводи буровой установки.
