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On the Consistency of Compressed Modes for
Variational Problems
Farzin Barekat∗
Abstract
This paper provides theoretical consistency results for compressed modes intro-
duced in [6]. We prove that as L1 regularization term in certain non-convex varia-
tional optimization problems vanishes, the solutions of the optimization problem and
the corresponding eigenvalues converge to Wannier-like functions and the eigenvalues
of the Hamiltonian, respectively.
1 Introduction
In [6, 7] the authors pioneered a new methodology of using sparsity techniques to obtain
localized solutions to a class of problems in mathematical physics that can be recast as vari-
ational optimization problems. The typical method used for finding orthogonal functions
that span eigenspace of a Hamiltonian and are spatially localized is to choose a particular
unitary transformation of the eigenfunctions of the Hamiltonian. In solid state physics and
quantum mechanics these functions are known as Wannier functions [10]. There are many
approaches to finding the “right” unitary transformation. The most widely used approach
for calculating maximally localized Wannier functions (MLWFs) was introduced in [4].
There are two difficulties associated with this approach. First, the eigenfunctions of the
Hamiltonian must be calculated. Second, one needs to determine a distance to manually
cut off the resulting MLWFs.
In [6], it was demonstrated that introducing L1 regularization in the variational formula-
tion of the Schro¨dinger equation of quantum mechanics and solving the new non-convex op-
timization problem, results in a set of localized functions called compressed modes (CMs).
It was shown numerically that CMs have many desirable features, for example, the energy
calculated using CMs approximates the ground state energy of the system. Moreover, there
is no requirement to cut off the resulting CMs “by hand”. In a more recent development,
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the ideas of [6] were used in [7] to generate a new set of spatially localized orthonormal func-
tions, called compressed plane waves (CPWs), with multi resolution capabilities adapted
for the Laplace operator.
The idea of using the `1 norm as a constraint or penalty term to achieve sparsity has
attracted a lot of attention in a variety of fields including compressed sensing [3, 2], matrix
completion [8], phase retrieval [1], etc. Recently, sparsity techniques began being used in
physical science (see for example [5]) and partial differential equations (see for example [9]).
In all these examples sparsity means that in the representation of a corresponding vector or
function in terms of a well-chosen set of modes (ie. a basis or dictionary), most coefficients
are zero. However, [6, 7] for the first time advocates the use of L1 norm regularization to
achieve spatial sparsity (i.e. functions that are spatially localized).
In this paper we prove consistency results for compressed modes (CMs) introduced
in [6]. In particular, we show that as µ → ∞ the approximate energy calculated using
CMs converges from above to the actual energy of the system. This is done in section 2.
More importantly, in section 3, we show that under some necessary assumptions on the
spectrum of the Hamiltonian, as µ→∞, CMs converge to a unitary transformation of the
eigenfunctions (i.e. Wannier-like functions) in L2 norm. Moreover, we verify a conjecture
stated in [6].
Let Hˆ = −1
2
∆ + V (x) denote Hamiltonian of a system with eigenfunctions φ1, φ2, . . . ,
and corresponding eigenvalues λ1 ≤ λ2 ≤ . . .. Observe that φ1, . . . , φN are a solution to
the optimization problem:
{φ1, . . . , φN} = argmin
φ˜1,...,φ˜N
N∑
i=1
〈φ˜i, Hˆφ˜i〉 s.t. 〈φ˜j, φ˜k〉 = δjk, (1)
where 〈φj, φk〉 =
∫
Ω
φ∗j(x)φk(x)dx. Throughout this paper we assume that domain Ω is a
bounded subset of Rd with appropriate boundary conditions for the Laplacian.
In [6], compressed modes {ψi}Ni=1, corresponding to number N , are defined as the
solution to L1 regularized optimization problem
{ψ1, . . . , ψN} = argmin
ψ˜1,...,ψ˜N
N∑
i=1
1
µ
‖ψ˜i‖1 + 〈ψ˜i, Hˆψ˜i〉 s.t. 〈ψ˜j, ψ˜k〉 = δjk, (2)
where ‖ψi‖1 =
∫
Ω
|ψi|dx. As shown in [6, 7], compressed modes have many desirable
features. In particular, consider the N × N matrix 〈ΨTN , HˆΨN〉 with the (j, k)-th entry
defined by 〈ψj, Hˆψk〉 and let (σ1, . . . , σN) denote its eigenvalues in non-decreasing order.
In [6, 7], it was conjectured that as µ → ∞, σi’s converge to λi’s. In theorem 3.5 we
verify this conjecture. We also show that as µ → ∞, CMs ψi’s converge to a unitary
transformation of eigenfunctions φi’s (i.e. Wannier-like functions) in the L
2 norm. Observe
that orthonormality constraints in optimization problems (1) and (2), renders them to be
non-standard. In particular note that the space of feasible functions in (1) and (2) is not a
convex set and many convex optimization techniques and analysis cannot be applied here.
Indeed, we show the results hold in a more general setting: Suppose J : L2 → R+ is a
nonnegative bounded operator on space of L2(Ω) functions; that is, there exists a constant
2
C such that
0 ≤ J(g) ≤ C‖g‖2 for all g ∈ L2.
Let {fi}Ni=1 denote a set of solutions, corresponding to the number N , of the optimization
problem
{f1, . . . , fN} = argmin
f˜1,...,f˜N
N∑
i=1
1
µ
J(f˜i) + 〈f˜i, Hˆf˜i〉 s.t. 〈f˜j, f˜k〉 = δjk. (3)
Let 〈F TN , HˆFN〉 denote theN×N matrix whose (j, k)-th entry is 〈fj, Hˆfk〉 and let (ν1, . . . , νN)
denote its eigenvalues in non-decreasing order. Define the energy associated with this so-
lutions by
E =
N∑
i=1
〈fi, Hˆfi〉 = Tr(〈F TN , HˆFN〉) = ν1 + · · ·+ νN . (4)
Recall that the domain Ω is bounded; in particular, operator J(·) = ‖ · ‖1 satisfies the
above conditions. Therefore, results shown for solutions f1, . . . , fN and the corresponding
ν1, . . . , νN , in particular hold for CMs ψ1, . . . , ψN and corresponding σ1, . . . , σN . Neverthe-
less, the case J(·) = ‖ · ‖1 is the most interesting application and the main motivation for
considering this problem in the first place.
The remainder of this paper is as follows. In section 2, we show that E converges from
above to the actual energy of the system as µ → ∞. Section 3 contains the main results
of the paper; that is, as µ → ∞, fi’s converge to a unitary transformation of φi’s and
eigenvalues (ν1, . . . , νN) converge to (λ1, . . . , λN). In section 4, we make some concluding
remarks.
2 Convergence of Energies
In this section we show that E converges to the ground state energy E0 =
∑N
j=1 λj as
µ→∞. Although, the result of this section can be readily deduced from theorem 3.5, we
have included it here for its independent interest and simplicity of argument.
First observe that
E0 = λ1 + · · ·+ λN =
N∑
i=1
〈φi, Hˆφi〉 ≤
N∑
i=1
〈fi, Hˆfi〉 = ν1 + · · ·+ νN = E, (5)
where we used property (1) for the inequality and equation (4) for the last equality.
Next choose µ large enough such that
1
µ
N∑
i=1
J(φi) < .
This is plausible due to boundedness of operator J and the assumption that ‖φi‖2 = 1 for
i = 1 . . . , N .
3
We have
E = ν1 + · · ·+ νN =
N∑
i=1
〈fi, Hˆfi〉 ≤ 1
µ
N∑
i=1
J(fi) +
N∑
i=1
〈fi, Hˆfi〉
≤ 1
µ
N∑
i=1
J(φi) +
N∑
i=1
〈φi, Hˆφi〉 < + λ1 + · · ·+ λN = + E0, (6)
where we used (4) for the first equality, positivity of operator J for the first inequality, and
property (3) for the second inequality.
From equations (5) and (6) it follows that
E ↓ E0 as µ→∞.
3 Consistency Results for L1 Regularization
This section contains the main results of the paper. In theorem 3.3, we show that as
µ → ∞, the solutions to the regularized optimization problem (3) converge to a unitary
transformation of the eigenfunctions in L2 norm. Furtheremore, in theorem 3.5, we show
that as µ→∞, the eigenvalues of matrix 〈F TN , HˆFN〉 converges to the first N eigenvalues
of the Hamiltonian Hˆ. This provides an affirmative answer to the conjecture stated in [6].
First we prove the following lemmas.
Lemma 3.1 Suppose that for i, j = 1, . . . , N
∞∑
k=1
a∗ikajk = δij. (7)
Then, for any k,
N∑
i=1
|aik|2 ≤ 1.
Proof: It suffices to show the result for k = 1 (i.e. by relabeling the indices, the result
would follow for other k’s). Let C be an N ×N matrix whose ij-th entry is given by
Cij =
∞∑
l=2
a∗ilajl. (8)
By construction, C is hermitian, we claim that it is also positive semi-definite matrix. For
any vector x = (x1, . . . , xN)
T , observe that
x∗Cx =
N∑
i,j=1
x∗iCijxj =
N∑
i,j=1
x∗ixj
∞∑
l=2
a∗ilajl =
∞∑
l=2
(
N∑
i=1
xiail
)∗( N∑
j=1
xiajl
)
=
∞∑
l=2
∣∣∣∣∣
N∑
i=1
xiail
∣∣∣∣∣
2
≥ 0.
4
Using Cholesky decomposition, there exist a lower diagonal matrix L (i.e. not necessarily
unique as C is semi-definite) such that C = L¯L¯†. Thus,
Cij =
N∑
m=1
L∗imLjm.
In particular, comparing with equation (8), we conclude that for i, j = 1 . . . , N ,
N∑
m=1
L∗imLjm =
∞∑
l=2
a∗ilajl
For i = 1, . . . , N , set Li0 := ai1 and ~Li = (Li0, Li1, . . . , LiN) . From assumption (7) and
the above equality, we may conclude that
〈 ~Li, ~Lj〉 = δij for i, j = 1, . . . , N.
Note that {~Li}Ni=1 are (N+1)-dimensional vectors. We can find vector ~L0 = (L00, L01, . . . , L0N)
such that {~Li}Ni=0 is an orthonormal set of basis. Form (N + 1)× (N + 1) matrix M whose
ij-th entry Mij is equal to Lij for i, j = 0, . . . , N . Observe that M is hermitian as its rows
are orthonormal. Hence columns of M are orthonormal as well. In particular,
1 =
N∑
i=0
|Mi0|2 =
N∑
i=0
|Li0|2 = |L00|2 +
N∑
i=1
|ai1|2 =⇒
N∑
i=1
|ai1|2 = 1− |L00|2 ≤ 1.
This completes the lemma.
Lemma 3.2 Suppose λN < λN+1. For any  > 0 there exist 0 such that∣∣∣∣∣
N∑
i=1
〈gi, Hˆgi〉 −
N∑
i=1
〈φi, Hˆφi〉
∣∣∣∣∣ < 0 with 〈gi, gj〉 = δi,j
implies that ‖gi−ϕi‖2 < , for i = 1 . . . , N . Here ϕ1 . . . , ϕN is some unitary transformation
of φ1 . . . , φN .
Proof: Since {φi}∞i=1 form a complete set of basis in L2, for every i = 1 . . . , N , we have
gi =
∞∑
k=1
aikφk.
Moreover, the assumptions on the gi’s imply that
∞∑
k=1
a∗ikajk = δij. (9)
5
By spectral decomposition,
Hˆ =
∞∑
l=1
λl|φl〉〈φl|.
Thus, for i = 1 . . . , N
〈gi, Hˆgi〉 = 〈gi,
∞∑
l=1
λl|φl〉〈φl|gi〉 =
∞∑
l=1
λl〈gi, φl〉〈φl, gi〉 =
∞∑
l=1
λl|ail|2.
Summing over i on both sides of the above equality, we have
N∑
i=1
〈gi, Hˆgi〉 =
N∑
i=1
∞∑
l=1
λl|ail|2 =
∞∑
l=1
λl
N∑
i=1
|ail|2 =
∞∑
l=1
λlbl,
where
bl :=
N∑
i=1
|ail|2.
Observe that bl’s satisfy the following properties:
0 ≤ bl ≤ 1 for l = 1, . . . , (10)
and ∞∑
l=1
bl = N. (11)
We can see the first property using lemma 3.1. To see the second property note that
∞∑
l=1
bl =
∞∑
l=1
N∑
i=1
|ail|2 =
N∑
i=1
∞∑
l=1
|ail|2 =
N∑
i=1
1 = N.
Now observe that
N∑
i=1
〈gi, Hˆgi〉 −
N∑
i=1
〈φi, Hˆφi〉
=
∞∑
l=1
λlbl − (λ1 + · · ·+ λN)
≥(b1 − 1)λ1 + · · ·+ (bN − 1)λN + (
∞∑
l=N+1
bl)λN+1
=(b1 − 1)λ1 + · · ·+ (bN − 1)λN + (N − b1 − · · · − bN)λN+1
=(1− b1)(λN+1 − λ1) + · · ·+ (1− bN)(λN+1 − λN), (12)
6
where we used the nondecreasing ordering of λi’s in the third line, and (11) in the fourth
line. Now from (10) and nondecreasing ordering of λi’s, each of the terms in summation
(12) is positive. Hence∣∣∣∣∣
N∑
i=1
〈gi, Hˆgi〉 −
N∑
i=1
〈φi, Hˆφi〉
∣∣∣∣∣ ≥ (1− b1)(λN+1 − λ1) + · · ·+ (1− bN)(λN+1 − λN).
Now using the assumption that λN+1 is strictly greater than λ1, . . . , λN , we may conclude
that for every 1 > 0, there exist 0 such that if the LHS of the above inequality is smaller
than 0, then
1− bl < 1 for l = 1, . . . , N.
Moreover, using equation (11), we can conclude that
∞∑
l=N+1
bl < N1 =⇒
∞∑
l=N+1
N∑
i=1
|ail|2 =
N∑
i=1
∞∑
l=N+1
|ail|2 < N1.
In particular for i = 1 . . . , N , we have
∞∑
l=N+1
|ail|2 < N1. (13)
Next we show that N ×N matrix {aik}Ni,k=1 is “almost” unitary in the sense that
∣∣∣∣∣δij −
N∑
k=1
a∗ikajk
∣∣∣∣∣ =
∣∣∣∣∣
∞∑
k=N+1
a∗ikajk
∣∣∣∣∣ ≤
( ∞∑
k=N+1
|aik|2
)1/2( ∞∑
k=N+1
|ajk|2
)1/2
< (N1)
1/2(N1)
1/2 = N1,
where we used (9) for the first equality, Cauchy-Schwarz for the first inequality, and
(13) for the second inequality. We can orthonormalize the rows of matrix {aik}Ni,k=1 using
Gram-Schmidt process, to form a new unitary matrix {a′ik}Ni,k=1 . Indeed, because of the
above inequality, for any 2 > 0, we can choose 1 small enough such that
N∑
k=1
|aik − a′ik|2 < 2 for every i = 1, . . . , N. (14)
Now, for i = 1, . . . , N , set
ϕi =
N∑
k=1
a′ikφk.
Observe that
‖gi − ϕi‖22 =
N∑
k=1
|aik − a′ik|2 +
∞∑
k=N+1
|aik|2 < 2 +N1,
7
where we used (14) and (13) for the inequality.
Hence, for any  > 0, we can choose 1 and 2 small enough such that ‖gi − ϕi‖2 < 
for i = 1, . . . , N . The result follows.
Now, we prove the main result of this section.
Theorem 3.3 Assume λN+1 > λN . For every  > 0, there exist µ0 such that for µ > µ0,
the solutions to the regularized optimization problem (3) satisfy
‖fi − ϕi‖2 <  for i = 1 . . . , N,
where ϕ1 . . . , ϕN is some unitary transformation of φ1 . . . , φN .
For given , choose 0 as indicated by lemma 3.2. Choose µ0 large enough such that
1
µ0
N∑
i=1
J(φi) < 0. (15)
Let µ > µ0. Observe that
N∑
i=1
〈φi, Hˆφi〉 ≤
N∑
i=1
〈fi, Hˆfi〉 ≤ 1
µ
N∑
i=1
J(fi) +
N∑
i=1
〈fi, Hˆfi〉 ≤ 1
µ
N∑
i=1
J(φi) +
N∑
i=1
〈φi, Hˆφi〉.
where we used property (1) for the first inequality, and property (3) for the last inequality.
Hence, using (15), we have
N∑
i=1
〈φi, Hˆφi〉 ≤
N∑
i=1
〈fi, Hˆfi〉 ≤ 0 +
N∑
i=1
〈φi, Hˆφi〉,
which implies that ∣∣∣∣∣
N∑
i=1
〈fi, Hˆfi〉 −
N∑
i=1
〈φi, Hˆφi〉
∣∣∣∣∣ < 0. (16)
Now applying lemma 3.2, completes the proof.
Remark 3.4 The assumption λN+1 > λN is essential. Because otherwise, we can have
situations in which ψN converges to φN+1 in L
2 norm and the result of theorem 3.3 would
clearly not hold.
Theorem 3.5 Eigenvalues (ν1, . . . , νN) of matrix 〈F T , HˆF 〉, converge to (λ1, . . . , λN), the
eigenvalues of Hamiltonian Hˆ.
Proof: Using the same notation as before, let ϕi, for i = 1, . . . , N , be the unitary trans-
formation of the eigenfunctions φ1, . . . , φN as described by theorem 3.3. Let 〈ΦT , HˆΦ〉 be
an N ×N matrix with (j, k)-th entry equal to 〈ϕj, Hˆϕk〉. We show that matrix 〈F T , HˆF 〉
converges to matrix 〈ΦT , HˆΦ〉 in Frobenius norm. For matrix 〈ΦT , HˆΦ〉 has the same
8
eigenvalues (λ1, . . . , λN) as the Hamiltonian, since ϕi’s are unitary transformation of the
eigenfunctions φi’s. To that end, it suffices to show that
〈fi, Hˆfj〉 → 〈ϕi, Hˆϕj〉 for i, j = 1, . . . , N.
Suppose
ϕi =
N∑
k=1
a′ikφk for i = 1, . . . , N,
and
fi =
∞∑
k=1
aikφk for i = 1, . . . , N.
From the result of theorem 3.3 we know that
‖fi − ϕi‖22 =
N∑
k=1
|aik − a′ik|2 +
∞∑
k=N+1
|aik|2 → 0, as µ→∞. (17)
This also implies that as µ→∞, for i = 1 . . . , N ,
aik → a′ik, where 1 ≤ k ≤ N, and aik → 0 where k > N. (18)
Since
∑N
i=1〈φi, Hˆφi〉 =
∑N
i=1〈ϕi, Hˆϕi〉, from the proof of theorem 3.3 (i.e. equation (16)),
we can conclude that
N∑
i=1
〈fi, Hˆfi〉 →
N∑
i=1
〈ϕi, Hˆϕi〉 as µ→∞.
Rewriting the above expression we have
N∑
i=1
∞∑
k=1
λk|aik|2 →
N∑
i=1
N∑
k=1
λk|a′ik|2 as µ→∞.
From (18) we can conclude that for any finite M > N ,
∑N
i=1
∑M
k=1 λk|aik|2 converges to∑N
i=1
∑N
k=1 λk|a′ik|2 as µ→∞. Hence,
N∑
i=1
∞∑
k=M
λk|aik|2 → 0 µ→∞. (19)
Now for i, j = 1, . . . , N , consider
〈fi, Hˆfj〉 − 〈ϕi, Hˆϕj〉 =
∞∑
k=1
λka
∗
ikajk −
N∑
k=1
λka
′∗
ika
′
jk
=
N∑
k=1
λk(a
∗
ikajk − a′∗ika′jk) +
∞∑
k=N+1
λka
∗
ikajk (20)
9
The first summation in line (20) goes to zero as µ → ∞, because of (18). If all λk’s
are negative (i.e. and therefore bounded, as we have arranged them in nondecreasing
order), then a simple application of Cauchy-Schwarz and using (17), implies that the
second summation in line (20) also goes to zeros as µ → ∞. Otherwise, there exist finite
M greater than N such that for k > M , λk is positive. Now we write the second summation
in line (20) as
M∑
k=N+1
λka
∗
ikajk +
∞∑
k=M+1
λka
∗
ikajk.
Again the first summation in above line goes to zero as µ → ∞ because of (18). For the
second summation in the above expression, note that by Cauchy-Schwarz∣∣∣∣∣
∞∑
k=M+1
λka
∗
ikajk
∣∣∣∣∣ ≤
( ∞∑
k=M+1
λk|aik|2
)1/2( ∞∑
k=M+1
λk|ajk|2
)1/2
.
The reason that we use λk instead of |λk| on the RHS is due to the assumption that λk’s
are positive for k > M . Equation (19), in particular, yields that the RHS of the above
expression goes to zero. Thus, we have shown that the expression on line (20) goes to 0 as
µ→∞. This completes the proof.
Remark 3.6 Observe that theorem 3.5 does not immediately follow from the result of
theorem 3.3. This is due to the fact that the Hamiltonian Hˆ is not generally a bounded
operator on L2 functions.
4 Conclusion
In this paper we prove consistency results for compressed modes introduced in [6]. Although
we show the results hold in a more general setting, the most important application of the
results of this paper is for compressed modes.
In [6, 7], the authors pioneered the use of L1 regularization to compute modes that are
spatially localized. We proved that, under some necessary assumptions on the spectrum
of the Hamiltonian, as the regularization term in the non-convex optimization problem
(2) vanishes, the compressed modes indeed converge to Wannier-like functions. We also
provided an affirmative proof for a conjecture in [6].
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