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Figure 2. The two production sectors and their inner feedbacks.
machine led to the mechanization of weaving, and later to the improvement of bleaching, textile printing, and dyelng (Marx 1963) . The steam engine proved to be the appropriate power source for these processes. Machinery soon developed to the point where machmes could be produced with machnes As the demand for iron to produce machinery increased, more coal was needed to produce the iron, and so forth. Table 1 gives an overview of general periods of industrial development since 1740 and their characteristics. Each period can be described in terms of:
-changes in resources -changes in demand -changes in labor functions -gaps in the production system and in growth industries However, it is difficult to define an exact time-frame for each historical period. Table 1 presents more or less a qualitative judgment based upon several sets of information and data. This can help examine further historical progress by analyzing the inner logic in the development of resources, demand, labor functions, and other dimensions.
Looking at various data on innovations, inventions, industrial production, energy consumption, and patents, which will be presented in the next chapter, it is again possible to distinguish certain periods that more or less coincide with the periods characterized in the first table (see Table 2 ). Other authors have obtained results that differ more or less from ours (see Table 3 ).
"Cycles", of course, is a quite arbitrary term for these time periods. History does not actually repeat itself; nor can a strict stable periodicity be observed. But people like to think in terms of cycles. This seems to be an old pattern of human thought, influenced by the patterns observed in agricultural periods, weather changes', and tides, in which mechanisms work recurrently.
Our historical periods might be better called quasi-cycles, because we are not sure whether the same fundamental causes are present in all upswings and downswings. So when applying spectral analysis in the investigation of long time series in industrial production, innovations and inventions, we know that we will not necessarily find an underlying pattern in the true sense of the word. Spectral analysis can merely reveal certain quantitative and formal properties of the whole process.
'sxeaA ur yq6ua1 xrayq pue IsxeaA yead qayq 'sporxad pahxasqo The data for US patents did not exhibit exponential growth but showed partly linear behavior. The intervals with homogenous linear trends were not the same as for the variables production, energy and patents England. So we tried to remove the long term trends in this variable by using ordinary linear regression and taking the residuals as new variables. Using this method we arrived at the results in Table 5 . Table 5 . Defining equatons for US patents.
PATENTS USA
The invention and innovation variables showed no long-term trends and thus were used untransformed in the rest; of the analysis. The transformed variables for production, energy, patents England, and patents USA; and the untransf ormed variables for innovation number and invention index, invention power, and innovation number were used for time-series analysis via spectral analysis.
Years
1790-1 850
1851-1930
1931-1947
1948-1976
To determine the cyclical behavior of each of the variables, autocovariances, spectra, and spectr-a1 densities were calculated. In short the underlying theory is: Every stochastic process Xt can be written as a stochastic integral: where ~(h) and ~(h) are uncorrelated processes of uncorrelated increments (i.. C(h,) -C(h3) and c(h2) -C(h,) are uncorrelated for hq > As 2 h2 > hl and the same is true for S and for correlations between C and S and E(S(h)) = E(c(~)) = 0 for all 0 < h < n. From thi.s representation one can see that Yt tends to have periodic coomponents which period h for values of h where the variance of ~(h) and/or S(h) is increasing very rapidly. (These variances can be shown to be monotonically increasing functions of A).
In general terms, the reason for this is:
We will not specify the mathematical theory of stochastic integrals, so we will not argue about the exact nature of the limits occuring in this formula. For a detailed discussion, see Anderson 1971. In this formula, we see that i f the difference C(hi) -C(hi -tends to result in large values, then the process will with great probability have periodic components with frequency %hi. So one instrument for detecting periodicities in Yt is to study the function E(c~(~)) = E(s~(A)) (Theory shows that these variance functions are identical).
It can be shown that this function is identical to the spectral distribution function G(h) with the property If we have values of h for which g(X) is high with respect to other A's, then the process tends Lo have common periodic components with frequency 2n-A. Since we do not know the process Yt but only a realization of it we cannot calculate g (A); we can only estimate it. g (A) is the Fourier transformation of o(k) = cov (5, E+*). Therefore we used the usual estimate to calculate o(k) and then took its Fourier transformation to estimate g (A).
However, there is a problem is ths. The autovariances in the sample do not produce a consistent estimate of the real covariances. So one has to use smoothing procedures to get consistent estimates of these parameters. We used the Parzen weighting function for smoothing the autocoraviances. Ths weighting function yields consistent estimates for g (A) when xk20(k) converges and with increasing T given T observations we use only autocovariances of orders smaller than Caf (T) to calculate the estimator of the spectral den-sity where
This means roughly that the covariances of widely separated observations are moving rapidly enough toward zero that one can safely omit them from the smoothing procedure for estimating spectral density.
Using these smoothed autocovariances, we calculated the estimates for the spectral density. In order to determine the interactions between the periodic components of our time series we calculated coherences and phase shiftings for each pair of variables. Intuitively speaking this means that we decompose the processes into their periodic components and calculate "correlations" between these components and also calculate the typical lag between the peaks of the sine waves.
For a detailed and mathematically more appealing description of the method used see Hannan (1970) . It would go far beyond the aim of this paper to give a detailed description of the mathematical theory used.
As in the case of the autocorrelations we also used the Parzen weighting function for smoothing the cross-covariances. Since we did not have data for all the variables we had to use "smoothing windows" of different lengths for calculating estimations of the spectral densities and coherences. Tables 6 and 7 give all these window lengths. 
THE DATA
The data used are presented in Appendix 1. For world industrial production, we used the data collected by Juergen Kuczyuski ( 1967) and Thomas Kuczynski (1978) for the period 1850-1976 and completed them by using the Hoffmann Index (Hoffmann 1955) for the period 1740-1849 and UN Statistics (Monthly Bulletin 1975 for the last years.
Data on world primary energy consumption are available from 1850 (Schilling, Hildebrandt 1977) . Further, data on patents granted in England and in the US are presented in Mitchell (1975) and Technology Assessment and Forecast (1977) . Data on English patents between 1700 and 1890 might best represent world technological progress, followed by US patents from 1890 to the present.
We collected data on 182 inventions and innovations, including the list of 90 inventions and innovations used by Gerhard Mensch (1975) , and calculated the following indicators (see Apppendix 11): t~ = the date of invention according to the date of the first major patent application or other sources tE = the date of innovation, normally the date of first production or market introduction TE = the time period between invention and innovation (= tB -tL), also call.ed "lead" us = the speed of innovation (=loo/ TE)
The earlier an invention is realized as an innovation, the higher this indicator will be. VK = the range of application of a given innovation iK = the scientific-technological level of a given innovation. VK and iK are explained in Table 4 . UJK = the coefficient of importance ( = iK. VK) p = the innovation potential ( = wK/ TE). p* = the innovation power (=p .vE=w$/ T*)
The dates of invention and innovations, taken from historical sources, determine t, , tEandTE.
The coefficients & and Vk were calculated on the basis of Table 8 . We used 7 levels for each indicator and evaluated them quantitatively. The main assumption here was the existence of an exponential frequency distribution of different classes of innovations (Haustein, Maier, and Uhlmann 1981 ).
If we assume that the importance of innovations w (a coefficient between 1 and 100) follows an exponential function and the parameters & and uk are connected in a multiplicative form, we can write and Taking a simple symmetrical scheme (a = b), we then have w = eed where According to 1 < w S 100 (percent), we find for k = 6 100 = elza 100 a = I n = 0.38376
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From this we find the coefficients of importance for each level within the 7 x 7 = 49 field (see Table 8 ).
When we try to adjoin one innovation to the 7 x 7 = 49 field, we realize that we often have difficulty in making an exact estimation. So it is clear that the invention and innovation indicators are by no means exact figures. Each of the inventions and innovations is represented by three indicators: number coefficient of importance w power coefficient p* These indicators are calculated according to the data on 182 inventions and innovations contained in Appendix 11. We think that the coefficient of importance better represents the real weight of an innovation or invention than does their simple number. The definition of the innovation v potential p = i , seems to be analogous to the physical definition of 1 energy. The higher the innovation potential, the shorter the lead and the bigger the importance of the innovation. It can be assumed that the diffusion of such innovations will then also be quicker. The power coefficient is the potential coefficient weighted by the importance coefficient.
CHAPTER 4 RESULTS AND CONCLUSIONS
As it has been shown in many studies, the demands of the producti.on system give an important push to innovations and inventions. But this does not necessarily imply that innovations and inventions directly follow patterns of industrial production growth. A spectral analysis using the time series The longest cycle we could identify was a fifty year cycle. The straight lines in Figure 3 show the results of an analysis carried out with the help of auto-and cross-correlation on the basis of the Parzen weighting function.
The 40-60 year cycle is often called the Kondratieff cycle. The Russian economist N.D. Kondratieff probably did more than anyone to make the idea known in the USSR and the world in general while he was head of the Konjunktur Institute in Moscow in the 1920s. Kondratieff, Parvus, van Gelderen, de Wolff and others regarded 1815, 1849, 1873, and :1896 as years of crucial turning points. Karl Marx was aware of the cyclical character of capitalist reproduction and linked it with the duration of longterm fixed capital (Marx 1963) Schumpeter considered the irregular clusters of innovations crucial for economic development (Schumpeter 1939 ). However, he was unclear about why innovations occur in clusters. Gerhard Mensch (1975) updated Schumpeter's theory and tried to give it an empirical base. He identified periods with a lack of basic innovations : 1814 -1827 , 1870 -1885 , 1925 -1939 -?. Cesare Marchetti (1980 used Mensch's figures, plotted them as logistics and added his findings on energy sources and price development (see Figure 3) . The logistic pattern seems to be very convincing. But using our data we could not find any logistics in the development of industrial production, patents, or energy consumption. In the case of inventions, logistics could be identified only for the periods 1738-1860, 1930-1950, and 1950-1966 . In the case of innovations ths was true only of 1859-19Q8, 1909-1930, and 1950-1966 . So we have some doubts when looking at the regular patterns of inventions and innovations by Mensch and Marchetti. According to Figure 4 , industrial production is influenced by the innovation index within the 50 years cycle with a lag of 21 years and a coherence of 0.40 which is of course not very high. But this result seems to be plausible: in the past it took about two decades before a major innovation wave led to a major upswing in industrial production. The innovation wave between 1931 and 1949 was followed by the upswing in world industrial production after the Second World War. The 50-year cycle (50, 53.3 years).
Innovation index
A direct 50 year cycle of autocorrelation could not be identified for any of the variables. This means that a dominating internal long cycle exists in none of the variables. But non-dominant cycles do appear when analyzing interactions between any two of these variables. A second interesting result is the influence of industrial production on US patents with a lag of 9 years and a coherence of 0.55. Here the interpretation is not so difficult. The innovation index represents basic innovations. But the number of patents is of course a measure of improvement innovations. Improvement innovations follow the path of industrial production much more clearly than the clusters of basic innovations that occur not simply as a result of production downswings. Our result is in line with Schmookler's (1966) finding that the number of patents awarded in an industry increases only after demand has increased.
The relation between energy consumption and patents can be interpreted in the same way. The improvement cycle seems to be closely connected with the energy consumption cycle and a I.ag of 2.5 years is not long enough to judge about the causal direction.
The fifty year cycle is difficult to explain in economic terms. Are 50 years a kind of reproduction period of national wealth--including the innovative potential of human society? Does it reflect the exhaustion period of a reserve of given natural and social resources? Clusters of basic innovations were always ready for the next production upswing. But whch mechanism guides the 50 year cycle, if it exists at all?
According to Figure 4 we are dealing here with lag cycles and not with life cycles. Lag cycles are a well-known economic phenomenon. They can be demonstrated using the following example from the shipping industry.
After a year of high freight rates, more ships are ordered. After about a year these vessels are launched. These tend to depress freights, and would continue to do so as long as they kept running--on an average about 17 years for the first shipowner and another 17 years for the second or third shipowners. Tinbergen (1981) has shown that the resulting waves have a length equal to about four tirnes the time lag involved.
The same can be said of the re1ationsh.i~ between innovations an.d industrial production and industrial production and patents. A major driving mec hanism of economic development is the relationship be tween the growth of the investment goods sector and. the consumer goods sector, a relationship that lies at the core of Marx' reproduction theory. This idea was used in Forrester's National Model.
The process involves an over-building of the capital sectors in which they grow beyond the capital output rate needed for long-term equilibrium. In the process, capital plant throughout the economy is overbuilt beyond the level justified by the marginal productivity of capital. Finally, the overexpansion is ended by the hiatus of a great depression during which excess capital plant is physically worn out and financially depreciated on the account books until the stage has been cleared for a new era of rebuilding. (See Forrester 1981 .) Assuming this theory, the model revealed what was expected: that clusters of innovations are not necessary a cause for this mechanism. On the other hand, the bunches of innovations are caused by the long economic cycles themselves. This is an idea that has also been expressed in recent Marxist literature (T. Kuczynski 1978) .
But careful empirical studies are necessary to prove or to disprove this hypothesis. Forrester's model is insufficient for a substantial and convincing argument.
At least it is undisputed that innovations occur in clusters over time. The cluster phenomenon does not need an exogenous explanation: the inner feedbacks and the systems character of technology lead necessarily to chain reactions, causing a tendency toward very uneven technological progress (Haustein 1975) .
With regard to the long cycle, Marx' theory on the "tendencious falling of profit rates" seems to provide a better answer for the future analysis of long waves. A cornerstone of this theory is the organic com.position of capital, that is, the value relation between constant and variable capital c:v, as far as it expresses its technological composition between technological means and labor.
In its maturation and saturation stage, technological progress leads to a higher organic composition of capital, which presses the profit rate down. But there is another tendency superimposed over the first one: the innovative industries, which are the 1.eaders of the industrial growth, have very rapid productivity growth and this influences profit rates in a positive direction. The organic compositi.on of new industries is norma1l.y lower than the industrial average.
A. Kleinknecht (1879 Kleinknecht ( , 1980 has shown this using the example of West German industry. This is a somewhat parad.oxica1 development. Th.e same process that leads to a lower profit rate gives rise to an opposing force that paralyzes the falling rate. Marx (1963) was fully aware of this trade-off in the movement of profit rates.
The next long cycle discovered by the spectral analysis was a 40 year cycle. The results were poor: two autocorrelations in the inven.tion index and in patents Englands, and a cross-correlation between the invention index and world industrial production with a lead of 9.6 years (see Figure  5) .
This lead is difficult to explain. On the average it takes 30.2 years from invention to innovation according to the set of data in Appendix 11 (standard deviation s = 26.1; N = 182). The thirty year lag could be the 40 result of roughly -+ 9.6; this means that an upswing in invent ions is fol-2 lowed thrty years later by a downswing in world industrial production. This would correlate with Mensch's argument that innovations take place in the deep crisis phase. Figure 6 shows the next 32 year cycle, which exists mainly in the relation between invention indicators and US patents with a lead of 11 years. As a matter of fact, basic inventions cause a stream of improvement inventions represented by patents. 
years).
Next is the 20 year cycle (see Figure 7) , a rather strange one, presenting a cross-correlation between inventions and innovations with a lag of 3 or 4 years. Since all of these variables were constructed from the same data set, one should not overestimate the importance of these cross correlations. The 20-year cycle (16, 16.7, 20, and 22.6) .
Figures 8 and 9 show the next 13 years and the shorter cycles. At present there are a number of interesting and significant relationshps, mainly between innovations and industrial production or energy consumption.
The seven year cycle is sometimes called the Juglar cycle. In 1889, the French economist Clement Juglar wrote one of the first major studies of business cycles. Before World War 11, the cycles generally had a duration of 7 to 11 years, but they have since been shorter. Juglar cycles are the ordinary medium-term business or trade cycles that are central to Keynesian theory and policy prescriptions. In early capitalism between 1815 to 1847, they had a length of about five years; after 1848 this became ten years (Marx 1963) .
In his fundamental work, E. Varga (1937) identified the following depression years in world economy: 1857, 1866, 1873, 1882, 1890, 1900, 1907, 1920, and 1929 . Again, after the Second World War, the business cycles became shorter. The 7-year cycle (5. 9, 6.1, 6.3, 6.7, 6.9, 7, 7.3, 7.6, 8.0, 8.4, 8.9 
We resume our description of the results of our investigation with Figure 10 , whch shows the long-term relationships of world inventions, innovations, industrial production, energy consumption, and patents. A lag of 27 years exists, for example, between the invention and the innovation index. This is close to the average TE period of 30.2 years. But these lags are taken from the whole sample and in reality, the cycles become shorter and shorter. It is interesting to note the 21 year lag between innovation index and industrial production. The most recent historical example of this is the innovation index of 1936, which can be linked to the production peak 24 years later between 1960 and 1966.
Because of the interference of quasi-cycles and their historical deviations, it is rather difficult to make forecasts. What one can expect is that we are now experiencing a new innovation upswing due to microelectronics and telecommunications, whch might peak in 1985. The invention peak of this quasi-cycle occurred in 1958, when the number of inventions in electronics reached its absolute hstorical maximum (Dummer 1977) .
The current upswing in innovations is related to the downswing in world industrial production growth, which might continue until 1985 or even longer. Spectral analysis did not reveal any "Laplace demon" in history. Historical determinism exists, but not in a pure and mechanical form. For any kind of forecasts, we are referred. back to concrete investigations of unique historical factors, such as those shown in Table 1 
