ABSTRACT This paper addresses the voltage restoration and reactive power sharing problem of an autonomous microgrid with inverter-based distributed generations (DGs). A two-layer distributed average control scheme employing a multiagent system (MAS)-based finite-time consensus protocol has been proposed to control for autonomous microgrids, where each DG need merely information exchanges via a sparse communication. Accordingly, the proposed distributed average control strategy can be implemented locally for voltage restoration and reactive power sharing by the local communication among DGs. Due to the proposed distributed controllers implemented on local DGs, no central controller is required. Inspired by techniques from the MAS-based finite-time consensus algorithm, the global sharing information (i.e., total voltage deviation and total reactive power deficiency of the microgrid) can be accurately guaranteed in a distributed way. Depending on the discovered global information, the cooperative distributed average voltage control strategy, which involves primary and secondary voltage control, is not only executed to achieve a cooperative average voltage recovery but also ensures accurately reactive power sharing for each local DG and brings some advantages, such as plug-and-play property. Moreover, graph discovery algorithm is employed to achieve the self-expanding microgrids. Simulation results on an autonomous system are provided to show the effectiveness of the proposed control strategy in the MATLAB/SimPowerSystems Toolbox.
I. INTRODUCTION
A microgrid is a small-scale power grid in the low voltage by distributed/dispersed generation (DG) units, mainly based on renewable energy resources, energy storage systems (ESS) and different types of loads. It can operate either in grid-connected or autonomous (islanded) modes of operation [1] , [2] . Despite inherent benefits of microgrids, they bring along technical challenges regarding their power management, control, and protection systems [3] , [4] .
Various hierarchical control structures comprising of primary, secondary and tertiary control levels [5] - [7] are well introduced to microgrids. The primary control is realized locally via droop control method at each DG terminal to maintain the voltage and frequency stability. Irrespective of the distributed nature of the droop control, it has a drawback of producing voltage and frequency deviations from their nominal values. Hence, the secondary control level is necessary to nullify the deviations caused by primary droop control and to restore the voltage and frequency to their nominal values. The tertiary control level works on the optimization of the operating cost and power flow of the microgrid. Traditionally, the secondary control level focused in this paper is implemented in a centralized manner, which brings in the concept of global control action determined based on the information collected from the microgird system. It also necessitates the use of a complicated two-way communication network and a central computing system, which impairs the reliability of microgird system. As a result, there is a risk of single point failure for the whole microgird system. However, in recent studies MAS-based distributed control has evolved as a feasible solution to the problems associated with the centralized control structure. The distributed control structure only needs information of neighboring DGs. Hence, DG units communicate with each other using a sparse communication network. Without necessitating a central computing unit, the distributed secondary control scheme reduces the risk of single point failure and thus improves the system reliability. The distributed secondary control scheme works properly when communication topologies change. For a multi-agent system, with each DG is considered as an agent, the secondary voltage and frequency synchronization become a consensus problem [9] - [13] . Recently several distributed secondary control strategies have been reported l for voltage or/and frequency restoration [9] , [10] , reactive power sharing [11] , [12] , and voltage unbalance [5] , [13] . Most of the works have been done for a network where inverters are connected in parallel, with only two DG units considered.
Additionally, the voltage droop controller is unable to achieve accurate reactive power sharing among even exactly the same DGs operating in parallel owning to the influence of the line resistance [10] , [19] . Furthermore, unlike the high-voltage networks, in which the reactive power sharing among generators is in general fault a major concern owning to capacitive compensation of local loads and transmission lines, thus the voltages of generators are regulated to fixed values by the excitation system [11] , subsequently, voltage restoration has been accomplished as the secondary control stage in microgrids [10] , [14] , [16] , nevertheless, microgrids have the inherent characteristics of low ratings, small electrical distances between DGs, and the lack of static compensation, which requires an accurate reactive power sharing among DGs to avoid overloads to cause disable or damage of those DGs [17] . This situation will influence the stability of microgrids. Therefore, recently significant efforts have been done so as to enhance the primary control method for reactive power sharing. According to regulating the high-side voltage, a distributed control strategy has been proposed to reactive power sharing in [18] . An alternative reactive power sharing strategy was proposed in [19] , which introduces an integral control for the load bus voltage drooped against reactive power output. In all those strategies, they all fail to achieve accurate reactive power sharing because the voltage used in those works is a local variable not a global variable. These methods demand each DG to measure the common load bus voltage, further restricting its applicability in sophisticated microgrid scenarios. Analogously, the centralized secondary control architecture proposed in [20] for reactive power sharing, in which each DG demands to have a communication with a central controller. Furthermore, the work [21] proposed a distributed voltage control method, which demands all DGs to communicate with all other DGs directly. Since the objection of this method is to synchronizes the voltages of DGs to their nominal values, accurate reactive power sharing among heterogeneous DGs connected via various line impedances is impossible.
To overcome the drawbacks of primary control such as voltage deviations and inaccurate reactive power sharing, this paper presents a two-layer distributed average control scheme for typical autonomous microgrid scenario, consisting of primary control and secondary control, that will regulate the voltage average value of overall DGs to the desired values and meanwhile keep accurate reactive power sharing of DGs in a autonomous microgrid network. In addition, the distributed average algorithm for reactive power sharing also optimizes the power quality during autonomous operation, which minimizes the reactive power flows between the DGs while achieving accurate reactive power sharing. According to distributed consensus information sharing protocols for multiagent system, a MAS-based finite-time global information sharing algorithm, with better transient behavior, high-precision control performance, robustness against uncertainties, and better disturbance rejection properties [15] , [27] , is employed for the DGs to discovery average information indirectly, and an identify updating method for global information sharing introduced also makes it easy to meet the requirements of plug-and-play operation of intermittent DGs and the expansion of autonomous microgrid systems. The effectiveness of proposed distributed average controllers are validated by typical examples such as load change performance and plug-and-play operation.
The remainder of this paper is organized as follows: Section II presents the the model of microgird and primary droop control. Section III discusses the proposed distributed average control scheme for achieving the voltage restoration and accurate reactive power sharing and then employs the MAS-based finite-time global information discovery algorithm to discover the average value for proposed control distributed average control within a finite-time. Simulation results are presented to validates the efficacy of proposed scheme under different cases in Section IV. Section V concludes this paper.
II. MICROGRID SYSTEM MODEL
In a microgrid system, the reference frame of the whole system is considered as the common reference frame and the dynamics of other DGs are transformed to this common reference frame with angular frequency ω com . Then we can decouple the active and reactive powers via a abc/dq transformation. Details of the Park transformation is expressed as [11] depicted in Fig. 1 , Here, the axis set (D-Q) is the common reference frame rotating at a frequency, whereas axes (d-q) i and (d-q) j are the reference frame of inverter-based DG i and DG j rotating at ω i and ω j , respectively
where δ i is the angle difference of the reference frame for DG i with regard to the common reference angular frequency ω com .
A. MODELING OF INVERTER-BASED DGs
The local control process of three-phase inverter-based DG i is made up of three loop controllers (i.e., the droop-based power controller, PI voltage controller, and PI current controller) as shown in Fig. 2 . Moreover, L f i , R f i , and C f i represent the inductance, resistance, and capacitance of the output filter, respectively. And L c i , and R c i represent the inductance, and resistance of the output connector between DG i and the point of common coupling (PCC) bus, respectively. The virtual impedance loop Z V i is employed so as to keep the Q versus V and P versus ω droop characteristic for power controller. The nominal frequency ω n i of droop-based power controller is utilized by the pulse width modulation (PWM) inverter as frequency reference, meanwhile the following voltage and current controllers will be employed to regulate the voltage reference of the inverter [22] . According to the references provided by the power controller, V od iref and V oq iref , the output of the voltage magnitude controller is given by Furthermore, according to the references, I od iref and I oq iref , supplied by the PI voltage magnitudes controller, the output of the PI current control loop can be expressed as
where As shown in Fig.3 for the power control, R ij and X ij represent respectively the line impedance and inductance. And V i and V j represent the RMS values of DG i and DG j , with their phases ϑ i and ϑ j , respectively. For inductive lines (if X R) of reactance X ij connecting DG i to DG j , the active and reactive powers P i and Q i can be obtained as follows [17] :
If ϑ ij = ϑ i − ϑ j is small for transient stability of the whole system [11] , then Equations (7) can be simplified as follows:
As shown by Equations (8), the active power, flowing from the DG i and DG j via a highly inductive transmission line, are able to be controlled by regulating the phase ϑ ij . The reactive power supplied by DG i are able to be controlled by regulating the voltage magnitude of DG i . This is the basic principle of traditional droop control (i.e., Q versus V and P versus ω).
VOLUME 6, 2018
Thus, voltage and frequency droop characteristics can be used to tune the voltage and frequency of inverter based on following equations [20] 
where V in and ω in are the reference voltage and frequency provided for the internal control loops, respectively. (9) can be rewritten and obtained as follows:
(10)
B. DYNAMICS MODEL OF MICROGRIDS
Consider an autonomous microgrid with N inverter-based DGs, and all the variables have to be referred to a common reference frame ω com to simplify the analysis. The dynamical model of the microgrid can be obtained through considering the small-signal model of inverter-based DG (As described in part A) and the series LC filter and output connector part. The differential equations for the series LC filter and output connector are written as follows:
Integrating equations (3)- (9) and (11), the small-signal dynamical model of the microgrid be written in compact form as follows:ẋ
where
Based on the small-signal model, the proposed two-layer distributed average control scheme selects the control input V od in in (10) to synchronize the average value of terminal voltage of overall DGs to theirs desired value V Des . Thus the amplitude of output voltage V od i is able to realize synchronization through adjusting the control input V od in . Meanwhile, the properly reactive power sharing among DGs also are able to complete by controller (16) . The two-layer distributed average control scheme will be designed in the next section.
III. DESIGNED DISTRIBUTED AVERAGE CONTROL SCHEME OF AUTONOMOUS MICROGRIDS
The proposed distributed control scheme for autonomous microgrids consists of primary and secondary voltage/ reactive power control. Each DG equipped with a ESS is connected to a microgrid via an interfaced inverter. The inverter converts the DG to a three phase voltage with a normal frequency, phase angle and magnitude at the output terminals. And Fig.4 shows that the ESS is utilized to charge the instantaneous reactive power differences between DG and load caused by fast load changes, and achieves seamlessly the power balance overall microgrids via droop control. Then the DGs finish charging for ESS, and meanwhile restore the voltage to the desired values during the secondary control. Moreover, ESS also insures the DGs not to exceed their maximum capacity under large load changes. Furthermore, the aim of maintaining the voltage stability of the microgrid quickly and provide a high power quality will be achieved. In this section, the distributed average control methods and distributed MAS-based finite-time information sharing protocol will be discussed in the following.
A. DISTRIBUTED AVERAGE CONTROL FOR VOLTAGE AND REACTIVE POWER
The traditional control for the voltage restoration and reactive power sharing of DGs is a centralized control method. Different from the conventional centralized way, this paper designs a two-layer distributed average control scheme for the voltage restoration and reactive power sharing of each DG. The basic principle of the proposed distributed average control scheme is to share information among each DG and its neighbors via incorporating sparse communication networks. layer at the secondary control period. The communication layer is mainly responsible for information exchanges with neighboring DGs to acquire the global information cooperatively by the distributed MAS-based finite-time information sharing protocol (which will be presented in details in section III part B) and then sends it to the compensation layer. The compensation layer sends secondary reference signal V od in to the primary control to realize the voltage restoration and reactive power sharing reasonably.
The proposed distributed voltage average control is able to eliminate voltage deviations caused by primary control in each local DG in order to supply a flat voltage profile across the whole microgrid system. Thus, each DG requires to measure the voltage error, and attempts to compensate the voltage deviation caused by the Q versus V droop. Then, the voltage restoration can be represented as
for all i = {1, · · · , N }, where k PAveV i and k IAveV i are the proportional term and integral term of DG i , respectively. N is the total number of DGs.V od i is the voltage output variation of DG i , which is produced by using the PI control of the error between voltage reference of microgrid (V Des ) and voltage average of DGs (V Ave ).
As we all know, although some methodologies have been addressed to enhance the reactive power sharing, it is difficult to realize accurate reactive power sharing in a high R/X microgrid [19] , [20] . That is because the voltage is a local variable, namely the impedance between the DGs and PCC bus is different.
Different from aforementioned in Introduction part, a novel distributed average control scheme provides the possible solution for reactive power sharing locally, namely, each DG exchanges the measured Q with its neighboring DGs indirectly for acquiring averaged reactive power as the same reference. Thus, the distributed average control for reactive power sharing can be expressed as
By utilizing equations (13)- (16) and Q versus V droop control law, one can obtain the voltage control and reactive power sharing, then differentiating the above equations in (10) yields.V
where V od in is the distributed control input for voltage restoration and reactive power sharing at the secondary control period. Through adjustment the secondary control input locally, the voltage steady state errors are able to remove while sharing reactive power between DGs accurately. The whole distributed average control structure is drawn in Fig. 6 .
In the communication layer, distributed MAS-based finitetime information sharing protocol is implemented for information exchange and averaging between the distributed DGs, and helps to find the average measured voltage V Ave and the average generation reactive power Q Ave . This part is explained in detail in the following subsection.
B. DISTRIBUTED MAS-BASED FINITE-TIME INFORMATION SHARING ALGORITHM
Several proposed control methods must be employed by means of a central controller for voltage regulation and reactive power sharing, which requires communication between the central controller and the DGs by obtaining the global voltage information for voltage average V Ave and the global reactive power information for reactive power reference Q Ave . However, the a central control method is complex and not reliable for a single point failure.
Noted that the proposed distributed MAS-based information sharing protocol is employed to discover global information indirectly within a finite-time, which makes our results essentially different from the existing methods with infinite-time information sharing protocol [10] , [14] , [16] . Furthermore, the infinite-time information sharing can severely limit the control method performance. The advantage of proposed finite-time distributed MAS-based information sharing protocol is that each DG can knows its corresponding local information without any communication VOLUME 6, 2018 FIGURE 6. Proposed distributed average control scheme for DG i in a MG.
(e.g. the local voltage, the output reactive power) at the droopbased primary control period, conversely, does not have direct access to the global information. It can only share information with its immediate neighboring DGs via a sparse communication network at the secondary control period. Thus, the main challenge of the design of a two-layer distributed average control scheme is the discovery of the global information via information sharing between the distributed DGs within a finite-time.
The global information, such as the total available voltage and total reactive power deficiency, can be discovered from the distributed DGs, which can be resolved by the proposed finite-time MAS-based information sharing protocol. Furthermore, employing finite-time information sharing protocol is also inherent with better interference suppression, in a distributed way and within a expected time frame for discovering the global information of microgrid systems. In the following, a discrete form of the MAS-based information sharing protocol is chosen to achieve global information on the voltage and reactive power within a finite-time. Thus, corresponding information can be shared in a distributed mode instead of a conventional centralized mode.
In order to achieve information sharing, each DG only shares information with neighboring DG's over and sparse communication network. The MAS-based information sharing process is as follow [20] :
for i = 1, · · · , N , where ξ ij is the weight coefficient for information exchanges between DG i and its neighboring DG j , x i (k) and x j (k) are the shared information (voltage output V od i /V od j , and reactive power output Q i /Q j ) by DG i and DG j at the kth iteration. And N i is set of neighbors of DG i . x i (k) is updated to x i (k +1) at the k +1th iteration. The global information sharing process of the whole microgrid system can be written in compact form as follows:
where X (k) and k are the information sharing matrix and weight matrix at the kth iteration, respectively. The weight matrix k plays a significant role to ensure microgrid stability during the information exchange and enhancing the convergence speed. Thus, in order to make overall DGs reach average consensus in finite K step, the weight matrices i can be choose as follows [20] :
for k = 1, 2, . . . , K is the iteration index, where ζ 2 = ζ 3 = . . . = ζ K +1 = 0 are the K distinct nonzero eigenvalues of the Laplacian matrix L. a ij indicates the communication connection status between DG i and DG j , a ij = 0 if there is not link between DG i and DG j . I is the identity matrix. According to [23] , the communication information of each DG ∀i, j = 1, 2, . . . , N reaches average consensus after finite K steps, and is expressed as
where V i (0) and Q i (0) are the initial values of the locally measured voltage and reactive power output of each DG. For the sake of adapting to modifications of microgrid's configuration by itself automatically (e.g., plug-and-play operation). The Graph Discovery Algorithm based on ''network flooding method'' [24] is utilized for the corresponding information sharing (e.g. the number of DGs and which DGs are working). When the N + 1th DG is plugged in the microgrid system, it will be assigned the unique ID(N +1) and tries to find its nearest neighbors and interact with them, which only need to update the corresponding local information. Due to DG N +1 take part in information sharing across the whole system, the DG i will converge to 1 N +1 instead of 1 N as in (23) . In contrast, when a DG (e.g. DG i ) is plugged out from the microgrid, its neighboring DG j , j ∈ N i will delete the IDs of DG i from its neighborhood list N j , then tries to set up communication with other neighbor DG l , l ∈ N i \j, which is also the neighbor of DG i . If l ∈ ∅, i.e., no other neighbor of DG i exists, then nothing is needed to be done but just deleting DG i . Now we summarize our distributed MAS-based information sharing algorithm design. The overall design procedure is summarized as follows:
Step 1: Initialization: By way of a starting point, the communication graph of all DGs in the overall microgrid is pre-designed as connected. Using MAS-based information sharing algorithm (19) , each DG can get the information of the whole communication graph including the number of DGs N and the Laplancian matrix , in less than N steps. Then certain available numerical methods can be used to calculate the nonzero eigenvalues of .
Step 2: Information Sharing and Compensation: At this step, each DG first utilizes the obtained eigenvalues to calculate the update gains according to (21) and then apply MAS-based information sharing method (19) for information sharing and discovery. Then each DG calculates the compensation reference according to (18) and sends it to its primary control layer.
Step 3: Communication Network Reconfiguration: At this step, each DG needs to check whether there is any DG plug in or plug out the microgrid system. If yes, execute the Graph Discovery Algorithm rule above mentioned, and then go to Step 4 to update the communication network; otherwise go to Step 1.
Step 4: Communication Network Updating: At this step, all DGs require to update their communication network and then go to Step 1.
Remark 1:
During the droop-based primary control period, the primary control reference V od
= 0) of each DG is computed by the integrators (19) with the distributed average voltage controller (14) and reactive power controller (16) . Then, during the secondary control period, the control output V od i and Q i (after low pass filtering) of each DG will be sent their neighbors through a sparse communication network, by which each DG share their own information with its neighbors, consequently the voltage V od i and reactive power Q i for different DGs will autonomously realize consensus to get the average value of voltage output V Ave and reactive power Q Ave . In addition, the external given reference V Des will be sent to some special DGs (e.g. only one DG), who are located as the root nodes of the sparse communication network. Accordingly, all DGs across the whole system can restore their voltage value to their consensus average voltage value, while achieve accurately reactive power sharing in a finite-time.
Remark 2:
The results in [10] , [14] , and [16] are merely considers the trade-off between voltage regulation and reactive power sharing. Thus, those methods fail to regulate the voltage average value of overall DGs to the desired values and meanwhile keep accurate reactive power sharing of DGs at the same time. However, the novel distributed average control strategy is proposed such that the control objectives of voltage restoration and reactive power sharing are synchronously guaranteed. Furthermore, different from the existing methods with infinite-time information sharing protocol [10] , [14] , [16] , our proposed distributed control strategy by utilizing finite-time information sharing protocol can realize the control objectives of voltage restoration and reactive power sharing within a finite-time, which is also inherent with better interference suppression, in a distributed way and within a expected time frame for discovering the global information of microgrid systems. On the other hand, the control objectives of voltage restoration and reactive power sharing are synchronously guaranteed in this paper, which makes our result different from the finite-time distributed control method for merely voltage regulation in [15] . It makes our proposed distributed average control scheme more meaningful and practical.
IV. SIMULATION RESULTS AND DISCUSSION
The autonomous microgrid system is shown in Fig. 7 is used to verify the performance of the proposed distributed average control scheme, which is simulated for three different cases using MATLAB/SimPowerSystem toolbox. The studied microgrid test system consists of five DG units. The loads and transmission lines are modeled as series RL branches. Table 1 gives the lines parameters and loads of microgrid test system respectively. If the virtual impedance is properly designed, this will result in the good transient and steady state performance of the microgird system. However, the virtual impedance will still cause a decline in the voltage of the inverter [25] . The method used in this paper to evaluate the virtual impedance will follow the practice in the literature [26] .
The values of
and k
IAveQ i in Equations (14) and (16) is bigger, the steady state deviation is lower. However, it cannot be too big either to maintain system stability. Fig.8 illustrates MAS-based local information sharing processes in the simulation cases. According to the communication network topologies in Table 2 and Table 3,   TABLE 2 . MAS-based information sharing among DGs. Equation (19) can be utilized to decide the weight coefficient for information exchange between the neighboring DGs. Unlike other determinants in the communication network topology, the weight coefficient ξ ij for information exchanges between the neighboring DGs, and the numbers N of DGs taking part in global information sharing, would be affected and change with the changes in the microgrid's communication topology caused by DG' plug-and-play operations. Under these circumstances, by using the above Equations (15), (17) and (19) , V Ave and Q Ave are able to then converge to the new steady-state average values, respectively. Accordingly, the global information of total voltage NV Ave and total reactive power NQ Ave is discovered in a distributed way to all distributed DGs for decision making. Ultimately, according to the shared global information realized by proposed MAS-based finite-time information sharing protocol, the distributed average control can be carried out to realize a cooperative voltage restoration while sharing the reactive power accurately within a finite-time.
A. CONVERGENCE OF MAS-BASED INFORMATION SHARING
The proposed MAS-based updating methods are used for information sharing, the information sharing processes are shown in Fig. 8 within 5 steps. Fig. 8 (c) and (d) show that when the DG 5 is plugged out from the microgrid system, the proposed MAS-based local information sharing method can adapt the time-varying communication topologies caused by DG' plug-and-play operations.
B. LOAD CHANGE DYNAMICS PERFORMANCE
In this case study, the performance of the proposed method have been verified with sudden load change by directed communication network topology with five DGs is given in Table 2 . The simulation carried out can be divided into four stages as follows: 1) At t = 0s (simulation initialization period). Only the primary control is activated.
2) At t = 1s. The proposed distributed average control in (14) and in (16) are activated.
3) At t = 3s. Load 1 and Load 3 are total increased by the amount of 12.2kVar. Fig. 9 and Fig. 10 show that the state evolution processes of PCC's average voltage, and reactive power, respectively. It is assumed that the microgrid works in autonomous mode at the beginning of the simulation. As seen in Fig. 9 , each DG's reactive power Q is operating at different output values when the microgrid works in autonomous mode at the beginning of the simulation. However, there is a big difference between reactive power of DGs as a result of the droop control, the proposed distributed average control is able to share properly the reactive power between the DGs even when the load increases from 57.2kVar to 69.4kVar.
Simultaneously, due to the droop-based primary control, it can be seen from Fig. 10 that PCC's voltage V operates to a common value 375 V. However, the PCC's voltage is less than reference value V Des = 380V owing to the existence of line impendence differences as given in Table 1 . However, the proposed distributed average control is applied at t = 1s and t = 3s, then returns PCC's operating voltage to its desired reference value, when the load changes frequently as well. 
C. PLUG-AND-PLAY FUNCTIONALLY
In this case study, the MAS-based information sharing of plug-and-play operation by directed communication network with five DGs is shown in Table 3 . In the case, the DG 5 was plugged out and plugged back the microgrid instantly at t = 1s and at t = 3s, respectively. Fig.11 and Fig.12 show the dynamic changes of microgrid maintain transient stability when the DG 5 occurs plug-and-play operation. As seen in Fig. 11 , when the DG 5 fails and was plugged out at t = 0s, the primary control can the render dynamic changes caused by the effect of plug-and-play capability and maintain transient stability of microgrid, then the proposed distributed average control will operate to restore the output powers of DGs to their average values after 1s, then readjusts the load reasonably sharing among the remaining DGs. Noted that a DG failure also means miss of all communication links connected to that particular DGs. Consequently, while the DG 5 fails, it will automatically drop the link DG 4 -DG 5 . However, the remaining links still contain a spanning tree. Then, the DG 5 with communication link establishment is plugged back in at t = 3s. The results in Fig. 11 and Fig. 12 show that the proposed distributed average control method has properly updated the load sharing and global voltage regulation, when the DG 5 is plugged back at the steady state. When the communication topology changes, the excellent reactive load power sharing also can be achieved during this experiment in Fig. 11 . And Fig. 12 shows that the proposed distributed average control can restore PCC's output voltage average value of all DGs to their prespecified desired values when the communication topology changes.
V. CONCLUSION
In this paper, a novel fully distributed average control scheme for autonomous microgirds has been proposed, under which all the voltage of DGs can be regulated to the desired values while keeping accurately reactive power sharing. The MAS-based finite-time global information sharing protocol is employed for the DGs to share global information indirectly. Meanwhile, the proposed scheme with Graph Discovery Algorithm can satisfy the requirements of line switches and plug-and-play operation, accordingly which the selfexpanding microgrids can be achieved. And this is conducive to the expansion of microgrid and the whole system upgrade. Due to the distributed property, the proposed control scheme is stable, reliable, adaptive, scalable, and cost efficient. Numerical simulations based on an autonomous microgrid in MATLAB/ SimPowerSystems environment verify that the proposed method is effective. In the further work, we will focus on the algorithm improvement, especially the communication network optimization to accelerate the information discovery process. He is currently a Lecturer with the School of Energy and Power Engineering, Wuhan University of Technology, Wuhan, China. His current research interests are in the areas of artificial intelligence and its applications in energy and power engineering. VOLUME 6, 2018 
