A generalized Riemann hypothesis states that all zeros of the completed Hecke L-function L * (f, s) of a normalized Hecke eigenform f on the full modular group should lie on the vertical line Re(s) = k 2 . It was shown in [7] that there exists a Hecke eigenform f of weight k such that L * (f, s) = 0 for sufficiently large k and any point on the line segments Im(s) = t 0 , k−1 2 < Re(s) < k 2 − ǫ, k 2 + ǫ < Re(s) < k+1 2 , for any given real number t 0 and a positive real number ǫ. This paper concerns the non-vanishing of the product L * (f, s)L * (f, w) (s, w ∈ C) on average.
Introduction
Let L * (f, s) (s ∈ C) be the complete Hecke L-function of a non-zero cuspidal Hecke eigenform f of integral weight k on SL 2 (Z). Although the generalized Riemann hypothesis, which states that all zeros should lie on the vertical line Re(s) = k 2 , seems too far away to prove at this stage, it is well known that zeros of L * (f, s) can occur only inside the critical strip k−1 2 < Re(s) < k 2 . However, Kohnen ( [7] ) showed that for k sufficiently large there exists a Hecke eigenform f of weight k such that L * (f, s) = 0 at any point on the line segments Im(s) = t 0 , k−1 2 < Re(s) < k 2 − ǫ, k 2 + ǫ < Re(s) < k+1 2 , for any given real number t 0 and a positive real number ǫ. This result and its method inspired various works on non-vanishing of L-values for different kinds of modular forms (see [2, 5, 8] ). This paper concerns the non-vanishing of the product L * (f, s)L * (f, w) (s, w ∈ C) on average. We shall prove that, given positive real numbers T and δ and for all k large enough the sum of the products L * (f, s)L * (f, w) over the basis of Hecke eigenforms of weight k does not vanish on the region Im(s), Im(w) ∈ [−T, T ], k−1 2 < Re(s), Re(w) < k+1 2 , |Re(s) − k 2 | > δ, |Re(w) − k 2 | > δ. For the proof we compute the Fourier coefficients of the double Eisenstein series, which is of independent interest. Since it is dual with respect to the Petersson scalar product of the values L * (f, s)L * (f, w) by [4] , we derive the result by estimating the first term of Fourier coefficients. This seems the first non-vanishing result for the product L * (f, s)L * (f, w) inside the critical region.
Notation
• For complex numbers z and s with z = 0, fix the branch of z s = e s log z as log z = log |z| + i arg(z) and −π < arg(z) ≤ π. • H : the complex upper half plane.
• k : an even positive integer.
• Γ : the full modular group. • Γ ∞ : the subgroup generated by ( 1 1 0 1 ) . • γ = aγ bγ cγ dγ : the typical notation we employ for entries of a matrix γ.
1 n s : the Riemann zeta function.
• S k the space of cusp forms of weight k on Γ with the Petersson scalar product < , > . • B k the basis of normalized Hecke eigenforms, i.e, eigenforms whose first Fourier coefficient equals 1, of S k . has an analytic continuation and the functional equation 
Statement of Result
Then there exists a constant C(T, δ) > 0 depending only on T and δ such that for k > C(T, δ), the following function
does not vanish at any pair (s, w) ∈ R T,δ . On the region R T,δ in Theorem 3.1, s, w are away from the central lines Re(s), Re(w) = k 2 . The points with s = k 2 or w = k 2 have to be removed, since the L-values L * (f, k 2 ) are necessarily 0 for odd k 2 . However we may try to enlarge the non-vanishing region by adding points with Re(s) and Re(w) equal to k 2 . It turns out that this is closely related to a certain property of the Riemann zeta function ζ(s). Since we do not know whether such property holds in general, we add it as an assumption.
Assumption. Let z 0 ∈ C with Re(z 0 ) > 0 and Im(z 0 ) = 0, and s 0 = it 0 with t 0 = 0. Then there exist ǫ > 0, a neighborhood W ⊂ C 2 of (s 0 , z 0 ) and a positive integer N, such that if k ≥ N and (s, z) ∈ W then 4π k
Note that when W is sufficiently small, the arguments in the zeta values stay in the right half plane Re(w) > 1, which makes the zeta values non-vanishing. Roughly speaking, the above assumption says that the magnitude of the Riemann zeta function |ζ(s)| is not (locally) symmetric about a non-real horizontal line on the right-half plane Re(s) > 1, so in particular it is likely not related to the Riemann Hypothesis. 
Suppose the preceding assumption holds. Then there exists a constant C(T, δ) > 0 depending only on T and δ such that for k > C(T, δ),
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For s ∈ C the double Eisenstein series is defined as
In [4] it is shown that E s,k−s (z, w) converges absolutely and uniformly on compact sets for D, where
Define the completed double Eisenstein series
Then the following are proven :
Let k ≥ 6 be even. The series E * s,k−s (z, w) has an analytic continuation to all s, w ∈ C and as a function of z is always in S k . For any f ∈ B k , we have
The following are consequences of the above results given in [4] :
so that the right-hand side has analytic continuation to all of (s, w) ∈ C 2 . 
2πimn rac is absolutely convergent. Here
with Kummer's degenerate hypergeometric function 1 F 1 (α, β; z) and a ′ = a −1 (mod c).
Proof of Proposition 4.2: To compute the Fourier expansion of
we split it into four cases:
(1) Consider first the elements γ ∈ M n with c γ = 0. The contribution of such terms to the m-th Fourier coefficient is given by
where C is any fixed positive real number. Note that since we only work on D in this section, all interchanges of sums and/or integrals are justified by the absolute convergence. Applying Lipschitz's formula
to the sum over b, we have
where σ s (n) = d|n d s is the divisor function.
(2) Similarly, we obtain the contribution II of the terms γ ∈ M n with a γ = 0 in the m-th Fourier coefficient:
Note the symmetry s → k − s when switching from I to II.
(3) Next we consider the contribution III of the terms γ ∈ M n with a γ c γ > 0 in the m-th Fourier coefficient. The set of integral matrices with determinant n can be listed as follows: (4) Finally the computation on terms with ac < 0 can be done similarly. One has to pay attention to the first equality in (4.5) and compute using
Then by replacing (a, c) with (−a, c), the above computation in the case of ac > 0 shows that
2πimn rac .
Combining the formulas (4.3), (4.4), (4.6) and (4.7) we conclude the result. 
Analytic continuation.
The left-hand side of the identity in Corollary 4.3 is meromorphic on C 2 , while the right-hand side is only valid on D. For later purpose, we shall analytically continue the right-hand side, and to this end, the following domains will be involved:
Proposition 4.5. We have the following identity on F
where R(s, w) is holomorphic on F and bounded by (4.10).
Proof of Proposition 4.5: We only have to deal with the last term of the right-hand side of Step I Let 2πin ac
As a subseries of an absolutely convergent series, the function G a,c (s, w) is holomorphic on D, so in particular G a,c (s, w) is holomorphic on the smaller region D 1 . For Re(β) > Re(α) > 0, it is known that ([7]) 
where the interchange of summation and integration is justified because of absolute convergence on D 1 . We warn here that the above series with 1 f 1 expanded is not necessarily absolutely convergence on D, which is why we need the smaller D 1 . Now for s ∈ C, a > 0, define 
We specify 0 < a ′ ≤ c so that 0 < a ′ c − u ac < 1. So the identity between F (s, a) and ζ(s, a) (see Formula 25.13.2 of [9]) implies that
Similarly,
Note that the right-hand side of (4.8) is meromorphic on D, forcing that (4.8) holds on D as well since G a,c (s, w) is holomorphic on D.
Replacing the expression G a,c (s, w) in A(s, w) with the right-hand side of (4.8), the following equality A(s, w) = 2(−1) Step II Next, we prove that the series on the right-hand side of (4.9) is absolutely convergent on F . Since D ∩ F = ∅, we then see that the equality (4.9) holds on F .
(1) First consider the terms with c > 1. Note that for Re(w) > 3 2 and each pair a, c, we
Then the sum over such pairs (a, c) is bounded absolutely by a constant multiple of
showing that the terms with c > 1 sum to a holomorphic function on F .
(2) Next consider the terms with c = 1. Separating the first term in the Hurwitz zeta functions, we have the following four terms
The third and the fourth term are absolutely bounded by e π(|Im(s)|+|Im(w)|) ζ(Re(s))ζ(Re(w)), hence giving holomorphic functions on F . Recognized as a beta integral, the second term is equal to
which is meromorphic everywhere. Finally, we employ the elementary inequality for the first term
where the rest in the first term gives a series absolutely convergent on F , where it is bounded by e π(|Im(s)|+|Im(w)|) ζ(Re(s)).
(3) Putting everything together, on F we have,
where R(s, w) is holomorphic on F and is bounded by
This concludes the result. For fixed positive real numbers δ, T , we consider the following smaller region
Let us first make the expression in Proposition 4.5 more symmetric.
Lemma 4.6. We have the following identity on F 1
where R(s, w) (different from that in Proposition 4.5) is holomorphic on and then we have the desired third term. Recall that for a, b ∈ C and t > 0, as z → ∞ in the sector |arg(z)| ≤ π − t,
(see (5.11 .12) of [9]). It follows that
as k → ∞, so the fourth term in Proposition 4.5 and that of the present lemma can both be put into the remaining term R(s, w). Therefore, we can make the expression symmetric by adding the zeta value in the fourth term. We prove instead that on R ′ T,δ the right-hand side of Lemma 4.6 is non-vanishing. To this end, we show that the first term is the main term, that is, we prove that when multiplied by Γ(s)Γ(w)(2π) −s−w the sum of the remaining terms has limit 0.
As indicated in the proof of Lemma 4.6, the fourth term therein can be put into the remaining term R(s, w), while
Since Re(s) + Re(w) < k − δ, it follows that the fourth term and the remaining term give limit 0 as expected.
So we only have to show that
approaches 0 as k → ∞. Since the sum is holomorphic, the singularities of the two terms on s = w cancel. Rewriting it as
The first two terms of (4.12) approach 0 by (4.11) and the same argument as above, so it suffices to show (2π) k−2s Γ(s) Γ(k − s)
It is clear that such a function is absolutely bounded by sup z |g ′ (z)| where Finally, by applying the functional equations of E * s,k−s (z, w) we obtain the theorem.
4.4.
Proof of Theorem 3.3. By Theorem 3.1 and the symmetries, we only have to show that for each (s 0 , w 0 ) = (1/2 + it 0 , w 0 ) with t 0 = 0, Re(w 0 ) ≤ 1/2 − δ and Im(w 0 ) = 0, there exists a neighborhood on which the right-hand side of the equation of Lemma 4.6 (after shifting by k−1 2 ) is non-vanishing when k is large. Following the proof of Theorem 3.1, we see that the remainder on the right-hand side of the equation of Lemma 4.6 is dominated by the first two terms as k → ∞. Therefore, we need to prove that on some neighborhood of (s 0 , w 0 ), the quantity
is non-vanishing when k is large.
The third and the fourth term approach 0 when k approaches ∞, as we have seen in the proof of Theorem 3.1. Now
so together with the Assumption, it implies the existence of a desired neighborhood, on which the sum of first two terms stays away from 0.
