Some results on condition numbers of the scaled total least squares problem  by Li, Bingyu & Jia, Zhongxiao
Linear Algebra and its Applications 435 (2011) 674–686
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
Some results on condition numbers of the scaled total least
squares problem
Bingyu Li a,b,∗, Zhongxiao Jia a
a Department of Mathematical Sciences, Tsinghua University, Beijing 100084, China
b School of Mathematics and Statistics, Northeast Normal University, Changchun 130024, China
A R T I C L E I N F O A B S T R A C T
Article history:
Available online 1 September 2010
Submitted by V. Mehrmann
AMS classiﬁcation:
65F20
65F35
Keywords:
Scaled total least squares
Total least squares
Structured condition number
Perturbation analysis
Under the Golub–Van Loan condition for the existence and unique-
ness of the scaled total least squares (STLS) solution, a ﬁrst order
perturbation estimate for the STLS solution and upper bounds for
condition numbers of a STLS problem have been derived by Zhou et
al. recently. In this paper, a different perturbation analysis approach
for the STLS solution is presented. The analyticity of the solution to
the perturbed STLS problem is explored and a new expression for
the ﬁrst order perturbation estimate is derived. Based on this per-
turbation estimate, for some STLS problems with linear structure
we further study the structured condition numbers and derive es-
timates for them. Numerical experiments show that the structured
condition numbers can be markedly less than their unstructured
counterparts.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
For given A ∈ Rm×n(m > n), b ∈ Rm, the STLS problem is formulated as (see [12])
min ‖[E r]‖F , subject to λb − r ∈ R(A + E), (1)
where λ is a real positive parameter, ‖ · ‖F denotes the Frobenius norm of a matrix and R(·) denotes
the range space. Suppose that [ESTLS rSTLS] solves the above problem. Then x = xSTLS that satisﬁes the
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equation (A + ESTLS)λx = λb − rSTLS is called the STLS solution of (1). A theoretically equivalent but
different formulation of the STLS problem can be found in [14]. The STLS problemuniﬁes ordinary least
squares (LS), total least squares (TLS) and data least squares (DLS) problems, see [12–14]. Speciﬁcally,
xSTLS becomes the TLS solution when λ = 1, xSTLS converges to the LS solution as λ → 0, and xSTLS
converges to the DLS solution as λ → ∞.
Condition numbers measure the worst-case sensitivity of a solution of a problem to small pertur-
bations in the input data. The condition numbers of LS problems have been studied widely. For the
STLS problem, recently, Zhou et al. in [26] have derived upper bounds for several kinds of condition
numbers based on a ﬁrst order perturbation estimate for the STLS solution under the well-known
Golub–Van Loan condition for the existence and uniqueness of the STLS solution. As shown in the
numerical experiments in [26], their perturbation estimate is more realistic than those presented in
[5,6,11,22,23], and their bounds for condition numbers are sharp.
In this paper, we consider two kinds of condition numbers, called normwise condition number
and componentwise condition number in the terminology of Higham [8] and Rump [15,16]. When a
STLS problem is structured, we consider the corresponding structured normwise condition number
and structured componentwise condition number. Under the same assumptions as those in [26], we
present a different perturbation analysis approach for the STLS solution. It is based on the perturbation
analysis results of the singular value decomposition (SVD) [19] and the optimization formulation of the
STLS problem [6,12]. In our perturbation analysis results, we show the analyticity of the solution to the
perturbed STLS problem and derive a new expression for the ﬁrst order perturbation estimate for the
STLS solution. Based on this perturbation estimate,we further study the structured condition numbers
for those STLS problems with some linear structure and derive estimates for them. Actually, like LS
problems, large, structured TLS problems arise in many signal and image processing applications, e.g.,
spectral parameter estimates in the ﬁeld of nuclear magnetic resonance (NMR) [9,20,21]. When A
is large, sparse or structured, some methods for solving TLS problems with data matrix [A b] have
been studied, see [2,10,25] and the references therein. These methods are easy to modify to solve the
STLS problems [12]. To our knowledge, however, structured condition numbers of the structured STLS
problems have not been considered. In this paper, we study this problem. Numerical experiments
show that the structured condition numbers of the STLS problem can be markedly less than their
unstructured counterparts.
The paper is organized as follows. In Section 2, we give some preliminaries necessary. In Section 3,
we present our perturbation analysis results of the STLS solution. The structured condition numbers
of the STLS problem are considered in Section 4. In Section 5, we present numerical experiments to
compare the structured condition numbers with their unstructured counterparts. We end the paper
with some concluding remarks in Section 6. The detail concerning the proof of Theorem 3.2 is given
in Appendix.
Throughout the paper, for given positive integersm, n,Rn denotes the space of n-dimensional real
column vectors, Rm×n denotes the space of all m × n real matrices. ‖ · ‖, ‖ · ‖∞, and ‖ · ‖F denote
2-norm, ∞-norm and Frobenius norm of their arguments, respectively. Given a matrix A, A[:, i] is a
Matlab notation that denotes the ith column of A, σi(A) denotes the ith largest singular value of A,|A| is taken absolute entrywise, the matrix inequality |A| |B| holds entrywise, and A† denotes the
pseudo-inverse of A. For a vector a, a[i] denotes the ith component of a, diag(a) is a diagonal matrix
whose diagonals are given by components of a. In denotes the n × n identity matrix, Omn denotes the
m × n zeromatrix,whereasOdenotes a zeromatrixwhose order is clear from the context. Formatrices
A = [a1, . . . , an] = [Aij] ∈ Rm×n and B, A ⊗ B = [AijB] is the Kronecker product of A and B, the linear
operator vec : Rm×n → Rmn is deﬁned by vec(A) = [aT1 , . . . , aTn]T . Moreover, ∇ and ∇2 denote the
gradient vector and Hessian matrix operators, respectively.
2. Preliminaries
Throughout the paper, we let ÛTAV̂ = diag(σˆ1, . . . , σˆn) be the thin SVD of A ∈ Rm×n, where
σˆ1  · · · σˆn, Û ∈ Rm×n, ÛT Û = In, V̂ ∈ Rn×n, V̂ T V̂ = In. LetUT [A λb]V = diag(σ1, . . . , σn+1)be the
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thinSVDof [A λb] ∈ Rm×(n+1),whereσ1  · · · σn+1,U = [u1, . . . , un+1] ∈ Rm×(n+1),UTU = In+1,
V = [v1, . . . , vn+1] ∈ R(n+1)×(n+1), VTV = In+1.
Note that the formulationofSTLSproblem(1) canberegardedasaTLSproblemwithdata [A λb]. The
known TLS theory and algorithms can be applied directly to the STLS problem [12]. Actually, λxSTLS
is called the TLS solution of (1) in [12]. The following result presents an existence and uniqueness
condition for the STLS solution that is due to the work of Golub and Van Loan [6].
Theorem 2.1. If
σn+1 < σˆn (2)
then the STLS problem (1) has a unique solution xSTLS. Moreover,
xSTLS =
(
ATA − σ 2n+1In
)−1
ATb (3)
=− 1
λ
[
vn+1[1]
vn+1[n + 1] , . . . ,
vn+1[n]
vn+1[n + 1]
]T
. (4)
The following optimization formulation of the STLS problem is important in the paper. It is shown
[6,12] that the STLS solution
xSTLS = arg min
x
f (x) = arg min
x
‖Ax − b‖2
λ−2 + ‖x‖2 , (5)
and σ 2n+1 is the global minimum of f (x), i.e.,
σ 2n+1 =
‖AxSTLS − b‖2
λ−2 + ‖xSTLS‖2 . (6)
Note that condition (2) implies that σn(A) > 0. As stated in [1, p. 178], if σn+1([A λb]) = 0, then
λb ∈ R(A). At this time, the system of equations Ax = λb is compatible, and we can take [E r] = O.
As in [26], throughout the paper, we assume that
0 < σn+1 < σˆn. (7)
Following Theorem 2.1, under (7), the STLS problem (1) has a unique STLS solution.
3. A perturbation estimate of the STLS solution
Let A˜ = A + A, b˜ = b + b, whereA andb denote the perturbations in A and b, respectively.
Consider the perturbed STLS problem
min ‖[E r]‖F subject to λb˜ − r ∈ R(˜A + E). (8)
It is clear that when [A λb] is sufﬁciently small, the perturbed STLS problem (8) has a unique
solution as well. Denote by x˜STLS the STLS solution of the perturbed problem, and by
x := x˜STLS − xSTLS.
The normwise and componentwise condition numbers of the STLS problem are deﬁned in [26] as
follows:
Deﬁnition 1
κSTLS := lim
→0 sup‖[A λb]‖F  ‖[A λb]‖F
‖x‖
‖xSTLS‖ , (9)
μSTLS := lim
→0 sup|[A b]| |[A b]|
‖x‖∞
‖xSTLS‖∞ . (10)
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Based on (3), the authors of [26] make a ﬁrst order perturbation analysis for the STLS solution and
derive sharp bounds for the condition numbers shown in the following:
κSTLS 
‖M + N‖ ‖[A λb]‖F
‖xSTLS‖ , (11)
μSTLS 
‖|M + N|vec([|A| λ|b|])‖∞
‖xSTLS‖∞ , (12)
where
M :=
[
P ⊗ bT − xTSTLS ⊗ (PAT ) − P ⊗ (AxSTLS)T λ−1PAT
]
,
N := 2σn+1y
(
vTn+1 ⊗ uTn+1
)
,
P = (ATA − σ 2n+1In)−1 and y = PxSTLS .
Below we present a different perturbation analysis approach, which depends strongly on pertur-
bation analysis results of SVD.
Classical contributions to theperturbationanalysisof SVDcanbe found in [17–19], etc. The following
lemma is an immediate result of Corollary 2.2 of [19].
Lemma 3.1. Let σmin be the smallest nonzero and simple singular value of a matrix X with vmin being its
corresponding right singular vector, and let σ˜min be the smallest singular value of the perturbed matrix
X˜ = X + X. If the perturbation X is small enough, then σ˜min is also a simple singular value of X˜, and
the corresponding right singular vector v˜min is a real analytic function of vec(X) in some neighborhood
of the origin.
Based on Lemma 3.1, we get the following result.
Theorem 3.1. Suppose the STLS problem (1) satisﬁes (7). Then the perturbed STLS problem (8) has a
unique STLS solution x(A,b) such that x(A,b) is a real analytic function of vec([A b]) in some
neighborhood of the origin.
Proof. Note that
‖[A λb]‖F max(1, λ)‖[A b]‖F .
From the assumption (7), it follows that if ‖[A b]‖F is small enough then the perturbed problem
(8) satisﬁes (2) and thus has a unique STLS solution.
Now note that (7) implies that σn+1 is a simple and nonzero singular value of [A λb] by the
interlacing property [24, p. 103] for eigenvalues of symmetric matrices. Let X = [A λb], X˜ =
[A λb] + X . A direct application of Lemma 3.1 to [A λb] means that the minimum right singular
vector v˜n+1 of X˜ is a real analytic function of vec(X) in some neighborhood of the origin. Noticing
that if [A + A λ(b + b)] satisﬁes (2) then v˜n+1[n + 1] /= 0 [6], it follows that the quotients
v˜n+1[i]
v˜n+1[n + 1] , i = 1, . . . , n
are all real analytic provided that ‖X‖F is small enough. Thus, based on (4), regarded as a function
of vec([A b]), the perturbed STLS solution is real analytic in some neighborhood of the origin. 
We now present one of our main results. We will put its tedious proof in Appendix.
Theorem 3.2. Under the assumption of Theorem 3.1, denote by x∗ = xSTLS the solution of the STLS problem
(1), and deﬁne r = Ax∗ − b, G(x) = [xT − 1] ⊗ Im. If ‖[A b]‖F is small enough, then the perturbed
problem (8) has a unique STLS solution x(A,b). Moreover,
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x(A,b) = xSTLS + K
[
vec(A)
b
]
+ O
(
‖[A b]‖2F
)
, (13)
where
K =
(
ATA − σ 2n+1In
)−1 (
2AT
r
‖r‖
rT
‖r‖G(x
∗) − ATG(x∗) − [In ⊗ rT O]
)
. (14)
Now let us show the relation betweenM, N and K . We use the same notations as those in Theorem
3.2. Note that
vn+1 = [λx
∗T − 1]T
‖[λx∗T − 1]T‖ , [A λb]vn+1 = σn+1un+1,
see [6] for a proof. A direct calculus gives us
uTn+1 =
1
σn+1
rT√
λ−2 + ‖x∗‖2
.
It follows that
N = 2σn+1Px∗uTn+1(vTn+1 ⊗ Im) = P
2x∗rTG(x∗)
λ−2 + ‖x∗‖2D
−1,
= 2PAT r‖r‖
rT
‖r‖G(x
∗)D−1,
where we used (A8) in the third equality and D =
[
Imn
λ Im
]
. Meantime, collecting terms inM and
making a simple calculation, we have
M = −PATG(x∗)D−1 − P
[
In ⊗ rT O
]
.
Comparing with (14), we get the desired equality
(M + N)D = K. (15)
Essentially, Theorem 3.2 establishes the same perturbation estimate for x as that in Lemma 3.2
of [26]. As will be seen, however, our new form of the Jacobian K makes it more convenient to study
the structured condition numbers.
In order to facilitate the comparison between structured condition numbers and their unstructured
counterparts, we rewrite (11) and (12) in terms of K as follows:
Theorem 3.3
κSTLS 
∥∥∥KD−1∥∥∥ ‖[A λb]‖F
‖xSTLS‖ := κ
K
STLS, (16)
μSTLS 
‖|K|vec([|A| |b|])‖∞
‖xSTLS‖∞ := μ
K
STLS. (17)
4. Structured normwise and componentwise condition numbers
Suppose that L ⊆ Rm×n is a linear subspace which consists of a class of structured matrices.
Speciﬁcally, there are q(qmn) linearly independent matrices S1, . . . , Sq ∈ L, such that for any A ∈ L
we have
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A =
q∑
i=1
piSi, (18)
where p = [p1, . . . , pq]T ∈ Rq. An equivalent formulation of (18) is
vec(A) = Φstructp, (19)
whereΦstruct = [vec(S1), . . . , vec(Sq)]. From now on we use (19) to describe the linear structure of A.
We say a matrix A has the same structure as that of A if vec(A) = Φstructε for some ε ∈ Rq. This
idea came from [7,15].
For simplicity, forLwithwhichwe deal in this paperwe always assume that each element of A ∈ L
depends on a single component of p. Several kinds of structured matrices fall into this category, such
as Toeplitz, Hankel, and circulant matrices.
The following theorem will be useful later.
Theorem 4.1. Φstruct has the following properties: (a) It is of full column rank. (b) There is at most one
nonzero entry in each row and there is no zero column. (c) It is column orthogonal.
Proof. (a) is obtained by the deﬁnition of Φstruct . The ﬁrst part of (b) is obtained by the assumption
that each element of A ∈ L depends on a single component of p and the second part is obtained by
(a). (c) is obtained by the ﬁrst part of (b). 
For a general matrix A ∈ Rm×n without exhibiting any structure, (19) is also valid. In fact, we can
take Φstruct = Imn, p = vec(A).
For the STLS problem (1) we now assume that A has some linear structure as deﬁned in (19) and b
does not exhibit any such structure. For convenience, we express vec([A b]) as
vec([A b]) = ΦstructA,b s, (20)
where ΦstructA,b =
[
Φstruct
Im
]
, s = [pT , bT ]T . The expression (20) and the analysis below could be
modiﬁed to work for a structured b.
For the perturbed STLS problem (8) we now restrict the perturbation matrices [A b] to have
the same structure as that of [A b], that is,
vec([A b]) = ΦstructA,b ε, (21)
where ε ∈ Rq+m. Obviously, [A + A b + b]will have the same structure as that of [A b]. With the
structured perturbations [A b]we deﬁne the structured normwise and componentwise condition
numbers of the STLS problem as
κ sSTLS := lim
→0 sup‖[A λb]‖F  ‖[A λb]‖F
‖
x‖
‖xSTLS‖ , (22)
μsSTLS := lim
→0 sup|[A b]| |[Ab]|
‖
x‖∞
‖xSTLS‖∞ , (23)
respectively, where x = x˜STLS − xSTLS and x˜STLS is the solution of the structured perturbed STLS
problem.
Next we show how to derive estimates for the structured condition numbers.
Since Theorem 3.2 is still valid when the perturbations [A b] are structured, based on (21), (13)
becomes
x(A,b) = xSTLS + KΦstructA,b ε + O(‖ε‖2). (24)
Note that x(A,b) is just a function of ε. For simplicity, denote it by x(ε). Then
x(ε) = xSTLS + KΦstructA,b ε + O(‖ε‖2), (25)
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where xSTLS = x(0).
Recall that G(x) = [xT − 1] ⊗ Im is such that
Ax − b = G(x)vec([A b]).
It follows from (20) that
Ax − b = G(x)ΦstructA,b s.
Deﬁne H(x) = G(x)ΦstructA,b . Then
∂
∂xi
H =
(
∂
∂xi
G
)
ΦstructA,b , i = 1, . . . , n.
Thus, from (14), noticing that
[In ⊗ rT O] =
⎡⎢⎢⎢⎣
rT ∂
∂x1
G
...
rT ∂
∂xn
G
⎤⎥⎥⎥⎦ ,
we get
KΦstructA,b =
(
ATA − σ 2n+1In
)−1
⎛⎜⎜⎜⎝2AT r‖r‖ r
T
‖r‖H(x
∗) − ATH(x∗) −
⎡⎢⎢⎢⎣
rT ∂
∂x1
H
...
rT ∂
∂xn
H
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ , (26)
where x∗ = xSTLS , r = Ax∗ − b. For simplicity, we set
Ks = KΦstructA,b . (27)
From (26) and (14) it is shown that the difference between Ks and K is that G is replaced by H. We
note that H(x) has q + m columns whereas G(x) has nm + m columns. When q  nm, the scale of
H(x) is much smaller than that of G(x). In practice, it is not difﬁcult to derive the analytic expressions
for entries of H(x). Thus, it is convenient to construct Ks via (26).
Before deriving the structured condition numbers of the STLS problem, we let w = [‖Φstruct
[:, 1]‖, . . . , ‖Φstruct[:, q]‖]T and
Dλ =
[
diag(w)
λIm
]
. (28)
Then Dλ is invertible and ‖Dλs‖ = ‖[A λb]‖F by the second part of (b) and (c) in Theorem 4.1,
respectively.
Now we are in a position to give the following result.
Theorem 4.2. Suppose that [A b] is structured as (20). Then
κ sSTLS 
∥∥∥KsD−1λ ∥∥∥ ‖[A λb]‖F
‖xSTLS‖ := κ
sK
STLS, (29)
μsSTLS 
‖|Ks||s|‖∞
‖xSTLS‖∞ := μ
sK
STLS. (30)
Proof. Suppose that [A b] satisﬁes (21) and‖[A λb]‖F  ‖[A λb]‖F for small  > 0. Note that
‖[A λb]‖F = ‖Dλε‖
and
‖ε‖ ‖D−1λ ‖‖Dλε‖ ‖D−1λ ‖‖[A λb]‖F .
B. Li, Z. Jia / Linear Algebra and its Applications 435 (2011) 674–686 681
From (25) we get
‖x‖
‖xSTLS‖  
‖KsD−1λ ‖‖[A λb]‖F
‖xSTLS‖ + O(
2). (31)
Thus by the deﬁnition of κ sSTLS we get (29) immediately.
Now suppose that [A b] satisﬁes (21) and |[A b]| |[A b]|for small  > 0, that is |ΦstructA,b ε|
 |ΦstructA,b s|. By (b) in Theorem 4.1, we have equivalently
|ε| |s|. (32)
Note that ε[i] = 0 if s[i] = 0. Motivated by the proof of Theorem 4.1 of [26], we derive from (32)
that
ε = DsD†sε,
∥∥∥D†sε∥∥∥∞  ,
where Ds = diag(s), and that
‖ε‖∞  ‖s‖∞.
Utilizing (25) again we get
‖x‖∞
‖xSTLS‖∞  
‖KsDs‖∞
‖xSTLS‖∞ + O(
2) =  ‖|K
s||s|‖∞
‖xSTLS‖∞ + O(
2). (33)
Thus by the deﬁnition of μsSTLS we get (30). 
As implied in [15,16], the ratio between the structured and unstructured condition numbers of the
STLS problem may be explored with the help of H(x). We will investigate this problem in the future
research. Now we have the following result.
Theorem 4.3. For a STLS problem with structure (20), we have
κ sKSTLS  κ
K
STLS and μ
sK
STLS μ
K
STLS.
Proof. By the deﬁnition (28) ofDλ and the column orthogonality ofΦ
struct
A,b , recallingD =
[
Imn
λIm
]
we derive∥∥∥DΦstructA,b D−1λ ∥∥∥ = 1
and
‖KsD−1λ ‖ = ‖KD−1DΦstructA,b D−1λ ‖ ‖KD−1‖.
Thus, we get κ sKSTLS  κ
K
STLS . On the other hand, noticing that there is at most one nonzero entry in
each row of ΦstructA,b , we get
‖|K|vec([|A| |b|])‖∞ =
∥∥∥|K| ∣∣∣ΦstructA,b s∣∣∣∥∥∥∞ = ∥∥∥|K| ∣∣∣ΦstructA,b ∣∣∣ |s|∥∥∥∞
and
‖|Ks||s|‖∞ 
∥∥∥|K||ΦstructA,b ||s|∥∥∥∞ = ‖|K|vec([|A| |b|])‖∞ .
Thus, we have μsKSTLS μ
K
STLS . 
Under the condition that A is of full column rank, for the LS problemmin‖Ax − b‖2, the authors in
[3] derive the following componentwise condition number, called themixed condition number in [3]:
μLS =
∥∥∥∥∣∣∣∣− (xTLS ⊗ A†)+ (ATA)−1 ⊗ (b − AxLS)T ∣∣∣∣ vec(|A|) + |A†||b|∥∥∥∥∞
‖xLS‖∞ .
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Furthermore, based on the work of [3], the authors in [4] derive the following structured compo-
nentwise condition number for A ∈ Lwith L a class of linear structured matrices:
μlsL =
∥∥∥∣∣∣(−(xTLS ⊗ A†) + (ATA)−1 ⊗ (b − AxLS)T) V ∣∣∣ |a| + |A†||b|∥∥∥∞
‖xLS‖∞ ,
where V = [vec(S1), . . . , vec(Sk)], S1, . . . , Sk is a basis of L, and a = [a1, . . . , ak]T ∈ Rk is such that
A = 
ki=1aiSi.
As we know, the solution of the STLS problem (1) approaches the LS solution of min‖Ax − b‖2 as
λ → 0. In [26], the authors show that the componentwise condition number of the STLS problem
approaches the componentwise condition number of the LS problem as λ → 0. Next we show that it
is also the case for the structured componentwise condition number.
Note thatσn+1([A λb]) → 0whenλ → 0. It follows that ifσn+1([A λb]) < σn(A) is valid for some
λ > 0, then ATA − σ 2n+1([A λb])In is positive deﬁnite for λsmall enough. Thus, (ATA − σ 2n+1([A λb])
In)
−1 → (ATA)−1 as λ → 0. On the other hand, as λ → 0, xSTLS → xLS , r → rLS = AxLS − b, and
K →−A†
[
xTLS − 1
]
⊗ Im − (ATA)−1
[
In ⊗ rTLS O
]
= −
[
xTLS − 1
]
⊗ A† −
[
(ATA)−1 ⊗ rTLS O
]
.
So, we get
Ks = KΦstructA,b
→−
[
xTLS − 1
]
⊗ A†ΦstructA,b −
[
(ATA)−1 ⊗ rTLS O
]
ΦstructA,b
=
[
−xTLS ⊗ A†Φstruct − (ATA)−1 ⊗ rTLSΦstruct A†
]
,
μsKSTLS →
∥∥∥∣∣∣xTLS ⊗ A†Φstruct + (ATA)−1 ⊗ rTLSΦstruct ∣∣∣ |p| + |A†||b|∥∥∥∞
‖xLS‖∞
= μlsL.
The last equality holds by the deﬁnition of Φstruct .
5. Numerical experiments
We report numerical experiments to illustrate that our structured condition numbers can be con-
siderably smaller than their unstructured counterparts and can measure the sensitivity much more
precisely. The STLS problem to be considered in the following is modiﬁed from the third test problem
in [10]. The original one is just a TLS problem. Belowwe calculate the unstructured condition numbers
and the structured counterparts of the STLS problem in Theorems 3.3 and 4.2. All the experiments are
carried out using Matlab 7.6.
Example. The Toeplitz matrix used in this example comes from an application in signal restoration
[10]. Speciﬁcally, an m × (m − 2ω)convolution matrix T is constructed to have entries in the ﬁrst
column given by
ti,1 =
⎧⎨⎩
1√
2πα2exp
[
−(ω−i+1)2
2α2
] i = 1, 2, . . . , 2ω + 1,
0 otherwise,
and entries in the ﬁrst row given by
t1,j =
{
t1,1 if j = 1,
0 otherwise,
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where α = 1.25, ω = 8 and m = 100. A Toeplitz matrix A and a right-hand side vector b are con-
structed as A = T + E and b = g¯ + e, where g¯ = [1, . . . , 1]T , E is a random Toeplitz matrix with the
same structure as T and e is a random vector. The entries in E and e are generated randomly from a
normal distribution with mean zero and variance one, and scaled so that
‖e‖ = γ ‖g¯‖, ‖E‖ = γ ‖T‖, γ = 0.001.
The structure of A is exploited by taking Φstruct = [ΦT1 , . . . ,ΦTm−2ω]T , where Φ1 =[
I2ω+1
Om−2ω−1,2ω+1
]
, Φi+1 = ZmΦi(i 1) with Zm a lower shift matrix of order m, and p = [A1,1,
. . . , A2ω+1,1]T , where Ai,j denotes the (i, j) entry of A.
λ
‖x‖
‖xSTLS‖ λκ
sK
STLS λκ
K
STLS
‖x‖∞‖xSTLS‖∞ μ
sK
STLS μ
K
STLS
10 6.3758e−8 2.9729e−6 2.7243e−2 6.4062e−8 1.1513e−6 1.0321e−4
1 6.3388e−8 8.7377e−7 2.9324e−3 6.3692e−8 1.1513e−6 1.0321e−4
0.05 6.3619e−8 6.1265e−6 1.0991e−3 6.3923e−8 1.1513e−6 1.0322e−4
0.005 6.3691e−8 6.0804e−5 1.0927e−3 6.3995e−8 1.1523e−6 1.0325e−4
0.0005 8.4046e−8 6.0804e−4 1.2490e−3 8.4350e−8 1.2514e−6 1.0325e−4
In the above table, for each parameter λ we present relative perturbations
‖x‖
‖xSTLS‖ ,
‖x‖∞‖xSTLS‖∞ of the
STLS solution, and their approximate upper bounds λκ
sK
STLS , λκ
K
STLS and μ
sK
STLS , μ
K
STLS , respectively.
The perturbation [A b] has the same structure as that of [A b] and is constructed by a vector ε,
ε[i] = η[i]s[i], where s = [pT , bT ]T andη[i] are randomvariables uniformly distributed on the interval
(0, 10−10). λ and  are taken as ‖[A λb]‖F‖[A λb]‖F and 10
−10, respectively.
As shown in the table, λκ
sK
STLS (resp., μ
sK
STLS) provides a tighter perturbation bound than λκ
K
STLS
(resp., μKSTLS) and the improvement can be of two orders of magnitude or more. As upper bounds for
relative perturbations of the STLS solution, both λκ
sK
STLS and μ
sK
STLS are sharpwhen λ 0.05, however,
μsKSTLS behaves better when λ is smaller.
6. Concluding remarks
In this paper, we have derived a new expression for the ﬁrst order estimate of the perturbation
in the STLS solution. Based on this estimate, we have studied the structured condition numbers for
those STLS problems with some linear structures. Numerical experiments show that the structured
condition numbers can be markedly smaller than their unstructured counterparts. Whether there
exists any phenomenon that the unstructured componentwise condition number of a STLS problem
isO(1/), whereas the structured counterpart isO(1), as behaved for some structured linear systems
(see [16]), is worthy of further study.
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Appendix A. Proof of Theorem 3.2
When ‖[A b]‖F is small enough, the existence and uniqueness of solution of the perturbed STLS
problem is obtained easily. Furthermore, by Theorem 3.1, x(A,b) is real analytic in some neighbor-
hood of the origin. Thus, the Taylor series of x(A,b)with center the origin converges provided that
‖[A b]‖F is sufﬁciently small. As a result, to prove (13) it sufﬁces to prove ∇vec([A b])x(0), the
Jacobian of x(A,b) at the origin, equal to K .
684 B. Li, Z. Jia / Linear Algebra and its Applications 435 (2011) 674–686
For convenience, we now denote ε = vec([A b]) and x(ε) the STLS solution of the perturbed
problem (8).
For xSTLS we have (5), for x(ε) we have similarly
x(ε) = arg min
x
‖(A + A)x − (b + b)‖2
λ−2 + ‖x‖2 .
Specially, x(0) = xSTLS . Following the notation in (5) we deﬁne
f (x, ε) = ‖(A + A)x − (b + b)‖
2
λ−2 + ‖x‖2 .
Recall that A˜ = A + A and b˜ = b + b. Deﬁne r˜ = A˜x − b˜. Then we derive that
1
2
∇xf (x, ε) = 1
λ−2 + ‖x‖2 r˜
T A˜ − ‖r˜‖
2
(λ−2 + ‖x‖2)2 x
T (A1)
and
1
2
∇2x f (x, ε) =
A˜T A˜
λ−2 + ‖x‖2 +
4‖r˜‖2(
λ−2 + ‖x‖2)3 xxT − ‖r˜‖
2In
(λ−2 + ‖x‖2)2 (A2)
− 1
(λ−2 + ‖x‖2)2
(
2 xr˜T A˜ + 2A˜T r˜xT
)
.
Particularly, since x∗ = xSTLS is the minimum point of f (x), for ε = 0 and x = x∗, they must satisfy
∇xf (x, ε) = 0.
Hence,
∇xf [x∗, 0] = 0.
Based on (A1), this yields
AT r = ‖r‖
2
λ−2 + ‖x∗‖2 x
∗, (A3)
where r = Ax∗ − b. It is seen from (A3) that AT rx∗T is a symmetric matrix. Now substituting ε = 0
and x = x∗ into (A2), by simpliﬁcation we get
1
2
∇2x f [x∗, 0]=
ATA
λ−2 + ‖x∗‖2 −
‖r‖2In
(λ−2 + ‖x∗‖2)2
= 1
λ−2 + ‖x∗‖2
(
ATA − ‖r‖
2In
λ−2 + ‖x∗‖2
)
.
Here we used (A3) and the symmetry of AT rx∗T . Based on (6), equivalently we get
1
2
∇2x f [x∗, 0] =
1
λ−2 + ‖x∗‖2
(
ATA − σ 2n+1In
)
. (A4)
By (2), we know that ∇2x f [x∗, 0] is positive deﬁnite.
Note that
r˜ = A˜x − b˜ = [xT − 1] ⊗ Imvec([˜A b˜]) = G(x)vec([˜A b˜]).
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Denote s˜ = vec([A b]) + ε, and a˜i = A˜[:, i]. We then get
∂G
∂xi
s˜ = a˜i, i = 1, . . . , n
and
1
2
∇xf (x, ε) = 1
λ−2 + ‖x‖2
[
s˜TGT
∂G
∂x1
s˜, . . . , s˜TGT
∂G
∂xn
s˜
]
− s˜
TGTGs˜
(λ−2 + ‖x‖2)2 x
T .
From
1
2
∇2εxf (x, ε) =
1
λ−2 + ‖x‖2
⎡⎢⎢⎢⎣
∇ε
(
s˜TGT ∂G
∂x1
s˜
)
...
∇ε
(
s˜TGT ∂G
∂xn
s˜
)
⎤⎥⎥⎥⎦− 1(λ−2 + ‖x‖2)2
⎡⎢⎢⎢⎣
∇ε
(
s˜TGTGs˜
)
x1
...
∇ε
(
s˜TGTGs˜
)
xn
⎤⎥⎥⎥⎦ ,
we obtain
1
2
∇2εxf (x, ε) = −
2 xr˜TG
(λ−2 + ‖x‖2)2 +
1
λ−2 + ‖x‖2
⎛⎜⎜⎜⎝
⎡⎢⎢⎣
a˜T1G
...
a˜TnG
⎤⎥⎥⎦+
⎡⎢⎢⎢⎣
r˜T ∂
∂x1
G
...
r˜T ∂
∂xn
G
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ . (A5)
Now from the fact that x(ε) is the minimum point of f (x, ε) for ε near zero, it holds that
∇xf [x(ε), ε] = 0.
Differentiation by ε yields
∇2x f [x(ε), ε]∇εx(ε) + ∇2εxf [x(ε), ε] = 0. (A6)
For ε such that the perturbed problem (8) satisﬁes (2), that is, σn+1([˜A, λb˜]) < σn(˜A), following
the line of proving that ∇2x f [x∗, 0] is positive deﬁnite, it is known that ∇2x f [x(ε), ε] is also positive
deﬁnite. From (A6) we get
∇εx(ε) = −∇2x f [x(ε), ε]−1∇2εxf [x(ε), ε].
Substituting ε = 0 and x(0) = xSTLS = x∗ into the above equation, we get
∇εx(0) = −∇2x f [x∗, 0]−1∇2εxf [x∗, 0],
=
(
ATA − σ 2n+1In
)−1
⎛⎜⎜⎜⎝ 2 x
∗rTG(x∗)
λ−2 + ‖x∗‖2 − A
TG(x∗) −
⎡⎢⎢⎢⎣
rT ∂
∂x1
G
...
rT ∂
∂xn
G
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ ,
=
(
ATA − σ 2n+1In
)−1 ( 2 x∗rTG(x∗)
λ−2 + ‖x∗‖2 − A
TG(x∗) − [In ⊗ rT O]
)
. (A7)
In the latter equality we used the fact that⎡⎢⎢⎢⎣
rT ∂
∂x1
G
...
rT ∂
∂xn
G
⎤⎥⎥⎥⎦ = In ⊗ rT
⎡⎢⎢⎢⎣
∂
∂x1
G
...
∂
∂xn
G
⎤⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
∂
∂x1
G
...
∂
∂xn
G
O Im
⎤⎥⎥⎥⎥⎥⎦ =
[
Imn
Im
]
.
As we got (A4) based on (6), we get a concise expression for the ﬁrst term of the summation in (A7)
by (A3)
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2x∗rTG(x∗)
λ−2 + ‖x∗‖2 =
2AT r
‖r‖2 r
TG(x∗) = 2AT r‖r‖
rT
‖r‖G(x
∗). (A8)
Thus, the proof of the theorem is completed. 
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