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Abstract
An IFS ( iterated function system), ([0, 1], τi), on the interval [0, 1],
is a family of continuous functions τ0, τ1, ..., τd−1 : [0, 1]→ [0, 1].
Associated to a IFS one can consider a continuous map σˆ : [0, 1]×
Σ → [0, 1] × Σ, defined by σˆ(x,w) = (τX1(w)(x), σ(w)) were Σ =
{0, 1, ..., d−1}N, σ : Σ→ Σ is given by σ(w1, w2, w3, ...) = (w2, w3, w4...)
and Xk : Σ→ {0, 1, ..., n− 1} is the projection on the coordinate k.
A ρ-weighted system, ρ ≥ 0, is a weighted system ([0, 1], τi, ui)
such that there exists a positive bounded function h : [0, 1]→ R and a
probability ν on [0, 1] satisfying Pu(h) = ρh, P
∗
u (ν) = ρν.
There is no meaning to ask if the probabilities ν on [0, 1] arising in
IFS are invariant for a dynamical system, but, we can ask if probabil-
ities νˆ on [0, 1]× Σ are holonomic for σˆ.
A probability νˆ on [0, 1]×Σ is called holonomic for σˆ if
∫
g ◦ σˆ dνˆ =∫
g dνˆ, ∀g ∈ C([0, 1]). We denote the set of holonomic probabilities by
H.
Via disintegration, holonomic probabilities νˆ on [0, 1]× Σ are nat-
urally associated to a ρ-weighted system. More precisely, there exist a
probability ν on [0, 1] and ui, i ∈ {0, 1, 2, .., d− 1} on [0, 1], such that
is P ∗u (ν) = ν.
We consider holonomic ergodic probabilities and present the corre-
sponding Ergodic Theorem (which is just an adaptation of a previous
result by J. Elton).
For a holonomic probability νˆ on [0, 1] × Σ we define the entropy
h(νˆ) = inff∈B+
∫
ln(
Pψf
ψf
)dνˆ ≥ 0, where, ψ ∈ B+ is a fixed (any one)
positive potential.
Finally, we analyze the problem: given φ ∈ B+, find the solution of
the maximization problem
p(φ) = sup
νˆ∈H
{ h(νˆ) +
∫
ln(φ)dνˆ }.
We show na example where such supremum is attained by a holo-
nomic not-invariant probability.
1
21 IFS and holonomic probabilities
We want to analyze, in the setting of holonomic probabilities [6] associated
to an IFS, the concepts of entropy and pressure.
We point out that this is a different problem from the usual one among
invariant probabilities (see remarks 3 and 4 in section 7).
The present work is part of the PhD thesis of the second author [13].
Our main point of view is the following: the study of the holonomic
probabilities allows one to understand all the transference operators Pu and
the associated stationary states when the IFS is considered as a realization
of a Stochastic Process.
Definition 1. An IFS (iterated function system), ([0, 1], τi), on the interval
[0, 1], is a family of continuous functions τ0, τ1, ..., τd−1 : [0, 1]→ [0, 1].
Associated to a IFS one can consider a continuous map σˆ : [0, 1] × Σ→
[0, 1] × Σ, defined by
σˆ(x,w) = (τX1(w)(x), σ(w)),
were Σ = {0, 1, ..., d − 1}N, σ : Σ → Σ is given by σ(w1, w2, w3, ...) =
(w2, w3, w4...) and Xk : Σ→ {0, 1, ..., n− 1} is the projection on the coordi-
nate k. In this way one can see such system as a Stochastic Process [1] [9]
[17] [5] [12] [4] [7] [8].
If we consider a IFS as a multiple dynamical systems (several maps)
then, for a single point x there exists several combinations of “orbits” on
the IFS (using different τi). Considering the map σˆ one can describe the
global behavior of iterates of x. Moreover, one can think the IFS, as a
branching process with index in Σ. More precisely, we define the n-branch
from x ∈ [0, 1] by w ∈ Σ, as
Zn(x,w) = τXn(w) ◦ τXn−1(w) ◦ ...τX1(w)(x).
With this notation, we have
σˆn(x,w) = (Zn(x,w), σ
n(w)).
Definition 2. A weighted system (see [15], Pg. 6) is a triple, ([0, 1], τi, vi),
were ([0, 1], τi) is a IFS where the vi’s, i ∈ {0, 1, ..., d−1}, are measurable and
nonnegative bounded maps. The condition
∑d−1
i=0 vi(x) = 1 is not required.
In some examples the ui, i ∈ {0, 1, ..., d − 1}, come from a measurable
bounded potential φ : [0, 1]→ [0,+∞), that is,
ui(x) = φ(τi(x)), ∀i = 0, ..., d − 1 .
The function φ is called weight function, (in the literature this function is
also called g-function, see [10] for example). Note that φ can attain the
value 0. This is useful for some applications of IFS to wavelets [3] [4]. We
do not assume in this general definition that
∑d−1
i=0 ui(x) = 1, ∀x ∈ [0, 1].
3Definition 3. A IFS with probabilities, ([0, 1], τi, ui), i ∈ {0, 1, ..., d− 1}, is
a IFS with a vector of measurable nonnegative bounded functions on [0, 1],
u(x) = (u0(x), u1(x), ..., ud−1(x)),
such that,
∑d−1
i=0 ui(x) = 1, ∀x ∈ [0, 1].
Definition 4. A IFS with probabilities ([0, 1], τi, ui) is called “uniform nor-
malized” if there exists a weight function φ such that ui(x) = φ(τi(x)), ∀i =
0, ..., d − 1 and
d−1∑
i=0
φ(τi(x)) = 1.
In this case, we write the IFS as ([0, 1], τi, ui) = ([0, 1], τi, φ).
The above definition is a strong restriction in the weighted system. Sev-
eral problems in the classical theory of Thermodynamic Formalism for the
shift or for a d to 1 continuous expanding transformations T : S1 → S1 can
be analyzed via a IFS with a weight function φ (see [14]). In this case the
τi, i ∈ {0, 2, .., d − 1}, are the inverse branches of T .
We will consider later the pressure problem for a weight function φ which
is not necessarily uniformly normalized.
We now return to the general case.
Definition 5. Given a weighted system, ([0, 1], τi, ui), we will define de
Transference Operator (or Ruelle Operator) Pu by
Pu(f)(x) =
d−1∑
i=0
ui(x)f(τi(x)),
for all f : [0, 1]→ R bounded Borel measurable functions.
A function h : [0, 1]→ R will be called Pu-harmonic if Pu(h) = h [9] [1].
A probability ν on [0, 1] will be called Pu-invariant if P
∗
u (ν) = ν, where P
∗
u
is defined by equality ∫
Pu(f)(x)dνˆ =
∫
f(x)dP ∗u νˆ,
for all f : [0, 1]→ R continuous.
The correct approach to analyze an IFS [5] [1] [9] [7] [8] with probabil-
ities ([0, 1], τi, ui), is to consider for each x ∈ [0, 1], the sequence of random
variables (Zn(x, .) : Σ → [0, 1])n∈N as a realization of the Markov process
associated to the Markov chain with initial distribution δx and transitions
of probability Pu. Moreover, we have a probability Px in the space of paths,
Σ, given by∫
Σ
g(w)dPx =
∑
i1,...,in
ui1(x)ui2(τi1(x))...uin(τin ...τi1(x))g(i1, ..., in),
4when g = g(x,w) depends only of the n first coordinates (see [9], for a proof
of the Komolgorov consistence condition).
The probability on path space and the transference operator are con-
nected by ∫
Σ
g(x,w)dPx(w) = P
n
u (f)(x),
when g(x,w) = f(τwn ...τw1(x)) for some continuous f .
Definition 6. A ρ-weighted system, ρ ≥ 0, is a weighted system ([0, 1], τi, ui)
such that there exists a positive bounded function h : [0, 1]→ R and ν prob-
ability satisfying
Pu(h) = ρh, P
∗
u (ν) = ρν.
Note that a IFS with probabilities is a 1-weighted system (see [4], [15]
or [17] for the existence of Pu-invariant probabilities and [15], Theorem 4,
or [16] for non-uniqueness of this probabilities). Also, a weighted system,
([0, 1], τi, ui) were u0 = ... = ud−1 = k (constant) is a d k-weighted system.
Thus the set of ρ-weighted systems is as big class of weighted systems.
Examples of nontrivial ρ-weighted system (and non-probabilistic) can be
found in [18] and [15] Corollary 2.
Moreover, from a ρ-weighted system ([0, 1], τi, ui) one can get a normal-
ization ([0, 1], τi, vi), in the following way
vi(x) =
ui(x)h(τi(x))
ρh(x)
, µ = hν.
Then Pv(1) = 1 and P
∗
v (µ) = µ.
We thanks an anonymous referee for some comments on a previous ver-
sion of the present paper. We would like to point out that there exists some
similarities of sections 1, 2, 3 and 5 of our paper with some results in [7]
and [8]. We would like to stress that we consider here the holonomic setting
which can not be transfer by some coding to the usual shift case (see remark
4 in section 7). We introduce for such class of probabilities in IFS (which is
different from the set of invariant probabilities for σˆ) the concept of entropy
and pressure. It is not the same same concept of entropy as for a measure
invariant for the shift σˆ (see remarks 3 and 4 in section 7). Also, in our
setting, it is natural to consider the all set of possible potentials u. In this
way our results are of different nature than the ones in [7] [8] where the
dynamical concepts are mainly consider for the shift σˆ acting on [0, 1] × Σ.
In sections 1 to 6 we consider the basic definitions and results. In sections
7 and 8 we introduce entropy and pressure for holonomic probabilities of IFS.
52 Holonomic probabilities
For IFS we introduce the concept of holonomic probability on [0, 1]×Σ (see
[6] for general definitions and properties in the setting of symbolic dynamics
of the two-sided shift in Σ × Σ). Several results presented in [6] can be
easily translated for the IFS setting. In [6] the main concern was maximizing
probabilities. Here we are mainly interested in the variational principle of
pressure.
By the other hand, some of the new results we presented here can also
be translated to that setting.
Definition 7. A holonomic probability νˆ on [0, 1] × Σ is a probability such
that ∫
f(τX1(w)(x))dνˆ =
∫
f(x)dνˆ,
for all f : [0, 1]→ R continuous.
Then the set of holonomic probabilities can be viewed as the set of
probabilities on [0, 1] × Σ such that
∫
g ◦ σˆdνˆ =
∫
gdνˆ, ∀g ∈ C([0, 1]).
From this point of view it is clear that the set of holonomic probabilities
is bigger (see section 4) than the set of σˆ-invariant probabilities (because
C([0, 1]) can be viewed as a subset of C([0, 1] × Σ)).
3 Characterization of holonomic probabilities
Disintegration of probabilities for IFS have been previously consider but for
a different purpose [3], [4], [8].
Definition 8. A Hausdorff space is a Radon space if all probabilities in this
space is Radon (See [20]).
Theorem 9. ([20], Prop. 6, Pg. 117) All compact metric space is Radon.
Therefore, all spaces considered here are Radon spaces.
Theorem 10. ([2], Pg 78, (70-III) or [19], Theorem 5.3.1) Let X and X
be a separable metric Radon spaces, µˆ probability on X, π : X → X Borel
mensurable and µ = π∗µˆ. Then there exists a Borel family of probabilities
{µˆ}x∈X on X, uniquely determined µ-a.e, such that,
1) µˆx(X\π
−1(x)) = 0, µ-a.e;
2)
∫
g(z)dµˆ(z) =
∫
X
∫
pi−1(x) g(z)dµˆx(z)dµ(x).
This decomposition is called the disintegration of the probability µˆ.
6Theorem 11. (Holonomic Disintegration) Consider a holonomic probability
νˆ on [0, 1] × Σ. Let
∫
g(x,w)dνˆ =
∫
[0,1]
∫
{y}×Σ
g(x,w)dνˆy(x,w)dν(y), ∀g,
be the disintegration given by Theorem 10. Then ν is Pu-invariant for the
IFS with probabilities ([0, 1], τi, ui)i=0..d−1, were the ui’s are given by,
ui(y) = νˆy(y, i¯), i = 0, ..., d − 1.
Proof. Consider a continuous function f : [0, 1] → R and defines I1 =∫
f(τX1(w)(x))dνˆ and I2 =
∫
f(x)dνˆ. As νˆ is holonomic we have, I1 = I2.
Now applying the disintegration for both integrals we get
I1 =
∫
[0,1]
∫
{y}×Σ f(τX1(w)(x))dνˆy(x,w)dν(y) =
=
∑d−1
i=0
∫
[0,1]
∫
{y}×i¯ f(τX1(w)(x))dνˆy(x,w)dν(y) =
=
∑d−1
i=0
∫
[0,1] f(τi¯(y))νˆy({y} × i¯)dν(y) =
∫
[0,1] Pu(f)(y)dν(y)
when ui(y) = νˆy(y, i¯), i = 0, ..., d − 1.
On the other hand
I2 =
∫
[0,1]
∫
{y}×Σ f(x)dνˆy(x,w)dν(y) =
∫
[0,1] f(y)dν(y).
Then,
∫
[0,1] Pu(f)(y)dν(y) =
∫
[0,1] f(y)dν(y) for all continuous function
f : [0, 1]→ R, that is, ν is Pu-invariant.

4 Invariance of Holonomic probabilities on IFS
As we said before, holonomic probabilities are not necessarily invariant for
the map σˆ. On the other hand all σˆ-invariant probability is holonomic. Now
we show an example of holonomic probability which is not σˆ-invariant (see
[6] for the case of the two sided shift).
Suppose that x0 ∈ [0, 1], is such that Zn(x0, w¯) = x0, for some w¯ ∈ Σ,
n ∈ N. Then, one can obtain a holonomic probability in the following way
νˆ =
1
n
n−1∑
j=0
δσj(w¯) × δZj(x0,w¯).
Then, ∫
g(x,w)dνˆ =
1
n
n−1∑
j=0
g(Zj(x0, w¯), σ
j(w¯)),
7Note that this probability is holonomic but not σˆ-invariant.
In fact, it is enough to see that
∫
g ◦ σˆ(x,w)dνˆ =
1
n
n−1∑
j=0
g ◦ σˆ(Zj(x0, w¯), σ
j(w¯)) =
=
1
n
n−1∑
j=0
g(Zj+1(x0, w¯), σ
j+1(w¯)).
Thus,
∫
g ◦ σˆ(x,w)dνˆ −
∫
g(x,w)dνˆ = 1
n
g(x0, σ
n(w¯))− g(x0, w¯)), and it
is clearly not identical to 0, ∀g.
However, νˆ is holonomic because given any continuous function f :
[0, 1]→ R we have
∫
f(τX1(w)(x))dνˆ =
1
n
n−1∑
j=0
f(τX1(σj (w¯))(Zj(x0, w¯)) =
=
1
n
n−1∑
j=0
f(Zj+1(x0, w¯)) =
∫
f(x)dνˆ,
because, Zn(x0, w¯) = x0.
5 Ergodicity of holonomic probabilities
Given a holonomic probability νˆ, we can associate, by holonomic disintegra-
tion, a unique IFS with probabilities ([0, 1], τi, ui) such that P
∗
u (ν) = ν and
ν = π∗νˆ.
Let Zn(·) : [0, 1] ←֓ , n ∈ N, be a sequence of random variables on [0, 1].
Then, we obtain a Markov process with transition of probabilities Pu and
initial distribution ν, that we will denote by (Zn, Pu, ν).
This process is a stationary process by construction, thus does make
sense to ask if (Zn, Pu, ν) is ergodic([5] for details of this process and defini-
tion of ergodicity).
Definition 12. A holonomic probability νˆ is called ergodic, if the associated
Markov process (Zn, Pu, ν) is an ergodic process.
Lemma 13. (Elton,[5]) Let νˆ be a holonomic probability with holonomic
disintegration ([0, 1], τi, ui). If π∗νˆ is the unique Pu-invariant probability,
then νˆ is ergodic.
Theorem 14. (Elton,[5]) Let ([0, 1], τi) be a contractive IFS (contractive-
ness means that τi is a contraction for all i) and νˆ be a ergodic holo-
nomic probability with holonomic disintegration ([0, 1], τi, ui). Suppose that
8ui ≥ δ > 0, ∀i = 0, ..., d− 1. Then, ∀x ∈ [0, 1] there exists Gx ⊆ Σ such that
Px(Gx) = 1 and for each w ∈ Gx
1
N
N−1∑
i=0
f(Zn(x,w)) =
1
N
N−1∑
i=0
f(σˆi(x,w))→
∫
fdνˆ =
∫
f(x)dνˆ(x,w),
for all f ∈ C([0, 1]).
Proof. The proof is a straightforward modification of the one presented in
Elton’s ergodic theorem (see [5] [8]). In fact, the contractiveness of ([0, 1], τi)
its stronger that Dini condition that appear in Elton’s proof (see [5] and [17])
and the ergodicity of νˆ can replace the uniqueness of the initial distribution
in the last part of the argument. The other parts of the proof are the same
as in [5]. 
We point out that Elton’s Theorem is not the classical ergodic theorem
for σˆ. The claim is: ∀x ∈ [0, 1] there exists Gx ⊆ Σ such that Px(Gx) = 1
and for each w ∈ Gx ... Moreover, f : [0, 1]→ R.
This theorems fits well for holonomic probabilities in the IFS case. We
just mention it in order to give to the reader a broader perspective of the
holonomic setting. We do not use it in the rest of the paper.
6 Construction of holonomic probabilities for ρ-
weighted systems
Given a ρ-weighted system ([0, 1], τi, ui), that is,
Pu(h) = ρh, P
∗
u (ν) = ρν,
consider the normalization ([0, 1], τi, vi), then Pv(1) = 1 and P
∗
v (µ) = µ.
Its easy to see that the probability on [0, 1] × Σ given by
∫
g(x,w)dµˆ =
∫
[0,1]
∫
Σ
g(x,w)dPx(w)dµ(x)
is holonomic if Px is given from v (see [3][7][8] for disintegration of projective
measures on IFS). The probability µˆ will be called the holonomic lifting of
µ.
Remark 1. We point out that that the holonomic lifting µˆ of a given
µ (as above) is a σˆ-invariant probability (one can see that by taking func-
tions that depends only of finite symbols and applying de definition of a Px
probability). So
π∗{Holonomic probabilities} = π∗{σˆ − invariant probabilities}.
9We will consider in the next sections the concept of pressure. The value
of pressure among holonomic or among invariant will be the same. However
one cannot reduce the study of variational problems involving holonomic
probabilities to the study of σˆ-invariant probabilities. This will be explained
in remark 4 in example 3 after Theorem 23.
One can reverse the process, starting from a IFS with probabilities (a
1-weighted system) ([0, 1], τi, vi), that is, Pv(1) = 1 and P
∗
v (ν) = ν, and
consider the associated νˆ, the holonomic lifting of ν.
∫
g(x,w)dνˆ =
∫
[0,1]
∫
Σ
g(y,w)dPy(w)dν(y).
By holonomic disintegration (Theorem 11), one can represents the prob-
ability νˆ as
∫
g(x,w)dνˆ =
∫
[0,1]
∫
{y}×Σ
g(x,w)dνˆy(x,w)dν0(y).
Then, ν0 is Pu-invariant for the IFS with probabilities ([0, 1], τi, ui)i=0..d−1,
were the ui’s are given by,
ui(y) = νˆy(y, i¯), i = 0, ..., d − 1 .
We point out that ν0 = ν (it is a straightforward calculation), moreover
we can rewrite
∫
g(x,w)dνˆ =
∫
[0,1]
∫
y×Σ
g(x,w)d(δy(x)× Py(w))dν(y).
By the uniqueness in Theorem 10 we get,
νˆy = δy × Py, ν − a.e .
Then, we have
ui(y) = νˆy(y, i¯) = (δy × Py)(y, i¯) = Py (¯i) = vi(x), ν − a.e .
From this argument we get the following proposition
Proposition 15. Let ([0, 1], τi, vi) be a 1-weighted system and νˆ the holo-
nomic lifting of the invariant probability Pv-invariant ν. If ([0, 1], τi, ui)
is the 1-weighted system obtained from holonomic disintegration of νˆ, then
u = v, ν − a.e, where ν = π∗νˆ.
10
7 Entropy and a variational principle for ρ-weighted
systems
Let us consider a ρ-weighted system, ([0, 1], τi, ui). Denote by B
+ the set
of all positive bounded Borel functions on [0, 1] and by H the set of all
holonomic probabilities on [0, 1] × Σ for σˆ.
The central idea in this section is to consider a generalization of the
definition of entropy for the case of holonomic probabilities via the concept
naturally suggested by Theorem 4 in [11]. We will show that under such
point of view the classical results in Thermodynamic Formalism are also
true.
Given νˆ ∈ H we can define the functional ανˆ : B
+ → R ∪ {−∞} by
ανˆ(ψ) = inf
f∈B+
∫
ln(
Pψf
ψf
)dνˆ.
Let ανˆ be the functional defined above. Observe that ανˆ doesn’t depend
of ψ.
In fact, by taking ψ1, ψ2 ∈ B
+ and f ∈ B+, define g ∈ B+ as being
g = ψ1
ψ2
f ∈ B+, then
∫
ln(
Pψ2g
ψ2g
)dνˆ =
∫
ln(
Pψ1f
ψ1f
)dνˆ.
Thus, ανˆ(ψ2) = ανˆ(ψ1).
Definition 16. Given νˆ ∈ H we define the Entropy of νˆ by
h(νˆ) = ανˆ .
From above we get
h(νˆ) = inf
f∈B+
∫
ln(
Pψf
ψf
)dνˆ,
∀ψ ∈ B+.
The above definition agrees with the usual one for invariant probabilites
when it is consider a transformation of degree d, its d-branches and the
naturally associated IFS (see [11]).
Lemma 17. Given β ≥ 1 + α and numbers ai ∈ [1 + α, β], i = 0, ..., d − 1
there exists ε ≥ 1 such that
ln(ε
d−1∑
i=0
ai) =
d−1∑
i=0
ln(εai).
11
This lemma follows from the choice ε = exp( 1
d−1 (ln(
∑d−1
i=0 ai))/(
∑d−1
i=0 ln(ai))
and the fact that ai ≥ 1 + α.
Lemma 18. Given f ∈ B+ and νˆ ∈ H then
d−1∑
i=0
∫
f(τi(x))dνˆ ≥
∫
f(x)dνˆ.
.
Proof. As νˆ is holonomic, then we have
∫
f(τX1(w)(x))dνˆ =
∫
f(x)dνˆ.
This can be written as
∫
f(τX1(w)(x))dνˆ =
d−1∑
i=0
∫
[0,1]×i
f(τX1(w)(x))dνˆ =
d−1∑
i=0
∫
[0,1]×i
f(τi(x))dνˆ.
Note that for each i
∫
f(τi(x))dνˆ =
d−1∑
j=0
∫
[0,1]×j
f(τi(x))dνˆ ≥
∫
[0,1]×i
f(τi(x))dνˆ.
Thus,
d−1∑
i=0
∫
f(τi(x))dνˆ ≥
d−1∑
i=0
∫
[0,1]×i
f(τi(x))dνˆ =
∫
f(x)dνˆ.

Proposition 19. Consider νˆ ∈ H. Then
0 ≤ h(νˆ) ≤ ln(d).
Proof. Initially, consider ψ = 1. We know that h(νˆ) = inff∈B+
∫
ln(P1f
f
)dνˆ ≤∫
ln(P111 )dνˆ = ln(d).
Now, in order to prove the inequality
h(νˆ) = inf
f∈B+
∫
ln(
d−1∑
i=0
f ◦ τi
f
)dνˆ ≥ 0,
12
consider I =
∫
ln(
∑d−1
i=0
f◦τi
f
)dνˆ and suppose, without lost of generality, that
1+α ≤ f ≤ β (because this integral is invariant under the projective function
f → λf). Then, we can write this integral as
I =
∫
ln(
d−1∑
i=0
εf ◦ τi
εf
)dνˆ =
∫
ln(ε
d−1∑
i=0
f ◦ τi)dνˆ −
∫
ln(εf)dνˆ, (1)
In order to use the inequality obtained from Lemma 17, denote (for each
fixed x)
ai = f ◦ τi(x).
Then, we get
ε(x) = exp(
1
d− 1
·
ln(
∑d−1
i=0 f ◦ τi)
(
∑d−1
i=0 ln(f ◦ τi))
) ≥ ε0 ≥ 1,
by the compactness of [0, 1]. From this choice we get
ln(ε0
d−1∑
i=0
f ◦ τi) ≥
d−1∑
i=0
ln(ε0f ◦ τi). (2)
Using (2) in (1) we obtain
I ≥
d−1∑
i=0
∫
ln(ε0f ◦ τi)dνˆ −
∫
ln(ε0f)dνˆ.
Moreover, using the inequality from Lemma 18 applied to the function ln(εf)
(note that ln(ε0f) ∈ B
+, because ε0 ≥ 1), we get
I ≥
∫
ln(εf)dνˆ −
∫
ln(εf)dνˆ = 0.

Definition 20. Given φ ∈ B+ we define the Topological Pressure of φ by
p(φ) = sup
νˆ∈H
{h(νˆ) +
∫
ln(φ)dνˆ}.
Remark 2. From Remark 1 it follows that
sup
νˆ∈H
{h(νˆ) +
∫
ln(φ)dνˆ} =
sup
νˆ invariant for σˆ
{h(νˆ) +
∫
ln(φ)dνˆ}.
Using the formula for entropy we get a characterization of topological
pressure as
p(φ) = sup
νˆ∈H
{ inf
f∈B+
∫
ln(
Pφf
φf
)dνˆ +
∫
ln(φ)dνˆ} = sup
νˆ∈H
inf
f∈B+
∫
ln(
Pφf
f
)dνˆ.
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Definition 21. A holonomic measure νˆeq such that
p(φ) = h(νˆeq) +
∫
ln(φ)dνˆeq
will be called an equilibrium state for φ.
Remark 3. Example 3 bellow shows that in IFS there exist examples
of holonomic equilibrium states for φ which are not invariant for σˆ.
In the next theorem we do not assume
∑d−1
i=0 φ(τi(x)) = 1.
Theorem 22. Let us consider φ ∈ B+ such that ([0, 1], τi, φ) is a ρ-weighted
system, for some ρ ≥ 0. Then, p(φ) = ln(ρ). In particular, the transference
operator Pφ has a unique positive eigenvalue.
Proof. Note that, h(νˆ) = inff∈B+
∫
ln(
Pφf
φf
)dνˆ ≤
∫
ln(
Pφh
φh
)dνˆ =
∫
ln( ρ
φ
)dνˆ =
−
∫
ln(φ)dνˆ + ln(ρ) so,
h(νˆ) +
∫
ln(φ)dνˆ ≤ ln(ρ), ∀νˆ,
thus, p(φ) ≤ ln(ρ).
Remember that
p(φ) = sup
νˆ∈H
inf
f∈B+
∫
ln(
Pφf
f
)dνˆ.
Let νˆ0 be a fixed holonomic probability such that the normalized dual oper-
ator verifies P ∗u (π∗νˆ0) = π∗νˆ0 (always there exists if Pu is the normalization
of Pφ), were π(x, ω) = x. Thus we can write
p(φ) ≥ inf
f∈B+
∫
ln(
Pφf
f
)dνˆ0.
Note that, from the normalization property we get
Pφ(f) = Pu(
f
h
)ρh, ∀f.
Moreover, we know that ln(Pug) ≥ Pu ln(g),∀g, by concavity of logarith-
mic function.
Now, considering an arbitrary f ∈ B+, we get
∫
ln(
Pφf
f
)dνˆ0 =
∫
ln(
Pu(f/h)ρh
f
)dνˆ0 =
∫
ln(
Pu(f/h)
f/h
)dνˆ0 + ln(ρ) ≥
≥
∫
Pu ln(f/h)dνˆ0 −
∫
ln(f/h)dνˆ0 + ln(ρ) = ln(ρ).
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So, inff∈B+
∫
ln(
Pφf
f
)dνˆ0 ≥ ln(ρ), that is, p(φ) ≥ ln(ρ). From this we get
p(φ) = ln(ρ).
In order to obtain the second part of the claim it is enough to see that
p(φ) = ln(ρ), for all ρ, thus the eigenvalue is unique. 
Theorem 23. (Variational principle) Consider φ ∈ B+ such that ([0, 1], τi, φ)
is a ρ-weighted system, for ρ = ep(φ) ≥ 0. Then, any holonomic probability
νˆ0 such that the normalized dual operator verifies P
∗
u (π∗νˆ0) = π∗νˆ0 is an
equilibrium state.
Proof. Note that, from the definition of pressure, we get ln(ρ) = p(φ) ≥
h(νˆ0)+
∫
ln(φ)dνˆ0. As, P
∗
u (π∗νˆ0) = π∗νˆ0, for an arbitrary f ∈ B
+, we obtain
h(νˆ0) +
∫
ln(φ)dνˆ0 =
∫
ln(
Pφf
f
)dνˆ0 ≥ ln(ρ).
Thus, ln(ρ) = h(νˆ0) +
∫
ln(φ)dνˆ0.

Note that, if νˆ0 is a equilibrium state, such that the IFS with probabilities
([0, 1], τi, vi) associated to νˆ0 by holonomic disintegration, is uniform, then
P ∗u (π∗νˆ0) = π∗νˆ0.
In fact, we know that ln(ρ) = h(νˆ0) +
∫
ln(φ)dνˆ0, and P
∗
v (π∗νˆ0) = π∗νˆ0.
Then, we can write
ln(ρ) = h(νˆ0) +
∫
Pv ln(φ)dνˆ0 = h(νˆ0) +
∫ d−1∑
i=0
vi ln(φ(τi))dνˆ0.
Remember that the normalization of φ is given by
ui(x) =
φ(τi(x))h(τi(x))
ρh(x)
,
thus,
0 = h(νˆ0) +
∫ d−1∑
i=0
vi ln(ui)dνˆ0. (3)
As ([0, 1], τi, vi) is uniform, there exists a weight function ψ such that
vi(x) = φ(τi(x)), ∀i = 0, ..., d − 1. Moreover, p(ψ) = 0 and νˆ0 is clearly a
equilibrium state for ψ. Thus
0 = h(νˆ0) +
∫
ln(ψ)dνˆ0
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Using P ∗v (π∗νˆ0) = π∗νˆ0 we get
0 = h(νˆ0) +
∫ d−1∑
i=0
vi ln(vi)dνˆ0. (4)
It is well known that
−
d−1∑
i=0
ai ln(ai) +
d−1∑
i=0
ai ln(bi) ≤ 0. (5)
where
∑d−1
i=0 ai = 1 =
∑d−1
i=0 bi and bi ≥ 0, with equality only if ai = bi (see
[14] for a proof). From (3) and (4) we get,
ui(x) = vi(x), ν − a.e.
Then, it follows that P ∗u (π∗νˆ0) = π∗νˆ0.
Examples:
1) For φ = 1, we have Pφ(1) = d · 1. Then, for all equilibrium states νˆeq
we get
ln(d) = h(νˆeq) +
∫
ln(1)dνˆeq = sup
νˆ∈H
inf
f∈B+
∫
ln(
P1f
f
)dνˆ = sup
νˆ∈H
h(νˆ)
2) If Pφ(1) = 1, that is, the case of IFS with probabilities, then p(φ) = 0.
Therefore, h(νˆ) +
∫
ln(φ)dνˆ ≤ 0, for all holonomic probabilities. Moreover,
any equilibrium state νˆeq satisfies
h(νˆeq) = −
∫
ln(φ)dνˆeq
3) Consider the IFS given by ([0, 1], τ0(x) = x, τ1(x) = 1 − x) and the
potential φ(x) = 2 + cos(2πx). Is clear that
0 ≤
∫
ln(φ)dν ≤ ln 3, ∀ν.
We will consider a especial holonomic probability νˆ0 constructed in the fol-
lowing way (similar to the one presented in section 4):
Consider fixed w¯ 6= (111111...) ∈ Σ and x0 = 0. The holonomic proba-
bility νˆ0 is the average of delta of Dirac distributions at the points (x0, 11w¯)
and σˆ(x0, 11w¯) in [0, 1] × Σ, more precisely, for any g
∫
g(x,w)dνˆ =
1
2
1∑
j=0
g(Zj(x0, w¯), σ
j(w¯)) =
1
2
(g(0, 11w¯) + g(1, 1w¯))
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This probability is not σˆ-invariant by construction, and has the interest-
ing property:
ln(2) = h(νˆ0) = sup
νˆ∈H
h(νˆ)
Indeed, since h(νˆ) ≤ ln(2),∀νˆ, it is enough to see that h(νˆ0) = ln(2).
Remember that h(νˆ0) = inff∈B+
∫
ln(P1f
f
)dνˆ0, so
h(νˆ0) = inf
f∈B+
1
2
(log
P1f(0)
f(0)
+log
P1f(1)
f(1)
) = inf
f∈B+
1
2
[ln(1+
f(0)
f(1)
)+ln(1+
f(1)
f(0)
)]
Taking f(0)
f(1) = λ > 0, we get
h(νˆ0) = inf
λ>0
1
2
[ln(1 + λ) + ln(1 +
1
λ
)] = ln 2
Remark 4. This shows that such νˆ0 is a maximal entropy holonomic
probability which is not σˆ-invariant. This also shows that the holonomic
setting can not be reduced, via coding, to the analysis of σˆ-invariant prob-
abilities in a symbolic space. Otherwise, in the symbolic case a probability
with support in two points would have positive entropy.
Also, one can calculate m = supνˆ∈H
∫
ln(φ)dνˆ ≤ ln 3. We claim that
m = ln 3. In fact,
∫
ln(φ)dνˆ0 =
1
2
[ln(2 + cos(2π0)) + ln(2 + cos(2π1))] = ln 3.
Finally, we point out that νˆ0 is also a equilibrium state. Indeed,
p(φ) = sup
νˆ∈H
{h(νˆ) +
∫
ln(φ)dνˆ} ≤ ln 2 + ln 3.
As, h(νˆ0) +
∫
ln(φ)dνˆ0 = ln 2 + ln 3, we get
ln(6) = p(φ) = h(νˆ0) +
∫
ln(φ)dνˆ0.
From this example one can see that there exists equilibrium states which
are not σˆ-invariant probabilities.
Definition 24. Two functions ψ1, ψ2 ∈ B
+ will be called holonomic-equivalent
(or, co-homologous) if there exists a function h ∈ B+, such that
ψ1(x) = ψ2(x) ·
h(τX1(w)(x))
h(x)
, ∀(x, ω).
It is clear that, two holonomic equivalent potentials ψ1, ψ2 will have the
same equilibrium states.
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8 An alternative point of view for the concept of
entropy and pressure for IFS
Definition 25. Given νˆ ∈ H and let ([0, 1], τi, vi) be the IFS with probabili-
ties arising in the holonomic disintegration of νˆ (see Theorem 11). We can
also define the Entropy of νˆ by
h(νˆ) = − sup
Pd−1
i=0 ui=1
∫ d−1∑
i=0
vi ln(ui)dνˆ.
Proposition 26. Consider νˆ ∈ H. Then,
0 ≤ h(νˆ) ≤ ln(d).
Proof. Firstly consider u0i =
1
d
, i = 0, ..., d − 1 then
∑d−1
i=0 u
0
i = 1 and
−h(νˆ) = sup
Pd−1
i=0 ui=1
∫ d−1∑
i=0
vi ln(ui)dνˆ ≥
∫ d−1∑
i=0
vi ln(
1
d
)dνˆ = − ln(d),
so, h(νˆ) ≤ ln(d).
On the other hand, ui ≤ 1 so ln(ui) ≤ 0, and then
sup
Pd−1
i=0 ui=1
∫ d−1∑
i=0
vi ln(ui)dνˆ ≤ 0.
Thus, 0 ≤ h(νˆ). 
Lemma 27. (Existence of equilibrium states) Consider φ ∈ B+ such that
([0, 1], τi, φ) is a ρ-weighted system, for some ρ > 0 (remember that there
exists h > 0, such that Pφ(h) = ρh). Denote Pv the normalization of Pφ, that
is, ([0, 1], τi, vi) is a 1-weighted system, such that Pv(1) = 1 and P
∗
v (ν) = ν.
Let νˆ be the holonomic lifting of ν. Then,
h(νˆ) +
∫
ln(φ)dνˆ = ln(ρ)
Proof. Let νˆ be the holonomic lifting of ν. By Proposition 15, we know
that the 1-weighted system associated to its holonomic disintegration is
([0, 1], τi, vi). Then, from the definition of entropy we get
h(νˆ) = − sup
Pd−1
i=0 ui=1
∫ d−1∑
i=0
vi ln(ui)dνˆ = −
∫ d−1∑
i=0
vi ln(vi)dνˆ
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from the logarithmic inequality (5) above.
Remember that the normalization of φ is given by
vi(x) =
φ(τi(x))h(τi(x))
ρh(x)
.
Replacing this expression in the equation for entropy we get
h(νˆ) = −
∫ d−1∑
i=0
vi ln(
φ(τi(x))h(τi(x))
ρh(x)
)dνˆ =
= −
∫ d−1∑
i=0
vi ln(φ(τi(x))dνˆ −
∫ d−1∑
i=0
vi ln(
h(τi(x))
h(x)
)dνˆ + ln(ρ) =
= −
∫
ln(φ(x))dνˆ + ln(ρ)

Now, we use the concept introduced in the present section.
Definition 28. Given φ ∈ B+, we define the Topological Pressure of φ by
p(φ) = sup
νˆ∈H
{h(νˆ) +
∫
ln(φ)dνˆ}
Theorem 29. Let us consider φ ∈ B+ such that ([0, 1], τi, φ) is a ρ-weighted
system, for some ρ ≥ 0. Then p(φ) = ln(ρ). In particular, the transference
operator Pφ has a unique positive eigenvalue.
Proof. Let Pu be the normalization of Pφ. Then,
h(νˆ) +
∫
ln(φ)dνˆ = h(νˆ) +
∫
ln(φ)dνˆ =
= −
∫ d−1∑
i=0
vi ln(vi)dνˆ +
∫
Pv ln(φ)dνˆ =
= −
∫ d−1∑
i=0
vi ln(vi)dνˆ +
∫ d−1∑
i=0
vi ln(φ(τi))dνˆ =
= −
∫ d−1∑
i=0
vi ln(vi)dνˆ +
∫ d−1∑
i=0
vi ln(
φ(τi)h(τi)
ρh
ρh
h(τi)
)dνˆ =
= −
∫ d−1∑
i=0
vi ln(vi)dνˆ +
∫ d−1∑
i=0
vi ln(ui
ρh
h(τi)
)dνˆ =
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=
∫
−
d−1∑
i=0
vi ln(vi) +
d−1∑
i=0
vi ln(ui)dνˆ +
∫ d−1∑
i=0
vi ln(
ρh
h(τi)
)dνˆ ≤
= ln(ρ) +
∫ d−1∑
i=0
vi ln(h)dνˆ −
∫ d−1∑
i=0
vi ln(h(τi))dνˆ =
= ln(ρ) +
∫
ln(h)dνˆ −
∫
Pv ln(h)dνˆ = ln(ρ)
The equality follows from the Lemma 26 
From Theorem 29 and Lemma 26, it follows that there exists equilibrium
states, more precisely, given a ρ-weighted system, all holonomic liftings of
the normalized probability, are equilibrium states.
The Variational principle in the formulation of the present section is
stronger than the formulated in the first part. The change in the definition
of entropy allow us to get a characterization of the equilibrium states as
holonomic liftings of the Pu-invariant probabilities of the normalized trans-
ference operator. This point will become clear in the proof (of the ”if, and
only if,” part) of the next theorem.
Theorem 30. (Alternative Variational principle) Let us consider φ ∈ B+
such that ([0, 1], τi, φ) is a ρ-weighted system, for ρ = e
p(φ) ≥ 0. Then, a
holonomic probability νˆ0 is a equilibrium state, if and only if, the projection
νˆ0 by disintegration, is invariant for the normalized dual operator of Pφ(
that is, P ∗u (π∗νˆ0) = π∗νˆ0).
Proof. By Lemma 26, it follows that: if νˆ0 is the holonomic lifting of the
normalized probability π∗νˆ0, then νˆ0 is an equilibrium state.
The converse is also true. In fact, suppose that νˆ0 is a equilibrium state,
that is,
h(νˆ0) +
∫
ln(φ)dνˆ0 = ln(ρ)
Using the normalization we get,
−
∫ d−1∑
i=0
vi ln(vi)dνˆ0 +
∫
ln(φ)dνˆ0 = ln(ρ)
where ([0, 1], τi, vi) is the 1-weighted system associated to holonomic disin-
tegration of νˆ0. From the invariance of Pv we have
−
∫ d−1∑
i=0
vi ln(vi)dνˆ0 +
∫ d−1∑
i=0
vi ln(φ(τi))dνˆ0 = ln(ρ)
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Finally, from the relations of normalization Pu of Pφ
ui(x) =
φ(τi(x))h(τi(x))
ρh(x)
⇔ φ(τi(x)) =
ui(x)ρh(x)
h(τi(x))
,
we get
−
∫ d−1∑
i=0
vi ln(vi)dνˆ0 +
∫ d−1∑
i=0
vi ln(
ui(x)ρh(x)
h(τi(x))
)dνˆ0 = ln(ρ).
This is equivalent to
∫ d−1∑
i=0
vi ln(
ui
vi
)dνˆ0 = 0.
From,
d−1∑
i=0
vi ln(
ui
vi
) ≤ ln(
d−1∑
i=0
vi
ui
vi
) = ln(
d−1∑
i=0
ui) = ln(1) = 0,
it follows that ui = vi, π∗νˆ0 − a.e.
As, π∗νˆ0 is Pv-invariant, we get P
∗
u (π∗νˆ0) = π∗νˆ0

Finally, we point out that for φ fixed one can consider a real parameter
β and the problem
p(φβ) = sup
νˆ∈H
{h(νˆ) + β
∫
ln(φ)dνˆ}.
For each value β, denote by νˆβ a solution (therefore, normalized) of
the above variational problem. Any subsequence (weak limit) νˆβn → ν will
determine a maximizing holonomic probability ν (in the sense, of maximizing
supνˆ∈H{
∫
ln(φ)dνˆ }) because the entropy of any holonomic probability is
bounded by ln d. We refer the reader to [6] for properties on maximizing
holonomic probabilities and we point out that these results apply also for
the iterated setting as described above in the first two sections.
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