Limitations of adaptive mesh refinement techniques for singularly perturbed problems with a moving interior layer  by Shishkin, G.I.
Journal of Computational and Applied Mathematics 166 (2004) 267–280
www.elsevier.com/locate/cam
Limitations of adaptive mesh re$nement techniques
for singularly perturbed problems with a moving
interior layer
G.I. Shishkina;b;∗
aInstitute of Mathematics and Mechanics, Ural Branch, Russian Academy of Sciences, 16 S. Kovalevskaya Street,
Ekaterinburg 620219, Russia
bDepartment of Mathematics, Trinity College, Dublin 2, Ireland
Received 9 September 2002; received in revised form 16 April 2003
Abstract
In a composed domain on an axis R with the moving interface boundary between two subdomains, we
consider an initial value problem for a singularly perturbed parabolic reaction–di3usion equation in the presence
of a concentrated source on the interface boundary. Monotone classical di3erence schemes for problems from
this class converge only when N−1 + N−10 , where  is the perturbation parameter, N and N0 de$ne the
number of mesh points with respect to x (on segments of unit length) and t. Therefore, in the case of such
problems with moving interior layers, it is necessary to develop special numerical methods whose errors depend
rather weakly on the parameter  and, in particular, are independent of  (i.e., -uniformly convergent methods).
In this paper we study schemes on adaptive meshes which are locally condensing in a neighbourhood of
the set ∗, that is, the trajectory of the moving source. It turns out, that in the class of di3erence schemes
consisting of a standard $nite di3erence operator on rectangular meshes which are (a priori or a posteriori)
locally condensing in x and t, there are no schemes that converge -uniformly, and in particular, even under
the condition  ≈ N−2 +N−20 , if the total number of the mesh points between the cross-sections x0 and x0 +1
for any x0 ∈R has order of NN0. Thus, the adaptive mesh re$nement techniques used directly do not allow
us to widen essentially the convergence range of classical numerical methods. On the other hand, the use of
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condensing meshes but in a local coordinate system $tted to the set ∗ makes it possible to construct schemes
which converge -uniformly for N; N0 →∞; such a scheme converges at the rate O(N−1 lnN + N−10 ).
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Numerical analysis of heat and mass transfer with $xed concentrated sources in media charac-
terized by small coeEcients of heat conductivity/di3usion often bring us to di3raction boundary
value problems for singularly perturbed partial di3erential equations. Here the singular perturbation
parameter  is a coeEcient multiplying the highest derivatives of the equations. The solutions of
such problems for small values of the parameter  typically exhibit boundary and transition (inte-
rior) layers, moreover, for $xed $nite values of  their derivatives are discontinuous at the points
where the concentrated sources act. The singular behaviour of the solutions is complicated in the
case of moving concentrated sources. So, the solutions of the reduced (for  = 0) problems have
discontinuities of the $rst kind on the trajectories of the moving sources.
In this paper we consider an initial value problem on an axis R for a singularly perturbed parabolic
reaction–di3usion equation in a composed domain with a moving interface boundary between two
subdomains; the concentrated source acts on the interface boundary. Note that the solution of such
a problem, in contrast to boundary-value problems, has no boundary-layer singularities. However,
singularities generated by the moving concentrated source still occur that give rise to diEculties in
the numerical solution (see, e.g., Theorem 2). Namely, classical $nite di3erence schemes for this
problem converge only when N−1 + N−10 , where N and N0 de$ne the number of nodes in the
grids with respect to x (on segments of unit length) and t.
Therefore, in the case of problems with moving transition layers it is necessary to develop special
numerical methods whose errors depend rather weakly on the parameter  and, in particular, are
independent of  (i.e., -uniformly convergent methods). To this end, it seems expedient to apply
the techniques based on locally condensing meshes that have been earlier proposed (see, for exam-
ple, [3,6,7,9] and the bibliography therein for several singularly perturbed problems with stationary
boundary or transition layers; for the case of a regular boundary value problem with singularities in
its solution also see [12]). So, in the case of regular problems whose solutions have singularities, the
e3ect of improving the accuracy of a numerical solution can be achieved by a priori or a posteriori
local grid re$nement in those subregions where the errors in the approximate solution are large (see,
e.g., [2,5,12]). However, the direct use of this approach in the case of singularly perturbed problems
with moving concentrated sources is not suEciently e3ective.
We study the class of di3erence schemes consisting of a standard $nite di3erence operator on
adaptive meshes which are locally re$ned in a neighbourhood of the set ∗, that is, the trajectory
of the moving source. At $rst sight, such adaptive grid re$nement can resolve the layer phenomena
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numerically in a completely satisfactory manner. Nevertheless, it turns out that in the case of rectan-
gular meshes which are (a priori or a posteriori) locally condensing in x and t there are no schemes
of the above class which converge -uniformly and, in particular, even for 1=2 ≈ N−1 + N−10 (see,
e.g., the conclusion of Theorem 3) if the total number of the mesh points between the cross-sections
x0 and x0 + 1 for any x0 ∈R has order of NN0. Thus, the adaptive mesh techniques used directly
do not allow us to widen essentially the convergence range of classical numerical methods. The
consideration of Kolmogorov widths (dP, where P = NN0) allowed us to $nd necessary conditions
for the -uniform convergence (as P → ∞) of optimal approximations to the solutions of initial
value problems; these requirements are put in the basis for developing special numerical methods.
As a practical conclusion, the use of condensing meshes in a local coordinate system $tted to the
set ∗ (in the nearest vicinity of the singularity) make it possible to construct schemes that converge
-uniformly for N; N0 → ∞ (see, e.g., Remark 7 in Section 6). A similar -uniformly convergent
scheme, but for a problem in a homogeneous domain, was considered in [10,11]; see also Remark
7 in Section 6.
2. Problem formulation. The objective of research
2.1.
In an in$nite composed domain with the moving interface boundary between its subdomains, we
consider an initial value problem for a singularly perturbed parabolic equation in the presence of a
concentrated source acting on the interface boundary.
Let the domain KG with boundary S = KG \ G, where G = R × (0; T ], be decomposed into non-
overlapping subdomains
KG = KG1 ∪ KG2; G1 ∩ G2 = ∅; (2.1)
in each of which we consider the equation
Lu(x; t) ≡
{
a(x; t)
92
9x2 − c(x; t)− p(x; t)
9
9t
}
u(x; t) = f(x; t); (x; t)∈Gk; k = 1; 2; (2.2a)
where a(x; t) = ak(x; t); : : : ; f(x; t) = fk(x; t), (x; t)∈ KGk ,
G1 = {(x; t) : x¡(t); t ∈ (0; T ]}; G2 = {(x; t) : x¿(t); t ∈ (0; T ]}; (2.3)
the interface boundary between the subdomains ∗ = {(x; t) : x = (t); t ∈ (0; T ]} is suEciently
smooth. On the set S the function u(x; t) satis$es the initial condition
u(x; t) = ’(x); (x; t)∈ S; (2.2b)
and on the interface boundary ∗ it obeys the conjugation condition
[u(x; t)] = 0; l u(x; t) ≡ 
[
a(x; t)
9
9x u(x; t)
]
=−q(t); (x; t)∈ ∗: (2.2c)
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Here  is a parameter taking arbitrary values from the half-interval (0,1]; ak(x; t), ck(x; t), pk(x; t),
fk(x; t), (x; t)∈ KGk , k = 1; 2, ’(x), x∈R, (t) and q(t); t ∈ [0; T ] are suEciently smooth functions,
the function (t) speci$es the velocity of motion of the interface boundary, and q(t) de$nes the
power of the concentrated source. The symbol [v(x; t)] in (2.2c) denotes the jump of the function
v(x; t) when passing through ∗ from the set G1 into the set G2:
[u(x∗; t)] = lim
x→x∗+0 u(x; t)− limx→x∗−0 u(x; t);
[
a(x; t)
9
9x u(x
∗; t)
]
= lim
x→x∗+0 a
2(x; t)
9
9x u(x; t)− limx→x∗−0 a
1(x; t)
9
9x u(x; t); (x
∗; t)∈ ∗:
We suppose that the problem data satisfy the following conditions: 1
0¡a06 ak(x; t)6 a0; 06 ck(x; t)6 c0; 0¡p06pk(x; t)6p0; (x; t)∈ KGk;
0¡v06 (d=dt)(t) ≡ v(t)6 v0; t ∈ [0; T ]; |fk(x; t)|6M; (x; t)∈ KGk;
|’(x)|6M; x∈R; |q(t)|6M; t ∈ [0; T ]; k = 1; 2: (2.4)
For simplicity, we assume that the compatibility conditions are ful$lled at the point 0 = ((0); 0) to
ensure suEcient smoothness of the solution of problem (2.2) on each of the subsets KGk (for $xed
values of the parameter ); we suppose Sk = KGk \ Gk , k = 1; 2.
As → 0, in a neighbourhood of the set ∗ (on the right from it) there appears a transition layer
decreasing exponentially when the point (x; t) recedes away from ∗ to the right. The solution of the
reduced problem is a function being suEciently smooth outside the set ∗ and having a discontinuity
of the $rst kind at ∗.
2.2.
The errors in the solutions of $nite di3erence schemes based on classical di3erence approximations
to problem (2.2), (2.1) depend on the parameter  and become small only for those values of 
that essentially exceed the “e3ective” mesh widths with respect to x and t. So, by virtue of estimate
(4.7), the classical di3erence scheme (4.4), (4.6) (see Section 4) converges under the condition
N−1 + N−10 ; (2.5)
where the values N + 1 and N0 + 1 is the number of mesh points with respect to x (on a unit
interval) and t, respectively. If this condition is violated, the solutions of the di3erence scheme do
not converge to the solution of problem (2.2), (2.1).
By this argument, we are interested in constructing special di3erence schemes whose errors do
not depend on the value of the parameter . In particular, it is of interest to develop such schemes
that converge under a weaker condition than condition (2.5).
For the initial value problem (2.2), (2.1), using the condensing mesh method we are thus to
construct -uniformly convergent schemes and also similar schemes, namely, schemes convergent
for the values of  much less than in (2.5), which is our purpose in this paper.
1 Here and below M; Mi (or m) denote suEciently large (small) positive constants which do not depend on  and on
the discretization parameters. Throughout the paper, the notation L( j:k)(M( j:k); Gh( j:k)) means that these operators (constants,
grids) are introduced in equation (j:k).
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3. A priori estimates
In this section we give a priori estimates for the solution of problem (2.2), (2.1) used in our
constructions (see also [3,6,7,9]).
On the set KG2, the solution can be decomposed into its regular and singular components
u(x; t) = U (x; t) +W (x; t); (x; t)∈ KG2: (3.1a)
It is convenient to transform problem (2.2), (2.1) to the variables $= x − (t); t as follows
L˜u˜($; t) = f˜($; t); ($; t)∈ G˜(∗);
[u˜($; t)] = 0; l˜ u˜($; t) =−q(t); ($; t)∈ ˜ ∗;
u˜($; t) = ’˜($); ($; t)∈ S˜ : (3.2)
Here G˜(∗); ˜∗; S˜ are images of the sets G(∗); ∗; S so that ˜∗={($; t) : $=0, t ∈ (0; T ]}, v˜($; t)=v($+
(t); t);
L˜(3:2) ≡ a˜($; t) 9
2
9$2 + 
′(t) p˜($; t)
9
9$ − c˜($; t)− p˜($; t)
9
9t ; ($; t)∈
K˜Gk;
l˜(3:2)u˜($; t) ≡ 
[
a˜($; t)
9
9$u˜($; t)
]
; ($; t)∈ ˜∗;
a˜($; t) = a˜k($; t); : : : ; f˜($; t) = f˜k($; t); ($; t)∈ K˜Gk; k = 1; 2:
The solution of problem (3.2) can be di3erentiated with respect to t on K˜G and with respect to $ on
K˜G2, and is -uniformly bounded together with its derivatives with respect to t on K˜G2. We write the
function u˜($; t) on K˜G2 in the form of a sum of the functions
u˜($; t) = U˜ ($; t) + W˜ ($; t); ($; t)∈ K˜G2; (3.1b)
where U˜ ($; t) and W˜ ($; t) are the regular and singular (interior layer) components of the solution.
The function U˜ ($; t) is the restriction onto K˜G2 of the function U˜ 0($; t), ($; t)∈ K˜G, which is the
solution of the problem
L˜0U˜ 0($; t) = f˜0($; t); ($; t)∈ G˜;
U˜ 0($; t) = ’˜0($); ($; t)∈ S˜ ;
the operator L˜0 and the functions f˜0($; t), ’˜0($) are continuations of the operator L˜(3:2) and of the
functions f˜($; t), ’˜($) from the sets K˜G2; S˜20 onto the sets
K˜G and S˜, which preserve the smoothness
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and boundedness properties, i.e.
0¡a06 a˜0($; t)6 a0; 06 c˜0($; t)6 c0;
0¡p06 p˜0($; t)6p0; ($; t)∈ K˜G;
|f˜0($; t)|6M; ($; t)∈ K˜G; |’˜0($)|6M; $∈ S˜0;
where a˜ 0($; t) = a˜2($; t); : : : ; f˜ 0($; t) = f˜2($; t), ($; t)∈ K˜G2, ’˜0($) = ’˜2($), $∈ S˜20.
The function W˜ ($; t) is the solution of the problem
L˜ W˜ (x; t) = 0; ($; t)∈ G˜2;
W˜ ($; t) = u˜($; t)− U˜ ($; t); ($; t)∈ S˜2:
For the functions U˜ ($; t), W˜ ($; t) we obtain the estimates
∣∣∣∣ 9k1+k09$k19tk0 U˜ ($; t)
∣∣∣∣6M;∣∣∣∣ 9k1+k09$k19tk0 W˜ ($; t)
∣∣∣∣6M−k1 exp(−m1−1$); ($; t)∈ K˜G2; k1 + 2k06 4; (3.3)
where m1 is any number from the interval (0; m0),
m0 = min
KG2
[(a2(x; t))−1p2(x; t)(d=dt)(t)]:
Returning to the variables x; t, we $nd∣∣∣∣ 9k1+k09xk19tk0U (x; t)
∣∣∣∣6M;
∣∣∣∣ 9k1+k09xk19tk0W (x; t)
∣∣∣∣6M−k1−k0 exp(−m1−1(x − (t))); (x; t)∈ KG2;
k1 + 2k06 4; m1 = m1(3:3): (3.4)
On the set KG1 we have the estimate
∣∣∣∣ 9k1+k09xk19tk0 u(x; t)
∣∣∣∣6M; (x; t)∈ KG1; k1 + 2k06 4: (3.5)
Theorem 1. Let a; c; p; f∈C4+&( KGk), ’∈C4+&(Sk0 ), q∈C2+&=2([0; T ]), ∈C3+&=2([0; T ]), and also
u∈C4+&; 2+&=2( KGk), &¿ 0, k=1; 2, and let condition (2.4) hold. Then the solution of the initial value
problem (2.2), (2.1) and its components from representation (3.1) satisfy estimates (3.3)–(3.5).
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4. Classical dierence schemes
Let us give a classical di3erence scheme for problem (2.2), (2.1) and show some diEculties
arising in the numerical solution of the problem for small values of the parameter .
4.1.
We consider a di3erence scheme based on “direct” approximation of the conjugation condition
(2.2c). For this we need meshes which contain nodes on the set ∗ at each time level t = tj of the
di3erence scheme. Let us construct such meshes.
On the domain KG, we introduce rectangular (base) meshes, on the basis of which we will construct
the required grid sets. Let
KGh = !1 × K!0; (4.1)
where !1 and K!0 are grids on the axis x and the segment [0; T ] respectively; !1 and K!0 are
grids with any distribution of the nodes satisfying only the condition h6MN−1, ht6MN−10 , where
h = maxi hi, hi = xi+1 − x i, x i; xi+1 ∈!1, ht = maxj h jt , hjt = tj+1 − tj, tj; tj+1 ∈ K!0. Here N + 1 and
N0 + 1 are the maximal number of nodes on a segment of unit length on the axis x and the number
of nodes in the grid K!0, respectively. It is of great interest to consider also di3erence schemes on
the simplest meshes, which are uniform with respect to both x and t:
KGh = KGh(4:1); (4.2)
where !1 and K!0 are uniform grids with step-sizes h= N−1 and ht = TN−10 .
On the set KG we construct the mesh KG∗h = KG
∗
h( KGh(4:1)) generated by the base mesh KGh(4:1). On
the time level t = tn ∈ K!0 we introduce the grid set KG∗nh = G∗nh ∪ S∗n0h , G∗nh = G(∗)nh ∪ ∗nh . Here
∗nh = {x= (tn); tn}; the set G(∗)nh is formed by those nodes (xi; tn)∈ KGh(4:1), (xi; tn) ∈ ∗n, for which
the segments xi × [tn−1; tn] entirely belongs to either KG1 or KG2; the set S∗n0h consists of the nodes
(xi; tn−1)∈ KGh(4:1) for which (xi; tn)∈ KG(∗)nh . We de$ne the mesh KG∗h by
KG∗h =
N0⋃
n=1
KG∗nh : (4.3)
We approximate problem (2.2), (2.1) by the implicit di3erence scheme [8]
)z(x; t) ≡ {a(x; t)+ Kxxˆ − c(x; t)− p(x; t)+ Kt}z(x; t) = f(x; t); (x; t)∈G(∗)nh ; (4.4a)
lhz(x; t) ≡ {a2(x; t)+xz(x; t)− a1(x; t)+ Kx z(x; t)}=−q(t); (x; t)∈ ∗nh ; (4.4b)
z(x; t) =
{
Kzn−1(x; t); tn−1¿ 0;
’(x); tn−1 = 0; (x; t)∈ S∗n0h ; (x; t)∈G∗nh ; n= 1; : : : ; N0:
(4.4c)
Here zn(x; t) = z(x; t) for (x; t)∈G∗nh ; Kzn(x; t), x∈R, t = tn ∈ K!0 is the linear, in x, interpolant con-
structed from the values of zn(x; t), (x; t)∈G∗nh ; + Kxxˆ z(x; t), +x z(x; t), + Kx z(x; t), + Kt z(x; t) are the second
and $rst di3erence derivatives; + Kxxˆ z(x; t) = 2(hi + hi−1)−1{+x − + Kx}z(x; t), x= xi, hi−1 and hi are the
left and right “arms” of the three-point stencil on G∗h (for the operator + Kxxˆ) with center at the node
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(xi; tj)∈G(∗)h . The function
z(x; t) =
{
zn(x; t); (x; t)∈G∗nh ;
Kzn−1(x; t); (x; t)∈ S∗n0h ; (x; t)∈ KG∗nh ; n= 1; : : : ; N0; (x; t)∈ KG∗h
will be called the solution of scheme (4.4), (4.3).
For the di3erence scheme (4.4), (4.3) the maximum principle is valid [8].
4.2.
Let z(x; t), (x; t)∈ KGh be a solution of some di3erence scheme. We say that the estimate
|u(x; t)− z(x; t)|6M [−,11 N−,1 + −,10 N−,00 ]; (x; t)∈ KGh;
where ,i; ,1i ¿ 0, is unimprovable with respect to the entering values of N; N0;  when the estimate
|u(x; t)− z(x; t)|6M [−&11 N−&1 + −&10 N−&00 ]; (x; t)∈ KGh
is, generally speaking, false if the following relations are ful$lled: &i¿ ,i, &1i 6 ,
1
i , and also &1 +
&0 − &11 − &10¿,1 + ,0 − ,11 − ,10.
By using the majorant function technique we $nd the estimate
|z(x; t)|6M [1 + −1]; (x; t)∈ KG∗h : (4.5)
In the case of the mesh
KG∗h = KG
∗
h( KGh(4:2)); (4.6)
the solution of problem (4.4) is bounded under the (unimprovable) condition N−1; N−10 =O(). Under
this condition we obtain the (unimprovable) estimate
|u(x; t)− z(x; t)|6M−1[N−1 + N−10 ]; (x; t)∈ KG∗h(4:6); (4.7)
thus, scheme (4.4), (4.6) converges under the (unimprovable) condition
N−1; N−10 = o(): (4.8)
Theorem 2. Let the solution of the initial value problem (2.2), (2.1) and its components from
representation (3.1) satisfy the a priori estimates (3.3)–(3.5). Then condition (4.8) is necessary
and su6cient for the convergence of di7erence scheme (4.4), (4.6) as N , N0 →∞. For the discrete
solutions the estimates (4.5) and (4.7) are valid. The estimate (4.7) is unimprovable with respect
to the values of N; N0; .
Remark 1. Based on the mesh KGh, we construct a triangulation of the domain KG; triangular elements
obtained by dividing elementary quadrangles in halves by a diagonal have vertices at the nodes from
KGh (see, e.g., [4]). In the case of di3erence scheme (4.4), (4.6), the function Kz(x; t), (x; t)∈ KG, i.e.,
the linear interpolant of z(x; t) on triangular elements, satis$es the error estimate similar to (4.7):
|u(x; t)− Kz(x; t)|6M−1[N−1 + N−10 ]; (x; t)∈ KG;
which is unimprovable with respect to the values of N; N0;  for N−1; N−10 = O().
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5. On the construction of ”-uniformly convergent schemes on locally condensing meshes
Note that the singularity inherent in the initial value problem (2.2), (2.1) does not extend to the
set KG1 and exponentially decreases on KG2 when the point (x; t) recedes away from the set ∗ (see
the second estimate in (3.4)). The singular component W (x; t) for x¿ (t) + - does not exceed
the value M+, where + is a suEciently small number, when - = m−11  ln +
−1, with 0¡m1¡m0,
m0 = min KG2 [(a
2(x; t))−1p2(x; t)(d=dt)(t)]. The residual of the di3erence scheme on the solution of
the initial value problem is large but only in this neighbourhood, which is suEciently narrow for
small values of .
5.1.
Bearing in mind the possible use of schemes on suEciently arbitrary locally condensing meshes
for solving the initial value problem, it would be convenient to introduce into consideration balanced
meshes, that is, meshes with any distribution of their nodes (in x and t) but having the total number
of the mesh points of order O(NN0) in a unit vicinity of the set ∗, which is the same order as
that in the case of uniform meshes with respect to x and t. Thus, the amount of computational
work (proportional to the number on the mesh points at which it is necessary to $nd the solution of
the grid problem) for balanced meshes is of the same order just as for uniform meshes. Balanced
meshes are not in general the tensor product of one-dimensional meshes with respect to x and t.
5.2.
We consider a class of di3erence schemes composed of classical approximations to the initial
value problem (2.2), (2.1) and “piecewise uniform” locally condensing meshes, i.e., meshes which
are uniform both in the nearest neighbourhood of the curve ∗ and outside its somewhat greater
neighbourhood.
5.2.1.
For simplicity, assume that (t) = t. Let the following mesh have been constructed in some way:
KG∗h = KG
∗
h(.1); (5.1)
where .1¿ 0 is a parameter chosen below, which de$nes the distribution of the mesh points. This
mesh is uniform on each of the sets G21 =G
2
1(.1) and G
2
2 =G
2 \ KG21(M.1), where G21(.1) = {(x; t) :
x∈ ((t); (t) + .1); t ∈ (0; T ]} is the right .1-neighbourhood of the set ∗. The meshes G2ih = G2i ∩
KG∗h(5:1) have step-sizes hi and hit in x and t respectively, i=1; 2. We consider for simplicity that the
stencils of four-point implicit schemes having, as a center, the nodes from G2ih are regular, i.e., their
left, right and “lower” arms equal hi and hit respectively.
Let us consider fragments of the grid problem from the class of di3erence schemes on the meshes
(5.1), namely, the fragments on the sets KG21h and KG
2
2h. Let z
2
i (x; t), (x; t)∈ KG2ih be the solution of the
grid problem
)(4:4) z2i (x; t) = f(x; t); (x; t)∈G2ih;
z2i (x; t) = u(x; t); (x; t)∈ S2ih; i = 1; 2; (5.2)
where u(x; t); (x; t)∈ KG is the solution of problem (2.2), (2.1).
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For the functions z2i (x; t), (x; t)∈ KG2ih we have the estimates
|u(x; t)− z21(x; t)|6M [(+ h1)−2h21 + (+ h1t)−1h1t]; (x; t)∈ KG21h; (5.3a)
|u(x; t)− z22(x; t)|
6M
{
[(+ h2)−2h22 + (+ h2t)
−1h2t] max
S22h
|W (x; t)|+ h22 + h2t
}
; (x; t)∈ KG22h; (5.3b)
where W (x; t) is the singular component of the solution u(x; t); estimates (5.3a) and (5.3b) are
unimprovable with respect to the entering values of h1; h1t ;  and h2; h2t ;  respectively.
In order that the function z22(x; t) converges -uniformly, it is necessary that the value .1 satis$es
the condition .1 or
= o(.1): (5.4)
The following estimate for the function z21(x; t), which is the same with respect to the convergence
order as the optimal estimate relatively to h1; h1t for the $xed, equal to MNN0, number of nodes of
the mesh KG21h, can be obtained under the condition (+ h1t)
−1h1t = (+ h1)−2h21:
|u(x; t)− z21(x; t)|
6M−4=3.2=31 (NN0)
−2=3[1 + −4=3.2=31 (NN0)
−2=3]−1; (x; t)∈ KG21h; (5.5)
this estimate is unimprovable with respect to the entering values of .1, (N N0)−1, . It follows from
estimate (5.5) under condition (5.4) that the function z21(x; t) does not converge -uniformly for
N; N0 →∞.
Thus, the error analysis demonstrates that there are no piecewise uniform meshes KG∗h(5:1) on which
the solutions of problems (5.2) for i = 1; 2 converge -uniformly to the solution of problem (2.2),
(2.1). In the case of the auxiliary problem (5.2) on meshes (5.1), similarly to the above considera-
tions, we make sure of the fact that there exist no meshes on which the solutions of these problems
converge even under the condition
N−1 + N−10 ¿ 
1=2: (5.6)
5.2.2.
From here it follows that this non-existence result remains valid also in the case of standard
di3erence approximations to problem (2.2), (2.1) and the family of meshes (5.1) as well as the
family of meshes
KG∗h ; (5.7)
which are uniform in the right .-neighbourhood of the set ∗, where m6 .6M.
Theorem 3. For the initial value problem (2.2), (2.1), in the class of balanced di7erence schemes
composed of standard :nite di7erence operators on locally condensing grids (5.7) there are no
schemes convergent under condition (5.6).
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Remark 2. If we use the grid equations (4.4b) in order to approximate the conjugation conditions
(2.2c), in the case of meshes (5.1) and (5.7) there exist no balanced schemes convergent under the
condition N−1 + N−10 ¿ 
2=3.
Remark 3. It follows from the given considerations that the use of locally condensing meshes for
problem (2.2), (2.1) does not allow us to weaken essentially the convergence condition (4.8) for
classical di3erence schemes; it is impossible to reduce the order of the parameter  in condition (2.5)
more than twice on a class of suEciently common locally condensing meshes, unless the stencil used
is non-rectangular.
Thus, the direct use of adaptive mesh re$nement techniques with no taking account of orientation
of the transition layer is not suEciently e3ective to solve numerically problems from this class of
singularly perturbed problems with moving concentrated sources.
6. Necessary conditions for ”-uniform convergence
Let us consider approximations to the solution of the singularly perturbed problem (2.2), (2.1)
using Kolmogorov widths (see e.g., [1] and references therein).
We are interested in approximating the set U, i.e., the set of solutions to the class of problem
(2.2), (2.1) in the space X of continuous functions endowed with the maximum norm. The solutions
are assumed to be suEciently smooth on each of the subdomains KG1 and KG2; more precisely, the
solutions and their components from representation (3.1) satisfy estimates (3.3)–(3.5).
Let KGh be a set of points (“grid”) on KG. Such grids KGh can be either structured (generated by some
regular family of lines) or unstructured. By P we denote the minimal number of mesh points on a
unit segment from KG between the cross-sections x0 and x0+1, x0 ∈R. Let TP be a triangulation of KG
generated by the grid KGh [4]; the nodes of the grid KGh are vertices of triangular elements, moreover,
the triangular elements are formed by segments of straight lines passing through the nodes of KGh.
Let some grid function uh(x; t) be de$ned on set KGh; we denote its linear interpolant by Ku h(x; t),
(x; t)∈ KG. The set of such interpolants for the $xed triangulation TP is denoted by UhP ; the collection
of all admissible set of grids KGh (but with the number of nodes on a unit segment from KG being
equal to P) and triangulations TP based on these grids is denoted by TP. This collection TP and
the set of interpolants UhP (for every triangulation from TP) de$ne the space X .
We are now in a position to de$ne the quantity dP(U; X ) (so-called Kolmogorov width) by
dP(U; X ) = inf
TP
sup
u∈U
inf
Ku h∈UhP
‖u− Ku h‖; (6.1)
where ‖ · ‖ is the norm in C.
Let T jP be a triangular element from the partition TP, .1(T
j
P) and .2(T
j
P) are the radii of respectively
inscribed and circumscribed circles for the element T jP. The triangulation TP is called isotropic if
the condition
.−11 (T
j
P) .2(T
j
P)6M; j = 1; : : : ; J
is satis$ed, however, the values of .−11 (T
j
P) and .2(T
j
P) can vary signi$cantly from element to
element, and anisotropic (with the coeEcient of anisotropy 1¿M0 where M0 can be suEciently
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large) if we have the condition
.−11 (T
j
P) .2(T
j
P)6M1; j = 1; : : : ; J;
the constant M is independent of ; P. Here J = J (P) is the number of elements in the triangulation
TP, J ≈ P. We assume that the collection TP is de$ned by the value 1; dP(U; X )=dP(U; X ; 1). In a
similar way we introduce into consideration isotropic and anisotropic triangulations on subsets of KG,
in particular, on the set KG2. When the Kolmogorov width (denoted by dP(U; X ; KG0) correspondingly)
is considered on a subset KG0 ⊂ KG, the quantity ‖u − Ku h‖ in (6.1) is calculated only on triangular
elements entirely belonging to KG0. Triangular elements for which the condition 1 → ∞ holds, for
example, for P →∞ and/or → 0, is called essentially anisotropic.
Let us $rst estimate the width in the case when the interface boundary ∗ is a segment of a
straight line.
In the case of isotropic triangulations the width satis$es the lower bound
dP(U; X )¿m(1 + P)−1: (6.2)
On the subset KG0 de$ned as
KG0 = {(x; t) : x∈ ((t); (t) +M); t ∈ (0; T ]}; (6.3)
which is the right M-neighbourhood of ∗, we obtain the estimate
dP(U; X ; KG0)¿m(1 + P)−1 (6.4)
which is unimprovable with respect to the values of P; .
The following estimate is valid on anisotropic elements:
dP(U; X )¿m(1 + 1P)−1: (6.5)
On the set KG0(6:3) we have
dP(U; X ; KG0)¿m(1 + 1P)−1; (6.6)
this estimate is unimprovable with respect to the entering values of P; ; 1.
Theorem 4. In the case of the linear interface boundary ∗ the Kolmogorov widths dP(U; X ) and
dP(U; X ; KG0) satisfy estimates (6.2), (6.4) on the isotropic triangulation TP and estimates (6.5),
(6.6) on the anisotropic triangulation TP.
Remark 4. The use of essentially anisotropic triangulations is necessary in order that the width
dP(U; X ) converges -uniformly.
Let the interface ∗ be a curve of bounded curvature. In the anisotropic case we de$ne the width
d∗P(U; X ) by
d∗P(U; X ) = inf1 dP(U; X ; 1):
Theorem 5. In the case of the curvilinear interface boundary ∗ the width d∗P(U; X ) considered on
KG0 satis:es the estimate
d∗P(U; X ; KG
0)¿m(1 + 1=2P)−1;
which is unimprovable with respect to P; .
G.I. Shishkin / Journal of Computational and Applied Mathematics 166 (2004) 267–280 279
Remark 5. To construct -uniform approximations to the width d∗P(U; X ), it is necessary to apply
triangular elements which are curvilinear and essentially anisotropic in the neighbourhood of the
interior layer (with the local direction of the anisotropy conforming with the curve ∗).
Remark 6. It is possible to introduce local coordinates on the set KG2 (in the nearest neighbourhood
of the interior layer), in which the curve ∗ becomes rectilinear, and then to construct a triangulation
(on triangular elements with linear sides) on which the width converges -uniformly in the interior
layer region (see, e.g., Remark 4 to Theorem 4). In the original variables such a triangulation is
generated by curvilinear triangular elements. Based on this local triangulation, the triangulation of
the whole set KG can be constructed so that the width considered on KG converges -uniformly.
Similar statements remains valid in the case when one uses interpolants approximating the solution
of problem (2.2), (2.1) with a higher order of accuracy in comparison with linear interpolants.
Clearly, it is expedient to put the requirements implied by the last observations into the basis for
constructing special numerical methods as follows.
Remark 7. (Schemes on a stencil $tted to the interior layer) The necessary convergence conditions
for the widths dP(U; X ), d∗P(U; X ) discussed in Remarks 4, 5 (these conditions are also necessary
for -uniform convergence of $nite di3erence or $nite element methods), can be complied with
meshes condensing (in the interior layer) along a normal to the interface boundary ∗, for example,
on Bakhvalov-type meshes or simpler piecewise uniform meshes. To construct special schemes with
an improved convergence condition in comparison with (4.8), one can transform the initial value
problem (2.2), (2.1) to the variables connected with the moving source, in which the source becomes
already $xed. For the problem in these new variables one can construct a $nite di3erence scheme
on rectangular meshes (in particular, a scheme convergent -uniformly) and then return back to
the old variables. The resulting meshes (i.e., meshes moving in agreement with the source) is no
longer rectangular in the variables x; t. This, generally speaking, implies certain inconveniences for
constructing the grid domains and $nding the numerical solutions. However, it is possible to construct
a similar scheme only in a suEciently small neighbourhood of the source; outside this neighbourhood
one can use standard (e.g., uniform) meshes and $nite di3erence operators. Such an approach (in
the case of piecewise uniform meshes) leads to a $nite di3erence scheme that converges -uniformly
at the rate O(N−1 lnN + N−10 ). Note that the meshes used in [10,11] satisfy the derived necessary
conditions for -uniform convergence of numerical approximations as P →∞.
The idea to use Kolmogorov widths was proposed by N.S. Bakhvalov more than twenty $ve years
ago when discussing special numerical methods for singularly perturbed problems.
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