Regular trajectories of young systems by Vieira, M. G. O. et al.
UNIVERSIDADE ESTADUAL DE CAMPINAS
SISTEMA DE BIBLIOTECAS DA UNICAMP
REPOSITÓRIO DA PRODUÇÃO CIENTIFICA E INTELECTUAL DA UNICAMP
Versão do arquivo anexado / Version of attached file:
Versão do Editor / Published Version
Mais informações no site da editora / Further information on publisher's website:
https://link.springer.com/article/10.1007/s10883-015-9279-2
DOI: 10.1007/s10883-015-9279-2
Direitos autorais / Publisher's copyright statement:
©2015 by Springer. All rights reserved.
DIRETORIA DE TRATAMENTO DA INFORMAÇÃO
Cidade Universitária Zeferino Vaz Barão Geraldo
CEP 13083-970 – Campinas SP
Fone: (19) 3521-6493
http://www.repositorio.unicamp.br
J Dyn Control Syst (2015) 21:539–558
DOI 10.1007/s10883-015-9279-2
Regular Trajectories of Young Systems
M. G. O. Vieira1 ·E. Kizil2 ·P. J. Catuogno3
Received: 18 November 2013 / Revised: 8 November 2014 / Published online: 23 May 2015
© Springer Science+Business Media New York 2015
Abstract Monotonic structure of the space of trajectories of Young systems has been stud-
ied in a recent paper, Vieira et al. (J Dyn Control Syst 2013;19(3):405–420). In this paper,
we study the notion of regularity for trajectories of Young systems. In particular, we provide
an appropriate version of the variation of parameter formula for Young equations and show
a technique to regularize a given p-monotonic homotopy between regular trajectories of a
Young system.
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Mathematics Subject Classifications (2010) 93C30 · 93B05 · 14F35
1 Introduction
Monotonic homotopy has been considered in control theoretical setting by Colonius-Kizil-
San Martin in [2]. It is an appropriate variant of the usual homotopy where two trajectories
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of a control system are considered to be homotopic if they can be deformed to each other in
a continuous way through system trajectories. With monotonic homotopy adopted to regular
trajectories, the authors have obtained much sharper results. We refer the reader to [2] for
further details.
In a more general setting, monotonic structure of the space of trajectories of Young
systems has been studied in a recent paper, [7]. The latter are families of integral equa-
tions with respect to different integrators of finite p-variations, which can be identified
with controls. A p-monotonic homotopy in the space of trajectories of Young systems
is then defined as a continuous (in the topology, defined by p-variation norm) path
in this space.
In this paper, we study the notion of regularity for trajectories of Young systems. As a
particular instance, we will be interested in how to regularize a given p-monotonic homo-
topy between regular trajectories. This is, of course, a general question since it is relevant
to specify the set where the homotopies take place. Indeed, given a p-monotonic homotopy
H between two regular trajectories α and β (with the same end points), it follows that H is
a continuous path linking them in the space of trajectories. However, it may fail to be a path
entirely contained in the subset of regular trajectories, see Fig. 1. Thus, the right question to
be posed is how to regularize H so that it becomes a path in this subset. We show in Section
6 how this may be possible. The idea consists of using two-sided concatenations of a pair
trajectories by sufficiently small regular ones. See Fig. 2. Note that there is already a simple
result on concatenation between trajectories of Young systems, see Proposition 2.6 and see
its corresponding proof in [7]. However, what we need here is a slightly different version of
that. Roughly speaking, we need first the following auxiliary result: Let α ∈ T (Y, x, y) and
β ∈ T (Y, y, z) be two trajectories of a Young system Y. Suppose that α (resp. β) is regular.
Then α ∗ β is regular. We remark that even such a result looks like simple there is a non-
trivial work to be done in the present context. This is mainly due to the fact that integrators
of Young systems (contrary to trajectories of control systems) are not differentiable paths.
The proof of the above result for trajectories of control systems depends on the well-known
variation of parameters formula. However, we are not able to apply that formula directly
to Young equations since their solutions, as said earlier, are not necessarily differentiable
with respect to time. We overcome this difficulty introducing appropriate versions of the
mappings involved in the framework of integrations in Young sense.
The paper is organized as follows. After a brief resume in Section 2, we define in
Section 3 the regular signals (or controls of integrations) on which our constructions are
based. Section 4 states some formulas related to Young equations; while in Section 5, we
provide an appropriate version of the variation of parameters formula for Young equations.
Finally, in Section 6, we present the auxiliary result mentioned above and show how to reg-
ularize a p-monotonic homotopy, a priory given inside of the space of trajectories rather the
regular ones.
2 Young Systems
Let E1 and E2 denote Banach spaces and fix a mapping f : E2 → L(E1, E2) whose image
is the set of linear continuous mappings from E1 to E2. In short, a Young system is a family
of integral equations (integration in Young sense, See Definition 2.2)
y(t) = y0 +
∫ t
0
f (y(s)) dXs , (2.1)
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each of which is obtained by choosing an integrator X from some domain Up. The ele-
ments of Up are paths of finite p -variation assuming their values in E1 and the solutions y
(whenever exists) are paths of finite p -variation with their values in E2.
It follows that integrals in a Young system are more general than those in Riemann sense
since integrators are not restricted to the one “dt”. Also, it should be noted that a Young
system in general may consist of equations governed by integrators of finite p -variation
(with p being a big number) and not only integrators from C1-class. Of course, the former
class is more general and as a matter of fact the integrators of a Young system Y can be
quite irregular which would lead to irregular solutions, even without differentiability at any
point of their domains.
Denote by P([a, b]) the set of all partitions D = {a = t0 < · · · < tk−1 < tk = b} of an
interval [a, b] and by J the compact time interval [0, T ] for some T > 0. Let Ck(J,E), k =
1, 2, . . . , denote the set of Ck-class paths of J in E.
Definition 2.1 Let p ∈ (0, ∞) and (E, d) a metric space. The p-variation of a path X :














We say that a path X : J → E is of finite p -variation if ‖X‖p,J < ∞.
Let (E, d) be a metric space. If p ∈ (0, 1) and X : J → E is a continuous path of




d(Xti+1 , Xti ) ≤ max
i
d(Xti+1 , Xti )
1−p‖X‖pp,J
for all D ∈ P(J ). We denote by Vp(J,E) the set of all continuous paths of finite p-
variation from J to E. If 1 ≤ p ≤ q < ∞, then ‖X‖q,J ≤ ‖X‖p,J for each X : J → E.
If E is a Banach space with a norm ‖ · ‖, then the set Vp(J,E) becomes a Banach space
provided with the norm
‖X‖Vp(J,E) = ‖X‖p,J + sup
t∈J
‖Xt‖ (2.3)
called p -variation norm. We also have the p -variation metric
d̄p(X, Y ) = ‖X − Y‖Vp(J,E) (2.4)
in Vp(J,E) induced by the p -variation norm. We denote by Vp0 (J, E) the subspace of
Vp(J,E) consisting of paths starting at 0 ∈ E. The mapping dp : Vp0 (J, E)×Vp0 (J, E) →
R
+ given by
dp(X, Y ) = ‖X − Y‖p,J (2.5)
defines a metric which is equivalent to the restriction to Vp0 (J,E) of the metric d̄p .
For 1 ≤ p < q and X, Y ∈ Vp(J,E), the following inequality is valid:
d̄q (X, Y ) ≤ (2.d∞(X, Y ))1−
p
q
(‖X‖Vp(J,E) + ‖Y‖Vp(J,E)) pq + d∞(X, Y ) , (2.6)




‖X‖Vq (J,E) = ‖X‖Vp(J,E) (2.7)
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and
‖X ◦ ϕ‖Vp(J,E) = ‖X‖Vp(J,E) (2.8)
for every ϕ : J → J continuous, surjective and non-decreasing. We refer the reader to [3]
for further details.
Let E and V be Banach spaces. Let X : J → E and Z : J → L(E, V ) be continuous
paths. The Riemann-Stieltjes integral of Z with respect to X is defined as the limit
lim
|D| → 0
D ∈ P(J )
∑
si∈D
Zsi (Xsi+1 − Xsi ) (2.9)
and is denoted by
∫ t
0 Zs dXs .
We note that L. C. Young presented the sufficient conditions for the existence of
Riemann-Stieltjes integrals. More precisely, he proved that the integral
∫ t
0 Zs dXs exists
whenever X has finite p -variation, Z has finite q-variation and the condition (1/p) +
(1/q) > 1 remains to be valid. This result is known as Young’s Theorem.
We also have that the path W given by W(·) = ∫ ·0 Zs dXs has the finite p -variation as
the integrator X. We refer the reader to the paper [6] by L. C. Young and also [5]. Based on
Young’s Theorem, we state the following
Definition 2.2 We say that a Riemann-Stieltjes integral
∫ t
0 Zs dXs is an integral in the Young






Denote by Lipγ (V1, V2) the set of γ -Lipschitz mappings from V1 to V2 where the num-
ber γ is known as Lipschitz exponent. Let E1 and E2 be Banach spaces, p ∈ [1, ∞),
Up ⊂ Vp(J,E1) and f ∈ Lipγ (E2,L(E1, E2)) with γ ∈ (0, ∞).
Given X ∈ Up and an initial condition y0 ∈ E2, we understand by a trajectory a path α
of finite p-variation in E2 which is the solution starting at Y (0) = y0 of an equation of the
form
dY = f (Y ) dX (2.10)
in the sense that α(t) = y0 +
∫ t
0 f (α(s)) dXs , for all t ∈ J , where the integral is in the
Young sense.
We call the Eq 2.10 Young equation. In the particular case, where p ∈ [1, 2), Up ⊂
Vp(J,E1), and f ∈ Lipγ (E2,L(E1, E2)) with p < γ the Young Eq. 2.10 admits a unique
solution starting at y0 ∈ E2. Moreover, if (y0, X) denotes a solution starting at y0, then the
mapping (y0, X) → (y0, X) is continuous. Further details about existence and uniqueness
of solutions of Young equations (see Picard’s theorem) can be found in the paper [5]. Note
that solutions of Young equations may not have differentiability property with respect to the
points of the interval J (see [3] and references given therein).
Definition 2.3 Let E be a Banach space, p ∈ [1, ∞) and Up ⊂ Vp(J,E). Given X, Y ∈
Up , we define their concatenation X ∗ Y as follows:
(X ∗ Y )t =
{
X2t ,
Y2t−T + XT − Y0 ,
if t ∈ [0, T2
]
if t ∈ [ T2 , T
] . (2.11)
We say that Up is closed under concatenations if X∗Y ∈ Up for every X and Y in Up. Also,
Up is said to be closed under (positive) reparametrizations if X ◦ ϕ ∈ Up for every X ∈ Up
and ϕ : J → [0, t], t ∈ J , which is assumed to be continuous, piecewise differentiable and
surjective non-decreasing function.
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Definition 2.4 By a Young system of p -variation (given by equations as in Eq. 2.10), we
mean a triple
Y = (f,Up, M) , (2.12)
where f ∈ Lipγ (E2,L(E1, E2)), with 1 ≤ p < γ , stands the field associated with Banach
spaces E1 and E2; the subset Up of Vp(J,E1), which is closed under both reparametriza-
tions and concatenations, stands the set of signals of integration (or, controls of integration)
and the topological subspace M of E2 stands the state space of system.
For a Young system Y = (f,Up, M) of p -variation, we let T (Y, x) denote the space
of trajectories of Y starting at x ∈ M , and by T (Y, x, y), we mean trajectories starting at
x and ending at y ∈ M . The set of trajectories is topologized with T p topology which is
induced by the p -variation norm in Vp(J,E2). Denote by T ∞, the topology in T (Y, x, y)
induced by the uniform convergence norm in C(J,E2). It follows that the topology T ∞ is
weaker than the T p, that is, T ∞ ⊂ T p.
Definition 2.5 We say that Y =(f,Up,M) is consistent if each (x,X) ∈ M × Up corre-
sponds in a continuous way to a unique trajectory α such that α(t) = x + ∫ t0 f (α(s)) dXs .
If Y is consistent, then one defines the so-called Itô map
 : M × Up → T (Y)
given by (x,X) = α, where α(t) = x + ∫ t0 f (α(s)) dXs . It is then clear by consistency
of Y that  is continuous. For later references, we find it convenient to quote the following
two Propositions from [7].
Proposition 2.6 Let Y be consistent. If (x,X) ∈ T (Y, x, y) and (y, Y ) ∈ T (Y, y, z)
then (x,X) ∗ (y, Y ) = (x,X ∗ Y ) ∈ T (Y, x, z).
Definition 2.7 We define Y = (f,Up,M) to be reversible if X ∈ Up implies X−1 ∈ Up ,
where X−1t = XT −t for all t ∈ [0, T ].
Proposition 2.8 Assume Y consistent and reversible. Suppose that (x,X) ∈ T (Y, x, y).
Then ((x,X))−1 = (y,X−1).
Let p ∈ [1, ∞) and Y = (f,Up, M) with the associated Banach spaces E1 and E2.
The formal definition of monotonic homotopy between trajectories of Young systems is as
follows:
Definition 2.9 Given α, β ∈ T (Y, x, y), we say that α is p -monotonically homotopic to β
(and write α 
p β) if there exists a continuous path H : [0, 1] → T (Y, x, y) with respect
to the topology T p such that H(0) = α and H(1) = β.
It follows at once that if α 
p β then α 
 β, where 
 means the homotopy in the usual
sense of the word. However, there may exist a Young system Y admitting trajectories which
are homotopic but not p-monotonically homotopic. Actually, we have exhibited a very nice
example in [7] to see that (Example 8, Section 3).
3 Regularity for Trajectories of Young Systems
Let E1 and E2 be Banach spaces. In [4], X. D. Li and T. Lyons proved that if p ∈ [1, 2),
y ∈ E2, f ∈ Lipγ (E2,L(E1, E2)) and γ > k + (p − 1) for k ∈ N \ {0}, then the mapping
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̂y : Vp(J,E1) → Vp(J,E2) defined by ̂y(X) = α, with α(t) = y0 +
∫ t
0 f (α(s)) dXs , is
k -times Frechet differentiable. Note that γ > k + (p − 1) and k ≥ 1 imply that γ > p and
hence by the Picard’s theorem the Young equation dY = f (Y ) dX with the initial condition
Y (0) = y admits a unique solution α(t) = y0 +
∫ t
0 f (α(s)) dXs , that we denote here by
(y,X). Moreover, for each s ∈ J and each signal X ∈ Vp(J,E1), it follows that the
equation {
dY = f (Y ) dX
Y(s) = y (3.1)
has the flow X belonging to the Ck-class diffeomorphisms in E2 (see p289 of [3]), that is,
for any (s, t) ∈ J × J with s < t , there exists a Ck-class diffeomorphism Xs,t : E2 → E2
given by Xs,t (y) = (s; y, X)(t) where (s; y,X)(t) stands for the unique solution of the
Eq. 3.1, and the diffeomorphism Xs,t satisfies 
X
s,t ◦ Xr,s = Xr,t for all r ≤ s ≤ t in J .
Given p ∈ [1, 2) and f ∈ Lipγ (E2,L(E1, E2)) with γ > p, we have that γ > 1 + (p − 1)
and the above results are valid at least for the case k = 1.
Given a Banach space E and p ∈ [1, ∞). We denote by V0,p(J,E) = cl(C∞(J, E)) the
closure of C∞(J,E) w.r.t. the p-variation metric d̄p in the space Vp(J,E). It follows that
V0,p(J,E) is a closed subspace of Vp(J,E), and hence, it becomes a Banach space, too.
Given a real number γ ∈ (0, ∞), we denote the largest integer strictly smaller than γ by
γ , that is, γ = γ  + {γ }, with γ  ∈ N and {γ } ∈ (0, 1].
We introduce below the setting (i.e. conditions (a)-(e)) to motivate the definition of a
regular Young system (Definition 3.1) which will be fixed throughout the paper and all the
following arguments are valid for this type of system.
a E1 = R and E2 = Rn,
b Up an open subset of V0,p(J, E1), 1 ≤ p < 2, assumed to be closed under both
reparametrizations and continuous concatenations,
c f ∈ Lipγ (E2,L(E1, E2)), with γ  ≥ 1 and {γ } > {p}.
d) M ⊂ E2 being a compact differentiable manifold, and
e the mapping F : E2 → E2 is such that its restriction to M yields a vector field tangent
to M satisfying f (z)(λ) = λF(z).
Then, it should be verified without trouble that
1. Y = (f,Up, M) is a consistent Young system (with Itô map );
2. For each (t, X) ∈ J × Up, the mapping Xt : E2 → E2 defined by Xt (x) =
(x,X)(t) is a Cγ -class diffeomorphism (and hence, C1-class). Actually one has
Xt (M) ⊂ M due to the consistency of Y;
3 The mapping ̂xt : Up → M given by ̂xt (X) = (x,X)(t) is of Cγ -class (and
hence, C1-class) for each (t, x) ∈ J × M .
As usual, we mean by the triple Y = (f,Up,M) a Young system of p -variation
(1 ≤ p < ∞) with E1 and E2 being the Banach spaces associated to it. It follows that
through the properties (1)-(3), one may define the following particular class of Young
systems.
Definition 3.1 We say that a Young system Y = (f,Up,M) is regular if
i Up is open in V0,p(J, E1);
ii Y is consistent;
iii Xt : E2 → E2 is a C1-class diffeomorphism, for each (t, X) ∈ J × Up;
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iv the mapping ̂xt : Up → M is of class C1, for each (t, x) ∈ J × M .
Remark 3.2 We equip Up with the topology induced by that of V0,p(J,E1), which is
also induced by the topology T p of Vp(J,E1), where p means the variation degree
of Y. And the conditions (ii)–(iv) are based on the properties (1)–(3) above while (i) is
quite natural, since for any path X ∈ V0,p(J,E1), there exists a sequence of differen-
tiable paths, which is convergent with respect to the p -variation metric for X and not only
with respect to the q -variation metric, with q > p. This argument will be used in the
sequel.
Definition 3.3 Let Y = (f,Up,M) be regular. A signal X ∈ Up is said to be a regular
signal at x ∈ M if the differential D(̂xT )X of ̂xT at X is onto. The set of regular signals
at x is denoted by UpR(x). A trajectory α is a regular trajectory at x if α = (x,X) for
some X ∈ UpR(x). The set of regular trajectories at x is denoted by R(Y, x), while the set
of regular trajectories from x to y ∈ M is denoted by R(Y, x, y).
4 Formulas Related to Young Equations
In this subsection, we intend to obtain for a regular Young system expressions to describe
the differentials of ̂xt and 
X
t . The results we are going to present here will be utilized in
the next sections in order to obtain our main results.
We start with a simple result for future references.
Proposition 4.1 Let E1 and E2 two Banach spaces and f ∈ Lipγ (E2,L(E1, E2)) a field
such that γ > p. Then the mapping f̂ : E2 × E2 → L(E2,L(E1, E2)) given by
f̂ (x, y)(z) =
∫ 1
0
(Df )λy+(1−λ)x(z) dλ (4.1)
is continuous and satisfies
f̂ (x, x) = (Df )x (4.2)
and
f (y) − f (x) = f̂ (x, y)(y − x) . (4.3)
Proof In fact, since f is of Cγ -class, γ  ≥ 1, it follows at once that its differential
Df : E2 → L(E2,L(E1, E2)) is continuous which in turn implies continuity of f̂ . That
f̂ (x, x) = (Df )x is immediate. To verify the assertion in Eq. 4.3, consider a mapping
g : [0, 1] → E2 defined by g(λ) = λy + (1 − λ)x. Thus, we have that
f (y) − f (x) =
∫ 1
0
D(f ◦ g)(λ) dλ =
∫ 1
0
((Df )λy+(1−λ)x (Dg)λ) dλ = f̂ (x, y)(Dg)λ
= f̂ (x, y)(y − x) .
Proposition 4.2 Let Y = (f,Up, M) be regular. Then





D(̂xs )X(Z)) dXs +
t∫
0
f (̂xs (X)) dZs (4.4)
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for any (t, x, X, Z) ∈ J × M × Up × V0,p(J,E1).
Proof Let (t, x, X, Z) ∈ J × M × Up × V0,p(J, E1) and λ ∈ R. Since Y is assumed to
be regular (and hence consistent), there exists for each (x,X) ∈ M ×Up a unique (x,X)
such that



















f ((x,X + λZ)(s)) d(X + λZ)s −
t∫
0















f ((x,X + λZ)(s)) d(Z)s





f̂ (̂xs (X + λZ), ̂xs (X))
(








f (̂xs (X + λZ)) d(Z)s . (4.6)
Note that ̂xt is continuous and that for X ∈ int(Up) the differential D(̂xt )X of ̂xt at





















Thus, taking the limit of 1
λ
(̂xt (X +λZ)− ̂xt (X)) as λ → 0 and using continuity of the























A analogous result can be established also for the mapping Xt .
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for any (t, x, X, y) ∈ J × M × Up × E2.
5 Variation of Parameters Formula for Young Equations
We recall that the variation of parameters formula for ordinary differential equations was
used in [2] to prove that left (resp. right) concatenation by a regular trajectory yields a
regular trajectory. However, we are not able to apply standard formulas valid for ordinary
differential equations to Young equations, directly. The reason is that solutions of the for-
mer equation may not possess differentiability with respect to time. Hence, throughout the
section, we deal with finding an appropriate version of the variation of parameters formula
for Young equations.


























for any (t, x, X, Z) ∈ J × M × Up × V0,p(J,E1).
Note that the preceding Proposition is the analogous of a result in [1] for regular Young
systems.
The rest of this section, we are going to present some preliminary results in order to
achieve proof of the preceding Proposition.
Lemma 5.2 Let Y = (f,Up,M) be regular with the associated Banach spaces E1 and E2
and let W2 denote the space L(E2, E2). Given (x, X) ∈ M × Up consider the mapping
Fs : W2 → L(E1,W2), s ∈ J, defined by
[Fs(T )(u)](v) = (Df )Xs (x)(T (v))(u) . (5.2)
Then,
(i) Fs , with s ∈ J , is a continuous linear transformation,
(ii) s → Fs is a continuous path,
(iii) the path μ : J → W2 defined by μ(t) = D(Xt )x satisfies for each t ∈ J




where Id is the identity transformation on E2.
Proof (i) Since f : E2 → L(E1, E2) and Xs (x) ∈ M ⊂ E2, it follows that D(f )Xs (x) ∈L(E2,L(E1, E2)). Fix (T , u) ∈ W2 ×E1. Using that D(f )Xs (x) ◦ T ∈ L(E2,L(E1, E2)),
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one may write for v, w ∈ E2 and λ ∈ R,
[Fs(T )(u)](v + λ · w) = [Fs(T )(u)](v) + λ · [Fs(T )(u)](w) .
Hence, Fs(T )(u) is a linear transformation from E2 to E2. For continuity, let Cs,u,T denote
the following positive constant, which is dependent on the choice of s ∈ J, u ∈ E1 and
T ∈ W2,
Cs,u,T = ‖D(f )Xs (x)‖L(E2,L(E1,E2)) · ‖T ‖W2 · ‖u‖E1 . (5.4)
Since for each v ∈ E2, we have
‖[Fs(T )(u)](v)‖E2 = ‖D(f )Xs (x)(T (v))(u)‖E2 ≤ Cs,u,T · ‖v‖E2
it follows at once that Fs(T )(u) is continuous, ‖Fs(T )(u)‖W2 ≤ Cs,u,T , and hence
Fs(T )(u) ∈ W2.
To verify Fs(T ) ∈ L(E1,W2), let us take u, v ∈ E1, λ ∈ R and fix T ∈ W2. Using the
fact that (D(f )Xs (x) ◦ T )(w) ∈ L(E1, E2), for w ∈ E2, yields the linearity of Fs(T ), that
is,
Fs(T )(u + λ · v) = Fs(T )(u) + λ · Fs(T )(v) .
For continuity assertion, we let Cs,T denote the constant dependent on the choice of s ∈ J
and T ∈ W2, given by
Cs,T = ‖D(f )Xs (x)‖L(E2,L(E1,E2)) · ‖T ‖L(E2,E2) . (5.5)
Since
‖Fs(T )(u)‖W2 ≤ Cs,u,T = Cs,T · ‖u‖E1 ,
for all u ∈ E1, we conclude that Fs(T ) is continuous and ‖Fs(T )‖L(E1,W2) ≤ Cs,T . That is,
Fs(T ) ∈ L(E1,W2).
Given S, T ∈ W2 and λ ∈ R. Using the fact that D(f )Xs (x) ∈ L(E2,L(E1, E2)), we
obtain that
Fs(S + λ · T ) = Fs(S) + λ · Fs(T ) ,
which means Fs is linear. Consider the constant
Cs = ‖D(f )Xs (x)‖L(E2,L(E1,E2)) , (5.6)
dependent on the choice of s ∈ J . It follows for each T ∈ W2 that
‖Fs(T )‖L(E1,W2) ≤ Cs,T = Cs · ‖T ‖W2
and hence that Fs is continuous such that ‖Fs‖L(W2,L(E1,W2)) ≤ Cs .
(ii) Pick s, t ∈ J . For u ∈ E1 and T ∈ W2 both fixed, let C(s,t),u,T denote the positive
constant given by
C(s,t),u,T = ‖D(f )Xt (x) − D(f )Xs (x)‖L(E2,L(E1,E2)) · ‖T ‖W2 · ‖u‖E1 . (5.7)
Then
‖[Ft (T )(u)](v) − [Fs(T )(u)](v)‖E2 ≤ C(s,t),u,T · ‖v‖E2 ,
from which one get
‖Ft (T )(u) − Fs(T )(u)‖W2 ≤ C(s,t),u,T . (5.8)
By using similar arguments as in the preceding stage and considering a constant C(s,t),T
given by
C(s,t),T = ‖D(f )Xt (x) − D(f )Xs (x)‖L(E2,L(E1,E2)) · ‖T ‖L(E2,E2) (5.9)
we obtain
‖Ft (T ) − Fs(T )‖L(E1,W2) ≤ C(s,t),T (5.10)
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and hence with the constant
Cs,t = ‖D(f )Xt (x) − D(f )Xs (x)‖L(E2,L(E1,E2)) (5.11)
we conclude that
‖Ft − Fs‖L(W2,L(E1,W2)) ≤ Cs,t . (5.12)
By the fact that for Young systems the field f is of at least C1-class, it follows that
Df is continuous and since s→ Xs (x) is also a continuous path we have that the path
s → (Df )Xs (x) is continuous. Hence, continuity of s → D(f )Xs (x) together with the
inequality in Eq. 5.12 imply that the path s → Fs is also continuous.

























for any y ∈ E2.
Next, we present the proof of Proposition 5.1.
Proof of Proposition 5.1 Given (t, x, X, Z) ∈ J ×M ×Up ×V0,p(J,E1) consider the path

















)−1 ◦ f (̂xt (X)
)
. (5.15)
It is clear that η is continuous. Consider also the continuous paths














)−1 ◦ f (Xs (x)
)
dZs . (5.17)
We proceed the proof initially for the case X ∈ Up ∩ C1(J,E1), Z ∈ C1(J,E1) and
then for the case X ∈ Up ⊂ V0,p(J,E1) and Z ∈ V0,p(J,E1). Since Z ∈ C1(J,E1) and





where Ż : J → E1 is defined by Ż(t) = D(Z)t (1). We have that ν is differentiable
and ν̇(t) = ηt ◦ Żt , which turns out to be ν̇ continuous, being composition of continuous
mappings. That is, for Z ∈ C1(J, E1), we have ν as a C1 path.




μs dνs exists then we have that










νs dμs denote the limit lim|Dn|→0
∑
ti∈Dn⊂J

























f (̂xs (X)) dZs . (5.21)
































μs ◦ ηs dZs =
t∫
0
μs ◦ ηs ◦ Żs ds =
t∫
0












(μs(νs)) dXs . (5.22)
By the item (iii) of Lemma 5.2, we have that μt =
t∫
0
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for case X ∈ C1(J,E1). The item (ii) of the same Lemma implies that μ is a differentiable






























f (̂xs (X)) dZs . (5.23)
By Proposition 4.2, we see that D(̂xt )X(Z) satisfies the Eq. 5.23. On the other hand,
such an equation admits a unique solution because X,Z ∈ C1(J,E1). Hence, it follows that






















Finally, the above formula still remains to be true for X ∈ Up ⊂ V0,p(J, E1) and
Z ∈ V0,p(J,E1) since C1(J, E1) is dense in V0,p(J, E1) and the mappings D(̂xt ), (·)t
and (·)s are all continuous with respect to the topology of V0,p(J,E1).
6 Regularization of a p-monotonic Homotopy
In this last section, we first provide for a regular Young system an auxiliary result,
namely, concatenation of a trajectory with a regular one remains to be regular, see The-
orem 6.2. Then we give a technique to show how it is possible to modify a given
p-monotonic homotopy so that it becomes a regular p-monotonic homotopy in the sense of
Definition 6.3.
Assume Y= (f,Up,M) regular. We consider the evaluation map ex : Up → M , x ∈ M ,
which may be viewed as sending a signal X to the end point of its trajectory, that is,
ex(X) = ̂xT (X) . (6.1)
By regularity of Y, it follows from Proposition 5.1 that
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Lemma 6.1 If Y = (f,Up,M) is regular then for x ∈ M , X, Y ∈ Up and Z1, Z2 ∈
span(Up) we have









(Z1) + D(ey)Y (Z2) , (6.3)
where y = ex(X).
Proof Since Y is regular, it follows by the Eq. 6.2 given in Proposition 5.1 that




















































and substituting (6.5) in (6.4), it follows that





























































































= D(ex)X(Z1) . (6.7)















)−1 ◦ f (X∗Ys (x)
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= D(ey)Y (Z2) .
(6.8)
Thus, replacing Eqs. 6.7 and 6.8 in Eq. 6.6, we arrive at









(Z1) + D(ey)Y (Z2) .
We state below a result, which will further serve the main purpose of this section.
Theorem 6.2 Let Y = (f,Up,M) be regular, α ∈ T (Y, x, y) and β ∈ T (Y, y, z). The
following statements are valid:
i If α is a regular trajectory at x then α ∗ β is a regular trajectory at x.
ii If β is a regular trajectory at y then α ∗ β is a regular trajectory at x.
Proof If α (resp. β) is regular then there exists X ∈ UpR(x) ⊂ Up (resp. Y ∈ UpR(y) ⊂ Up)
such that α = (x,X) (resp. β = (y, Y )). It then follows from Proposition 2.6 that
α ∗ β = (x,X ∗ Y ).
Now, let E2 denote the Banach space associated to Y such that M ⊂ E2. To prove the
first assertion, it is enough to show by the very definition of regularity that D(ex)X∗Y is
onto.
For it, let u ∈ E2. Since D(YT )y is surjective, there exists v ∈ E2 such that
D(YT )y(v) = u.
On the other hand, if α is regular at x implies that there is a Z1 ∈ span(Up) such that
D(ex)X(Z1) = v.
Since Y is regular, the Lemma 6.1 occurs and results









(Z1) + D(ey)Y (0) = u.
Therefore, by choosing Z = Z1 ∗0, we obtain D(ex)X∗Y (Z) = u and see that D(ex)X∗Y
is surjective, proving the first part of the Theorem.
For the second part, if β is regular at y implies that there is a Z2 ∈ span(Up) such that
D(ey)Y (Z2) = u. Analogously, by the Lemma 6.1 and by choosing Z = 0 ∗ Z2, the proof
is completed.
The above result simply says that left or right concatenation by a regular trajectory yields
a regular trajectory.
Definition 6.3 Let Y = (f,Up,M) be regular and let α, β ∈ R(Y, x, y). We say that α is
regularly p -monotonically homotopic to β (and write α 
̇p β) if there exists a continuous
path K : [0, 1] → R(Y, x, y) with respect to the topology T p such that K(0) = α and
K(1) = β.
Now, we will present some results which make it possible to modify a given p -
monotonic homotopy between two regular trajectories α and β to get a regular p -monotonic
homotopy between them.
554 M. G. O. Vieira et al.
Fig. 1 Regularization of a p-monotonic homotopy H
Proposition 6.4 Let Y = (f,Up,M) be regular and let α0, α1 ∈ T (Y, x, y) and β0, β1 ∈
T (Y, y, z). The following statements are valid:
(i) If α0 
̇p α1 and β0 
p β1 then α0 ∗ β0 
̇p α1 ∗ β1.
(ii) If α0 
p α1 and β0 
̇p β1 then α0 ∗ β0 
̇p α1 ∗ β1.
Proof (i) Let E2 denote the Banach space associated to Y such that M ⊂ E2. Since
α0 
̇p α1, there exists a continuous path H : [0, 1] → R(Y, x, y) (w.r.t. the topology T p)
such that H(0) = α0 and H(1) = α1. Using the fact that β0 
p β1, also there exists a
continuous path K : [0, 1] → T (Y, y, z) (w.r.t. the topology T p) such that K(0) = β0 and
K(1) = β1.
Consider L : [0, 1] → R(Y, x, z) given by
L(s)(t) = (H(s) ∗ K(s))(t) . (6.9)
The path L is well defined, because by Theorem 6.2 it results that (H(s) ∗ K(s)) ∈
R(Y, x, z) for every s ∈ (0, 1). Note that L(0) = α0 ∗ β0 and L(1) = α1 ∗ β1.
We have that the following inequality is valid:
‖H(s) ∗ K(s)‖p,J ≤
((‖H(s)‖p,J )p + (‖K(s)‖p,J )p) 1p (6.10)
Consider C1 = sup
s∈[0,1]
‖H(s)‖Vp(J,E2), C2 = sup
s∈[0,1]





p . Since H and L are continuous (w.r.t. the topology T p) and the inter-
val [0, 1] is compact then C1 < ∞ , C2 < ∞ and C < ∞. It follows from Eq. 6.10
that
‖H(s) ∗ K(s)‖Vp(J,E2) ≤ C , ∀s ∈ [0, 1] . (6.11)
Since L also defines a homotopy in the usual sense between α0 ∗β0 and α1 ∗β1 then L is
continuous with respect to topology T ∞, that is, lim
s→s′
d∞(L(s), L(s′)) = 0. It follows from
Eqs. 2.6 and 6.11 that
d̄q (L(s), L(s
′)) ≤ (2 · d∞(L(s), L(s′)))1− pq (2C)pq + d∞(L(s), L(s′)) ,
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for all q > p. Consequently, lim
s→s′
d̄q (L(s), L(s




′)) = 0, that is, L is continuous with respect to the topology
T p. Therefore, L is a regular p -monotonic homotopy between α0 ∗ β0 and α1 ∗ β1.
(ii) The proof is similar to the first part.
Proposition 6.5 Let Y = (f,Up,M) be regular. If α ∈ R(Y, x, y) and ϕ : [0, T ] → [0, T ]
is an increasing homeomorphism then α ◦ ϕ ∈ R(Y, x, y).
Proof Since α ∈ R(Y, x, y) then there exists X ∈ UpR(x) such that α = (x,X) and
D(ex)X is onto.
Let E2 denote the Banach space associated to Y such that M ⊂ E2. Let u ∈ E2. Since α
is regular at x then there is a Z ∈ span(Up) such that D(ex)X(Z) = u.
Since ϕ is an increasing homeomorphism then ϕ(0) = 0 and ϕ(T ) = T . Moreover, that
ϕ is an increasing homeomorphism implies
(α ◦ ϕ)t = αϕ(t) = x +
ϕ(t)∫
ϕ(0)
f (αs) dXs = x +
t∫
0
f ((α ◦ ϕ)s) d(X ◦ ϕ)s ,
and while from Y being consistent we obtain
(x,X) ◦ ϕ = α ◦ ϕ = (x,X ◦ ϕ) (6.12)
and
Xϕ(t) = X◦ϕt . (6.13)
Choosing Z ◦ ϕ ∈ span(Up), we have by Eq. 6.2 that

















































































⎠=D(ex)X(Z) = u .
Therefore, D(ex)X◦ϕ is onto and α ◦ ϕ = (x,X ◦ ϕ) is a regular trajectory at x.
Let Y = (f,Up, M) and x ∈ M . We denote by cx the constant path cx : J → M given
by cx(t) = x. Note that if there exists a constant signal o ∈ Up, then the path cx is a
trajectory of Y, that is, cx = (x, o) for every x ∈ M .
Proposition 6.6 Let Y = (f,Up, M) be regular. If α ∈ R(Y, x, y) and cx ∈ T (Y, x, x)
(resp. cy ∈ T (Y, y, y)) then α 
̇p cx ∗ α (resp. α 
̇p α ∗ cy).
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Proof (i) Let E2 denote the Banach space associated to Y such that M ⊂ E2. Consider
H : [0, 1] → R(Y, x, y) given by
H(s)(t) = (α ◦ ϕs)(t) (6.14)
where each ϕs : [0, T ] → [0, T ] is a parametrization given by
ϕs(t) =
{
(1 − s)t ,
(1 − s)t + s(2t − T ) ,
ift ∈ [0, T2 ]
ift ∈ [ T2 , T ]
. (6.15)
We have that H(0) = α and H(1) = cx ∗ α. It follows from Theorem 6.2 that H(1) ∈
R(Y, x, y) and by Proposition 6.5 that H(s) ∈ R(Y, x, y), for every s ∈ [0, 1), since ϕs is
an increasing homeomorphism for each s ∈ [0, 1).
Note that H also defines a homotopy in the usual sense between α and cx ∗ α and hence
it is continuous w.r.t. the topology T ∞, that is, lim
s→s′
d∞(H(s),H(s′)) = 0. It then follows
from Eqs. 2.6 and 2.8 that
d̄q (H(s),H(s
′)) ≤ (2 · d∞(H(s),H(s′)))1− pq (2 · ‖α‖Vp(J,E2))
p
q + d∞(H(s),H(s′)) ,
for all q > p. Consequently, lim
s→s′
d̄q (H(s),H(s




′)) = 0, which means that H is continuous w.r.t. the topology T p .
Therefore, H is a regular p -monotonic homotopy between α and cx ∗ α.
Proposition 6.7 LetY = (f,Up,M) be reversible such that Up contains a constant signal.
If α ∈ T (Y, x, y) then cx 
p α ∗ α−1 and cy 
p α−1 ∗ α , where α−1 denotes the reverse
trajectory of α.
Proof Let E2 denote the Banach space associated to Y such that M ⊂ E2. Consider
H : [0, 1] → T (Y) given by
H(s)(t) = α(s · t) (6.16)
and K : [0, 1] → T (Y) given by
K(s)(t) = α(s · (T − t)) . (6.17)
We have that H and K are both continuous with respect to the topology T ∞, K(s) =
(H(s))−1, ‖H(s)‖Vp(J,E2) ≤ ‖α‖Vp(J,E2) for every s ∈ [0, 1] and ‖K(s)‖Vp(J,E2) ≤‖α‖Vp(J,E2) for every s ∈ [0, 1]. Hence, proceeding similarly as in the proof of Proposition
6.6, it follows that H and K are continuous w.r.t. T p . Now, consider L : [0, 1] → T (Y)
given by
L(s)(t) = (H(s) ∗ K(s))(t) . (6.18)
Note that L(0) = cx , L(1) = α ∗ α−1 and that L defines a usual homotopy between
cx and α ∗ α−1. Indeed, H and L are continuous (w.r.t. the topology T p) and [0, 1] is
compact. Since L is continuous with respect to the topology T ∞, similar arguments used
in the proof of Proposition 6.4 imply continuity of L w.r.t. the topology T p. Therefore,
L is a p -monotonic homotopy between cx and α ∗ α−1. The proof of cy 
p α−1 ∗ α is
analogous.
Theorem 6.8 Let Y = (f,Up, M) be regular and let α, β ∈ R(Y, x, y) such that α 
p β.
If cx ∈ T (Y, x, x) (resp. cy ∈ T (Y, y, y)) and there exists γ ∈ R(Y, x, x) (resp. δ ∈
R(Y, y, y)) such that γ 
p cx (resp. δ 
p cy) then α 
̇p β.
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Fig. 2 Regular p -monotonic homotopy between α and β
Proof Combining the Propositions 6.4 and 6.6, we obtain immediately
α 
̇p (cx ∗ α) 
̇p (γ ∗ α) 
̇p (γ ∗ β) 
̇p (cx ∗ β) 
̇p β . (6.19)
Corollary 6.9 Let Y = (f,Up, M) be regular and reversible such that Up contains a
constant signal. If α, β ∈ R(Y, x, y) are such that α 
p β then α 
̇p β.
Proof It is clear that γ = α ∗ α−1 is a regular trajectory. By Proposition 6.7, it follows at
once that γ 
p cx which implies by Theorem 6.8 that α 
̇p β.
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