Growing evidence suggests that extraordinary average returns may be obtained by trading equity index options, and that at least part of this abnormal performance is attributable to volatility and jump risk premia. This paper asks whether such priced risk factors are alone sufficient to explain these average returns. To provide an answer in as general as possible a setting, I estimate a f lexible class of nonlinear models using all S&P 500 Index futures options traded between 1986 and 2000. The results show that priced factors contribute to these expected returns but are insufficient to explain their magnitudes, particularly for short-term out-of-the-money puts.
IN A RECENT PAPER, COVAL AND SHUMWAY (2001) examine the returns on deltahedged option positions, focusing on the at-the-money straddle, and find average returns close to minus 3% per week. Since over short time horizons these positions are approximately invariant to movements in the underlying index, Coval and Shumway argue that their CAPM betas should be near zero and their expected returns close to the risk-free rate. They conclude that large deviations from the CAPM are the norm, which they suggest is evidence that some other systematic factor, such as stochastic volatility, might be priced by the market. Similar conclusions are made by Jackwerth (2000) , who finds risk-adjusted profitability from selling puts, and by Bakshi and Kapadia (2003) , who find that the volatility risk premium contributes significantly to higher prices for calls and puts. Buraschi and Jackwerth (2001) concur, suggesting that more than one priced risk factor is necessary to explain option prices.
A less direct set of evidence is the now standard observation that the BlackScholes implied volatilities of equity index options are upward-biased predictors of future realized volatility. Numerous studies, such as Fleming, Ostdiek, and Whaley (1995) and Christensen and Prabhala (1998) , document that implied volatilities of short-term at-the-money equity index options are on average several percentage points higher than the volatilities realized over the option's life. This bias is easily seen in the VIX index (an index of the implied volatility of a hypothetical 22-day at-the-money S&P 100 option), whose average over the period from January 1986 to December 2003 was 21.6%. The realized index volatility over the same period was just 19.2%. Under the Black-Scholes assumptions, at-the-money 1-month put and call options were on average overpriced by 10% to 15% over this period.
Finally, a related conclusion follows from estimating the risk-neutral parameters of stochastic volatility or jump-diffusion models used in option pricing. Both Bakshi, Cao, and Chen (1997) and Bates (2000) argue that the risk-neutral parameters required to fit the Heston (1993) model and more general stochastic volatility models to options prices are unrealistic. Benzoni (2002) , Chernov and Ghysels (2000) , Jones (2003) , and Pan (2002) also find large volatility risk premia. In many of these papers, the price of volatility risk is sufficiently high to induce explosive volatility dynamics under the risk-neutral measure, implying volatility term structures that are too upward-sloping to be empirically plausible.
Recently, these findings have come under some criticism. Branger and Schlag (2004) argue that conclusions about volatility risk premia that are based on option hedging errors are likely biased toward finding risk premia where none exist. One of the problems they identify is the use of continuous-time hedge ratios in hedges over discrete intervals. Another problem is the likely misspecification of the affine stochastic variance model that is typically assumed, a realistic possibility given the deficiencies of this model that Andersen, Benzoni, and Lund (2002) and Jones (2003) identify.
Even more fundamental is the question of whether the risk premia estimated in any of these studies are sufficient to explain large negative option returns and the high option prices they imply. The main purpose of this paper is, therefore, to ask whether the extraordinary returns that appear to be possible by short selling put options can be explained by any set of priced factors, or whether options appear mispriced under very general assumptions about the nature of systematic risk.
In order to consider as large a class of models as possible, I adopt a semiparametric approach to option pricing and hedging. Specifically, I approximate option hedge ratios, expected returns, and other unknown quantities using f lexible but parsimonious sets of orthogonal polynomials. This approach should approximate models that have been proposed already as well as many more models that have not. In addition, I make relatively weak assumptions about the sources of systematic risk in option returns, giving the approach an additional degree of f lexibility beyond what the literature typically allows. In particular, I assume that factors contain both observable and unobservable components and that they may depend nonlinearly on observables such as the market return.
The semiparametric approach is related to the research by Hutchinson, Lo, and Poggio (1994) and Garcia and Gençay (2000) that seeks to identify an unknown option pricing formula. Related studies include Aït-Sahalia and Lo (1998), Broadie et al. (2000) , and Christoffersen and Hahn (1999) . Longstaff (1995) and Buraschi and Jackwerth (2001) use polynomial approximations of the pricing kernel to test the martingale restriction on option prices. Also related are the semiparametric hedging methods introduced by Hillion (1997, 2003) , which, like this paper, examine factor structures in option returns. The aim of this paper is fundamentally different, however, since its focus, like that of Coval and Shumway (2001) , is on modeling expected option returns, rather than realized returns or option prices, and decomposing these expected returns into components related to systematic risk and components attributed to mispricing. The paper's focus on explaining the entire cross section of option prices also relates it to the burgeoning literature on implied volatility surfaces, which aims to develop tractable models that are consistent with the observed "smile" and "term structure" patterns in implied volatilities. This literature consists of both descriptive papers that document implied volatility dynamics (e.g., Skiadopoulos, Hodges, and Clewlow (1999) , Cont and da Fonseca (2002) ) and theoretical papers that embed those dynamics into no-arbitrage models of option pricing (e.g., Ledoit, Santa-Clara, and Yan (2002) ). The key difference between these papers and this study is that their emphasis is on enforcing no-arbitrage relations between different options, while this paper aims to understand the link between average option returns and more fundamental risk factors. In addition, on a more technical level, volatility surface models typically specify the price process of the underlying asset as a diffusion, which may not be appropriate given growing evidence on the presence of jumps in stock returns (e.g., Eraker, Johannes, and Polson (2003) ).
The f lexibility of the polynomial approximations and the partially latent nature of the factors makes estimation accuracy particularly important. As such, I adopt a Bayesian approach with uninformative priors, which should provide an approximation to maximum likelihood and therefore result in high efficiency. I also use an extremely large sample of option returns, totaling about 34,000 observations, which should allow a large number of parameters to be estimated with accuracy.
The results suggest that two-or three-factor models are most successful in explaining both expected and realized option returns. The first two factors can usually be interpreted as market and volatility factors, respectively. Simpler one-factor specifications are clearly oversimplistic, and more complex multifactor models offer little improvement in fit to justify their out-of-sample unreliability. Moreover, while models specifically incorporating nonlinearity into the pricing kernel occasionally display some advantages, they are no more useful than similar linear models in explaining average option returns.
The analysis shows further that volatility risk and possibly jump risk are priced in the cross section of index options, but, more importantly, that these systematic risks are insufficient to explain average option returns. In all specifications I consider, short-term deep-out-of-the-money put options appear to be overpriced relative to other options, often generating negative abnormal returns in excess of 0.5% per day.
The outline of the paper is as follows. Section I introduces and motivates the model, and Section II discusses the econometric approach. I present estimation results in Section III. Section IV contains some in-sample and out-of-sample hedging and portfolio allocation experiments. Section V concludes.
I. A Factor Model of Option Returns
A principal difficulty in estimating a factor model for option returns is the implausibility of constant betas. As a given option contract evolves over time, it changes from a long-run option to a short-run option in an obvious manner. The moneyness of the option, defined as the strike price divided by the forward price, also changes randomly over time. The effects of these changes can be dramatic. Assuming an annualized volatility of 15% and an interest rate of 5%, the Black-Scholes delta of a 22-day call is about 0.99 for an option that is 10% in the money, but only 0.02 for an option that is 10% out of the money. The instantaneous betas of these two options, defined for the Black-Scholes model as B-S delta × underlying price option price ,
are, respectively, 9.6 and 64.4. Given that either of these options could have evolved, say, from a contract that was at the money and had 6 months to expiration (and a beta of 7.7) when it was issued, the magnitude of the time variation in betas has clear importance.
As opposed to time-varying beta approaches such as Shanken (1990) or Ferson and Harvey (1999) , in which betas respond to changes in aggregate predictive variables, changing options betas in a Black-Scholes environment are driven by changes in the characteristics of the options themselves. In a more general environment in which volatility is stochastic, option betas will depend on this aggregate variable as well.
The difficulty in dealing with such extreme time variation is mitigated by the fact that while the betas of the different assets are in general unknown, they must be highly related since the assets are all options on the same underlying security. Given the same values for the state variables (such as stochastic volatility), two different options at two different points in time with the same moneyness and the same maturity must have the same betas. Thus, there is a potential parsimony not enjoyed by studies that examine "unrelated" assets.
A. Motivation in Continuous Time
A diffusion setting provides more concrete motivation. Abstract from possible nonlinearity of the pricing kernel, I focus on asset pricing in an idealized setting.
Suppose that asset price uncertainty is driven by a K-dimensional zero-drift diffusion process S t . We observe the prices of a variety of options on the same underlying security that differ on the basis of time to expiration and moneyness. I assume that the price processes of all these options are time-homogeneous and that they obey the stochastic differential equation (SDE)
where r t is the instantaneous short rate, β(·) is a K × 1 vector, τ it is the time to expiration of option i at time t, κ it is the moneyness (strike/forward price) of option i at time t, v t is a vector of aggregate-level conditioning variables observed at time t, T i is a variable indicating the security type (put or call), and where μ(·) and β(·) are assumed continuous (in all arguments except T i ) and identical across all option contracts. The absence of arbitrage implies the existence of a K × 1 function λ(v t ), the vector of market prices of risk, such that
Equation (3) implies that instantaneous expected excess returns are linear in factor betas.
In the special case of Black and Scholes (1973) , there are no conditioning variables (v t = ∅) and the riskless rate is constant. We can therefore define the single noise process as the unexpected component of the market return, or
where P M t is the value of the market index and
Since the price of risk in this case is simply the expected excess return on the market (λ = μ M ), the resulting excess returns process,
is, by no arbitrage, consistent with the continuous-time CAPM.
B. Factor Pricing in Discrete Time
Turning to discrete time, it has been well known since Dybvig and Ingersoll (1982) that the CAPM cannot price securities with nonlinear payoffs. The problem is that the CAPM implies a pricing kernel that is linear in the market return, that is, the pricing kernel can become negative in states of high market returns, an arbitrage opportunity that could be exploited with options. As an alternative to standard linear asset pricing models, and Bansal, Hsieh, and Viswanathan (1993) propose the "nonlinear APT," which models the pricing kernel as a f lexible nonnegative function of a small set of observables such as the market return. They find support for their nonlinear model in a set of returns on nonderivative assets and argue that nonlinearlities are undoubtedly even more relevant for pricing options. Dittmar (2002) shows that a nonlinear "one-factor" model outperforms not only linear one-factor models, but linear multifactor models as well.
As is standard, I assume the existence of a pricing kernel M t that prices all assets. Defining R it as the time-t excess return on asset i, we have
Following Chapman (1997) , I assume that the pricing kernel is well approximated by a finite-order polynomial expansion
where F kt is a polynomial of some underlying variables adjusted so that
Thus if we write excess returns as
it is well known (see Cochrane (2001) for example) that the absence of arbitrage implies there exist λ kt such that
The only distinction between this result and the one in the previous section is the interpretation of the "factors" F kt , which are now nonlinear functions of observables.
C. A Model of Option Returns
For tractability, I work with the discrete-time model
In this equation, R it+1 measures the excess return on asset i, β(·) represents a K × 1 vector of factor loadings, and F t+1 is a yet-unspecified K × 1 vector of mean-zero "factors." While residual errors are not called for in a theoretical continuous-time model, in practice the realities of options data require their use, with bid-ask spreads, infrequent trading, and nonsynchronicity between different quotes all contributing to this error. I therefore assume that all returns are subject to idiosyncratic conditionally Gaussian shocks. These shocks are assumed independent across assets and across time. This paper's focus on options on the market index necessitates that we estimate time-varying betas using an approach that is notably different from that of existing studies such as Shanken (1990) or Ferson and Harvey (1999) . In these studies of equity returns, the time-t beta for a particular stock i might be defined as β 0i + β 1i v t , where the pair (β 0i , β 1i ) must be estimated for each firm. In working with highly related assets such as options on the same underlying security, however, we enjoy a parsimony that comes from the natural smoothness of the betas. For example, two call options that are close to each other both in moneyness and maturity should have betas that are close to one another, at least given the same values for relevant conditioning variables. This smoothness means that rather than estimating contract-specific parameters, it is more appropriate to estimate a function for β that applies to all contracts.
These considerations suggest the use of an identical approach in specifying μ(·) and σ (·). Sufficient f lexibility in the specification of μ(·) allows both for priced risk factors and the possibility of option mispricing, while f lexibility in σ (·) permits residual volatilities to systematically differ across contracts and in accordance with movements in economywide variables such as market volatility.
D. Specification of the Factors
Following Bauer and Tamayo (2000) , I use economic variables other than returns to help infer, but not completely determine, the realizations of the factors. I therefore assume a nonlinear relation between the K × 1 factor vector and a vector of observable "factor proxies" f t :
where η t is a K × 1 matrix of i.i.d. residuals that are assumed Gaussian for tractability. Given that f t includes variables such as the market return, it might be expected that most of the variation in F t will be captured by the observable component ψ(f t ). Still, some role for η t is likely. At the very least, η t should help correct for "proxy error," which arises, for example, from using implied volatility as a proxy for actual market volatility.
Note that, for the construction of the factors it is necessary to be able to compute E t [ψ(f t+1 )], which requires a model of the factor proxies, f t+1 ∼ p f (θ f , v t ), where θ f is a parameter vector. This model, which I describe in detail below, allows dynamics to change with the conditioning variable v t and is f lexible enough to capture the nonnormality apparent in factor proxy variables such as the market return.
Finally, for simplicity, the covariance matrix of the factor equation residuals η t is assumed to be diagonal. Thus, in addition to its role in producing nonnormality, f t is also the only possible source of correlation between the factors.
E. Measuring Mispricing
Given μ(·) and β(·) and a specification for factor risk premia, λ(v t ), that depends only on aggregate conditioning variables, the pricing restriction in (9) may be rewritten as
Without sufficient restrictions on the specifications of any of these functions, the condition will not necessarily hold, giving the specification some testable content. As in Geweke and Zhou (1996, hereafter GZ) , the focus of this paper is on measuring the magnitude of the deviations from the pricing relation (13) rather than testing the point hypothesis of zero mispricing. GZ assume that both the regression parameters and the vector λ of risk prices are constant. Given this framework, GZ examine the following measure of mispricing:
This is a simple sum of the squared "alphas" of N assets, and λ is defined implicitly as the arg min of this expression. I adapt the GZ approach to deal with time-varying regression parameters. First, rather than being equally weighted across assets, my measure of mispricing is instead equally weighted across the N return observations, that is,
Thus, option contracts that appear in the sample over longer periods receive more weight. Second, because the vector of risk prices in my model is not constant, but rather a function of the conditioning variable v t , the minimization in (15) is actually over the parameters of this function.
II. The Econometric Approach
Since the true functional forms of μ(·), β(·), σ (·), ψ(·), and λ(·) are unknown, f lexibility in their specification is desirable. I use a f lexible set of orthogonal polynomial basis functions that are able to generate very accurate approximations while retaining tractability. For μ(·), β(·), and σ (·), I estimate functions separately for puts and calls.
A. The Aggregate Time Series Used
In the spirit of standard stochastic volatility models used in the literature, the conditioning variable v t consists solely of a measure of market volatility. Although it is likely that other state variables inf luence the mean and covariance structure of option returns, none does so as clearly as market volatility. For instance, while a short-term interest rate may be another obvious candidate to include in v t , studies such as Bakshi et al. (1997) argue that the impact of this variable is very small, so I omit it from v t .
The market volatility measure I use is the historical version of the Chicago Board Options Exchange Market Volatility Index (VIX).
1 This carefully constructed index represents an average of eight Black-Scholes implied volatilities from options on the S&P 100 index; Whaley (1993) describes the construction of the VIX index in detail. Blair, Poon, and Taylor (2001) find that the VIX is a reliable indicator of future stock market volatility, generally outperforming measures of volatility based on past daily returns. Use of the VIX could be criticized because it is a measure of the volatility of the S&P 100, not the S&P 500, and because, as a measure of implied volatility, it does not necessarily coincide with volatility under the true probability measure. However, as long as the relation between the VIX and the true S&P 500 volatility is approximately deterministic and not extremely nonlinear, the Legendre polynomials should be f lexible enough to account for any bias.
In addition to the conditioning variable v t , the factor proxies f t must be specified. Since f t should contain variables that are useful for describing realized option returns, I include the contemporaneous return on the S&P 500 (R SP ), the change in the logarithm of the VIX index ( VIX), and the change in the logarithm of the 3-month T-bill yield ( Y 3M ).
2 As Chen (2003) argues, volatility is likely to be priced because, in the framework of Merton's (1973) ICAPM, it represents a factor that drives the investment opportunity set. Thus, all three variables are likely to appear in the pricing kernel because they proxy for aggregate investment performance or for changes in future investment prospects.
B. The Approximation Scheme
As in Chapman (1997) , I approximate all functions using Legendre polynomials. Betas, in particular, are approximated using third-order Legendre series in three variables, namely log maturity ln(τ i ), standardized moneyness To gain some insight into how this approximation scheme might perform, I explore how the method would fare in estimating put option betas under the Heston (1993) model. 3 I generate 25,000 random volatilities, maturities, and moneyness levels by drawing v i (i = 1, . . . , 25,000) from a uniform distribution between 8% and 40% (annualized), τ i from a uniform distribution between 10 and 250 days, and κ i from a uniform distribution between 0.8 and 1.1. Given these three inputs, I calculate several Heston model "betas" similarly to (1). Specifically, I consider the option betas with respect to changes in underlying 2 In a slight abuse of notation, VIX and Y 3M both denote changes in logs rather than levels. 3 The model (with parameter values on a daily frequency) is given by dS t = (0.06/264)S t dt + v t S t dB 1t , dv price (the Heston model delta times underlying price divided by put price), volatility (using vega), or the interest rate (using rho). The put values are computed using Heston's formula, while the "Greeks" are computed by taking numerical derivatives. 4 Because the Legendre approximation is linear in parameters, it may be fit by running an ordinary least squares regression. I therefore regress the true Heston model betas on the approximating polynomial to assess whether that polynomial is capable of matching the true nonlinear relation among option characteristics (maturity and moneyness), market volatility, and betas. The results suggest that very tight approximations obtain using this approach. In particular, for the market beta (delta times underlying price divided by put price), the R 2 of the approximation is 0.994. The R 2 of the volatility beta is almost as high, at 0.987, while the goodness of fit for interest rate betas is a full 0.997. In all three cases, visual inspection of the approximation fit reveals no obvious deviations.
In addition to the third-order polynomials for each dimension of the two β(τ it , κ it , v t ) vectors (one vector for puts, one for calls), the ψ(
, and σ (τ it , κ it , v t ) functions must also be approximated, where the latter two are also defined separately for puts and calls. Following Dittmar's (2002) analysis, I use up to third-order polynomials in the approximation of ψ(f t ), but in the interest of parsimony only include cross terms that are products of first-order polynomials. Furthermore, I include no constants in the approximation of ψ(f t ) since the polynomial is always demeaned according to (12) . Each dimension of λ(v t ) is specified as a third-order Legendre polynomial, while the μ(τ it , κ it , v t ) functions are taken to be second-order expansions given that they are expected (like means in general) to be estimated with relatively low accuracy. Finally, I approximate ln σ (τ it , κ it , v t ) identically to each dimension of β(τ it , κ it , v t ).
C. A Model of the Factor Proxies f t
The pricing restriction (9) only holds when the factors are nonzero since only then can μ(·) be interpreted as the conditional mean of excess returns. As in Chen, Roll, and Ross (1986) , I construct factors by removing predictable components of the observable variables from which they are constructed, leading us to define the factor realizations as in (12), where
Since ψ(f t ) is potentially nonlinear in f t , the model must be capable of matching not only the mean of f t , but higher moments as well. It must also account for return heteroskedasticity and a possible relation between conditional means and volatility. To achieve these ends, I use the skewed t-distribution of Fernández and Steel (1998) to represent the distribution of the error term. In the resulting model, the change in the log of the VIX index ( VIX t ) is
where e 1,t ∼ f FS (s 1 , d 1 ) is Fernández and Steel's asymmetric t-distribution with asymmetry parameter s 1 and degrees of freedom parameter d 1 . 5 Fernández and Steel show that when s 1 > 1, the distribution is positively skewed, whereas 0 < s 1 < 1 generates negative skewness. The degrees-of-freedom parameter, d 1 , of the underlying symmetric t-distribution controls the thickness of both tails of the density of e 1,t . Combinations of the two can generate markedly nonGaussian and asymmetric densities.
An important assumption here is that the VIX index is Markovian. However, I do not assume the precise form of the mean and volatility functions. Rather, I again use Legendre polynomials to approximate both φ 1 (VIX t−1 ) and ln ω 1 (VIX t−1 ). Also as before, the polynomials are in the log, rather than level, of VIX t−1 . Now, however, the order of the polynomials is chosen according to the Bayes Information Criterion (BIC).
Because some terms in ψ(f t+1 ) involve products of different elements of f t+1 , the model must incorporate dependence among the elements of f . I achieve this by "regressing" R SP on the contemporaneous VIX in addition to the lagged information variables. To allow for return predictability and mean reversion in the short rate, these information variables also include the log T-bill yield. Specifically, the models for R SP and Y 3M are
Note that e 2,t and e 3,t also have the skewed t-distributions proposed by Fernández and Steel, though with different parameter values. Again, mean and volatility functions are Legendre polynomials with order determined by the BIC. The above model is f lexible in a number of ways. First, the underlying skewed t-distributions allow the model to generate conditional distributions with potentially large levels of skewness and kurtosis. Second, the model permits the level of the VIX to inf luence the mean and volatility of some of the elements of f t without requiring an equal effect on all. Thus, the model allows for the fact that the volatility of market returns should be roughly proportional to VIX t , while the volatility of changes in the T-bill yield may be only weakly related to the level of the VIX. In addition, the model generates mean reversion in the VIX and the T-bill yield and allows for predictability in market returns. Finally, these effects may be nonlinear if called for by the data.
D. The Option Returns Data
The original data set consists of all transactions of put and call options on S&P 500 Index futures. Both the futures and the options trade on the Chicago Mercantile Exchange. The sample starts in January 1986 and ends in September 2000.
I construct a much smaller daily data set for each option contract by keeping the transaction closest to 3:00 p.m. Transactions more than 15 minutes from this time are discarded, as are transactions in which no corresponding futures price is observed within 1 minute of the option trade. To eliminate at least the largest data errors, I exclude observations that have Black-Scholes implied volatilities (BSIV) less than 1%. I also eliminate large reversals in BSIVs, which include any BSIVs that are three times greater, or one-third the level, of both the previous day's and next day's values for the same contract. To account for the extreme events surrounding the crash of 1987, I retain all observations between October 15 and 22 of that year. Manual inspection of the data over that period reveals no obvious errors. Finally, because of data problems that other studies identify, I only consider options with at least 10 trading days prior to expiration.
The analysis of S&P index futures options is complicated by the fact that they are American. That is, the strategy of buying an option at the close of trade one day, forgoing early exercise, and selling that option at the close of trade the following day may be suboptimal. The option might therefore appear overpriced, with the strategy having a negative mean risk-adjusted return, even though a superior strategy involving early exercise would perform better. Rather than attempting to solve the early exercise problem, I instead examine only out-of-the-money (OTM) options, for which immediate exercise is most likely irrational. 6 From the above data, I calculate returns only from options that were observed on consecutive days. The resulting data set consists of 33,928 observations of 1-day option returns, of which 58% are puts and 42% are calls. The average number of returns observed per day is 9.4, with a minimum of 1 and a maximum of 40. Table I reports the composition of the sample, sorted by strike and time to expiration.
It is apparent that the greatest number of observations correspond to slightly OTM puts (0.9 < κ ≤ 1.0). Returns are observed over a widest range of strike prices for moderately short maturities. Deep-OTM call returns are relatively 6 The sample includes the return from time t to t + 1 on a particular option if the option is OTM on day t. Thus, there is no look-ahead bias that would result from inclusion based on the time t + 1 price. It is possible, therefore, that the option might be in the money at time t + 1 and that early exercise some time during day t + 1 might have been optimal. Results from Whaley (1986) and others suggest that the early exercise premium is likely to be less than 1% of the value of the options in this paper's sample, implying that the value of forgoing early exercise for 1 day should be extremely small.
Table I Sample Size by Time to Expiration and Moneyness
The table lists the number of 1-day option returns observed for a variety of maturity and moneyness categories. Maturity, denoted by τ , is equal to the number of trading days until option expiration. Moneyness, denoted by κ, is equal to the present value of the strike price divided by the current price of the underlying security, in this case the S&P 500 Index. Since all in-the-money options are discarded, all puts have κ ≤ 1 and all calls have κ ≥ 1.
Puts
Calls rare, as are all options with expirations more than 6 months (128 trading days) away.
E. The Estimation Procedure
I estimate the option returns model (10) in a Bayesian framework under f lat priors (exactly proportional to a constant) using a Gibbs sampling approach similar to Geweke and Zhou (1996) . This method alternates between a step involving draws of the parameter vector and a "data augmentation" step in which the latent factors F are drawn conditional on those parameters. The Appendix contains details. Under general conditions, a sequence of such draws converges to the unknown posterior.
A caveat is that the parameters θ f that enter the model of the factor proxies in (16)-(18) are estimated without using information in the option returns; rather, they are estimated by maximum likelihood using only the structure imposed by those three equations. In principle, option returns can be helpful in estimating θ f because these parameters determine the expectation of ψ(f t+1 ), which appears in (12) as a component of F t+1 . Unfortunately, I find no feasible sampling algorithm that allows a draw of θ f conditional on both the factor proxy variables and the option returns, so the resulting "pseudo-posteriors" must be interpreted with this qualification in mind.
III. Estimation Results
Altogether, 10 different specifications are investigated. These differ in three dimensions, the first of which is the definition of f t . In the most general model, f t includes the market return (R SP ), the log change in the VIX index ( VIX), and the log change in the 3-month T-bill yield ( Y 3M ). "Stochastic volatility" specifications include just the first two variables, while "market model" specifications include only the market return.
Models also differ according to whether they allow nonlinearity in the relation between the unobservable factors F t and the factor proxies f t . In "linear" specifications, the function ψ(f t ) from (12) is linear in f t . "Nonlinear" specifications use the third-order expansions for ψ(·) discussed in Section II.B. Other forms of nonlinearity, such as in the relation between option characteristics and betas, are present in all specifications. The "linear" and "nonlinear" labels strictly refer to the assumed properties of the factors and hence the pricing kernel.
Finally, the number of factors, K, must be chosen. Only for linear specifications, where there is one factor for each factor proxy, is it the case that K must equal the dimension of f t . For nonlinear specifications, K can be larger or smaller than the dimension of f t . For example, a "nonlinear market model" specification might have multiple factors, though all the factors are different polynomials in the same market return. On the other hand, a f lexible one-factor model could allow the single factor to depend nonlinearly on R SP , VIX, and
For each specification, I run a Gibbs sampler for 110,000 iterations, discarding the first 10,000 iterations to negate the effects of initial conditions. The remaining 100,000 draws of the parameter vector, which are assumed to come from the posterior distribution, form the basis for all inferences drawn in the remainder of the paper. Table II presents the estimated models used to compute expectations of ψ(f t+1 ). As mentioned above, dependencies among the models are captured by first modeling VIX, then R SP conditional on VIX, and then finally Y 3M conditional on both VIX and R SP . The polynomial orders of all terms are chosen according to the Bayesian Information Criterion, errors have the asymmetric student-t distribution of Fernández and Steel (1998) , and models are estimated by maximum likelihood.
A. Parameter Estimates
For the most part, the estimated model for VIX conforms with the results of previous studies. Mean reversion is demonstrated by the significant negative coefficients on the first and second Legendre polynomials in the lagged logarithm of the VIX index, denoted by L 1 (VIX t−1 ) and L 2 (VIX t−1 ), where they appear in the mean of VIX. Consistent with Jones (2003) , nonlinear leveldependence in the volatility of VIX is also apparent, as both L 1 (VIX t−1 ) and L 2 (VIX t−1 ) have positive coefficients where they appear in the volatility of VIX. Finally, the estimated parameters of the asymmetric student-t distribution indicate positive skewness (sinceŝ = 1.08 > 1) and fat tails (degrees of freedomd = 4.15 30). These results are consistent with Eraker et al.'s (2003) , who find that volatility is likely discontinuous and therefore conditionally non-Gaussian.
The estimated model for R SP reaffirms the standard finding that market returns are negatively correlated with changes in volatility. I find that this dependence is essentially linear, as only the first Legendre polynomial in contemporaneous VIX, denoted L 1 ( VIX t ), is significant. Other coefficients are somewhat more difficult to interpret since they serve to describe only the portion of R SP that is not explained by contemporaneous changes in VIX. Nevertheless, I find negative mean dependence and positive volatility dependence on the lagged VIX index (L 1 (VIX t−1 )) and positive dependence on the lagged T-bill rate (L 1 (Y 3M ,t−1 )). Residuals in this model are again fat-tailed, withd = 4.73, and somewhat surprisingly are positively skewed, asŝ > 1.
(Overall, however, R SP is negatively skewed because of the asymmetry it inherits from its negative dependence on VIX, which is positively skewed.) The model for Y 3M displays contemporaneous relations with both VIX and R SP , though the lagged T-bill yield (L 1 (Y 3M ,t−1 )) is insignificant, indicating a lack of mean reversion in the sample. The dependence of the volatility of Y 3M is nonlinear in both lagged VIX and lagged Y 3M , and the residuals are fat-tailed (d = 2.98) though not significantly skewed.
Since the coefficients of the Legendre expansions of μ(·), β(·), σ (·), and ψ(·) are difficult to interpret, I do not report them in the paper. Instead, Table III gives a summary of the number of parameters in each specification and the Table III Parameter Posterior Summary
The table presents, for each of the 10 specifications considered in the paper, a variety of summary statistics on the number of factor model parameters and their posterior precisions. The columns labeled "signed/total" report the number of parameters in a particular group for which 95% of the posterior distribution is on one side of zero, as well as the total number of parameters within that group. (Since parameters in are all signed a priori, only their total number is reported.) Columns labeled "median t-ratio" report the median absolute value of the ratios of univariate posterior means to posterior standard deviations. In cases in which there are no results for the parameters of the ψ function, all the parameters of that function are implied by identification restrictions and are therefore not estimated. All models are estimated using daily data from January 1986 to September 2000. overall accuracy with which they are estimated. In the linear market model specification, for example, there are 97 parameters, out of which 81 can be signed with at least 95% probability, that is, for each of the 81, at least 95% of the marginal posterior distribution is on one side of zero. Finally, the median absolute "t-ratio" (posterior mean divided by standard deviation) is equal to 4.51, indicating that most posterior means are far from zero. Generally, models with three or fewer factors produce relatively precise posterior distributions, with most parameters signed with high probability and most t-ratios above two. For the more restricted specifications, parameters of the μ(·) function are less accurately estimated than are parameters of the β(·) or σ (·) functions. For the six-factor specifications, even the β(·) functions are difficult to estimate. For the most general model, which is shown on the last line of the table, the median t-ratio is just 1.01, suggesting that this model may imply an overly complex covariance structure.
B. Explained Variation in Realized Returns
The analysis of model performance begins by examining how well the models explain realized option returns. Since we are outside the linear regression framework, the measurement of such variation is somewhat ambiguous. I settle on a version of the standard R-squared,
where it+1 is defined via (10). Because residuals are calculated conditional on a particular set of parameters and latent factors, we obtain a posterior distribution of each R 2 rather than a single value. Table IV presents posterior means and standard deviations of these Rsquares for different classes of options, classified both by maturity and moneyness. Short-and long-maturity classes refer to values of τ from 10 to 44 and 45 to 264 days, respectively. I also split puts into two different moneyness categories, those with κ ≤ 0.92 and those with 0.92 < κ ≤ 1. Because of the scarcity of deep-OTM call option observations, all calls are grouped together within each maturity class.
The variances implicit in each calculation are those of observations pooled both across contracts and over time, and in a nonlinear model there is no guarantee that R-squares will increase with the number of factors or even that they will be positive in all cases. The first row of Table IV gives an example of such an anomaly, as the linear market model displays an "R-squared" of −2.296 for short-term deep-OTM put options. The interpretation of R-squares closer to one is much more straightforward, and most of the models do not display the gross failings of the first specification.
In general, only two or three factors appear to be necessary to explain the vast majority of realized returns across all the different categories of moneyness and maturity, explaining close to 90% of the variation in all options and in calls and puts separately. One-factor specifications all display some difficulty in fitting at least one of the maturity/moneyness groups, though the nonlinear one-factor models are vastly superior to their linear counterparts. For two-or three-factor models, allowing nonlinearity in the factors yields little benefit. Finally, adding additional factors beyond the first two or three offers little improvements in fit, especially considering that the measure used is unadjusted for differences in the number of parameters or factors.
C. Mispricing
Similar to the stochastic volatility/jump-diffusion models common in the literature, risk premia in the model are functions only of the level of the volatility proxy, v t . For given μ(·) and β(·), I follow Geweke and Zhou (1996) and measure mispricing by choosing the coefficients of the Legendre polynomials in λ(v t ) to minimize Q 2 , the mean squared pricing error defined in (15). With the solution in hand, we may examine the mispricing functions
separately for puts and calls, which measure the amount by which option expected returns exceed their risk-adjusted benchmark levels. Of primary interest is whether these functions are reliably nonzero for any ranges of τ and κ. 
R-Squares
The table reports posterior means and standard deviations (in parentheses) of R-squares in the factor model regression
The R-square is defined as 1
, where both variances are calculated using all return observations within each of the listed maturity and moneyness categories. Within the column headings, "short maturity" refers to all options with less than 2 months until expiration and "long maturity" refers to expirations longer than 2 months. Option moneyness, denoted by κ, is defined as the present value of the strike price divided by the current price of the underlying index. All values result from posteriors computed using daily data from January 1986 to September 2000.
Short Maturity
Long Tables V and VI contain two measures of mispricing for a variety of classes of options. Table V reports the posterior means and standard deviations of various measures of root mean squared mispricing. For the full sample, root mean squared mispricing is equal to Q, from (15); for specific moneyness/maturity categories it is computed similarly over a subset of the returns data. Table VI reports the posterior means and standard deviations of average alphas, indicating whether particular option classes are overpriced or underpriced.
Several patterns emerge from the two tables. First, from Table V , the magnitude of mispricing across all OTM options is generally large. The most general six-factor model, for instance, has a root mean squared mispricing of 0.53, indicating that the typical "alpha" is around 0.5% (plus or minus) per day. One-factor specifications imply mispricing measures between two and three times as high. Average mispricing across all options, as reported in Table VI , is close to zero, though this result is expected given the way that the mispricing measures are constructed.
Second, mispricing is primarily reduced by increasing the number of factors. Nonlinearity, by itself, does not reduce root mean squared pricing errors even if it can better explain realized returns (as Table IV showed). For example, the best-performing model based on the results in Table V is the linear three-factor model, with performance that is actually superior to both nonlinear three-factor models. While Table VI is somewhat more ambiguous about which specification is superior, in many cases the linear three-factor model outperforms the nonlinear models in terms of pricing biases as well.
Perhaps the most important result in both tables is that no model explains the negative average returns associated with short-term deep-OTM put options. At a minimum, the "alpha" on deep-OTM puts is estimated at about −0.33% per day, and most specifications imply substantially more negative values. Thus, the table confirms the overpricing of short-term OTM puts that Jackwerth (2000) and others observe by looking at risk-neutral densities and that Coval and Shumway (2001) find by examining option return time series.
At first glance, Table VI provides an equally surprising result, namely, that longer-term puts and calls generally have positive alphas. This should be interpreted with caution, however, given that Blume and Stambaugh (1983) show that the use of transactions prices should induce a positive bias in average returns as a result of bid-ask bounce. More fundamentally, however, the prices of risk are chosen via a minimization process in (15) that implies, by construction, that alphas will approximately average out to zero. For some options to have negative alphas, others must therefore have positive alphas. Thus, the results are more accurately interpreted as stating that short-term OTM puts are overvalued relative to other option classes.
D. A Closer Look at Several Models
Bansal and Viswanathan (1993) and Dittmar (2002) both find substantial benefits in modeling the pricing kernel as a nonlinear function of the market return. While the results in Tables V and VI are somewhat more negative about 
Root Mean Squared Mispricing
The table reports posterior means and standard deviations (in parentheses) of the root mean squared pricing error, or Q, defined as the square root of
These values are reported in the column labeled "Q." While the above minimization is performed using all N return observations, the λ(·) functions that result are then used to construct similar root mean squared mispricing measures using specific maturity and moneyness subsets of the return observations. Within the column headings, "short maturity" refers to all options with less than 2 months until expiration and "long maturity" refers to expirations longer than 2 months. Option moneyness, denoted by κ, is defined as the present value of the strike price divided by the current price of the underlying index. All values result from posteriors computed using daily data from January 1986 to September 2000. 
Mean Mispricing
The table reports posterior means and standard deviations (in parentheses) of the average pricing error, or average "alpha," defined as
where λ(·) functions are defined as in Table VI . In addition to average alphas computed using all N return observations, similar average pricing errors are computed using specific maturity and moneyness subsets of the return observations. Within the column headings, "short maturity" refers to all options with less than 2 months until expiration, "medium maturity" refers to options expiring within 2 to 4 months, and "long maturity" refers to expirations longer than 4 months. Option moneyness, denoted by κ, is defined as the present value of the strike price divided by the current price of the underlying index. All values result from posteriors computed using daily data from January 1986 to September 2000.
Short Maturity
Long this kernel's ability to explain the cross section of average option returns, I brief ly compare the linear and nonlinear one-factor "market models," in which the return on the S&P 500 Index (R SP ) is the sole element of the factor proxy vector, f t . The pricing kernel and the single factor are related (see Cochrane (2001) ) via
so the relation between f t and F t translates directly into a relation between f t and M t . Figure 1 displays posterior distributions of the pricing kernel expected as a function of R SP , the return on the S&P 500 Index, where the expectation comes from setting the error term η t in the factor equation (12) to zero. The figure shows kernels calculated for both the linear and nonlinear market models under both normal and high volatility environments. It is clear from Figure 1 that nonlinearities are apparent in the way that one would expect from examining models such as Black-Scholes. Unlike BlackScholes, however, in which the shape of the pricing kernel remains constant over time, Figure 1 shows that there are significant differences in the slope of the kernel between the two volatility regimes, with the linear kernels f lattening and the nonlinear kernels steepening when volatility is high. Least squares fits of the Black-Scholes pricing kernel to the posterior means displayed in the bottom two panels of the figure result in relative risk aversion estimates of about 7.4 for the normal volatility environment and 11.3 for high volatility.
Another model that is similar to those currently popular in the option pricing literature is the nonlinear three-factor model in which f t = {R SP,t , VIX t , Y 3M,t }. As with traditional option pricing models, this model includes what one might easily term a "market factor." While the first factor could have a virtually arbitrary relation with R SP , VIX, and Y 3M , it turns out that it is closely linked only with R SP . Figure 2 plots posterior means of the first factor against the contemporaneous realizations of R SP and reveals a very tight and approximately linear relation between the two. The interpretation of the first factor as a generic market factor is therefore clear.
The second factor in the same model is only slightly more difficult to interpret. 
] as a function of R SP , the return on the S&P 500 Index, and VIX, the change in the log of the VIX index. This represents the value of the second factor that would be expected given the observation of R SP and VIX. The plot is computed for the most general three-factor nonlinear model (in which f t = {R SP,t , VIX t , Y 3M ,t }).
and it is apparent that this expectation is positively related both to VIX and to the square of R SP . I therefore label this the "volatility" factor.
Unlike the first two factors, the third factor's relation with the factor proxy variables is hard to characterize. Rather than plotting it against an observable series, Figure 4 simply provides a time-series plot of the posterior means of the third factor. What is immediately evident is that this factor's time-series variation is dominated by the crash and subsequent turmoil of October 1987, and that in general the third factor is very close to zero. Other large spikes correspond to the stock market crash of 1989, the Russian financial crisis of 1998, and the dot-com crash of 2000. Because most of these events coincide with large 1-day returns, which are usually negative, I refer to this as the "jump" factor.
Each of these three factors is assumed to command a risk premium that is a function of the level of the VIX index. Figure 5 displays, in its top row, the price of risk functions λ(v t ) computed according to (15), and depicts both the posterior means and 90% confidence intervals. The middle row of the figure gives the betas for a typical option in the data set, a slightly OTM 1-month put option with a strike price of 0.95 times the current underlying price. The bottom row of Figure 5 displays the products of the first two rows, indicating the risk premia received for each factor by the same 1-month OTM put.
I find that all three factors command risk premia that appear to be larger for higher levels of the VIX, as are the risk premia assumed in affine stochastic volatility models such as those in Duffie, Pan, and Singleton (2000) . For the first two factors, the prices of risk are reliably nonzero, with narrow confidence intervals that do not include zero. For the 1-month OTM put I consider, the typical risk premia for both the market and volatility factors are each sufficient to induce price declines of 1%-2% per day. In contrast, 90% confidence intervals for the price of "jump" factor risk often include zero and appear to contribute comparatively little to risk premia on the same put.
These results contrast markedly with Broadie, Chernov, and Johannes (2005) , who find no premium for diffusive volatility risk and a significant price of jump risk. While there are many implementation details that differ between our papers, perhaps the most notable is that Broadie et al. (2005) assume a particular stochastic volatility/jump model specification. In contrast, this paper takes a much less parametric approach. One possible explanation for the fundamental differences between our conclusions is that the affine dynamics assumed in that paper are somehow inaccurate.
IV. Hedging and Portfolio Allocation
Given the large sample of option returns and the very high explanatory power of the factor model, specifications with as many parameters as those considered here may not be overly complex. Nevertheless, the f lexibility of the models in this paper suggests that some type of out-of-sample exercise would be useful for assessing the usefulness of the proposed approach. I perform such an exercise by using the models both for hedging and asset allocation applications.
For the purpose of performing out-of-sample analysis, I reestimate all 10 specifications using only the first half of the sample (up to June 1993). I also reestimate, over the same period, the models summarized in Table II that are used to compute expectations of ψ(f t ). This leaves July 1993 to September 2000 as an out-of-sample test period.
In both hedging and portfolio allocation exercises, some estimates of the conditional covariance matrices of option returns are required. Let β t−1 denote the N t × K matrix of betas observed for the N t options whose time-t returns are observed. Let σ 2 t−1 be the corresponding N t × 1 vector of idiosyncratic variances. The covariance matrix of time-t option returns is therefore
I compute these expressions using 10,000 Monte Carlo simulations and parameters estimated using data only through June 1993.
A. Hedging
I first consider a hedging exercise that is designed to mimic the problem faced by an option writer who has a book of option positions in a variety of strikes and maturities and who would like to hedge these options by trading a small number of more liquid puts. For each day I choose three put options of strikes and maturities that tend to see high volume. The first is the put nearest to a 1-month maturity that is also close to at-the-money. The second put has around a 3-month maturity and is as close as possible to being 10% OTM. The third is also close to at-the-money, but with a maturity as near as possible to 6 months.
The book that is being hedged is an equally weighted combination of long positions in all remaining puts and short positions in all available calls. This combination of long and short positions is designed to eliminate the natural delta-hedging that would arise in a portfolio that was long or short in both calls and puts. Since the long-short option portfolio will, to some degree, naturally hedge out volatility risk, I also consider a scenario in which the option book contains long puts and no calls.
For the estimated models, I choose hedges to minimize portfolio variance. For comparison, I also consider strategies based on the Black-Scholes "delta," "gamma," and "vega," which are calculated using the options' own implied volatilities. When hedging only one or two of the Greeks, I continue to use three hedge assets so that diversification of the idiosyncratic element of option returns can still be achieved. When hedging out delta only, all three puts in the hedge portfolio are held in equal weights. When hedging out delta in addition to either gamma or vega, the second and third puts are assumed to be held in equal quantities.
The top panel of Table VII displays the standard deviation and the mean absolute deviation of the put-only portfolio returns. I calculate "in-sample" results over the 1,275 days between January 1986 and June 1993 for which there are three puts available to form the hedge portfolio and at least one other put option to form the book. "Out-of-sample" results were computed from 1,229 days from July 1993 to September 2000. The bottom panel of Table VII examines the performance in hedging both long puts and short calls. Here, in-sample and out-of-sample results are based on 1,555 and 1,390 days of hedged returns, respectively, where I again require that three puts be available to form the hedge and at least one other put or call option to form the book.
As before, having two or three factors seems to represent a good balance between oversimplification and overfitting. For hedging the long put portfolios, the best performances both in-and out-of-sample come from the two nonlinear three-factor models and the one nonlinear two-factor model. For the long put and short call portfolio, which should naturally have lower volatility risk, the linear three-factor model does best, perhaps suggesting that market risk is more easily captured by a linear model. Both six-factor models display substantial evidence of an out-of-sample breakdown, consistent with earlier results suggesting that those specifications are overly complicated. One-factor models also display some failings, particularly for hedging long puts only. 
Hedging In and Out of Sample
In the top panel, an equal-weighted portfolio of puts is hedged using three other puts that are not among those in the original portfolio. The bottom panel examines portfolios that are long puts and short calls. Strategies that use the models proposed in this paper try to minimize the variance of the hedged portfolio, while Black-Scholes strategies construct hedged portfolios by imposing zero deltas and other Black-Scholes "Greeks." All parameters are estimated using a daily subsample sample of the primary data set that starts in January 1986 and ends in June 1993. "In sample" results pertain to hedging performance over that period, while "out-of-sample" results are computed using daily data from July 1993 to September 2000.
Standard Deviation
Mean Absolute Deviation Given these results, it is somewhat surprising that the best Black-Scholes delta-hedging scheme, which is essentially a one-factor hedge, is the bestperforming strategy of all for hedging puts. For hedging both puts and calls, however, all the Black-Scholes strategies fare relatively poorly.
Together, these findings indicate that even half the sample used to generate the main results of this paper is sufficient to produce fitted models that are useful in real applications. Even given the complexity of the models I estimate, this might not be surprising given the size of the data set. Even more importantly, the returns we are looking at are very tightly linked to one another by arbitrage restrictions. Thus, the option returns data are naturally more informative than, say, returns on different stocks, and it is likely that only because of that informativeness are such f lexible models of much use.
B. Mean-Variance Portfolios
Given previous pricing results, it is worthwhile to explore how an investor might optimally form a portfolio of different put and call options to exploit their apparent mispricing. This section considers mean-variance optimization that might be performed by an investor attempting to capture these returns by trading solely in put and call options of different strikes and maturities. While it is natural to consider strategies that involve trading in the underlying as well, I do not analyze them here.
On each day in the sample, I form Sharpe ratio-maximizing portfolios of options. I construct conditional covariance matrices as described above, while I compute conditional means using current conditioning variables combined with posterior means of the parameters in the μ(·) functions. I consider both unrestricted portfolios and portfolios that are constrained to be somewhat "crash resistant." This constraint requires that the net position in put options be long. More precisely, if n i is the number of contracts bought on put i, then I require that n i ≥ 0. This implies that the total value of all puts will be bounded below at a level determined by the lowest strike price.
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Table VIII reports in-sample (Panel A) and out-of-sample (Panel B) results. For comparison with the optimal portfolios, equal-weighted portfolios of puts and calls are also considered, as is the S&P 500 Index. All standard errors are adjusted for heteroskedasticity.
In sample, average excess returns are positive under every model-based strategy. Portfolio weights are normalized so that the portfolio's target standard deviation is 5% per day, and the realized volatilities are usually close to that value. In-sample average returns on unconstrained portfolios are between 0.5% and 1.09% per day, resulting in daily Sharpe ratios between 0.093 and 0.155. The portfolios are therefore vastly superior to either the S&P 500 Index, which has a Sharpe ratio of 0.016, or equally weighted portfolios of long calls or short Table VIII Option Portfolios
The table reports summary statistics on the results of in-and out-of-sample portfolio allocation exercises. For each day, a Sharpe ratio-maximizing portfolio is constructed given estimated parameter values and current information variables. This portfolio is held in a quantity that is consistent with a target return standard deviation of 5%. Crash-resistant portfolios require a net long position in puts. For each model, the mean, standard deviation, Sharpe ratio, skewness, and kurtosis are computed from the excess returns that result from the portfolio based on that model. The final column measures the modified alpha of Leland (1999) . All t-statistics are computed using heteroskedasticity-adjusted standard errors. All models are estimated using data from January 1986 to June 1993. In Panel A, portfolios are formed over the same period.
In Panel B, portfolios are formed over the out-of-sample period from January 1986 to June 1993. puts, with Sharpe ratios of 0.02 and 0.03, respectively. Although the crashresistant portfolios perform somewhat worse than the unconstrained versions, their performance is still strikingly good. Somewhat surprisingly, strategies based on the three different one-factor models post the highest average returns. In part, this appears to be due to overly risky strategies; while all portfolios are normalized to have an anticipated daily volatility of 5% per day, the one-factor portfolios often have volatilities significantly above that target. Nevertheless, these models manage to produce the highest Sharpe ratios as well.
Market model regressions reveal significant alphas and negative betas, consistent with a put-writing strategy. Because alpha, as well as the Sharpe ratio, may be inappropriate for evaluating strategies that result in fat-tailed return distributions, I also report Leland's (1999) modified alpha, which takes higher moments into account. In many cases, skewness and kurtosis coefficients are very large. Not surprisingly, the unhedged equally weighted short put portfolio has the fattest tails, but even in this case Leland's adjustment does not amount to much.
Out-of-sample results result in roughly the same ordering of the models. With the exception of the one linear specification, one-factor models continue to generate high Sharpe ratios despite continuing to exceed the 5% volatility target. However, the magnitude of the abnormal performance of all models is lessened by roughly one third to one half, leading to Sharpe ratios between 0.056 and 0.1. Roughly half of the strategies produce statistically significant market model alphas. In addition, while all of the Sharpe ratios are superior to that of the S&P 500 Index, the simple strategy of writing naked puts now generates a very competitive Sharpe ratio of about 0.09. Given the virtually unbounded risks this strategy entails, it is not obvious that it would be preferred over one of the crash-resistant portfolios, even given their somewhat worse ex post performance.
V. Conclusion
The factor models I consider in this paper appear to offer no rational explanation for the large excess returns that appear possible in the market for S&P 500 futures options. The paper therefore complements the recent findings of Bondarenko (2003) , who rejects a large class of models in which the pricing kernel depends only on the market return. Allowing for additional sources of priced risk reduces the degree of mispricing for most options, but additional factors are still insufficient to explain the anomalous average returns on a wide range of put and call options, in particular, short-term deep-OTM puts.
The best-performing models tend to be those with two to three factors, as one-factor models are obviously oversimplistic and more complex models are unstable out of sample. While allowing factors to be nonlinear occasionally leads to improvements in hedging performance, linear multifactor models are also useful in both hedging and asset allocation and provide competitive or even superior descriptions of expected and realized returns.
Overall, the failures of all the specifications I consider suggest several possible avenues for future work. As in other related work, here I assume that the level of volatility (proxied by the VIX index) is sufficient for describing time variation in covariances and risk premia. It is possible that the addition of some unknown state variable may resolve these puzzles, though it is difficult to speculate on what that state variable might be. The second possibility is that, more generally, the standard representative agent/perfect markets paradigm cannot provide an adequate explanation of expected option returns. Fortunately, many avenues exist for broadening this framework, such as heterogeneous preferences (Bates (2001) ) or beliefs (Buraschi and Jiltsov (2005) ), uncertainty about fundamentals (David and Veronsi (2002) , Guidolin and Timmermann (2003) ), behavioral biases (Poteshman (2001) ), or proximate causes such as buying pressure (Bollen and Whaley (2004) ). Discriminating among these effects and quantifying their ability to resolve the puzzles identified in this paper and elsewhere represents a promising direction for additional research.
Appendix: The Posterior Sampling Procedure
I compute the posterior using the Gibbs sampler with the following four blocks: (i) μ(·) and β(·), (ii) σ (·), (iii) F, and (iv) and ψ(·). For simplicity, the derivations below are presented as though the sample consists of only calls or only puts. In practice, there are separate μ(·), β(·), and σ (·) functions for both puts and calls.
Throughout this appendix, it is more convenient to replace the double subscript "i t" (for security i at time t) with a single subscript i = 1, . . . , N, where N = 33,928 is the size of the entire sample. Therefore τ i , κ i , and all other i-subscripted symbols are to be interpreted as variables that correspond to return i. In addition, F i refers to the column of F (a K × T matrix) that is contemporaneous with the observation of R i , so F i is not the ith column of F. Similarly, let v i denote the value of the conditioning variable v that corresponds to observation i. Finally, in the derivations below, let L μ i refer to the row vector of Legendre polynomials used in the expansion of the function μ(·) and evaluated at the point (τ i , κ i , v i , T i ). Other polynomial expansions are defined similarly.
A. Identification
As in Geweke and Zhou (1996) and other papers, the latent factor nature of the model implies that identification is not possible without placing restrictions on some model parameters. For example, multiplying the factor matrix F by any invertible K × K matrix, and the return betas by the inverse of that matrix, delivers the same likelihood. To prevent this situation, each factor is identified by prespecifying its loading on a particular observable variable. Since the Legendre expansion of the K × 1 vector ψ(f t ) is GL ψ t , we have
where η t ∼ N(0, ). For identication, I therefore set
where G 1 = I K is the K × K identity matrix. Thus, each factor is linked onefor-one with one of the elements in L ψ t , and that element does not affect any of the other factors. The result is that "rotation" of the factor matrix is impossible, since doing so would change the form of the G matrix. If the element of L ψ t that is "assigned" to a particular factor turns out to be irrelevant, its impact can be eliminated if the factor takes on large amounts of residual variance or dependence on the other elements of L ψ t . Thus, it is important that G 2 and the diagonal elements of be unrestricted.
While it is not theoretically necessary that the off-diagonal elements of be fixed, I find virtually no ability to estimate these off-diagonal elements. Posteriors are extremely imprecise, and the Gibbs sampler that allows these elements to be unrestricted is very slow to converge. I therefore restrict to be a diagonal matrix.
B. Drawing the Parameters of μ(·) and β(·)
Conditional on the factor matrix F and the parameters of the σ (·) function, the factor model may be written as
where a is a column vector and B is a matrix with K columns. Thus, 
where ⊗ denotes the Kronecker product and vec(B) is the column vector formed by stacking the K columns of B.
Defining b by stacking a on top of vec(B), we obtain the standard linear regression
Stacking all N observations and writing in vector form, we have R = Xb + , where ∼ N(0, ) and is the diagonal N × N residual covariance matrix whose (i, i) element is equal to σ 2 (τ i , κ i , v i , T i ). This setup implies the standard Bayesian generalized least squares (GLS) result that under f lat priors,
whereb = (X −1 X ) −1 X −1 R and V b = (X −1 X ) −1 . The parameters of interest, a and B, are given by the appropriate partitions of b.
C. Drawing the Parameters of σ (·)
We may rewrite the return equation as
where e i is an i.i.d. standard normal random variable. We seek to draw s, the coefficients of the Legendre expansion of σ (·), from its distribution given all other unknowns. By squaring and taking logs, the equation approximately implies that
where e * i = log (e 2 i ) and where b and X i are defined as in (A4). Clearly, the approximation arises from the extra 0.001 term appearing in the left-hand side.
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Given b and F, this is a standard linear regression, with the complication that e * i is not Gaussian or even mean zero, although it is i.i.d. More importantly, the density of e * i does not depend on any unknown parameters. Kim, Shepard, and Chib (1998, hereafter KSC) propose an efficient and very accurate approximate solution for the posterior of s. Their procedure consists of approximating the distribution of e * i = log(e 2 i ) by a mixture of seven different normal distributions. The normal means, variances, and mixture probabilities that KSC calculated can be found in table IV of their paper.
The procedure involves the introduction of a latent state variable π i that takes on an integer value between one and seven, indexing the normal distribution from which e * i is drawn. The KSC procedure therefore requires the addition of an additional "block" in the Gibbs sampler, the draw of the π i , although this block is by itself of little interest.
Following KSC, I draw π i for i = 1, . . . , N from the probability mass function 
where
, and the square denotes an element-by-element operation.
D. Drawing F t
For this draw I follow the derivations of Geweke and Zhou (1996) , which necessitates the introduction of some new notation. Specifically, let R t denote the vector of all returns observed at time t. Let t denote the idiosyncratic component of those returns, whose diagonal covariance matrix is t = diag(exp(L σ t s)), where L σ t denotes the rows of L σ that correspond to all time-t observations. Recall that
where η t ∼ N(0, ). Conditional on f t , the parameters of ψ(·), the parameters that determine the expectation E t−1 [ψ(f t )], but not the contemporaneous returns R t , this implies that F t ∼ N(F t , ), whereF t = ψ( f t ) − E t−1 [ψ( f t )].
Since R t = μ t + β t F t + t , we have
This implies the following distribution for F t conditional on all other variables, including R t :
F t | R t ∼ N F t + (β t β t + t ) −1 β t (R t − μ t β tF t ), − β t (β t β t + t ) −1 β t .
(A10)
E. Drawing and the Parameters of ψ(·)
Conditional on F and all parameters except , we have
Since is diagonal, each element may be drawn independently, and under f lat priors we obtain the standard result that
From (A1), we see that the equation for the kth factor may be written as
where G k is the kth row of G. Since η t has a diagonal covariance matrix, each of these K equations may be treated independently. Since the first K elements of G k are given by identification restrictions, it is convenient to define Z 1 as the T × K matrix formed by stacking the first K elements of
for all t. Let Z 2 denote the corresponding matrix of the remaining elements of
. We may then rewrite the equation in matrix notation as
where G 1k is the kth row of G 1 , the identity matrix, and G 2k is the kth row of G 2 , which is unknown. Since η kt is Gaussian and homoskedastic, the draw of G 2 under f lat priors is the standard
whereĜ 2k = (Z 2 Z 2 ) −1 Z 2 (F k − Z 1 G 1k ) and V G 2k = kk (Z 2 Z 2 ) −1 .
