Hippocampal networks of excitatory E and inhibitory I neurons that producefrequency rhythms display behavior in which the I-cells produce spike doublets when there is strong stimulation at separated sites. It has been suggested that the doublets play a k ey role in the ability to synchronize over a distance. Here we analyze the mechanisms b y which timing in the spike doublet can a ect the synchronization process. The analysis describes two independent e ects: one comes from the timing of excitation from separated local circuits to an inhibitory cell, and the other comes from the timing of inhibition from separated local circuits to an excitatory cell. We show that a network with both of these e ects has di erent synchronization properties than a network with either excitatory or inhibitory type of coupling alone, and we give a rationale for the shorter space scales associated with inhibitory interactions.
Introduction
When neurons communicate over some distance, there are conduction delays between the ring of the presynaptic neuron and the receipt of the signal at the post-synaptic cell. It is also known that cells can synchronize over distances of at least several millimeters, over which conduction delays can be signi cant. This raises the question of how cells can synchronize in spite of the delays. Traub et al 1 and Whittington et al 2 suggested that the ne structure of the spiking of some of the cells may play a part in the synchronization process for the frequency rhythm, found in hippocampal and neocortical systems during states of sensory stimulation. For references, see 2 . More speci cally, for some models of cortical structure, they noted that the ability to synchronize in the presence of delays is correlated with the appearance of spike doublets in the inhibitory cells. The doublets appear in slice preparations when there is strong stimulation at separated sites 1,2 .
In this paper, we analyze a mechanism for such synchronization, using a simpli ed version of equations of Traub and colleagues.
The timing of spikes within a doublet is shown to encode information about phases of local circuits in a previous cycle; the model shows how the circuit can use this information in an automatic way to bring non-synchronous local circuits closer to synchrony. There are two independent e ects in the model. The rst is the response of the inhibitory I cells to excitation from more than one local circuit. The I-cells may produce more than one spike, whose relative timing depends on strength of excitation and recovery properties of the cell after the ring of a rst spike; the latter can include e ects of after-hyperpolarization or selfinhibition in a local circuit. The second e ect is the response of the excitatory E cells to the multiple inhibitory spikes they receive from within their local circuit or other circuits. The maximal inhibition received by an E-cell can depend on the times and sizes of the inhibitory post-synaptic potentials it receives, and this a ects the time until the E-cell can spike again. We show that each of the two e ects is enough to allow synchronization. Together, they give the network synchronization properties that are not intuitively clear from the properties of either alone.
Previous papers have analyzed mechanisms for synchronization depending on interactions among inhibitory cells 3-6 or excitatory cells 5-10 . In this paper, the interactions between the local circuits include E ! I and I ! E. We omit the E ! E connections, which are sparse in the CA1 region of the hippocampus 11 , and consider only those I ! I connections that are su ciently local to be considered part of a local circuit. By considering networks with a subset of these connections, we shed light on the role of each of them in the synchronization process. In particular, we show that the di erent kinds of coupling work together to provide synchrony o ver a larger range of delays than either could do alone, and that the interaction provides a signi cant increase in the speed of synchronization.
The I ! E coupling also helps provide robustness to disruption from larger excitatory conductances, but reduces robustness to heterogeneity. The two e ects together give a rationale for the shorter space scales of the inhibitory interactions. See Discussion.
Our analysis considers a pair of local circuits, each h a ving one E-cell and one I-cell; each cell represents populations of neurons. We reduce the biophysical equations for the network to a map that takes the interspike i n terval of the two excitatory cells to a new interspike i n terval after one cycle. The map does not depend on the details of the biophysical equations. In the motivating equations in the Appendix, each cell has basic HodgkinHuxley-like spiking currents. The map is derived from two subsidiary maps that encode the times that an inhibitory cell or an excitatory cell res after receiving inputs at two di erent times as a function of the time di erence between the inputs. From these maps, we are able to read o information about how di erent kinds of coupling a ect stability of the synchronized state, the period of the synchronized solution, the rate of synchronization and the response of the network to heterogeneity of the cells.
The importance of multiple spikes in the synchronization process distinguishes the mechanisms of this paper from other mechanisms of synchronization that deal with the envelope of bursting activity 3,9 or single pulses 5-8 . Indeed, the signi cance of the timing of individual spikes provides a new aspect of temporal coding"; the spikes encode information about the synchronization process, rather than information directly related to sensory inputs.
Biophysical assumptions and reduction to map
In the parameter ranges we use, an isolated E-cell spikes tonically. The I-cell population of a local circuit can be modeled either as excitable does not re without input or tonically ring, and receiving self-inhibition which can come from other cells of this population. In either case, the I-cell is of type 1" 8,12 . For the excitable cell, this means that, as the cell receives increasing amounts of depolarized injected current, it becomes oscillatory through a saddle-node bifurcation. That is, the onset of repetitive ring can occur at arbitrarily low frequencies. For a tonically ring cell, it ceases oscillations with su cient h yperpolarizing current, again through oscillations of arbitrarily low frequency. Type 1 neurons have a n arbitrarily long latency to ring after stimulation.
In each local circuit there is an excitatory synapse from E to I and an inhibitory synapse from I to E See Fig. 1 and Appendix. The parameters of the synapses are chosen so that the local circuit has the following properties: H1. A ring of the E-cell elicits exactly one pulse from the I-cell, providing that the latter has not red very recently, i.e. is not in a refractory state. This can fail if the E ! I conductance is too large, or takes too long to decay; in that case, a single E-cell impulse can elicit multiple I-cell spikes. We note that excitatory psps to I-cells in CA1 decay quickly 13 . The time between the receipt of an excitatory pulse and the response of the I-cell depends among other things on the strength of the E ! I connection, decreasing with increasing strength of that synapse.
H2
. The E-I circuit is an oscillator: With no further input, the circuit displays a periodic rhythm, with one spike for each cell on each cycle. The period of this oscillation is determined mainly by the decay time of the I ! E conductance, which is long relative to the recovery time of the I-cell, and which g o verns the time at which the E-cell res after the receipt of an I-pulse. In this parameter regime, the onsets of the E ! I and I ! E conductances are su ciently fast that inhibition to the E-cell arising from a single spike of that cell prevents the occurrence of the next spike u n til the inhibition wears o . With other choices of time constants, it is possible to get more complicated dynamics, including bursting.
The local circuits are coupled by adding an excitatory current to the I-cell and an inhibitory current to the E-cell, each gated by the voltage of the E-cell or the I-cell of the other circuit. Fig. 1 . See appendix. We will refer to cells of the circuit we are focusing on as the internal" E-cell or I-cell, and the cells of the other circuit as the external" cells. There is a conduction delay in each synapse between local circuits, which is taken to be xed. If there is an absolute refractory period for the I-cell, we assume that it is smaller than ; hence a pulse from the external E-cell spiking at the same time as the internal E-cell can after the conduction delay elicit a response from the internal I-cell. The value of is chosen small enough that the inhibitory pulse from the external I-cell in a given cycle arrives before the internal E-cell has recovered from the internal inhibition.
We take the spikes of each cell to be thin, so their times can be speci ed. The independent variable of our map will be the time between the rings of the two E-cells in a given cycle; the map produces this time on the next cycle. Synchrony corresponds to a xed point a t a time di erence of zero. We assume that the system is close to synchrony; we can then use the maps to see if the dynamics brings the system closer to synchrony or further away. When the system is su ciently close to synchrony, each E-cell res one pulse per cycle with further pulses halted by the inhibition, and each I-cell res two pulses one each in response to excitation from the external and internal E-cells.
We use two preliminary maps to consider separately the e ects of the response of the I-cell and that of the E-cell to their inputs. We start with T I , which encodes the e ects of the excitation to the internal I-cell from the internal and external E-cell. If it also gets self-inhibition, we consider this to be a part of the de nition of the intrinsic dynamics of the I-cell. Let be the time between the receipt by an I-cell of the excitatory pulses from the internal and external E-cells. We let T I be the time after the second excitatory input at which the internal I-cell res next. T I depends on the parameters of the I-cell and the strength of the synapses onto the cell. Fig. 2A shows the dependence of T I o n t h e strength c ei of the inter-circuit E ! I coupling. For weak E ! I coupling between circuits, the height and slope of T I function can be arbitrarily large for small , corresponding to arbitrarily long latency to ring. For su ciently weak coupling from E ! I cells, there is an absolute refractory period 0 before which the I-cell will not respond to the second pulse. Increasing the self-inhibition g ii in a local circuit introduces an absolute refractory period or increases its size. Decreasing the internal E ! I coupling g ei has a qualitatively similar e ect g. 2B.
The map T E encodes the e ects of the timing of the inputs into the internal E-cell. Near synchrony, each I-cell displays a doublet, because of its response to the internal and external E-cells. Thus, each E-cell receives four inhibitory pulses, two each from each of the I-cells. T E is the time after the receipt of the last pulse at which the E-cell res next.
Let E int ; I int denote the E and I cells of the internal circuit, and E ext ; I ext those of the other circuit. Let t 1 and t 2 denote the times that the internal and external E-cells re in some cycle. Let = t 2 , t 1 . Let t ei denote the time after the E-cell res that the I-cell of the same circuit res, assuming no other input. If the I-cell is modeled as an excitable cell,all and is a decreasing function of . Fig 3. It is possible to get an analytic formula that approximates T E , and which displays its dependence on inhibitory decay time, , and the strength of the external and internal inhibitory synapses, as follows. The inhibitory conductance felt by the E-cell is c ie e ,t= + g ie e ,t+ = , where g ie is the conductance from the internal cell, which res rst, and c ie is the conductance from the external one. When this quantity falls below a critical value g , the E-cell can re. We can get a formula for g by noting that, if the inhibition comes only from within a circuit, the time at which the E-cell is released to re is t p , t ei , where t p is the period of the uncoupled circuit. Thus g = g ie exp,t p + t ei . With the inhibition from both circuits, the inhibitory conductance reaches g when t equals
1 T E = lnfe , = + c ie =g ie g + lng ie =g = lnfe , = + c ie =g ie g + t p , t ei :
Note that T 0 E 0, and that T E is essentially independent o f for large . Fig 3 shows that formula 1 gives an excellent t to the map T E measured directly by n umerically i n tegrating the equations in the Appendix.
We can now specify the time t 1 ; t 2 at which the E int and E ext cells re in the next cycle. when the E ! I coupling is weak. Thus, the analysis predicts that stability of the synchronous solution could fail for too small, with the stability boundary occurring for larger values of when the coupling is decreased.
The e ect of coupling strength on the range of delays yielding synchrony w as supported by simulations of the full voltage-gated equations in the appendix. For medium coupling c ei = 0 :1 in g 2A, the slope of T I is gentle for small values of the argument, and synchrony is stable for = 5. Changing c ei to 0.05 leads to higher value of T 0 I at that , and the analysis predicts instability, con rmed by simulation. Keeping c ei xed at 0.05 and increasing to 10, the slope of T I decreases to where synchrony is predicted to be stable, again con rmed by simulations. In these simulations, only the external coupling is changed. Changing the internal E ! I coupling has e ects consistent with the changes in T I shown in g. 2B. We also note that for those graphs T I without an absolute refractory period, the slope of T I can also be small at = 0 . F or those values of the parameter, the analysis and simulations yield stability e v en if there is no delay.
The I ! E coupling encoded in the map T E has a modulating e ect on the synchronization process, allowing synchrony when the E ! I coupling alone encoded in T I w ould not. It is easy to check from 1 that ,1 T 0 E 0 0. Thus, for a value of at which T 0 I = ,1, the value of F 0 0 satis es F 0 = ,1 , T 0 E ,1. Hence, stability can be attained for a larger range of , notably for smaller values of than before. This e ect was checked by simulation; it was found that for parameter value c ei = 0 :1, stability can be attained for = 2 while T 0 I 2 ,1 g 2A.
B. Network without I to E coupling between circuits. F or such a connectivity, each E-cell gets inhibition only from the I-cell of its own circuit, and hence near synchrony receives two pulses of inhibition, not four. The two inputs are from spikes 1 and 3 as above, both from the internal I-cell. A variation on the above analysis can be performed to see the consequences of this change. We let T I be the same map as before. Now is the time between these two inhibitory spikes, and T E the time after 2nd spike that E int res. Note that T E codes how the E-cell responds to two inputs from its own local circuit.
As before, let t 1 and t 2 be the times of ring of the two E-cells in a given cycle and = t 2 , t 1 . T h us = + , t ei + T I + . The E-cell of local circuit 1 then res at 6 t 2 + + T I + + T E + , t ei + T I + :
and similarly for circuit 2. Let G be the di erence in the timing of the two E-cells at the next cycle. spikes from the internal I-cell does not a ect the range of delays for which synchrony i s stable. This contrasts with the full network, in which the timing of the I-spikes provide an additional synchronizing mechanism, discussed in the previous section. We note that if the I ! E synapse saturates after one spike, the map T E is a constant. In the full network, the spikes whose times being compared come from di erent cells, and are therefore not subject to synaptic saturation e ects.
The slope of T 0 I can be very negative g 2A, and F 0 0 is not modi ed much from that value by the e ects of the E-cell response. When a map has a large slope at a xed point, standard analyses show that behavior near that point is apt to be complicated, e.g. there are solutions with high period or aperiodic solutions 14 . In simulations with no I ! E coupling such complicated solutions were found in the parameter ranges in which T 0 I i s more negative than ,1.
C. Network without E ! I coupling between circuits. In this network, each E-cell gets inhibition from the I-cells of both circuits, but the I-cell gets excitation from its own E-cell. Thus, there are no doublets. We again let t 1 and t 2 denote the ring times of the E cells, the time between the receipt of the two spikes at the E-cell, and T E the time after the receipt of the second spike that the E-cell res. We let t 1 and t 2 be the times at which the E-cells re in the next cycle. The antiphase solution is a xed point 6 = 0 of 13. Since ,1 T 0 E 0, it follows that 0 A 0 1, so the antiphase solution is always stable. There can be a signi cantly large domain of attraction for the antiphase solution. Simulations show that there are initial conditions for which, with no E ! I coupling, at = 5 the solution goes to antiphase; when the E ! I coupling is added c ei = 0 :1 the same initial conditions lead to stable synchrony. 4 . Network Properties A. Period of the synchronous solution. For the network that has both E ! I and I ! E coupling, the period P of the synchronous solution can be deduced from 2 by setting = 0 and subtracting t 1 to get 14 P = 2 + T I + T E :
For the network with only E ! I coupling, the period is deduced from 6 and is
15
P EI = + T I + T E , t ei + T I :
The last term is almost constant, especially if the I ! E synapse within a local circuit is close to saturation. For the network with only I ! E coupling between circuits, the period comes from 10:
Note that 14 is larger than either 15 or 16, and depends more on . The larger period for the fully coupled network is con rmed by simulations. One implication of this is that a xed time lag between circuits corresponds to a smaller phase lag fraction of period for the fully coupled system than for either of the partially coupled ones. For larger E ! I coupling, the period decreases. The periods 14-16 are also larger than the period t p of the uncoupled circuit with no doublets, partly because of the conduction delay , but also because the times T E and T I can be large for small . That the period of a coupled circuit is larger than the period of an uncoupled local circuit matches the experimental and numerical results in 2,15,16 . The period of any of the coupled networks di ers substantially from that of a network of only inhibitory neurons, whose period is determined mainly by the decay rate of the inhibition [16] [17] [18] [19] . The e ect of the latter on T E is seen in formula 1. C. Response to Heterogeneity. The local circuits in a network need not be identical, and the coupling need not be exactly symmetrical. If so, exact synchrony is not a solution. Instead, one may ask how large is the deviation from synchrony for a given amount of heterogeneity, and how m uch heterogeneity the network can tolerate without loss of locking. The analysis of Section 3 enables us to address the rst question; the second we comment on using simulations.
The analysis of the e ects of heterogeneity is independent of the kind of heterogeneity. Any asymmetry as above shows up in the equations as a di erence between the maps F associated to the two circuits. Thus, 3 is replaced by If is now = F 1 0 , F 2 0 , then the linearization gives a xed point a t = =2 F 0 0 + 1 . In this analysis, = can be changed by scaling the variables. However, the ratio jF 0 0= F 0 0 + 1 j of the e ect of heterogeneity in the network with only I ! E coupling to that in the full network is independent o f c hoices of variables. The smaller this number, the more the advantage of the reduced network in producing smaller time lags for the same heterogeneity. F or large enough so that T 0 I is ignorable e.g. 6 ms. it follows from 5 and 9 that this ratio is j T 0 E j. F or c ie = g ie ; jT 0 E j e , = e , = + 1 , which i s 1=2 for small and smaller as increases, this shows that the time lags for the full network are more than twice as long as for the network with no I ! E coupling. The analysis is con rmed by simulations with heterogeneities up to 15 in the intrinsic frequency of the oscillators. For heterogeneities of 20 or more, synchrony can be lost, and one gets more complicated dynamics and or suppression 20 . We note that networks with I ! I coupling alone have been reported to be much less robust to heterogeneity 18,20 .
Variations
A. Two local circuits, more I-spikes per cycle. In the previous analysis, the reduction to the map assumed that, in each cycle, each I-cell and each E-cell produces exactly one spike in the absence of coupling between circuits. This assumption fails if the E ! I coupling conductance is su ciently increased. Simulations were done with a conductance large enough to produce a double spike in an I-cell from one epsp. In the network with both E ! I and I ! E intercircuit coupling, the trajectories of the I cells contained doublets, triplets or even higher numbers of spikes, but the E-cells of the two network continue to synchronize well, even in the presence of moderate heterogeneity. In the network with no I ! E intercircuit coupling, the extra I-spikes disrupted synchronization. We noted that persistence of the synchronization in the fully coupled case occurred when the last two ipsp's to arrive a t a n E-cell were from di erent I-cells, and in the order required by the analysis in section 3. See 21 for related work.
B. More than 2 local circuits. The previous analysis dealt with just two circuits, but the e ects are seen in larger arrays of local circuits as well. Simulations with arrays of ve local circuits produce synchrony when the connections at the edges are modi ed as in 1 to re ect the extra density of connections at the edges of the CA1 slice Traub, Pers. comm..
Discussion
It has been suggested that -range rhythms have behavioral signi cance for complex motor acts 22 and sensory processing 23 . The current w ork shows that the timing of spikes within a doublet or burst can be of major importance in the synchronization process. It helps to determine the time it takes the E-cell to overcome the inhibition. In turn, the time between the spiking of the E-cells in a given cycle determines the timing of the spikes in the next doublet.
It should be noted that it is not the doublet per se that encourages the synchronization. Rather, what is important is that the two spikes of the doublet occur in response to excitation from di erent local circuits. If a doublet is produced by a strong E ! I synapse within a local circuit, it will not contribute to synchrony unless there is also a response from the excitation of the external E-cell. The simulations of 1,2 did not distinguish between these e ects, but such a distinction can be made using the analytical models.
As shown above, the analytical models capture very precisely the behavior of the full biophysically based equations. There are many parameters even in the two-circuit network, and it is di cult to see from simulations alone how and why c hanges in some of these a ect the synchronization process. The analysis provides a framework for dissecting out these e ects; it shows that the behavior of the network can be understood once one has the functions T E and T I . T h us, the network e ects of changing parameters can be understood by seeing how those parameters change the maps T E and T I . Using the maps, one sees many ways in which the synchronization process may be modulated to produce stable synchrony or nonsynchronous behavior.
The analysis showed that the di erent kinds of connections I ! E and E ! I b e t ween circuits have di erent synchronization properties. The two-circuit network that contains both synchronizes over a larger range of conduction delays than the network with just E ! I, while the network with just I ! E can also form stable anti-phase solutions. Thus, for synchrony in a homogeneous network, the network with both sets of connections is most robust. We h a ve also shown that the addition of I ! E connections enhances the rate of synchronization over the network with only E ! I connections, and makes the network more stable to potentially desynchronizing large E ! I conductances.
In a network whose local circuits are not identical, or whose coupling is not symmetric, full connectivity is not optimal, in some parameter ranges, for providing stable solutions with small time lags. If is relatively large, the network with both E ! I and I ! E connections can produce large lags; by contrast, the network with only E ! I connection was shown to produce a signi cantly more synchronous solution for a given amount of heterogeneity.
The above results may help to understand some of the spatial scales in cortical networks. In CA1, the excitatory pyramidal cells have axons that extend approximately 3mm 24 . Interneurons of the hippocampus, including chandelier, basket and bistrati ed cells, have spatial scales about 1 mm or smaller 25 . Within this smaller distance, the I ! E connection can help to synchronize the local circuits that have small conduction delays between them and bu er the synchronization process against a larger set of excitatory inputs. At larger distances, with longer conduction delays, the I ! E connection can become a liability when there is heterogeneity in the network.
The two-circuit problem, or even its generalization to a chain of N circuits, is still a major idealization of a network that is more of a continuum, without discrete local circuits. Simulations of networks in which the connections extend over many cells in a continuum -like manner have been done Traub, pers. comm. , and both doublets and synchronization have been found. In addition, a more faithful network architecture would also include I ! I coupling among circuits, which is critical for synchrony in the absence of phasic excitatory input to the interneurons [3] [4] [5] [6] [7] 16, 18, 20, 21 . With many di erent subclasses of interneurons 29 , it is likely that e ects of such neurons can be felt at di erent space scales, providing additional mechanisms for modulating network behavior. Furthermore, the synchronization process may be in uenced by thalamocortical interactions 26 . The current study provides some of the building blocks for a more inclusive analysis.
