Purpose: Relaxation-Relaxation Correlation Spectroscopic Imaging (RR-CSI) is proposed to substantially improve the quality of multicomponent relaxation imaging.
INTRODUCTION
MRI is a powerful and versatile imaging modality, but ever since it was first introduced, its capabilities have always been practically limited by undesirable trade-offs between spatial resolution, signal-to-noise ratio (SNR), and data acquisition time. Due to these limitations, modern human MRI experiments are typically performed with millimeter-scale voxels, even though many scientifically-or clinically-interesting biological tissue features would only become directly visible at finer (e.g., microscopic or cellular) resolution scales.
Fortunately, the MRI community is ingenious and resourceful in the face of adversity, and spatial resolution barriers have not completely prevented the MRI-based study of tissue microstructure. Specifically, the past several decades have witnessed the development of many "indirect" MRI methods that allow us to probe microstructural tissue features without requiring microscopic-scale voxels. Generally speaking, these methods rely on the fact that certain MR contrast mechanisms, e.g., those based on diffusion characteristics (1-3) or relaxation characteristics (4) (5) (6) (7) (8) , are sensitive to features of the local tissue microenvironment.
Among various MR microstructure imaging approaches, this paper focuses on a popular class of methods that perform multicomponent modeling of the MR relaxation signal (4, 6, (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) . Such methods generally acquire several measurements from the same imaging voxel with different contrast settings, and then model the observed relaxation-based signal variations as a partial volume mixture of the distinct compartmental relaxation signatures (i.e., exponential decays) that would be observed from each of the sub-voxel microscopic tissue environments that comprise the voxel.
Most modern multicomponent relaxation imaging methods are based on one-dimensional (1D) relaxation contrast encoding (11) (12) (13) 19) , in which a single sequence parameter such as the inversion time (TI) or echo time (TE) is varied to interrogate either T 1 , T 2 , or T * 2 relaxation characteristics. Many of these methods associate each voxel with a 1D relaxation "spectrum," i.e., a continuous distribution of the different relaxation decay parameters that coexist within the voxel, where the different spectral peaks represent distinct relaxation decay characteristics and are often ascribed to distinct microstructural tissue compartments.
Forming a "spectroscopic image" (comprising a distinct relaxation spectrum for every spatial location) and plotting spatial maps of the integrated spectral peaks (11-13) can therefore provide important insights into the spatial distributions of different microstructural tissue compartments.
These one-dimensional (1D) spectroscopic imaging approaches can be very effective for some microstructure imaging applications. For example, myelin water imaging (11, 13 ) is a well-known approach that uses spectroscopic imaging based on T 2 relaxation to generate spatial maps describing the fractional myelin water content of each voxel. However, these 1D approaches also suffer from the ill-posedness of multi-exponential signal estimation (20) , which has been recognized for centuries as a fundamentally difficult inverse problem (21) .
Practically, this ill-posedness means that it is extremely difficult to separate tissue compartments that have similar relaxation characteristics. For example, while the previously mentioned myelin water imaging approach (11, 13 ) is able to successfully isolate the signal associated with myelin water, it is unable to reliably distinguish between non-myelin white matter compartments and gray matter compartments because the T 2 values of these compartments are not distinct enough.
To address this fundamental problem, this paper proposes to use a higher-dimensional spectroscopic imaging approach, thereby leveraging some of the "blessings of dimensionality" (22) (e.g., that high-dimensional data can carry significantly more information content than low-dimensional data, and that high-dimensional data often possesses useful and exploitable structure that is not as common to observe in lower-dimensional settings). Specifically, we describe and investigate an approach that we call Relaxation-Relaxation Correlation Spectroscopic Imaging (RR-CSI), which leverages high dimensionality in several distinct and complementary ways. From a data acquisition perspective, RR-CSI acquires higherdimensional data than conventional 1D approaches, including spatial dimensions as well as at least two relaxation encoding dimensions. From a signal modeling perspective, RR-CSI attempts to generate a higher-dimensional spectroscopic image, in which a distinct multidimensional relaxation correlation spectrum is associated with each voxel. And from an estimation perspective, RR-CSI uses a high-dimensional spatial-spectral estimation approach that leverages the spatial correlations that are expected to exist between neighboring spatial locations in the image, instead of estimating the relaxation spectrum independently for each 4 voxel. All of these components can be shown to reduce the ill-posedness of the inverse problem.
RR-CSI is built off of a significant amount of previous work. RR-CSI is partially motivated by our previous development of diffusion-relaxation correlation spectroscopic imaging (DR-CSI) (23), which is similar to RR-CSI except that it uses different contrast encoding mechanisms and different spectral dimensions. In particular, our previous implementation of DR-CSI (23) involved the combination of one relaxation dimension with one diffusion dimension, instead of using multiple relaxation dimensions as in RR-CSI. A key component of DR-CSI was the introduction of high-dimensional spatial-spectral estimation, which substantially reduced data sampling and quality requirements relative to the conventional voxel-by-voxel spectrum estimation methods that were widely used by previous diffusionrelaxation correlation spectroscopy (DR-COSY) methods (24) (25) (26) . This innovation enabled DR-CSI to achieve the first ever spatial maps of microstructural tissue compartments derived from multidimensional correlation spectroscopy of exponential decay parameters. We make use of this same spatial-spectral estimation approach in RR-CSI.
RR-CSI is also partially inspired by previous relaxation-based correlation spectroscopy approaches (15, 16, (26) (27) (28) (29) (30) (31) (32) , which we name relaxation-relaxation correlation spectroscopy (RR-COSY) following the terminology of Ref. (26) . Just like RR-CSI, the RR-COSY approach uses data acquired with two-dimensional (2D) relaxation contrast encoding to estimate a 2D relaxation correlation spectrum that describes the joint distribution of T 1 and T 2 relaxation parameters within a sample (15, 16, (26) (27) (28) (29) (30) (31) (32) . These previous contributions have already demonstrated that it is easier to separate microstructural compartments from 2D relaxation data than it is to separate them from 1D relaxation data.
Despite this important improvement in spectral resolving power, previous RR-COSY methods also suffer from some of the "curses of dimensionality" (22) . For example, it is often substantially more time consuming to acquire 2D data than it is to acquire 1D data, since conventional sampling theory suggests that the number of measured data samples (and therefore data acquisition time) should grow exponentially with the dimension of the spectrum to be reconstructed. In addition, while RR-COSY is better-posed than 1D relaxometry, it is still an ill-posed problem, and data quality requirements are generally very high. In 5 part because of these data sampling and quality requirements, the vast majority of previous RR-COSY methods have never been used to generate high-quality spatial maps of the different microstructural tissue compartments that are visible within the 2D T 1 -T 2 correlation spectrum. One exception to this rule is the REDCO approach (33), which combined RR-COSY and DR-COSY ideas to generate an even higher-dimensional correlation spectrum, and leveraged a special constrained spectrum estimation approach (32) to reduce the required amount of data sampling. Nevertheless, despite the speed improvements gained from constrained spectrum estimation, the experimental protocol reported in Ref.
(33) still required more than an hour to acquire the data needed to generate spatial maps for a single image slice, which would be a limiting factor for potential human applications. To the best of our knowledge, no previously reported RR-COSY methods have ever been fast enough to enable the practical in vivo spatial mapping of microstructural compartments in human subjects.
Our new RR-CSI method combines the multidimensional relaxation spectroscopy aspects of RR-COSY with the multidimensional spatial-spectral modeling and estimation approaches from DR-CSI. This combination enables RR-CSI to generate high-quality high-dimensional correlation spectroscopic images from a relatively small number of data samples. Importantly, the relative speed and robustness of our approach allows us to present the first ever spatial maps of in vivo microstructural tissue compartments derived from multidimensional relaxation spectroscopy of human subjects. Preliminary accounts of RR-CSI were previously presented in (34) (35) (36) .
THEORY
For the sake of simplicity and without loss of generality, our description of RR-CSI will focus on the case that we have implemented for this paper, in which we estimate 2D T 1 -T 2 correlation spectra at every voxel, and assume that data is measured using an inversion-recovery spin-echo pulse sequence. Higher-dimensional implementations, implementations that use different contrast mechanisms, and implementations that use different pulse sequences are also possible as detailed (using substantially more complicated and less intuitive notation) 6 in our preliminary work (34) .
Multidimensional Relaxation Spectroscopy and a Blessing of Dimensionality
In conventional relaxation spectroscopy methods, the measured signal from a macroscopic voxel is often modeled as a continuous distribution of different exponential decay parameters with no exchange between compartments. For example, in 1D T 2 -relaxometry based on a spin-echo acquisition (9, 10) , the ideal noiseless signal model can be represented as
where m(T E) is the ideal observed signal as a function of echo time (TE), and f (T 2 ) is the continuous 1D spectrum of T 2 relaxation parameters that needs to be estimated from the data. Similarly, in T 1 -relaxometry based on an inversion recovery sequence (9, 12) , the ideal noiseless signal model can be represented as
where m(T I) is the ideal observed signal as a function of inversion time (TI), and f (T 1 ) is the continuous 1D spectrum of T 1 relaxation parameters that needs to be estimated from the data. In both cases, the 1D spectrum represents the fact that a macroscopic imaging voxel may be comprised of a large (potentially infinite!) number of microenvironments with distinct relaxation characteristics. And in both cases, data is acquired by varying a 1D
contrast-encoding parameter, e.g., either TE or TI.
RR-COSY methods are based on the synergistic higher-dimensional combination of these lower dimensional models. For 2D T 1 -T 2 RR-COSY using an inversion-recovery spin-echo pulse sequence (29) , the signal model becomes
where it now becomes necessary to acquire 2D contrast-encoded data m(T E, T I) in order to estimate the 2D T 1 -T 2 correlation spectrum f (T 1 , T 2 ). An important advantage of the 2D spectrum relative to the 1D spectrum is its capability to separate multiple compartments, even if some of the compartments have similar relaxation decay rates.
For illustration, consider the toy scenario depicted in Fig. 1 in which a voxel consists of three distinct compartments, where compartment 1 has T 2 = 70 ms and T 1 = 750 ms, compartment 2 has T 2 = 100 ms and T 1 = 700 ms, and compartment 3 has T 2 = 110 ms and T 1 = 1000 ms. These three spectral peaks are well-separated in the 2D T 1 -T 2 space, and therefore may be relatively straightforward to resolve. On the other hand, they are not well-separated when only considering the 1D T 2 dimension (i.e., compartments 2 and 3 may be hard to resolve because they have similar T 2 values) or only considering the 1D T 1 dimension (i.e., compartments 1 and 2 may be hard to resolve because they have similar T 1 values).
While the argument presented above is intuitive, previous literature has also empirically confirmed the advantages of RR-COSY over 1D relaxometry (15, 16, (26) (27) (28) (29) (30) (31) (32) . Below, we present what we believe to be the first theoretical characterization of 2D RR-COSY relative to conventional 1D relaxation spectroscopy. Our theoretical characterization is based on the Cramér-Rao Lower bound (CRLB), which is a theoretical lower bound on the variance of an unbiased estimator for an unknown parameter of interest (37) , and is frequently used to compare and optimize different experiment protocols in MR relaxometry (38) (39) (40) (41) . Since the CRLB depends on the specific values of the model parameters, our theoretical analysis is designed for the case of estimating the same toy three-compartment model described above, where the ideal noiseless data is given by
where the spin density parameters f s were all set equal to 1, and the T s 1 and T s 2 parameters were set to the T 1 and T 2 parameters given above for the three compartment model.
Assuming white Gaussian noise, the CRLB is obtained by first computing the Fisher information matrix with respect to the unknown parameters that need to be estimated, and then computing the matrix inverse of the Fisher information matrix (37) (38) (39) (40) (41) .
When computing the CRLB for RR-COSY, we assumed that there were 9 unknown parameters to be estimated (i.e., the f s , T s 1 , and T s 2 parameters for each compartment), while we assumed that there were 6 unknown parameters to be estimated for each 1D relaxometry experiment (e.g., only the f s and T s 1 need to be estimated for each compartment in the T 1 -relaxometry case). The RR-COSY acquisition was assumed to use an inversion-recovery preparation for T 1 contrast encoding and a Carr-Purcell-Meiboom-Gill (CPMG) multi-spin echo sequence for T 2 contrast encoding, with data sampled at every combination of 7 inversion times (T I = 0, 100, 200, 400, 700, 1000 and 2000) and 15 echo times (T Es ranging from 7.5 ms to 217.5 ms in 15 ms increments) for a total of 7 × 15 = 105 contrast encodings. We compared against a conventional inversion recovery spin-echo sequence for T 1 relaxometry, using the same 7 inversion times used for RR-COSY. In this case, the expected scan time would be the same as for RR-COSY when the both sequences use the same TR. We also compared against conventional T 2 relaxometry using a standard CPMG-based multi-spin echo sequence with 32 echo times (T Es ranging from 10 ms to 320 ms). We assumed that this data was averaged 7 times, so that the experiment duration will match the duration of RR-COSY and T 1 relaxometry. For all three experiments, the noise standard deviation was assumed to be the same.
Comparing RR-COSY against 1D T 2 relaxometry, the CRLB calculation indicates that the lower bound on the standard deviation (i.e., the square root of the CRLB) achieved for T 2 with RR-COSY was 1.36×10 2 times smaller for the first compartment, 4.33 × 10 3 times smaller for the second compartment, and 9.50×10 3 times smaller for the third compartment.
Comparing RR-COSY against 1D T 1 relaxometry, the CRLB calculation indicates that the lower bound on the standard deviation achieved for T 1 with RR-COSY was 1.07×10 5 times smaller for the first compartment, 2.67 × 10 4 times smaller for the second compartment, and 2.58 × 10 3 times smaller for the third compartment. As can been seen, the CRLB values for RR-COSY are orders-of-magnitude lower than either of the conventional 1D methods.
These values lend strong estimation-theoretic support to the idea that 2D contrast encoding dramatically reduces the difficulty of estimating this kind of compartmental model relative to 1D encoding.
Spatial-Spectral Modeling and Another Blessing of Dimensionality
The previous subsection described and demonstrated the theoretical benefits of 2D relaxation encoding as in RR-COSY, but did not address the additional benefits that can obtained by spatial-spectral modeling as in RR-CSI. Without loss of generality, we describe RR-CSI for the case where we perform 2D spatial encoding with spatial coordinates (x, y). The spatial-spectral signal model for this case then becomes
where m(x, y, T E, T I) represents the four-dimensional (4D) measured data, and f (x, y,
is the 4D spectroscopic image to be reconstructed.
The ability to potentially estimate a 4D spectroscopic image has multiple benefits. First, because the spectroscopic information is spatially resolved, it becomes possible to generate spatial maps describing the spatial distributions of the different peaks that are present in the spectrum. And second, if the spectral peak locations (but not necessarily the spin density associated with each spectral peak) are assumed to be similar for neighboring voxels, then using the data from multiple voxels to estimate the location of the shared spectral peak can have a similar effect to data averaging (42) . In particular, analysis of a related problem has shown that joint spatial-spectral modeling (i.e., with the spectra for all voxels estimated simultaneously) has the potential to reduce the CRLB by an order of magnitude or more relative to uncoupled voxel-by-voxel estimation (42) . This theoretical justification for spatialspectral modeling has also been justified empirically in PET parameter estimation (42), 1D relaxometry (43, 44), and 2D DR-CSI (23).
This further reduction in the ill-posedness of the problem is important, because while RR-COSY is less ill-posed than 1D relaxometry, it is still an ill-posed problem. Generally speaking, RR-COSY methods require high-SNR and a large number of contrast encoded data samples in order to reconstruct a high-quality spectrum. In contrast, the use of spatial constraints allows these SNR and data sampling requirements to be relaxed, which enables high quality results from much shorter experiments (with fewer averages and fewer contrast encodings).
METHODS

High-Dimensional Spectroscopic Image Estimation
Based on the theory presented above, there are clear advantages to estimating a 4D spectroscopic image from 4D data using an estimation procedure that incorporates spatial constraints. We describe such an approach in this section. While the RR-CSI model in Eq. [5] is continuous, we will use a dictionary-based discrete model for practical numerical implementation. Note that dictionary-based approaches are standard in conventional 1D and 2D relaxation spectroscopy (9, 13, 29) , and that our numerical implementation is also very similar to that we used with DR-CSI (23).
To enable the dictionary-based estimation, the integrals in Eq. [5] are replaced by standard Riemann sum approximations of the form:
for i = 1, . . . , N and p = 1, . . . , P . In this expression, N is the number of voxels in the image;
(T I p , T E p ) represents the contrast encoding parameters used in the pth acquisition, and it is assumed that we acquire P different contrast encodings; we have modeled the relaxation distribution using a dictionary with Q elements, where the qth element corresponds to the relaxation parameters (T q 1 , T q 2 ); and w q is the density normalization term (i.e., the numerical quadrature weights) required for accurate approximation of the continuous integral using a finite discrete sum. This discrete model can be equivalently represented in matrix form as
for i = 1, . . . , N , where the vector m i ∈ R P contains all the measured contrast-encoded data corresponding to the ith voxel and has pth entry [
and f i ∈ R Q is the 2D spectrum corresponding to the ith voxel of the 4D spectroscopic image and has qth entry [
Note that, to avoid the complexities that would be associated with phase modeling, we have assumed that we are working with real-valued magnitude images instead of complexvalued images, and that the different spectral peaks that coexist within the same voxel all share the same phase characteristics. These assumptions are standard in previous RR-COSY methods (15, 16, (26) (27) (28) (29) (30) (31) (32) . One complication of using magnitude images is that the sampled values of the inversion recovery curve can be either positive or negative, but magnitude images will always be positive. However, the physics of T 1 relaxation tell us that the signed inversion recovery curve will always be monotonically increasing as a function of TI, while the magnitude images will appear to be decreasing when the true signal is negative and then start increasing after the zero-crossing point where the true signal is positive. In our implementation, we estimate this zero-crossing point and use this to apply polaritycorrection to m i . In particular, we determine the zero-crossing point by polarity-correcting the signal curve using all possible negative-to-positive transition candidates, and then using the candidate that allows the polarity-corrected curve to have the smallest residual when the TI dimension is modeled as a monoexponential recovery curve.
In principle, it may be possible to solve for each spectrum f i in Eq. [7] by inverting the matrix K. However, the columns of K consist of highly-correlated exponential decays, and this matrix is very poorly conditioned. To partially mitigate the ill-posedness, the standard relaxation spectroscopy approach (used in both 1D relaxometry and in 2D RR-COSY) has been to impose a nonnegativity constraint on all elements of the relaxation spectrum together with additional Tikhonov regularization (10, 29) by solvinĝ
[8]
where R is an regularization matrix. For RR-CSI, we use the same nonnegativity constraint from classical relaxation spectroscopy methods while also using a spatial smoothness constraint similar to DR-CSI (23):
[9] subject to [f i ] q ≥ 0 for ∀q = 1, . . . , Q and ∀i = 1, . . . , N . The first term in this expression is a standard data consistency term for each voxel, similar to the first term of Eq. [8] . The second term is a spatial regularization term that encourages the 2D correlation spectrum from one voxel to be similar to the 2D correlation spectra from neighboring voxels, where ∆i is the index set for the voxels that are directly adjacent to the ith voxel. The parameter λ is a userselected regularization parameter that controls the strength of the spatial regularization. In the data consistency term, the variables t i correspond to a spatial mask for the object, and are equal to 0 if the ith voxel is outside the object and are otherwise equal to one. This spatial mask is used to avoid fitting spectra to noise-only voxels of the image, and prevents spectra within the object from being contaminated by noise when spatial smoothness constraints are imposed. If we let F ∈ R Q×N and M ∈ R P ×N represent the matrices whose ith columns respectively correspond to f i and m i , this optimization problem can also be more compactly be represented asF = arg min
subject to [F] pq ≥ 0 for ∀p = 1, . . . , P and ∀q = 1, . . . , Q. In this expression, · F denotes the standard Frobenius norm, T ∈ R N ×N is a diagonal matrix whose ith diagonal entry contains the value of t i , and C is the matrix operator that computes spatial finite differences.
It is worth noting that our spatially-constrained estimation technique can easily be adapted to other contrast mechanisms. For example, the DR-CSI reconstruction problem has the same form as Eq. [9] , with the only difference being the form of the K matrix (23).
Optimization Algorithm
The optimization problem in Eq. [9] is convex, and there are many convex optimization methods that will find the global solution from arbitrary initializations. In this work (and similar to our previous DR-CSI work (23)), we use an alternating directions method of multipliers (ADMM) algorithm to solve the nonnegativity-constrained optimization problem (45) . We describe the steps of this algorithm below, but refer readers to Refs. (23, 45) for further detail.
• Set iteration number j = 0, and initializeF
to arbitrary values. The variables X, Y, and Z are used for variable splitting, while the variables G, H, and R correspond to Lagrange multipliers. Also choose an augmented Lagrangian parameter value µ > 0, which influences the convergence speed of ADMM but not the solution.
• At iteration (j + 1):
1. For each i = 1, . . . , N , update the estimate off i (i.e., the columns ofF) according
are respectively the ith columns ofX (j) ,
, and R (j) .
SetX
. [12] Note that the matrix K H K + µI is small and its inverse can easily be precomputed and stored for use in every iteration.
SetŶ
, but replacing any negative values with zero.
SetẐ
Note that if we assume periodic boundary conditions for the spatial smoothness regularization, then the matrices I and C H C can both be diagonalized by the discrete Fourier transform, and we can use standard Fourier methods to quickly and analytically compute the desired matrix inversion result (45).
Set
and
[14] 14 6. Set j = j + 1.
• Iterate steps 1-6 until convergence.
Evaluations
To evaluate RR-CSI, we have performed numerical simulations and real in vivo human brain experiments.
Numerical Simulations
For numerical simulation, a gold standard spectroscopic image was constructed using a threecompartment model according to
where a c (x, y) is the spatial distribution and f c (T 1 , T 2 ) is the spectrum for the cth compartment, as shown in Fig. 2(a) . The spectra were generated using a 2D Gaussian spectral lineshape with the same three spectral peak locations as in our previous theoretical CRLB example. Noiseless data was generated using the same set of 105 (TE,TI) combinations described previously. Subsequently, two datasets were generated with different levels of Gaussian noise, and magnitudes were taken leading to Rician-distributed data. Figures 2(b) and (c) respectively show representative images from the first (higher-SNR, with image SNRs ranging from 3.83 to 200) and second (lower-SNR, with image SNRs ranging from 1.05 to 80) datasets. The SNRs described above were computed separately for each contrast-encoded image as the ratio between the average signal intensity and the noise standard deviation.
For RR-CSI reconstruction, the a dictionary matrix K was formed with every combination of 100 T 1 values (ranging from 100 ms to 3000 ms spaced logarithmically) and 100 T 2 values (ranging from 2 ms to 300 ms spaced logarithmically) for a total of Q = 10,000 dictionary elements. Optimization was performed using λ = 0.01, µ = 1 and zero initialization. The optimization was performed using in-house MATLAB software.
To demonstrate the importance of spatial constraints, we also estimated 2D spectra voxel-by-voxel using Eq. [8] . In addition, for comparison against 1D relaxometry, we simulated same the 1D T 1 relaxometry and 1D T 2 relaxometry acquisitions described in our previous theoretical CRLB example, with the noise level set consistent with the two RR-CSI datasets.
As in the CRLB example, the T 2 relaxometry datasets were averaged seven times.
In vivo Human Brain Experiments
We acquired in vivo human brain RR-CSI data using an inversion recovery CPMG sequence on a 3T MRI scanner (Achieva; Philips Healthcare, Best, The Netherlands) with the following imaging parameters: 2 mm × 2 mm in-plane resolution, T R = 5000 ms, a 32-channel receiver array coil, and SENSE parallel imaging with an acceleration factor of 2. Axial slices with 4 mm thickness and coronal slices with 2 mm thickness were acquired from four healthy subjects (3 females and 1 male, and age: 30 ∼ 55 years). We acquired one axial and one coronal slice from subject 1, two axial slices and two coronal slices from subject 2, and two axial slices from both subjects 3 and 4. Contrast encoding used the same 105 (TE,TI) combinations described previously. Each single-slice dataset was acquired within 20 minutes.
Spectroscopic image reconstruction was performed using the same RR-CSI parameters as in the previous simulations.
It should be noted that T I = 0 was not practical to implement, but it would theoretically produce the same sequence of magnitude images as a standard CPMG sequence without an inversion pulse. As a result, we acquired data corresponding to T I = 0 without using an inversion pulse and manually inverted the signal polarity. This procedure assumes perfect inversion of the longitudinal magnetization. However, the rest of RR-CSI data was acquired with a real inversion pulse, for which inversion efficiency may not be perfect due to various factors. In addition, the scanner also used a different (and unknown) scaling factor when saving images with an inversion pulse than it did when saving images without. As a result, the data corresponding to T I = 0 had different scaling compared to the rest of the data.
To correct for this unknown scale factor, we fit a single-compartment (monoexponential)
inversion recovery curve to the data acquired with T I > 0, and used this model to synthesize what the signal should have looked like at T I = 0. We compared this synthesized data against the measured data at T I = 0 to generate a scale factor for each voxel. A single global scale correction was then obtained by averaging these voxelwise scale factors, and applied to the measured data at T I = 0.
To compare RR-CSI against a conventional 1D relaxometry method, we also used CPMG to acquire a dataset from one subject with 32 T Es ranging from 10 ms to 320 ms in 10 ms increments, and otherwise using the same imaging parameters described previously. This set of sequence parameters is typical for T 2 -based myelin water imaging (11, 13), and we chose to compare against this case because multicomponent T 2 relaxometry is more common in the literature than multicomponent T 1 relaxometry. Estimation of the 1D spectroscopic image was performed using the same basic RR-CSI optimization formulation from Eq. [10] (including spatial regularization), but modified so that we only had a 1D T 2 spectrum at each voxel (i.e., the spectroscopic image and the dictionary matrix were not functions of T 1 ). Figure 2 and Supporting Fig. S1 show the results from the numerical simulations. As can been seen in Figs. 2(d) and (f), two strong peaks and one weak peak are well-resolved in the spatially-averaged RR-CSI spectrum, and spatial maps obtained by integrating these three peaks in the spectral domain were well matched to the ground truth spatial maps. These observations were true at both noise levels.
RESULTS
Numerical Simulations
In contrast, as can been seen in Figs. 2(e) and (g), we observe that voxel-by-voxel 2D spectrum estimation is less successful at recovering the original three peaks. In the high SNR case, an additional spectral peak observed between the peaks for components 1 and 2.
In the low SNR case, the three different peaks are not very clearly separated. Spatial maps were derived from the voxel-by-voxel result using the same spectral integration regions that were used for RR-CSI. As can be seen, the spatial maps for each component also exhibit contamination from one or more of the other components, which is consistent with a failure to achieve sufficient spectral resolution.
Another important observation is that RR-CSI successfully resolved compartment 3 while voxel-by-voxel estimation was substantially less succesful. This occured despite the fact that compartment 3 is not very spatially smooth, and spatial smoothness constraints are the only difference between RR-CSI and the voxel-by-voxel method. These results demonstrate the importance of using spatial constraints in RR-CSI to reduce the ill-posedness of the spectroscopic image estimation problem, and that the true spectroscopic image does not need to be very spatially smooth for these constraints to be useful.
Results from the 1D relaxometry simulations are shown in Supporting Fig. S1 . As expected based on our previous analyses, both of the 1D relaxometry approaches failed to resolve three distinct spectral peaks, and were substantially less successful than the 2D approaches at recovering the spatial maps of the original three components.
In vivo Human Brain Experiments
For illustration, a representative single-slice 4D RR-CSI dataset comprising 105 different contrast encodings is shown in Fig. 3 , with corresponding 2D RR-CSI spectra shown in Figure 4 and a visualization of the 4D RR-CSI spectroscopic image shown in Fig. 5 .
As can be seen in Fig. 4 , six spectral peaks were identified from the estimated 4D spectroscopic image. We believe that the capability to resolve six peaks is very encouraging, since conventional 1D relaxometry methods generally only resolve two or three different compartments. The ability of RR-CSI to resolve substantially more spectral peaks is consistent with our expectations about the superiority of high-dimensional encoding and estimation relative to lower-dimensional approaches.
As can be seen in Fig. 5 , we also frequently observe multiple peaks coexisting within a single voxel, and the peaks each have their own distinct spatial distributions. If we ascribe the different spectral peaks to different microstructural tissue compartments, then we can interpret this 4D spectroscopic image as demonstrating the ability to resolve partial voluming and to spatially map the spatial variations of each compartment.
2D spectra obtained by spatially averaging the 4D RR-CSI spectroscopic image are shown for different slices and subjects in Figs. 6 (axial slices) and 7 (coronal slices). The number and spectral locations of the observed spectral peaks are largely the same as observed in the spectra shown in Fig. 4 , demonstrating that the RR-CSI approach appears to yield robust and consistent results across a range of different subjects and slice orientations.
Spatial maps obtained by spectrally integrating the six previously-identified spectral peaks are shown in Fig. 8 (axial slices), Supporting Fig. S2 (axial slices from a more superior portion of the brain), and Fig. 9 (coronal slices). We observe that these maps are also largely consistent with one another.
Importantly, the spatial maps also appear to qualitatively match well with known brain anatomy: component 1 seems to correspond to a white matter (WM) compartment; component 2 seems to correspond to GM structures with relatively high myelin content, including subcortical GM, putamen, thalamus and brainstem nuclei (as seen on the wall of the fourth ventricle in subject 1 in Fig. 9 ) as well as cortical GM; component 3 seems to correspond to brain structures with high iron content including the globus pallidus, subthalamic nucleus and substantia nigra; component 4 is similar to component 2, but seems to represent the GM content absent any myelin-content and notably does not include the subcortical GM; component 5 seems to correspond to cerebrospinal fluid (CSF); and component 6 resembles the myelin water compartment that has been observed in previous myelin water imaging experiments (11-13, 46).
It should be noted that the component 3 is not observed in every slice, which we believe is reasonable because the third compartment seems localized to gray matter structures like the globus pallidus, and these structures are not present in all of the slices we acquired data from.
It should also be noted that the relaxation parameter values we estimated for component 5 (which seems to correspond to CSF) and component 6 (which resembles myelin water) do not match the parameter values for these tissue types reported in previous literature (6, 8) .
This is somewhat expected, because the range of contrast encoding parameters we used may be insufficient to accurately estimate very quickly-relaxing tissues like myelin water or very slowly-relaxing tissues like CSF. Nevertheless, while the specific relaxation parameter values we've estimated are unlikely to be accurate, we are encouraged by the fact that it appears that RR-CSI may still be successfully resolving the spatial maps of these components.
For comparison against RR-CSI, Fig. 10 shows the results obtained from the 1D T 2 relaxometry experiment. As can been seen (and consistent with previous literature (11,13)), only three spectral peaks are resolved, which is substantially fewer than the number of peaks resolved by RR-CSI. While the spatial maps corresponding to these three peaks all appear to be anatomically reasonable, we believe that the interpretation of these maps is less straightforward than the interpretation of the spatial maps from RR-CSI. In particular, we believe that the 1D relaxometry results are still substantially confounded by partial volume contributions, which appear to be more successfully resolved by RR-CSI.
DISCUSSION
This work described a novel high-dimensional approach to imaging microstructure and demonstrated, both theoretically and empirically, that this approach can have better compartmental resolving power than lower-dimensional approaches. However, using higherdimensional contrast encoding is associated with practical increases in data acquisition time.
While our human brain experiments were reasonably fast, a 20 minute acquisition may still be too long for routine practical use of this technique. However, there are still plenty of opportunities to make the scan faster. For example, while our acquisition used a relatively large number (i.e., 105) of different contrast encodings, it should be noted that this number of samples was not optimized, and was chosen based on the maximum number of contrasts we could fit within a 20 minute acquisition time. We have recently presented preliminary work that uses CRLB theory to optimize experimental protocols for both RR-CSI (47) and DR-CSI (48) . This preliminary work has demonstrated that we can obtain similar-quality results with substantially less than 105 encodings, which may be leveraged to enable substantial improvements in data acquisition time. In addition, there have been other recent constrained reconstruction approaches that have been proposed to reduce the contrast-encoding requirements of high-dimensional relaxation spectroscopy (31-33), as well as constrained reconstruction approaches that have been proposed to reduce the k-space sampling and averaging requirements of multi-contrast imaging (49) (50) (51) (52) . Simultaneous-multislice imaging (53) could also be used to increase the volume coverage of an acquisition without increasing the acquisition time. All of these approaches could be combined with RR-CSI to further improve its speed.
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It should also be noted that RR-CSI shares some similarities with some very recent multicomponent MR fingerprinting approaches (54, 55) , which were developed concurrently and independently from RR-CSI. These fingerprinting methods also use multidimensional relaxation encoding, but use different signal modeling assumptions, different estimation techniques, and a very different style of data acquisition than RR-CSI. Comparing our human brain results with the human brain results presented in (54), it appears that our current RR-CSI implementation seems to resolve a substantially larger number of compartments in the brain tissues of normal subjects. Nevertheless, there are strong potentials for synergy between the RR-CSI and fingerprinting approaches, and a combination of these approaches may be a fruitful topic for future research.
Although our RR-CSI results appear to demonstrate successful decomposition of subvoxel compartments from in vivo human subjects, some of the estimated relaxation parameters we estimated do not match closely with previous literature values. As explained previously, some of these discrepancies should be expected because our range of TEs and TIs may not be sufficient to accurately estimate very long or very short relaxation parameters.
However, it is also known that quantification of relaxation parameters can be significantly affected by a variety of factors including experimental conditions, signal modeling, and optimization parameters, leading to mismatches even between different standard approaches (56) . Recognizing these issues, we have focused on qualitative evaluation in real data scenarios rather than quantitative validation because of a lack of a gold standard. Nevertheless, we were able to show promising results in terms of reproducibility and consistency throughout the experiment of multiple subjects.
It is also worth noting that this work has focused on a proof-of-principle implementation to demonstrate the basic feasibility of RR-CSI. In this context, our RR-CSI implementation used a relatively simple acquisition and a relatively simple physics model. At this nascent stage, we intentionally avoided the consideration of complications such as water exchange, magnetization transfer, B1 inhomogeneity, B0 inhomogeneity, etc. Further exploration and development may lead to further improvements in RR-CSI reconstruction quality and/or enable the use of more advanced pulse sequences that may be more efficient than inversionrecovery CPMG but more sensitive to nonideal acquisition physics.
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Lastly, it should be noted that our estimation formulation from Eq. Ground truth values of three spectral peaks are shown in (a) a 2D T 1 -T 2 spectrum (left: a 3D plot and right: a 2D contour plot), (b) the corresponding 1D T 1 spectrum, and (c) the corresponding 1D T 2 spectrum. While the three peaks can all be successfully resolved in these example spectra, real experiments will experience degraded spectral resolution because of finite sampling and noise. When resolution is degraded, the three peaks can still be easily resolved in (d) the 2D spectrum, though are no longer well-resolved in (e,f) either of the 1D spectra. Figure 2 : (a) Ground truth used for numerical simulations: (left) compartmental spectra f c (T 1 , T 2 ) and (right) compartment spatial maps a c (x, y). Representative (b) higher-SNR and (c) lower-SNR simulated images from the two different noise levels. In each dataset, the highest SNR image (corresponding to T I = 0 ms and T E = 7.5 ms) and the lowest SNR image (corresponding to T I = 400 ms and T E = 217.5 ms) are displayed. Estimation results are shown for (d) higher-SNR RR-CSI, (e) higher-SNR voxel-by-voxel 2D spectrum estimation, (f) lower-SNR RR-CSI, and (g) lower-SNR voxel-by-voxel 2D spectrum estimation. Each subfigure shows (left) the 2D spectrum obtained by spatially-averaging the 4D spectroscopic image and (right) spatial maps obtained by spectrally-integrating the spectral peak locations. In each 2D spectrum, the horizontal axis corresponds to the T 2 dimension and the vertical axis corresponds to the T 1 dimension. Each spectrum is color-coded based on the six spectral peaks and the color-coding scheme described in Fig. 4 . Figure 6 : Reference images (corresponding to T I = 0 and T E = 7.5 ms) and spatiallyaveraged RR-CSI spectra from different axial slices of different subjects. 
