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En el Perú, el número de personas con discapacidades que les impiden comunicarse con 
su entorno cercano va en aumento; pero, aún no existen instituciones locales que se 
dediquen a investigar con la intención de brindar solución o palear dichas dolencias.  
La complejidad y diversidad del entrelazado neuronal del cerebro humano dificulta el 
desarrollo de una herramienta universal que permita detectar cada uno de los procesos 
cognitivos existentes. No obstante, la comunidad científica interesada en la materia trabaja 
para llegar a una pronta solución. 
La presente tesis muestra el desarrollo de un algoritmo modular que, utilizando el programa 
MATLAB, permite evaluar la conectividad funcional entre seis regiones cerebrales 
humanas C3, C4, P3, P4, O1, O2 durante el desarrollo de las tareas mentales de la 
relajación y de la multiplicación; enfocado en la banda Alpha [7-13]Hz. Se ha desarrollado 
el módulo de preprocesamiento digital de señales EEG que utiliza el programa MATLAB; 
el módulo cuantificador de información transmitida que emplea el algoritmo Información 
Cross – Mutual y finalmente para hallar sincronización de actividad en distintas zonas 
cerebrales; se ha desarrollado el módulo validador estadístico que utiliza la prueba de 
hipótesis estadística Wilcoxon signed – rank que da solidez a los resultados obtenidos en 
el módulo previo. 
Con la simulación del algoritmo diseñado se evaluó la conectividad funcional y se verificó 
la eficiencia del algoritmo CMI para la detección de actividad neuronal durante el desarrollo 
de tareas mentales. 
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El Procesamiento Digital de Señales es una técnica de la especialidad de ingeniería 
electrónica que cumple un papel preponderante en la evaluación e interpretación de la 
información generada por ciertas zonas cerebrales ante el desarrollo de tareas cognitivas. 
Actualmente, el esfuerzo de la comunidad científica en la detección de procesos cognitivos 
para mejorar la calidad de vida de personas que no pueden comunicarse con su entorno, 
debido a incapacidades corporales o estados de coma cerebral, hace posible que cada vez 
más personas se vean inmersas en esta labor. 
Los investigadores se han encontrado con el problema que genera el ruido durante la 
adquisición de datos, por parte de los electrodos, para la generación del 
electroencefalograma (EEG); los cuales, con regularidad generan falsos positivos pues al 
amplificar las señales de entrada generadoras del EEG también se está amplificando el 
ruido presente en la señal. Esto dificulta la adecuada interpretación y procesamiento de la 
información recibida puesto que las señales cerebrales son del orden de los micro-voltios 
y en ese orden de magnitud también se encuentra el nivel de tensión del ruido. 
Otro de los mayores problemas para la adecuada evaluación de la conectividad funcional 
en señales EEG durante el desarrollo de tareas cognitivas es que el sujeto de estudio haya 
seguido las pautas señaladas durante la toma de datos por parte de los electrodos que 
generarán el EEG. Es por ello que en esta investigación se trabaja con varios ensayos 
realizados a los mismos sujetos y sometidos ante la misma tarea mental. Todo ello con la 
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finalidad de promediar los resultados y tratar de aproximarse lo mejor posible a la correcta 
identificación de igualdades funcionales entre las señales vertidas en el EEG.  
En este trabajo de tesis se hace uso del procesamiento digital de las señales obtenidas de 
un EEG valiéndose del algoritmo Información Cross-Mutual (CMI) empleando el programa 
MATLAB para evaluar la conectividad funcional entre seis regiones cerebrales C3, C4, P3, 
P4, O1 y O2 ante una tarea mental específica como pensar en la relajación y en la 
multiplicación de los números 5x32; todo ello, en la banda cerebral Alfa [7-13] Hz. Para ello 
se utilizó una base de datos cuya información es concerniente a señales EEG; trabajo 
realizado en la Colorado State University, frente a dichas tareas cognitivas.  
Este trabajo de investigación cuantitativa se desarrolla dentro del campo científico y 
tecnológico y en el primer capítulo se plantean los aspectos generales que la engloban; en 
el capítulo 2 se presente el fundamento teórico. En el capítulo número 3 se emplearon 
técnicas de diseño y simulación de filtrado digital para el preprocesamiento de las señales 
EEG; se utilizó el algoritmo Cross Mutual Information y se identificó sincronización en la 
actividad de distintas zonas cerebrales y se consolidaron los resultados haciendo uso de 
la prueba de hipótesis estadística Wilcoxon Sign-Rank. En el capítulo 4 se presentan los 
resultados obtenidos y se concluyó con la demostración de la utilidad del algoritmo modular 
diseñado para evaluar la conectividad funcional en señales EEG durante el desarrollo de 
tareas cognitivas y que por su versatilidad podría adaptarse rápidamente para identificar 
condiciones patológicas de enfermedades como la muerte cerebral, la epilepsia, el TDAH, 















Discapacidad es un término general que abarca las deficiencias, las limitaciones de la 
actividad y las restricciones de la participación. Las deficiencias son problemas que afectan 
a una estructura o función corporal; las limitaciones de la actividad son dificultades para 
ejecutar acciones o tareas y las restricciones de la participación son problemas para 
participar en situaciones vitales. Por consiguiente, la discapacidad es un fenómeno 
complejo que refleja una interacción entre las características del organismo humano y las 
características de la sociedad en la que vive (Organización Mundial de la Salud - OMS, 
2020). En relación con tal definición, la discapacidad a nivel mundial es del orden del 15%; 
es decir, más de 1000 millones de personas viven con algún tipo de discapacidad (según 
estimaciones de la OMS en el año 2010); cifra muy superior al 10% estimado mundialmente 
en el año 1970 por la misma institución. De ese universo de discapacidad mundial, del año 
2010, 110 millones (2,2%) tenían discapacidades muy significativas de funcionamiento y 
190 millones (3,8%) de personas presentaron discapacidad grave; la cual es el equivalente 
a discapacidad asociada a afecciones como la tetraplejía, depresión grave o ceguera 
(Organización Mundial de la Salud - OMS, 2011, p. 8). Asimismo, se estima que en América 
Latina existen 85 millones de personas con discapacidad; caracterizadas por vivir en una 
situación de pobreza extrema, por presentar una tasa elevada de desempleo, por tener 
acceso limitado a los servicios públicos de educación, de atención médica, de vivienda, de 
transporte, legales y otros; es decir, generalmente su posición social y cultural es marginal 
y de aislamiento (Vásquez, 2006, p. 12). En la misma línea de análisis, se puede apreciar 
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en la figura 1.1 que, en Perú, el número de personas con discapacidad asciende a 3 
millones 051 mil 612 personas equivalente al 10,4% de la población total censada en el 
año 2017; mientras que, en el ámbito del departamento de Piura, el número de personas 
con discapacidad es de 168 mil 563 personas equivalente al 9,1% de la población total 
censada en el departamento de Piura; según el censo del mismo año.  
 
Figura 1.1: Personas con Discapacidad en el departamento de Piura y en Perú, Censo 2017. 
Elaboración propia 
Lamentablemente, dentro de la estadística de personas con discapacidad y como se puede 
apreciar en la tabla 1.1, en el Perú no existe desagregado alguno que dé cuenta de la 
cantidad de personas con discapacitad referente a coma cerebral o a discapacidades de 
ese tipo que le impidan relacionarse con su entorno cercano. En esa línea, se concluye 
que Perú no cuenta con un registro exhaustivo de las personas con discapacidad y por 
ende el Estado no puede cumplir a carta cabal con su deber de salvaguardar los derechos 
humanos de todos los ciudadanos y con mayor razón salvaguardar los derechos de los 
discapacitados que en su mayoría viven en condiciones indignas. Por lo tanto, se plantea 
como objetivo principal diseñar un algoritmo modular para evaluar la conectividad funcional 
en señales EEG durante el desarrollo de tareas cognitivas utilizando MATLAB como ayuda 
en la identificación de las condiciones patológicas de enfermedades en personas con 
















Personas con discapacidad en el Departamento de Piura y en el Perú, Censo 
2017
Personas con discapacidad Población total
10,4% de la población censada del Perú, 2017
9,1% de la población censada de Piura, 2017
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Tabla 1.1. Discapacidad. Categorías investigadas. Cédula Censal 2017. 
Discapacidad 
Ver, aún usando anteojos 
Oír, aún usando audífonos 
Hablar o comunicarse, aún usando la lengua de 
señas u otro 
Moverse o caminar para usar brazos y/o piernas 
Entender o aprender (concentrarse y recordar) 
Relacionarse con los demás por sus pensamientos, 
sentimientos, emociones o conductas 
Fuente: Elaboración propia 
1.2 Formulación del problema 
1.2.1 Problema general 
¿De qué manera el diseño de un algoritmo modular permite evaluar la conectividad 
funcional en señales EEG durante el desarrollo de tareas cognitivas utilizando MATLAB? 
1.2.2 Problemas específicos 
Los problemas específicos son los siguientes: 
• ¿Cómo diseñar un algoritmo de preprocesamiento de señales EEG? 
• ¿Cómo simular el algoritmo información cross-mutual para la detección actividad 
cerebral; haciendo uso del programa MATLAB? 
• ¿Cómo consolidar estadísticamente los resultados de conectividad funcional entre 
las zonas cerebrales central, parietal y occipital en la banda cerebral Alfa [7 - 13] 
Hz? 
1.3 Justificación  
El tema propuesto en la presente tesis es relevante debido a que el diseño de un algoritmo 
modular para evaluar la conectividad funcional en señales EEG durante el desarrollo de 
tareas cognitivas utilizando MATLAB, tiene como finalidad ayudar en la identificación de 
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condiciones patológicas de las personas discapacitadas como el coma cerebral; entre 
otras, que no puedan comunicarse con su entorno cercano. 
Se justifica en las siguientes razones: 
• Por su naturaleza; porque es un tema vigente y contribuirá al desarrollo del campo 
del procesamiento digital de señales EEG (Chen, y otros, 2020; Cifre, Zarepour, 
Horovitz, Cannas y Chialvo, 2020) 
• Por su magnitud; por el área en donde se puede implementar y porque además se 
puede modificar rápidamente acorde a las necesidades de instituciones dedicadas 
a labores médicas y motrices. En el mundo existen equipos similares; sin embargo, 
se pretende que su aplicación no sea restrictiva ni exclusiva 
• Por su trascendencia; porque aporta en el campo de la ingeniería electrónica 
dedicada a la identificación de tareas cognitivas empleando técnicas de actualidad 
(Tajik-Parvinchi, y otros, 2020) 
• Por su rol social; porque es una muestra de solidaridad y fomenta que la sociedad 
civil se involucre en la solución de problemas que aquejan a la sociedad 
1.4 Definición de Objetivos 
1.4.1 Objetivo general 
Diseñar un algoritmo modular para evaluar la conectividad funcional en señales EEG 
durante el desarrollo de tareas cognitivas utilizando MATLAB con la finalidad de mejorar la 
calidad de vida de personas con discapacidades; como por ejemplo, la de las personas 
que padecen discapacidades motoneuronales. 
1.4.2 Objetivos específicos 
Los objetivos específicos por lograr son los siguientes: 
• Diseñar un algoritmo de preprocesamiento de señales EEG  
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• Simular el algoritmo información cross-mutual para la detección de actividad 
cerebral; haciendo uso del programa MATLAB 
• Consolidar estadísticamente los resultados de conectividad funcional entre las 
zonas cerebrales central, parietal y occipital en la banda cerebral Alfa [7 - 13] Hz  
1.5 Formulación de la hipótesis 
1.5.1 Hipótesis general 
Con el diseño de un algoritmo modular es posible evaluar la conectividad funcional en 
señales EEG durante el desarrollo de tareas cognitivas utilizando MATLAB. 
1.5.2 Hipótesis específica 
• Haciendo uso de un filtro notch, de la Transformada Rápida de Fourier, de un filtro 
elíptico pasabanda es posible diseñar un algoritmo de preprocesamiento de señales 
EEG  
• Con la implementación en MATLAB del algoritmo información cross-mutual es 
posible detectar actividad cerebral  
• Utilizando la prueba de hipótesis estadística Wilcoxon Sign-rank es posible 
consolidar estadísticamente los resultados de conectividad funcional entre las 
zonas cerebrales central, parietal y occipital en la banda cerebral Alfa [7 - 13] Hz 
1.6 Estado del arte 
En este acápite se presentarán las investigaciones más relevantes de los últimos años 
referentes a la evaluación de la conectividad funcional en señales EEG durante el 
desarrollo de tareas cognitivas. 
Autores: Diana Tajik-Parvinchi, Andrew Davis, Sophia Roth, Peter Rosenbaum, Sarah 
N. Hopmans, Aya Dudin, Geoffrey Hall, Jan Willem Gorter and MyStory Study Group  
Título: Conectividad funcional y calidad de vida en jóvenes adultos con parálisis 
cerebral: un estudio de factibilidad  
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Revista: BMC Neurology  
Editorial: Springer Nature 
País: Canadá, McMaster University 
Año: 2020 
En (Tajik-Parvinchi, y otros, 2020) se presentó un trabajo sobre la factibilidad de escanear 
el cerebro humano y obtener datos de buena calidad sin necesidad de usar sedantes 
durante el estado de reposo para el análisis de la conectividad funcional (FC, por sus siglas 
en inglés) en adultos jóvenes con parálisis cerebral. Sus resultados muestran que sí es 
posible realizar dicha adquisición de datos y obtener buenos resultados mostrando rango 
grueso de habilidad motora en tal población de jóvenes adultos. Asimismo, se observó que 
valores elevados de calidad de vida estaban asociados a altos niveles de FC entre la 
corteza media prefrontal y la región parietal derecha; la cual está relacionada con las 
habilidades de regulación emocional y social. Las implicaciones de tales asociaciones aún 
son discutidas.  
Autores: Veronica Yuk, Benjamin T. Dunkley, Evdokia Anagnostou and Margot J. 
Taylor 
Título: Conectividad alfa y control inhibidor en adultos con autismo  
Revista: Molecular Autism  
Editorial: Springer Nature 
País: Canadá, University of Toronto 
Año: 2020 
En (Yuk, Dunkley, Anagnostou, & Taylor, 2020) se presenta un trabajo realizado a personas 
con autismo en el cual, haciendo uso de la magnetoencefalografía (MEG), se concluye que 
durante el desarrollo de tareas inhibidoras se aprecia una conectividad funcional reducida 
entre las áreas cerebrales implicadas; lo que sugiere desconexión en el control inhibidor a 
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nivel neuronal. Como la sincronía en banda alfa está asociada al control de mecanismos 
de subida y bajada, se propone que la falta de sincronía en la banda alfa observada en 
este grupo de personas con autismo podría reflejar dificultades en la tarea de supresión de 
información irrelevante; lo que interferiría con la inhibición requerida en situaciones de la 
vida real. 
Autores: Casper T. Briels, Deborah N. Schoonhoven, Cornelis J. Stam, Hanneke de 
Waal, Philip Scheltens and Alida A. Gouw 
Título: Replicabilidad de la conectividad funcional del EEG en enfermos con 
Alzheimer   
Revista: Alzheimer´s Research & Therapy  
Editorial: Springer Nature 
País: Países Bajos, Vrije Universiteit Amsterdam 
Año: 2020 
El mismo año en (Briels, y otros, 2020) se presenta una investigación referente a la 
replicabilidad de los efectos asociados a la enfermedad de Alzheimer descrita por las 
medidas de conectividad funcional respecto del criterio de amyloid, tau y 
neurodegeneración (A/T/N). Sus resultados indican que en las bandas de frecuencias 
cerebrales alfa y beta, los efectos estimados por las medidas de conectividad funcional son 
replicables y lo más relevante en términos de factores influyentes, lo es, la correlación con 
propiedades de severidad de la enfermedad.  
Autores: Tianzhen Chen, Hang Su, Na Zhong, Haoye Tan, Xiaotong Li, Yiran Meng, 
Chunmei Duan, Congbin Zhang, Juwang Bao, Ding Xu, Weidong Song, Jixue Zou, 
Tao Liu, Qingqing Zhan, Haifeng Jiang and Min Zhao 
Título: Redes neuronales dinámicas disruptivas y funciones cognitivas en el uso 
inadecuado de metanfetaminas: abordaje desde los microestados EEG    
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Revista: BMC Psychiatry 
Editorial: Springer Nature 
País: China, Shanghai Jiao Tong University 
Año: 2020 
En el mismo año (Chen, y otros, 2020) analizando los microestados EEG pretende 
determinar dónde la dinámica de la red neuronal en pacientes que usan inadecuadamente 
las metanfetaminas (MUD) difieren de los pacientes que sí las usan adecuadamente (HC). 
Para ello emplearon un modelo generalizado de regresión lineal y exploraron la correlación 
existente entre microestados EEG significativos con historial de uso de drogas y entre 
funciones cognitivas. Se concluyó que las densidades de fuentes de corrientes 
intracraneales de los microestados EEG durante estados de descanso son disruptivos en 
pacientes MUD lo que causa cambios temporales en las topografías de los microestados 
EEG que fueron correlacionados con la vías de atención y con el historial de uso de drogas. 
Autores: I Cifre, M Zarepour, S G Horovitz, S A Cannas, D R Chialvo 
Título: Otros resultados de por qué los Puntos de Proceso son efectivos para estimar 
la correlación entre regiones cerebrales    
Revista: Papers in Physics. ISSN 1852-4249 
Editado por: C. Muravchik 
Países: España, Universitat Ramon Llull; Argentina, Universidad Nacional de San 
Martín, Universidad Nacional de Córdoba, Consejo Nacional de Investigaciones 
Científicas y Tecnológicas (CONICET); Estados Unidos de Norteamérica, National 
Institute of Neurological Disorders and Stroke 
Año: 2020 
En (Cifre, Zarepour, Horovitz, Cannas, & Chialvo, 2020) se identifican las razones que 
resaltan la efectividad de usar Puntos de Proceso (PP) como técnica de medida que acelera 
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la velocidad de cómputo de las señales de nivel de dependencia de oxígeno en la sangre 
(BOLD); utilizando imágenes de resonancia magnética funcional (fMRI). Los resultados 
muestran que la clave radica en las propiedades de correlación temporal de las series 
temporales bajo estudio; hallándose que, de dichas señales, son particularmente 
importantes para aplicar la compresión usando PP (donde los puntos de inflexión contienen 
la mayor parte de la información relevante) son las que presentan un decaimiento lento en 
su nivel de autocorrelación entre zonas cerebrales. 
Autores: Riccardo Pernice, Matteo Zanetti, Giandomenico Nollo, Mariolino De Cecco, 
Alessandro Busacca, Luca Faes 
Título: Análisis de información mutua de la interacción cerebro – cuerpo durante 
diferentes niveles de estrés mental  
Revista: IEEE 
País: Italia, University of Palermo, University of Trento 
Año: 2019  
Un año antes en (Pernice, y otros, 2019) se analizaron las interacciones cerebro - corazón 
durante diferentes estados mentales empleando el método de información mutua (MI) entre 
la actividad dinámica de diferentes sistemas psicológicos. Utilizando EEG, ECG e 
instrumentos de medición de la respiración y del pulso de volumen de sangre; se 
documentó la existencia de significancia estadística y de variaciones de estados de 
dependencia entre las interacciones cerebro – cuerpo con altos valores de MI durante los 
estados de reposo, de aritmética mental y de tareas lúdicas. Con ello se concluyó que el 
método de MI puede ser útil para detectar actividad correlacionada durante y entre 
sistemas cerebro - cuerpo monitoreados simultáneamente durante distintos estados 
mentales.  
Autores: Narina A. Samah, Ahmad Zuri Sha’ameri, Norlaili Mat Safri, Siti Zalihah 
Qusai  
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Título: Usando señales de un electroencefalograma para determinar diferencias de 
conectividad funcional durante un juego basado en una tarea desafío  
Revista: IEEE 
País: Malasia, Universiti Teknologi Malaysia 
Año: 2018  
En (Samah, Sha’ameri, Safri, & Qusai, 2018) se presenta un artículo en el que se utilizan 
señales de un electroencefalograma para determinar diferencias de conectividad funcional 
durante un juego basado en una tarea desafío cuyos resultados iniciales basados en 
observaciones visuales indican que no hay diferencias de patrones en el camino de la 
conectividad funcional entre mujeres y hombres participantes, ni en las tareas ni en su 
rendimiento. Se brinda información sobre diferencias de patrones de actividades cerebrales 
que fueron activadas o desencadenadas por un juego basado en una tarea desafío o 
aprendizaje y el análisis estadístico también confirmó que no hay diferencias significativas 
observadas entre el número de fuentes y el género.  
Autores: Shiba Kuanar, Vassilis Athitsos, Nityananda Pradhan, Arabinda Mishra, 
K.R.Rao  
Título: Análisis cognitivo de un recuerdo activo desde señales EEG empleando una 
red neuronal profunda recurrente  
País: Estados Unidos de Norteamérica, University of Texas Arlington, Vanderbilt 
University; India, NIMHANS  
Año: 2018 
En (Kuanar, Athitsos, Pradhan, Mishra, & K.R.Rao, 2018) el trabajo sobre el análisis 
cognitivo de un recuerdo activo desde señales EEG empleando una red neuronal profunda 
recurrente concluye demostrando la predicción de recuerdos cognitivos a través de cuatro 
niveles diferentes con una precisión promedio del 92,5% durante la ejecución de la tarea 
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mental y reduce el error de clasificación hasta 7,61% en comparación con otras técnicas 
actuales.  
Autores: Na Luo, Lin Tian, Vince D. Calhoun, Jiayu Chen, Dongdong Lin, Victor M. 
Vergara, Shuquan Rao, Fuquan Zhang, Jing Sui  
Título: Explorando diferentes deterioros en la velocidad de las funciones cerebrales 
genéticamente relacionadas y sus estructuras, en el progreso de la esquizofrenia 
usando el análisis multimodal  
País: China, Wuxi Mental Health Cente, Southwest Jiaotong University; Estados 
Unidos de Norteamérica, University of New Mexico  
Año: 2018 
En (Luo, y otros, 2018) se muestra un artículo que explora diferentes deterioros en la 
velocidad de las funciones cerebrales genéticamente relacionadas y sus estructuras, en el 
progreso de la esquizofrenia usando el análisis multimodal. Aquí se concluye que además 
de que los componentes materia gris (GM) y conectividad funcional (FC) relacionados con 
la genética, mostraron asociaciones significativas con la duración de la enfermedad, FC 
indica una mayor velocidad de deterioro que GM, lo que sugiere que la conectividad 
funcional puede servir como una medida más sensible para detectar las alteraciones en la 
esquizofrenia en una etapa muy temprana de la enfermedad.  
Autores: Anmin Gong, Jianping Liu, Si Chen & Yunfa Fu 
Título: Análisis de la funcionalidad de la red cerebral con énfasis en diversas clases 
de movimiento imaginado utilizando Información Cross-Mutual en tiempo y 
frecuencia (TFCMI) 
Revista: Journal of Motor Behavior 
Editorial: Routledge, Taylor & Francis Group 
País: China, Engineering University of Chinese People’s Armed Police Force 
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Año: 2017  
Hace tres años en (Gong, Liu, Chen, & Fu, 2017) se utilizó el método TFCMI y se plantearon 
las diferencias respecto del método de imágenes de resonancia magnética funcional (fMRI) 
para la identificación de actividad en distintas zonas cerebrales durante la ejecución de 
cuatro movimientos imaginados: de la mano derecha, de la mano izquierda, de la lengua y 
de los pies. Los autores exploraron la red neuronal revelada por dichas tareas de 
movimiento imaginado usando análisis estadísticos y análisis de características 
topológicas y observaron diferencias significativas en el nivel de reacción, en el tiempo de 
reacción y en activación de distintas zonas cerebrales durante las cuatro tareas de 
movimiento imaginado. Los resultados obtenidos sugieren un nuevo camino para explicar 
el mecanismo neuronal oculto en las tareas de movimiento imaginado.   
Autores: Renato Paredes Venero  
Título: Actividad del sistema de neuronas espejo durante la percepción y acción de 
movimiento de dedos 
País: Perú, Pontificia Universidad Católica del Perú 
Año: 2017 
En (Paredes Venero, 2017) se analiza la actividad de neuronas espejo durante la 
observación y ejecución de movimientos de dedos. Las pruebas estadísticas de Wilcoxon 
mostraron valores de desincronización relacionada a eventos (DRE) más elevados en la 
condición de ejecución que en la condición de control; pero, no se evidenció diferencias 
entre la condición de observación y la condición de ejecución. Dichos resultados aportan 
evidencia favorable pero no concluyente en relación con el rol del sistema de neuronas 
espejo en el nexo entre la percepción y entre la acción de movimiento de dedos; y se 




Autores: Frederik Van de Steen, Luca Faes, Esin Karahan, Jitkomut Songsiri, Pedro 
A. Valdes-Sosa, Daniele Marinazzo  
Título: Apreciaciones Críticas sobre el Análisis de la Conectividad Dinámica en un 
sensor EEG  
Revista: Brain Topography 
Editorial: Springer Science + Business Media 
País: New York, Ghent University 
Año: 2016  
En (Van de Steen, y otros, 2016) se desarrolla un artículo sobre Apreciaciones Críticas 
sobre el Análisis de la Conectividad Dinámica en un sensor EEG el cual muestra un método 
especial basado en la presentación lineal paramétrica de interacción múltiple para series 
temporales que es extensamente empleado para estudiar la conectividad causal en el 
cerebro. La finalidad de este trabajo es mostrar, de manera teórica y utilizando 
simulaciones, que los resultados obtenidos al medir la conectividad causal en el sensor de 
series temporales (electrodos) no permiten interpretaciones en término de interactividad 
cerebral de sus fuentes.  
Autores: Christian H. Flores Vega, Julien Noel  
Título: Parámetros analizados de la dimensión fractal de Higuchi para señales 
cerebrales EEG  
País: Perú, Universidad de Ingeniería y Tecnología 
Año: 2015 
Hace unos años (Flores Vega, Noel, & Fernández, 2015) presentó un trabajo que analiza 
la sensitividad del parámetro k referente a la segmentación, traslape y ruido en las señales 
EEG empleando el algoritmo de Higuchi. Asimismo, se aplicó la dimensión fractal (FD) en 
señales grabadas EEG durante la ejecución de tareas cognitivas y se concluyó que con un 
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buen parámetro k, las señales EEG reportaron la presencia de FD en el rango de [1-2]; lo 
cual es útil para discriminar tareas mentales y se muestran resultados congruentes con 
otras investigaciones. Este trabajo podría ser empleado para estudiar diferentes 
enfermedades como el Alzheimer, Parkinson, trastorno obsesivo-compulsivo; entre otros.   
Autores: D.P.X. Kan, P.F. Lee  
Título: Disminución de ondas alfa en la enfermedad de depresión: estudio 
electroencefalográfico (EEG)  
País: Malasia, University of Tunku Abdul Rahman 
Año: 2015   
En (Kan & Lee, 2015) se trabaja sobre la disminución de ondas alfa en la enfermedad de 
depresión: estudio electroencefalográfico (EEG). Se encontró que las ondas alfa en el 
grupo de depresión eran más bajas en comparación con el grupo normal en condiciones 
de ojos cerrados y ojos abiertos. El análisis estadístico T-Test mostró que hubo diferencias 
significativas en las ondas alfa-1 en la condición de ojos cerrados y las ondas alfa 1 y alfa 
2 en la condición de ojos abiertos para el grupo con depresión. Además, en el lóbulo frontal, 
el lóbulo parietal, el lóbulo occipital y el lóbulo temporal se encontraron ondas alfa mucho 















CAPÍTULO 2  
2FUNDAMENTOS TEÓRICOS 
El descubrir todos los secretos del complejo funcionamiento cerebral ha sido objeto de 
estudios desde hace muchos siglos y en la actualidad, disciplinas como la neurociencia, la 
neurosicología o la neurofisiología, son excitantes campos de estudio y de particular 
importancia para personas que investigan y proponen desarrollos ligados a la 
neuroingeniería, quienes utilizan técnicas de la ingeniería electrónica para ello. En esa 
línea, se pone mucho énfasis en el funcionamiento del sistema nervioso central humano 
(CNS), en las señales EEG y en las tareas cognitivas. En las siguientes líneas, se 
presentarán conceptos que nos ayudarán a seguir adecuadamente la presente tesis. 
2.7 Funcionamiento cerebral 
Hay muchas evidencias históricas del interés de las civilizaciones primigenias por el estudio 
del cerebro; tal es así que, los antiguos egipcios describieron lesiones cerebrales hace más 
de 5000 años y los antiguos griegos como Hipócrates, Aristóteles, Galeno, entre otros, 
aportaron información referente al funcionamiento cerebral y la relación existente entre 
enfermedades manifestadas en el cuerpo, pero cuyo origen se encontraba en alteraciones 
del trabajo cerebral (Harrison, 2015, pág. 7). Asimismo, se pueden mencionar estudios y 
descubrimientos que van desde los realizados por Abraham Bennett en el año 1789 quien 
fue el primero en demostrar la producción de cargas eléctricas por contacto de dos metales 
diferentes, pasando por Luis Galvani quien descubrió en el año 1791 el principio del flujo 
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iónico; el cual es generador de los movimientos musculares. También podemos mencionar 
que en el año 1848 Emil Du Bois – Reymond midió la amplitud del impulso neuronal 
utilizando un galvanómetro. En el año 1850 Hermann von Helmholtz midió la velocidad de 
un impulso neuronal obteniendo una cifra cercana a los 50 
𝑚
𝑠
 . En 1870 Fritsch y Hitzig 
trabajaron en la estimulación de ciertas zonas cerebrales empleando la corriente continua 
DC mientras que seis años después Ferrier lo haría empleando la corriente alterna AC 
pues le permitió obtener una estimulación de mayor duración que se traducía en 
movimientos musculares más prolongados. En la era contemporánea, y sin desmerecer las 
investigaciones de muchos otros científicos, se puede mencionar el trabajo de Clinton N. 
Woolsey quien para el año 1979 ya había mapeado respuestas corticales ante estímulos, 
en humanos y en distintas especies animales como gatos, perros y monos, utilizando 
químicos para bloquear otras actividades cerebrales que podían interferir con la región que 
estaba mapeando como la cóclea, la corteza auditiva y la visual. Dichas actividades de 
mapeo cerebral continúan hasta la actualidad (Harrison, 2015, pp. 15 - 24).  
2.8 El cerebro 
Esta masa esponjosa que se encuentra contenida en el cráneo y cuyo peso es de 
aproximadamente 1,36 kilogramos en un adulto y puede equivaler hasta el 2% de su peso 
corporal (Rose y Abi-Rached, 2013, p. 1) es, en humanos, el centro de control del sistema 
nervioso encargado de generar diversos comportamientos o actividades. Cuando se habla 
del sistema nervioso central humano, usualmente, nos estamos refiriendo a la médula 
espinal y al cerebro, juntos; uno protegido por el cráneo y la otra protegida por la columna 
vertebral (He, 2013, p. 9). 
2.8.1 Partes del cerebro 
El cerebro humano está divido casi simétricamente en dos hemisferios; el hemisferio 
derecho y el hemisferio izquierdo. Cada hemisferio está compuesto por los siguientes 
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lóbulos: lóbulo frontal, lóbulo parietal, lóbulo occipital y el lóbulo temporal (Kolb y Whishaw, 
2014, p. 40). 
 
Figura 2.1: Lóbulos cerebrales. Adaptación de B. Kolb, 2014. 
En la figura 2.1 se pueden apreciar los cuatro lóbulos del hemisferio izquierdo de un cerebro 
humano. 
2.8.1.1 Lóbulos cerebrales 
Los lóbulos cerebrales se caracterizan por cumplir distintas funciones que permiten al 
humano actuar en su entorno y percibir todo lo que los rodea. En la figura 2.2 se aprecian 
fotografías reales y dibujos de los lóbulos cerebrales.    
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Figura 2.2: Vistas dorsal y lateral de los lóbulos cerebrales. Adaptado de B. Kolb, 2014. 
2.8.1.2 Lóbulo frontal 
Ubicado en la parte anterior del cerebro humano, el lóbulo frontal es el de mayor tamaño e 
importancia funcional de los cuatro lóbulos. Se caracteriza por ejecutar las funciones 
cerebrales de acción como lo es la toma de decisiones (Kolb & Whishaw, 2014, pág. 40), 
el autocontrol, la planificación, el razonamiento y el pensamiento abstracto (He, 2013, pág. 
9); además, se encarga de la realización de movimientos pues contiene la corteza de 
movimiento primario (Schalk & Mellinger, 2010, pág. 16).  
2.8.1.3 Lóbulo parietal 
Ubicado en la parte superior del cerebro humano, el lóbulo parietal es conocido como el 
centro perceptor sensorial (He, 2013, p. 32) pues contiene la corteza sensorial primaria 
(Schalk y Mellinger, 2010, p. 16) y entre sus funciones está la de guiar nuestros 
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movimientos con un objetivo en mente o guiarlos con la finalidad de cumplir una tarea 
específica como por ejemplo sostener un objeto (Kolb y Whishaw, 2014, p. 40). También, 
participa en el reconocimiento del peligro y las oportunidades; además de monitorear las 
sensaciones táctiles y las posiciones corporales (Burger, 2013, p. 3). 
2.8.1.4 Lóbulo occipital 
Ubicado en la parte posterior del cerebro humano, el lóbulo occipital es en donde empieza 
el procesamiento visual (Kolb y Whishaw, 2014, p. 40).  
2.8.1.5 Lóbulo temporal 
Ubicado en la parte lateral del cerebro humano, el lóbulo temporal es responsable de 
procesar lo que se escucha, es responsable de la memoria (Schalk y Mellinger, 2010, p. 
16), del lenguaje y de las habilidades musicales (Kolb y Whishaw, 2014, p. 40). 
2.8.2 Las neuronas 
Las células del sistema nervioso central humano están compuestas por la membrana 
celular (presenta canales iónicos y receptores bioquímicos), el núcleo (que contiene 
cromosomas y ADN), las mitocondrias, los ribosomas, el retículo endoplasmático, el 
complejo de Golgi, los lisosomas, entre otros. Como se aprecia en la figura 2.3, estas 
unidades funcionales del sistema nervioso humano poseen típicamente dendritas, axones, 
y terminales de axones (He, 2013, p. 1); estimándose que el cerebro humano contiene 
alrededor de 1011 neuronas (Burger, 2013, p. 32).  
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Figura 2.3: Neurona estándar. Adaptado de He, 2013. 
2.8.2.1 Tipos de células del cerebro 
Las células del cerebro se pueden visualizar utilizando un microscopio. Estas células son 
fundamentalmente de dos tipos: células piramidales (neuronas) y células gliales 
(astrocitas). Ambas emanan de sus cuerpos celulares ramificaciones que aumentan el área 
superficial de la membrana celular, tal como se puede apreciar en la siguiente imagen. 
Cabe mencionar que las células piramidales o neuronas llevan a cabo las principales 
funciones del cerebro; mientras que, las células gliales (en forma de estrella) ayudan y 
modulan la actividad neuronal, por ejemplo, aislando eléctricamente las neuronas. Tanto 
las neuronas como las células gliales se presentan en muchas formas, cada una 
determinada por el trabajo que realizan (Kolb y Whishaw, 2014, p. 46). En la figura 2.4 se 




Figura 2.4: Células cerebrales piramidales y astrocitas. Adaptado de Kolb, 2014. 
2.8.2.2 Señales neuronales 
Generalmente, las señales neuronales (portadoras de información sobre una actividad 
específica) se propagan desde los receptores posinápticos ubicados en las dendritas hasta 
los extremos del axón o terminales presinápticos y pueden llegar a ser señales de gran 
alcance a pesar de existir sólo un axón por neurona (Burger, 2013, p. 11).  
2.8.2.3 La sinapsis 
La sinapsis existe cuando la región presináptica libera neurotransmisores excitatorios como 
respuesta a la ráfaga de señales entrantes; la cuales son detectadas por el gran número 
de receptores posinápticos. Se estima que se realizan alrededor de 5𝑥1014 sinapsis en un 
cerebro humano adulto y el doble en el cerebro de un niño. Dicho proceso de sinapsis se 
desarrolla en un espacio de 20 nm entre la región presináptica y la neurona más cercana. 
Hay que considerar que las neuronas nunca se llegan a tocar durante la sinapsis y que la 
transmisión de señales se efectúa en un solo sentido. En el caso de necesitar el retorno de 
la señal; entonces, se usará otra neurona como vía pues, a diferencia de un conductor 
eléctrico convencional, dicha comunicación de señales neuronales no es bidireccional en 
un axón (Burger, 2013, pp. 11-13). En la figura 2.5 se ilustra el proceso de la sinapsis. 
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Figura 2.5: Proceso de sinapsis idealizado. Adaptado de Burger, 2013. 
2.8.2.4 Potenciales de acción 
Cuando una neurona está activa produce una ráfaga corta de pulsos positivos de 2ms de 
ancho cada uno, de baja energía y de baja frecuencia (de unos cuantos cientos de Hertz) 
que carga y descarga la capacitancia de la membrana neuronal entre – 70 mV y +40 mV. 





Figura 2.6: Pulso de referencia y voltaje interno de una neurona. Adaptado de Burger, 
2013. 
Cuando la neurona está en reposo, mantiene un flujo estable de cargas negativas salientes 
de su membrana neuronal presentando una tensión de alrededor de -70 mV respecto de 
su exterior (Burger, 2013, p. 13).  
2.8.2.5 Potenciales posinápticos (PSP) 
La bibliografía destaca la existencia de los potenciales posinápticos excitadores y la de los 
potenciales posinápticos inhibidores (respectivamente, EPSP e IPSP, por sus siglas en 
inglés). Los EPSP son resultado de la estimulación eléctrica de algunas fibras sensoriales 
entrantes que producen un potencial graduador despolarizante con el que se reduce el 
nivel de carga eléctrica en la membrana de la neurona motora llevándolo hasta su nivel de 
umbral (-55 mV); aumentando la probabilidad de que se produzca un nuevo potencial de 
acción. Los IPSP son resultado de la estimulación de otras fibras sensoriales entrantes que 
producen un potencial graduador hiperpolarizante con el que se lleva el nivel de carga 
eléctrica en la membrana receptora de la neurona motora más allá de su nivel umbral; 
disminuyendo la probabilidad de que se produzca un nuevo potencial de acción. Los EPSP 
y los IPSP duran solo unos pocos milisegundos antes de que sus niveles de carga eléctrica 
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decaigan hasta su potencial de reposo neuronal (-70 mV). (Kolb y Whishaw, 2014, pp. 122-
130). En la figura 2.7 se ilustra lo mencionado líneas arriba. 
 
Figura 2.7: a) Potenciales posinápticos excitadores (EPSP). b) Potenciales posinápticos 
inhibidores (IPSP). Adaptado de Kolb, 2014. 
2.9 Electroencefalografía 
La electroencefalografía es la medición neurofisiológica de la actividad eléctrica en el 
cerebro por medio de las grabaciones realizadas a través de los electrodos posicionados 
en el cuero cabelludo, intracranealmente o en la corteza cerebral (Ivancevic & Ivancevic, 
2007, p. 271). Asimismo, la electroencefalografía se encarga de la grabación, del análisis 
y de la interpretación fisiológica de las diferencias de tensiones percibidas en el cuero 
cabelludo humano (Tong y Thakor, 2009, p. 1). Entre las características de la 
electroencefalografía podemos mencionar su alta resolución temporal (según Ivancevic e 
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Ivancevic, 2007, p. 272, en el orden de los milisegundos), bajo costo relativo, alta 
portabilidad y el poco riesgo para los usuarios debido al uso de electrodos no invasivos 
(Imamura y otros, 2013, p. 430).  
2.9.1 Electroencefalograma (EEG) 
Un solo electrodo puede registrar la actividad cortical síncrona desarrollada debajo de al 
menos 6 𝑐𝑚2 (Louis y Frey, 2016, p. 82) de cuero cabelludo humano; actividad sináptica 
promedio de entre 106 a 109 células piramidales (Tong y Thakor, 2009, p. 4). El 
electroencefalograma hace uso de los electrodos no invasivos posicionados sobre el cuero 
cabelludo humano para grabar las oscilaciones de potenciales eléctricos generados por las 
fuentes cerebrales (Tong y Thakor, 2009, p. 1) que por lo general son grupos de neuronas 
corticales cerebrales orientados de forma similar y posicionados cerca del cuero cabelludo 
(Louis y Frey, 2016, p. 82). Dichas emisiones son detectadas durante el desarrollo de 
diversos estados de conciencia (Kolb y Whishaw, 2014, p. 161) y más específicamente, 
dicha actividad eléctrica es la sumatoria de los EPSP y los IPSP mas no de los potenciales 
de acción debido a que estos son muy breves para ser grabados (Louis y Frey, 2016, p. 
82). Es pertinente considerar que las señales entregadas por los electrodos son débiles, 
de difícil adquisición y generalmente de baja calidad debido a la afectación que sufren 
dichas señales por el ruido de fondo cerebral y el ruido externo (Imamura y otros, 2013, p. 
430). En la figura 2.8 se ejemplifica lo descrito líneas arriba: 
 
Figura 2.8: Representación de un electroencefalograma. Adaptado de Tong y Thakor, 
2009. 
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2.9.2 Características de las ondas EEG 
El EEG muestra la grabación de un conjunto de ondas cerebrales cuyas amplitudes pueden 
estar comprendidas entre 0 y 300 mV (He, 2013, p. 62). Otros autores como (Schalk y 
Mellinger, 2010, p. 9) estipulan amplitudes características de 10 a 20 µV y (Tong y Thakor, 
2009, p. 51) las estipulan comprendidas entre el rango de 10 a 100 µV. Pero, coinciden 
reconociendo que el rango de frecuencias del EEG desde el punto de vista fisiológico para 
las bandas clínicas EEG estándar se encuentra en el rango de 0,1 a 50 Hz, 
aproximadamente (He, 2013, p. 62; Tong & Thakor, 2009, p. 51).  
2.9.3 Ritmos, patrones u ondas cerebrales 
Una señal EEG puede ser considerada como una señal generada aleatoriamente por un 
proceso estocástico y puede ser representada, después de su digitalización, como una 
secuencia de muestras temporales (Tong & Thakor, 2009, p. 51). Los patrones cerebrales 
son generalmente irregulares; pero, cuando se tornan regulares y sostenidos en el tiempo, 
dichas señales cerebrales se clasifican, según sus bandas de frecuencias, como los ritmos 
deltas (δ), thetas (θ), alfas (α), betas (β) y gammas (γ). Los ritmos alfas se encuentran 
dentro del rango de 8 a 13 Hz y principalmente están relacionados con el procesamiento 
visual que se desarrolla en el cerebro. Su amplitud aumenta cuando los ojos se cierran y 
el cuerpo se relaja, y se atenúa cuando se abren los ojos y se realiza un esfuerzo mental. 
Los ritmos beta se encuentran dentro del rango de los 14 a los 30 Hz y están asociados 
con actividades motoras (Imamura y otros, 2013, p. 430). Otro autor como (He, 2013, p. 
262) propone dos subclases para la banda beta. Beta I, comprendida entre 14 y 20 Hz y la 
segunda subclase, beta II, comprendida entre 20 y 50 Hz. La peculiaridad de los ritmos 
beta II propuestos por He es que sólo aparecen durante una intensa actividad mental y 
tensión; mientras que los ritmos beta I se comportan como los ritmos alphas. Los ritmos 
beta están desincronizados durante un movimiento real o movimiento evocado y se 
caracterizan por su distribución simétrica cuando no hay actividad motora (Imamura y otros, 
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2013, p. 430). Los ritmos gamma se encuentran en el rango de 30 a 100 Hz y están 
relacionados con ciertas funciones motoras o percepciones. También pueden estar 
asociados con actividades motoras durante una máxima contracción muscular (Imamura y 
otros, 2013, p. 430). Los ritmos thetas están en el rango de 4 a 7 Hz y por lo general se 
perciben durante estados de estrés emotivo, decepciones, frustraciones (He, 2013, p. 62). 
Los ritmos deltas presentan frecuencias menores a 3.5 Hz y típicamente se pueden 
apreciar durante el estado de sueño profundo, en la infancia y/o en casos graves de 
enfermedades orgánicas cerebrales (He, 2013, p. 62). En la figura 2.9 se muestra la 
representación de los ritmos, patrones, señales o bandas cerebrales. 
 
Figura 2.9:  Representación de los ritmos, patrones u ondas cerebrales. Adaptación de 
He, 2013. 
2.9.4 Sistema internacional 10-20 
Los electrodos EEG son pequeñas placas de metal colocados sobre el cuero cabelludo 
haciendo uso de un gel conductor. Fabricados empleando diversos materiales, 
generalmente son de estaño; pero, también los hay de oro, de platino, de plata o de cloruro 
de plata. En una grabación, se recomienda siempre emplear electrodos del mismo material 
para evitar exhibir diferentes potenciales de contacto electroquímico. Para seguir un orden 
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internacional en cuanto a la distribución y cantidad de electrodos a colocar sobre el cuero 
cabelludo humano, se usa el esquema de posicionamiento estándar de electrodos para 
aplicaciones EEG, el Sistema Internacional 10 – 20 (Schalk y Mellinger, 2010, p. 15). El 
mencionado sistema usa dos puntos de referencia de la cabeza para definir la localización 
de los electrodos. Uno de estos puntos es el nasión, que se encuentra en el punto más alto 
de la nariz, al mismo nivel que los ojos. El otro punto de referencia es el inión, que está 
localizado en la base del cráneo. Teniendo en cuenta estos dos puntos, el sistema 10-20 
divide el cráneo en una serie de planos transversales y meridianos. Las localizaciones de 
los electrodos se determinan al dividir estos planos en intervalos que cubren el 10% y 20% 
de la longitud total del plano. La denominación de cada electrodo del estándar consiste en 
unas letras que se corresponden con la región específica del cerebro en la que se 
encuentra dicho electrodo. De tal modo que la A representa el lóbulo de la oreja, C la parte 
central, Pg el nasofaríngeo, P el parietal, F el frontal, Fp el frontal polar, y O la zona occipital. 
En la figura 2.10 se aprecia la distribución de los electrodos sobre el cuero cabelludo 
humano siguiendo el Sistema Internacional 10-20. 
 
Figura 2.10 Sistema Internacional 10-20. Adaptado de He, 2013. 
 
2.10 Base de datos  
Los datos EEG con los que se trabajó en esta tesis fueron grabados por Zachary Keirn en 
la Pardue University durante su trabajo de tesis de maestría en el Departamento de 
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Ingeniería Eléctrica de la misma universidad. Dicha base de datos EEG está disponible en 
la página web del Laboratorio de Interfases Hombre-Máquina de la Colorado State 
University de Estados Unidos de Norteamérica y contiene un arreglo de 1x325 arreglos. 
Cada uno de ellos contiene información referente a la identificación del ‘sujeto de la 
prueba’, al ‘tipo de prueba’ o tarea mental ejecutada, al ‘número de realización de la tarea 
mental’ y un arreglo de ‘7x2500’ con la data puntual adquirida. En este arreglo, las 7 filas 
corresponden a los canales C3, C4, P3, P4, O1, O2, y EOG (oculograma). En las columnas 
están los valores adquiridos con una frecuencia de 250 Hz empleando un conversor A/D 
Lab. Master de 12-bits montado en un computador durante los 10 segundos de ejecución 
de la tarea mental por lo que se cuenta con 2500 columnas. Por ejemplo, el primero de los 
325 arreglos es un conjunto de celdas que luce de la siguiente manera: ‘sujeto 1’, 
‘relajación’, ‘prueba 1’, ‘7x2500’. Las grabaciones se realizaron referenciadas a los 
mastoides A1 y A2. EOG se posicionó entre la frente, arriba de la línea de la ceja izquierda, 
y el pómulo izquierdo. La grabación se realizó con un amplificador Grass 7P511 cuyos 
filtros analógicos pasa banda se fijaron desde 0,1 a 100 Hz. Los sujetos 1 y 2 eran 
empleados de una universidad y uno era zurdo de 48 años y el otro diestro de 39 años, 
respectivamente. Los sujetos 3 al 7 eran estudiantes universitarios diestros entre las 
edades de 20 y 30 años. Todos fueron ubicados por correo, excepto el sujeto 5. El primer 
día, los siete sujetos realizaron cinco ensayos de cada una de las cinco tareas mentales y 
volvieron a hacerlo por segunda vez, otro día. Los sujetos 2 y 7 sólo completaron la sesión 
del primer día. Sólo el sujeto 5 completó las sesiones los tres días (Keirn, 2019). Para este 
trabajo de tesis serán utilizadas las señales EEG de los sujetos 1, 3, 4 y 5 que desarrollaron 
las cinco tareas mentales al menos dos días y no registraron problemas durante el 




Tabla 2.1: Características de la base de datos. Colorado State University. 
Característica Descripción 
Electrodos EEG c3, c4, p3, p4, o1, o2, EOG 
c3 
Electrodo del área central del hemisferio 
izquierdo 
c4 
Electrodo del área central del hemisferio 
derecho 
p3 
Electrodo del lóbulo parietal del 
hemisferio izquierdo 
p4 
Electrodo del lóbulo parietal del 
hemisferio derecho 
o1 
Electrodo del lóbulo occipital del 
hemisferio izquierdo 
o2 
Electrodo del lóbulo occipital del 
hemisferio derecho 
EOG Oculograma 
Frecuencia de muestreo 250 Hz 
Tiempo de muestreo 10 segundos 
Posición de electrodos de referencia Mastoideos A1 y A2 
Banco de amplificadores Grass 7P511 
Filtro pasabanda [0,1-100]Hz 
Sujeto 1 zurdo de 48 años de edad 
Sujeto 2 diestro de 49 años de edad 
Sujetos 3, 4, 5, 6, 7 diestros entre 20 a 30 años de edad 
Fuente: Elaboración propia 
Acorde con lo expuesto líneas arriba, la descripción de las cinco tareas mentales es la 
siguiente: 
2.10.1 Tarea mental de relajación (B) 
Los sujetos son invitados a estar relajados y no pensar en nada en específico. Esta tarea 
es usada como control y como medida de base de las señales EEG. 
2.10.2 Tarea mental de multiplicación (M) 
Los sujetos fueron sometidos a la tarea mental de multiplicación no sencillas, sin realizar 
ningún movimiento físico y sin pronunciar palabra alguna, los números 72x38. Este tipo de 
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tarea mental es concebida con la intención de que la respuesta no sea ni inmediata ni 
aparente.  
2.10.3 Tarea mental de rotación geométrica (R) 
Los sujetos tuvieron 30 segundos para realizar un estudio particular de una fotografía de 
un objeto tridimensional. Después de que la fotografía fue retirada, se le pidió al sujeto girar 
mentalmente sobre su eje el objeto observado en la fotografía. Las señales son adquiridas 
durante el período de rotación mental. 
2.10.4 Tarea mental de composición de una carta (LC) 
Los sujetos son invitados a componer mentalmente una carta a un pariente o a un amigo, 
sin pronunciar palabra alguna. Esta tarea es repetida varias veces con la indicación de que 
continúen la composición en lugar de empezar nuevamente. 
2.10.5  Tarea mental de conteo visual (C) 
Los sujetos son invitados a imaginar una luz y visualizar números que están siendo escritos 
de manera secuencial; como un número anterior siendo apagado antes de que otro número 
sea escrito. Todo ello, sin verbalizar los números y continuar el conteo en lugar de 
reiniciarlo. 
De estas cinco tareas mentales elegidas por Zachary Keirn dos son consideradas de alta 
complejidad (M y R) y dos son consideradas de baja complejidad (LC y C); mientras que la 
tarea mental de relajación sólo es utilizada como una tarea de control para analizar y 
comparar variaciones de las señales EEG con las otras tareas mentales (Keirn, 2019). La 
figura 2.11 muestra cinco gráficas referentes a las tareas mentales de relajación, 
multiplicación, composición de una carta, rotación y conteo, respectivamente.  
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Figura 2.11 Data proveniente de la Colorado State University. Patrón de Análisis EEG. 
Elaboración propia. 
2.11 Cognición 
Del latín: cognoscere = saber, la palabra cognición se emplea de diversos modos para 
referirse a la capacidad humana de adquirir conocimiento o saber; que, en un sentido social 
o cultural, puede interpretarse como el desarrollo progresivo de conceptos y conocimientos 
dentro de un grupo los cuales se manifiestan en sus formas de procesar información, de 
aplicar el conocimiento y de cambiar de preferencias; es decir, pensamiento y acción 
(Ivancevic e Ivancevic, 2007, pp. 37 - 39).  
2.11.1 La cognición en la psicología cognitiva y memoria asociativa 
Según otros autores, el término cognición hace referencia a los procesos cognitivos o 
procesos mentales por los cuales un individuo adquiere conocimiento del ambiente que lo 
rodea. Los procesos mediante los cuales se adquirieren dichos conocimientos es el 
principal campo de estudio de los psicólogos cognitivos (Henry D. Schlinger y Poling, 1998, 
p. 212). Se puede mencionar que, entre los procesos mentales tenemos a la conciencia, el 
estado anímico, el humor, el afecto, el pensamiento, el habla, la conducta motora, la 
 
45 
memoria, el cálculo aritmético, la argumentación verbal, el juicio, la abstracción mental, 
entre otros (Fernández y Vega, 2010, p. 39). Siendo más específico, en psicología e 
inteligencia artificial (AI), cognición se utiliza para referirse a las funciones mentales, 
procesos mentales y estados de entidades inteligentes (humanos, organizaciones 
humanas, robots altamente autónomos), con un enfoque particular hacia el estudio de 
procesos mentales como la comprensión, la inferencia, la toma de decisiones, la 
planificación y el aprendizaje. Recientemente, los investigadores cognitivos especializados 
se centran fundamentalmente en las capacidades de abstracción, de generalización, de 
concretización/especialización y de meta razonamiento; cuyas descripciones involucran 
conceptos tales como creencias, conocimientos, deseos, preferencias e intenciones de 
individuos, de objetos, de agentes y/o de sistemas inteligentes (Ivancevic e Ivancevic, 
2007, p. 39).  
2.11.2 Conectividad Funcional 
Según Fingelkurts, Fingelkurts, & Kahkonen (2005) la conectividad funcional es definida 
como la correlación temporal entre eventos neurofisiológicos (operaciones u eventos 
cerebrales) espacialmente distantes, expresados como desviación de la independencia 
estadística (correlación temporal) durante dichos eventos, en grupos y áreas neuronales 
distribuidos; o con palabras de (Jin, Lin, Auh, & Hallett, 2011) la conectividad funcional es 
definida como la asociación o dependencia estadística entre regiones cerebrales distantes.  
2.12 Procesamiento digital de señales  
El procesamiento de señales juega un papel central en un enorme rango de sistemas 
electrónicos modernos como los sistemas de almacenamiento de voz, datos y 
comunicación por video; como los sistemas de radares, sonares y de teledetección o como 
los sistemas automatizados de manufactura (Wornell, 1996, p. 1). Además, hace muchos 
años el procesamiento de señales es usado para transformar o manipular señales digitales 
o señales analógicas; siendo la más frecuente de sus aplicaciones, el filtrado de una señal. 
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Actualmente, el procesamiento digital de señales (DSP, por sus siglas en inglés) es una 
tecnología madura y ha reemplazado en muchas aplicaciones a los tradicionales sistemas 
analógicos de procesamiento de señales. Entre las ventajas de los sistemas DSP se tiene 
que no son susceptibles ni a las variaciones temperatura ni al envejecimiento ni a las 
tolerancias de los componentes electrónicos. En esa línea, se puede comentar que la 
aparición, en 1965, de un algoritmo eficiente para el cómputo de la Transformada Discreta 
de Fourier (DFT, por sus siglas en inglés) aceleró el desarrollo del DSP; al igual que lo hizo 
la introducción de los procesadores digitales de señales programables (PDSP, por sus 
siglas en inglés) al final de la década de 1970. Dichos dispositivos se caracterizaron por 
poder computar multiplicación y acumulación en un solo ciclo de reloj; lo cual fue una 
mejora sustancial en comparación con los sistemas de microprocesadores basados en la 
arquitectura Von Neuman de aquel entonces. En la actualidad, los modernos PDSPs 
incluyen funciones mucho más sofisticadas como por ejemplo multiplicadores de punto 
flotante, bancos de memorias, interfaces con cero traslape entre conversores A/D y D/A. 
(Meyer-Baese, 2007, pp. 1-2). 
2.13 Filtros digitales 
Los filtros digitales son generalmente utilizados para modificar los atributos de una señal 
en el dominio del tiempo o de la frecuencia. El filtro digital más común es el filtro lineal 
invariable en el tiempo (LTI, por sus siglas en inglés). Un LTI interactúa con sus señales de 
entrada a lo largo del proceso de convolución denotado por 𝑦 = 𝑓 ∗ 𝑥 donde 𝑓 es la 
respuesta al impulso y 𝑥 es la señal de entrada; y por consiguiente 𝑦 es la salida 
convolucionada. Este proceso de convolución es formalmente definido en la ecuación 2.1 
(Meyer-Baese, 2007, p. 182): 
𝑦[𝑛] = 𝑥[𝑛] ∗ 𝑓[𝑛] = ∑ 𝑥[𝑘]𝑓[𝑛 − 𝑘]
𝑘
= ∑ 𝑓[𝑘]𝑥[𝑛 − 𝑘]
𝑘
                              (2.1) 
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Los filtros digitales LTI son clasificados en filtros de respuesta al impulso finito (FIR, por 
sus siglas en inglés) y en filtros de respuesta al impulso infinito (IIR, por sus siglas en 
inglés). 
2.13.1 Filtros digitales de respuesta al impulso finito   
Un filtro FIR con coeficientes constantes es un filtro digital LTI cuya expresión en el dominio-
z se aprecia en las ecuaciones 2.2 y 2.3: 
𝑌(𝑧) = 𝐹(𝑧)𝑋(𝑧)                                                                    (2.2) 
 
𝐹(𝑧) = ∑ 𝑓[𝑘]𝑧−1
𝐿−1
𝑘=0
                                                                  (2.3) 
Una de las características principales de este tipo de filtros es que fácilmente alcanza un 
comportamiento de fase lineal; son posibles los filtros multibanda; a filtros más amplios 
entonces mayor es el requerimiento computacional (Meyer-Baese, 2007, pp. 182-183). 
2.13.2 Filtros digitales de respuesta al impulso infinito   
En comparación con los filtros digitales FIR, un filtro digital IIR puede ser siempre más 
eficiente en términos de cumplimiento de requerimientos para un orden de filtro específico. 
Ello es posible porque incorpora retroalimentación y es capaz de presentar ceros y polos 
de una función de transferencia de un sistema donde un filtro FIR es todo ceros. Entre las 
características que presentan los filtros IIR está su alta velocidad de acción para un orden 
de filtro menor; típica respuesta no lineal de fase; diseño multibanda es complicado; la 
retroalimentación podría introducir inestabilidades (Meyer-Baese, 2007, pp. 215-216). 
2.13.3 Preprocesamiento de las señales EEG 
Antes de trabajar con las señales EEG es recomendable eliminar el ruido acoplado a las 
señales adquiridas. Es decir, para preprocesar dichas señales se pueden utilizar los filtros 
IIR Notch, la Transformada Discreta de Fourier y los filtros elípticos. Por ejemplo, para 
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realizar un acondicionamiento adecuado de las señales EEG comprendidas en la banda 
Alpha [7-13]Hz, se pueden eliminar las perturbaciones generadas por la red eléctrica de 
60Hz con un filtro IIR Notch de segundo orden; así como eliminar la componente continua 
de la señal DC empleando la Trasformada rápida de Fourier y se realizar el filtrado doble 
(hacia adelante y hacia atrás) de la señal para evitar variaciones de fase, típicas de los 
filtros IIR. 
2.13.3.1 Filtro notch de segundo orden 
Como se puede apreciar en la figura 2.12, los filtros notch de segundo orden son resultado 
de la conexión en paralelo (suma) de un filtro pasa bajo de primer orden con una frecuencia 
de corte 𝜔1 y de un filtro pasa alto de primer orden con una frecuencia de corte 𝜔2 
(Devasahayam, 2013, pp. 78-79). 
 
Figura 2.12: Especificaciones de la respuesta efectiva del filtro rechaza banda. Adaptado 
de (Oppenheim, Schafer y Buck, 2000, p. 433) 
La función de transferencia de dicho filtro es apreciada siguiendo la secuencia de 
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                                                           (2.6) 
Asimismo, la frecuencia natural es definida como 𝜔𝑐 = √𝜔1𝜔2 y el factor de 
amortiguamiento es definido como 𝜁 = (𝜔1 + 𝜔2)/(2𝜔𝑐). Las raíces de la ecuación 
característica pueden ser reales o complejas. Asimismo, un mejor filtro rechaza banda 
puede ser diseñado conectando en paralelo (suma) un filtro pasa bajo de segundo y un 
filtro pasa alto de segundo orden (Devasahayam, 2013, p. 79). La función de transferencia 
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                                                               (2.8) 
En suma, el filtro notch de red eléctrica es un caso especial de filtro rechaza banda que se 
caracteriza por ser muy pronunciado y es diseñado para filtrar específicamente una banda 
muy estrecha de frecuencias alrededor de la frecuencia de la red eléctrica (60 Hz). Este 
filtro no debería implementarse cuando se desea analizar la banda gamma pues interferiría 
con el espectro objetivo (Tong y Thakor, 2009, p. 34). Se implementó en el programa 
MATLAB el filtro notch con la finalidad de eliminar el ruido acoplado a las señales adquiridas 
por los electrodos, debido a la red eléctrica de 60 Hz de los Estados Unidos de 
Norteamérica. Filtro que satisfizo las siguientes especificaciones: filtrado de las 
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perturbaciones generadas por la red eléctrica a 60 Hz, 0.99 ≤ |𝐻(𝑒𝑗𝑤)| ≤ 1.01, 
|𝑤1 −  𝑤2| ≤ ±0.5𝐻𝑧, frecuencia de muestreo 𝐹𝑠 = 250𝐻𝑧.  
En la ecuación (2.9) se aprecia la función de transferencia en el plano - z del filtro notch 




                                                  (2.9) 
Donde: 
𝛼 𝑦 𝑏: son escalares positivos 
𝑛: es el orden del filtro 
2.13.3.2 Transformada Rápida de Fourier (FFT) 
Basados en la aplicación del análisis de Fourier que es un método matemático para 
descomponer ondas complejas en ondas sinusoidales (Ivancevic & Ivancevic, 2007, p. 93), 
se eliminó la componente continua de la señal DC con la componente de frecuencia cero 
de la Transformada de Fourier. La forma clásica de calcular la Transformada Discreta de 









                                                    (2.10) 





                                                     (2.11) 
La Trasformada Rápida de Fourier es una familia de algoritmos muy eficiente que se 
emplea para calcular numéricamente la Transformada Discreta de Fourier. La estrategia 
de la FFT es “organizar y compartir”; es decir, reorganizar un algoritmo para evitar cálculos 
redundantes, lo que se materializa en una mayor velocidad de procesamiento y en la 
reducción de errores numéricos (Burrus, 2005). Por ejemplo, si multiplicaciones y sumas 
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empleando un procesador específico tardan 0,1𝜇𝑠 cada una de ellas, la Trasformada 
Discreta de Fourier de una imagen de 1000𝑥1000 puntos empleando el método directo 
tardaría cerca de 30 horas mientras que empleando la FFT se obtendría el mismo resultado 
en 2𝑠; es decir, el tiempo de respuesta empleando la FFT se redujo 54000 veces (Peters y 
Williams, 1998, p. 190). La visualización de las señales en el dominio de la frecuencia 𝐻(𝑧) 
facilitarán la interpretación de la información objetivo.  
2.13.3.3 Filtro elíptico o Cauer 
Para filtrar las señales EEG manteniendo una respuesta de fase casi lineal, se diseñó un 
filtro pasabanda que satisfizo las siguientes especificaciones: frecuencias de corte 7𝐻𝑧 ≤
|𝑤2 −  𝑤3| ≤= 13𝐻𝑧, 0.99 ≤ |𝐻(𝑒
𝑗𝑤)| ≤ 1.01, |𝑤1 −  𝑤2, 𝑤3 −  𝑤4 | ≤ ±0.5𝐻𝑧, 
frecuencia de muestreo 𝐹𝑠 = 250𝐻𝑧, atenuación mínima de −30𝑑𝐵 para las frecuencias 
+ −⁄ 0.5𝐻𝑧. La figura 2.13 muestra las especificaciones de dicho filtro. 
 
Figura 2.13: Especificaciones de la respuesta efectiva del filtro pasabanda. Adaptado de 
(Oppenheim, Schafer y Buck, 2000, p. 433)  
La función de transferencia de los filtros digitales es definida con las ecuaciones (2.12), 









−2 + ⋯ + +𝑏𝑁𝑧
−𝑁
1 + 𝑎1𝑧−1+𝑎2𝑧−2 + ⋯ + +𝑎𝐷𝑧−𝐷
                                (2.13) 
𝑌(𝑧) = 𝐻(𝑧)𝑋(𝑧) = 𝑋(𝑧)
∑ 𝑏(𝑘)𝑧−𝑛𝑁−1𝑘=0
∑ 𝑎(𝑙)𝑧−𝑛𝐷−1𝑙=0
                                    (2.14) 
La ecuación para los filtros de respuesta infinita al impulso (IIR, por sus siglas en inglés) 
es presentada por la ecuación (2.15). 
𝑌(𝑧) = ∑ 𝑏(𝑛)𝑥(𝑘 − 𝑛) −
𝐿𝑁
𝑛=1
∑ 𝑎(𝑛)𝑥(𝑘 − 𝑛)
𝐿𝐷
𝑛=1
                                    (2.15) 
Los filtros elípticos, también conocidos como los filtros Cauer en honor a Wilhelm Cauer 
por su gran aporte en el área, son filtros que se caracterizan por tener una magnitud de 
respuesta pasabanda de rizado homogéneo similar a los filtros de Chebyshev Tipo I, y una 
respuesta de magnitud de banda de parada de rizado homogéneo similar a los filtros 
Chebyshev tipo II. A diferencias de los filtros Chebyshev, Pascal o Butterworth, los filtros 
Cauer requieren un orden más bajo para cumplir con las especificaciones de diseño dadas 
(Paarmann, 2003, p. 186) y presentan una transición más abrupta; es decir, su banda de 
transición es más angosta (Carlos Valeriano Cuba, 1999). La figura 2.13 muestra las partes 




Figura 2.13: Partes de un filtro elíptico pasabanda de [7-13]Hz. Elaboración propia. 
Desde finales de la década de 1920 Wilhelm Cauer, diseñó los filtros empleando 
aproximaciones racionales que involucran funciones elípticas. El costo, por la disminución 
tan significativa del orden de los filtros, es un aumento del esfuerzo de diseño debido a la 
dificultad matemática implícita en el uso de dos funciones elípticas (Dimopoulos, 2012, p. 
143). La figura 2.14 ilustra las bondades de un filtro Cauer de orden cinco respecto de los 
demás filtros clásicos, del mismo orden, como los Chebyshev, Chebyshev Inverso y 
Butterworth. 
 
Figura 2.14 Aproximaciones de filtros Butterworth, Chebyshev y Elíptico (N = 5): gráficos 
de ganancias de filtros rechaza banda. Adaptado de Dimopoulos, 2012. 
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La primera función elíptica, representada en la ecuación (2.16), es la integral elíptica 
completa del primer tipo 𝑘(𝑥), que aparece en la aproximación elíptica siempre con valores 







𝑑∅                                           (2.16) 
La segunda función elíptica es el seno elíptico de Jacobi 𝑠𝑛(𝑢, 𝑥) para u con módulo x. El 
seno elíptico de Jacobi es una función doblemente periódica de u con un período real y 
complejo, los cuales dependen del módulo x. El período real es T (x) = 4K(x), donde K(x) 
es la integral elíptica completa de x. Para pequeños valores de x, 𝑠𝑛(𝑢, 𝑥) es muy similar 
al seno trigonométrico, pero a medida que x aumenta, la gráfica se torna en ángulo recto 






𝑑∅ = 𝑢                                                         (2.17)                                             
entonces 𝑠𝑛(𝑢, 𝑥) = sin (𝜃). Esta integral con 𝜃 ≠
𝜋
2
 se define como la integral elíptica no 
completa con módulo x. Una propiedad básica de 𝑠𝑛(𝑢, 𝑥) es que 𝑠𝑛(𝑘(𝑥), 𝑥) = 1. El 
cálculo de la integral elíptica completa y del seno elíptico Jacobiano se realizará con mayor 
facilidad empleando los Promedios Arimético-Geométicos (AGM, por sus siglas en inglés). 
Sea 𝑀(𝑥, 𝑦) el promedio aritmético-geométrico de x e y, la integral elíptica completa 𝐾(𝑥) 







𝑑𝜃                                                   (2.18) 
Para cada valor de 𝑘 < 1 se obtiene la ecuación (2.19). 
𝑘(𝑘) =
𝜋
2𝑀(1, √1 − 𝑘2)
=     
𝜋
𝑀(1 − 𝑘, 1 + 𝑘)
                                              (2.19) 
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El parámetro 𝑞(𝑥) conocido como la constante modular o nombre jacobiano 𝑞 es definido 







𝑀(1,𝑥)                                               (2.20) 
ln(𝑞(𝑥)) = −𝜋
𝑀(1, √1 − 𝑥2)
𝑀(1, 𝑥)
                                              (2.21) 
La ecuación (2.22) muestra una aproximación bastante precisa de 𝑞(𝑥)  
𝑞𝑎𝑝𝑝1(𝑥) = 𝛼(𝑥) + 2𝛼
5(𝑥) + 15𝛼9(𝑥) + 150𝛼13(𝑥)                                         (2.22) 
Para todo valor de 𝛼(𝑥) como se aprecia en la ecuación (2.23) 
𝛼(𝑥) = 0.5
1 − (1 − 𝑥2)0.25
1 + (1 − 𝑥2)0.25
                                         (2.23) 
Otra aproximación menos precisa de 𝑞(𝑥) para 𝑥 < 0.2 es la propuesta por la ecuación 
(2.24) 
𝑞(𝑥) ≈ 𝑞𝑎𝑝𝑝2(𝑥) =
1
16
𝑥2                                             (2.24) 
Las funciones Jacobianas theta son expresadas como la convergencia rápida de series 
infinitas expresadas en las ecuaciones (2.25) y (2.26) 






𝑐𝑜𝑠(2𝑚𝜋𝑧)                                     (2.25) 
 𝜃1(𝑧, 𝑦) = 2𝑦
1
4⁄ ∑ (−1)𝑚∞𝑚=0 𝑦
𝑚(𝑚+1)𝑠𝑖𝑛((2𝑚 + 1)𝜋𝑧)                           (2.26) 
Para obtener resultados adecuados de las ecuaciones (2.25) y (2.26) se requieren menos 
de 10 términos. Las ecuaciones (2.27) y (2.28) muestran las relaciones existentes entre el 






























𝑀(1,𝑥)   )
                            (2.28) 
La herramienta de procesamiento de señales del programa MATLAB incluye las funciones 
necesarias para diseñar filtros elípticos. La función ellipord() se puede usar para calcular el 
orden del filtro elíptico a partir de los requerimientos iniciales y la función ellip() brinda los 
valores restantes. Las funciones están bien documentadas y se pueden usar para calcular 
todos los parámetros de un filtro elíptico, tal como se ha hecho en la presente tesis 
(Dimopoulos, 2012). En resumen, se implementó el filtro elíptico, en lugar del filtro 
Butterworth o Chebyshev, pues con él, la señal de salida es más semejante a una señal 
cuadrada digital. La figura 2.14 muestra la señal de relajación del electrodo C3, ensayo 1, 
a la salida del filtro elíptico de orden N=5.  
 




Las figuras 2.15 y 2.16 muestran los pasos de preprocesamiento de las señales EEG en el 
dominio de la frecuencia y en el dominio del tiempo. 
 
Figura 2.15: Señal en el dominio de la frecuencia. Sin filtrar y filtrada. Elaboración propia 
 




2.14 Algoritmo Información Cross - Mutual (CMI) 
El cerebro humano tiende a organizarse en un conjunto de interacciones de redes 
funcionales que típicamente muestran un incremento de la conectividad funcional entre 
regiones cerebrales específicas que dan vida a dichas redes cerebrales (Tajik-Parvinchi, y 
otros, 2020). Además, los métodos cuantitativos de análisis del EEG de un solo canal 
incluyen a los métodos lineales, a los métodos descriptores no lineales y a los métodos de 
medidas estadísticas; los cuales son herramientas cuantitativas empleados para extraer 
información de un solo canal del EEG (Tong & Thakor, 2009, pp. 52-109). Por otro lado, se 
tienen los métodos de análisis de señales EEG de variables duales; los cuales, se encargan 
de medir el nivel de sincronización entre diferentes lugares de grabación del EEG. 
Sincronización en términos de nivel de conectividad funcional entre dos áreas cerebrales 
que pueden ser clínicamente relevantes para la identificación de diferentes estados 
cerebrales o actividades patológicas; es decir conectividad funcional como indicador de 
niveles de sincronización que podrían evidenciar comunicación entre diferentes regiones 
cerebrales (Tong & Thakor, 2009, p. 109). En relación con lo expuesto líneas arriba, 
teóricamente se conoce que la correlación y coherencia miden la dependencia lineal entre 
dos series en el tiempo; mientras que la información mutua (MI, por sus siglas en inglés) 
cuantifica la información compartida entre dos series en el tiempo. Eso quiere decir que, si 
dos series en el tiempo son independientes entre sí, no hay información compartida y por 
ende, el valor de MI sería igual a cero o uno si ocurre lo contrario (Zhou, Thompson, & 
Siegle, 2010). En ese sentido, la probabilidad de cada elemento del sistema 





= 1                                                       (2.29) 
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La información contenida en el 𝑖 − é𝑠𝑖𝑚𝑜 símbolo es representada en bits por la ecuación 
(2.30).  
𝐼(𝑖) = −𝑙𝑜𝑔2𝑃𝑋(𝑖)                                                       (2.30) 
La entropía es la información que se obtiene del propio análisis de variable y la ecuación 
(2.31) engloba dicha definición.  
𝐻(𝑋) = − ∑ 𝑃𝑋(𝑖) log2 𝑃𝑋(𝑖)
𝑥 ∈ 𝑋
                                         (2.31) 
La distribución de la probabilidad conjunta 𝑃𝑋𝑌(𝑖, 𝑗) es representada por la ecuación (2.32). 
𝑃𝑋(𝑖) = ∑ 𝑃𝑋𝑌(𝑖, 𝑗)
𝑁𝑌
𝑗=1
                                                  (2.32) 
La distribución de la probabilidad condicional 𝑃𝑋|𝑌(𝑖, 𝑗) es representada por la ecuación 
(2.33). 
𝑃𝑋|𝑌(𝑖, 𝑗) = 𝑃𝑋|𝑌(𝑖, 𝑗)𝑃𝑌(𝑗)                                                (2.33) 
La entropía conjunta 𝐻(𝑋, 𝑌) es representada por la ecuación (2.34). 





log2 𝑃𝑋𝑌(𝑖, 𝑗)                                 (2.34) 
La entropía condicional 𝐻(𝑋|𝑌) es representada por la ecuación (2.35). 
𝐻(𝑋|𝑌) = 𝐻(𝑋, 𝑌) + ∑ 𝑃𝑌(𝑗)𝑙𝑜𝑔2 𝑃(𝑗)
𝑁𝑌
𝑗=1
                                  (2.35) 
La ecuación (3.32) es equivalente a la ecuación (2.36). 
𝐻(𝑋|𝑌) = 𝐻(𝑋, 𝑌) − 𝐻(𝑌)                                             (2.36) 
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Asimismo, la información mutua (MI) es un concepto básico de la Teoría de la Información 
que se emplea para hacer referencia a la dependencia estadística entre dos variables o 
para hacer referencia a la cantidad de información que una variable contiene de otra 
variable (Chatterjee & Siarry, 2013, pp. 192-193). También se puede afirmar que el 
algoritmo Información Mutua (MI por sus siglas en inglés) se caracteriza por proporcionar 
medidas de dependencia estadística lineal y de dependencia estadística no-lineal entre dos 
series en función del tiempo y es representada por las ecuaciones (2.37) y (2.38) (Cellucci, 
Albano y Rapp, 2004, pp. 39-47). 
𝐼(𝑋, 𝑌) = 𝐻(𝑋) − 𝐻(𝑋|𝑌)                                             (2.37) 








}                                 (2.38) 
Este concepto servirá para evaluar y cuantificar la información transmitida entre diferentes 
zonas cerebrales durante el desarrollo de una tarea mental. Para lo cual se utilizará el 
algoritmo CMI que es el uso del algoritmo MI pero aplicado a distintos sistemas; que en 
este caso, son las señales proporcionadas por los cuatro distintos sujetos participantes 
(S1, S2, S3, S4) y sus electrodos P3, P4, C3, C4, O1, O2. El código completo del algoritmo 
se puede encontrar en el Anexo 1 del presente trabajo.  
2.15 Prueba Kolmogorov – Smirnov 
La prueba de Kolmogorov – Smirnov es una prueba de bondad de ajuste empleada para 
determinar si los datos de una población se ajustan bien o no a una distribución teórica 
(Porras Cerrón, 2017, pp. 41-46). Es decir, se emplea para verificar que la población ‘x’ de 
la data es igual a lo hipotetizado en ‘y’ (The MathWorks, Inc.). Esta prueba puede ser 
utilizada para determinar si los datos provienen de una distribución normal, de una 
distribución logarítmica – normal, de una distribución Weibull, de una distribución logística 
o exponencial (NIST SEMATECH, 2012, pp. 278-281). En este trabajo se empleará la 
prueba de Kolmogorov – Smirnov para definir si los datos empleados provienen de una 
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distribución normal o de una distribución no normal; todo ello haciendo uso del programa 
MATLAB, del cual se comentará en el punto 2.11. 
2.16 Prueba de hipótesis estadística Wilcoxon signed-rank 
Puesto que la prueba de hipótesis estadística es el proceso de aceptación o rechazo de 
una hipótesis de validez temporal que será verificada experimentalmente (Porras Cerrón, 
2017,p. 24), Frank Wilcoxon planteó una prueba cuyo procedimiento utiliza ambas 
direcciones (signos) y magnitudes. Es decir, la prueba Wilcoxon signed-rank se aplica al 
caso de distribución simétrica continua y bajo este hecho, la media y la mediana son iguales 
y así podemos usar este procedimiento para probar la hipótesis nula 𝑢 = 𝑢0. La siguientes 
citas textuales ponen de manifiesto el valor de las pruebas de hipótesis: 
La planificación de una investigación estadística usualmente tiene como 
finalidad verificar si los supuestos que se tienen sobre la población en 
estudio se pueden aceptar como válidos o deben ser considerados falsos. 
Se denomina hipótesis estadística a cualquier afirmación o conjetura que se 
hace acerca de la distribución de una o más poblaciones o también se puede 
decir que es un enunciado acerca del valor de un parámetro de una 
población en particular (Porras Cerrón, 2017, p. 23). La prueba estadística 
Wilcoxon signed-rank es una prueba que puede ser usada para probar una 
hipótesis nula referente al valor de la mediana de la población. Esta prueba 
es más sensible que la Prueba de Signos pues considera la magnitud de la 
diferencia entre el valor muestral y el valor hipotético de la mediana (Porras 
Cerrón, 2017, p. 81).   
2.16.1 Nivel de significación de una prueba de hipótesis (α) 
El nivel de significación de una prueba de hipótesis hace referencia a la probabilidad de 
cometer error rechazando una hipótesis nula que es verdadera en la población (Porras 
Cerrón, 2017,p. 25). 
2.17 Programa MATLAB 
El programa MATLAB está basado en un lenguaje de matrices utilizado para analizar y 
diseñar sistemas y productos. Es un medio para expresar matemática computacional; 
graficar; analizar, entre otras prestaciones. MATLAB posee librerías rigurosamente 
probadas que facilitan y dan rapidez al momento de codificar. Además, es un programa de 
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tipo dinámico y cuenta con controles de gestión de memoria y de entrada de datos 
automático que evitaría fallos de seguridad sobre todo del tipo de sobreescritura de código 
en la pila del programa lo que forzaría la ejecución de código pernicioso (Gutiérrez, 2012). 
El desarrollo del presente trabajo se realizó empleando librerías del programa MATLAB; 
inicialmente en los laboratorios de la UTP y se finalizó utilizando la licencia MATLAB 



























3DESARROLLO DE LA SOLUCIÓN  
Esta tesis se desarrolla dentro del campo científico - tecnológico y el objetivo de la misma 
es diseñar un algoritmo modular para evaluar la conectividad funcional en señales EEG 
durante el desarrollo de las tareas cognitivas de relajación y de multiplicación utilizando el 
programa MATLAB R2016a para la banda Alpha [7-13]Hz. Esto se logró con el desarrollo 
de los tres módulos que conforman el algoritmo. El primero es el módulo de 
preprocesamiento de las señales presentes en el EEG. El segundo es el módulo evaluador 
de la conectividad funcional entre las distintas zonas cerebrales y el tercer y último módulo 
es el validador estadístico de los resultados del segundo módulo. La figura 3.1 muestra el 
diagrama de bloques del sistema desarrollado y seguido a lo largo de la presente tesis.
 




3.18 Módulo de preprocesamiento de las señales EEG 
Este módulo fue elaborado con la finalidad de eliminar las posibles fuentes de interferencia 
que contienen los datos EEG y con ello se obtuvo mejores resultados. Para ello, y como 
se mencionó en el capítulo anterior, de la base de datos proporcionada por la Colorado 
State University sólo se emplearon los datos referentes a los sujetos 1, 3, 4 y 5. Dichos 
datos fueron preprocesados siguiendo el esquema planteado en la figura 3.2. 
 
Figura 3.2 Diagrama de bloques del módulo de preprocesamiento de las señales EEG. 
Elaboración propia 
Para ello se utilizó el programa MATLAB R2016a y se trabajó con el archivo 
load('eegdata.mat') seleccionando los datos referentes a la tarea cognitiva de relajación 
denominada como de baja complejidad y también los datos referentes a la tarea cognitiva 
de multiplicación denominada como tarea cognitiva de alta complejidad; todo ello respecto 
de los sujetos 1,3,4 y 5. Se ejecutó el código del programa diseñado para tal fin que se 
puede apreciar en el Anexo C. Para evaluar las señales EEG comprendidas en la banda 
Alpha [7-13]Hz, se eliminaron las perturbaciones generadas por la red eléctrica a 60Hz 
utilizando el filtro notch cuyo diseño se aprecia en capítulo anterior. El resultado del diseño 
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del filtro IIR empleando MATLAB, con factor de calidad Q=30 para remover la señal de 60 
Hz en un sistema grabado a 250 Hz, se muestra en la figura 3.3.  
 
Figura 3.3 Filtro notch de 60 Hz empleando el programa MATLAB. Elaboración propia. 
Luego de ello se empleó el filtro filtfilt() también conocido como el filtro de avanzada y 
retroceso cuya función principal es corregir el desfase generado por el filtro IIR notch de 
segundo orden. Después se sometió la señal resultante a la función fft() con la finalidad de 
eliminar el impulso delta en la frecuencia 0; no sin antes buscar la eficiencia máxima de la 
trasformada rápida de Fourier utilizando la función nextpow2() para asegurar que la 
cantidad de muestras de la señal sea potencia de 2. Para nuestro caso, como la frecuencia 
de muestreo con que se adquirieron las señales fue de 250Hz durante 10 segundos cada 
una; entonces, se tienen 2500 puntos pero luego de usar nextpow2 se trabajó con 4096 
puntos. Dicho procedimiento puede ser apreciado en el Anexo H. La figura 3.4 muestra la 
simulación de la Transformada Rápida de Fourier empleando el programa MATLAB, en la 
que se visualiza la data referente al sujeto 1, día 1, tarea mental de relajación, ensayo 1 y 
canal cerebral c3 (d1_s1_bt_t1_cc3). Se aprecia en color azul la data cruda con la 
información a ser filtrada alrededor de los 60Hz. Con color rojo se aprecia la señal filtrada 
lo cual evidencia la efectividad de dicho filtro notch. Se aplicó el filtro notch a todos los 
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canales cerebrales empleados de los sujetos 1,3,4 y 5 de las tareas mentales de relajación 
y multiplicación. 
 
Figura 3.4 Visualización de la data de ‘d1_s1_bt_t1_cc3’ en el dominio de la frecuencia. 
Elaboración propia. 
Como se trabajó con las tareas cognitivas de relajación y multiplicación, se eligió trabajar 
con la banda cerebral alfa [7-13]Hz debido a que, según la bibliografía, está ligada a las 
regiones parietales y occipitales del cerebro humano y porque el EEG proporcionado por 
la Colorado State University brinda información sobre los canales cerebrales p1 y p2 
(región parietal); los cuales, están relacionados con la precepción sensorial y son 
asociados a la guía de los movimientos con un objetivo en mente. Además, se tiene 
información sobre los canales cerebrales o1 y o2 (región occipital); los cuales están 
relacionados con el procesamiento visual.  En esa línea, la segregación de la banda 
cerebral alfa [7-13]Hz se realizó con la ejecución del algoritmo presente en el Anexo I; el 
cual es referente a un filtro elíptico de quinto orden empleando las funciones ellipord() y 
ellip(). Como se ejemplificó en el capítulo anterior, las figuras 3.5, 3.6 y 3.7 muestran la 
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Figura 3.5 Simulación del filtro elíptico pasabanda [7-13]Hz de orden 5. Elaboración 
propia. 
 
Figura 3.6 Filtro elíptico o Cauer, pasabanda alfa [7-13]Hz 
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Figura 3.7 Señal resultante del filtro elíptico mostrada en el dominio del tiempo 
3.19 Módulo evaluador de la conectividad funcional 
Como se mencionó en el marco teórico, la conectividad funcional brinda información sobre 
correlación temporal entre eventos neurofisiológicos (operaciones u eventos cerebrales) 
traducido en dependencia estadística entre dichas regiones cerebrales. Es por ello que se 
empleó el algoritmo de Información Mutua cuya característica es que cuantifica 
dependencias estadísticas, lineales o no lineales, entre series temporales (Jeong, Gore, & 
Peterson, 2001). Para poder evaluar sincronización entre las distintas zonas cerebrales 
referentes a las posiciones de los electrodos c3, c4, p3, p4, o1 y o2 siguiendo el 
posicionamiento del sistema Internacional 10-20 ante una determinada tarea mental se 
hace uso del algoritmo Cross Mutual Information que se puede apreciar en el Anexo M. En 
suma, la finalidad de este módulo fue cuantificar la dependencia estadística existente entre 
los quince pares de canales cerebrales (c3, c4, p3, p4, o1 y o2) para los cuatro sujetos 
elegidos (s1, s3, s4 y s5); todo ello referente a las tareas cognitivas de relajación (baja 
complejidad) y de multiplicación (alta complejidad). Todo ello se realizó siguiendo el 
esquema presentado en la figura 3.8. El código desarrollado para tal fin se puede apreciar 




Figura 3.8 Esquema del módulo evaluador de la conectividad funcional entre pares de 
canales cerebrales. Elaboración propia. 
Luego de ejecutar el código referido en los Anexos, se obtienen valores CMI para cada uno 
de los diez ensayos realizados por cada par de canales cerebrales y para cada tarea 
cognitiva objetivo. En la figura 3.9 se visualizan los valores CMI para cada una de las diez 
pruebas realizadas por el sujeto 1 durante la tarea mental de relajación ‘vectACHCMIB1e’ 
y para cada par de canales cerebrales referenciados por la ubicación de los electrodos 
sobre el cuero cabelludo del sujeto participante siguiendo el Sistema Internacional 10-20. 
 
Figura 3.9 Valores CMI. 10 pruebas. 15 pares de canales cerebrales. Elaboración propia 
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Indicadores de conectividad funcional buscados en este módulo son referidos por los 
valores CMI; es por ello que, el código presentado en el Anexo J tiende a mostrar los 
resultados CMI, promediarlos y hallar la desviación estándar de los mismos, pero por cada 
par de canales cerebrales o electrodos.  
3.20 Módulo validador estadístico de los resultados 
Luego de cuantificar el nivel de conectividad funcional entre pares de electrodos o canales 
cerebrales, se desarrolló este módulo con la intención de consolidar los datos resultantes 
del módulo precedente. Ello se logró siguiendo el esquema presentado en la figura 3.10.  
 
Figura 3.10 Esquema del módulo validador estadístico. Elaboración propia. 
En esa línea, fue necesario demostrar que los datos presentan una distribución no normal. 
Para ello se utilizó la función kstest2() en el programa MATLAB; referente a la prueba 
Kolmogorov-Smirnov cuyo valor lógico ‘1’ resultante valida que los datos provienen de una 
distribución no normal. Luego de ello se procedió con la función signrank() referente a la 
prueba de hipótesis estadística Wilcoxon Sign-Rank aplicada a datos que provienen de 
distribuciones no normales; cuyo valor de significancia estadística menor que 0,05 (p <
0,05) es indicador de diferencia o significancia estadística lo cual, dicho de otro modo, es 
indicador de que dicho resultado no es producto del azar y es indicador de que el resultado 
es estadísticamente significativo; existiendo suficiente evidencia estadística, en este caso, 
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a un nivel de significación de 0,05 para rechazar la hipótesis nula (Porras Cerrón, 2017, 
pp. 127-131). El algoritmo de ejecución de dicho procedimiento puede ser apreciado en el 
Anexo L. Con el algoritmo referenciado en los Anexos, se hizo énfasis en hallar significancia 
estadística entre los cuatro sujetos para la tarea mental de relajación y para la tarea mental 
de multiplicación siguiendo el patrón que se aprecia en la figura 3.11. Dichos valores de 
significancia estadística fueron obtenidos como resultado de aplicar la prueba de hipótesis 
Wilcoxon Sign-rank y además de ello se calcularon los valores de desviación estándar 
 
















4ANÁLISIS DE RESULTADOS  
En este capítulo se muestran los resultados obtenidos en la presente tesis. En esa línea, 
las  figuras 4.1 y 4.2 muestran los valores promedio de Información cross-mutual para el 
‘sujeto 1’ y para el ‘sujeto 3’ durante los diez ensayos por cada una de las tareas mentales 
de relajación y de multiplicación; mostrando valores promedio CMI por cada par de 
electrodos. Es decir, se aprecian valores promedio de CMI superiores a 0,7 lo cual es 
indicador de una fuerte conectividad funcional en cada uno de los pares de canales 
cerebrales y en ambas tareas cognitivas lo que es un claro indicador de actividad 
correlacionada entre las distintas regiones cerebrales. Asimismo, los valores de desviación 
estándar para cada par de canales cerebrales es indicador de que los valores individuales 
de CMI no están dispersos respecto del valor medio; lo cual es indicador de homogeneidad 
en los resultados que indican conectividad funcional; tal como se esperaba y en 
concordancia con la teoría presentada en el capítulo 2 del presente trabajo. Asimismo, se 
aprecia igual comportamiento en los pares de canales y sujetos restantes cuyas gráficas 









Figura 4.1 Tarea mental de relajación. Promedios CMI. Elaboración propia 
 
 
Figura 4.2 Tarea mental de multiplicación. Promedios CMI. Elaboración propia 
La figura 4.3 muestra significancia estadística distribuida en diferentes pares de canales 
cerebrales para el sujeto 1 y el sujeto 3 ante la tarea mental de relajación. La tabla 4.1 
resume todas las ocurrencias de dichas significancias para cada una de las tareas 
mentales de relajación y de multiplicación. Dichos valores, y en concordancia con la 
bibliografía, demuestran que existe evidencia estadística suficiente a un nivel de 
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significación de 0,05 entre distintos sujetos ante la misma tarea cognitiva; sea esta de 
multiplicación o de relajación, según el cuadro resumen. Los demás gráficos obtenidos de 
significancia estadística pueden ser apreciados en el Anexo P. 
 
 
Figura 4.3 Gráfica de significancia estadística. Tarea mental de relajación. Elaboración 
propia. 
 
Tabla 4.1 Tabla de resumen de ocurrencia de significancia estadística entre sujetos. 
Elaboración propia. 
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En la tabla anterior se aprecia que existen más coincidencias de significancia estadística 
en la tarea mental de multiplicación debido a que la misma es catalogada como una tarea 
cognitiva de alta complejidad. En suma, de las gráficas del presente capítulo que plasman 
los resultados de la presente tesis se aprecia que los mismos han validado las hipótesis de 






























CONCLUSIONES Y RECOMENDACIONES  
5Conclusiones 
Al finalizar esta tesis se concluye lo siguiente: 
• El algoritmo Información Cross - Mutual (CMI) es útil para evaluar la conectividad 
funcional entre las zonas cerebrales de los cuatro sujetos analizados con diez 
ensayos durante las tareas cognitivas de relajación y de multiplicación, debido a 
que se obtuvieron 𝑣𝑎𝑙𝑜𝑟𝑒𝑠 𝐶𝑀𝐼 𝑚𝑎𝑦𝑜𝑟𝑒𝑠 𝑎 0,7 
• Las transformaciones y los filtros digitales implementados y empleados en el 
programa MATLAB fueron de utilidad para realizar el preprocesamiento de las 
señales EEG 
 La prueba de hipótesis estadística Wilcoxon Sign-rank fue de utilidad para 
consolidar  estadísticamente los resultados de conectividad funcional y significancia 
estadística entre las zonas cerebrales central, parietal y occipital en la banda 
cerebral Alfa [7 - 13] Hz, debido a que se halló significancia estadística con errores 
menores al 5% ( 𝑝 − 𝑣𝑎𝑙𝑜𝑟𝑒𝑠 𝑚𝑒𝑛𝑜𝑟𝑒𝑠 𝑎 0,05) 
 Con el diseño y simulación del algoritmo objeto de esta tesis, se aporta al campo 
del procesamiento digital de señales y se generan nuevas interrogantes que 








 Es recomendable usar un software de libre acceso en lugar de MATLAB con la 
finalidad de reducir costos debido a que el público objetivo de este trabajo de 
tesis son personas de escasos recursos económicos  
 Se recomienda elaborar una interfaz de usuario que permita la diagramación de 
la combinación de distintos electrodos para facilitar el análisis de la información 
obtenida 
 Se recomienda realizar un análisis de grafos con cada una de las señales EEG 
para visualizar la información desde otra perspectiva   
 Se recomienda realizar la evaluación de la conectividad funcional EEG a las 
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8Anexo B: Diagrama de bloques 
 
9Anexo C: Programa Principal en MATLAB  
%close all;clc; clear all 
TD=input('Si desea trabajar con data cruda: ingrese 1; de lo 




    if (s==1)&&(TD==1) 
        [ B1,M1,L1,R1,C1,sujeto1] = compleMatr( TD,s ); 
    elseif (s==1)&&(TD==0)  %with Elliptic filter 
        [ B1e,M1e,L1e,R1e,C1e,sujeto1e] = compleMatr( TD,s ); 
         
    elseif (s==3)&&(TD==1) 
        [ B3,M3,L3,R3,C3,sujeto3] = compleMatr( TD,s ); 
    elseif (s==3)&&(TD==0)  %with Elliptic filter 
        [ B3e,M3e,L3e,R3e,C3e,sujeto3e] = compleMatr( TD,s ); 
         
    elseif (s==4)&&(TD==1) 
        [ B4,M4,L4,R4,C4,sujeto4] = compleMatr( TD,s ); 
    elseif (s==4)&&(TD==0)  %with Elliptic filter 
        [ B4e,M4e,L4e,R4e,C4e,sujeto4e] = compleMatr( TD,s ); 
         
    elseif (s==5)&&(TD==1) 
        [ B5,M5,L5,R5,C5,sujeto5] = compleMatr( TD,s ); 
    elseif (s==5)&&(TD==0)  %with Elliptic filter 
        [ B5e,M5e,L5e,R5e,C5e,sujeto5e] = compleMatr( TD,s ); 
    end 




    [vectACHCMIB1,invectACHCMIB1, 
promvectACHCMIB1,STDvectACHCMIB1,hKSB1,pKSB1] = ACHCMI( B1 );% 
para sujeto 1 
    [vectACHCMIM1,invectACHCMIM1, 
promvectACHCMIM1,STDvectACHCMIM1,hKSM1,pKSM1] = ACHCMI( M1 ); 
    [vectACHCMIL1,invectACHCMIL1, 
promvectACHCMIL1,STDvectACHCMIL1,hKSL1,pKSL1] = ACHCMI( L1 ); 
    [vectACHCMIR1,invectACHCMIR1, 
promvectACHCMIR1,STDvectACHCMIR1,hKSR1,pKSR1] = ACHCMI( R1 ); 
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    [vectACHCMIC1,invectACHCMIC1, 
promvectACHCMIC1,STDvectACHCMIC1,hKSC1,pKSC1] = ACHCMI( C1 );   
      
    [vectACHCMIB3,invectACHCMIB3, 
promvectACHCMIB3,STDvectACHCMIB3,hKSB3,pKSB3] = ACHCMI( B3 );% 
para sujeto 3 
    [vectACHCMIM3,invectACHCMIM3, 
promvectACHCMIM3,STDvectACHCMIM3,hKSM3,pKSM3] = ACHCMI( M3 ); 
    [vectACHCMIL3,invectACHCMIL3, 
promvectACHCMIL3,STDvectACHCMIL3,hKSL3,pKSL3] = ACHCMI( L3 ); 
    [vectACHCMIR3,invectACHCMIR3, 
promvectACHCMIR3,STDvectACHCMIR3,hKSR3,pKSR3] = ACHCMI( R3 ); 
    [vectACHCMIC3,invectACHCMIC3, 
promvectACHCMIC3,STDvectACHCMIC3,hKSC3,pKSC3] = ACHCMI( C3 ); 
  
    [vectACHCMIB4,invectACHCMIB4, 
promvectACHCMIB4,STDvectACHCMIB4,hKSB4,pKSB4] = ACHCMI( B4 );% 
para sujeto 4 
    [vectACHCMIM4,invectACHCMIM4, 
promvectACHCMIM4,STDvectACHCMIM4,hKSM4,pKSM4] = ACHCMI( M4 ); 
    [vectACHCMIL4,invectACHCMIL4, 
promvectACHCMIL4,STDvectACHCMIL4,hKSL4,pKSL4] = ACHCMI( L4 ); 
    [vectACHCMIR4,invectACHCMIR4, 
promvectACHCMIR4,STDvectACHCMIR4,hKSR4,pKSR4] = ACHCMI( R4 ); 
    [vectACHCMIC4,invectACHCMIC4, 
promvectACHCMIC4,STDvectACHCMIC4,hKSC4,pKSC4] = ACHCMI( C4 ); 
  
    [vectACHCMIB5,invectACHCMIB5, 
promvectACHCMIB5,STDvectACHCMIB5,hKSB5,pKSB5] = ACHCMI( B5 );% 
para sujeto 5 
    [vectACHCMIM5,invectACHCMIM5, 
promvectACHCMIM5,STDvectACHCMIM5,hKSM5,pKSM5] = ACHCMI( M5 ); 
    [vectACHCMIL5,invectACHCMIL5, 
promvectACHCMIL5,STDvectACHCMIL5,hKSL5,pKSL5] = ACHCMI( L5 ); 
    [vectACHCMIR5,invectACHCMIR5, 
promvectACHCMIR5,STDvectACHCMIR5,hKSR5,pKSR5] = ACHCMI( R5 ); 
    [vectACHCMIC5,invectACHCMIC5, 
promvectACHCMIC5,STDvectACHCMIC5,hKSC5,pKSC5] = ACHCMI( C5 ); 
  
%---------------------------------------------------------------     
% Buscando significancia estadística - tarea cognitiva de 
relajación entre 
% S1,S3,S4,S5 
    [ pWSRTB13 ] = diffEst( invectACHCMIB1,invectACHCMIB3 ) 
    if pWSRTB13 ~= 0 
        figure 
        [ h0,h1,h2 ] = EBGse( 
promvectACHCMIB1,STDvectACHCMIB1,promvectACHCMIB3,STDvectACHCMIB3 
) 
        title('Tarea mental de relajación'); 
        legend({'Sujeto 1','Sujeto 3'}); 
    end 
  
    [ pWSRTB14 ] = diffEst( invectACHCMIB1,invectACHCMIB4 ) 
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    if pWSRTB14 ~= 0 
        figure 
        [ h0,h1,h2 ] = EBGse( 
promvectACHCMIB1,STDvectACHCMIB1,promvectACHCMIB4,STDvectACHCMIB4 
) 
        title('Tarea mental de relajación'); 
        legend({'Sujeto 1','Sujeto 4'}); 
    end 
     
    [ pWSRTB15 ] = diffEst( invectACHCMIB1,invectACHCMIB5 ) 
    if pWSRTB15 ~= 0 
        figure 
        [ h0,h1,h2 ] = EBGse( 
promvectACHCMIB1,STDvectACHCMIB1,promvectACHCMIB5,STDvectACHCMIB5 
) 
        title('Tarea mental de relajación'); 
        legend({'Sujeto 1','Sujeto 5'}); 
    end 
     
    [ pWSRTB34 ] = diffEst( invectACHCMIB3,invectACHCMIB4 ) 
    if pWSRTB34 ~= 0 
        figure 
        [ h0,h1,h2 ] = EBGse( 
promvectACHCMIB3,STDvectACHCMIB3,promvectACHCMIB4,STDvectACHCMIB4 
) 
        title('Tarea mental de relajación'); 
        legend({'Sujeto 3','Sujeto 4'}); 
    end 
  
    [ pWSRTB35 ] = diffEst( invectACHCMIB3,invectACHCMIB5 ) 
    if pWSRTB35 ~= 0 
        figure 
        [ h0,h1,h2 ] = EBGse( 
promvectACHCMIB3,STDvectACHCMIB3,promvectACHCMIB5,STDvectACHCMIB5 
) 
        title('Tarea mental de relajación'); 
        legend({'Sujeto 3','Sujeto 5'}); 
    end 
     
    [ pWSRTB45 ] = diffEst( invectACHCMIB4,invectACHCMIB5 ) 
    if pWSRTB45 ~= 0 
        figure 
        [ h0,h1,h2 ] = EBGse( 
promvectACHCMIB4,STDvectACHCMIB4,promvectACHCMIB5,STDvectACHCMIB5 
) 
        title('Tarea mental de relajación'); 
        legend({'Sujeto 4','Sujeto 5'}); 







% Buscando significancia estadística - tarea cognitiva de 
multiplicación entre 
% S1,S3,S4,S5 
    [ pWSRTM13 ] = diffEst( invectACHCMIM1,invectACHCMIM3 ) 
    if pWSRTM13 ~= 0 
        figure 
        [ h0,h1,h2 ] = EBGse( 
promvectACHCMIM1,STDvectACHCMIM1,promvectACHCMIM3,STDvectACHCMIM3 
) 
        title('Tarea mental de multiplicación'); 
        legend({'Sujeto 1','Sujeto 3'}); 
    end 
  
    [ pWSRTM14 ] = diffEst( invectACHCMIM1,invectACHCMIM4 ) 
    if pWSRTM14 ~= 0 
        figure 
        [ h0,h1,h2 ] = EBGse( 
promvectACHCMIM1,STDvectACHCMIM1,promvectACHCMIM4,STDvectACHCMIM4 
) 
        title('Tarea mental de multiplicación'); 
        legend({'Sujeto 1','Sujeto 4'}); 
    end 
     
    [ pWSRTM15 ] = diffEst( invectACHCMIM1,invectACHCMIM5 ) 
    if pWSRTM15 ~= 0 
        figure 
        [ h0,h1,h2 ] = EBGse( 
promvectACHCMIM1,STDvectACHCMIM1,promvectACHCMIM5,STDvectACHCMIM5 
) 
        title('Tarea mental de multiplicación'); 
        legend({'Sujeto 1','Sujeto 5'}); 
    end 
     
    [ pWSRTM34 ] = diffEst( invectACHCMIM3,invectACHCMIM4 ) 
    if pWSRTM34 ~= 0 
        figure 
        [ h0,h1,h2 ] = EBGse( 
promvectACHCMIM3,STDvectACHCMIM3,promvectACHCMIM4,STDvectACHCMIM4 
) 
        title('Tarea mental de multiplicación'); 
        legend({'Sujeto 3','Sujeto 4'}); 
    end 
  
    [ pWSRTM35 ] = diffEst( invectACHCMIM3,invectACHCMIM5 ) 
    if pWSRTM35 ~= 0 
        figure 
        [ h0,h1,h2 ] = EBGse( 
promvectACHCMIM3,STDvectACHCMIM3,promvectACHCMIM5,STDvectACHCMIM5 
) 
        title('Tarea mental de multiplicación'); 
        legend({'Sujeto 3','Sujeto 5'}); 
    end 
     
    [ pWSRTM45 ] = diffEst( invectACHCMIM4,invectACHCMIM5 ) 
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    if pWSRTM45 ~= 0 
        figure 
        [ h0,h1,h2 ] = EBGse( 
promvectACHCMIM4,STDvectACHCMIM4,promvectACHCMIM5,STDvectACHCMIM5 
) 
        title('Tarea mental de multiplicación'); 
        legend({'Sujeto 4','Sujeto 5'}); 






elseif (TD==0)      %with Elliptic filter 
    [vectACHCMIB1e,invectACHCMIB1e, 
promvectACHCMIB1e,STDvectACHCMIB1e,hKSB1e,pKSB1e] = ACHCMI( B1e 
);% para sujeto 1 
    [vectACHCMIM1e,invectACHCMIM1e, 
promvectACHCMIM1e,STDvectACHCMIM1e,hKSM1e,pKSM1e] = ACHCMI( M1e ); 
    [vectACHCMIL1e,invectACHCMIL1e, 
promvectACHCMIL1e,STDvectACHCMIL1e,hKSL1e,pKSL1e] = ACHCMI( L1e ); 
    [vectACHCMIR1e,invectACHCMIR1e, 
promvectACHCMIR1e,STDvectACHCMIR1e,hKSR1e,pKSR1e] = ACHCMI( R1e ); 
    [vectACHCMIC1e,invectACHCMIC1e, 
promvectACHCMIC1e,STDvectACHCMIC1e,hKSC1e,pKSC1e] = ACHCMI( C1e );   
  
    [vectACHCMIB3e,invectACHCMIB3e, 
promvectACHCMIB3e,STDvectACHCMIB3e,hKSB3e,pKSB3e] = ACHCMI( B3e 
);% para sujeto 3 
    [vectACHCMIM3e,invectACHCMIM3e, 
promvectACHCMIM3e,STDvectACHCMIM3e,hKSM3e,pKSM3e] = ACHCMI( M3e ); 
    [vectACHCMIL3e,invectACHCMIL3e, 
promvectACHCMIL3e,STDvectACHCMIL3e,hKSL3e,pKSL3e] = ACHCMI( L3e ); 
    [vectACHCMIR3e,invectACHCMIR3e, 
promvectACHCMIR3e,STDvectACHCMIR3e,hKSR3e,pKSR3e] = ACHCMI( R3e ); 
    [vectACHCMIC3e,invectACHCMIC3e, 
promvectACHCMIC3e,STDvectACHCMIC3e,hKSC3e,pKSC3e] = ACHCMI( C3e ); 
  
    [vectACHCMIB4e,invectACHCMIB4e, 
promvectACHCMIB4e,STDvectACHCMIB4e,hKSB4e,pKSB4e] = ACHCMI( B4e 
);% para sujeto 4 
    [vectACHCMIM4e,invectACHCMIM4e, 
promvectACHCMIM4e,STDvectACHCMIM4e,hKSM4e,pKSM4e] = ACHCMI( M4e ); 
    [vectACHCMIL4e,invectACHCMIL4e, 
promvectACHCMIL4e,STDvectACHCMIL4e,hKSL4e,pKSL4e] = ACHCMI( L4e ); 
    [vectACHCMIR4e,invectACHCMIR4e, 
promvectACHCMIR4e,STDvectACHCMIR4e,hKSR4e,pKSR4e] = ACHCMI( R4e ); 
    [vectACHCMIC4e,invectACHCMIC4e, 
promvectACHCMIC4e,STDvectACHCMIC4e,hKSC4e,pKSC4e] = ACHCMI( C4e ); 
  
    [vectACHCMIB5e,invectACHCMIB5e, 
promvectACHCMIB5e,STDvectACHCMIB5e,hKSB5e,pKSB5e] = ACHCMI( B5e 
);% para sujeto 5 
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    [vectACHCMIM5e,invectACHCMIM5e, 
promvectACHCMIM5e,STDvectACHCMIM5e,hKSM5e,pKSM5e] = ACHCMI( M5e ); 
    [vectACHCMIL5e,invectACHCMIL5e, 
promvectACHCMIL5e,STDvectACHCMIL5e,hKSL5e,pKSL5e] = ACHCMI( L5e ); 
    [vectACHCMIR5e,invectACHCMIR5e, 
promvectACHCMIR5e,STDvectACHCMIR5e,hKSR5e,pKSR5e] = ACHCMI( R5e ); 
    [vectACHCMIC5e,invectACHCMIC5e, 





        figure 
        [ h0,h1 ] = EBG( promvectACHCMIB1e,STDvectACHCMIB1e ) 
        title('Sujeto 1 - Tarea mental de relajación'); 
        legend({'Tarea mental','Desviación estándar'}); 
  
        figure 
        [ h0,h1 ] = EBG( promvectACHCMIM1e,STDvectACHCMIM1e ) 
        title('Sujeto 1 - Tarea mental de multiplicación'); 
        legend({'Tarea mental','Desviación estándar'});    
%---------------------------------------------------------------     
         
        figure 
        [ h0,h1] = EBG( promvectACHCMIB3e,STDvectACHCMIB3e ) 
        title('Sujeto 3 - Tarea mental de relajación'); 
        legend({'Tarea mental','Desviación estándar'});  
  
        figure 
        [ h0,h1] = EBG( promvectACHCMIM3e,STDvectACHCMIM3e ) 
        title('Sujeto 3 - Tarea mental de multiplicación'); 




        figure 
        [ h0,h1] = EBG( promvectACHCMIB4e,STDvectACHCMIB4e ) 
        title('Sujeto 4 - Tarea mental de relajación'); 
        legend({'Tarea mental','Desviación estándar'});    
  
        figure 
        [ h0,h1 ] = EBG( promvectACHCMIM4e,STDvectACHCMIM4e ) 
        title('Sujeto 4 - Tarea mental de multiplicación'); 




        figure 
        [ h0,h1 ] = EBG( promvectACHCMIB5e,STDvectACHCMIB5e ) 
        title('Sujeto 5 - Tarea mental de relajación'); 
        legend({'Tarea mental','Desviación estándar'}); 
  
        figure 
        [ h0,h1 ] = EBG( promvectACHCMIM5e,STDvectACHCMIM5e ) 
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        title('Sujeto 5 - Tarea mental de multiplicación'); 
        legend({'Tarea mental','Desviación estándar'});     
  
end 
10Anexo D: Función completa matriz 
function [ B,M,L,R,C,sujeto] = compleMatr( TD,s ) 
%FUNCIÓN QUE COMPLETA MATRICES 
%Se encarga de extraer de la base de datos los valores referentes 
%a las señales EEG de interés: sujeto 1,3,4,5 
          
    if s==1 
        bck=s+0;  % indica sujeto 1 (bloque 1 y 2) 
    elseif s==3 
        bck=s+1;  % indica sujeto 3 (bloque 4 y 5) 
    elseif s==4 
        bck=s+2;  % indica sujeto 4 (bloque 6 y 7) 
    elseif s==5 
        bck=s+3;  % indica sujeto 5 (bloque 8 y 9) 
    end 
  
    ini=(bck-1)*25+1; % i= inicio de bucle for 
    cont=ini; 
    final=(ini-1)+25; % f= fin de bucle for 
    paso=(final-ini+1)/5; 
    contB=1; 
    contM=1; 
    contL=1; 
    contR=1; 
    contC=1; 
    for j=1:2 
        for y=ini:final 
            if (y<(ini+paso)) 
                [vect]=casos(y,TD); 
                sujeto(cont).CMI_base=vect;                    
                for y=1:15 
                    B(1,contB)=vect(1,y); 
                    contB=contB+1; 
                end                         
            elseif (y>(ini+paso-1) && y<=(ini+2*paso-1)) 
                [vect]=casos(y,TD); 
                sujeto(cont).CMI_mult=vect;   
                for y=1:15 
                    M(1,contM)=vect(1,y); 
                    contM=contM+1; 
                end                         
            elseif (y>(ini+2*paso-1) && y<=(ini+3*paso-1)) 
                [vect]=casos(y,TD); 
                sujeto(cont).CMI_letter=vect;  
                for y=1:15 
                    L(1,contL)=vect(1,y); 
                    contL=contL+1; 
                end                        
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            elseif (y>(ini+3*paso-1) && y<=(ini+4*paso-1)) 
                [vect]=casos(y,TD); 
                sujeto(cont).CMI_rotat=vect;   
                for y=1:15 
                    R(1,contR)=vect(1,y); 
                    contR=contR+1; 
                end                         
            elseif (y>(ini+4*paso-1) && y<=(ini+5*paso-1)) 
                [vect]=casos(y,TD); 
                sujeto(cont).CMI_count=vect;     
                for y=1:15 
                    C(1,contC)=vect(1,y); 
                    contC=contC+1; 
                end                         
            end 
            cont=cont+1; 
        end 
        bck=bck+1; 
        ini=(bck-1)*25+1; 
        final=(ini-1)+25; 
        cont=ini; 
    end 
end 
11Anexo E: Función All channels Cross Mutual Information (ACHCMI) 
function [ 
vectACHCMIxx,invectACHCMIxx,promvectACHCMIxx,STDvectACHCMIxx,h,p] 
= ACHCMI( xx ) 
% Trabajando con el Sujeto 'x'; según tarea mental 'x'. Cuatro 
sujetos, dos tareas mentales Bx,Mx. 
% arreglos de [15 10] 
  
    contxx=1; 
    for j=1:15 
        for i=(j):15:(135+j) 
            vectACHCMIxx(j,contxx)=xx(1,i); 
            contxx=contxx+1; 
        end 
        contxx=1; 
    end 
     
    % Se obtienen matrices inversas de los vectACHCMIxx 
    % arreglos de [10 15]        
    invectACHCMIxx=vectACHCMIxx'; 
     
    % Se obtiene promedio de los 10 trials por cada par de canales 
    % cerebrales. 
    % arreglos de [1 15]. Quince pares cerebrales. 
    promvectACHCMIxx = mean(invectACHCMIxx);  
     
    % Se obtiene desviación estándar de los 10 trials por cada par 
de  
    % canales cerebrales. 
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    % arreglos de [1 15]. Quince pares cerebrales. 
    STDvectACHCMIxx = std(invectACHCMIxx); 
     
    %h=1 indica que la data presenta una distribución 'non-normal'  
    [h,p] = kstest(vectACHCMIxx'); 
     
end 
12Anexo F: Función Casos 
function [vect] = casos( y,TD ) % cambiar a "vectRaw" o "vect" 
para trabajar  
                             % con data cruda o filtrada con 
"ellip filt" 
  
%   Con 'y' elijo el número de TRIAL (y por ende SUBJETO y la 
TAREA MENTAL) con el/la que  
%   deseo trabajar. 
%   Con la función 'function1' obtengo los 6 canales de cada TRIAL 
elegido (según'y') 
%   Con la función 'filtRawCMI' obtengo el canal filtrado (listo 
para trabajarlos). 
%   Con la función 'cargoStruct' se obtiene "vect" que contiene 
los CMI del TRIAL(y) 
  
    [ch1, ch2, ch3, ch4, ch5, ch6] = function1( y );    % obtengo 
los 6 canales 
                                                        % por 
trial 
  
    if (TD==1)                                                     
        % data cruda  
        [ mz1 ] = filtRawCMI(ch1);    %canal 1 filtrado data cruda 
        [ mz2 ] = filtRawCMI(ch2);    %canal 2 filtrado data cruda 
        [ mz3 ] = filtRawCMI(ch3);    %canal 3 filtrado data cruda 
        [ mz4 ] = filtRawCMI(ch4);    %canal 4 filtrado data cruda 
        [ mz5 ] = filtRawCMI(ch5);    %canal 5 filtrado data cruda 
        [ mz6 ] = filtRawCMI(ch6);    %canal 6 filtrado data cruda 
    elseif (TD==0) 
        % data filtrada  
        [ mz1 ] = filtEllip(ch1);    %canal 1 filtrado data cruda 
        [ mz2 ] = filtEllip(ch2);    %canal 2 filtrado data cruda 
        [ mz3 ] = filtEllip(ch3);    %canal 3 filtrado data cruda 
        [ mz4 ] = filtEllip(ch4);    %canal 4 filtrado data cruda 
        [ mz5 ] = filtEllip(ch5);    %canal 5 filtrado data cruda 
        [ mz6 ] = filtEllip(ch6);    %canal 6 filtrado data cruda 
    end 
    [vect] = cargoCMI(mz1,mz2,mz3,mz4,mz5,mz6);  % "vect" contiene 
los CMI del "trial(y) 
end 
13Anexo G: Función Elección del trial, sujeto y tarea mental 
function [ch1, ch2, ch3, ch4, ch5, ch6] = function1( y ) 
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%   'y' es la entrada referente al TRIAL (y por ende, el SUBJECT y 
la TAREA MENTAL)  
%   con el que se desea trabajar 
%   por cada TRIAL elegido se obtienen sus 6 canales cerebrales  






    for i=1:2500                            %channel c3 
        ch1(1,i)= data{y}{4}(1,i);     
    end 
  
    for i=1:2500                            %channel c4 
        ch2(1,i)=data{y}{4}(2,i);     
    end 
  
    for i=1:2500                            %channel p3 
        ch3(1,i)=data{y}{4}(3,i);     
    end 
  
    for i=1:2500                            %channel p4 
        ch4(1,i)=data{y}{4}(4,i);     
    end 
  
    for i=1:2500                            %channel o1 
        ch5(1,i)=data{y}{4}(5,i);     
    end 
  
    for i=1:2500                            %channel o2 
        ch6(1,i)=data{y}{4}(6,i);     
    end 





















14Anexo H: Función filtro de la data cruda 
function [ mz1 ] = filtRawCMI(ch) 
% Filtro para la data cruda===> sin el filtro elíptico 
  
    Fs=250;                  % frecuencia de muestreo(250 muestras 
de la señal original por cada segundo) 
    Wo = 60/(Fs/2);   
    BW = Wo/30;              % Q=30, factor de calidad del polo 
    [b,a] = iirnotch(Wo,BW); % notch= muesca, corte, mella 
    y = filtfilt(b,a,ch);    % 'y' deberá filtrar con los datos 
contenidos en 'd1_s1_bt_t1_cc3' sin variación de fase (Zero-phase 
filtering) 
  
    N=2500;                  % Longitud de la señal(se sacaron 
2500 muestras de la señal original en 10 segundos) 
    NFFT = 2^nextpow2(N);    % NFFT=2^(siguiente potencia de dos 
de 'L') 
    Y1 = fft(y,NFFT)/NFFT;   % TDF a la señal filtrada 
(d1_s1_bt_t1_cc3) normalizada 
    Y1=double(Y1); 
    h=filtfilt(b,a,Y1); 
    h = fft(h,NFFT); 
    h=fftshift(h); 
    h=abs(h);                % tomando el módulo de los numeros 
imaginarios      módulo=(sqrt(x^2+y^2)) 
    mz1=ifft(h); 
 end 
15Anexo I: Función Filtro elíptico 
function [ mz1 ] = filtEllip(ch)  
% Filtro elíptico 
    Fs=250;                  % frecuencia de muestreo(250 muestras 
de la señal original por cada segundo) 
    Wo = 60/(Fs/2);   
    BW = Wo/30;              % Q=30, factor de calidad del polo 
    [b,a] = iirnotch(Wo,BW); % notch= muesca, corte, mella 
    y = filtfilt(b,a,ch);    % 'y' deberá filtrar con los datos 
contenidos en 'd1_s1_bt_t1_cc3' sin variación de fase (Zero-phase 
filtering) 
  
    N=2500;                  % Longitud de la señal(se sacaron 
2500 muestras de la señal original en 10 segundos) 
    NFFT = 2^nextpow2(N);    % NFFT=2^(siguiente potencia de dos 
de 'L') 
    Y1 = fft(y,NFFT)/NFFT;   % TDF a la señal filtrada 
(d1_s1_bt_t1_cc3) normalizada 
    Y1=double(Y1); 
    
    wp=[20 50]./(Fs/2);       % filtro pasabanda de [7-13]HZ  
    ws=[0.5 125]./(Fs/2);    % filtro rechazabanda; 0.5 HZ para 
ambos lados del filtro pasabanda; Fs/2 
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    q1=(40*log10((1+0.0288)/(1-0.0288)));  % rizado pasabanda en 
decibeles; rp=1.0009 db 
    rp=double(q1); 
    q2=abs((-20*log10(31.625))); % atenuación mínima, rechaza 
banda en decibeles; rs=30 db            
    rs=double(q2);               % se usan rp=0,5 db y rs=20 db 
cuando no se esté seguro de dichos valores  
  
    %[n,Wp] = ellipord(wp,ws,rp,rs); 
    [b1,a1]=ellip(5,rp,rs,wp,'bandpass'); 
    h=filtfilt(b1,a1,Y1);    % ===========> verificar este paso 
    h = fft(h,NFFT); 
    h=fftshift(h); 
    h=abs(h);                % tomando el módulo de los numeros 
imaginarios      módulo=(sqrt(x^2+y^2)) 
    mz1=ifft(h); 
end 
16Anexo J: Función Cargar Cross Mutual Information 
function [ vect ] = cargoCMI( mz1,mz2,mz3,mz4,mz5,mz6 ) 
     
%   Ejecuto el software CMI para cada par de canales cerebrales.  
%   Obtendré 15 valores (referente al CMI de cada par de canales 
evaluado) 
%   Y llenaré el arreglo vect [1 15] 
  
cont=1; 
















































































17Anexo K: Función Graficar promedios CMI y barra de errores 
function [h0,h1] = EBG( promvect1,std1 ) 
%Graficando promedios de pares de canales cerebrales y barras de 
errores 
%respectivas. Error Bar Graphs (EBG) 
  
    prom=promvect1'; 
    std=std1'; 
    h0=bar(prom,0.4); 
    hold on; 
    grid on; 
    grid minor; 
    set(gca,'XTickLabel',{'C3-C4','C3-P3','C3-P4','C3-O1','C3-
O2','P3-C4','P3-P4','P3-O1','P3-O2','O1-C4','O1-P4','O1-O2','C4-
P4','C4-O2','P4-O2'}); 
    xlabel('Par de electrodos'); 
    ylabel('Valores promedio CMI'); 
    title('Subjeto 1 - Tarea mental de relajación'); 
%     legend({'Tarea mental','Desviación estándar'}); 
  
    hold on; 
    XData=1:1:15; 
    h1=errorbar(XData,prom(:,1),std(:,1),'x'); 
    set(h1,'Color',[0 0.7 0.7]) 































18Anexo L: Función para hallar diferencias estadísticas 
function [ pWSRTx ] = diffEst( invectACHCMITK1,invectACHCMITK2 ) 
%UNTITLED2 Summary of this function goes here 
%   Detailed explanation goes here 
    pWSRTxA = zeros(1,15); 
    pWSRTxB = zeros(1,15); 
    pWSRTx = zeros(1,15); 
    for j=1:15 
        [ pxx, hxx] = WSRT( invectACHCMITK1,invectACHCMITK2,j );   
        if (pxx<0.05)&&(hxx=='1') 
            pWSRTxA(1,j)=j; 
        elseif (pxx>=0.05)||(hxx=='0') 
            pWSRTxB(1,j)='N'; 
        end 
    pWSRTx=(pWSRTxA | pWSRTxB);  
    pWSRTx=find(pWSRTx==0); 
    end 
end 
 
19Anexo M: Función Wilcoxon Sign-Rank Test 
function [ pWSRT,hWSRT ] = WSRT( invectACHCMIT1,invectACHCMIT2,j ) 
% function [ rptaWSRT ] = WSRT( invectACHCMIT1,invectACHCMIT2 ) 
%Rpta: Vector WSRT para cada par de canales cerebrales 
    TK1=invectACHCMIT1(:,j); 
    TK2=invectACHCMIT2(:,j); 
    [hT1,pT1]=kstest(TK1); 
    [hT2,pT2]=kstest(TK2); 




20Anexo N: Función para graficar diferencias estadísticas 
function [h0,h1,h2] = EBGse( promvect1,std1,promvect2,std2 ) 
%Graficando promedios de pares de canales cerebrales y barras de 
errores 
%respectivas. Error Bar Graphs (EBG) 
  
    prom=[promvect1' promvect2']; 
    std=[std1' std2']; 
    h0=bar(prom); 
    hold on; 
    grid on; 
    grid minor; 
     
    set(gca,'XTickLabel',{'C3-C4','C3-P3','C3-P4','C3-O1','C3-
O2','P3-C4','P3-P4','P3-O1','P3-O2','O1-C4','O1-P4','O1-O2','C4-
P4','C4-O2','P4-O2'}); 
    xlabel('Par de electrodos'); 
    ylabel('Valores promedio CMI'); 
94 
    title('Tarea mental de relajación'); 
    legend({'Sujeto 1','Sujeto 3'}); 
  
    hold on; 
    XData=0.86:1:14.86; 
    h1=errorbar(XData,prom(:,1),std(:,1),'x'); 
    set(h1,'Color',[0 0.7 0.7]) 
    set(h1,'LineWidth',1) 
  
    hold on; 
    XData=1.135:1:15.135; 
    h2=errorbar(XData,prom(:,2),std(:,2),'o'); 
    set(h2,'Color',[0.2 0.2 0.5]) 




21Anexo Ñ: Función Mutual Information  
%------------------------------------------------------------- 
% MI(label, result)  
%  (Chen M. , 2009)Nomalized mutual information 
% Written by Mo Chen (mochen@ie.cuhk.edu.hk). March 2009. 
%-------------------------------------------------------------- 
 function v = MI(label, result) 
assert(length(label) == length(result)); 
 label = label(:); 
result = result(:); 
n = length(label); 
label_unique = unique(label); 
result_unique = unique(result); 
% check the integrity of result 
%if length(label_unique) ~= length(result_unique) 
%   error('The clustering result is not consistent with label.'); 
%end; 
 c = length(label_unique); 
c1=length(result_unique); 
% distribution of result and label 
Ml = double(repmat(label,1,c) == repmat(label_unique',n,1)); 
Mr = double(repmat(result,1,c1) == repmat(result_unique',n,1)); 
Pl = sum(Ml)/n; 
Pr = sum(Mr)/n; 
% entropy of Pr and Pl 
Hl = -sum( Pl .* log2( Pl + eps ) ); 
Hr = -sum( Pr .* log2( Pr + eps ) ); 
 % joint entropy of Pr and Pl 
% M = zeros(c); 
% for I = 1:c 
%   for J = 1:c 
%       M(I,J) = 
sum(result==result_unique(I)&label==label_unique(J)); 




% M = M / n; 
M = Ml'*Mr/n; 
Hlr = -sum( M(:) .* log2( M(:) + eps ) ); 
 % mutual information 
v = Hl + Hr - Hlr; 
 
 













































ACHCMI Función Cross Mutual Information en todos los canales 
AI Inteligencia artificial 
B Tarea mental de relajación  
C Tarea mental de conteo visual  
c3 lóbulo central izquierdo 
c4 lóbulo central derecho 
CMI Cross mutual information 
CNS Sistema nervioso central 
comple
Matr Función completar matriz 
DFT Transformada discreta de Fourier 
diffEst 
Función que indica en qué para de canales cerebrales hay significancia estadística; 
luego de aplicar el test de hipótesis Wilcoxon Sign-Rank 
DSP Procesamiento digital de señales  
EBG Gráfico de barra de errores 
EBGSse Gráfico de barra de errores, significancia estadística 
EEG Electroencefalograma 
EOG Electroculograma 
EPSP Potenciales posinápticos excitadores 
FC Conectividad funcional 
FFT Transformada rápida de Fourier 
FIR Respuesta al impulso finito 
GM Materia gris 
hKSB1 
Valor h=1 del Test Kolmogorov-Smirnov indica una distribución no normal del 
conjunto de datos del sujeto 1 - tarea de relajación 
hKSC1 
Valor h=1 del Test Kolmogorov-Smirnov indica una distribución no normal del 
conjunto de datos del sujeto 1 - tarea de conteo 
hKSL1 
Valor h=1 del Test Kolmogorov-Smirnov indica una distribución no normal del 
conjunto de datos del sujeto 1 - tarea de composición de una carta 
hKSM1 
Valor h=1 del Test Kolmogorov-Smirnov indica una distribución no normal del 
conjunto de datos del sujeto 1 - tarea de multiplicación 
hKSR1 
Valor h=1 del Test Kolmogorov-Smirnov indica una distribución no normal del 
conjunto de datos del sujeto 1 - tarea de rotación 
IIR Respuesta al impulso infinito 
invectAC
HCMIB1 Matriz inversa de promvectACHCMIB1 
invectAC
HCMICC
1 Matriz inversa de promvectACHCMIC1 
invectAC




HCMIM1 Matriz inversa de promvectACHCMIM1 
invectAC
HCMIR1 Matriz inversa de promvectACHCMIR1 
IPSP Potenciales posinápticos inhibidores 
LC Tarea mental de composición de una carta 
LTI Lineal invariable en el tiempo 
MEG Magnetoencefalografía  
MI Mutual information 
MI Tarea mental de multiplicación  
o1 lóbulo occipital izquierdo 
o2 lóbulo occipital derecho 
p3 lóbulo parietal izquierdo 
p4 lóbulo parietal derecho 




Vector que contiene el valor promedio CMI de los 10 trials por cada par de canales 




Vector que contiene el valor promedio CMI de los 10 trials por cada par de canales 




Vector que contiene el valor promedio CMI de los 10 trials por cada par de canales 




Vector que contiene el valor promedio CMI de los 10 trials por cada par de canales 




Vector que contiene el valor promedio CMI de los 10 trials por cada par de canales 
cerebrales,  para el sujeto 1 y la tarea rotación 
PSP Potenciales posinápticos 
pWSRTB
13 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea relajación, sujeto 1 y sujeto 3; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRTB
14 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea relajación, sujeto 1 y sujeto 4; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRTB
15 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea relajación, sujeto 1 y sujeto 5; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRTB
34 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea relajación, sujeto 3 y sujeto 4; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRTB
35 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea relajación, sujeto 3 y sujeto 5; luego de aplicar el test de 




Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea relajación, sujeto 4 y sujeto 5; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRTB
C1 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea relajación-conteo, sujeto 1; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRTB
L1 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea relajación-composición de una carta, sujeto 1; luego de 
aplicar el test de hipótesis Wilcoxon Sign-Rank 
pWSRTB
M1 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea relajación-multiplicación, sujeto 1; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRTB
R1 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea relajación-rotación, sujeto 1; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRTL
C1 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea composición de una carta-conteo, sujeto 1; luego de aplicar 
el test de hipótesis Wilcoxon Sign-Rank 
pWSRTL
R1 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea composición de una carta-rotación, sujeto 1; luego de aplicar 
el test de hipótesis Wilcoxon Sign-Rank 
pWSRT
M13 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea multiplicación, sujeto 1 y sujeto 3; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRT
M14 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea multiplicación, sujeto 1 y sujeto 4; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRT
M15 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea multiplicación, sujeto 1 y sujeto 5; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRT
M34 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea multiplicación, sujeto 3 y sujeto 4; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRT
M35 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea multiplicación, sujeto 3 y sujeto 5; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRT
M45 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea multiplicación, sujeto 4 y sujeto 5; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRT
MC1 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea multiplicación-conteo, sujeto 1; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
pWSRT
ML1 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea multiplicación-composición de una carta, sujeto 5; luego de 
aplicar el test de hipótesis Wilcoxon Sign-Rank 
pWSRT
MR1 
Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea multiplicación-rotación, sujeto 1; luego de aplicar el test de 





Vector que muestra significancia estadística en los pares de canales 
correspondientes, tarea rotación-conteo, sujeto 1; luego de aplicar el test de 
hipótesis Wilcoxon Sign-Rank 
R Tarea mental de rotación geométrica  




Vector que contiene el valor desviación estándar CMI de los 10 trials por cada par de 




Vector que contiene el valor desviación estándar CMI de los 10 trials por cada par de 




Vector que contiene el valor desviación estándar CMI de los 10 trials por cada par de 




Vector que contiene el valor desviación estándar CMI de los 10 trials por cada par de 




Vector que contiene el valor desviación estándar CMI de los 10 trials por cada par de 
canales cerebrales,  para el sujeto 1 y la tarea rotación 
TD Tipo de datos a trabajar 
WSRT Wilcoxon sign-rank test 
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