In this article, a fast algorithm is developed to compute two-dimensional convolutions of an array of d 1· d 2 complex number points, where d 2 = 2 m and d 1 = 2 m -r+ 1 for some I ,.; r ,.; m. This new algorithm requires fewer multiplications and about the same number of additions as the conventional FFT method for computing the two-dimensional convolution. It also has the advantage that the operation of transposing the matrix of data can be avoided.
I. Introduction
Two-dimensional convolutions of two sequences of complex number points can be applied to many areas, in particular to the synthetic aperture radar (SAR) (Refs. l, 2). In SAR, a two-dimensional cross correlation of the raw echo data of complex numbers with the response function of a point target is required to produce images. When the two-dimensional filter does not change rapidly with the range, one can divide the entire range of echo data into several subintervals. Within each subinterval, one can use a constant filter function. This is accomplished usually by using the conventional fast Fourier transform (FFT). However, the FFT algorithm generally requires a large number of floating-point complex additions and multiplications. Also, the transpose of a matrix is usually required in the computation of such a two-dimensional convolution.
More recently, Nussbaumer and Quandalle (Ref. 5) showed that a type of polynomial transform over the complex numbers could be used to efficiently compute two·dimensional convolutions. A principal advantage of this method over the above mentioned techniques is that the need for computing the transpose of matrix can be avoided. Furthermore, this hew method offers a wider variety of dynamic ranges. It was shown recently by Arambepola and Rayner (Ref. 6 ) that the ideas of Nussbaumer and Quandalle can be generalized to a radix·2 polynomial transform analogous to the conventional radix-2 FET. But they do not make use of the Chinese remainder theorem as it is shown in this article to further reduce the complexity of the algorithm.
In this article, it is shown that a combination of a fast polynomial transform (FPT) and the Chinese remainder theorem (CRT) can be used to very efficiently compute a two-dimensional convolution of a d 1 'd 2 complex number array, where d 2 ,= 2 m and d 1 = 2 mr + 1 for 1 ~r~m. Such a new algorithm requires considerably fewer multiplications and about the same number of additions as the conventional algorithm for the two-dimensional case. Therefore, it has the potential for important application in SAR.
II. The Computation of Two-Dimensional Convolutions
The following algorithm for a two·dimensional digital convolution is based on an important identity. Let d. be a power of 2 for I i = 1, 2 and let C be the field of complex numbers. Also let at1 ,t2 and b t1 ,t2 be two d l ' d 2 arrays, where 0 ~ tj ~ d j -1 for i = 1,2. Then the two·dimensional cyclic convolution of a t1 ,t2 and btl> t2' where at1, t2' btl, t2 € C, is defined by
where (n. -t.) denotes the residue of n. -t. modulo d. for i = I, 2.
Nussbaumer and Quandalle (Ref. 5) expressed the two·dimensional convolution in Eq. (1) as a one-dimensional convolution of polynomials, i.e.,
where Cn 1 (Z), A t1 (Z), Btl (Z) are defined in Eq. (2) and (n 1 -t 1) denotes the residue of n 1 -t 1 modulo d 1 .
If d 2 = 2 m and d I = 2 mr + I for 1 < r < m, then one can factor Z d 2 -1 into pairwise relatively prime factors as follows, 
have a unique solution C n (Z) given by
Note that the arithmetic needed to compute Eq. (6) requires only cyclic shifts and additions. The number of real additions needed to compute Eq. (6) is 2rd 2 d I'
The derivation of C i (Z) in Eq. (Sa) proceeds in the following manner: nl
where A: (Z) is defined by
and B~ (Z) is obtained from the expression A ~ (Z) on replacing each a . . by b . . , that is,
It was demonstrated in (Ref. 6 ) that a fast polynomial transform can be used to compute Eq. (7) . Let us show this more
Note the identity
Also letj = 2,-i and define the d 1 -point/ h power polynomial transform of A: (Z) and Bf (Z) by
The product of the transforms A~(Z) and B~(Z) is given by
One needs now to compute the inverse transform of C~(Z). That is, to compute c; (Z)
Now let t = s + r -n 1 and note that
It is seen that S = 1 for t == 0 mod d 1 and S = 0 for t =FO mod d 1 • Hence Eq. (11) yields the desired result, namely,
for 0 .;;;; n 1 .;;;; d 1 -1, 1 .;;;; i .;;;; r where (n 1 -t 1) denotes the residue of (n 1 -t 1) modulo d 1 • _. _.
by changing variables from Z to u with the mapping Z = cu, ':Vhere C is a d2/2-th primitive root of -1, i.e. /2/2i = -1. One can verify (Ref. 8) that the above polynomial product mod u d2 / 21 -1 can be obtained as a cyclic convolution of th~ two d 2 /2 / -point coefficients of the polynomialsA~(cu) and B~(cu). This is vastly simpler than finding the product modulo Z d 2/2 1 + 1.
In Eq. (13), one observes that 
The flow chart for computing C~(Z) is given in Fig. 1 .
Consider now the computation of C; (Z) in Eq. (Sb). That is,
a* i2 t l ,t 2 and B;I (Z) is obtained from the expression A;1 (Z) on replacing each ai,i by b ij , that is,
Evidently, C* (Z) in Eq. (18) is in the form of Note here that A t (Z) and B t (Z) are, respectively, A t (Z) and B t (Z) reduced modulo Z 2 + 1. 
In Eq. (19), one observes that
n -c c n n ,at t -c at t ,an t t -c t t Jor ""' " nl,t) """,d 1 -I, ~n2,t2~d2 2-1 
Using the same procedure used in the computation of Eq. (7), one obtains C~ (u). Hence, c~ n in Eq. (18) is obtained from Fig. 2 .
In the introduction it was stated that transposition of the data matrix, usually required in two-dimensional convolution, can be avoided in this new algorithm. Assume the data matrix for a typical array such as at t ,0 ~ tj ~ d j -1 for i = 1,2, is arranged I' 2 with t 1 indexing the row, t2 indexing the column. Then the polynomialA t1 (Z) of Eq. (2) is the t 1 th row of this matrix. The FPT of At (Z) can be implemented by a decimation-in-time algorithm analogous to the well-known conventional FFT one. An 1 example is given in the Appendix. This requires that only two polynomials (or rows) need be available for processing at anytime and the resulting two polynomials can replace the input ones. Consequently, no additional storage is required for the FPT, and the data array need only be accessed by rows with replacement after processing, thus obviating the accessing of individual columns usually done in two dimensional convolution.
In the Appendix, it is shown by an example how fast polynomial transforms can be combined with FFTs to yield a new fast algorithm for computing a two-dimensional convolution. The number of operations needed for this new algorithm to perform the two-dimensional convolutions of a d l ' d 2 array, where d 2 = 2 m and d l = 2 m -r+ 1 for 1 :0;;;;,:0;;;; m, is given in Table 1. In this table, the FPT-FFT algorithm and conventional FFT algorithm for computing the two-dimensional convolutions are compared by giving the number of operations to perform these algorithms. A! (Z) =1; AI (Z) Zk tl MOD (Z Z -+ 1)
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