Abstract. This paper studies solutions of the functional equation N
1. Introduction. This is the second part of a series of two papers concerning functional equations of the type N (1.1) f(x) E c,f(kx-n). In Part I (Daubechies and Lagarias (1991) ) we discussed existence and uniqueness of Ll-solutions. We saw that nontrivial Ll-solutions to (1.1) can only exist if IN c,[ >= k.
If Z c, k, then the solution, if it exists at all, is unique and furthermore it has compact support contained in [0, N/(k-1)]. We shall assume that Z c,=k in this paper. Functions satisfying equations of type (1.1) arise in many contexts. Our own motivation lies in the role played by such two-scale difference equations in the construction of orthonormal bases of compactly supported wavelets (see 6 .3 in part I or Daubechies (1988) ). Similar equations characterize certain nowhere differentiable functions constructed by De Rham (1956 Rham ( , 1957 Rham ( , 1959 . They also play an important role in interpolating subdivision schemes with applications to computer aided design, on which an important body of work exists; papers in this subject treating 2-scale difference equations are, e.g., Dubuc (1986) , Micchelli (1986) , Dyn, Gregory, and Levin (1987, 1991) , Deslauriers and Dubuc (1987, 1989) , Prautzsch (1987, 1989) , and Dyn and Levin (1989) . All these examples satisfy Z c, k.
For the sake of simplicity we shall usually choose k 2, even though all our techniques can be applied for general integer values of k >_-2. We shall also restrict ourselves to real coefficients c, and, correspondingly, real functions f Our analysis can, however, also be used for complex c,, without any changes. We are thus mainly (Daubechies (1988) ). Other sufficient conditions on p guaranteeing existence and smoothness can be found in Deslauriers and Dubuc (1987, 1989) . Typically these conditions all achieve regularity off by imposing decay on its Fourier transform f(:). These methods work best when p() is a nonnegative function, as illustrated by Deslauriers and Dubuc (1987) , who obtain very sharp information about the regularity of functions f constructed via a symmetric Lagrangian interpolation scheme. For more general examples, lacking the positivity of p(:), this analysis leads to less than optimal results (Daubechies (1988) , Deslauriers and Dubuc (1989) ).
In this paper we use a different technique to study the regularity of solutions of (1.2). It is essentially a "time domain" method, in the sense that it does not involve Fourier transforms at any stage. This time domain approach hinges on the fact that if f satisfies (1.2), then the values f(x) can be easily calculated, recursively, for all dyadic x, i.e., all x of the type m2-J(m 7,j 1), if the values f(m) at the integers are known.
Provided suitable conditions are satisfied, we can then show that there exists a continuous extension of these f(rn2-j) to all of , thus defining f(x). In fact, an explicit formula for f(x) can be expressed using an infinite product of matrices (depending on x). It is then possible to discuss the H61der continuity, differentiability, etc., of this extension, which is the desired solution of (1.2).
We explain the matrix technique in detail in 2. We show how to choose a "correct" initialization {f(m); rn 7} for the iterative spline approximation to f, and we formulate sufficient conditions on the c, guaranteeing that the process converges to a continuous Ll-solution of (1.2). We also compute lower bounds for the H61der exponent of the resulting function f(x). In 3 we show how similar ideas, using the sum rules (1.5) together with some technical conditions, can be used to prove that fC .
The time domain method proposed here leads in many instances to sharper results than the Fourier transform methods mentioned above. One such example is the function b plotted in Fig. l(a) (or in Fig. 3 (a) in Part I). Even when handled with care, the Fourier transform method only establishes that the HiSlder exponent of 4 is at least .5-e (see Daubechies (1988) ). In fact b is H61der continuous with exponent 2-In (1 +x/)/ln 2 .5500...; the method presented in this paper achieves this (optimal) result. Moreover, the Fourier transform method typically only controls global regularity properties: the detailed, local analysis of the regularity of solutions to (1.2), accessible TWO-SCALE DIFFERENCE EQUATIONS: LOCAL REGULARITY 1033 via our matrix method as explained in 4, is wholly outside the reach of Fourier transform based techniques. Using the time domain approach we can show, e.g., that the function b in Fig. la is almost everywhere differentiable, and that its H61der exponent .5500... is determined by a dense set of "bad" points which has zero measure. In fact, there exists a whole hierarchy of fractal sets, all with zero measure, corresponding to the H/51der exponent between .5500... and 1. Another interesting example is the basic function associated to the dyadic interpolation scheme first studied in Dubuc (1986) and Dyn, Gregory and Levin (1987) . In this case the function p()= c,,e i've is positive, allowing the Fourier transform method to achieve the already optimal result f C 2-for the global regularity of f. Our time domain method recovers this result (although by a more involved analysis than via the Fourier transform method), but it also establishes that f is almost everywhere twice differentiable, which is a result outside the reach of the Fourier transform method. A detailed discussion of these and other examples can be found in 5. When we developed this technique, we were unaware of related and at that time unpublished work of Micchelli and Prautzsch (1989) and Dyn and Levin (1989) , to which referees drew our attention. Let us give a short overview of the situation, pointing out the overlap and the differences between our work and theirs. The two papers by Micchelli and Prautzsch (1989) [DL] ) are both motivated by the applications of interpolation subdivision schemes to computer aided design (see Micchelli (1986) , Micchelli and Prautzsch (1987) and Dyn, Gregory, and Levin (1987, 1989) ). The coefficients cn in an interpolation subdivision scheme typically satisfy c2n+o 8bO for some no, but both IMP] and [DL] are applicable to more general coefficient choices. [MP] focuses on the existence and smoothness of solutions to (1.2), whereas [DL] is more concerned with the convergence of the corresponding interpolation scheme, that is, in the language of 4 in part I, with existence of smooth solutions and convergence of the cascade algorithm to these solutions. It is proved in [DL] that the cascade algorithm converges to a C L solution only if the coefficients c satisfy the L + 1 "sum rules"
(1.5) E c,,nl(-1) =0, /=0,..., L.
Moment conditions of the type (1.5) also turn up in a different context. If the solution f to (1.2) has the property that the integer translates f(. n), n 7/are all independent, then the moment condition (1.5) is equivalent to saying that all the polynomials of degree at most L can be written as combinations of the f(.-n), and can therefore be obtained exactly by the associated subdivision scheme. See Cavaretta, Dahmen, and Micchelli (1989) (1 o) The N 1) x N 1 dimensional matrix M defined by
has 1 as an eigenvalue.
(2) The (N 1) dimensional vector (f(1),. This is again an "equal opportunity" condition when looked at from the point of view of the cascade algorithm. Note that (2.2') is equivalent to requiring that p()= N in ,__o c, e is divisible by (l+eie+ "+ei(k-)).
We return to the dyadic case (k=2), and we assume that (2.2) is satisfied. It immediately follows that for all j, 1-<_j_-< N-1,
where Mij C2i--j (see above, or 1. 
We define successive spline approximations f to f as in 1.4:
(1) fo(x) is linear on every n, n + 1 ], fo(n) =f(n), (2) (1981) , which uses approximations by piecewise constant functions rather than piecewise linear f; an estimate similar to (2.13) can also be proved for piecewise constant approximations to f) For the sake of convenience, we also give a direct proof by the following short argument. Suppose that 2 -(j+l) -<-y--x<=2 -j. Then there exists N so that one of the two following alternatives holds" (1 1)2 -j <-x <-y <-12 -j or (l 1)2 -j _-< x <-_ 12 -j -< y _-< (l + 1)2 -j. We shall only discuss the second case; the first one is similar. (2) Under the conditions of this theorem, for 0-<x -< 1 all infinite products Tda(x)Td2(x)Td3(x of the matrices To and T converge to the limit matrices Consequently, the matrices To, T1 still have many interesting properties in this case, even though they do not have a common left eigenvector for the eigenvalue 1.
(2) By the same argument as in the remark following Theorem 2.3, we necessarily have Am---->1/2 for any choice of m t, where h, is as defined by (2.14).
(3) For any matrix T the spectral radius p(T), is given by p(T) max {llxl;/x eigenvalue of T}, We can prove a result analogous to Conjecture 2.5. Define, for any two matrices So, $1, their "generalized spectral radius" by Daubechies and Lagarias (1991) p(S1, S2) lim sup max p(Sd" Sd,,)l/n], n-co dj=0,or j=l,...,n where p(S) denotes the usual spectral radius. Berger and Wang (1991) (6) The same analysis can be done for two-scale difference equations having larger (integer) values of k. In general, there will then be k different (No+l) (No + 1)-matrices To, , where No is the largest integer strictly smaller than N/(k-1). Instead of binary expansions of x e [0, 1], we take the expansion of x in base k. Otherwise, the proofs carry over without change.
3. Higher-order regularity. If L additional "sum rules" of the type (2.1) are satisfied, then techniques similar to those that proved continuity and H/Slder continuity in the preceding section can be used to show that f C , with > 1. The One way of checking this is to verify that if the/3i satisfy (3.8a), then the right-hand side of (3.9) satisfies (3.8b). It follows that a,,,
This implies (3.4) and (3.5).
[3 Instead ofthe piecewise linear splines in 2, here we shall use piecewise polynomial splines of degree 21+ 1, where is the same as in (3.3). We shall determine the initial spline function fo for the iteration by fixing the values offok)(m), 0 <-n <--N, 0<--_ k<= I. e+l" Yj+l(X)--e+l "Td,(x)j(7"X). -2:
which is again (3.14). This proves the lemma.
We need one more technical lemma before we attack the proof of Theorem 3. 
<--C%(j)AJ2-lj, which can be made arbitrarily small by choosing j large enough, independent of r. The vj tend, therefore, to a limit v, which satisfies (3.24)
The remainder of our argument is similar to (7) in the proof of Theorem 2.3 Take x _<-y in [0, N] 
where we have used (3.3), the uniform boundedness ofv{o')(y), and Vo')(y) Vo)(y') e E,+, for all y, y'. A similar bound holds for IfJ')(y)-fJl)(m2-)l. Putting it all together, we obtain, for 2 (1) If L, then we would not need Lemma 35, so that the assumption a>--5 would never be used. The argument of (7) would work if (3.3) held for a <1/2, but it would lead to a Hflder exponent a larger than 1 for f(l), hence to f(l) =_ O. This is incompatible with the fact that f is compactly supported, except if f--0. It follows that for matrices To, T1 constructed as in (2.8), the constant A in (3.3) is necessarily_->1/2 if/=L.
(2) We chose fo so that v(o)(0) (-1)k!6+1 (see (3.13)). Since, for x<2 -,
where we have used To+l 2-k.,+, Hence the fJ)(n), O k l, are independent of j. Because of the bounds (3.25), this implies also, for 0 k I, f()(n) =fJ)(n) (-1)k [+,],+,, 0N n N N-1, (3.26) f(k)(N) =0. In 1.5 we had already seen that the f()(n) were linked to the right eigenvectors of M for the eigenvalues 2 -, but it wasn't clear how to choose their normalization, explicit in (3.26). Note thatf)(n)=f()(n) for 0N kN/implies that f (3) By continuity, Lemma 3.4 carries over to v(x)" for 0_-< k _-< min (2/+ 1, L), (3.27) C+l" v(x) (--1)kxk.
The following lemma states that (3.27) holds for all k-L, even if 21 + 1 < L. (2) We only need to prove the lemma for dyadic rationals x; by continuity it then holds for all x [0, 1]. Take, therefore, x n2 -j. The proof works by induction on j. e+l" v(y) e+. Tv(2y 1).
As in the proof of Lemma 3.4, we have IlTdl(x) Tdm(x)lEL+, ----< 2-mlAm"
In some cases, more accurate bounds on the left-hand side of (4.1) can be obtained for some values of x, depending on the relative frequency of the digits 0 and 1 in the binary expansion of x. This can then be used to compute local H61der exponents, which may be larger than the uniformly valid H61der exponents for f(l-). More precisely, we have the following theorem. (1) For all e > 0, there exist > 0 and C < c such that To prove this theorem we need the following lemma. (2) It follows from (4.2) that there exists C > 0 so that, for all p , (4.7)
(by the same argument as in the proof of Lemma 2.3). The same arguments used in the proof of Lemma 3.5 can then be used to derive that, for p => 1, where the constant C may be different from that in (4.7), and where we have introduced the extra p for the case where/-/g--= 2 for some n.
(3) Fix x [0, N], such that r(x) is well defined and 0< r(x)< 1. Note that this excludes all dyadic rationals x, since these have r(x)=0 or 1, depending on which binary expansion is chosen (for dyadic rationals, there are two binary expansions). 
where we have used (4.9). This proves the first part of the theorem.
(7) Suppose now that t,o->_1/2>/xl, and that r(x)> 0n2-1n *ol/[n l-Iln i.e., /*{x}/x-r0' <1/2. Choose 3' so that r(x) 1-and 2-=_> a(x).
Choose N v corresponding to 3', as in Lemma 4.2. Then, as before, for p >-Nv, rp (y)-r(y)l <= 3"/2; hence ,;p<)tz-v <)< a(x)/2 < 1/2.
It follows then from (4.2) that there exists C > 0 so that, for p _-> IIT<y)... Ta.y)le+l -< 2-<'+')a(x) p.
The same arguments used in the proof of Lemma 3.5 lead to (4.12)
IITd,{y) Ta.<)le,+ll -< C2-"<'+')a(x) .
(We assume a( (7) it is given by the following theorem, conjectured in I. J. Good (1941) (2) The "tricks" in Proposition 3.7 also apply here" in order to verify bounds of the type (4.2) it suffices, e.g., to check a similar bound for the matrices a BTB -1, restricted to BEd+l, where B is any invertible matrix. A convenient choice of B may greatly simplify computations.
(3) In establishing local Hlder exponents and local differentiability we have restricted ourselves to x such that r(x) lim,_oo r,(x) is well defined and 0< r(x) < 1.
In fact, it is possible to handle more general x as well. In fact, Lemma 4.2 tells us that for those x for which r(x)=lim,_ r(x) exists and 0<r(x)<l, there can be no "abnormally long" stretches of 0-s or 1-s. If x is not of this type (it is easy to construct such x; they constitute a set of zero Lebesgue measure, however), then we need to control these stretches in some other way. We show here how this can be done 
where w l, doesn't enter because/Xo>/Xl. Dyn, Gregory, and Levin. In many of these examples we shall use the tricks proposed in Proposition 3.7.
In particular, we shall try to determine matrices B so that the BTdB This means we are in the situation described in the proofs of Lemmas 3.3, 3.5; in order to prove bounds on products of the restrictions TdlEL+I, it suffices to consider the smaller matrices obtained by deleting the first L/ 1 rows and columns of the BTd B-1. These submatrices are completely determined by Td and by the last (N-L-1) rows of B and the last (N-L-1) columns of B-1. The matrix elements in these rows and columns depend only on the difference j-between column and row index. Since the (Td)i,j C2i-j-l+d depend only on 2i-j, this property will, therefore, be shared by the submatrices representing BIEL/,TdlE/,B-11E/I. The entries of these submatrices will, in fact, be given exactly by the coefficients of the quotient of cn e in by (1 + ei)TM.
That is to say, if then the last (N-L-1) rows and columns of the BTd B-1 will be given by (BTdB-1)0 2tq2i_j_(S_l)+a.
This observation reduces the study to much smaller matrices, obtained by "peeling off" the sum rules; this is the analog, in our matrix notation, of the reduction from an interpolation subdivision scheme S to the "smaller" subdivision schemes S
(") in Dyn and Levin (1989) . A similar observation can also be found in Deslauriers and Dubuc (1989). For a thorough discussion of this construction, with proofs, see Mallat (1989) and Meyer (1990) . Equation (5.2) is a two-scale difference equation. If there is only a finite number of nonvanishing c,, then (modulo some convergence conditions) has finite support, and so has , by (5.4). In Daubechies (1988) the structure of finite families {on; n 0,. ., N} satisfying (5.3) was analyzed. It turns out that these c, are always nonsymmetric if we also require to be continuous. If this continuity requirement is dropped, then there exists one and only one symmetric solution" Co cl 1, all other c, 0, which correspond to b(x) 1 if 0 =< x < 1, 0 otherwise, or q(x) 1 if 0_-< x < 1/2, -1 if 1 / 2 <-x < 1, zero otherwise; the q% then constitute the Haar basis. Apart from this example, the interesting finite families of c, are asymmetric, and the corresponding 4, therefore, have local regularity properties associated with fractal sets, as described in 4. (Note that these cn are larger, by a factor x/, than the coefficients h(n) in Daubechies ((1988) , Table 1 ); the h(n) are normalized by Yn h(n)= x/). (1 +,)/4>1/2> 1(1-,/)/41 we are in the situation described in Theorem 4.1, with In dyadic rationals x, we find that b3 is differentiable from below, but is only H61der continuous from above, with exponent .5500-.. (see Remark 4 at the end of 4). This is already illustrated by the behavior of b3 near x =0 (see above); it also accounts for the "jaggedness" of the graph of b3 at dyadic points (see Fig. 1). B. N =5. We now turn to the properties of bs. The corresponding cn, given in (5.6), satisfy three sum rules of type (3.1), corresponding to L=2. In this case N-(L + 1) 5-3 2, i.e., EL+I E3 is two-dimensional, and obtaining good estimates for ]ITdl TdmlE+ll is not as straightforward as in the previous case. Explicit computation shows that spectrum To {1, 1/2,1/4, (x/5 + 2+ qri-6+ 1)/16, (1 x/-f-6)/8}
(1,,, .470467..., -.270284...}, spectrumTl={1,1/2,:, (1-x/]-6)/8, (1 +v/'f-6 x/5+Zx/')/16} ={1,1/2, J, -.270274...,.049817...}.
The spectral radii of both To]v3 and Tlv3 are, therefore, strictly larger than z, which means that we cannot expect better than a Cl-result of bs, with some H61der continuity for b. In order to obtain this much, we need to prove that (3.3) holds for 1, i.e., that [ITdl""" Tdmlll----< c2-mAm for some h_<--1. n Cn e in. The norms of these matrices are still larger than we would like The function b5 is plotted in Fig. 2 . At first sight, we have the impression that 45 has a sharp peak at x 1, contradicting its differentiability at this point. Successive blowups of b5 around x--1 show that this peak is not really "sharp" (see Fig. 2(b) (1989) , general symmetric Lagrangian interpolation schemes are defined, for arbitrary integer scaling factor k > 1, and an arbitrary number of nodes. Deslauriers and Dubuc characterize the regularity of the associated "fundamental functions," which are solutions to two-scale difference equations with scaling factor k, Let us see now how the present methods, which avoid Fourier transforms, perform on these interpolation functions. We shall restrict ourselves to one of the simpler examples, with k--2 and N 2. In this case the cn are 9 (5.14)
We have two matrices: To, T1, This implies (3.3) with 1, ,t 1/2. Theorem 3.1 then implies that f is "almost" C2, in the sense that f C and that f' is H/51der continuous with exponent 1 e, with e > 0 arbitrarily small; in fact If'(x + t)-f'(x)l<= Ctlln It]l for sufficiently small t, a result which was first proved in Dubuc (1986) .
Since T OToO -1, where O is an orthogonal matrix (see above), we necessarily have /x0 =/x, where /Xo,/x are as defined in 4. Nevertheless, we can still improve on the estimate lITurgy) T.()III < Cn2-2n for special, nondyadic x. Group the digits in the binary expansion of x together in pairs, p(x)--d2,,_(x)d2,,(x), n 1, 2,.... Assume that the pairs 0 1, 1 0 occur with an asymptotic frequency larger than zero, p(x) lim inf l # {j < n p(x) 10orpj(x) 0 1}>0
Then it can be shown that, for large enough n, (5.17) liT(n; d(x))lll <--C2-" ", where A < 1. Moreover, 3(x)=lim,_3(n; d(x)) is well defined in these points x; Note that p(x)= 1 / 2 in every normal point x. The above argument proves therefore that f is almost everywhere twice differentiable. Figure 5 gives graphs of both f and f' (both were also plotted in Dubuc (1986) ). Note that f looks "smooth," but that f' again exhibits "bumps" which repeat themselves at different scales. The c. in (5.14) were chosen so,that, with the restrictions c, c_,, c2 c_2=0, the polynomial p()= )-3 i. .=-3 Cn e was divisible by the maximum possible number of factors (1 + e i). Other examples, still satisfying c, c_,, c2 c_2, c, 0 for InI> 3, were mentioned in Deslauriers and Dubuc (1987 For general a, Co 1, cl c_1 1/2-a, c3 c-3 a, we find that spectrum (To) spectrum (T1) { 1, 1/2, a, --2a,
1 + x/1 + 16a),. 4 We conjecture that the associated function f is in C if-1/4 < a < 0, the associated function f is continuous if -1/2 < a < 1/2. is, moreover, the unique bounded subset of satisfying these two conditions. If the scale factor in (A.1) were k instead of 2, then we would define A to be multiplication Ao is used in many two-dimensional subdivision schemes; since it consists of a simple uniform dilation, the one-dimensional approach used earlier can be transposed without any problems. The role played before by [0, 1] will now be played by [0, 1] , and binary expansions still do the trick. For the matrices A and A the situation is more complicated. A was first proposed by M. Vetterli (1984) for a subband coding scheme with exact reconstruction for two-dimensional images; presently, several groups are working on the corresponding orthonormal wavelet bases (GriSchenig and Madych (1992) , Lawton and Resnikott (1991) ). An interpolation subdivision scheme using A is studied in Mongeau (1990) 
