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Abstract
The increasing range of applications and services maintained by software systems has
motivated the growing popularity of virtualization technology as a framework for the inten-
sification of computing performance. Virtualization enables multiple independent systems
to use a shared infrastructure at the same time. It is very challenging for multiple virtual
machines (VMs) to run applications with different performance objectives and under un-
predictable workload changes. Many concerns have been raised, especially regarding the
increasing resource utilization and the sensitivity of performance properties. Consequently,
it is essential to automate the management tasks such as managing performance properties
dynamically at runtime while sharing a limited amount of resources. Some of the main
challenges include the nonlinear characteristics of the system, limited resources, differen-
tiated performance objectives, and workloads uncertainty. This thesis aimed to address
these issues by implementing system identification and control engineering techniques for
relative performance management and dynamic resource provisioning using the principles of
optimization and feedback control. An experimental testbed of virtualized software system
is established to generate real observational data and to confirm performance of the proposed
approaches.
In this thesis, the dynamic of a virtualized software system is characterized in linear and
nonlinear functions, through block-oriented system identification. The nonlinear functions
from input and output elements are utilized as nonlinear compensator functions in the
xstructure of a feedback control loop. The novelty of the proposed system identification is the
model estimation of an output nonlinear model in a reduced parameter model of B-Spline
function based on k−means clustering approach. This approach reduces the impact of
nonlinearities on the output response stability of feedback control system.
In addition, three control methods have been designed and implemented for performance
management; PI-based feedback control, Data-driven control and Finite Control Set - Model
Predictive Control. The control performances are evaluated in the testbed with different
scenarios of workload and performance objective references. The experimental results have
shown that control systems with pre-input and post-output nonlinear compensation provide
robust performance and significant improvement in the stability of relative performance
management in virtualized software system.
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Chapter 1
Introduction
1.1 Research Background
The persistent growth in applications and services maintained by software systems is sus-
tained by the increasing demand for more efficient computing environments. Many years
ago, in a conventional computing environment, dedicated resources were established for
each customer, with no sharing between customers. As a consequence, resources could be
under-utilized, leading to issues of limited business scalability and increasing operational
costs. The modern computing environment serves multiple customers from shared resources
pools, and from hardware level to the application level. Maintaining a shared resource and
managing allocations to meet customers’ demands are bringing benefits for a data center
in terms of reduction operational costs and improvement in resources usage. This advance-
ment motivates the implementation of virtualization technology as a reliable framework for
high performance computing generation. The term virtual is defined as the abstraction of
physical elements into logical ones. Virtualizing a software system can lead to greater scope
of utility of the available resources, such as network performance and better management
ability. Specifically, in a virtualized software system, the existing hardware resources are
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consolidated into one pool, and useful access is provided to particular users to utilize the
resources.
Software systems are complex and difficult to manage because of the dynamic nature
of a shared resource software environment where unpredictable conditions in application
workload and users’ dynamic requirements can exist. For high performance computing,
optimal resource utilization issues arise even in simple environments, such as individual
workstations. This problem is becoming critical in complex environments, particularly in
those that are dynamic and heterogeneous. In software systems, the most challenging task
is how to adjust provisioning to share infrastructure capacity between multiple users and
applications while guaranteeing to meet Quality of Services (QoS) preferences. The principal
properties of QoS performance quality in software system management are response time,
performance isolation and service differentiation.
Achieving functional and performance requirements during the services and application
runtime is very complicated. Indeed, the effective and efficient mechanism to manage
performance properties and resource utilization in software system applications has been
widely investigated. Nowadays, the analysis of system managements is highly susceptible to
configuration errors since it is mostly performed by humans. Therefore, the capability for
self-adaptation is essential in software systems, because it enables the systems to modify
their dynamics and preserve their objectives in unpredictable circumstances. In the field of
software engineering, an adaptive software system responds to the changing environment
and make decisions to change its behavior to ensure the system meets the requirements.
Self-optimization in software engineering starts with the detection of changes. Analysis of
the impact is then carried out, followed by planning and decision-making regarding actions,
and then finally execution of the actions in the system to attain the optimal condition. Figure
1.1 shows the structure of self-adaptation for optimization in a software system.
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Fig. 1.1 Structure of Adaptive System for Software System [1]
To maintain the performance objectives, automatic control procedures must be integrated
in the virtualized software system. These procedures will administer and regulate the
performance requirements and resources provisioning among the users of a shared resources
environment. In this research, the software system is defined as a multi-tier network in a
shared resources environment. Given the typical nature of a shared resources system, the
services provided to multiple users should be maintained with regard to the desired values for
the performance properties. Moreover, variations in preference and priority-setting among
users may cause performance degradation of the system’s services. Therefore, for an optimal
condition, the differentiated service is also subject to control and the services allocation for
one user should not affect performance attributes for the other users. During runtime, the
optimal condition would also be affected by workload changes. The workload number can
be interpreted as the rate of the user’s request, which may change in an unpredictable manner.
Another characteristic of a shared resources system is the restricted number of resources.
Most earlier studies used fixed resources, which are limited for each user, irrespective of the
changing resource demands. This scheme is disadvantageous, as resources are underutilized,
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which may lead to resource wastage. In order to deliver a reasonable service to each user, the
resources need to be managed dynamically during runtime. Dynamic allocation means that
the required amount of resources is allocated to respond to current variations in workload.
Thus, dynamic resource allocation improves resource utilization and the required performance
objectives can be achieved throughout the runtime operation.
Existing research studies in the field of software engineering applications have proposed
different methods of adaptive optimization for software systems [1, 5]. Among the existing
approaches, control engineering has been recommended as the best technique for implemen-
tation of adaptation and optimization mechanisms in software systems. The most significant
attribute in control engineering is a systematic procedure to integrate adaptive and predictive
control algorithms in controlled systems. Control engineering performs significantly better
in a wide range of systems, from simple to complex dynamic systems.
A mathematical model of software system dynamics is required to construct the accurate
controller structure. However, there are no underlying physical laws to describe the charac-
teristics of a software system. An accurate model is essential to understand the behaviour
of system and will eventually be used as the basis of control system design. With regard to
dynamic modeling, control theory provides system identification procedures to formulate
the model of a target system. Therefore, it is believed that the integration of a control theory
application in software systems will properly address performance management issues.
Two major design steps need to be carried out to design a control system in a systematic
way. First, a sufficiently accurate model of the system must be approximated. Second, a
controller must be selected, tuned and tested. According to [6], ’system identification can be
seen as the interface between the real world of applications and the mathematical world of
control theory and model abstractions’. It is crucial for successful applications in control
engineering. Consequently, the estimated model is utilized during the second step, which
includes controller design, simulation, analysis, implementation, and validation.
1.1 Research Background 5
The aim of this thesis is to investigate equitable system identification techniques that
could give an accurate approximation of the overall dynamics in a software system, tak-
ing into account both linear and nonlinear characteristics. Dynamic models derived from
system identification will be used to implement control engineering techniques for relative
performance management and resource provisioning in a virtualized software system. The
expected deliverable is a robust system that can adaptively and predictably maintain the
quality of performance properties, particularly the response time, within a relative man-
agement scheme. The studies and experimental results in this thesis should demonstrate
an improvement of performance quality in nominal or overload conditions, and have the
ability to manage changes in business objectives. Therefore, the available resources will
be dynamically managed to allocate a sufficient level of resource capacity for individual
components. In software system performance management, resource allocation serves as the
control signal that leads the system to maintain its response following the reference value,
while the reference condition in a relative performance management scheme represents the
term of preferential or differentiated services between users.
This thesis focuses on the optimization of relative performance management and resource
provisioning in software systems within control-theoretic frameworks. Control engineering
theory is the basis for modeling and designing such a feedback-driven resource control
system. Correspondingly, there are two main stages to be accomplished; (1) approximation
of the mathematical models to represent the characteristics of virtualized software system,
and (2) implementation of various control engineering schemes for relative performance
management and dynamic resource provisioning using the principles of optimization and
feedback control. The initial stage is executed in system identification where the system
dynamics are constructed in a mathematical relationship by utilizing input and output values
of the system. The estimated models from the system identification define the success
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of the control applications. The next stage involves controller design, controller tuning,
experimentation, results analysis and validation.
1.2 Literature Review
This section summarizes the findings from past studies regarding the development of control
system applications for performance management and dynamic resource provisioning in
software system applications. The environment of a shared resource software system is
represented in a virtualized software system environment.
1.2.1 Virtualization
Virtualization is one of the growing trends in information technology and advance computing
systems. It represents an actualization of centralized computing resources distribution. Sys-
tem virtualization is the application of software to allow hardware to run multiple operating
systems at the same time. There are many benefits to running applications in virtual machines,
for instance, high utilization, performance isolation and high adaptability [7–10]. In [11], it is
briefly explained that virtual machines (VM) are the essential elements of virtualization. The
term ’virtual machine’ refers to an abstracted machine that gives the illusion of a real machine.
Virtualization consolidates a single physical server into multiple VMs, and allows the VMs
to access all associated resources. Hence, VMs have access to all hardware resources, albeit
only in a software -based representation. In practical terms, many VMs can be active in
runtime mode simultaneously within one single physical computing system.
Building a software system from multiple virtual machines is a modified approach to
address decentralized and centralized computing environment [12]. This structure brings
benefit in terms of reliability, scalability, and effective resource utilization. With virtualization,
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it is viable to treat computing resources such as CPU and memory as being among of a pool
of resources with the possibility of being dynamically managed within virtual machines. This
can enable business to be performed with fewer resources, while managing infrastructure to
meet the demands of customers.
Virtualization is established using hypervisor, a virtual machine monitor (VMM) that
allows the physical system to be virtualized and consolidated in multiple machines. VMM
is the vital element to defining and confirming the realization of virtual machines. It is a
software that virtualizes the resources of a host physical machine [13]. With the attributes
of VMM , the virtualization configuration in software system becomes practically feasible.
Studies in [14–16] have evaluated the benefits of virtualization for system isolation, and
providing reasonable improvement in performance.
1.2.2 System Identification for Software Systems
System identification is a method used to define and characterize the relationship between
the input and output of a system. The relationship is presented in a mathematical model
based on identification from input and output data sequences [17, 18]. The model should
be capable of capturing all the dynamics of the system in a range of operating conditions.
To proceed with a control engineering technique in virtualized software systems, the linear
and nonlinear dynamics should be characterized. Because of the lack of a first principle
model of a software system, previous studies have started to investigate black-box models
of a software performance management system in certain operating conditions [19, 20].
However, these efforts have focused only on linear black-box models, neglecting the inherent
nonlinear dynamics of the software systems, whereas the characteristics of nonlinearity
depend on the workload intensity as well as the amount of resource being shared (for instance,
hardware and middleware) [7]. Consequently, the aforementioned linear control engineering
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approaches that have disregarded nonlinear dynamics are now insufficient in situations where
the operating condition changes. Therefore, in order to design and implement performance
management and resource provisioning for a shared resource software systems that works
in a spectrum of operating regions and operates with different resources at different levels,
the issue of nonlinearity in software system dynamics must be addressed adequately at the
system identification stage.
It is known that the successful performance of a control system is mostly determined
by the dynamics model [17]. Therefore, the overall characteristics of software systems
need to be thoroughly captured. Performance management and resource provisioning in
software systems using linear models have been studied in [21–28]. The reason for using
linear models was that less computational efforts was required to generate models. Linear
models were considered sufficient to represent the dynamics of the system, so it could be
be used immediately as the basis for controller design. However, further studies [29–31]
have observed the nonlinear relationship between resources provisioning and performance
properties. If the nonlinear characteristics of a software system are disregarded, the per-
formance objectives can not be achieved because the performance of the control system
is degraded. To avoid this drawback, the virtualized software system will be identified in
nonlinear system identification to obtain proper models that characterize both the static and
dynamic input-output relationships [30]. As a consequence, the nonlinear properties should
be estimated at a wide range of operating points.
Studies in [30, 32] demonstrated the efficacy of system identification in the Hammerstein-
Wiener manner to identify the linear and nonlinear characteristics of a shared resources
environment. The authors in [33, 34] asserted that the system identification of nonlinear
systems can be characterized by synthesizing linear and static nonlinear elements. Their
original idea has evolved into Hammerstein-Wiener model estimation which is now consid-
ered a favorable and generic approach to nonlinear dynamical model estimation [18]. In
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Hammerstein-Wiener, the nonlinear dynamic components can be modeled in inversion form
[35–37]. A useful approach to compensate the nonlinear dynamics in the Hammerstein-
Wiener structure is by estimating the nonlinearities in their inversion functions [38]. The
purpose of capturing nonlinear dynamic in terms of its inversion is for easy compensation of
the nonlinearity dynamics [39–41].
One of the earliest applications of Hammerstein model identification was introduced
by [33] using cross-correlation techniques to separate the linear element from the non-
linear dynamics. To date, researcher have used complex approaches to approximate the
nonlinear models: the asymptotic method [42], the blind approach [43] and the B-Spline
neural network [41]. In approximating the Wiener system, various submodel structures have
been widely studied in the approximation of Wiener system. Numerous schemes have been
implemented, using both parametric [44, 36, 45] and non-parametric models [46]. Research
in [35] suggested using the transfer function for the linear system and B-spline for the
nonlinearity. Another study used the transfer function for the linear system, and estimated
the nonlinearity in polynomial form [47]. A further approach used Frequency Sampling
Filter (FSF) terms for the linear model and the power series for the nonlinear element [36].
B-spline curve function was utilized to identify the nonlinearity of a system dynamic in
Wiener modeling [48, 41, 49] and [50]. In recent research by [30, 51], the dynamics of a
shared resources environment are identified in the structure of Hammerstein-Wiener models.
However, the estimation was implemented in a two-steps procedure, which required extra
efforts and a complex estimation.
This thesis proposed a straightforward system identification in Hammerstein-Wiener
block structural models for virtualized software system. An improved method of nonlinear
system identification is introduced by combining a data clustering method into B-Spline
curve function. The model estimation procedures and the results are exhibited in Chapter 3.
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1.2.3 Feedback Control for Performance Management
Various techniques involving control engineering have been proposed to address runtime
performance and resource management in a software system. In an open-loop system, many
shared resources environments allocate a fixed level of resource for each user. In the same
manner, fixed resource partitioning by VMM allocates the resources for all VMs to manage
performance isolation in software system [52]. Furthermore, investigations on control-loop
techniques for performance management and resources provisioning have shown comprehen-
sive results which are categorized as admission control and dynamic resource management
control [53]. Admission control requires adequate knowledge about the workload charac-
teristics in the controlled system [7, 19]. This strategy sets a certain value as the workload
threshold. Once the workload exceeds the limit, the controller provides two responses to the
users, reject or abort the requests(e.g., [54–58]). Dynamic resource management regulates
the resources to share them proportionally between users with regard to the performance
reference. This approach brings benefits for resource sharing and performance properties
management [7, 59, 19, 60, 23, 61, 62]. Of many approaches to resource provisioning,
proportional sharing is one suitable ways for resource allocation [63, 64, 51]. Its provisioning
mechanism is performed by specifying a certain ratio of shares between virtual machines
during runtime concerning the targeted performance objectives or specific preferences for
Quality of Services (QoS) properties.
Many existing approaches to dynamic resource management have been followed to
achieve absolute and relative performance management objectives in multi-class shared
resource environments. For absolute management performance, most of the focus is on
single class software systems [65, 66]. Absolute performance management techniques in the
case of multi-class shared resource environments can be found in [63, 61] for connection
delay management in web servers and in [67] for database connection pool management.
However, these approaches design multiple independent SISO control loops to manage the
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performance and resources in a multi-class system. They also ignore the interaction between
inputs and outputs in modeling and control, which could lead to performance problems [68].
For instance, in systems with limited resources, increasing the resources for one class implies
the reduction of resources in another class. These dependencies are not captured in such
SISO approaches. Another limitation is that they use linear modeling and linear fixed gain
control methodology by disregarding the nonlinear behavior of the system. For the MIMO
model, adaptive control is proposed in [23] with equality constraints on the total resources.
However, these equality constraints drive the majority of efforts in system identification
experimental design because of the dependencies between inputs.
Closed-loop approaches are utilized to achieve the absolute and relative performance
management objectives by adjusting the resource partitions. The aim of an absolute man-
agement scheme is to maintain the performance properties of each client class at or around
the specified value (for example, [23, 61, 67, 26, 63]). In contrast, the relative management
scheme maintains the ratios of the performance properties of two or more client classes at
or around a specified ratio (see works in [61, 67, 63, 69]). The main challenge in realizing
these schemes is to attain the required management objective while dynamically adjust-
ing the resource partitions of each client class [61]. Existing researches that has proposed
approaches for absolute and relative performance management objectives with dynamic
resource allocation are based on control engineering and non-control engineering methods.
Non-control engineering approaches utilize simple rule-based methods [61, 70–74] or com-
plex optimization techniques [75–78]. However, they have limitations in design parameters,
and lack systematic processes to achieve system stability [79]. In contrast, the control en-
gineering methods provide a clear, systematic design process, capable of handling model
uncertainty. The most important element is that feedback principles have the ability to cope
with unpredictable changes in operating conditions [19, 78]. Feedback control engineering
techniques have been used extensively in recent years to automate the runtime management
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of software systems, especially in handling runtime resource provisioning in shared resource
environments [80–82].
Towards the optimization of the resource management in shared resource environments
under unpredictable workloads, feedback control methods have been identified as promising,
as they provide formal methodologies and tools to design the control system and analyze
the stability of system management [79]. However, to achieve the absolute and relative
performance management objectives of multi-class shared resource environments, the control
system must be able to deal with the nonlinear behavior of the system. Earlier studies
[19, 63] found that the relationship between performance properties such as response time
and throughput (controlled variable), as well as the resource allocation as the manipulated
variable of a single client class, are known to be nonlinear. A feedback control method has
been implemented to manage connection delay [61, 67, 69], database processing delays [67],
web servers, storage systems [83] and data centres [7]. These studies utilized a linear model
without capturing the dynamic nonlinearities of the software system that exist naturally in a
relative performance management scheme. The performance of these systems is unstable
when disturbances occur and the operating conditions are away from the nominal condition.
A previous study in [69] examined nonlinearities in the input-output relationship and esti-
mated the input and output value relationship in a relative scheme. The results demonstrated
the best way for setting the input and output values of a virtualized software system by taking
the ratios of response time and resource allocations of two consecutive users. This setting is
used in [61] with linear fixed gain as the control method. In another study, adaptive control
applications for relative performance managements were performed [7, 30]. The relative
performance management using Model Predictive Control have been studied in [64, 30].
However, the system identification and control techniques need to be improved through the
development of broader control engineering approaches.
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The focus of feedback performance management experiment in this thesis is on relative
scheme. The control performance will be evaluated in two feedback control structures; the
linear and block-oriented structures, and the optimization approaches are realized by PI-
based controller and two classes of Model Predictive Control,; Data driven-Model Predictive
Control, and Finite Control Set-Model Predictive Control. PI controller is used due to their
robustness against modeling errors and disturbance rejection capabilities. In addition, PI
control more suitable to achieve single-input-single-output (SISO) control objectives because
the simplicity of implementation [30]. The advance feedback control implementation for this
thesis is the use of Model Predictive Control (MPC) in model-based and model-free design.
MPC is a class of control algorithms that perform on-line optimization with an ability to deal
with both ‘soft’ constraints and hard constraints in a multivariable control structure [84].
Chapter 4 covers the experiment setting, the tuning rules of the controller gains and the
experimental results. The feedback control method in Chapter 4 is Proportional-Integral (PI)
controller.
1.2.4 Data-Driven Model Predictive Control
Data-driven model predictive control is a combination of subspace identification and pre-
dictive control [85, 86]. It is also referred to model free predictive control. Applications of
subspace methods can be found in many existing research studies, such as [87, 88]. The
three most popular approaches of subspace-method are CVA (Canonical Variate Analysis),
MOESP (Multi-variable Output Error State Space) and N4SID (State Space Subspace System
Identification). The difference between these methods lies the method of input-output data
analysis. The CVA basic algorithm is CCA (Canonical Correlation Analysis), the MOESP
uses a QR decomposition to input-output data matrices, and N4SID approximates the system
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matrices using support vector data and least squares estimation for future data projection into
the past data.
The basic idea behind Model predictive control (MPC) implementation is to optimize
the future response of the system output by computing the trajectory of control inputs. By
using the model of system and feedback signals, the behavior output response is predicted
over k+Np, where k is the current time sample and Np is the length of prediction horizon.
However, only the first control input will be applied in the current time sample, and the
rest of predictions are carried out in receding horizon principle [89]. Then, the predicted
future output is maintained close or equal to the desired reference value, subject to various
constraints on input and/or output. Therefore, MPC is a proper choice for performance
and resource management in multi-class systems, which has multi-input and multi-output
configuration and operational constraints [84].
Subspace methods have also proven useful for their considerable performance in a direct
identification of linear dynamics in the state space model [90]. The state space formulation
makes subspace identifications very attractive for model estimation, output prediction and
control application. However, the drawback of subspace identification is that predictions
are less accurate compared than in the models derived from prediction error methods [91].
A combination of subspace methods and MPC is integrated into the controlled system by
determining a subspace linear predict equation to replace the explicit model in a conventional
way [92, 85]. The other approaches of predictive control with subspace identification that
have been implemented include Linear Quadratic Gaussian (LQG) [87] and Generalized
Predictice Control (GPC) [86]. The subspace-based MPC (SPC) synthesized the simplicity
and efficiency of subspace identification with extensive control performance of MPC. In
this thesis, subspace-based MPC is designed and implemented in linear and block-oriented
structure with nonlinear compensation. A detailed algorithm and experimental results are
presented in Chapter 5.
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1.2.5 Finite Control Set- Model Predictive Control
Control algorithm of Finite Control Set-Model Predictive Control (FCS-MPC) has been used
extensively to control machine drives and power converters. Future outputs are estimated
by utilizing the finite switching states of the inverter. The control methodology selects
the optimal switching states based on the error value between the predicted output and the
real output value. FCS-MPC calculates the output prediction, and then computes the cost
functions based on the finite control states. The optimal control solution is the switching
states solution, which minimizes the prediction error objective function. This method features
simple implementation and robust performance.
The FCS-MPC technique was initially exposed in [93, 94]. In these studies, FCS-MPC
was analyzed with PWM and the hysteresis method. Similar methods have been investigated
for various applications, such as power converters [95, 96], and the Permanent Magnet
Synchronous Motor (PSMS) [97, 98]. A brief review of recent applications of FCS-MPC in
power electronics is addressed in [99]. The implementation of FCS-MPC for performance
management of virtualized software system is presented in Chapter 6. Constrained FCS-MPC
and revised FCS-MPC with integral controller are evaluated in feedback control structure
with and without nonlinear compensation.
1.3 Research Contributions
The major contributions of this thesis, associated with the design and development of control
engineering approaches for software system management, are listed as follows:
1. System Identification of a virtualized software system
The effectiveness of dynamic management for resource provisioning and performance
properties between multiple users in a shared resources application is highly deter-
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mined by the accuracy of the model prediction. The relationship between resources
provisioning and performance properties in virtualized software systems consist of
linear and nonlinear dynamics. In the case of relative performance management objec-
tives, the setting of input and output variables in the ratios relationship between the
virtual machines cause nonlinearities in the system dynamic. In this thesis, two novel
model identification techniques are presented to capture and approximate the nonlinear
dynamics of the performance and resource management in relative schemes.
Identification in the Hammerstein-Wiener Structure
The system dynamics are identified as linear and nonlinear character and represented
into a block-oriented structure, the Hammerstein-Wiener. Two nonlinear models are
localized on the input and output side, and a linear model captures the remaining
system dynamics. The linear model is represented by the non-parametric Frequency
Sampling Filter (FSF) model and the inverse static nonlinear model in polynomial
function and B-Spline terms. The estimation of linear and nonlinear model parameters
in the Wiener block is performed in a straightforward manner.
An Improved Algorithm for Nonlinear Model Estimation
The issue of parameter selection for Bspline model approximation is addressed by
using a data clustering method, k-means, the benefit of which is a more precise knot
points position. This approach increases the level of simplicity of the model, because
the model parameters of the nonlinear model can be significantly reduced, leading
to fewer control points on the curve function. The estimation of linear and nonlinear
model parameters in the Wiener block is also performed in a one-step estimation.
The proposed approach is to use K-means clustering to estimate the proper set of
parameters for knot vector distribution in B-spline curve model identification. The
results have shown that the model efficacy is increased because the dimension of the
nonlinear model can be reduced significantly while maintaining the desired accuracy.
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2. Control System Design
A suitable controller is designed to adaptively manage resource utilization among the
users, and to ensure robust control of the performance quality. With the estimated input
and output nonlinear components of the Hammerstein-Wiener model, pre-input and
post-output compensators are designed and integrated into the control system to reduce
the impact of the nonlinearities on the relative performance management system at
runtime. The compensator functions are the inverse static input and output nonlinearity
models from the Hammerstein-Wiener system identification.
PI-based Feedback Controller
A feedback controller is implemented in a scheme of PI controller. The controller is
designed in two closed-loop structures: the linear and Hammerstein-Wiener (HW)
control structure. The linear feedback control is designed based on the linear model
from input and output variable of the system. The HW feedback control is designed
based on the input-output variable of linear model in Wiener block. The HW control-
loop integrates compensation for input and output nonlinearities. The performance of
feedback control in the HW structure outperforms the linear one.
Data Driven Predictive Control
Data Driven Predictive Control is designed using a subspace-based method to calculate
the linear predictor, and incorporates the predictor coefficients with the Model Predic-
tive Control algorithm. The subspace matrices are constructed from the input-output
data of the identified linear model. The relationship between the process inputs and
outputs is formed in non-parametric coefficients. Then, the future output of the system
is predicted in terms of linear function of past input, past output and future input values.
The contribution of this thesis is the implementation of Subspace-based MPC (SPC) in
the schemes of with/without nonlinear compensations, and evaluation of the impact of
data matrices and control prediction length.
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Finite Control Set - Model Predictive Control
This thesis also delivers the evaluation of FCS-MPC deployment in a virtualized soft-
ware system. The performance of optimal FCS-MPC, constrained FCS-MPC and
integral FCS-MPC are analyzed. The contribution of this thesis is a revised form of the
FCS-MPC with the addition of an integral action to reduce steady state error in relative
performance management. The effects of controller gain magnitudes are evaluated.
This is followed by experiments to review the controller performance in the existence
of disturbance during runtime.
The thesis focuses on the performance management by dynamically allocating the available
CPU capacity between the virtual machines. Therefore, CPU capacity is the resource
parameter to be adjusted in the control system while the other resources are treated statically.
However, the proposed approaches of system identification and control systems should be
generally applicable for the other resources, such as memory and I/O devices. In addition,
Xen is used as the hypervisor for virtualization which provides a credit scheduler that allows
a certain share of CPU capacity to be allocated to each virtual machine. The control input
values of feedback system are realized by the scheduler for CPU provisioning.
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1.5 Structure of Thesis
The structure of this thesis is shown in a flowchart diagram presented in Figure 1.2. There
are eight chapters that are outlined in a systematic structure to present the analytical and
experimental results of the research. The thesis begins by providing the background to
the research, literature review, and a brief explanation of the ways in which this study
contribute to the existing research. The dynamics of a virtualized software system and
the experimental testbed installation are described in Chapter 2. Chapter 3 sets out the
detailed algorithm and the results of the proposed block-oriented system identification for a
virtualized software system, in order to capture the characteristics of a virtualized software
system in the scheme of relative performance management. The next three chapters present
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the design and implementation of feedback control approaches. Chapter 4 summarizes
the results, and provides a discussion on PI-based feedback control implementation with
nonlinear compensation. In Chapter 5, the application of data-driven predictive control as
the control technique is evaluated, while Chapter 6 presents the results of the experiment
on performance management using Finite Control Set - Model Predictive Control. For a
more comprehensive analysis of control system performances, comparison studies of all
the proposed controllers are provided in Chapter 7. The final chapter presents the research
conclusions, along with suggestions for future research.
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Fig. 1.2 Thesis Outline

Chapter 2
Virtualized Software System
2.1 Introduction
Virtualization is a key enabling technology for structures that are more efficient and have
more dynamic interaction across computing infrastructures. This technology simplifies the
computing environment, and can be applied to CPU, storage, and applications. It is the most
efficient way to achieve a cost-effective software system and to increase the agility of the
computing environment. Furthermore, virtualization of a software system makes performance
and resources optimization more feasible than can be achieved with a centralized system.
The implementation of virtualization technique change the structure of the computer system,
as can be seen in Figure 2.1.
2.2 Virtualized Software System
A virtualized environment is established by dividing the hardware infrastructures into indi-
vidual units-called virtual machines-as a duplication of the real system [52]. Each virtual
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(a) Before Virtualization
(b) After Virtualization
Fig. 2.1 The transformation of a computer system architecture before and after virtualization
machine is independent, and can run on different operating systems or use multiple ap-
plications. Virtualization brings operational benefits for better resources utilization and
performance isolation while providing features for resource provisioning alternatives [100].
These advantages provide opportunity for dynamic control of resources allocation among
virtual machines [101].
There are two main types of hypervisor technologies, type-1 (bare-metal hypervisor)
and type-2 (hosted hypervisor). Type-1 runs directly on the host’s hardware to control
the hardware and to manage guest operating systems. Type-1 offers a higher level of
virtualization efficiency, while Type-2 is established in conventional operating system (OS)
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where hypervisor runs on a host operating system to provide virtualization services. In
this thesis, a type-1 hypervisor called Xen is used in the real testbed installation. In Xen, a
single virtual machine runs a real operating system which may itself securely multiplexes
physical resources and provides performance isolation between them [2]. Xen is an x86
virtual machine monitor which allows multiple VMs to share the available resources in an
efficient manner. Previous studies about operating systems for virtualization by Barham et al.
[52] have shown that the relative performance of Linux outperforms the other OS in both
the host and the guest machines. Within each VM, a “guest” operating system provides the
customary set of high-level abstractions such as files or network sockets [15].
In virtualized software sysem, the machine that owns all the resources is called the ’host
machine’, while the virtual machines are called ’guest’ or ’client machines’. In this thesis,
the term client will be used to represents the virtual machines, client1 denotes V M1 and
client2 for V M2.
The reliability of virtualization caused by several essential features. One of the features is
that the separated environments provide each environment with flexible choice of the VM’s
operating system. Therefore, virtualized software systems support different operating systems
to afford a variety of applications. Moreover, an application can be tested while isolated
in secured virtual compartments, and a software failure in one VM will not impact other
VMs since each VM is isolated from another VMs. Last but not least is the maximization
of computer utilization to minimize all associated management overheads. This feature
increases efficiency in power consumption, maintenance and physical space.
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2.3 Performance Management in Virtualized Software Sys-
tem
For a multi-class shared resources environment, the performance management during runtime
is designed according to some assumptions and formulated within a certain scope of work.
2.3.1 Key Elements in Performance Management
For the studies and experiments in this thesis, several assumptions that represent the key
elements of performance management in a software system are made. Firstly, the performance
metric that needs to be maintained is response time in a scheme of relative performance
management. Secondly, the architecture is static, which means that the number of virtual
machines does not change during runtime. Lastly, in order to avoid poor performances when
the system is overloaded by workloads from clients, the controlled system should decide to
reject a certain amount of workload. This thesis does not cover the feature of client migration.
2.3.2 Problem Formulation of Relative Performance Management and
Resource Provisioning
Dealing with a shared resources environment to achieve proper functional services during
runtime is a very complex task [27, 30]. The performance objective of the service provider
is to maintain response time on the reference levels, or subject to the degree of priority of
the clients. To achieve this objective, the available resources need to be manipulated to
provide equivalent responses for the incoming workloads from the clients. For such systems,
the performance stability is affected by three conditions. Firstly, unpredictable conditions
or changes in system dynamics may occur in the operating stages, including demand or
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workload changes, which are most likely to be disturbances to the system. Secondly, complex
preferences in performance objectives require complex procedures to manage the QoS metrics
of a software system, such as response time. Thirdly, resource demands of each tier or user
might be different or correlated to each other. Thus, the pool of shared resources needs to
be attained dynamically by adjusting the resources according to client requirement, while
acknowledging the requirement of other users. These issues can be addressed efficiently
with dynamic resources management. However, the effectiveness of dynamic resources
management of multiple users in a shared environment is mainly determined by the accuracy
of the model prediction.
In resources management, the average response time for each client is maintained under
varying workloads based on an absolute or relative guarantee scheme. The key point that dis-
tinguishes a relative scheme from a absolute scheme is the existence of a relative relationship
between clients. For convenience of analysis, this relative relationship can be captured by
their ratio value. From the point of view of control system, this means that single input and
output system can be configured for a scenario where there are two clients. In the same way,
[102] and [20] confirmed a that relative performance management scheme is very useful for
service differentiation on overloaded systems.
A relative management scheme specifies the relative importance of clients and controls
the ratio of QoS parameters to the desired levels. Each consecutive client is paired and
the ratios are computed between the pairs. In this thesis, the CPU capacity is allocated
to dynamically manage the response time as the controlled variable of the QoS parameter.
Figure 2.2 illustrates the input and output variables in the framework of relative management
objectives for I client classes.
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Fig. 2.2 Structure of relative performance management scheme
2.4 Characteristics of Virtualized Software System
The input and output data pairs for system identification are generated from the testbed
with an experiment using two virtual machines (V M1 and V M2). To represent a relative
management scheme, input and output variables are defined as the ratio values of the related
variables from two virtual machines. The input parameter is the resource allocation ratio
representing the CPU capacity entitlement for V M1 over the entitlement for V M2, while the
output is the response time ratio from the measurement of the time it takes for each VMs
to respond to the workload requests. These parameters are the main metrics that indicate
the end-users experience. This selection of input-output variables has been confirmed in a
survey study by [79] as being widely used in software system modeling. In addition, when
adaptive control approaches will be implemented, the input should be persistently excited
to guarantee the parameters convergence to their true value [18, 17]. The characteristics
of a virtualized software system are presented in Figure 2.3. This shows the relationship
between CPU allocation and response time to confirm the presence of nonlinear dynamics
in virtualized software system. Furthermore, the incoming workloads changes affect the
performance of system dynamics, so these will be considered as disturbances to the system
for control system experimentation in the next Chapters.
The performance objective for all study cases in this thesis is to maintain the desired
response time ratios which defines the priority level of the clients. These objectives will
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Fig. 2.3 Characteristic of virtualized software systems testbed, (a) Average response time
of each V M for workload constant 100 , (b) Average response time ratio of the V Ms for
different workloads
include allocating the available resources Captotal to serve clients demands. Moreover,
resource allocation for each client has a minimum limit to restrict the least allocation for each
client and to prevent resource starvation. The realization of a virtualized software system in
this thesis is established in relative management scheme for an environment of two virtual
machines environment, V M1 and V M2.
In a dual VMs scenario, when V M2 requires higher priority than V M1, the response time
of V M2 should remain faster than that of V M1. To achieve this objective, the CPU capacity
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allocation for V M2 should be greater than the allocation for V M1. It is assumed that at least
one request to a VM arrives from a client during each sampling time. Cap1(k) and Cap2(k)
are denoted as the CPU allocations V M1 and V M2 respectively. This makes the total CPU
capacity Captotal =Cap1+Cap2. This yields the input equation:
u(k) =
Cap1(k)
Cap2(k)
(2.1)
The portion of resource sharing is in the percentage of total CPU capacity where full
CPU capacity equals 100%. Therefore, to prevent a shortage of resources when workload
requests suddenly increase in unpredictable conditions, the CPU share is constrained to a
minimum capacity. In this experiment, Cap1,min(k),Cap2,min(k) = 20. This will ensure that
a certain share of CPU capacity is assigned to each VM during runtime. On the output
side, measured response time is the output of this virtualized system which is expressed as
y(k) = RT1(k)RT2(k) . RT1(k) and RT2(k) represent response time to the workloads from V M1 and
V M2 respectively. When the level of CPU allocation for a workload increases, the average
response time decreases, because more resources been provisioned to deal with the client’s
request. Consequently, variables Cap1(k)Cap2(k) and
RT1(k)
RT2(k)
are inversely proportional to each other
which leads to the configuration of a compatible input and output structure to which the
output is modified as follows,
y(k) =
RT2(k)
RT1(k)
(2.2)
2.4.1 Input Nonlinearities
Nonlinearities in virtualized software systems have been characterized by [30], and this is
used in this study to formulate dynamic nonlinearities in the testbed. Nonlinear behavior
exists on input and output variables. Nonlinearities in input variable are caused by the
relationship between variable Cap1((k)) and Cap2((k)) in the form of their ratio, as shown
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in Figure 2.1 and the minimum bound for the input signal Capmin. The input signal is
formulated as
Cap1
Cap2
=
Captotal−Cap2
Cap2
=
Captotal
Cap2
−1 (2.3)
This equation leads to static restriction of the operating points in the input variable. For
instance, if Captotal = 100 and Capmin = 20, then the possible operating points configuration
would be n = 61 points (u = u1,u2,u3, · · · ,un−1,un) with the following sequence,
u =
20
80
,
21
79
, . . . ,
50
50
, . . . ,
79
21
,
80
20
If the operating points are drawn in a line as in Figure 2.4, it can be seen that the order of
these points is nonsymmetrical because the deviations between these points are unequal. The
figure shows the nonlinearity in operating points for input system.
Fig. 2.4 The range of operating points
Therefore, if these points are plotted, it is clear that the range of the u points is nonlinear,
as depicted in Figure 2.5.
2.4.2 Output Nonlinearities
In output dynamics, the nonlinearity issue exists in the same way, yet the points cannot be
predefined because the variable is response time, which has to be measured during runtime.
The nonlinear characteristic is in the output led by the output signal function in Figure 2.2
where the response time value of VM is used in a division operation. If there is a significant
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Fig. 2.5 Description of input nonlinearity
workload variations in V M1 and V M2, the RT1(k) and RT2(k) will also have a large range
of time difference. Therefore, y(k) =
RT2(k)
RT1(k)
forms disproportionate values. When the
response time of V M1 greater than that of V M2 (RT1(k)> RT2(k)), the output increases to
a high value. However, when RT1(k)< RT2(k), the y(k)value decreases at a higher rate as
well. For example, when a certain ratio of input is applied to the system and the measured
response time value for RT1(k) = 0.01(sec) and RT2(k) = 0.2(sec), then, using Equation
(2.2), this returns to y(k) = 20. However, if the values of response time are changed to
RT1(k) = 0.2(sec) and RT2(k) = 0.01(sec), and the y(k) will be 0.05. The characteristics of
input and output variables of this testbed are depicted in Figure 2.6.
2.5 Experimental Testbed
For experimental purposes, an architecture of a virtualized software system is built based
on the scenario of multi-tier applications using RUBiS (Rice University Bidding System).
This is an online auction site benchmark with three tiers application of an e-commerce
website which models the behavior of ebay.com. RUBiS implements basic purposes of an
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Fig. 2.6 Input and Output signal for constant workloads 100, (a) Multi-level sinusoid signal
(3 input states) , (b) Output signal
auction site: selling, browsing and bidding [103]. RUBiS has been used in several existing
studies about software system management (eg. [27, 51]). In practice, a common pool of
server resources is shared and each tier is hosted in a virtual machine. This type of shared
resources environment has been engaged to embedded system and business domains due to
the efficiency of infrastructure utilization and low maintenance cost in data center.
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Fig. 2.7 Virtualized software system
2.5.1 The architecture of Testbed
The testbed, as shown in Figure 2.7, consists of a server, a database and a client workload
simulator machine connected in an isolated network. The server infrastructure is shared
between two virtual machines (VMs) that utilize the resources proportionally. Therefore, the
server is functioning as the host machine while the two VMs are the guest machines. An
actuator was installed to feed the desired ratio of CPU into the system. In addition, a sensor
program was attached to each VM to calculate the response time of incoming requests. Also,
an ApacheHtt pd 2.2server was installed in all machines for customer application settings.
RUBiS workload generator is set up to simulate the workloads for each VM and the database
of the RUBiS benchmark was deployed in the other machine. The abstraction structure of
the software system element is presented in Appendix A.
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2.5.2 Creating VM
The virtual machine is created by hypervisor, which functions as the virtual machine manager
(VMM) software. Hypervisor constructs a VM by virtually partitioning the host machine
hardware. The hypervisor setup the VM configuration which comprises the CPU, memory
and disk space capacity. After the VM is created, the next step is installation of the operating
system into the VM. This step can be done simultaneously with the VM creation, though it
also can be executed after the VM is created.
For studies and experiments in this thesis, the realization of a software system with two
VMs use Xen2.6 as the hypervisor-an open source native hypervisor. This hypervisor comes
with a credit-based scheduler function, which assists resource allocation. The scheduler
dynamically allocates a certain share of CPU capacity to each VM. Since the system sends
intensive client requests, one CPU is dedicated only for the management of the virtual
machine (dom0) while all virtual machines are pinned to one CPU. This setting leads to an
efficiency in CPU capacity provisioning among VMs. The server and client machines are run
on Linux CentOS (Community Enterprise operating system).
Xen Hypervisor
The Xen hypervisor is an open source virtual machine manager from The Xen Project. It is
designed to support multiple computer operating systems to execute applications in a single
server hardware simultaneously [104]. The main goal of Xen is to achieve better utilization
of computer resources and server consolidation by way of paravirtualization and virtual
devices. The Xen hypervisor is located on top of the physical hardware and functions as
virtual hardware interface for the VMs. Figure 2.8 presents the architecture of virtualization
using Xen hypervisor.
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Fig. 2.8 Architecture of Xen Hypervisor [2]
Xen project virtualization provides many impressive features [2]. It is an open source
application that supports various operating systems for the VM. Furthermore, the performance
of Xen is outstanding and has been proven better than the other open source virtualization. It
also provides flexibility and scalability in VM configuration which enable user to adjust the
virtualization according to the requirement.
Xen has a special domain called Domain 0 (dom0). This domain deals with all the I/O for
the VMs because it has the privilege of access the server hardware directly. dom0 is in charge
of organizing the software management at the application level and plays a very important
role in virtualization. dom0 functions like the service console for Xen. The installation guide
and details of materials for Xen are available in [2].
2.5.3 Applications in virtualized software system
Various applications can be deployed in the virtual machines. The testbed in this thesis uses
Apache HT T P Server 2.2, PHP : Hypertext Preprocessor, MySQL and RUBiS. In web
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applications, Linux, Apache, MySQL and PHP are collectively known as the most typical
forms of software stack for web services.
Apache HTTP Server 2.2
Apache has many features, and is a robust, commercial-grade, and open-source code imple-
mentation of an HTTP (Web) server. It is a powerful, flexible web server, as well as being
highly configurable and extensible. The software comes with an unrestricted license, and
runs on Windows 2000, Netware 5.x and above, OS/2, and most versions of Unix, as well as
several other operating systems [105]. The Apache HTTP Server is the most popular web
server on the public Internet. In January 2017, It was estimated that Apache served 45.6% of
all active websites [106].
MySQL
Developed by Oracle, MySQL is the most prominent open-source database for web applica-
tion [107]. The performance and reliability of MySQL has been proven over web database
history. It is a convenient database and can be compiled on various platforms.
PHP: Hypertext Preprocessor
PHP is an open-source scripting-language for web development, and is embedded into
HTML [108]. PHP provides a programming language platform that can be used by web
developers to design and build web content that relates to databases, such as MySQL. PHP
can be used in most of web servers and various operating systems.
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2.5.4 Testbed Installation
The testbed installation procedures can be summarized into three main steps.
Step 1. Create the virtual machines in the server machine using Xen hypervisor
Step 2. Install and configure the LAMP stack:Linux ,Apache ,MySQL ,andPHP
Step 3. Install and configure the web site application RUBiS
The server machine specification is desktop computer with 8 GB RAM and Intel(R)
Core(TM) i7− 3770CPU @3.40 GHz. The client workload machine is a computer with
6GB RAM and Intel(R) Core(TM) i7CPU @3.20 GHz. The database machine specification
is similar to the server machine.
Figure 2.9 shows the testbed for experiments in this research. It is a three-tiers software
system network using the RUBiS benchmark. The testbed consists of a sever (host) machine,
a database, and a client workload simulator. The machines are connected in an isolated
network.
Fig. 2.9 Three-tiers Software System
The machine in Figure 2.10 is the server that hosting two virtual machines, V M1 and
V M2. The figure shows the server display during runtime, where there are two windows
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delivering informations about the system response and operating conditions. The left window
presents the log file for variable input and output of the system, while the other windows with
black backgrounds are showing the response time of each VM. Figure 2.11 is the machine for
Fig. 2.10 Server Machine
sending workload to the virtual machines. The amount and the change of workload during
experiments are defined in this machine. The figure is capturing the simulation of workload
for V M1 and V M2. The database machine provides database support for RUBiS application.
Fig. 2.11 Client Workload Simulator
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2.6 Summary
A virtualized software system is established using open-source softwares stack to represent
a shared resources environment. The scheme of relative performance management in vir-
tualized software system requires the pool of shared resources to be dynamically adjusted
according to clients requirement while acknowledging the performance objective. However,
it has been evaluated that nonlinear characteristics exist in input and output variables and the
incoming workloads will affect the performance of system dynamics. The nonlinearity issues
in software system management should be solved before control techniques are deployed for
autonomic management.
Chapter 3
Identification of Hammerstein-Wiener
System of Virtualized Software System
3.1 Introduction
In order to employ control engineering techniques in virtualized software systems, their
characteristics including both linear and nonlinear dynamics should be identified. However,
most results outlined in the existing literature on this topic have not considered the nonlinear
dynamics of shared resources systems. A modeling support is needed to make the control loop
explicit and to expose self-adaptive properties so that the designer can come to reasonable
conclusions about the system. The models need to capture what can be observed and what
can be influenced. The more precise the models are, the more effective they are more likely to
be in supporting run-time analysis and the decision process. Some factors that are constituted
in software systems, namely demand changes and complex preferences for performance
objectives, could lead to noisy characteristics in the environment during the management
implementation process. In the case of noisy system, the block-oriented Hammerstein-Wiener
structure is considered to be a favorable and generic class for dynamic model estimation
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([18]), since this approach can achieve reliable system identification in the case of a process
that has significant nonlinearity issues.
This chapter discusses the system identification of the linear and nonlinear dynamics of
virtualized software systems. This approach utilizes a Frequency Sampling Filter structure
to describe the linear dynamics and B-Spline curve functions for the inverse static output
nonlinearity. In addition, the issue of parameter selection for B-spline model approximation
of scatter data is addressed by using a data clustering method. Another advancement to
the current work is the use of the k-means clustering method as an algorithm for selection
of curve parameters which more precisely pinpoints the position of knot points. With the
proposed approach, the estimation of linear and nonlinear model parameters can be performed
in a straightforward manner.
3.2 Identification Algorithm
The Hammerstein-Wiener structure is a general scheme of nonlinear models that has been
used comprehensively in nonlinear system identification. Parameter estimation of dynamic
systems in the Hammerstein-Wiener model comprises a type of block-oriented model that
consists of a linear model and nonlinear blocks of input and output elements, as illustrated in
Figure 3.1. The static nonlinearities are modeled in nonlinear blocks, while the remaining
system dynamics are captured in the linear block. The Hammerstein-Wiener approach has
been selected for use in wide range of applications to approximate dynamic models, because
this method performs extremely well in system identification for process with significant
nonlinearity issues (e.g., [44, 50, 109, 110]). This section addresses the system identification
algorithm of a virtualized software system in the Hammerstein-Wiener structure with a
straightforward estimation for the Wiener model.
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Fig. 3.1 Hammerstein-Wiener structure
For identification purposes, two basic assumptions are made to analyze the behavior of
a virtualized software system. Firstly, the dynamic linear element is stable and secondly
the static nonlinearity is continuous and single-valued in the range of input-output data.
According to Figure 3.1, the measured variables are input u(k) and output y(k), while w(k)
and xL(k) are denoted as the intermediate variables representing the unmeasurable input and
output of the linear element. In the Hammerstein block, the nonlinear dynamic of the input
signal is captured in inverted form. In Wiener blocks, the linear element is formulated in the
FSF function and the nonlinear element is in inverse static nonlinearity to the output signal
which is modeled in B-Spline curve terms. This approach will be advantageous for control
system design, since by integrating the inverse static nonlinearities in the input and output
elements, the nonlinear dynamics are eliminated, and the control system can be designed as a
linear system [30].
3.2.1 Hammerstein Block
In the Hammerstein block, a nonlinear model is assigned to get the relationship between
input signal u and intermediate input w in the form of inverse static nonlinearity function.
The estimated model will be employed as compensator for the nonlinear characteristic of the
input element. As discussed in Section 3.3., nonlinear issue occurs in input element because
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of uneven deviation in the set of the operating points. A research study in [30] has proposed
a simple technique to transform the operating points so that they are equally spaced. In this
thesis, this approach is adopted to estimate the inverse static input nonlinearity. This technique
was formulated by defining an intermediate variable w where wmin ≤ w ≤ wmax. To have
an equally spaced operating points, a fixed deviation is determined by δw =
wmax−wmin
n−1 .
Therefore, the range of operating points for intermediate variable w is selected as a sequence
of w = w1,w2,w3, · · · ,wn, where w1 = wmin,w2 = w1 + δw,w3 = w2 + δw and wn = wmax.
Following this, the respective operating points of input u are mapped to the w points. From
perspective of system identification, the intermediate variable w becomes the input signal
to the Wiener system in the next stage of system identification. However, for future control
applications, it would be advantageous to find the relationship between input signal u
and intermediate variable w. The relationship between data pairs from the mapping is
approximated in an inverse static input nonlinear function (u = f−1(w)). This inverse
function is expressed in the polynomial form
u(k) = β0+β1w(k)+β2w(k)2+ · · ·+βmw(k)m = φni(k)θni (3.1)
where the coefficient parameter vector θni =
[
β0 β1 · · · βm
]T
and the data vector φni(k)=[
1 w(k) · · · w(k)m
]
. The model coefficients are estimated by the least squares method,
θˆni =
(
n
∑
k=1
φni(k)Tφni(k)
)−1 n
∑
k=1
φni(k)T u(k) (3.2)
3.2.2 Wiener Block
Referring to the block structure shown in Figure 3.1, the Wiener block is composed of a
linear model followed by a nonlinear model. In this thesis, the linear model is represented
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in the Frequency Sampling Filters function. Moreover, the identification of the nonlinear
model will be delivered in terms of inverse static nonlinearities by assigning the B-spline
curve function as the predicted nonlinear model.
Frequency Sampling Filter
The FSF model is a frequency domain model established from the transformation of a time
domain Finite Impulse Response (FIR) model. It was firstly introduced by [111] in the
area of filter design.The FSF model for system identification was subsequently extensively
implemented and successfully developed by [112, 113]. These works have confirmed that an
FSF model can represent the model with fewer parameters than an FIR model. In addition,
the estimation is unbiased and reliable in reducing the effect of noise, in an input-only model.
FSF model estimation only requires prior knowledge about the settling time of the process
with the assumption that the system is a stable, linear and time-invariant process. The basic
idea of the FSF model relevant to this thesis is referred to [3] which summarized as follows:
Transfer function of FIR is given by:
G(z) =
M−1
∑
i=0
hiz−i (3.3)
where M is the filter order and the impulse response hi is defined for 0 ≤ i ≤ M− 1.
Assuming M as an odd integer number, the discrete frequency response of the process can
correspond to its impulse response coefficient as:
hi =
1
M
M−1
2
∑
l=−M−12
G(e j
2πl
M )e j
2πli
M (3.4)
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Substituting (3.4) to (3.3) produces
G(z) =
M−1
∑
i=0
1
M
M−1
2
∑
l=−M−12
G(e j
2πl
M )e j
2πli
M z−i (3.5)
By rearranging the positions of elements in (3.5), another formulation can be extracted as,
M−1
∑
i=0
e j
2πli
M z−i =
1− z−M
1− e j 2πlM z−1
(3.6)
which leads to the transfer function of FSF model:
G(z) =
M−1
2
∑
l=−M−12
G(e j
2πl
M )
1
M
1− z−M
1− e j 2πlM z−1
(3.7)
Equation (3.7) can be simply written as:
G(z) =
M−1
2
∑
l=−M−12
G(e jωl)Hl(z) (3.8)
Hl(z) =
1
M
1− z−M
1− e jωl z−1 (3.9)
Following the findings of [113], the FSF expression can be formulated in a reduced
mth-order FSF model which is written as follows:
G(z) =
m−1
2
∑
l=−m−12
G(e jωl)Hl(z) (3.10)
Equation (3.10) is the reduced structure with ωl = 2πlM as the center frequency in l =
0,±1,±2, · · · ,±m−12 . m is the effective order that indicates the significant parameters of
the FSF model, while M representing the order of individual FSF filters corresponding to
the process settling time M = Ts/∆t and ∆t is a sampling interval. m is an odd number and
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Fig. 3.2 Diagram of Frequency Sampling Filters ([3])
much smaller than M. In FSF model estimation, the coefficients of the regressor vector
are generated by passing the input signal of the system through a set of parallel structured
narrow band-limited frequency sampling filters. Then it is weighted by the discrete frequency
response corresponding to the center frequency. The estimated output is the noise-free
process output, which is yielded from the summation of weighted filter outputs.
In relation to the system identification of linear model for the Hammerstein-Wiener
structure in Figure 3.1, the input and output variable for linear model are w(k) and xL(k)
respectively. The structure of FSF model estimation is described in Figure 3.2 and the model
formulation is given below:
xL(k) = G(z)w(k) (3.11)
With reference to (3.10), the coefficients of FSF model can be approximated as,
xL(k) =
m−1
2
∑
l=−m−12
G(e jωl) fl(k) (3.12)
where fl(k) = Hl(z)w(k).
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B-Spline
The estimation of the B-spline function is motivated by the initial finding which is widely
known as the "de-Boor" algorithm [114]. B-spline curve estimation has been very well
established in computer-aided geometry design [115, 116]. It is a mathematical model that
is commonly applied to creating and illustrating curves and surfaces for computer graphics.
B-Spline is the best-known type of spline functions to represent a curve. Its signature is
a B-spline function with order d constructed by joining several piecewise polynomials of
d−1 degree (ρ) and parameterized by a knot vector containing a set of points selected from
the curve to break it into segments [117]. The first stage in a B-spline approximation is the
selection of a set of parameters along the data points range. These points are used to calculate
the knot vector intervals (knot spans). The intervals direct the control points to form the
curve. Therefore, this step determines the shape of the curve because inappropriate selection
of the parameters could lead to an unpredictable curve estimation [49]. There are two basic
ways to select these parameters: uniform and nonuniform. It is uniform if they are equally
spaced: otherwise, it referred to as nonuniform. For nonlinear identification, nonuniform
parameters are implemented because this provides flexibility for mapping parameters onto
the curve by changing the knot spans length to accommodate the curve space. In conventional
practice, the number and position of knots are predetermined to produce a model that is as
accurate as possible with fewer control points. However, the accuracy of model prediction is
sensitive to the location of knots especially when severe local nonlinearities exist.
In B-spline form, a curve is represented by combining control points with the basis
functions. A parametric B-spline curve B(q) is defined as,
B(q) =
s
∑
i=0
Ni,ρ(q)Cpi (3.13)
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where Ni,ρ(q) are the normalized pth-degree basis function of B-Spline defined on a knot
vector Q =
{
Q0,Q1, · · · ,Qs+ρ ,Qs+ρ+1
}
and Cpi (i = 0, · · · ,s) are the control points.
A knot vector can be constructed in two forms: periodic and nonperiodic [117]. In
this study, the nonperiodic knot vector is used which is characterized by multiplicity at the
first and last knots. Suppose s+1 parameters are selected from the observational data set
(T = {t0, t1, . . . , ts}) and the B-spline degree is ρ , there will be r+ 1 knots to be used in
the curve modeling, where r = s+ p+1. The first ρ+1 knots are equal to the minimum
parameter while the last ρ+1 knots are similar to the maximum parameter. In brief, to define
a B-spline curve in degree ρ , knot vector Q =
{
Q0,Q1, · · · ,Qs+ρ ,Qs+ρ+1
}
is computed
using the formula:
Q0 = Q1 = · · ·= Qρ = tmin (3.14a)
Q j+ρ =
1
ρ
j+ρ−1
∑
i= j
ti f or j = 1,2, . . . ,s−ρ (3.14b)
Qr−ρ = Qr−ρ+1 = · · ·= Qr = tmax (3.14c)
Basis function values for the B-spline curve with degree ρ are calculated using the following
equations,
Ni,0(q) =

1 if Qi ≤ q < Qi+1
0 otherwise
(3.15)
Ni,ρ(q) =
q−Qi
Qi+ρ −Qi Ni,ρ−1(q)
+
Qi+ρ+1−q
Qi+ρ+1−Qi+1 Ni+1,ρ−1(q)
(3.16)
Ni,ρ is a composite curve of the degree ρ polynomial with joining points in the knot span
[Qi,Qi+ρ+1]. Therefore, before nonzero basis functions for q value are calculated based on
(3.15) and (3.16), the knot spans where the q value lies should be known.
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In association with nonlinear system identification for the Wiener model as structured
in Figure 3.1, the nonlinear characteristic will be estimated in the form of an inverse static
nonlinear model. The variable input of the model is y(k) and the output is xL(k), which is
the intermediate output variable. Thus, the representative formulation of the B-spline curve
B(y(k)) is in xL(k) which makes (3.13) become:
xL(k) =
s
∑
i=0
Ni,ρ((y(k))Cpi (3.17)
Subsequently, to compute a point of B-Spline curve at fixed input values, the non zero basis
functions are multiplied with the corresponding control points.
xL(k) = N0,ρ(y(k))Cp0+N1,ρ(y(k))Cp1+ · · ·+Ns,ρ(y(k))Cps (3.18)
Data Clustering
Clustering is a process of dividing a set of data points into non-overlapping groups using
information from the data that reflects the relationship between all points [118, 119]. Data
clustering is also known as cluster analysis, which is very popular in scientific applications
that involve analysis of structures with multivariate data. The aim of data clustering is
to determine the natural classification of a group of points or objects such that each data
point is within one group. To explain this in practical terms, clustering commences from
a given representation of n objects and based on quantitative comparison of similarities or
relationship, the objects are partitioned into c smaller groups (clusters). Therefore, objects
in the same group are very similar or comparable to one another, while objects classified in
different groups are dissimilar and unrelated to the objects in other groups.
The clustering algorithm is divided into two main classes: hierarchical and partitional
[119]. Hierarchical clustering algorithms can be executed in two ways: agglomerative
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and divisive. The agglomerative method starts with each data point in its own cluster and
consecutively joins the most similar groups of clusters to move up the cluster hierarchy.
Divisive clustering starts by bringing together all data points into one cluster, and recursively
divides the cluster into smaller clusters. Single-link and complete-link are the most common
algorithms in hierarchical approach. In contrast with hierarchical clustering algorithms,
partitional clustering algorithms discover all the clusters concurrently as partition of the
data. The most common algorithm in partitional clustering is k-means, which is widely
applied in the field of image processing and pattern recognition. The ability to partition data
based on density is very valuable in classifying and sorting out the scatter data. k-means
has an extensive history since the method introduced by MacQueen et al. in [120]. Even
though it was first proposed decades ago, it is still one of the most widely used algorithms for
clustering. Ease of implementation, simplicity, efficiency and empirical success are the main
reasons for its popularity. Data clustering technique has been used to find representative
curve shapes over distinctive shapes in a functional dataset [121, 122]. These studies focus on
clustering curves based on the functional structures of the data where the clustering method
is employed for curve segmentation.
In this study, k-means clustering functions as a tool to automatically select the dominant
points of the data that constitute the center point of clustered data. These points are utilized
as the set of parameters T = {t0, t1, . . . , ts} for knot vector calculation in B-spline model
estimation. Therefore, the positions of these points determine the shape of the B-spline curve.
To the best of our knowledge, this is the first study to use k-means clustering to estimate the
proper set of parameters for knot vector distribution in B-spline curve model identification.
The partitioning procedure in k-means represents an uncomplicated approach to classify the
given data set through a certain number of c clusters. The basic idea of k-means is to find
the clusters that minimize the distance from data values in a cluster to the related cluster
center. k-means commonly uses Euclidean distance as the distance metric for the partitioning
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Fig. 3.3 Example of k-means data clustering
criterion. This metric calculates the distance between a point and the cluster center. The
Euclidean distance between two sets of data {a1,a2, · · · ,an} and {b1,b2, · · · ,bn} is defined
as
dai,bi =
√
n
∑
i=1
(ai−bi)2 (3.19)
Suppose that V = {v1,v2, · · · ,vn} is the set of data points to be analyzed. This data set
will be partitioned into c sets R = {R1,R2, · · · ,Rc} with respect to the squared Euclidean
distance which is defined as d(vi,µ j) = ||vi−µ j||2. Therefore, the goal is to find c cluster
centers µ = {µ1,µ2, · · · ,µc} which minimize the objective in the following form,
Jk−means = argmin
R
c
∑
j=1
∑
V∈[R j]
||V −µ j||2 (3.20)
where µ j is calculated as the mean of points in the S j set.
The algorithm requires two user-specified parameters: the number of clusters c, and
the initial setting for the center point of each cluster (centroid). The clustering result is
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highly dependent on the initialization of centroids. Thus, the calculation is often performed
several times, with different initializations of the centroids. The basic algorithm for k-means
clustering is as follows:
1. Select c values within the range of data set as initial centroids of the clusters.
2. For each values, calculate the Euclidean distance to all centroids and assign each data
point to the closest centroid to form c clusters.
3. Recompute the centroid of new clusters by calculating the mean value of all points
within each clusters.
4. Repeat (2) and (3) until the result converges.
Figure 3.3 provides a clear picture of a k-means algorithm. It shows a set of data points to be
clustered into three groups (see Figure 3.3a). Initially, three centroids are chosen randomly
(see Figure 3.3b). The clustering process starts by computing the distance between each
point to all centroids. Next, the points are grouped based on their closest distance to the
nearest centroid (see Figure 3.3c). Subsequently, the mean values of points in each cluster are
calculated and used as the new centroids. From this stage, the clustering process is repeated
until the position of centroids does not change (see Figure 3.3e).
To identify inverse static output nonlinearity in this study, the procedure begins with a
crude estimation in which the models are estimated using random parameters. This step is
important, as it provides a rough description of the model characteristics. Then k-means
performs data clustering and selects the center point based on the preference number of
clusters. Since inverse static output nonlinearity represents the relationship of y(k) as the
input and xL(k) as the output (xL(k) = f (y(k))), data clustering and centroids calculation are
based on data pairs of these variables. In the estimation, parameter c, which is the number of
required clusters is set equal to the number of required parameters T = {t0, t1, . . . , ts} minus
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2 points (s−2) since t0 is equal to the minimum value of the data range and ts is equal to the
maximum point of data range. The results are c centroid points in the form of data pairs of
{yi,xLi}. Therefore, the y value is taken to represent the centroid value because it will be
used as the parameter to estimate the B-spline in respect to the output variable y(k).
The expected result from k-means clustering implementation is that more centroids occur
on the dense data curve and fewer centroids occur on the flat curve. This objective will
support the properties of B-spline model estimation, which requires more parameters for
the higher-density region in the B-spline curve. The centroid points resulting from this
clustering process are used as a set of parameters for knot vector generation. As explained in
the section on B-spline, the knot vector of B-spline curve estimation is calculated using the
parameter T = {t0, t1, . . . , ts} which is replaced by the centroid points µ = {µ1,µ2, · · · ,µc}.
This approach eliminates the need for pre-analysis to define the appropriate knots.
Parameter Estimation
Parameter estimation for the linear model and inverse static nonlinearity in the Wiener block
is carried out in a straightforward manner. Both models are approximated simultaneously in
one process output (yˆ(k)) equation. Process output can be formulated by equating the linear
model (3.12) and inverse static nonlinear model (3.17). Using the assumption that the inverse
static function is a single-valued smooth function, it is also assumed that P0 = 1 without lose
of generality. The output function is composed as
N0,ρ(yˆ(k)) =
m−1
2
∑
l=−m−12
G(e jωl) fl(k)−N1,ρ(y(k))P1−·· ·−Ni,ρ(y(k))Cpi (3.21)
where (i = 0, · · · ,s). To solve the prediction of model parameters, (3.21) is transformed
to matrix notations where the model is composed of parameter and regressor vector. The
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model parameter vector is:
Θ=
[
G(e j0) G(e jω1) G(e− jω1) · · · G(e jωm−12 ) G(e− jωm−12 ) P1 · · · Cpi
]T
(3.22)
and the corresponding regression vector is:
φ(k) =
[
f0(k) f1(k) f−1(k) . . . f m−1
2
(k) f−m−12 (k) −N1,ρ(y(k)) . . . −Ni,ρ(y(k))
]
(3.23)
For data samples k = 0,1, . . . ,n, the vector yields:
Φ=

f0(0) f1(0) f−1(0) · · · f m−1
2
(0) f−m−12 (0) −N1,ρ(y(0)) · · · −Ni,ρ(y(0))
f0(1) f1(1) f−1(1) · · · f m−1
2
(1) f−m−12 (1) −N1,ρ(y(1)) · · · −Ni,ρ(y(1))
...
...
...
...
...
...
f0(n) f1(n) f−1(n) · · · f m−1
2
(n) f−m−12 (n) −N1,ρ(y(n)) · · · −Ni,ρ(y(n))

(3.24)
The output vector is:
Y T =
[
N0,ρy(0) N0,ρy(1) · · · N0,ρy(n)
]
(3.25)
Parameters of Θ can be solved as a least squares solution:
Θˆ= (ΦTΦ)−1ΦTY (3.26)
3.2.3 Summary of The System Identification Algorithm
The step-by-step procedures of the Hammerstein-Wiener system identification algorithm are
summarized as follows:
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Hammerstein model estimation
1. Calculate operating points of u using (2.3)
2. Predetermine intermediate input variable w = w1,w2,w3, · · · ,wn with a fixed deviation
δw =
wmax−wmin
n−1 , where n is the number of operating points of u. w1 = wmin,w2 =
w1+δw,w3 = w2+δw and wn = wmax
3. Map the respective operating points of input u to w to create data pairs
4. Predetermine the polynomial order
5. Form the φni matrix and U vector (3.1) from the operating points of the input signal u.
6. Obtain the model coefficients of inverse static input nonlinearity using (3.2)
Wiener model estimation
1. Predetermine the process settling time M and the model order m for the linear model
2. Predetermine the B-spline curve degree (ρ) for the nonlinear model
3. Choose random points from output data range (y) as a set of parameters for knots
calculation
4. Apply (3.14) to calculate the knot vector
5. Compute the basis functions of the curve using (3.15) and (3.16)
6. Form Φ matrix (3.24) and Y vector (3.25)
7. Execute the crude estimation for the model parameters of linear and inverse static
output nonlinearity using (3.26)
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8. Calculate the intermediate output (xL(k)) using (3.17) and construct data pairs from
the value of output (y(k)) and intermediate output (xL(k))
9. Predetermine the number of clusters (c) for the curve
10. Apply the k-means algorithms in Section 4.2.3 to find c centroid points (yi,xLi), where
i = 1,2, · · ·c
11. Take the y value of all the centroids as a set of parameter for knot calculation
12. Repeat step 4, 5 and 6
13. Estimate the model coefficients (Θ) for the linear and inverse static output nonlinearity
models using (3.26)
3.3 Identification Results
This section describes the identification results and predicted model analysis. The results
are obtained from the implementation of the proposed system identification procedures as
explained in Section 3.2. The algorithms are employed to estimate the linear model and
the inverse static nonlinearity of the input and output model for virtualized software system
environment. The data set for identification is a set of observed input and output data from
the experimental testbed. 400 samples of data pairs are generated using multi-level sinusoidal
input with minimum 100 requests/s workloads for each client class (see Figure 3.4). The
input variable for the system identification is calculated based on (2.3) for the total available
CPU capacity Captotal = 100, and the minimum capacity allocation for each VM is 20 CPU
caps.
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Fig. 3.4 Data set for system identification
Validation of the estimated model is based on the value of Mean Squared Error (MSE)
which calculates the difference between the prediction result over the true values,
MSE =
1
n
n
∑
i=1
(yˆi− yi)2 (3.27)
where yˆ is the response of the predicted model and y is the observed response.
3.3.1 Hammerstein Model
Based on the modeling approach on Subsection 3.2.1., the inverse static input nonlinearity
model u(k) = f−1(w(k)) are approximated in polynomial function. After identifying input
nonlinearity, the remainder of the system will be estimated as a Wiener system. The inter-
mediate variable w(k) values are set arbitrarily by wmin =−15, wmax = 15 where δw = 0.5.
These settings were used in [30]. The data pairs of input u and intermediate variable w are
u =
{
20
80
,
21
79
, . . . ,
50
50
, . . . ,
79
21
,
80
20
}
w = {−15,−14.5, . . . ,0, . . . ,14.5,15}
(3.28)
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Fig. 3.5 Inverse static input nonlinearity (u(k) = f−1w(k))
Using the least squares method, the inverse static input nonlinearity model is represented in
the function below with MSE value 0.000068, and the result are seen in 3.5.
u(k) = 4.17e−7w(k)5+9.34e−6w(k)4+1.018e−4w(k)3+0.0028w(k)2+0.08w(k)+1.0045
(3.29)
3.3.2 Wiener Model
With reference to the block structure of Figure 3.1, the intermediate output variable (x(k))
represents the output of the linear model and the inverse static output nonlinearity model.
FSF structures represent the linear model and B-spline functions capture the inverse static
output nonlinearity. Both models are estimated in a straightforward formulation using the
algorithm from Subsection 3.2.2.. To apply this approach, the regressor and output vector
are composed of the observational data values using (3.24) and (3.25). In the subsections
below, the model parameters are evaluated in accordance with the model prediction fitness
measurement in the MSE value. For nonlinear model evaluation, three different estimations
60 Identification of Hammerstein-Wiener System of Virtualized Software System
Table 3.1 Mean Squared Error (MSE) of model estimation in different FSF parameter
Model Parameters (M/m) 30/9 30/13 30/17 70/9 70/13 70/17
MSE 0.0203 0.0183 0.0170 0.0234 0.0216 0.0208
are implemented: polynomial, B-spline curve with nonuniform random selection parameters
and the B-spline curve with nonuniform parameters using the clustering method as proposed
in this study.
Linear model in FSF function
In Figure 3.1, the input of linear model is the intermediate input variable w(k), the output
is the intermediate output variable xL(k), and the FSF function is employed to capture
the linear characteristic. Two parameters should be predetermined: the process settling
time in terms of samples (M), and the frequency (m). For the purposes of model analy-
sis, these parameters are changed to gain a clear understanding about their influence on
modeling accuracy. The curve parameters for knots distribution in the nonlinear model
is set to 12 points T = {0,0.51,1.35,2.24,3.87,6.93,10.37,10.41,12.03,13.72,15.55,16}.
Then, the knot vector is calculated using (3.14) which yields the nonperiodic knot vec-
tor Q = {0,0,0,0,1.36,2.48,4.35,7.06,9.24,10.94,12.05,13.77,16,16,16,16}. The pre-
diction results are presented in Table 3.1. It can be seen from the table that increasing
parameter M leads to less accurate of prediction. However, the variation of the frequency
number (m) shows that the higher m is, the better the prediction will be. Based on the MSE
values, the best parameters are M = 30 and m = 13. These parameters are used in the next
system identification analysis presented in this thesis.
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Inverse Static output nonlinearity in B-spline function
The input for B-spline curve estimation is the degree of spline and a sequence of parameter
that will be used in knot vector generation. In this study, the degree of spline is set to 3 for
the cubic spline model and the knot vector is non-uniform. The parameter selections for knot
points calculation are examined in two different approaches: randomly selected parameters,
and parameters from the centroids of clustered data.
Case A: Parameters from random selection
The sequence of the parameters is selected randomly along the data values of system output
(y). The number of parameters is varied (6,7,8,9) to express the effect of the length of
parameter set when it is chosen randomly. It is inevitable that the predicted model will vary
since any changes in random values lead to a different curve result. These estimated results
are designated to demonstrate the accuracy of model identification by directly selecting
non-uniform points as the curve parameters for knot vector generation. For each estimation,
the identification procedures are repeated five times and the best model with the lowest MSE
value is selected. It can be seen from the model fitting in Figure 3.6 and the MSE value in
Table 3.2 that more parameters provide better prediction for the B-spline curve. However, this
practice raises the issue of parameter redundancy of the predicted model. The best system
identification result is the one that could approximate the system with the fewest parameters.
Table 3.2 Mean Squared Error (MSE) of model estimation with non-uniform parameters
from random selection
Model Parameters 6 7 8 9
MSE 0.0301 0.0281 0.0257 0.0239
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(b) 7 B-spline curve parameters
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(c) 8 B-spline curve parameters
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(d) 9 B-spline curve parameters
Fig. 3.6 Estimated B-spline model of inverse static output nonlinearity and the position of
nonuniform parameters from random selection
Case B: Parameters from the centroids of clustered data
The estimation procedure and model setting is similar to Case A. The estimated results of
inverse static output nonlinearity using the data clustering approach are shown in Figure 3.7,
where more points occupy the complex and dense area, and fewer points occupy the flat area.
This demonstrates the superiority of the proposed method over the basic parameter selection
method. Model fittings of the B-spline curve in Figure 3.6 and 3.7 highlight the importance
of proper parameter selection for the B-spline curve knot vector. Clustering the data values
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Table 3.3 Mean Squared Error (MSE) of model estimation with non-uniform parameters
from the centroids of clustered data
Model Parameters 6 7 8 9
MSE 0.0236 0.0198 0.0061 0.0039
Table 3.4 Linear model parameters in Case A
Linear model coefficient
Number of B-spline model parameter in estimation
6 7 8 9
G(e j0) 0.11756 0.10888 0.1089 0.08858
G(e jω1) −0.04186 −0.04062 −0.03959 −0.02997
G(e jω2) −0.01331 −0.00942 −0.00091 −0.00010
G(e jω3) −0.05172 −0.04757 −0.02279 −0.01466
G(e jω4) −0.14067 −0.09927 −0.00796 −0.01568
G(e jω5) 0.00613 0.01204 0.00076 0.00578
G(e jω6) −0.01261 −0.00357 0.00117 0.00198
before choosing the parameters is a reasonable way to set suitable breakpoints for the knot
vector, especially for systems such as virtualized software systems, where nonlinearities lead
to a scatter data relation between the input and output of the system. The improved model
parameters selection method bring interesting result in terms of prediction accuracy. With
the clustering approach, more accurate models can be achieved with fewer parameters (see
Table 3.3). With only six parameters in clustering method, the error prediction is less than
the estimation with nine parameters in the random selection method. The fitness of the model
prediction on the intermediate variable xL(k) with six parameters from the clustering method
point is represented in Figure 3.8. Tables 3.4 and 3.5 represent the linear model parameters
for CaseA and CaseB respectively where the real values of G(e− jωl) are similar to G(e jωl).
In spite of the fact that increasing the cluster number yields a smaller MSE value of the
prediction, the estimated model will be overfitting which is unfavorable for control design.
Therefore, the curve parameters should be properly located so that an accurate estimation
is yielded, but with fewer parameters to avoid the issues multiplicity and overfitting. In
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(a) 6 B-spline curve parameters
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(c) 8 B-spline curve parameters
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Fig. 3.7 Estimated B-spline model of inverse static output nonlinearity and the position of
nonuniform parameters from centroids of clustered data
short, the proposed approach to apply the clustering method for proper selection of curve
parameters is very effective in addressing these related objectives.
Comparative Study using Polynomial Function
Identification of the nonlinear model in a virtualized software system can also be conducted
using polynomial function [123]. The Wiener models are formulated using FSF terms and
polynomial function to estimate xL(k) = f−1(y(k)). The polynomial model fitting can be
seen in Figure 3.9 and the MSE values in Table 3.6. The results show that the higher
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Fig. 3.8 The output of linear and inverse static output nonlinear models
Table 3.5 Linear model parameters in Case B
Linear model coefficient
Number of B-spline model parameter in estimation
6 7 8 9
G(e j0) 0.05424 0.06946 0.09589 0.11295
G(e jω1) −0.02438 −0.02824 −0.035 −0.0412
G(e jω2) −0.01711 −0.01674 −0.01579 −0.01402
G(e jω3) −0.08668 −0.07922 −0.06705 −0.0539
G(e jω4) −0.12962 −0.13488 −0.14019 −0.14526
G(e jω5) −0.0085 −0.00468 −0.0059 0.00813
G(e jω6) −0.02152 −0.02012 −0.01993 −0.01254
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Fig. 3.9 Estimated Polynomial model of inverse static output nonlinearity
Table 3.6 Mean Squared Error (MSE) of model estimation in polynomial function
Model order 4 5 6 7
MSE 0.02 0.01 0.007 0.005
polynomial order gives better model prediction. However, the issue of multiplicity, which
has been a concern in nonlinear dynamics modeling, can be seen in the curve fitting of the
estimated models.
3.4 Summary
System identification has succesfully estimated virtualized software system dynamics within
the framework of a Hammerstein-Wiener. Hammerstein-Wiener is a block-oriented model
estimation that captures the linear and nonlinear characteristics of a system. The linear and
nonlinear models in Wiener block are identified in a straightforward manner. A significant
improvement in model accuracy is yielded by representing the linear dynamic in the FSF
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function and the nonlinear dynamic in B-Spline function. Furthermore, the data clustering
method is utilized in curve parameter selection to manage the knot position of the B-spline
curve. The proposed approach has been implemented using experimental data from the virtu-
alized software system testbed and the system identification results demonstrate significant
improvement in parameter selection of nonlinear model.

Chapter 4
Feedback Control for Performance
Management
4.1 Introduction
The main purpose of this chapter is to demonstrate the feedback control application for
performance management and resource provisioning in software system. The method is
Proportional-Integral control in a feedback control structure with nonlinear compensations,
based on the dynamic models identified in Section 3.3. In terms of optimization for resource
and performance management, the feedback control approach has been identified as a method
favorable to maintaining performance management stability [79]. The results regarding
block-oriented system identification in Chapter 3 enables feedback control systems to be
implemented to achieve the management objectives of a multi-class shared resource environ-
ment. The innovation for the proposed control system design is the employment of nonlinear
compensators using a nonlinear dynamics model. This approach will reduce the effect of
nonlinearities on software system performance. In the feedback control loop, a control signal
regulates the proportion of resource provisioning to maintain the QoS performance according
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to the desired performance objective. The controllers are required to be robust, with high
adaptability to the variations of performance objective or to unpredictable workload changes.
The experimental results will prove that the proposed feedback control system based on the
block-oriented model provides much better performance and resource management than the
linear control methods.
This chapter presents the implementation of Proportional-Integral (PI) control algorithm
combined with nonlinear compensation technique to optimize the relative performance
management in a shared resources environment. The control system is designed according to
the Hammerstein-Wiener feedback structure where the dynamics nonlinearity is compensated
by the inverse function of static input and output nonlinearities.
4.2 Feedback Control for Relative Performance Manage-
ment
This section provides a more detailed description of the concept of closed loop control for
a relative scheme in the performance management of a virtualized software system. The
main objective is to maintain the output around the performance differentiation ratio by
calculating the resource cap ratio dynamically under unpredictable workload conditions. The
architecture of the closed-loop system is described in Figure 4.1. The performance metric to
be controlled is response time, which is monitored by sensor. The control input signal is the
resources provision among the virtual machines, which is adjusted through the actuator. The
sensor and actuator are established in a sort of algorithms for proper incorporation into the
real software system.
In relative performance management,the manipulated variable is the resources cap ratio
u(k) =
Cap1(k)
Cap2(k)
while the output is response time ratio y(k) =
RT2(k)
RT1(k)
. The setpoint r(k) as
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reference value corresponds to the differentiation factor of the clients,
P2(k)
P1(k)
. The reference
defines the differentiated performance level between the virtual machines to represent the
business requirement. It means that the average response time of each class should be
maintained around the reference value of the differentiation ratio under a versatile condition
of workloads. There are three conditions that can be set as the reference value. Firstly, the
setpoint setting is r=1, to ensure client1 and client2 have the same priority level to access
the resources. The second condition of the reference value is r > 1, the objective is to set
a higher level of importance for client1. This means that it is more crucial for client1 to
use the resources. Therefore, the control system should be directed to give more priority to
client1 in resource utilization so that the response time for client2 is slower than client1. The
third reference setting is r < 1, a condition where client2 gains a higher level of priority than
client1 in resource utilization.
Works by [25, 30] proposed feedback control to manage the computation of the resource
cap (
Cap1
Cap2
) ratio at runtime. In addition, there is an element in the control feedback loop
which has a function to calculate the individual resource allocation for each virtual machine.
In Figure 4.1, the algorithm for this calculation is placed in the CAP CAL block. The
algorithm of CAP CAL is presented in Appendix B. At each sampling time, the controller
processes the feedback information and sends the control signal (the resource cap ratio u(k))
to the ’individual resource cap calculation’ algorithm. The total amount of resources to be
allocated for each VM is constrained to a minimum value to avoid resource starvation during
runtime.
72 Feedback Control for Performance Management
Fig. 4.1 Control system for relative management for two Virtual Machines
4.3 Hammerstein-Wiener Feedback Control (HWFC) De-
sign
The dynamics of virtualized software system have been identified in a block-oriented
Hammerstein-Wiener structure. The nonlinear models, estimated in their inversion function,
were introduced as the nonlinear compensator for input and output. Accordingly, the target
system can be treated as a linear system after nonlinear compensation. Furthermore, the
feedback controller can be integrated by implementing a linear control using a well-known
design method. In this chapter, we will evaluate the Proportional-Integral (PI) control. The
PI control remains an important control tool, since it has a past record of success, ease of
implementation and wide availability. PI is considered to be the most suitable controller for
this SISO system due to its simplicity and robustness for disturbance rejection [19]. In this
study, the PI controller parameters are designed based on the step response curve generated
from Frequency Sampling Filter functions.
In addition, the control system is constrained by setting limit values for the resource
capacity of each virtual machines. These constraints are the minimum and maximum input u
values (umin and umax). Further, in the Hammerstein-Wiener structure, the input constraints
correspond to the intermediate values (wmin and wmax).Consequently, the control input in the
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Fig. 4.2 Block diagram of feedback control
HWFC at each sampling time will be compared with the constraints and rounded off if the
values exceed the constraint. Since the performance scheme in the identification and control
system design is a relative scheme, the resource allocation output from the controller is the
ratio values for the two VMs. Thus, the resource capacity ratio u j(k), j = 1, . . . ,n−1 have to
be decoded to calculate the individual resource cap for each VM class Capi(k), i= 1,2, . . . ,n.
The basic structure of discrete feedback control is illustrated in Figure 4.2. The linear
model of the target system is represented in the transfer function (G(z)) and the controller
in (C(z)). There are four main variables in the control loop. They are reference value (Rz) ,
control input (Uz), measured output (Yz) and the control error (Ez). The transfer function of
the target system is
G(z) =
Y (z)
U(z)
(4.1)
For a first order ARX model, the function is
G(z) =
b1
z+a1
(4.2)
Proportional control is used when the control signal is assigned to be proportional to the
change of the process error value e(z) = r(z)− y(z) . The gain of the proportional controller
is denoted as Kp. Integral control is used when it is required to rid the controller of steady
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state error. Integral control overcomes the drawbacks of proportional control by reducing or
eliminating the steady offset without significantly increasing the controller gain. The gain of
the integral controller is denoted as Ki.
u(z) = Kp.e(z) (4.3a)
u(z) =
Ki
1− z−1 .e(z) (4.3b)
The transfer function for PI controller is formulated below,
C(z) =
U(z)
E(z)
= Kp+
Ki
1− z−1
=
(Ki+Kp)z−Kp
z−1
(4.4)
Controller gains (Kp and Ki) are determined using pole placement method. It is a method
for tuning PI gains by specifying the desired closed-loop poles location. The transfer function
of feedback control loop in Figure 4.2 is formulated as,
Y (z)
R(z)
=
C(z)G(z)
1+C(z)G(z)
(4.5)
The denominator polynomial is also known as the characteristic equation of the control
system. Therefore, the roots of this polynomial are determined to be equal to the desired
closed-loop poles. If the polynomial function of the desired closed-loop is,
Dcp = z2− (cp1+ cp2)z+ cp1cp2 (4.6)
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The formulation of Kp and Ki is gained by equating (4.5) and (4.6).
Kp =
cp1cp2+a1
−b1 (4.7)
Ki =
(cp1+ cp2)+1−a1
b1
−Kp (4.8)
To design the PI controller, the gain parameters will be tuned based on the estimated
linear model from HW system identification in Section 3.3.2. However, since the model
is in FSF function which is a non-parametric model, the function should be converted to a
parametric model. The FSF function is estimated in an Autoregressive eXogenous (ARX)
function by using model fitting method. It will lead us to the function below,
xL(k+1) = 0.4201xL(k)+0.0430w(k)
4.3.1 Nonlinear Compensation
As shown in Figure 4.3, the Hammerstein-Wiener control system operates with transformed
variables. In this structure, the output of the controller is the intermediate input (w) signal.
Practically, this control signal is converted to the system input (u) by passing the signal
through the nonlinear input compensator ( f−1(w)). Consequently, the output of feedback
control system is output signal y, which is transformed to intermediate output signal xL using
the nonlinear output compensator function g−1(y). In the same manner, it is also passed
through the output compensator to have a comparable value from the feedback signal [124].
The mathematical formulation of the input and output nonlinear compensator use the
estimated model from Section 3.3. The model of input nonlinear compensator is a polynomial
function of inverse static input nonlinearity u(k) = f−1w(k) which is estimated by least
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Fig. 4.3 Feedback control loop with nonlinear compensations in Hammerstein-Wiener struc-
ture
squares method. The model derivation refers to the algorithm in Section 3.2.1.
u(k)= 4.17x10−7w(k)5+9.34x10−6w(k)4+1.018x10−4w(k)3+0.0028w(k)2+0.08w(k)+1.0045
(4.9)
Consequently, the output compensator function is the estimated inverse static output nonlin-
earity function that has been identified in the B-spline functions.
4.3.2 Evaluation of HW-based PI Controller
The evaluation of the feedback control system to optimize performance management and
resource optimization is implemented in the testbed of a virtualized software system. In order
to have a performance comparison, the experiments will be conducted in three feedback
control structures by implementing Proportional-Integral control approach.
Hammerstein-Wiener Feedback Control (HWFC)
A feedback control system with input and output nonlinear compensation based on the
Hammerstein-Wiener system identification results. The controller gains are designed based
on the linear model in Equation (4.10), which is approximated in an ARX model of the linear
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block input-output variable (w and xL ). The control loop structure refers to Figure 4.3.
xL(k+1) = 0.4201xL(k)+0.0430w(k) (4.10)
Hammerstein Feedback Control (HFC)
A feedback control integrates the compensator element only for input nonlinearity. The
model for controller gains calculation is estimated from data pairs of intermediate input
variable w and output variable y. This feedback system treats the system as a Hammerstein
system, where the system dynamics are estimated in subsequent blocks of nonlinear and
linear element (see Figure 3.1). The linear model is formulated in Equation (4.11) and the
control loop structure is presented in Figure 4.4.
y(k+1) = 0.7631y(k)+0.2295w(k) (4.11)
Fig. 4.4 Feedback control loop in Hammerstein structure
Linear Feedback Control (LFC)
The control structure does not implement any nonlinear compensation. The control system is
designed from a linear model which represents the direct relationship of input u and output y
of the testbed. The model in Equation (4.12) shows an unstable dynamic that is caused by
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the nonlinearities in the input-output relationship. The control loop structure can be seen in
Figure 4.5.
y(k+1) = 1.19193y(k)+0.608u(k) (4.12)
Fig. 4.5 Feedback control loop in Hammerstein structure
To keep the input signal in the operating point range, maximum and minimum values
for the input signal are set as the limit for input anti-windup. Controller parameters for
experiments in the PI-based feedback control are presented in Table 4.1, where the desired
closed-loop poles are at 0.5.
Table 4.1 Controller Parameter for feedback control experiments
Control Parameter HWFC HFC LFC
Kp 3.95 2.23 0.86
Ki 5.81 1.08 0.13
Maximum input signal 15 15 4
Minimum input signal −15 −15 0.25
Throughout the experiments, the performance differentiation between the clients is equal
which makes the setpoint value during runtime r = 1. Thus, client1 and client2 have the same
level of priority to access all the resources. The controller performance will be evaluated
in two conditions: nominal workloads and increasing workloads. The intention of these
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experiments is to evaluate the disturbance rejection capability of the controller when users’
workloads are changing in steady reference to business requirements.
4.3.3 Experimental Results
Experiment 1 : nominal workloads
In this case, we investigate the control system performance in nominal operating conditions.
The set point is r = 1, which means that both clients are equally important. The workload for
each client during the experiment is set to the nominal workload of 100 requests/sec. The PI
gains (Kp and Ki) are the controller gains to make the system operate around the reference
value. The output response and control signal from the experiments are shown in Figure 4.6.
It can be seen from Figure 4.6 that the feedback control system in the HWFC structure
provides much better performance than in the HFC and LFC structures. The response
time is steadier around the reference value. The output of the LFC shows a higher steady
state error with significant oscillations compared with those of HWFC and HFC. This
condition is triggered by the input and output nonlinearity issue, which makes the LFC
system more unsteady. Therefore, LFC has poor resource management which leads to
ineffective performance management. The HFC has a slightly beter performance than the
LFC with the addition of an input nonlinearity compensator in the feedback control loop.
In contrast, the HWFC has compensation for nonlinearity in both zone 0 and zone 1 (see
Fig. 2.4), which reduces the effect of input and output nonlinearity. Thus, the steady state
performance of HWFC is considerably better than those of LFC and HWC.
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Fig. 4.6 Output response and control signal from Experiment 1
Experiment 2 : increasing workloads
In this case, we investigate the control system performance in handling unpredictable in-
creasing workloads above nominal capacity during runtime. The workloads for each class
are increased separately. The reference value is specified to be r = 1, which means that
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both clients have the same degree of priority in the business process. The results from this
experiment will provide information for the analysis of the disturbance rejection capability of
the control system. The expected output responses from the control system are occurrences
of overshooting due to the disturbances caused by sudden changes in workload. However, in
the conditions where disturbance exist, the controllers must demonstrate the ability to reject
the disturbances effect by producing suitable control signals for the system. These control
signals specify the resource allocation to meet the demands from each client, so that the
reference values can be achieved. Until the 40th sample, workloads for client1 and client2
are the same: at the nominal point of 100 requests/sec. Then, after the 40th sample, the
workload for client1 increases to 200 requests/sec, while the workload for client2 is constant
at the nominal workload rate. This condition is maintained until the 70th sample where the
workload of client1 returns to the nominal workload. Next, at the 80th sampling time, the
workload for client2 has increased to 200 requests/sec. The workload changes are plotted in
Figure 4.7.
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Fig. 4.7 Workloads disturbance for Experiment 2
The output response of HWFC, HFC, and LFC are shown in Figure 4.8, and the statistics
of the output reponses from the experiments are summarized in Table 4.2.
It can be seen from Figure 4.8 that in the first 40 samples, where workloads for both
clients are at the nominal condition, all controllers give a stable response. It is also clear that
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Fig. 4.8 Output response and control signal from Experiment 2
every time the workloads changed, the output response of all control systems overshot as the
system’s reaction to the disturbance. After the 40th sample, where client1 has more demands,
the LFC shows the greatest overshoot among the controllers. The output response from HFC
and HWFC display some overshooting in their output response, but it is lower than with LFC.
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Table 4.2 Statistical summary of PI-based feedback control system
Workload MSE MIN VALUE MAX VALUE
Setting LFC HFC HWFC LFC HFC HWFC LFC HFC HWFC
Nominal 0.055 0.033 0.007 0.79 0.726 0.895 1.65 1.49 1.211
Increased 0.224 0.170 0.017 0.332 0.412 0.589 3.158 3.65 1.846
The reaction of LFC system to any disturbance is very sensitive. The LFC responses have
higher overshoots than other controllers since the uncompensated nonlinearities of system
dynamic reduce the robustness of the control system. The control signals also changed due
to the adjustment of the resource caps for the VMs to meet the workload demands. The
overshooting levels of LFC, HFC, and HWFC are 0.79 ,0.726 ,0.895 respectively. After
settling down, the HWFC response is still more stable than the LFC and HFC responses,
since the system can settle down after 4 samples.
Additionally, after the 100th sample, where client2 requests more resources by sending a
higher workload rate than client1, the control systems encounter a steady state error problem
in the output responses. From Figure 4.8, the results have shown that the LFC control system
has the most unsatisfactory steady state performance compared to the three control systems.
The output signal of LFC in Figure 4.8.(a) shows an unstable response with high oscillation
after the workload of client2 increased. This is further proof that the LFC could not provide
effective performance and resource management when workloads disturbances occur. This
performance degradation is caused by the input nonlinearity issue in zone 1 which make the
LFC system unable to settle down.
Furthermore, the output response of HFC is better than LFC, with the response having less
oscillation and a more stable control signal. The control signal of LFC has more significant
oscillations while the control signal of HFC and HWFC are smooth and they are just slightly
different. This fact shows the impact of the pre-input compensator of the nonlinear dynamics.
However, HWFC shows the best performance of all the control structure in this experiment.
It gives the lowest steady state error and the lowest level of overshooting when the system
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meets workload disturbances in the scenario of this experiment. The steady state performance
of HWFC is considerably better than that of LFC and HWFC. The experimental results show
the benefits of compensation for the nonlinearity in zone 0 and zone 1 to reduce the effect of
input and output nonlinearity.
4.4 Summary
PI-based feedback controls have been designed and deployed to manage the relative per-
formance properties in virtualized software system. The feedback control loop is executed
in a structure integrated with nonlinear compensators which eliminate the input and output
nonlinearities in system dynamics. The idea to compensate the nonlinearities in HW control
structure makes the controller more robust and able to achieve a better output response with
the least steady state error. Therefore, it can be concluded that the feedback control in the
Hammerstein-Wiener scheme provides the software system with capability for disturbance
rejection. Without nonlinear compensation, as in LFC, the system is very sensitive to any
changes in the operating circumstances. This condition leads to poor runtime performance
management, which resulted in an output response with a high steady state error.
Chapter 5
Data-driven Predictive Control
5.1 Introduction
Data-driven predictive control is a synthesized technique of system identification with
a control system design. It is also called as Subspace-based Model Predictive Control
(SPC). This approach incorporates the subspace state space estimation into the Model
Predictive Control structure. The novelty of SPC is the use of subspace linear predictor
to estimate the future output of the system without performing explicit parameterization
of the conventional model. The predictor is obtained directly from the Input-Output data
pairs of the targeted system; hence the use of the terms ’data-driven’ or ’model free’. The
subspace identification method identifies certain matrices to capture the relationship between
the process inputs and outputs in a non-parametric coefficients form. Then, the future output
of the system is predicted by a linear function that comprises past input, past output, and
future input values. In addition, SPC is numerically robust for on-line implementation, since
the subspace coefficients are generated through LQ-decomposition to a certain structure of
Hankel matrices.
86 Data-driven Predictive Control
This chapter presents the implementation of control system design using SPC with
nonlinear compensation in the Hammerstein-Wiener structure for a virtualized software
system. The input and output data set for this study are generated from the experimental
testbed of a two-clients virtualized software system. The linear model is represented by a
non-parametric Frequency Sampling Filter model, and the input and output nonlinearities
are formulated in polynomial functions. The estimation of linear and nonlinear models
parameters in the Wiener block is performed in a straightforward manner. Nonlinear elements
are estimated in inverse form since these functions are used as pre-input and post-output
nonlinear compensators in the control system loop. This approach could reduce the impact
of nonlinearities for relative performance management in a virtualized software system.
5.2 Subspace Linear Predictor
The structure in Subspace-based Model Predictive Control algorithm, the stage of mathe-
matical model derivation, either in state space, transfer function or impulse response form
is substituted with the subspace predictor function. The predictor function consists of co-
efficients that are earned by applying a single LQ decomposition to the I/O data. These
coefficients are formulated in a linear function with the data values of past input, past output
and future input, to predict the future output of the system.
The algorithms of the subspace linear predictor have been used in several forms. For this
research, we refer to the algorithm presented in [85], [87], [86] and [125]. The subspace
predictor equation is formulated in the following form:
yˆ f =CpP+Cuu f (5.1)
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where Cp and Cu are the coefficients of subspace linear predictor, yˆ f is the future output
prediction, P is the past input and output and u f is the future input.
In this subsection, a derivation for the subspace predictor function is briefly presented. In
the first place, the state space description of a linear time invariant system is formulated in
the equation below:
x(k+1) = Axk +Buk +Kek (5.2)
yk =Cxk +Duk + ek (5.3)
where uk ∈ℜm is the input variable, yk ∈ℜl is the output, xk ∈ℜn is the state variable of the
system and ek ∈ℜl is white noise disturbance. While A ∈ℜnxn is the state matrix, B ∈ℜnxm
is the input matrix, C ∈ℜlxn is the output matrix, D ∈ℜlxm is the feed-through matrix and
K ∈ℜlxl is the Kalman gain matrix.
For data pairs u(k) and y(k), where k = 1,2, . . . ,N, the subspace linear predictor can be
derived in several steps of matrix operations. To begin with, we look at the state equation for
t = k, which is similar with (5.2). Continue to next time sampling for t = k+1,
xk+2 = Axk+1+Buk+1+Kek+1 (5.4)
The term xk+1 is already defined in Equation (5.2), so it can be substituted into (5.4),
xk+2 = A(Axk +Buk +Kek)+Buk+1+Kek+1
= A2xk +
[
AB B
] uk
uk+1
+[AK K]
 ek
ek+1
 (5.5)
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With similar steps, for t = k+ 2, the state function is derived by substituting xk+2 from
Equation (5.5).
xk+3 = Axk+2+Buk+2+Kek+2
= A(A2xk +ABuk +Buk+1+AKek +Kek+1)+Buk+2+Kek+2
= A3xk +
[
A2B AB B
]
uk
uk+1
uk+2
+
[
A2K AK K
]
ek
ek+1
ek+2

(5.6)
Repeating the same substitution until the state of t = k+M, we can summarize the state
equation matrix as,
xk+M = AMxk +
[
AM−1B AM−2B · · · B
]

uk
uk+1
...
uk+M−1

+
[
AM−1K AM−2K · · · K
]

ek
ek+1
...
ek+M−1

(5.7)
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If variable xt , ut and et in Equation (5.7) are shifted by time δ , where δ = 0,1,2, . . . ,N−M+1,
the state function can be rewritten in a block matrix as below,
[
xk+M xk+M+1 · · · xk+N+1
]
= AM
[
xk xk+1 · · · xk+N−M+1
]
+
[
AM−1B AM−2B · · · B
]

uk uk+1 · · · uk+N−M+1
uk+1 uk+2 · · · uk+N−M+2
...
... . . .
...
uk+M−1 uk+M · · · uk+N

+
[
AM−1K AM−2K · · · K
]

ek ek+1 · · · ek+N−M+1
ek+1 ek+2 · · · ek+N−M+2
...
... . . .
...
ek+M−1 ek+M · · · ek+N

(5.8)
Thereafter, the output equation from the state-space form in (5.3) is examined to produce
the output matrix. From the output equation in (5.3) for t = k, output function for next time
sampling for t = k+1 can be written as,
yk+1 =Cxk+1+Duk+1+ ek+1 (5.9)
Substituting Equation (5.3) into (5.9) will give,
yk+1 =C(Axk +Buk +Kek)+Duk+1+ ek+1
=CAxk +
[
CB D
] uk
uk+1
+[CK I]
 ek
ek+1
 (5.10)
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If this step is proceeded to next sampling time, t = k+2, and take the function of Equation
5.5, the output function at this sampling time is:
yk+2 =Cxk+2+Duk+2+ ek+2
=C(A2xk +ABuk +Buk+1+AKek +Kek+1)+Duk+2+ ek+2
=CA2xk +
[
CAB CB D
]
uk
uk+1
uk+2
+
[
CAK CK I
]
ek
ek+1
ek+2

(5.11)
Finally, the basic form for output equation at t = k+M−1, can be written in the function
below:
yk+M−1 =CA2xk +
[
CAM−2B CAM−3B · · · D
]

uk
uk+1
...
uk+M−1

+
[
CAM−2K CAM−3K · · · I
]

ek
ek+1
...
ek+M−1

(5.12)
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Combining all the results for output equations from t = k,k+1, . . . ,k+M−1 yields a single
matrix as below:

yk
yk+1
yk+2
...
yk+M−1

=

C
CA
CA2
...
CAM−1

xk
+

D 0 0 · · · 0
CB D 0 · · · 0
CAB CB D · · · 0
...
...
... . . .
...
CAM−2B CAM−3B CAM−4B · · · D


uk
uk+1
uk+2
...
uk+M−1

+

I 0 0 · · · 0
CK I 0 · · · 0
CAK CK I · · · 0
...
...
... . . .
...
CAM−2K CAM−3K CAM−4K · · · I


ek
ek+1
ek+2
...
ek+M−1

(5.13)
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Modifying Equation (5.13) by shifting the time sampling with variable τ gives the matrix
below:

yk yk+1 · · · yk+N−M+1
yk+1 yk+2 · · · yk+N−M+2
yk+2 yk+3 · · · yk+N−M+3
...
... . . .
...
yk+M−1 yk+M · · · yk+N

=

C
CA
CA2
...
CAM−1

[
xk xk+1 · · · xk+N−M+1
]
+

D 0 0 · · · 0
CB D 0 · · · 0
CAB CB D · · · 0
...
...
... . . .
...
CAM−2B CAM−3B CAM−4B · · · D


uk uk+1 · · · uk+N−M+1
uk+1 uk+2 · · · uk+N−M+2
uk+2 uk+3 · · · uk+N−M+3
...
... . . .
...
uk+M−1 uk+M · · · uk+N

+

I 0 0 · · · 0
CK I 0 · · · 0
CAK CK I · · · 0
...
...
... . . .
...
CAM−2K CAM−3K CAM−4K · · · I


ek ek+1 · · · ek+N−M+1
ek+1 ek+2 · · · ek+N−M+2
ek+2 ek+3 · · · ek+N−M+3
...
... . . .
...
ek+M−1 ek+M · · · ek+N

(5.14)
Furthermore, the subspace I/O matrix equations can be constructed from the state matrix
in Equation (5.8) and the output matrix in (5.14) in the following forms:
Yp = ΓMXp+HdMUp+H
s
NEp (5.15)
Yf = ΓMX f +HdMU f +H
s
NE f (5.16)
X f = AMXp+∆dMUp+∆
s
MEp (5.17)
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The subscripts ’p’ and ’ f ’ denote the past and future matrices, while M is the order of
predictor equation. The order M should be equal or greater than the order of the real system
(n), as shown in the state matrix A dimension. Based on equations (5.15) - (5.17), data
matrices are formed in the structure of unique Hankel matrices, since all the off-diagonal
elements in each matrix are similar. The matrices are defined as follows:
Yp =

y1 y2 · · · yN−2M+1
y2 y3 · · · yN−2M+2
...
... . . .
...
yM yM+1 · · · yN−M+1

Yf =

yM+1 yM+2 · · · yN−M+1
yM+2 yM+3 · · · yN−M+2
...
... . . .
...
y2M y2M+1 · · · yN

(5.18)
Up =

u1 u2 · · · uN−2M+1
u2 u3 · · · uN−2M+2
...
... . . .
...
uM uM+1 · · · uN−M+1

U f =

uM+1 uM+2 · · · uN−M+1
uM+2 uM+3 · · · uN−M+2
...
... . . .
...
u2M u2M+1 · · · uN

(5.19)
Ep =

e1 e2 · · · eN−2M+1
e2 e3 · · · eN−2M+2
...
... . . .
...
eM eM+1 · · · eN−M+1

E f =

eM+1 eM+2 · · · eN−M+1
eM+2 eM+3 · · · eN−M+2
...
... . . .
...
e2M e2M+1 · · · eN

(5.20)
The dimensions of the matrices are {Yp,Yf } ∈ℜMlxN−2M+1,{Up,U f } ∈ℜMmxN−2M+1,
and {Ep,E f } ∈ ℜMlxN−2M+1. Next, in Equation (5.15) to (5.17), we have state matrices
for the past and future events (Xp and X f ), an extended observability matrix (ΓM), reversed
extended controllability matrices (∆dM and ∆
s
M) and two lower triangular Toeplitz matrices
(HdM and H
s
M) where d and s denote the deterministic and stochastic matrices respectively.
These matrices are defined as follows:
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Xp =
[
x1 x2 · · · xN−2M+1
]
(5.21)
X f =
[
xM+1 xM+2 · · · xN−M+1
]
(5.22)
ΓM =

C
CA
CA2
...
CAM−1

∈ℜMlxn (5.23)
∆dM =
[
AM−1B AM−2B · · · AB B
]
∈ℜnxMm (5.24)
∆sM =
[
AM−1K AM−2K · · · AK K
]
∈ℜnxMl (5.25)
HdM =

D 0 0 · · · 0
CB D 0 · · · 0
CAB CB D · · · 0
...
...
... . . .
...
CAM−2B CAM−3B CAM−4B · · · D


uk
uk+1
uk+2
...
uk+M−1

∈ℜMlxMm (5.26)
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HsM =

I 0 0 · · · 0
CK I 0 · · · 0
CAK CK I · · · 0
...
...
... . . .
...
CAM−2K CAM−3K CAM−4K · · · I


ek
ek+1
ek+2
...
ek+M−1

∈ℜMlxMl (5.27)
Furthermore, we will derive the optimal prediction of future output Yf , by using a rearranged
Equation (5.15) to solve variable Yf .
Xp = Γ†M(Yp−HdMUp−HsMEp) (5.28)
where † symbol is Moore-Penrose pseudoinverse.
Substituting Equation (5.28) into (5.17) gives us,
X f = AM(Γ†M(Yp−HdMUp−HsMEp))+∆dMUp+∆sMEp
= AMΓ†MYp+(∆
d
M−AMΓ†MHdM)Up+(∆sM−AMΓ†MHsM)Ep
(5.29)
Since we already have the function for X f in (5.29), the next step is to substitute it to the Yf
function in Equation (5.16) to determine the future output.
Y f = ΓM(AMΓ†MYp+(∆
d
M−AMΓ†MHdM)Up
+∆sM−AMΓ†MHsM)Ep)+HdMU f +HsME f
= ΓMAMΓ†MYp+ΓM∆
d
M−AMΓ†MHdM)Up
+HdMU f +ΓM(∆
s
M−AMΓ†MHsM)Ep)+HsME f
(5.30)
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The above equation can be simplified to represent the optimal prediction of Yf by eliminat-
ing the effect of E f . Thus, the future output values can be estimated from a linear relationship
between the past input-output values and the future input values. The optimal function of Yf
is also known as the subspace linear predictor, and is expressed below,
Yˆf =CpP+CuU f (5.31)
where Cp ∈ℜMlxM(l+m) is the subspace matrix consisting of the predictor coefficients related
to the past input and output data, and Cu ∈ℜMlxMmcorresponds to the future input data. P is
a concatenated matrix arranged from the input and output data.
P =
Yp
Up
 (5.32)
The calculation of the Cp and Cu coefficients can be derived by using the least squares
method to solve Equation (5.1), as
min
Cp,Cu
∥∥∥∥Yf −[Cp Cu]
 P
U f
∥∥∥∥2
F
(5.33)
Furthermore, the solution to the minimization problem in Equation (5.33) is the orthogonal
projection of the row space of Yf into the row space of matrix
 P
U f
. The expression of its
projection is as follows,
Yˆf = Yf
/ P
U f
 (5.34)
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Calling out the rule of orthogonal projection below, where A/B is the projection of matrix
A into the row space of matrix B
A/B = AB†B (5.35)
Yf
/ P
U f
= Yf
 P
U f

† P
U f
 (5.36)
This projection can be implemented in a mathematically powerful approach by undertak-
ing an LQ-decomposition of matrix
[
PTUTf Y
T
f
]T
to generate the lower triangular matrix L
and the orthogonal matrix Q [85].

P
U f
Yf
=

L11 0 0
L21 L22 0
L31 L32 L33

︸ ︷︷ ︸
L

Q1
Q2
Q3

︸ ︷︷ ︸
Q
(5.37)
Consequently, the optimal prediction Yˆf in Equation (5.1) can be resolved as
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Yˆ f = Yf
 P
U f

† P
U f

=
[
L31 L32 L33
]
Q1
Q2
Q3
[
L11 0 0
L21 L22 0


Q1
Q2
Q3
]†
 P
U f

=
[
L31 L32 L33
]
Q1
Q2
Q3


Q1
Q2
Q3

†L11 0 0
L21 L22 0

† P
U f

=
[
L31 L32
]L11 0
L21 L22

† P
U f

(5.38)
For
L =
[
L31 L32
]L11 0
L21 L22

†
(5.39)
L =
[
Cp Cu
]
(5.40)
where Cp ∈ℜMlxM(m+l) and Cu ∈ℜMlxMm.
In the implementation of a control algorithm to approximate the future output values,
only the leftmost column of matrices in Yˆf will be used, so that the Equation (5.1) can be
simplified by defining,
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yˆ f =

yk+1
yk+2
...
yk+M

yp =

yk−M+1
yk−M+2
...
yk

u f =

uk+1
uk+2
...
uk+M

up =

uk−M+1
uk−M+2
...
uk

(5.41)
By putting the past matrices into P, P =
yp
up
, we discover the compact formulation of
subspace-based linear predictor as,
yˆ f =CpP+Cuu f (5.42)
Furthermore, as we are going to integrate the subspace-based predictor with Model
Predictive Control, a long prediction horizon requires specific treatment for the past and
future data matrices dimensions. Therefore, the Hankel matrices need to be restructured to
accommodate the prediction of the future output values based on the information of ’p’ past
input and output values as well as the ’ f ’ future input values. The values of parameter p and
f will be decided by the user in the initialization of design parameters. By redefining the
Hankel matrices in Equations (5.18, 5.19 and 5.20), the matrices are turned into the forms
below:
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Yp ,

y1 y2 · · · yN− f−p+1
y2 y3 · · · yN− f−p+2
...
... . . .
...
yp yp+1 · · · yN− f

Yf ,

yp+1 yp+2 · · · yN− f+1
yp+2 yp+3 · · · yN− f+2
...
... . . .
...
yp+ f yp+ f+1 · · · yN

(5.43)
Up ,

u1 u2 · · · uN− f−p+1
u2 u3 · · · uN− f−p+2
...
... . . .
...
up up+1 · · · uN− f

U f ,

up+1 up+2 · · · uN− f+1
up+2 up+3 · · · uN− f+2
...
... . . .
...
up+ f up+ f+1 · · · uN

(5.44)
Ep ,

e1 e2 · · · eN− f−p+1
e2 e3 · · · eN− f−p+2
...
... . . .
...
ep ep+1 · · · eN− f

U f ,

ep+1 ep+2 · · · eN− f+1
ep+2 ep+3 · · · eN− f+2
...
... . . .
...
ep+ f ep+ f+1 · · · eN

(5.45)
where y∈ℜl,u∈ℜm and e∈ℜl .The dimensions of the Hankel matrices are Yp ∈ℜplxN− f−p+1,Yf ∈
ℜ f lxN− f−p+1,Up ∈ℜpmxN− f−p+1,U f ∈ℜ f mxN− f−p+1,Ep ∈ℜplxN− f−p+1,E f ∈ℜ f lxN− f−p+1.
In accordance with the changes of these Hankel matrices, the elements of subspace linear
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predictor equations are redefined as follows,
yˆ f =

yk+1
yk+2
...
yk+ f

yp =

yk−p+1
yk−p+2
...
yk

u f =

uk+1
uk+2
...
uk+ f

up =

uk−p+1
uk−p+2
...
uk

(5.46)
Finally, the subspace predictor coefficients are obtained from the same LQ-decomposition
procedures in (5.37). It will lead us to the coefficients below,
L =
[
Cp Cu
]
(5.47)
where Cp ∈ℜ f lxp(m+l) and Cu ∈ℜ f lx f m.
5.2.1 Evaluation of Subspace Linear Prediction
The prediction accuracy of subspace-based prediction is determined by the coefficients of
the linear predictor and the order of past and future data matrices. In this subsection, the
prediction ability of the subspace predictor will be evaluated using different input-output
data pairs and by changing the prediction parameter.
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Different Input-Output Data Pairs
In this section, two sets of input-output data pairs are used in subspace prediction. The input-
output data represents a relative performance management scheme of virtualized software
system. The first data set is the experimental data from system identification in Section 3.3
where data pairs (u and y) for the prediction are generated using multi-level sinusoidal input.
Input data is the resource cap ratio (u), and output is the response time ratio (y). For the
second data set, data pairs are constructed from intermediate variable input-output signals (w
and x) from the Hammerstein-Wiener models in Section 3.3. This setting is made to represent
the system with a nonlinear compensation approach. The estimation from the first dataset is
called linear SPC and the second dataset is a Hammerstein-Wiener SPC . In the prediction
comparison, the parameter setting of ′p′ and ′ f ′ is equal to 5. The first 300 data will be
used for prediction, and the remaining data will be used for validation of the linear predictor
coefficients, while the rest of data will be used for validation. The coefficients Cu and Cp can
be found by performing three main steps from Section 5.2; constructing the corresponding
input-output Hankel matrices, computing the LQ-decomposition and calculating the value
of linear predictor coefficients Cu and Cp using Equations (5.39) and (5.40). The predictor
coefficients are Cu and Cp from u− y dataset
Cu =

0.082 −0.058 −0.124 0.046 0.019
0.175 0.065 −0.075 −0.105 0.059
0.976 0.154 0.065 −0.055 −0.066
0.104 1.020 0.152 0.067 −0.13
−0.116 0.179 1.002 0.147 −0.058

Cp =
 0.007 0.014 −0.032 −0.053 0.129 −0.048 −0.0088 0.012 0.938 0.1626e−05 0.005 0.006 −0.038 −0.036 0.019 −0.052 −0.020 0.131 0.9670.008 −0.013 −0.001 0.010 −0.042 0.0050 0.021 −0.087 −0.061 0.142
0.020 −0.002 −0.014 0.001 0.003 0.012 −0.002 0.070 −0.135 −0.064
−0.001 0.026 −0.001 −0.016 0.002 −0.11 −0.057 0.084 0.066 −0.138

(5.48)
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Cu and Cp from w− x dataset
Cu =

−0.0014 0.002 −0.003 −0.001 −0.001
0.002 −2e−05 0.001 −1e−03 −0.001
0.028 0.003 −5e−05 0.001 −0.001
0.001 0.033 0.004 −4e−05 0.001
0.002 0.002 0.034 0.002 0.001

Cp =
 0.012 −0.089 −0.132 0.021 1e−01 0.001 0.001 −0.002 0.028 0.0024e−02 0.001 −0.10 −0.122 0.041 2e−03 0.001 0.001 0.001 0.0280.047 0.031 −0.011 −0.087 −0.143 −0.001 0.001 0.003 0.002 0.001
0.190 0.049 0.042 0.034 −0.132 4e−05 −0.001 0.004 −0.001 0.001
0.091 0.195 0.064 0.048 0.034 −0.002 −0.001 −0.002 0.001 −0.001

(5.49)
The validation of subspace prediction and the real value for both datasets are captured
in Figure 5.1. The estimation accuracy from dataset w− x is significantly better than the
estimation from u− y. The MSE values for prediction in Linear SPC and Hammerstein-
Wiener SPC structure are 1.89 and 0.00004, respectively.
5.3 Model Predictive Control
Model Predictive Control (MPC) is a model-based control algorithm which objective is to
find the future control input in a finite-time prediction horizon. MPC is an optimal control
strategy which implements control signals as the manipulated variable to optimize the future
output of the controlled system. The optimization algorithm is formulated upon a numerical
minimization of a cost function in a receding horizon principle. The cost function is defined
in terms of current and predicted variables, and is evaluated using an explicit dynamic model
to predict the future output of the system.
The basic concept of the MPC algorithm is illustrated in Figure 5.2. NP denotes the
prediction horizon and Nc is the control horizon. u(k+1|k) is the estimated control action at
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Fig. 5.1 Subspace-based Linear Prediction a) u− y , b) w− xL
k+1 during time sample k. Similarly, y(k+1|k) is the predicted output at k+1. In a finite
horizon, at each time step, the control signal (u) is computed to satisfy the cost function.
Then, the first value of the control sequence is applied to the target system as the control
action. At the next time sampling, the system’s output is measured, and the error between the
setpoint and current output is calculated. MPC is also called a receding horizon control. This
is because, after the control signal is applied to the system, all steps of feedback control that
start from output measurement, control input calculation, and output prediction are repeated
by moving the prediction and control horizons one step forward.
The cost function in MPC is composed of the reference or set point, the output and
control input value, to optimize the future output prediction. It is composed in a function of
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Fig. 5.2 Fundamental Concept of MPC Algorithm [4]
J as,
J =
Np
∑
ip=1
(yˆk+ip − rk+ip)TWQ(yˆk+ip − rk+ip)+
Nc
∑
ic=1
∆uTk+icWR∆uk+ic (5.50)
WQ and WR matrices are the weighting matrices that can be tuned by the user to set the
objective of the optimization problem for the controlled system. WQ determines the weight
of the error function (yˆt+k− rt+k), while WR gives weight to the control signal incremental
value.
5.4 Subspace-based Model Predictive Control
In this section, the combination of the subspace-based linear predictor and the MPC algorithm
is presented to develop the Subspace-based MPC (SMPC) approach.
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To begin with, the MPC cost function in (5.50) is rewritten by converting the prediction
horizon Np to the order of f future Hankel data matrices in (5.43).
J =
( Np
∑
ip=1
(yˆk+ip − rk+ip)TWQ(yˆk+ip − rk+ip)+
Nc
∑
ic=1
∆uTk+icWR∆uk+ic
)∣∣∣∣
Np= f
= (yˆ f − r f )TWQ(yˆ f − r f )+∆uTNcWR∆uNc
(5.51)
The length of the control horizon Nc may be less than or equal to the length of prediction
horizon Np. (Nc ≤Np,Nc ≤ f ). Matrix yˆ f has been defined in (5.46). The other two variables
are defined as follows,
r f =

Il
Il
...
Il

rk+1 , r f ∈ℜ f l
∆uNc =

∆uk+1
∆uk+2
...
∆uk+N−c

, ∆uNc ∈ℜNcm
(5.52)
5.4.1 Predicted Output of SPC
To incorporate the predicted output yˆ f to the sequence of the incremental input signal, the yˆ f
is formulated as a function of ∆uNc . The current values of each element in matrices P and
u f are converted into their corresponding terms from the previous time step value which is
added by the incremental values from the previous time to the current time. For example,
uk = uk−1+∆uk, so the single term of uk is now replaced by uk−1 and ∆uk values. The one
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step backward (k−1)variable is symbolized as superscript z−1. We do this conversion to all
elements in matrices P and u f as in the following matrices:
P =

yk−p
yk−p+1
...
yk−1
uk−p
ut−p+1
...
uk−1

︸ ︷︷ ︸
Pz−1
+

∆yk−p+1
∆yk−p+2
...
∆yk
∆uk−p+1
∆uk−p+2
...
∆uk

︸ ︷︷ ︸
∆P
(5.53)
u f =

uk
uk+1
...
uk+ f−1

︸ ︷︷ ︸
uz
−1
f
+

∆uk+1
∆uk+2
...
∆uk+ f

︸ ︷︷ ︸
∆u f
(5.54)
For the MPC algorithm, the subspace predictor in Equation (5.1) is transformed into a
receding function to break down the value of P = Pz
−1
+∆P and u f = uz
−1
f +∆u f .
yˆ f =Cp∆P+Cu∆u f +CpPz
−1
+Cuuz
−1
f (5.55)
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Because the last two terms of Equation (5.55) are the predictor shifted backwards by one
sampling time, the addition of these terms is equal to the shifted backward yˆ f function below:
CpPz
−1
+Cuuz
−1
f = yˆ
z−1
f
yˆz
−1
f =

yˆk
yˆk+1
...
yˆk+ f−1

(5.56)
Accordingly, the yˆ f function in Equation (5.55) can be related to the yˆz
−1
f function in the
following form:
yˆ f =

yˆk+1
yˆk+2
...
yˆk+ f

=Cp∆P+Cu∆u f +

yˆk
yˆk+1
...
yˆk+ f−1

(5.57)
Having ’p’ as the length of past data will guarantee that at the current time k, the input
and output data for k− p,k− p+1, . . . ,k are available. Then, the value of yˆk can be replaced
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by yk. Equation (5.57) can be defined as follows,
yˆk+1 =C
(1)
p ∆P+C
(1)
u ∆u f + yk
yˆk+2 =C
(2)
p ∆P+C
(2)
u ∆u f + yˆk+1
...
yˆk+ f =C
( f )
p ∆P+C
( f )
u ∆u f + yˆk+ f−1
(5.58)
Then, by substituting yˆk+1 to yˆk+2, . . . , yˆk+ f−1 in Equation (5.58), the prediction of future
output in the Subspace-based Predictive Control approach can be reformulated as,
yˆ f = Flyk +ΓlCp∆P+ΓlCu∆u f
where
Fl =

Il
Il
...
Il

,Γl =

Il 0 · · · 0
Il Il · · · 0
...
... . . .
...
Il Il
... Il

However, since the signature algorithm of MPC is that only the input values in the first Nc
time steps will affect the output of the system, the coefficient Cu is also truncated to the first
Nc columns before it is applied in Equation (5.59). Nc is the control horizon and can be equal
or less than the prediction horizon (Np). Thus, the predictor equation yˆk within the control
horizon Nc can be expressed with regard to the input trajectory by the following formulation;
yˆ f = Flyk +ΓlCp∆P+ΓlCNcu ∆uNc (5.59)
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To update the cost function of SPC, Equation (5.59) and (5.52) are substituted in the
basic function of J in Equation (5.51). So, the cost function J is formulated as,
J = (ΓlCp∆P+ΓlCNcu ∆uNc +Flyk−Flrk+1)TWQ
(Cp∆P+CNcu ∆uNc +Flyk−Flrk+1)+∆uTNcWR∆uNc
(5.60)
In the MPC algorithm, the optimization procedure within the control horizon Nc will
lead to the incremental input trajectory ∆u with the minimum J value. Therefore, the cost
function can be simplified by taking only the terms which are dependent on ∆uNc which lead
us to the quadratic form of J below:
J =
1
2
∆uTNcH∆u f +∆u
T
Ncη (5.61)
with,
H = (ΓlCNcu )
TWQ(ΓlCNcu )+WR
η = (ΓlCNcu )
TWQΓlCp∆P+Fl(yk− rk+1)
(5.62)
For an unconstrained control system, the control signal is calculated by differentiating the
cost function (5.61) with regards to ∆uNc . It yields to:
∆uNc =−H−1η (5.63)
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This solution can be expressed in terms of the gain matrices for the feedback control system
by substituting (5.62) into (5.63),
∆u f =−((ΓlCNcu )TWQ(ΓlCNcu )+WR)−1
× (ΓlCNcu )TWQΓlCp∆P+Fl(yk− rk+1))
=−K∆P,Nc∆P−Ke,Nc(yk− rk+1)
(5.64)
where K∆P and Ke are the SPC control gains:
K∆PNc = ((ΓlC
Nc
u )
TWQ(ΓlCNcu )+WR)
−1(ΓlCNcu )
TWQΓlCp)
Ke,Nc = ((ΓlC
Nc
u )
TWQ(ΓlCNcu )+WR)
−1(ΓlCNcu )
TWQFl
(5.65)
Calculation of the next control input uk+1 only uses ∆uk+1 as the first value of ∆uNc . Hence,
the incremental value of control signal u f in Equation (5.64) results in:
∆uk+1 =−K∆P∆P−Ke(yk− rk+1) (5.66)
5.5 Subspace-based MPC Implementation
5.5.1 Experiment Setting
Different experiments are performed to evaluate the performance management in a virtualized
software system using the SPC method to represent a data-driven predictive control approach.
In the objective to reduce the impact of dynamic nonlinearities, the inverse static nonlinearity
functions are set as pre-input and post-output compensators, which are integrated into the
control system implementation. Consequently, the SPC is designed from data pairs of w
and xL signals as the input and output data following the experimental results of output
prediction in Subsection 5.2.1. In a feedback control structure, this control system is called
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Hammerstein-Wiener Subspace MPC (HWSPC). The control loop is similar with the HWFC
structure in Figure 4.3. For further analysis of the SPC performance, the algorithm was
also implemented without nonlinear compensation which is referred to as Linear Subspace
MPC (LSPC). The LSPC is designed by utilizing the data set of u and y, and the control
loop structure is referring to Figure 4.5. The performance of HWSCP and LSPC will be
evaluated by changing the length of the p and f variables, which represent the past and future
data matrices for the output prediction. Likewise, the effect of the length of control horizon
Nc to the predictability of the control systems will also be evaluated. The reference value
is set to r = 1 to maintain the same priority level for client1 and client2 and the weighting
matrices Wq and Wr are set to 1. In addition, disturbance during the experiments arise from
the alternate changing of workloads of both clients. After startup, client1 and client2 are at
nominal workloads of 100 requests/sec, and this condition does not change until the 40th
sample. After that, only the workload for client1 is increased to 200 requests/second, and
this condition remains the same until the 70th. At this point, the client1 workload is reduced
back to the nominal workload. Then, at the 80th sampling time, the workloads for client2 is
increased to 200 requests/sec. The workload changes are similar to the experiment in Section
4.3.3. The plot is shown in Figure 5.3.
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Fig. 5.3 Workload disturbance for Subspace-based MPC experiments
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5.5.2 Effect of Control Horizon Length
Two experiments were carried out to investigate the SPC performance by assigning different
values for the controller parameter (p, f , and Nc). The experiment results for a short control
horizon, p = f = Nc = 5, are presented in Figure 5.4. Subsequently, results for the long
control horizon, p = 5, f = Nc = 10, can be found in Figure 5.5.
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Fig. 5.4 Experimental results for p = f = Nc = 5
For validation purposes, the statistics of experiments in this section are presented in Table
5.1.
In both settings, it is clear that the performance of HWSPC is significantly better than
that of LSPC. The LSPC output response shows stability issues with a large steady state error.
When the workload changes unpredictably, LSPC could not assist the system to perform
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Fig. 5.5 Experimental results for p = 5, f = Nc = 10
robustly. Its response shows large overshoot and need longer sample time to settle down
after the disturbance occur. The overshoot magnitude of LSPC response is almost twice the
HWSPC response on the condition of workloads of V M2 is bigger than V M1.
The idea of integrating nonlinear compensations in the control structure increases the
stability of the controlled system in the HWSPC structure. This analysis is supported by the
statistic results in Table 5.1. The disturbance rejection capability and the predictability of
Table 5.1 Statistical summary of data-driven control system
Experiment MSE| MIN VALUE MAX VALUE
LSPC HWSPC LSPC HWSPC LSPC HWSPC
Short Nc 0.582 0.156 0.43 0.471 5.320 3.650
Long Nc 0.353 0.0621 0.375 0.54 4.780 2.89
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HWSPC outperformed LSPC in the condition of sudden workload changes during the system
runtime. Therefore, the output responses of HWSPC have a lesser steady state error and less
oscillation compared with the LSPC responses.
The effect of the control horizon Nc can be concluded based on the output and the
trajectory of the input signal. Increasing the length of Nc makes the controller more aggressive
in changing the control signal in order to keep the system close to the reference condition.
Furthermore, the output responses with a longer Nc have more satisfactory disturbance
rejection and better predictability.
5.6 Summary
Data-driven predictive control has been implemented in a virtualized software system in a
structure of Hammerstein-Wiener subspace-based MPC. The output responses from experi-
ments in this chapter have shown that the HWSPC approach provides better performance
management and disturbance rejection capability than the Linear SPC. Integration of nonlin-
ear compensation in the control loop contributes to the performance stability of a data-driven
control class in application to virtualized software system.

Chapter 6
Finite Control Set- Model Predictive
Control
6.1 Introduction
This chapter covers the implementation of a control approach that optimize the input operating
points as the control signal states in the scheme of Finite Control Set-Model Predictive Control
(FCS-MPC). For performance management in a virtualized software system, the input signal
is the provisioning of resource capacity for the virtual machines. The available resources are
sufficient for the control objective. The input states are determined in a finite set of operating
points. This input setting is the reason to implement the Finite Control Set approach for
controlling the performance management in a virtualized software system. Furthermore, the
optimization of control states is performed using prediction techniques in Model Predictive
Control (MPC), which is formulated on the receding horizon principle.
FCS-MPC is one of the most well-known predictive techniques for power converters and
drives control [126, 94]. In addition, FCS-MPC is an easy-to-understand control approach
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that covers a wide range of objectives in power electronics applications [94]. The main
advantage of FCS-MPC is its direct application of the input operating point as the control
action to the system. The FCS-MPC exploits a finite number of input states for solving the
optimization function. In each sampling time, the input state that minimizes cost function
is selected and implemented as the control action.The cost function is evaluated for each
input state. Then, the optimal control signal is the one with the least error in the cost function
optimization. The prediction of system response uses the discrete model of system dynamics.
6.2 Finite Control Set - Model Predictive Control
In control system design, several practical challenges must be acknowledged for satisfactory
performance of control system. These include the model parameters, computational efforts,
steady state errors, and the cost function formulation [127, 128]. Earlier works by [96, 129]
have shown that FCS-MPC is able to deal with most of these challenges. The FCS control
method is relatively easy to implement, since the algorithm is very simple and straightforward.
The original cost function of FCS is formulated as the sum of squared errors between the
predicted signal and the reference value.
The optimization process is carried out by evaluating the input states to choose the
optimal input that minimizes the cost function. Practically, the implementations of FCS-MPC
demonstrates three processes. Firstly, the measurement of the state variables in each sampling
time because these current state values will be used by the controller in the selection of
optimal switching action. Secondly, the previous optimal switching action remains constant
until the next sampling instant. Lastly, in order to obtain the optimal input, FCS-MPC
predicts the system state behavior at each sampling time by evaluating all the possible switch
combinations. These predictions are compared to the reference value by evaluating a cost
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function. Then, the state which produces the minimum value in the cost function is selected
as the optimal control input.
6.3 Optimal Finite Control Set (OFCS)
The basic algorithm of FCS is the receding horizon approach with one-step ahead prediction
and on-line optimization. The value of y(k) for the prediction calculation uses the updated
value from the current measurements of output response. This updating procedure is the
closed-loop feedback mechanism in the FCS method. The discrete model of an SISO system
is defined as, y1(k+1)
y2(k+1)
= A
y1(k)
y2(k
+B
u1(k)
u2(k)
 (6.1)
and the cost function to be solved as the optimization problem is the squared error between
the reference and the output values:
J =
[
r1(k)− y1(k+1) r2(k)− y2(k+1)
]r1(k)− y1(k+1)
r2(k)− y2(k+1)
 (6.2)
Furthermore, by defining f (k) as,
 f1(k)
f2(k)
=
r1(k)
r2(k)
−A
y1(k)
y2(k
 (6.3)
the objective function can be rewritten in the following notation:
J =
([
f1(k) f2(k)
]
−B
[
u1(k) u2(k)
])( f1(k)
f2(k)
−B
u1(k)
u2(k)
) (6.4)
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Transforming the J function into a quadratic form yields to:
J =
[
f1(k) f2(k)
] f1(k)
f2(k
−2[u1(k) u2(k)]BT
 f1(k)
f2(k
+[u1(k) u2(k)]BT B
u1(k)
u2(k)

(6.5)
Consequently, the optimization of the system can be solved as a least squares problem. The
first derivative of the J function from Equation (6.5) in respect to control signal u is
δJ
δu12(k)
=−2BT
 f1(k)
f2(k)
+2BT B
u1(k)
u2(k)
 (6.6)
where the minimum value of J is acquired when Equation (6.6) is equal to 0. The control
signal with the minimum value of J as:
u1(k)
u2(k)
= (BT B)−1BT
 f1(k)
f2(k)
 (6.7)
Next, the selected control action is obtained by substituting Equation (6.3) into (6.7). It leads
to the function below: u1(k)opt
u2(k)opt
= B−1
 f1(k)
f2(k)

= B−1
(r1(k)
r2(k)
−A
y1(k)
y2(k)
)
(6.8)
This u(k) value is the optimal solution of the one-step ahead prediction algorithm in FCS.
The implementation of the FCS-MPC controller for the relative performance investigation
in a virtualized software system utilizes response time as the controlled variable y and resource
allocation as the manipulated variable. The derived algorithms in all sections throughout this
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chapter represent multi input-multi output system. In the structure of relative performance
management of a virtualized software system in Figure 2.2, the input and output signal
are formulated in the ratio value from the two virtual machines. Therefore, the identified
dynamic model is a single input-single output function, as follows
y(k+1) = ay(k)+bu(k) (6.9)
Furthermore, all corresponding equations for the controller design should be treated as an
SISO system. For instance, the optimal control signal from Equation (6.8) is simplified to,
u(k)opt = b−1(r(k)−ay(k)) (6.10)
and the cost function for the SISO system is:
J = (r(k)− y(k+1))2 (6.11)
The control law for the Optimal FCS-MPC (OFCS) is sorted in the following steps:
1. At sampling time k, find the reference value r(k) and measure output y(k).
2. Calculate the control solution for all the optimal control signal candidates wn, n =
1,2,3, . . . ,N using Equation (6.10), where N is the total number of control states.
3. Compute the objective function J based on the squares of error between the predicted
value y(k) and the reference value r(k) using Equation (6.11).
4. Find Jn, which has the smallest value and get its corresponding index n. The control
signal with this index (wn) is the optimal control solution to be implemented in the
feedback control system at sampling time k.
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5. Repeat from step 1 for the next sampling time (k+1).
6.3.1 Candidates of Control States
Based on Equation (6.13), the selection of δw determines the length of input states. The
smaller the δw value, the longer the operating input set. In this section, the effect of control
states length is examined using Optimal FCS. The control system is evaluated with two
different length of input states. Following the input setting in Section 3.3.1, the available
resources (Cap) are assumed to be 100 for the total capacity and the minimum allocation
for each virtual machine is 20. By setting δu = 1 for each Cap1 and Cap2, the input signal
(u =
Cap1
Cap2
) can be arranged in a sequence of 61 input operating points.
u =
{
20
80
,
21
79
, . . . ,
50
50
, . . . ,
79
21
,
80
20
}
(6.12)
For the Hammerstein-Wiener feedback control structure, the input signal is the interme-
diate variable w. The values of w are assigned as the set of possible control states in the
FCS control scheme. Referring to Section 3.3.1, in order to transform the input u so that the
operating points are equally spaced, the intermediate variable w(k) values are set arbitrarily
by wmin =−15, wmax = 15 where δw = 0.5. Thus, the number of w operating points is 61
with the sequence below:
w = {−15,−14.5, . . . ,0, . . . ,14.5,15} (6.13)
The OFCS algorithm is implemented to control the system with reference value r = 1
and nominal workloads of 100 requests/second for both clients. The control scheme is in
the Hammerstein-Wiener structure (Section 2), by means of the OFCS controller, which
is designed based on the linear model from Equation (4.10). The linear model is rewritten
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below:
xL(k+1) = 0.4201xL(k)+0.0430w(k) (6.14)
where variable a = 0.4201 and b = 0.0430.
The values of δw = 0.5 for 61 points and δw = 0.1 for 301 points are chosen. It can be
seen that the performance of the FCS control system with 301 control states is significantly
better than the one with 61 states. The output responses are presented in Figures 6.1 and 6.2.
The output response from the controlled system with a longer sequence of control states
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Fig. 6.1 Output response and input signal u of OFCS-MPC for 61 control states of w
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Fig. 6.2 Output response and input signal u of OFCS-MPC for 301 control states of w
has a less steady state error and the change of control signal trajectory is more stable than
the one with fewer control states. It can be analyzed that with the longer control states, the
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rate of change in control signal will be smoother because the system is provided with a wide
range of control state candidates.
6.4 Constrained Finite Control Set (CFCS)
This section presents the procedure for finding the actual control signal u(k) among the
available candidates. The optimal control signal is not automatically equal to one of the
control signal candidates. Therefore, constraint is deployed in the prediction of the OFCS
control system to revise the searching procedure to calculate the actual control signal. The
objective function for the constrained FCS-MPC (CFCS) is converted to:
J =
(u1(k)
u2(k)
−
u1(k)opt
u2(k)opt
)T (BT B)(
u1(k)
u2(k)
−
u1(k)opt
u2(k)opt
) (6.15)
This function is derived based on the value of the optimal control signal as in Equation (6.8).
Then, the objective function J can be presented in the formulation below:
J = B2(u1(k)−u1(k)opt)2+B2(u2(k)−u2(k)opt)2 (6.16)
It is sufficient to evaluate this function by using only:
J = (u1(k)−u1(k)opt)2+(u2(k)−u2(k)opt)2 (6.17)
Furthermore, to apply a constrained FCS-MPC method in relative performance manage-
ment, the algorithm of CFCS should be adjusted in compatible formulations for a single
input-single output function (see Equations (6.9) and (6.10 for the output function and optimal
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control signal respectively). Likewise, the cost function from Equation (6.17) becomes
J = (u(k)−u(k)opt)2 (6.18)
The control procedures of the constrained optimal finite control set are summarized as
follows:
1. At sampling time k, measure output y(k) and get the reference value r(k).
2. Calculate the optimal control signal u(k)opt using Equation (6.10).
3. Compute the objective function Jn for all the control candidates (n = 1,2, · · · ,N) using
Equation (6.18), where N is the total number of control states.
4. Find Jn, which has the smallest value, and get its corresponding index n. The control
signal with this index (wn) is the optimal control solution to be implemented in the
feedback control system at sampling time k.
5. Repeat from step 1 for the next sampling time (k+1).
6.4.1 Evaluation of Optimal FCS and Constrained FCS
In this section, the performance of Constrained FCS-MPC and Optimal FCS-MPC are
evaluated in an experiment where the reference value is r = 1. The controller is in a HW
structure (see Figure 4.3): thus the control signals of each controller are calculated based on
the linear function in Equation (6.14). 301 control states are used for this experiment. The
disturbance for the control system is the workload changes of client1 and client2. During
the first 40 samples, workloads for all clients are 100 requests/second, and then they are
increased simultaneously to 200 requests/second. Workloads for the virtual machines are
plotted in Figure 6.3.
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Fig. 6.3 Workload setting for FCS-MPC experiments
Experimental results for OFCS and CFCS are given in Figures 6.4 and 6.5. In addition,
the statistics for output response are presented in Table 6.1.
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Fig. 6.4 Output response and control signal of OFCS
It is clear that the revised procedure of the control state searching by additional constraint
in the algorithm makes the movement of control signals less aggressive than OFCS. The
control signal of OFCS reach the maximum bound for almost eight samples. when workload
suddenly changed. Likewise, the output response of CFCS has a smaller steady state error
compare to the OFCS response. The MSE value of OFCS is 1.8095, which is two times
bigger than the CFCS. This error caused by the oscillations of output response in OFCS with
a higher magnitude of overshoots compare to the CFCS response.
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Fig. 6.5 Output response and control signal of CFCS
However, both methods have not shown stable performances even though in the experi-
ments with nominal workload for both VMs. Based on this fact, the FCS-MPC approach is
revised in the next section by giving additional integral function to the algorithm in order to
reduce the steady state error of the control system output.
6.5 Integral FCS-MPC
The design mechanism in the finite control set used a high gain feedback control which
is determined from least squares optimization of all control signal candidates. However,
the results of the optimal method have shown performance degradation because of the
steady-state error. This issue existed in the Optimal FCS-MPC, since the approach does
not have integral action in the control system loop. In this section, the Finite Control Set
method is revised, with the addition of integral action in the controller, this will be denoted as
Integral FCS (IFCS). With regards to the common implementation of an integral controller,
an integrator is embedded into the control loop.
The basic objective of a finite control set is to achieve an optimal output of feedback
control by deploying a gain matrix K f cs. The optimal control signal u(k) in Equation (6.8)
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can be simplified to,
u1(k)opt
u2(k)opt
= K f cs
(r1(k)
r2(k)
−
y1(k)
y2(k)
) (6.19)
where K f cs denotes the feedback gain for the reference value and the measured output
response. The FCS controller gain (K f cs) is calculated from the equation below,
K f cs = B−1A (6.20)
From Equation (6.19), it is clear that the controller has a proportional controller, but
does not have integral action. In order to incorporate integral action into the control loop,
the integrated error signal from the reference value and the measured output response are
inserted into the controller. An integrator in a discrete-time system is expressed as kI
1
1− z−1 ,
where z−1 is the backward shift operator to represent z−1xL(k) = xL(k−1). Consequently,
an additional term is added to the original formulation of the finite control set. This leads to
the revised form of finite control, as set out below,
u1(k)opt
u2(k)opt
= K f cs
 kI1−z−1 (r1(k)− y1(k))
kI
1−z−1 (r2(k)− y2(k))
−K f cs
y1(k)
y2(k)
 (6.21)
where kI is the integral gain for the input signal. The value of the integral gain is in a range
of 0 < kI ≤ 1.
Following the constrained optimal FCS in Subsection 6.4, the actual control signal u(k)
for IFCS is chosen by evaluating the objective function for all the available control signals
candidates,
J = (u1(k)−u1(k)opt)2+(u2(k)−u2(k)opt)2 (6.22)
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6.5.1 Integral Gain
Figure 6.6 shows the configuration of the revised FCS-MPC controller with integral action
for system with a SISO dynamic model.
Fig. 6.6 Integral FCS-MPC feedback structure
According to the block structure of feedback control in Figure 6.6, there is an inner-loop for
the proportional control system and an outer-loop for integral control. The inner-loop has a
proportional gain K f cs and the outer-loop has an integral gain kI . The design of the integral
controller will determine the closed-loop transfer function between the inner-loop.
The inner-loop feedback controller gives the relationship of u(k) and y(k),
y(k+1) = ay(k)+bu(k) (6.23)
The control action u(k) is calculated as
u(k) = K f cs(e(k)− y(k))
where e(k) is the control signal of the outer-loop, and also the reference value for the
inner-loop.
Afterwards, the outer-loop feedback system which has an integral action, can be designed
in a straightforward manner. The outer-loop includes a function of integral action
kI
1− z−1
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and a time delay z−1 from the inner-loop. Thus, the transfer function of the outer-loop system
is formulated as
Y (z)
R(z)
=
kIz−1
1− z−1+ kIz−1 (6.24)
where the closed-loop pole is located at 1− kI . The selection of the closed-loop pole
in a range of 0 ≤ pcl ≤ 1 leads to the integral gain kI = 1− pcl . The pole pcl is a design
parameter that is selected and predefined by the user. Hence, the position of the closed-loop
pole can be changed according to the desired closed-loop time constant.
A simplified optimal output feedback control:
u(k)opt = K f cs(r(k)− y(k)) (6.25)
Integration of integral gain leads to the formulation of u(k)opt below,
u(k)opt = u(k−1)opt +K f cs(Ki(y∗(k)− y(k)))−K f cs(∆y(k)) (6.26)
where, ∆y = y(k)− y(k−1).
Figure 6.7 shows the configuration of the revised finite control set controller with integral
action, where u(k)opt is the control signal in the feedback control system.
6.5.2 IFCS Implementation
The configuration of the IFCS controller in Figure 6.7 shows a cascaded feedback control
system where the integrator is included in the outer-loop. This design is similar to the
structure of FCS with integral action, as shown in Figure 6.6. The relationship for the
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Fig. 6.7 Equivalent structure of Integral FCS-MPC
difference functions u(k) and y(k) is expressed as:
∆u1(k)opt
∆u2(k)opt
=
u1(k)opt
u2(k)opt
−
∆u1(k−1)opt
∆u2(k−1)opt
 (6.27)
Then, the actual incremental value of ∆u(k) can be calculated using the same previous control
state: ∆u1(k)
∆u2(k)
=
u1(k)
u2(k)
−
∆u1(k−1)opt
∆u2(k−1)opt
 (6.28)
In conjunction with the relative performance management scheme, the algorithm of
Integral FCS-MPC is streamlined to accommodate a single input-single output function (see
Equation (6.9)). The optimal control signal in Equation (6.26) is rewritten as the following
function,
u(k)opt = u(k−1)opt +K f cs(Ki(y∗(k)− y(k))−K f cs∆y(k) (6.29)
for the output function and optimal control signal respectively. Likewise, the cost function
from Equation (6.22) becomes,
J = (u(k)−u(k)opt)2 (6.30)
132 Finite Control Set- Model Predictive Control
where ∆y = y(k)− y(k−1)
The algorithm of the IFCS controller is summarized in the following steps:
1. At sampling time k−1, set the initial values ∆y(0) = 0. Measure u(k−1),y(k−1).
2. Initialize the optimal control signal u1(k−1)opt = u1(k−1) .
3. At sampling time k , measure y(k) and the reference signal r(k).
4. Perform a calculation of the optimal incremental control signal using the following
equation:
∆u(k)opt = K f cs(Ki(y∗(k)− y(k))−K f cs∆y(k) (6.31)
5. Calculate the optimal control signal using the result of previous step:
u(k)opt = u(k−1)opt +∆u(k)opt (6.32)
6. Compute the objective function J for all the finite set for n = 0,1,2, . . . ,N, where N is
the total number of control states.
J = (u(k)−u(k)opt)2 (6.33)
7. Find Jn with the smallest value and get its corresponding index n. The control signal
with this index is the optimal control signal to be implemented in the feedback control
system at sampling time k.
8. Repeat from step 2 for the next sampling time (k+1).
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6.5.3 Impact of Integral Gain
The integral gain Ki is the performance parameter for the feedback control responses that
affect the dynamic response of the target system. The controlled system is derived by
integrating the error in the system. Practically, a larger integral gain leads to a faster dynamic
response. Three integral gains are evaluated: Ki = 0.05, Ki = 0.1, and Ki = 0.3. The
magnitude of integral gain is determined by the preference of closed-loop pole location(pcl).
From section 6.5.1, the integral gain is calculated as Ki = 1− pcl .
In this section, two experiment results of Integral FCS-MPC implementation are presented.
The scenario of these experiments will provide knowledge about the effect of the integral
gain Ki value on the FCS-MPC performance. The experiment settings are similar to the
OFCS and CFCS evaluation in Section 6.4.1. The reference value is equal to 1, and the
workloads for both clients are increased simultaneously in the middle of the experiment.
Referring to the linear model in Equation (6.14), the K f cs gain can be calculated based
on the model parameters a = 0.4201 and b = 0.0430. Thus, K f cs = 9.76 will be used as the
proportional gain in the IFCS control evaluation.
Output responses and input signals from the experiments are presented in Figures 6.8,
6.9, and 6.10. The statistics of output response are summarized in Table 6.1.
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Fig. 6.8 Output response and input signal of IFCS-MPC, Ki = 0.1
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Fig. 6.9 Output response and input signal of IFCS-MPC , Ki = 0.2
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Fig. 6.10 Output response and input signal of IFCS-MPC, Ki = 0.3
Table 6.1 Output response statistics of Integral FCS-MPC experiment
Experiment MSE Minimum value Maximum value
OFCS 1.8095 0.32 5.59
CFCS 0.8217 0.41 4.05
IFCS Ki = 0.1 0.3028 0.406 3.286
IFCS Ki = 0.2 0.2594 0.333 3.572
IFCS Ki = 0.3 0.1602 0.311 3.8209
It can be seen from the response that a higher gain of integral action results in a better
response, and the input signal is more stable than the smaller gain. When disturbance occurs,
all control systems experienced overshooting in output responses. However, the IFCS with
the largest integral gain (Ki = 0.3) shows lower overshooting and its input signal fluctuates
more moderately compared with the IFCS with a small integral gain (Ki = 0.1). The best of
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MSE value is 0.1602 from IFCS with Ki = 0.3 with the slightly higher overshoot than the
other IFCS with smaller gains. In addition, the control signal of the controller with smaller
integral gain is more aggressive than the other controller with higher integral gain.
6.6 Summary
The FCS Model Predictive Control has been studied and implemented for relative perfor-
mance management and resource provisioning. Three control algorithms were evaluated:
the optimal FCS-MPC, constrained FCS-MPC and integral FCS-MPC. It was demonstrated
that the best technique is the revised algorithm of FCS with additional integral action in the
feedback control structure. A larger integral gain will lead to a faster closed-loop current
response.

Chapter 7
Comparison and Discussion of Control
Algorithms
7.1 Introduction
The previous chapters presented a system identification process to estimate nonlinear block-
structure models of relative performance and resource management, as well as implemen-
tations of various control methods in a virtualized software system. Three control classes
were discussed. The control systems were integrated into in the testbed in a feedback control
structure with a nonlinear compensation technique. The pre-input and post-output compen-
sators reduce the impact of nonlinear dynamics on the control system performance. The
integration of nonlinear compensators did not obstruct the design and implementation of
the established control system, and control design methodologies can be carried out as in a
common feedback structure. This is a beneficial feature of proposed feedback controls based
on block-oriented models.
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This chapter reports on a comparative study of the proposed control methods for per-
formance management of a virtualized software system. For a comprehensive evaluation
and comparison of performance, experiments are conducted using all control classes, the PI-
based control (Linear Feedback Control (LFC) and Hammerstein-Wiener Feedback Control
(HWFC)), the Data-driven Control (Linear Subspace-based MPC (LSPC)and Hammerstein-
Wiener Subspace-based MPC (HWSPC)), and the Finite Control Set-MPC (Linear Integral
FCS-MPC (LIFCS) and Hammerstein-Wiener Integral FCS-MPC (HWIFCS)).
Evaluations of performance stability and disturbance rejection capability of the proposed
controllers are compared and analyzed, drawing on several experimental cases. The investi-
gations are conducted under different scenarios of performance differentiation objectives,
and with high workload disturbance. The control algorithm and the experiment scenarios are
implemented in the same testbed of a virtualized software system. As already noted, the main
objective of relative performance management is to share and control the available resources
among the virtual machines (clients) to achieve performance objectives. The output of a
controlled system corresponds to the performance differentiation reference.
The results of these experiments will demonstrate that the proposed block-oriented feed-
back control in the Hammerstein-Wiener structure provides significantly better performances
and resource management than does comparison to the linear structure of feedback control.
7.2 Experiment Settings
In order to obtain brief results for performance comparison, the experiments are carried out
in different settings. All control classes are evaluated in two feedback structures: the linear
feedback scheme and the Hammerstein-Wiener feedback scheme (feedback with nonlinear
compensation). For the linear scheme, the control loop is following the structure in Figure
4.5, while the HW feedback refers to the structure in Figure 4.3.
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Three scenarios have been formulated to ensure variation in operational objectives during
runtime.
Scenario A : Reference > 1
Client1 is more important than client2. The set point is placed in the region where the
output signal increases at a high rate under sudden disturbance. The disturbance rejection
capabilities are investigated. This case demonstrates issues of output nonlinearity.
Scenario B : Reference < 1
Client2 is more important than client1. The set point is placed in the region where the output
signal decays at a high rate under sudden disturbance. The disturbance rejection capabilities
are investigated.This case shows the issues of output nonlinearity.
Scenario C : Reference is changed during runtime
The differentiation ratio is changed during runtime. The level of importance of client1 and
client2 is alternately changed. This case shows issues of adaptation ability of the control
system to adjust the environment according to the desired performance objectives.
The controller parameters and gains for all the controllers are similar to those in the
experiments outlined in previous chapters. For the PI-based control : LFC (Kp = 3.95
and Ki = 5.81) , HWFC (Kp = 0.86 and Ki = 0.13), for the data-driven Control : p = 5
and f = Nc = 10, and for the Finite Control Set-MPC : LIFCS (K f cs = 1.96 and Ki = 0.3),
HWIFCS (K f cs = 9.76 and Ki = 0.3)
7.3 Scenario A : Performance Differentiation ratio > 1
In this experiment, the priority levels between both VMs is set to
P2
P1
= 1.5. This reference
value means that the requests from client1 get the first priority, which means they should
be responded to faster than the requests from client2. Therefore, client1 will be given more
resources than client2 during runtime. With reference to Figure 2.4, the output value 1.5 is
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Table 7.1 Statistical summary of steady state response in Scenario A
Statistic Linear Hammerstein-Wiener
LFC LSPC LIFCS HWFC HWSPC HWIFCS
MSE 0.6832 1.2916 0.5518 0.1129 0.6282 0.0917
Minimum Value 0.7008 0.578 0.67 1.1414 0.3945 0.8313
Maximum Value 4.81 9.2895 3.18 3.88 5.5206 2.9756
located in the region where the output signal increases at a high rate when sudden disturbances
occur.
In the first 50 samples, 100 concurrent users are simulated for both clients. However, after
the 50th sample, workloads of client2 increased to 300 requests/sec. Figure 7.1 shows the
workload settings for experiment in scenario A. This workload setting present a scenario in
which higher workloads are suddenly imposed the virtual machine, which has lower priority
in accessing the resources. This condition requires efficient CPU management to assist the
output response of the target system to follow the reference value. The results in Figures
7.2-7.4 show the performance of the control systems. The statistics summary of the output
response is presented in Table 7.1.
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Fig. 7.1 Workloads disturbance in scenario A
In the linear structure, the LIFCS performs better with the least MSE value compared
with the LFC and LSPC. Output from the LSPC has the biggest overshooting when the
workload changes after the 50th sample time. In this case, the controllers are pushed to
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(a) Output response LFC
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(b) Output response HWFC
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(d) Input Signal HWFC
Fig. 7.2 Experimental results of PI-based feedback control in scenario A
operate in zone0 (see Figure 2.4) where the distances between operating points are larger.
Therefore, the LFC system does not have the ability to maintain the stability of the system
when disturbance occurs. The output nonlinearity causes the performance degradation and
reduce the responsiveness of all the linear controllers during runtime. Surprisingly, the
Subspace MPC control systems have the highest overshoot when the workload change but
their control signals movement are the smoothest compare to other control system. The
experiment results have shown that FCS-MPC provides better performance than the other
approaches since output response has less steady state error.
Controllers in HW feedback structures provide much better performance with a fairly
stable output response, even though there was disturbance. This disturbance rejection
capability must be gained from the nonlinear compensation function in the control loop. The
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(b) Output response HWSPC
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Fig. 7.3 Experimental results of Data-driven feedback control in scenario A
smallest steady state error value is shown by the HWIFCS output response followed by the
HWFC and HWSPC, respectively. The response from HWIFCS has the smallest overshoot
at 2.9756 point, while the overshoot in HWSPC is 5.5206 which is two times larger than
HWIFCS. The results also prove that model-based control systems in this experiment provide
a more robust performance management for virtualized software system.
7.4 Scenario B: Performance Differentiation ratio < 1
In contrast with the previous experiment, we set the reverse operating condition and reference
value in this experiment. The priority levels between both VMs is set to
P2
P1
= 0.5. Setting the
reference at greater than 1 represents the condition where requests from client2 need a faster
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(b) Output response HWIFCS
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Fig. 7.4 Experimental results of FCS-MPC feedback control in scenario A
response than requests from client1. Therefore, the system should serve client2 as the first
priority, with a bigger ratio of resource capacity allocation. With reference to Figure 2.4, 0.5
point is located in the region where the output signal decreases at a high rate if disturbance
exists.
For this scenario, the workload settings are as in Scenario B: 100 requests/second for
client1 and client2 during the first 50 samples. Then, after the 50th sample, the workload
of client1 increases suddenly to 300 user requests/sec. The workload changes are plotted in
Figure 7.5. This workload setting is designed to gain an understanding of how the system
responds when the less important class demands higher resources through a sudden increase
in workload rate. The output response and input signal from experiments in scenario B are
presented in Figures 7.6, 7.7 and 7.8.
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Fig. 7.5 Workloads disturbance for experiments in Scenario B
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Fig. 7.6 Experimental results of PI-based feedback control in scenario B
Among all the controllers in the linear scheme, the LIFCS performs best, followed by the
LFC and LSPC. The output response of linear controllers reveals that the Linear SPC has
the most significant stability issues when disturbances are added to the system. The output
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(a) Output response LSPC
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(b) Output response HWSPC
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Fig. 7.7 Experimental results of Data-driven feedback control in scenario B
response of LSPC shows the greatest steady state error when disturbance affected the system
after the 50th sample. In this scenario, the controllers operated in zone1 of the system’s
operating conditions.
For the HW feedback structure, the performance of control systems in scenario B have
are significantly superior to those in the linear structure. The response analyses of the three
cases indicate that the integration of a nonlinear compensator in the feedback control loop
Table 7.2 Statistical summary of steady state response in Scenario B
Statistic Linear Hammerstein-Wiener
LFC LSPC LIFCS HWFC HWSPC HWIFCS
MSE 0.1893 0.3484 0.1223 0.0468 0.0855 0.027
Minimum Value 0.2827 0.242 0.129 0.3115 0.1378 0.345
Maximum Value 2.24 2.58 1.58 1.77 1.49 1.0055
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(a) Output response LIFCS
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(b) Output response HWIFCS
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Fig. 7.8 Experimental results of FCS-MPC feedback control in scenario B
provides better system stability in dealing with the performance differentiation ratio setting
and the workload disturbance. Among the HW control schemes, the best performance is
given by the Integral FCS-MPC controller with the smallest MSE value 0.027 and the least
overshootings in response to disturbance. The HFC and HWSPC shows unstable responses
and high oscillations during runtime and at the time when disturbance arrives in the system.
In this scenario, for both linear and HW feedback control structure, the FCS-MPC
with integral action outperforms the PI-based and Subspace-based MPC control. It can be
validated from the statistics in Table 7.2 that the MSE value of IFCS control system is the
least among the other controllers.
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7.5 Scenario C : setpoint changed during runtime
This experiment is carried out to investigate the robustness of the control systems when the
reference value changes at runtime. Again, in a virtualized software system, the reference
value is the differentiation level of priority level ratio between the VMs, which is the repre-
sentation of the business objective. This is a crucial case because changing the differentiation
level of a VM during runtime requires considerable changes in the management optimization.
In this experiment, the setpoint is maintained at 1 until the 50th sample. Then, after
the 50th sample, it is increased to 1.5. The workload in all sampling times is 200 and 300
requests/sec for V M1 and V M2 respectively. This is a scenario in which both virtual machines
have a workload demand bigger than the nominal value. Then the priority level of the V M
with higher workload is reduced in the middle of runtime. This change causes the VM with
higher demand to be granted lower priority access to resources. The workload setting is
described in Figure 7.9. The results of the experiment are presented in Figures 7.10, 7.11 and
7.12 and the output response statistics are summarized in Table 7.3.
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Fig. 7.9 Workload disturbance for experiments in Scenario C
In this scenario, the performance of all controllers in the linear structure are very unsatis-
factory, with bigger steady state errors. The controllers in the linear scheme cannot maintain
the system when the reference value is changed during runtime. The nonlinear characteristics
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Fig. 7.10 Experimental results of PI-based feedback control in scenario C
of the real system affect the control system. Thus, the linear controller has proven to be a
failure in adapting to changes in business requirement.
The unpredictable change of reference value requires the control systems to adjust adap-
tively and produce suitable control signal to keep the system performs following the reference
conditions. However, the nonlinear dynamics in the system dynamics are influencing the
adaptation ability of the implemented control systems. The output response of LFC is very
Table 7.3 Statistical summary of steady state response in Scenario C
Statistic Linear Hammerstein-Wiener
LFC LSPC LIFCS HWFC HWSPC HWIFCS
MSE 10.175 2.6403 2.7514 0.0366 0.8968 0.00720
Minimum Value 0.63 0.33 0.27 0.85 0.4989 0.39
Maximum Value 9.1 9.79 7.32 2.133 8.21 2.47
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0 10 20 30 40 50 60 70 80 90 100
Sample Time
0
2
4
6
8
10
O
u
tp
u
t 
R
e
sp
o
n
se
y setpoint
(b) Output response HWSPC
0 10 20 30 40 50 60 70 80 90 100
Sample Time
0
1
2
3
4
In
p
u
t 
S
ig
n
a
l
u umin umax
(c) Input Signal LSPC
0 10 20 30 40 50 60 70 80 90 100
Sample Time
0
1
2
3
4
In
p
u
t 
S
ig
n
a
l
u umin umax
(d) Input Signal HWSPC
Fig. 7.11 Experimental results of Data-driven feedback control in scenario C
unstable by reaching 9.1 point of overshooting. In addition, its control signals are very
aggressive but fail to bring the system response to the desired condition as referenced. A
better response is shown by the LSPC system. The LSPC response gives high overshooting
at 9.79 when the reference value change. However, as can be seen from Figure 7.11, the
response of LSPC has a smaller steady state error than LFC. LSPC also shows a smoother
control signal as the realization of adaptability to the workload setting in this scenarios and
the reference change.
In contrast, impressive performances are exhibited by the controllers in the HW structure.
It can be seen from the output responses that the controllers can adapt responsively to the
changes in the reference value of priority level. The best response is from the HWIFCS
control system, followed by HFC, with the MSE values of 0.00720, and 0.036 respectively.
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Fig. 7.12 Experimental results of FCS-MPC feedback control in scenario C
The output from HWSPC shows the biggest steady state error, however, it still significantly
outperforms the controller output in the linear structures. There is no doubt that the adap-
tation capability of controllers in the HW feedback structure is influenced by nonlinear
compensators integration.
Scenario C is designed to evaluate the robustness of control systems to handle the variation
of differentiated performance objectives of virtualized software system. In order to make the
runtime condition more complex, workload of the VMs are set differently from the beginning
of experiment, V M2 workload is doubled from V M1. In this complex operating condition,
nonlinearities in the system dynamics will lead the system to respond very unstable and fail
to meet the required performance objectives. Therefore, the controller should be equipped
with an element to reduce or eliminate the nonlinearities effect. Putting a pre-input and
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post-output nonlinear compensator in the HW fedback control structure is the proper solution
to deal with a complex environment.
The behavior of PI-based feedback control response in linear structure are almost similar
with the experiment results from the studies in [62, 30, 51]. However, this thesis provides
significant improvements in the HW feedback structure and the variance of the MPC control
class in model-based and model-free method. To the best of our knowledge, in the previous
studies for performance management by using MPC, only the original MPC algorithm are
implemented as in [30]. In this thesis, a Subspace-based MPC and Finite Control Set MPC are
implemented to improve the predictability and the disturbance rejection capability of control
systems. Another considerable factor that improves the control performance is the novel
approach for model estimation in Section 3. The proposed system identification provides
more accurate models for the linear and nonlinear dynamics.
7.6 Summary
The above results demonstrate that in all control classes, the proposed control approaches
with nonlinear compensations show a significant improvement in performance management
output compared with the linear control system. Specifically, performance improvements are
caused by the disturbance rejection capabilities of the control methods. Therefore, in any
scenario of disturbance, a system will respond without sacrificing the steady state condition
of the system. When reference signals were placed in the sensitive region, disturbances were
rejected efficiently under high workloads.

Chapter 8
Conclusion
8.1 Summary
With the rapid growth of shared resource computing environments, attention has been drawn
to the study of control system applications for automatic performance management and
resource provisioning. The objective of performance management in this class of software
system is to maintain the desired performance properties by managing the available resources
between users. However, it was found that there was a lack of physical knowledge regarding
system dynamics, which has led to a significant challenge in applying control engineering
methodologies in software environments. This thesis aimed to address these issues by
implementing system identification and control engineering approaches in the management
scheme of a virtualized software system.
The characterization of nonlinear dynamics has been performed according to the Hammerstein-
Wiener model, a block-oriented system identification. With the estimated models, a nonlinear
feedback control structure was designed to automate resource management in the relative
management scheme during runtime. The control objective was to guide the system to achieve
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the referenced performance properties. In this study, the QoS property to be controlled was
the response time of the host machine in serving the requests of virtual machines. The princi-
pal research contributions of this thesis are novel nonlinear model estimation techniques and
two classes of model-based control and a class of data-driven control have been deployed as
control methodologies for relative performance management systems. The controllers were
implemented in the linear feedback structure without nonlinear compensation, and in the
Hammerstein-Wiener feedback control structure where the nonlinearities were compensated
for using estimated inverse static models. The proposed approaches were evaluated directly
in a real testbed of a two VM software system in various experimental scenarios. According
to the results of the experiments, the control systems with pre-input and post-output nonlinear
compensation give significantly better performance.
The major conclusions of this thesis are summarized by referring to the studies, experi-
ments and evaluations in all chapters.
Chapter 2 discussed about virtualization technology and the installation procedure of virtu-
alized software system testbed.The system was established using an open-source software
stack to represent a shared resources environment. The fundamental characteristics of a
software system as a shared resources environment were presented. The nonlinear dynamics
in input and output variables of the system were outlined.
Chapter 3 described system identification to estimate the virtualized software system dy-
namics within the framework of a Hammerstein-Wiener model. The system identification
results demonstrated significant improvement for parameter selection of a nonlinear model.
The proposed method of utilizing the FSF function for the linear model and the output
nonlinearity was estimated in B-spline curve functions. B-spline model estimation was
combined with a data clustering method in curve parameter selection to manage the knot
position of the B-spline curve.
Chapter 4 outlined the design and deployment of PI-based feedback controls. The feed-
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back control loop was executed in a structure integrated with nonlinear compensators that
eliminate the input and output nonlinearities in system dynamics. The PI controller in the
Hammerstein-Wiener structure provides better performance management in nominal condi-
tions, and in the event of unpredictable workload change.
Chapter 5 developed a data-driven predictive control for the control system. Subspace-based
MPC was implemented in a virtualized software system in a Hammerstein-Wiener structure.
The chapter also presented an evaluation on the effect of control horizon length to the stability
of control performance.
Chapter 6 demonstrated experiments using Finite Control Set - Model Predictive Control
for relative performance management and resource provisioning. Three control algorithms
were evaluated: optimal FCS-MPC, constrained FCS-MPC and integral FCS-MPC. It was
shown that the best technique is the revised algorithm of FCS with additional integral action
in the feedback control structure. The effect of integral gain magnitude was also evaluated.
Chapter 7 presented comparative studies and analysis of all the proposed control schemes
in scenarios with more complicated operating conditions. The workloads were changed
unpredictably, and the reference value of the performance objective was set in the area where
nonlinear dynamics would immediately affect the system responses. The experimental results
demonstrated that in all control classes, the proposed control approaches with nonlinear
compensations showed significant improvement in performance management output than did
the linear control system.
8.2 Future Research
In this thesis, the proposed system identification and control implementations are applied in
a relative scheme of performance management and resource provisioning. Therefore, further
research regarding their application in an absolute scheme would be useful.
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The control approach evaluations for all case studies in this thesis are conducted in
a software system comprising two virtual machines. The development of an autonomic
management system for more virtual machines would be another challenging topic for
investigation. The relative objectives and operating conditions in a condition where many
clients are sharing a resource environment necessitate a more complex control system design.
Furthermore, on-line identification of output nonlinearity could be useful in studies on
nonlinear dynamics, which might change over time. More rigorous nonlinear compensation
would be beneficial.
Summary of Appendices
The first appendix to this thesis outlines the detailed architecture of a control system in an
environment of dual virtual machines, followed by the CAPCAL algorithm, the resource
allocation algorithm for relative performance scheme, in the second appendix. The next
two appendices set out the main algorithm in Matlab code for Hammerstein-Wiener system
identification, and the controller gain calculations of a data-driven controller (Subspace-based
MPC). The PI and FCS controller gain calculations are not provided, since they can be carried
out in simple coding steps based on equations derived in the corresponding chapters. In this
thesis, the analysis and experiments are proceeded in two programming languages, Matlab
and Java. Matlab programming is used for system identification (Appendix C), and for
the calculation of predictors and controller gains (Appendix D). The software elements
for the real experimental testbed are developed in Java, a class-based and object-oriented
computer programming language. The algorithms for the actuator, sensor, workload setting
and controller elements are composed using the Java class libraries, with more complex and
extended code used in each of the classes that are linked to each other. The functions of the
estimated models and the controller algorithms are converted into Java programming before
the real runtime of the experiment.

Appendix A
Architecture of a shared resource
software system
Figure A.1 shows the control loop architecture of a two-class shared resource software
system.
The function of each element in the architecture consists of several elements:
Feedback control system. The control algorithm for performance management is deployed in
this element. It is responsible to produce control signal as the instruction to the system to
allocate resources to the clients.
Actuator. An actuator functions to receive the control signal and deliver information regarding
resource allocation to the scheduler.
Workloads. Workload from clients enforce the operational condition. It is the form of client
request to be served by the system.
Classifier. The classifier categorizes client requests based on their class, and passes them to
the corresponding workload queue.
Scheduler. The scheduler is responsible for scheduling the request depending on the available
resource according to the control signal sent by the actuator. The scheduler deploys the
resource allocation decisions. For example, if the control signal is to maintain 50 and 25
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Architecture of a shared resource software system
Fig. A.1 Abstraction of control loop architecture in two classes shared resource software
system
resource units for client1 and client2 respectively, the scheduler will implement this resource
capacity allocation until the next control signal arrives.
Sensor. A sensor is implemented for real measurement of the average response time to clients
and forwards theresults of measurement to the feedback control system.
Appendix B
Resource Cap calculation
This appendix presents the pseudo-algorithm for resource allocation calculation in the relative
scheme of a multi-clients shared resources environment.
CapRatio(k)= Capi(k)Capi−1(k) , where i = 1,2, . . .n
sum: the sum of normalized resource allocation ; T :total amount of resources and
Start Algorithm
CapRatio2 = 1
sum = 1
f or(int j = n−1; j 0; j−−){
CapRatio j(k) =CapRatio j−1(k)∗U j+1(k)
sum = sum+CapRatio j(k)
}
f or(int j = n; j 0; j−−){
Cap j(k) = T ∗ (CapRatio j(k)sum )
}
End Algorithm

Appendix C
Matlab Code for Hammerstein-Wiener
System Identification
Model estimation with randomly selected parameter for Knot vector of B-Spline curve
clear;clc;
global u yDat tn nu ny N n M p Ph PhL PhNL Ni npar ;
load dataV.mat; load dataY.mat; u = dataV ; yDat = dataY ;
%Initialization of model parameter
nu = size(u,2); %number of input u
ny = size(yDat,2); %number of input y
N = 30; %number of frequency
n = 13; %number of linear model order, n must be odd number
Ntn = 4; %total parameter for knot-2
p = 3; %p=degree=order-1, for linear(p=1), quadratic(p=2), cubic(p=3)
w = 1; %bo
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%parameter for knot vector calculation
tnMinimum = f loor(min(yDat));
tnMaximum = ceil(max(yDat));
r = sort((tnMaximum− tnMinimum).∗ rand(Ntn,1)+ tnMinimum)′;
tn = [tnMinimum r tnMaximum] %Curve parameter from randomly selected point
%Basis Function of B-Spline
[Ni,npar,m] = regspline(yDat, tn, p,w);
%Regression matrix
[Ph,PhL,PhNL] = ModelReg(u,nu,N,n,Ni,npar);
%Output prediction using Orthogonal Decomposition
[T h,Covar,errpred,ypred,y] = orthoP(n,u,yDat,Ph,PhL,PhNL,Ni,w);
%Prediction Error
eRed f ull = errRed;
MSE f ull = mean(errpred.2);
%Output of linear element and Inverse Static Output Nonlinearity
Xl = real(PhL∗T h(1 : n,1)); %output of linear element
Xa = real(−PhNL∗T h(n+1 : n+npar,1));
XNL = Xa+(w∗Ni(:,1)); %output of inverse static output nonlinear
save(′XInv.mat ′,′XNL′); %save variable XNL for estimation with k-means clustering
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plot(yDat(2 : end),Xl(2 : end),′ or′,yDat(2 : end),XNL(2 : end),′ xb′)
Model estimation with k-means clustering clear;clc;
global u yDat tn nu ny N n M p Ph PhL PhNL Ni npar ;
load dataV.mat; load dataY.mat; u = dataV ; yDat = dataY ;
%Initialization of model parameter nu = size(u,2); %number of input u
ny = size(yDat,2); %number of input y
N = 30; %number of frequency
n = 13; %number of linear model order, n must be odd number
Ntn = 4; %total parameter for knot-2
p = 3; %p=degree=order-1, for linear(p=1), quadratic(p=2), cubic(p=3)
w = 1; %bo
%parameter for knot vector calculation
tnMinimum = f loor(min(yDat));
tnMaximum = ceil(max(yDat));
%Clustering data based on the density using k-means algorithm
Xn = [yDat XNL];
k = Ntn; %number of cluster
[c] = clusterdat(Xnn,k)
r = sort(c(:,1)′);
tn = [tnMinimum r tnMaximum] %Curve parameter from centroids of each cluster
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%Basis Function of B-Spline
[Ni,npar,m] = regspline(yDat, tn, p,w);
%Regression matrix
[Ph,PhL,PhNL] = ModelReg(u,nu,N,n,Ni,npar);
%Output prediction using Orthogonal Decomposition
[T h,errpred,ypred] = out putEst(u,yDat,Ph,Ni,w);
%Prediction Error
MSE f ull = mean(errpred.2);
%Output of linear element and Inverse Static Output Nonlinearity
Xl = real(PhL∗T h(1 : n,1)); %output of linear element
Xa = real(−PhNL∗T h(n+1 : n+npar,1));
XNL = Xa+(w∗Ni(:,1)); %output of inverse static output nonlinear
save(′XInv.mat ′,′XNL′); %save variable XNL for estimation with k-means clustering
Basis Function of B-Spline curve f unction [Ni,npar,m] = regspline(yDat, tn, p,w)
global Ni tn
udat = yDat ′;
npar = length(tn)−1;
m = npar+ p+2; %n+p+1
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%knot series [U0.....Um]
f or i = 1 : p+1
U(i) = min(tn);
end
f or i = (m)− (p+1) : (m)
U(i) = max(tn);
end
f or j = 1 : (npar− p)
ti = 0
f or i = j : j+ p−1
ti = ti+ tn(i+1);
end
U( j+ p+1) = ti/p;
end
%knot span
f or l = 1 : size(udat,2)
uN = udat(l)
B = zeros(1,npar+1);
i f (uN ==U(1))
B(1) = 1;
else i f (uN ==U(npar+2))
B(npar+1) = 1;
else
low = p;
high = npar+1;
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mid = f loor((low+high)/2);
while (uN <U(mid+1)||uN >=U(mid+2))
i f (uN <U(mid+1))
high = mid;
else
low = mid;
end
mid = f loor((low+high)/2);
end
i = mid+1;
%Basis Function N(i)
B(i) = w;
f or d = 1 : p
B(i−d) = ((U(i+1)−uN)/(U(i+1)−U((i−d)+1)))∗B((i−d)+1);
f or m = i−d+1 : i−1
B(m) = (((uN−U(m))/(U(m+d)−U(m)))∗B(m))+(((U(m+d+1)−uN)/(U(m+d+
1)−U(m+1)))∗B(m+1));
end
B(i) = ((uN−U(i))/(U(i+d)−U(i)))∗B(i);
end
end
end
Ni(l, :) = B;
end
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Regression Matrix f unction [Ph,PhL,PhNL] = ModelReg(u,nu,N,n,Ni,npar);
global u nu N n Ph PhL PhNL npar ;
% Step a. Regression matrix of Linear Model
% Passing the input Pu to FSF filter to form regression matrix Ph = [f(0) f(1) f(-1) f(2) f(-2)....
f((N-1)/2) f(-(N-1)/2)]
%Data input
f or i = 1 : nu;
lagU(:, i) = [zeros(N(i),1);u(1 : length(u)−N(i), i)] ; %input with lag operator(z-ˆN)u
f ilU(:, i) = (u(:, i)− lagU(:, i))/N(i); %input into the filter
end
%filter
num = [1] ; %numerator for all f
den0 = [1 −1] ; %denumerator for f0 = [1 - z-ˆ1]
Pcol = 1;
f or i = 1 : nu
PhL(:,Pcol) = f ilter(num,den0, f ilU(:, i)); %f0
f or k = 1 : (n(i)−1)/2
den = [1 − exp(sqrt(−1)∗2∗ k ∗ pi/N(i))] ; %denumerator for other fk except f0
PhL(:,2∗ k+Pcol−1) = f ilter(num,den, f ilU(:, i)); %f(1) f(2) .. f(N-1)/2
PhL(:,2∗ k+Pcol) = con j(PhL(:,2∗ k+Pcol−1)); %f(-1) f(-2) .. f(-(N-1)/2)
end
Pcol = Pcol+n(i);
end
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%Step b. Siso Regression matrix of Inverse Static nonlinearity
f or j = 1 : npar
PhNL(:, j) =−Ni(:, j+1);
end
Ph = [PhL PhNL] ;
Output Prediction using Least Squares f unction [T h,errpred,ypred] = out putEst(u,yDat,Ph,Ni,w);
global n y u yDat Ph PhL PhNL Ni Q g ;
y = w∗Ni(:,1);
T h = inv(Ph′ ∗Ph)∗Ph′ ∗ y; %model parameters
ypred = real(Ph∗T h); %output prediction
errpred = y− ypred; %ordinary residual error
k-means Clustering
f unction [c] = clusterdat(Xnn,k)
global cXnn
[n,m] = size(Xnn);
c = Xnn(ceil(rand(k,1)∗n), :);
% Initial variables
aD = ones(n,1);aDX = zeros(n,1);D = zeros(n,k);
% Main loop converge if previous partition is the same as current
while any(aD = aDX)
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aD = aDX ;
% Loop for each centroid
f ort = 1 : k
d = zeros(n,1);
f ors = 1 : m
d = d+(Xnn(:,s)− c(t,s)).2;
end
D(:, t) = d;
end
% Partition data to closest centroids
[z,aDX ] = min(D, [] ,2);
% Update centroids using means of partitions
f ort = 1 : k
c(t, :) = mean(Xnn(aDX == t, :));
end
end

Appendix D
Matlab Code for Subspace-based MPC
Subspace Predictor clear
loadudat; loadydat;uid = udat;yid = ydat; %input and output data
uidbase= uid(1 : size(uid,1)/2);yidbase= yid(1 : size(yid,1)/2); %input-output data pairs
for estimation
p = 5; f = 5; %length of past and future data
m = size(uidbase,2);
l = size(yidbase,2);
Nsys = length(yidbase);
%Hankel matrices construction
U p = hankel(uidbase(1 : p∗m),uidbase(p∗m : (Nsys− f )∗m));
U p =U p(:,1 : m : end);
U f = hankel(uidbase(p∗m+1 : (p+ f )∗m),uidbase((p+ f )∗m : Nsys∗m));
U f =U f (:,1 : m : end);
Y p = hankel(yidbase(1 : p∗ l),yidbase(p∗ l : (Nsys− f )∗ l));
Y p = Y p(:,1 : l : end);
Y f = hankel(yidbase(p∗ l+1 : (p+ f )∗ l),yidbase((p+ f )∗ l : Nsys∗ l));
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Y f = Y f (:,1 : l : end);
W p = [Y p;U p] ;
%QR decomposition
A = [W p;U f ;Y f ] ;
i f size(A,1)> size(A,2)
A = A′;
end
[x,y] = size(A);
% initialize Q and R
Q = zeros(y,x);
R = zeros(x,x);
% begin loop
f or j = 1 : x
% calculate the elements of matrix R and Q
R( j, j) = sqrt(A( j, :)∗A( j, :)′);
Q(:, j) = 1/R( j, j)∗A( j, :)′;
R( j+1 : x, j) = A( j+1 : x, :)∗Q(:, j);
% update the A matrix
A( j+1 : x, :) = A( j+1 : x, :)−R( j+1 : x, j)∗Q(:, j)′;
end
L = R(p∗ (m+ l)+ f ∗m+1 : end,1 : p∗ (m+ l)+ f ∗m)∗ pinv(R(1 : p∗ (m+ l)+ f ∗m,1 :
p∗ (m+ l)+ f ∗m));
Lw = L(:,1 : p∗ (m+ l));
Lu = L(:, p∗ (m+ l)+1 : end);
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wQ = 1;wR = 1;%weighting matrices
Nc = 5;%the length of control horizon
IL = eye(l); Im = eye(m);
T l = zeros(l ∗ f );
Fl = zeros(l ∗ f , l);Fm = zeros(m∗Nc,m);
f orctr = 1 : l : f ∗ l
f orctr2 = 1 : l : cnt
T l(ctr : ctr+ l−1,ctr2 : ctr2+ l−1) = IL;
Fl(ctr : ctr+ l−1, :) = IL;
end
end
f orcnt = 1 : m : Nc∗m
Fm(cnt : cnt+m−1, :) = Im;
end
%WQ = diag(Fl ∗wQ);
WR = diag(Fm∗wR);
Lus = T l ∗Lu;
i f Nc < f ;
Lus = Lus(:,1 : m∗Nc);
end
KdelP = pinv((Lus)′ ∗WQ∗ (Lus)+WR)∗ (Lus)′ ∗WQ∗ (Lws);
Ke = pinv((Lus)′ ∗WQ∗ (Lus)+WR)∗ (Lus)′ ∗WQ∗ (Fl);
KdelPTrunct = KdelP(1 : m, :);
KeTrunct = Ke(1 : m, :);
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KdelP = KdelP(1 : m, :);
Ke = Ke(1 : m, :);
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