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Abstract
In this paper we follow the study of the hierarchical product of graphs, an opera-
tion recently introduced in the context of networks. A well-known example of such a
product is the binomial tree which is the (hierarchical) power of the complete graph
on two vertices. An appealing property of this structure is that all the eigenvalues
are distinct. Here we show how to obtain a graph with this property by applying the
hierarchical product. In particular, we propose a generalization of the binomial tree
and some of its main properties are studied.
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1 Introduction
Some classical graphs, modeling real-life complex networks, present a modular or hierar-
chical structure. This is the case, for instance, of networks with nodes having high degree,
which are known as hubs [1]. These nodes usually play a critical role in the information
flow of the system because many of the other nodes send and receive information through
them. In [2] the authors introduced the hierarchical product of graphs which produces
graphs with a strong (connectedness) hierarchy in their vertices. In fact, the obtained
graphs turn out to be subgraphs of the Cartesian product of the corresponding factors.
In particular, when each factor is the complete graph K2, the resulting graph is a span-
ning tree of the hypercube. Some well-known properties of the Cartesian product, such
as a reduced mean distance and diameter, simple routing algorithms and some optimal
communication protocols are inherited by the hierarchical product.
On the other hand, the study of the spectrum of a graph is relevant for estimating
important structural properties, which provide information on the topological and com-
munication characteristics of the corresponding network [4, 8, 9, 10, 13, 14]. Among
these properties, which are usually very hard to obtain by other methods, we have edge-
expansion and node-expansion, bisection width, diameter, maximum cut, connectivity,
and partitions [6].
In this paper we follow the study of the hierarchical product of graphs. A well-
known example of such a product is the hypertree [2, 3] or binomial tree Tm [7] which
is the (hierarchical) m-th power of the complete graph K2. An appealing property of
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this structure is that all its eigenvalues are distinct. As it was shown in [15], this fact
has some structural consequences, such as the Abelianity of the automorphism group.
Indeed, we showed in [2] that the automorphism group of Tm is the symmetric group S2.
This, together with the high degree of hierarchy of such trees, results in a number of nice
properties for their spectra. Here we show how to obtain graphs with the above spectral
property by applying the hierarchical product. In particular, we propose a generalization
of the binomial tree, which we call r-adic (m-dimensional) hypertree Tmr and some of
its main properties are studied. This structure is characterized by two main features: it
is a spanning subgraph of the r-dimensional mesh, and its vertices have a high degree
of (connectedness) hierarchy. More precisely, because of the relationship satisfied by the
characteristic polynomials of Tmr and T
m−1
r , every eigenvalue of the latter gives rise to
r eigenvalues of the former. Consequently, there is a strong relationship between the
eigenvalues and the eigenvectors of the r-adic hypertrees of different dimensions.
2 Basic properties of the hierarchical product
For the basic concepts, notation and results about graphs, see for instance [5]. The
hierarchical product of two graphs, introduced in [2], is defined as follows. Let Gi =
(Vi, Ei) be two graphs with vertex sets Vi, i = 1, 2, having a distinguished or root vertex,
labeled 0. The hierarchical product G2 ⊓G1 is the graph with vertices x2x1, xi ∈ Vi, and
edges {x2x1, y2y1} where either y2 = x2 and y1 ∼ x1 in G1, or y1 = x1 = 0 and y2 ∼ x2
in G2.
Thus, G2⊓G1 has |V2||V1| vertices and |E2|+|V2||E1| edges. Also, notice that G2⊓G1 is
a (spanning) subgraph of the Cartesian (or direct) product G2 2G1. (This fact suggested
us to use the notation “⊓” for our product since, whereas K2 2K2 is a square, K2 ⊓K2
is a path on four vertices.) Although the Cartesian product is both commutative and
associative, the hierarchical product has only the second property, provided that the root
vertices are chosen in the natural way (for instance, the root of G2 2G1 is chosen to be
0 = 00). This allows us to recursively define the hierarchical product of N graphs Gi,
i = 1, 2, . . . , N , as GN ⊓ · · · ⊓G2 ⊓G1 = (GN ⊓ · · · ⊓G2) ⊓G1. As a consequence, since
clearly K1⊓G = G⊓K1 = G, the set of graphs with the binary operation ⊓ is a semigroup
with identity element K1 (that is, a monoid). A simple consequence of the above is the
following result.
Lemma 2.1 [2] Let H = GN ⊓ · · · ⊓G2 ⊓G1. For a fixed string z of appropriate length
(for instance z = 0 = 00 . . . 0), let H〈zxk . . . x1〉 denote the subgraph of H induced by
the vertex set {zxk . . . x1 |xi ∈ Vi, 1 ≤ i ≤ k}. Let H〈xN . . . xkz〉 be defined analogously.
Then,
(a) H〈zxk . . . x1〉 = Gk ⊓ · · · ⊓G1 for any fixed z;
(b) H〈xN . . . xk0〉 = GN ⊓ · · · ⊓Gk;
(c) H〈xN . . . xkz〉 = mK1 (that is, a set of m = nN · · · nk singletons) for z 6= 0, where
ni = |Vi|, k ≤ i ≤ N .
Concerning some algebraic properties of the hierarchical product, it was shown in [2]
that, if Gi has adjacency matrix Ai, i = 1, 2, then, the adjacency matrix of its hierarchical
product H = G2 ⊓G1 is (under some appropriate labeling of its vertices):
AH = A2 ⊗D1 + I2 ⊗A1 ∼= D1 ⊗A2 + A1 ⊗ I2, (1)
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where ⊗ stands for the Kronecker product, and D1 = diag(1, 0, . . . , 0) and I2 (the identity
matrix) have size n1 × n1 and n2 × n2, respectively. For instance, let G be a graph of
order N , and consider its hierarchical product H = G⊓Pr by the path Pr with r vertices
and adjacency matrix Ar. Then, using (1),
AH = D1 ⊗AG + Ar ⊗ IN =


AG IN 0 · · · 0 0
IN 0 IN · · · 0 0
0 IN 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 IN
0 0 0 · · · IN 0


, (2)
which is an r × r matrix of N ×N blocks.
From this result, and using the expression for computing the determiant of a block
matrix [17], it is possible to compute the characteristic polynomial of a generic two-term
product:
Theorem 2.2 [2] Let Gi, i = 1, 2, be two graphs on ni vertices, with adjacency matrix
Ai and characteristic polynomial φi(x). Let G1 have root vertex 0 and consider the graph
G∗1 = G1 − 0, with adjacency matrix A∗1 and characteristic polynomial φ∗1. Then, the
characteristic polynomial φH(x) of the hierarchical product H = G2 ⊓G1 is:
φH(x) = φ
∗
1(x)
n2φ2
(
φ1(x)
φ∗1(x)
)
. (3)
(See [16] for another approach to an equivalent result.)
3 Spectral properties of the hierarchical product G ⊓ Pr
In [2, 3], it was shown that the hypertree (or binomial tree) has all its eigenvalues distinct.
In fact, this is a particular case of the following proposition, which shows how to obtain
a graph with this spectral property by means of the hierarchical product.
First, recall that the characteristic polynomial φr of the path Pr satisfies the recurrence
φr(x) = xφr−1(x)− φr−2(x) (r ≥ 2) (4)
starting from φ0(x) = 1 and φ1(x) = x. Consequently, φr(x) = Ur(
x
2 ), where Ur stands
for the r-degree Chebyshev polynomial of the second kind [18]. As these polynomials have
zeros at xk = cos(
kπ
r+1), the eigenvalues of Pr can be written as
λk = −2 cos
(
(k + 1)π
r + 1
)
, k = 0, 1, . . . , r − 1,
with λ0 < λ1 < · · · < λr−1 and λk = −λr−1−k. See, for instance, [4, 8].
Proposition 3.1 Let G be a graph on n vertices with all distinct eigenvalues, denoted
λ1 < λ2 < · · · < λn. Then, all the eigenvalues of the hierarchical product H = G ⊓ Pr,
on nr vertices, are also different, provided that the root of the path Pr is chosen to be
one of the two vertices of degree one. Moreover, every eigenvalue λi of G gives rise to r
eigenvalues of H, λ0i < λ1i < · · · < λ(r−1)i, which are the solutions of the equation
φr(x)− λiφr−1(x) = 0, (5)
such that λi > λj implies λhi > λhj.
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Proof. With the above notation and using (3), the characteristic polynomial of H is
φH(x) = φr−1(x)nφG
(
φr(x)
φr−1(x)
)
,
since the root of Pr is chosen to be one of the vertices of degree 1 and, thus, P
∗
r = Pr−0 =
Pr−1 and φ∗r(x) = φr−1(x).
Then, we have the following implications:
λ ∈ spH ⇔ φH(λ) = 0⇔ Φr(λ) ∈ spG, (6)
where Φr(λ) :=
φr(λ)
φr−1(λ)
. (Note that the zeros of φr−1(x) are not zeros of φH(x) because
φG(x) is a polynomial of degree n.) Therefore, every λi ∈ spG gives rise to r eigenvalues of
H, denoted by λhi, h = 0, 1, . . . , r− 1, which are the solutions of the equation Φr(x) = λi
corresponding to (5). In order to study such solutions we need to know the behavior of
Φr(x). First, let us see that this (rational) function is strictly increasing on its domain.
Indeed, by (4) we have that Φr satisfies the following recurrence relation
Φr(x) =
φr(x)
φr−1(x)
= x− φr−2(x)
φr−1(x)
= x− 1
Φr−1(x)
(r > 2) (7)
with Φ1(x) =
φ1(x)
φ0(x)
= x strictly increasing. By using induction, the fact that Φr−1(x) is
strictly increasing implies that Φr(x) also is, because it is the sum of two strictly increasing
functions.
Moreover, the function Φr(x) has the same zeros as φr, that is, xk = −2 cos
(
(k+1)π
r+1
)
,
k = 0, 1, . . . , r − 1, and asymptotes at x˜ℓ = −2 cos( ℓπr ), ℓ = 1, . . . , r − 1, which interlace
the zeros, that is,
x0 < x˜1 < x1 < x˜2 < x2 < · · · < xr−2 < x˜r−1 < xr−1. (8)
(A well-known property of any sequence of orthogonal polynomials [12, 18].)
Consequently, if r is even, then every λi ∈ spG yields, in H, r2 positive eigenvalues,
0 < λ r
2
,i < λ r
2
+1,i < · · · < λr−1,i
and r2 negative eigenvalues
λ0,i < λ1,i < · · · < λ r
2
−1,i < 0.
On the other hand, if r is odd, then every positive (respectively, negative) eigenvalue
λi ∈ spG yields, in H, r+12 (respectively, r−12 ) positive eigenvalues, and r−12 (respectively,
r+1
2 ) negative eigenvalues. Moreover, if 0 ∈ spG, then we get in H the eigenvalue 0, r−12
positive eigenvalues and the same number of negative eigenvalues. Finally, the condition
on the ordering of the obtained eigenvalues is due to the increasing character of the
function. (As an example, Fig. 1 shows how each eigenvalue of G yields three eigenvalues
of G ⊓ P3.) 2
Being more precise, notice that the eigenvalues ofH are distributed within the intervals
bounded by the asymptotes in the following way: for every i0, i1, . . . , ir−1 in {1, 2, . . . , n}
we have
λ0i0 < x˜1 < λ1i1 < x˜2 < λ2i2 < · · · < λ(r−2)ir−2 < x˜r−1 < λ(r−1)ir−1
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Φ3(x) =
(x2 − 2)x
(x2 − 1)
· · · · · ·
· · ·
...
λ01
λ11
λ21
λ02
λ12
λ22
λ03
λ13 λ23
λ0n
λ1n λ2n
λ1
λ2
λ3
λn
Figure 1: From ◦ ∈ spG to • ∈ sp(G ⊓ P3) through Φ3(x) = φ3(x)φ2(x) =
(x2−2)x
x2−1 .
(compare with (8)). In other words, there exist functions fh, h = 0, 1, . . . , r − 1, such
that, when evaluated on each λi ∈ spG, give the eigenvalues λhi ∈ sp(G ⊓ Pr) which are
the solutions of (5) satisfying
λ0i = f0(λi) ∈ I0 = (−∞, x˜1),
λhi = fh(λi) ∈ Ih = (x˜h, x˜h+1), h = 1, 2, . . . , r − 2, (9)
λ(r−1)i = fr−1(λi) ∈ Ir−1 = (x˜r−1,∞).
For instance, when r = 2 the equation to be solved is Φ2(x) =
x2−1
x = λi and, then,
the above functions are
f0(λi) =
λi−
√
λ2
i
+4
2 < 0, f1(λi) =
λi+
√
λ2
i
+4
2 > 0.
Another simple consequence of the above proposition is the following result.
Corollary 3.2 If λ is a non-zero eigenvalue of G and 1λ is an eigenvalue of Pr+1, then
λ is also an eigenvalue of G ⊓ Pr.
Proof. From the hypothesis φr+1
(
1
λ
)
= 0 and, by using (4), we have that
1
λφr
(
1
λ
)− φr−1 ( 1λ) = 0.
Then, 1λ is a solution of (5), with λi =
1
λ , and Proposition 3.1 gives the result. 2
As an example, G = P4 has the eigenvalues λ0 < λ1 < λ2 < λ3 satisfying λ0 = λ
−1
1 =
−2 cos (π5 ) = −1+√52 and λ3 = λ−12 = 2cos (π5 ) = 1+√52 . Then, from the above corollary
spP4 ⊂ sp(P4 ⊓ P3).
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Another approach for finding the eigenvalues of G ⊓ Pr is through their respective
eigenvectors, as the next result shows.
Proposition 3.3 Let λ be an eigenvalue of G with corresponding eigenvector u. Let us
consider the r × r (symmetric) matrix
A(λ) =


λ 1 0 · · · 0 0
1 0 1 · · · 0 0
0 1 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 1
0 0 0 · · · 1 0


, (10)
with eigenvalues λ0, λ1, . . . , λr−1 and corresponding eigenvectors w0,w1, . . . ,wr−1. Then,
the hierarchical product H = G ⊓ Pr has the same eigenvalues with corresponding eigen-
vectors w0 ⊗ u,w1 ⊗ u, . . . ,wr−1 ⊗ u (column vectors must be seen as r × 1 matrices).
Proof. From the hypothesis, AGu = λu. Moreover, for every h, 0 ≤ h ≤ r − 1, let
wh = (wh(r−1), wh(r−2), . . . , wh0)⊤ be the eigenvector of A(λ), satisfying A(λ)wh = λhwh,
which corresponds to the equations
λwh(r−1) + wh(r−2) = λhwh(r−1)
wh(r−1) + wh(r−3) = λhwh(r−2)
wh(r−2) + wh(r−4) = λhwh(r−3) (11)
...
wh2 + wh0 = λhwh1
wh1 = λhwh0.
Then,
AH(wh ⊗ u) =


AG IN 0 · · · 0 0
IN 0 IN · · · 0 0
0 IN 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 IN
0 0 0 · · · IN 0




wh(r−1)u
wh(r−2)u
wh(r−3)u
...
wh1u
wh0u


=


wh(r−1)λu+ wh(r−2)u
wh(r−1)u+ wh(r−3)u
wh(r−2)u+ wh(r−4)u
...
wh2u+ wh0u
wh1u


= λh


wh(r−1)u
wh(r−2)u
wh(r−3)u
...
wh1u
wh0u


= λh(wh ⊗ u),
as claimed. 2
Note that, from the above result, the characteristic polynomial of A(λ) coincides with
the polynomial in (5), that is,
φA(λ)(x) = φr(x)− λφr−1(x).
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Notice also that, as A(λ) diagonalizes, the eigenvectors w0,w1, . . . ,wr−1 are linearly
independent and so are the eigenvectors w0⊗u,w1⊗u, . . . ,wr−1⊗u. In fact, for every
eigenvalue λh of A(λ), its corresponding eigenvector can be computed by evaluating at
λh the characteristic polynomial φi of the path Pi, for i = r − 1, r − 2, . . . , 0, as the next
lemma shows.
Lemma 3.4 If the matrix A(λ) has the eigenvalue λh, then its corresponding eigenvector
is
wh = (wh(r−1), wh(r−2), . . . , wh0)
⊤ = (φr−1(λh), φr−2(λh), . . . , φ0(λh))⊤. (12)
Proof. Substituting whi by φi(λh), for i = r−1, . . . , 0, into (11), we are lead to prove
the following equations:
λφr−1(λh) + φr−2(λh) = λhφr−1(λh)
φr−1(λh) + φr−3(λh) = λhφr−2(λh)
φr−2(λh) + φr−4(λh) = λhφr−3(λh) (13)
...
φ2(λh) + φ0(λh) = λhφ1(λh)
φ1(λh) = λhφ0(λh).
The first equation holds since, by using (4),
λhφr−1(λh)− φr−2(λh)− λφr−1(λh) = φr(λh)− λφr−1(λh) = φA(λ)(λh) = 0
Also, the following r − 2 equations correspond to (4) with x = λh, whereas the last one
holds since φ0(x) = 1 and φ1(x) = x. 2
4 The r-adic hypertree
As a generalization of the hypertree Tm = K
m
2 = K2 ⊓K2⊓
m· · · ⊓K2 (defined in [2]), we
propose the r-adic hypertree (of dimension m) denoted and defined as
Tmr := P
m
r = Pr ⊓ Pr⊓
m· · · ⊓Pr,
where Pr is the path on r vertices (and with length r− 1). By convention, T 0r = K1. For
r = 2, notice that Tm2 corresponds to the above hypertree (or binomial tree) Tm. As an
example, Fig. 2 shows the 3-adic hypertree T 33 .
4.1 Basic properties of the r-adic hypertree
Some basic properties of the r-adic hypertree are:
• The order and the size are |Tmr | = rm and ‖Tmr ‖ = rm − 1.
• Tmr = Tm−1r ⊓ Pr (since the hierarchical product is associative).
• Tmr is a spanning subgraph of the m-dimensional mesh Pr2Pr2
m· · · 2Pr.
• Let E be the edge set {{00, 10}, {10, 20}, . . . , {(r − 2)0, (r − 1)0}}. Then, Tmr −E
is isomorphic to the disjoint union of r copies of Tm−1r . In fact, such copies of T
m−1
r
are the subgraphs of Tmr induced by the vertex sets
Vα = {αw|w ∈ Zm−1r },
for 0 ≤ α ≤ r − 1. (Lemma 2.1(a) with z = α.)
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Figure 2: The 3-adic 3-dim hypertree T 33 .
• The degree distribution of the vertices of Tmr is the following:
1. δ(α0) = m+ 1, for α 6= 0, r − 1;
2. δ(00) = δ((r − 1)0) = m;
3. δ(wα0 i−1. . . 0) = i+ 1, for α 6= 0, r − 1, and 1 ≤ i ≤ m− 1;
4. δ(w(r − 1)0 i−1. . . 0) = i, for 1 ≤ i ≤ m− 1.
This gives:
• r − 2 vertices of degree m+ 1 (case 1);
• r(r − 2) + 2 vertices of degree m (case 2 and case 3 with i = m− 1);
• rj + rj+1(r − 2) vertices of degree m − j, for 1 ≤ j ≤ m − 2 (case 3 with
i = m− j − 1 and case 4 with i = m− j);
• rm−1 vertices of degree 1 (case 4 with i = 1).
• Let us consider in Tmr a generic vertex u = um−1um−2 . . . u0, where ui ∈ Zr. Then,
its distance to the root 0 = 00 . . . 0 is
dist(0,u) =
m−1∑
i=0
ui.
• In order to find the (shortest path) routing u → 0, we successively decrease to 0
every digit of u, from the right to the left. For example, if u = 3102 ∈ V (T 44 ), its
shortest path to 0 is
u = 3102→ 3101→ 3100→ 3000→ 2000→ 1000→ 0000 = 0.
This path is unique, as Tmr is a tree.
• The eccentricity of the root is
ecc(0) = (r − 1)m, (14)
with only one vertex at maximum distance, namely (r − 1)(r − 1) . . . (r − 1).
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Figure 3: The recurence property of Nm3 shown as a Pascal-like triangle.
• The radius (minimum eccentricity) of Tmr is
r(Tmr ) = (r − 1)(m− 1) + ⌊
r
2
⌋.
If r is odd, there is exactly one central vertex, r−12 0 . . . 0, with two vertices at
maximum distance, 0(r − 1) . . . (r − 1) and (r − 1)(r − 1) . . . (r − 1).
If r is even, there are two central vertices:
•
r−2
2 0 . . . 0, with only the vertex (r− 1)(r− 1) . . . (r− 1) at maximum distance,
and
•
r
20 . . . 0, with only the vertex 0(r − 1) . . . (r − 1) at maximum distance.
• As Tmr = Pr ⊓ Tm−1r , the diameter of Tmr satisfies the following recurrence:
D(Tmr ) = 2(r − 1) +D(Tm−1r ),
which, as D(T 1r ) = D(Pr) = r − 1, yields
D(Tmr ) = (r − 1)(2m − 1).
Let Γmr (k) denote the set of vertices in T
m
r which are at distance k from the root 0,
with cardinality Nmr (k) := |Γmr (k)|. For r = 2, it is known that Nm2 (k) =
(m
k
)
, as the
vertices at distance k from 0 have exactly k 1’s. In general, Nmr (k) is the number of
words with length m over the alphabet of r symbols {0, 1, . . . , r− 1}, such that they add
up to k. Then, the following result can be seen as a generalization of the corresponding
properties for the binomial tree.
Proposition 4.1 The number Nmr (k) of vertices at distance k from the root 0 in the
r-adic hypertree Tmr satisfies the following:
(a) Symmetry property: Let ε = ecc(0). Then,
Nmr (k) = N
m
r (ε− k),
for every 0 ≤ k ≤ ε.
(b) Recurrence property:
Nmr (k)=

N
m−1
r (0) +N
m−1
r (1) + · · ·+Nm−1r (k) if k < r − 1,
Nm−1r (k − r + 1) +Nm−1r (k − r + 2) + · · · +Nm−1r (k) if r − 1 ≤ k < ε2 .
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Proof. (a) The application ψ : V (Tmr )→ V (Tmr ) defined by
ψ(u) = ψ(um−1um−2 . . . u0) = u = um−1um−2 . . . u0,
where ui := r − 1 − ui, is a bijection from V (Tmr ) into itself, and it maps each vertex
u at distance k (from 0) into the vertex u at distance ε − k (also from 0). Indeed, if
dist(0,u) = k, then
dist(0,u) =
m−1∑
i=0
ui =
m−1∑
i=0
(r − 1− ui) = m(r − 1)− k = ε− k
where we have used (14). Therefore, ψ is a bijection from Γmr (k) to Γ
m
r (ε− k).
(b) Let us assume that r − 1 ≤ k < ε2 (the proof of the other case being basically the
same). Consider the set Γmr (k) partitioned into r subsets obtained by fixing the value
u0 = j, 0 ≤ j ≤ r − 1. That is,
Γmr (k) =
r−1⋃
j=0
Γm−1r (k − j)j,
where Γm−1r (k − j)j = {um−1 . . . u1j|
∑m−1
i=1 ui = k − j}. Then, the result derives from
considering the respective cardinalities. 2
Moreover, notice that Nmr is the number of compositions of k into m parts, each of
them being in {0, 1, . . . , r − 1}. (See Fig. 3.) This is equivalent to consider the number
of compositions of k+m into m parts, where each part takes values in {1, 2, . . . , r}. The
generating function for these numbers is
Gmr (z) =
(r−1)m∑
k=0
Nmr (k)z
k+m =
(
z
1− zr
1− z
)m
(see [11] for more details). For instance, for the case r = m = 3, we get
(
z
1− z3
1− z
)3
= z3 + 3z4 + 6z5 + 7z6 + 6z7 + 3z8 + z9,
whose coefficients correspond to the 4th row in Fig. 3. So that, in particular, N33 (2) =
N33 (4) = 6 (see Fig. 4).
4.2 Automorphism group
With respect to the symmetries of the r-adic hypertree, notice that from Proposition 3.1,
all the eigenvalues of Tmr are distinct. As it was shown in [15], this fact has some structural
consequences, such as the Abelianity of the automorphism group. Indeed, in what follows
we prove that the automorphism group of Tmr does not depend on r and is equal to the
symmetric group S2. This result is a generalization of the case r = 2 (see [2]).
Proposition 4.2 For each m ≥ 1 the automorphism group of Tmr is the symmetric group
S2.
Proof. Let φ : Tmr → Tmr be defined as φ(um−1w) = um−1w for every w ∈ Zm−1r
(recall that um−1 := r − 1 − um) . We claim that Aut(Tmr ) = {Id, φ}, so that φ is the
only non-trivial automorphism of Tmr .
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Figure 4: Vertex distances from the root in T 33 (dashed lines join the vertices at distance
2 and at distance 4).
Let us first show that φ is an automorphism. From its definition, it is clear that φ is
an involutive bijection, that is, φ(φ(u)) = u for every vertex u of Tm. Now, let u and v
be two vertices of Tm. We have to show that, if u ∼ v, then φ(u) ∼ φ(v). With this aim
assume, without loss of generality, that u is of the form u = wα0 . . . 0, where either the
sequences w or 00 . . . 0 can be possibly void and 0 ≤ α < r/2. Then, we distinguish two
cases:
• If u = w0 . . . 0 (α = 0) and v = w10 . . . 0, then
φ(u) = w(r − 1)0 . . . 0 ∼ w(r − 2)0 . . . 0 = φ(v).
• If u = wα0 . . . 0 (α 6= 0) and v = w(α± 1)0 . . . 0, then
φ(u) = w(r − 1− α)0 . . . 0 ∼ w(r − 1− α∓ 1)0 . . . 0 = φ(v).
Now, we prove that φ is the only non-trivial automorphism of Tmr by using induction
on m. For m = 1, Tmr = Pr, and Aut(Pr) = S2. Let m > 1. As mentioned above (Lemma
2.1), the vertex sets Vβ = {βw|w ∈ Zm−12 }, β = 0, 1, . . . r−1, induce r disjoint subgraphs
Gβ = G[Vβ ] of T
m
r isomorphic to T
m−1
r . Assume that Aut(T
m−1
r ) = {Id, φ}, and let γ be
an automorphism of Tmr . Because of the degree sequence of T
m
r , one of the two following
cases hold:
• γ(β0 m−1. . . 0) = β0 m−1. . . 0,
• γ(β0 m−1. . . 0) = β0 m−1. . . 0,
for every 0 ≤ β ≤ r− 1. In the first case, γ maps each subgraph Gβ into itself. Moreover,
the induced automorphisms let the root fixed. Hence, by induction hypothesis, γ = Id.
In the second case, γ maps isomorphically every Gβ into Gβ . For every w ∈ Zm−1r , we
define the mappings γβ in the following way:
• If γ(βw) = βz, then γβ(w) = z.
Since γ(β0) = β0, we have that γβ(0) = 0 and thus γβ is an automorphism of T
m−1
r that
let the root fixed. Then, by induction hypothesis, γβ = Id, which implies that γ = φ.
This completes the proof. 2
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5 Spectral properties of the r-adic hypertree
This section deals with the spectral properties, eigenvalues and eigenvectors, of the r-adic
hypertree. The obtained results generalize those given in [3] for the binomial hypertree.
5.1 Eigenvalues
In studying the spectrum of the r-adic hypertrees, we have to distinguish the cases of r
odd and r even. In the first case we have that the spectrum of Tmr contains all the other
spectra of T µr for µ < m, as the following result shows.
Lemma 5.1 If r is odd, the set of eigenvalues of Tmr is contained in the set of eigenvalues
of Tm+1r :
spTmr ⊂ spTm+1r ,
for every m ≥ 0.
Proof. By induction on m. For m = 0, T 0r = K1 has only the eigenvalue 0 and
T 1r = K1 ⊓ Pr = Pr has also the eigenvalue 0 because r is odd. Suppose that the
result holds for a given m, spTmr ⊂ spTm+1r . Then, by using (6) we get the following
implications:
λ ∈ spTm+1r ⇔ Φr(λ) ∈ spTmr ⇒ Φr(λ) ∈ spTm+1r ⇔ λ ∈ spTm+2r ,
which completes the proof. 2
In the case of even r, the sets {spTmr |m ≥ 0} are pairwise disjoint. That is, the
eigenvalues of the r-adic hypertrees of all possible dimensions are all distinct, as the next
lemma shows.
Lemma 5.2 If r is even, then for any pair of sequences i ∈ Zsr, j ∈ Ztr,
i = j ⇔ λ
i
= λj .
Proof. Let us assume that r is even. The sufficiency is evident. With respect to the
necessity, assume that we have λ
i
= λj , for i = is−1is−2 . . . i1i0 and j = jt−1jt−2 . . . j1j0.
Hence,
fis−1(fis−2 ◦ · · · ◦ fi1 ◦ fi0(0)) = fjt−1(fjt−2 ◦ · · · ◦ fj1 ◦ fj0(0)). (15)
Then, since according to (9), fh(x) ∈ Ih for any h ∈ {0, 1, . . . , r − 1} and x ∈ R, it must
be is−1 = jt−1 and hence, fis−2 ◦ · · · ◦ fi1 ◦ fi0(0) = fjt−2 ◦ · · · ◦ fj1 ◦ fj0(0). Following the
same reasoning we get is−2 = jt−2 and fis−3 ◦ · · · ◦ fi1 ◦ fi0(0) = fjt−3 ◦ · · · ◦ fj1 ◦ fj0(0),
and so on.
Consequently, we only need to show that s = t. Assume without loss of generality
that s > t. Then, applying t times the above process we have is−1 = jt−1, ir−2 = jt−2,. . . ,
is−t = j0 and fis−t−1 ◦ · · · ◦ fi1 ◦ fi0(0) = 0. This contradicts the fact that, for r even and
for every h and x, fh(x) 6= 0, and completes the proof. 2
Notice that Lemma 5.1 implies that the above lemma is not satisfied for r odd.
As Tmr is clearly bipartite, its eigenvalue mesh is symmetric [4] and hence, for every
i ∈ Zmr ,
λ
i
= −λı , (16)
where, as before ı = ım−1 . . . ı1ı0. For instance, Fig. 5 shows the spectra of the 3-adic
hypertrees Tm3 for the cases 0 ≤ m ≤ 3, and how each eigenvalue of Tm−13 gives rise to
three eigenvalues of Tm3 .
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Figure 5: The distribution of the eigenvalues of Pm3 for 0 ≤ m ≤ 3.
The following two results deal with the asymptotic behaviour, as m→∞, of the max-
imum and the minimum (positive) eigenvalues of Tmr . We show that, while the maximum
eigenvalues always behave the same (independently of r), the asymptotic decreasing rate
of the minimum positive eigenvalue follows a power law for r even and an exponential law
for r odd. (See Fig. 6.)
Proposition 5.3 For every fixed k ≥ 1, let λrm−k be the k-th largest eigenvalue of Tmr .
Its asymptotic behavior is
λrm−k ∼
√
2m
for any value of r.
Proof. For simplicity of notation, let λ[m] = λrm−k. Then, by the proof of Proposition
3.1, λ[m] is the largest solution of the equation Φr(x) = λ[m− 1]. (See Fig. 6.) By using
(7), the asymptotic behaviour of Φr(x), as x→∞, is
Φr(x) = x− φr−2(x)
φr−1(x)
∼ x− 1
x
,
since all the involved characteristic polynomials are monic. Hence, we have that x ∼ λ[m]
iff x − 1x ∼ λ[m − 1]. Then, we only need to check that, x =
√
2m satisfies x − 1x ∼√
2(m− 1), when m→∞. Indeed,
(√
2m− 1√
2m
)2
= 2m− 2 + 12m ∼ 2(m− 1). 2
Proposition 5.4 The asymptotic behaviour of the minimum positive eigenvalue of Tmr
is
λ rm+1
2
∼
(
r + 1
2
)−m
(r odd), (17)
λ rm
2
∼ r
√
2√
m
(r even). (18)
Proof. First, let φr(x) = a0,r + a1,rx+ a2,rx
2 + · · ·, where the coefficients a0,r, a1,r,
a2,r can be computed by using (4) and turn out to be
a0,r = (−1)
r
2 , a2,r = (−1)
r−2
2
r2 + 2r
8
(r even); (19)
a1,r = (−1)
r−1
2
r + 1
2
(r odd), (20)
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Figure 6: The maximum and the minimum eigenvalues in the cases (a) r even and (b) r
odd.
the other cases being zero.
For r odd, λ{m} = λ rm+1
2
is the smallest positive solution of the equation Φr(x) =
λ{m− 1}. (See Fig. 6 (b).) The behaviour of Φr(x), as x→ 0, is
Φr(x) =
φr(x)
φr−1(x)
∼ a1,rx
a0,r
,
which, using (19) and (20), gives
Φr(x) ∼
(−1) r−12 r+12 x
(−1) r−12
=
r + 1
2
x.
Hence, we have that x ∼ λm iff r+12 x ∼ λm−1. This implies
x ∼ λm ∼
(
r + 1
2
)−m
,
as claimed in (17).
For r even, λ{m} = λ rm
2
is now the smallest positive solution of the equation Φr(x) =
−λ[m− 1]. (See Fig. 6 (a).) Besides, the asymptotic behaviour of Φr(x), as x→ 0, is
Φr(x) =
φr(x)
φr−1(x)
∼ a2,rx
2 + a0,r
a1,r−1x
.
Then, by using again (19) and (20), we get the equation
(−1) r−22 r2+2r8 x2 + (−1)
r
2
(−1) r−22 r2x
= −λ[m− 1] ∼ −
√
2(m− 1).
That is
(r2 + 2r)x2 + 4r
√
2(m− 1)x− 8 ∼ 0.
Solving for x, the positive solution is (after some simplifications)
x ∼ 2
√
2√
r2m+ 2r + r
√
m+ 1
∼
√
2
r
√
m
,
as claimed in (18). 2
The following result is a consequence of the fact that λαi, α = 0, 1, . . . , r − 1, are the
roots of the r-th degree polynomial pr(x) = φr(x)− λiφr−1(x) = 0.
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Lemma 5.5 For every i ∈ Zm−1r we have
r−1∑
α=0
λαi = λi, (21)
r−1∏
α=0
λαi =
{
(−1)r/2 (r even),
(−1)(r−1)/2λi (r odd).
(22)
Proof. Recall that the r-degree Chebyshev polynomial is even (respectively, odd) if
r is even (respectively, odd). Then, the coefficient of xr−1 in pr(x) is λi and this gives
(21).
Moreover, the constant term of pr(x) is
pr(0) = φr(0)− λiφr−1(0) = (−1)r
r−1∏
α=0
λαi (23)
where φ0(0) = 1, φ1(0) = 0 and φr(0) = −φr−2(0), r ≥ 2, by (4). This yields φr(0) =
(−1)r/2 for r even and φr(0) = 0 for r odd, as expected. Then, substituting these values
into (23), we obtain (22). 2
Adding up for every i ∈ Zm−1r we get the following corollary.
Corollary 5.6 The eigenvalues of the r-adic hypertrees satisfy the following properties:∑
i∈Zm
r
λαi =
∑
i∈Zm−1
r
λαi = · · · = 0, (24)
∑
i∈Zm−1
r
r−1∏
α=0
λαi =
{
(−1)r/2rm−1 (r even),
0 (r odd).
(25)
5.2 Eigenvectors
The eigenvectors of Tmr can be recursively computed by using Proposition 3.3. For in-
stance, for r = 3, we can start from T 03 = K1, with eigenvalue 0 and eigenvector u = 1.
Then, we need to consider the eigenvectors of the matrix
A(0) =

 0 1 01 0 1
0 1 0

 ,
(note that it corresponds to the adjacency matrix of the path P3), with eigenvalues λ0 =
−√2, λ1 = 0 and λ2 =
√
2. Then, by (12), their respective eigenvectors are:
w00 = (φ2(λ0), φ1(λ0), φ0(λ0))
⊤ = (1,−
√
2, 1)⊤,
w01 = (φ2(λ1), φ1(λ1), φ0(λ1))
⊤ = (−1, 0, 1)⊤,
w02 = (φ2(λ2), φ1(λ2), φ0(λ2))
⊤ = (1,
√
2, 1)⊤,
since φ2 = x
2 − 1, φ1 = x and φ0 = 1. From the above proposition, these are precisely
the eigenvectors of T 13 = P3, since w
0
h ⊗u = w0h, for h = 0, 1, 2 (as expected). In general,
we have the following result:
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Proposition 5.7 For every sequence i = im−1im−2 . . . i0 ∈ Zmr , the r-adic hypertree Tmr
has the eigenvalue
λ
i
= fim−1 ◦ fim−2 ◦ · · · ◦ fi0(0)
with corresponding eigenvector
u
i
= uim−1im−2...i1i0
= wim−1im−2...i1i0 ⊗wim−2im−3...i1i0 ⊗ · · · ⊗wi1i0 ⊗wi0
where, for any 0 ≤ s ≤ m− 1, the vectors wj = wis−1is−2...i1i0 are seen as r× 1 matrices
and they are computed according (12), that is
wj = (φr−1(λj), φr−2(λj), . . . , φ1(λj), φ0(λj)
⊤.
Proof. Since Tmr = T
m−1
r ⊓ Pr, the result follows by applying recursively Proposition
3.3. 2
For instance, the hypertree T 23 has eigenvalues (numbers are given with three decimal
places)
λ00 = −2.052, λ01 = −1.414, λ02 = −1.208, λ10 = −0.569, λ11 = 0,
λ12 = 0.569, λ20 = 1.208, λ21 = −1.414, λ22 = 2.053.
with respective eigenvectors
ui1i0 = wi1i0 ⊗wi0 =


φ2(λi1i0)φ2(λi0)
φ2(λi1i0)φ1(λi0)
φ2(λi1i0)φ0(λi0)
φ1(λi1i0)φ2(λi0)
φ1(λi1i0)φ1(λi0)
φ1(λi1i0)φ0(λi0)
φ0(λi1i0)φ2(λi0)
φ0(λi1i0)φ1(λi0)
φ0(λi1i0)φ0(λi0)


where i1, i0 ∈ Z3 and, recalling the above eigenvalues of T 13 = P3, λ0 = −
√
2, λ1 = 0 and
λ2 =
√
2.
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