Summary. We investigate hysteretic behavior in two dynamic models for solid-solid phase transitions. An elastic bar with a nonconvex double-well elastic energy density is subjected to time-dependent displacement boundary conditions. Both models include inertia and a viscous stress term that provides energy dissipation. The first model involves a strain-gradient term that models interfacial energy. In the second model this term is omitted. Numerical simulations combined with analytical results predict hysteretic behavior in the overall end-load versus end-displacement diagram for both models. The hysteresis is largely due to metastability and nucleation; it persists even for very slow loading when viscous dissipation is quite small. In the model with interfacial energy, phase interfaces move smoothly. When this term is omitted, hysteresis is much more pronounced. In addition, phase boundaries move in an irregular, stick-slip fashion. The corresponding load-elongation curve exhibits serrations, in qualitative agreement with certain experimental observations in shape-memory alloys.
Introduction
Materials undergoing stress-induced martensitic phase transformations often form a variety of finely layered microstructures and exhibit hysteretic behavior, e.g., [9] , [31] , [32] , [33] .
In the last twenty years, a number of researchers have attempted to describe formation of microstructure and hysteresis in crystalline solids within the framework of elasticity theory [1] , [2] , [6] , [7] , [14] , [21] , [22] , [28] , [29] . A common approach involves minimization of a nonconvex elastic energy for the material, following the pioneering analysis of Ericksen [10] . Although the absolute minimization of the total energy captures basic features of the microstructure [17] , it cannot account for hysteresis, which arises when the material gets locked in metastable states, as suggested by calculations in [12] , [24] ; see also [1] , [5] , [7] , [20] , [28] .
Recently, various studies of dynamic models have recognized the importance of metastable equilibria, namely local minimizers of the potential energy, for example, [6] , [13] , [34] , [35] . The first two of these consider the dynamics of a viscoelastic bar with a nonconvex elastic energy density, placed on an elastic foundation and subjected to zero displacement boundary conditions. In statics the elastic foundation makes finer and finer phase mixtures energetically more favorable [6] . However, numerical results in [35] show that the dynamic solutions typically tend to weak local energy minimizers with finitely many phase boundaries. This was confirmed analytically in [13] for the case of low initial energy. The finite scale of phase layering also agrees with experimental results [32] , [33] .
Static models of phase transitions are important because they identify multiple metastable equilibrium states compatible with given boundary conditions. The complicated structure of branches of metastable equilibria under parametric loading was examined in [37] , [38] , [39] , [40] , [41] . On the other hand, in studying hysteresis under time-dependent loading, an additional mechanism is needed for switching from one equilibrium branch to another. Such a mechanism is essential for the study of hysteresis, since it determines at what value of the loading the switching occurs and which of the equilibrium branches is chosen.
In this paper, we consider a dynamic model that provides such a mechanism. A viscoelastic bar, with a nonconvex double-well elastic energy density and viscous stresses, is subjected to time-dependent displacement boundary conditions. Each well of the energy density represents a material phase. Inertia is taken into account. In the first part of the paper we include interfacial energy modeled by a strain-gradient term. In the second part, this term is omitted. Viscosity provides energy dissipation, while time-dependent displacement-controlled loading at the ends of the bar supplies energy into the system. Similar dynamical models have been investigated before [3] , [4] , [6] , [13] , [15] , [19] , [27] ; they all consider time-independent loads. This forces the energy to decrease with time. This fact is crucial in proofs of global existence and facilitates the analysis of the asymptotic behavior of solutions.
The case of time-dependent displacement boundary conditions considered here is clearly relevant to the study of hysteresis, but is less tractable analytically. While local existence, uniqueness, and regularity of strong solutions can still be established, we have not succeeded in proving the global existence of solutions.
In the zero end-displacement case [6] , [19] , [35] , one has to pick various nonzero initial conditions in order to obtain a nontrivial solution. These initial conditions often correspond to unstable states, and it is far from clear whether the material can ever be in these states in the first place. In this study, we start at a stress-free stable equilibrium with zero initial velocity and then load the bar at the ends. This is a physically appropriate way to model experiments such as the tension test, allows control of the loading rate, and facilitates a study of overall hysteretic behavior during a loading-unloading cycle.
We present hysteresis loops in load-elongation curves obtained from numerical simulations of the model when the system is subjected to cyclic loading. We find that for sufficiently slow loading, the system closely follows a branch of metastable equilibria that emerges from the stress-free stable state, until the strain enters the spinodal region, or the region where the elastic energy density is concave. At this point, the branch becomes unstable, and the instability causes the dissipation rate to exceed the loading power. The dynamic solution switches to another metastable branch with lower potential energy. The initial switching event is from a single-phase to a two-phase branch and corresponds to nucleation.
The kinetic energy and the viscous dissipation are small, with inertia playing a minor role, except during branch switching, which is a highly dynamical process. The major sources of hysteresis are metastability and nucleation, with dissipation playing a minor role. There is substantial hysteresis even for arbitrarily slow loading when viscosity effects are minor.
We compare the hysteresis loops resulting from the models with and without interfacial energy. The results turn out to be very different.
In the case with interfacial energy there are only two stable branches of equilibria: a single-phase branch (without interfaces) and a two-phase branch with one smooth interface (transition layer) and lower potential energy. After the system switches from the one-phase to the two-phase branch, it follows the latter, while the interface is moving.
In contrast, when interfacial energy is absent, there are infinitely many local minimizers of the potential energy with discontinuous strain. Moving interfaces are smooth, while strain discontinuities represent static interfaces that cannot move. This results in rather striking behavior, namely stick-slip motion of the interfaces: A sharp phase boundary, once formed, does not move (stick regime), until the time-dependent loading causes the strain to enter the spinodal region in part of the bar. The spinodal instability smoothens the strain profile and moves the interface to its next location (slip regime). The interface alternates between stick and slip. This leads to serrations, or "teeth," on the overall load-elongation curve. Stick-slip interface motion and serrations of the loadelongation diagram have been observed experimentally in shape-memory alloys [21] , [22] , [25] . The overall shape of the hysteresis loop is in qualitative agreement with these experimental results, much more so than in the model with interfacial energy. When interfacial energy is present, only one phase boundary forms. Without this term, there are multiple interfaces; their number is higher for lower values of the viscosity coefficient. Although local minima of the potential energy may have arbitrarily many phase boundaries [10] , dynamics with viscosity serves as a mechanism that selects a finite number of them, in agreement with an observation in [13] .
Another phase transition model describing hysteresis is the sharp-interface theory without viscosity or higher gradients [2] , but with a kinetic relation between the interface driving force and speed. When the kinetic relation is nonmonotone, stick-slip interface motion and serrated hysteresis loops are observed in both quasistatic and dynamic settings [29] , [30] .
It was pointed out to us by a referee that stick-slip boundary motion and serrations have also been observed in [11] , in numerical studies of a model with Maxwell viscosity in place of the Kelvin-Voight viscosity of the present model. That model involves an additional term corresponding to the total stress rate in the constitutive law. This yields a hyperbolic system of equations that permits propagating as well as stationary strain discontinuities, in contrast to the parabolic equation considered here. As noted in [11] , the exponential growth of certain types of discontinuities that occurs in the Maxwelltype model makes it very sensitive to perturbations such as numerical rounding errors, in contrast to the model studied here.
The structure of the paper is as follows. In Section 2 we formulate the initial-boundaryvalue problem. Local existence and uniqueness theorems may be found in the Appendix. Results of numerical simulations for the case with viscosity and interfacial energy are described in Section 3, and comparisons with analytical results regarding equilibrium branches are made. This provides an explanation of the observed hysteresis in terms of metastability. In Section 4 we exhibit results for the case with viscosity only, in which stick-slip motion of the phase boundaries is observed, resulting in serrated hysteresis loops. Analytical predictions aimed at understanding the mechanism responsible for the stick-slip phenomenon are presented in Section 5.
Formulation
Consider a bar of unit undeformed length, with constant reference density ρ > 0. The displacement field is denoted by u(x, t), where x ∈ [0, 1] is the reference coordinate of a point in the bar and t is time. The strain field is u x (x, t). The elastic energy of the bar equals
is a double-well energy density with minima at u x = ±1. The two wells represent two different material phases. The set of strains u x where f is locally concave, or f < 0, is called the spinodal region. For the energy density in (1), it is the interval [−1
. In what follows, the − and + phases are the sets of strains u x > 1/ √ 3 and u x < −1/ √ 3, respectively, where f is convex.
Ericksen [10] considered the static problem of minimization of the potential energy functional
subject to the boundary conditions u(0) = 0 and
, there are infinitely many inhomogeneous solutions (weak local minima). In these solutions u is continuous but the strain is piecewise constant, alternating between two values u x = e 1 in the + phase and u x = e 2 in the − phase, where f (e 1 ) = f (e 2 ), so that the stress σ (u x ) = f (u x ) is constant in the bar. The number and location of strain discontinuities (phase boundaries) is arbitrary. When e 1 and e 2 minimize f , i.e., e 1,2 = ±1, these solutions are global minimizers of (2) In the first part of this paper we also account for interfacial energy, modeled by the strain-gradient term 
The introduction of the strain-gradient term has been widely used to analyze spinodal region decomposition, phase transitions, and other phenomena. See, e.g., [8] , [23] , [26] . [36] , where the problem of minimizing (3) subject to displacement boundary conditions was considered. The strain-gradient term penalizes the formation of phase boundaries. In extremals of (3) strain discontinuities are replaced by smooth transition layers, of which there can be a finite maximum number [41] . Moreover, only solutions with one phase boundary minimize the potential energy [8] .
Our dynamic model includes a viscous stress γ u xt , linearly proportional to the strain rate, with viscosity coefficient γ > 0. This term introduces energy dissipation. The total stress (x, t) is given by
where
is the elastic contribution to the stress; the term −2αu xxx is due to strain gradients. Balance of linear momentum takes the form ρu tt = x . We consider the following initial-boundary-value problem for the displacement u(x, t):
Initially, the bar is in a stable equilibrium state u 0 (x), with zero initial velocity. It is subject to time-dependent displacement boundary conditions, chosen to be either symmetric,
or nonsymmetric,
The natural boundary conditions (5) 4 are due to the strain-gradient term. The total (kinetic plus potential) energy is give by
One can show that the rate of change of the total energy is given by
In the case of nonsymmetric boundary conditions (7), S(t) equals the end load (1, t) (recall (4)). In the case of symmetric boundary conditions (6), it is given by
The term S(t) d (t) in (9) is the loading power; it supplies energy into the system. The second term γ (9) is the energy dissipation rate due to the presence of viscous stresses.
In Section 4 we focus on a special case of the model, with higher gradient terms omitted (α = 0) but with viscosity and inertia still present (viscoelastic bar). In this case the stress is = σ (u x ) + γ u xt and the initial-boundary value problem reduces to
where u 0 (x) is a stable equilibrium.
The Case with Interfacial Energy
We now investigate the behavior of the dynamic model including interfacial energy. From the analytical point of view, local existence and uniqueness of solutions to problem (5) is shown in Theorem 1 in the Appendix. To study the mechanical behavior of the model under cyclic loading, problem (5) was solved numerically. An implicit finite difference code was adapted from [18] , [19] . The time-dependent displacement boundary conditions (5) 2,3 are specified by the following choice of the loading function d(t) in (6), (7), given by
Here , T , t i , t T are constants. We turn momentarily to the description of branches of equilibrium states with the end displacement d viewed as a parameter. Here we quote results form [41] . Equilibria u(x) satisfy the Euler-Lagrange equation, 
in small ε-neighborhoods of the bifurcation points; for a more complete description see [41] . Among these branches, only the n = 1 branch contains stable solutions on the part BC [8] . These solutions have one phase boundary. Next we consider numerical dynamic solutions of system (5) (nonzero inertia and viscosity terms), with the bar initially at the equilibrium u 0 (x) = −x with d(0) = −1 (stress-free global minimum of the + phase), and boundary displacements given by (5) 2,3 , (7), (12) . For sufficiently low loading rates, the numerically computed dynamic solution initially follows the static n = 0 branch rather closely. It goes past the bifurcation point A in Figure 2 , thus entering the statically unstable part of the branch, with strains in the spinodal region. Then it suddenly drops onto the stable n = 1 branch, as shown in Figure 3 . At this point, sudden nucleation of a finite interval of the − phase occurs at one end of the bar, resulting in a solution with one phase boundary, of the form (−, 0, +). This notation means that the right and left ends of the bar are in the + and − phase, respectively, and the phases are separated by a "thick" phase boundary (transition layer) within which strain is in the spinodal region, denoted by 0. The solution then follows the n = 1 branch, with the phase boundary moving smoothly to the right, until the branch ceases to exist for the current value of d (at the turning point C), and drops onto the n = 0 branch again. At this point the entire bar has transformed into the − phase. The reverse behavior is observed during unloading.
Nucleation and branch switching takes place after the current branch becomes unstable. To see this, consider the linearization of (5) 1 about the constant strain solution
Here
Seek solutions in the form v(x, t) = exp(ωt) sin(kx). The boundary conditions dictate that k = πn, while ω must equal one of
provided the expression under the square root is nonnegative. One easily sees that when 
2 , both ω 1 and ω 2 are negative, so that u 0 (x) = dx is stable. This is the case when d is in the + phase and a small portion of the spinodal region. The bifurcation point A, where
2 , lies in the spinodal region and corresponds to the margin of stability of the constant strain equilibrium branch. When θ exceeds 2απ 2 , ω 2 < 0 but ω 1 > 0, thus resulting in exponential growth and instability. Hence, when the dynamic solution passes point A, the instability causes u xt to grow. This increases the dissipation rate in (9) . The kinetic energy also grows. When the energy dissipation rate exceeds the loading power S(t) d (t), the total energy, and therefore the potential energy, start to decrease; the system thereby switches to the n = 1 branch that has lower energy. How far into the spinodal region the strain gets before the nucleation occurs depends on the loading rate. For higher values of the loading rate d (t), the system is carried further into the spinodal region before the instability has time to develop. For example, in Figure 4 , where the loading is slower than in Figure 3 (t T is ten times larger), nucleation occurs earlier than in the faster case (closer to the bifurcation point).
In the simulations described above, the kinetic energy is close to zero and inertia plays a minor role except during the branch-switching process.
Notice that the hysteresis in the middle range |d| < 0.4 observed in Figure 3b , which was due to viscous effects, is almost absent at the lower loading rate in Figure 4 . However, the hysteresis due to metastability of the n = 0 branch is still present, and will remain in the quasistatic limit (very slow loading). Observe also that the end load drops during nucleation. This is a common characteristic of experimentally observed nucleation events [32] . However, the load drop is quite severe and the phase boundary, once formed, proceeds at almost zero load. Hysteresis is largely confined to the beginning and the end of the loop, and is small in the middle range of strains. This does not resemble typical experimental behavior [21] , [22] , [25] , where one observes a smaller load drop and a thicker hysteresis loop. The present model fails to capture important qualitative aspects of hysteresis.
Note that in the present model instability provides a mechanism for switching between branches. The solution must get on an unstable part of the branch before the dissipation can decrease the potential energy. This is different form an ad hoc branch-switching mechanism based on barrier estimation that was postulated in [41] . In that model, the system could switch from one branch of local minima to another before the branch it was on became unstable, provided the energy barrier that had to be overcome was less than some critical value. The barrier calculation was based on the energy level of an unstable branch connecting the two stable ones. For lower loading rates in model (5), the solution gets less far on the unstable branch before switching to a stable one, since the instability has more time to develop before the system is carried away by the loading. In the quasistatic limit, the branch switching will occur at the end of the stable part of a branch. This corresponds to a zero critical barrier.
If, instead of (7), symmetric boundary conditions (6) are imposed, the results of the simulations are similar, except that instead of solutions with one phase boundary, solutions with two interfaces (symmetric with respect to the center of the bar) are observed. These are of type (+, 0, −, 0, +). This happens because symmetric boundary conditions (6) introduce the symmetry u(x) = −u(1−x) into the problem. Since the initial condition u 0 (x) = −x possesses that symmetry, so does the solution of the initial-boundary-value problem, since it is unique by Theorem 1; see the Appendix.
The Case without Interfacial Energy: Stick-Slip Phenomenon
In this section we turn to the case without interfacial energy (α = 0), but with inertia and viscosity terms maintained. For results on local existence, uniqueness, and regularity of solutions to the initial-boundary-value problem (11), see Theorems 2 and 3 in the Appendix. We solve problem (11) numerically, using an adapted version of an implicit finite-difference code from [34] , [35] . We employ the loading given by (12) as in the previous section. The simulations start at d = −1 with the bar in the stable stress-free equilibrium state u 0 (x) = −x (the global energy minimum in the + phase).
A typical load-displacement diagram for a loading-unloading cycle is shown in Figure 5 . Observe the overall substantial width of the hysteresis loop, which resembles results of tensile tests in certain shape memory alloys [21] , [22] . The most striking and unexpected characteristic is the presence of oscillations in the end load (serrations). Serrated load-elongation curves have been observed experimentally in tensile tests of shape-memory alloys [25] .
We proceed with a description of some results of the computations. As we start loading the bar, the strain u x at each d is close to constant; nonuniformities due to inertia effects are kept small by viscosity. When the strain enters the spinodal region (past the first local maximum in Figure 5 ), the uniform state becomes unstable, as can be shown by a linearized analysis similar to the one presented for the previous model. As a result, the strain gradient increases and phase boundaries start to form. Eventually, two sharp phase boundaries form in the middle of the bar. The formation of the boundaries is accompanied by a drop in end load. Now the bar is occupied by the − phase in the middle and the + phases at the ends: (+, −, +). Across each phase boundary, the strain is close to discontinuous. Once the boundaries have been formed, they do not move (stick regime). Continued loading results in changing the strains in the regions separated by the boundaries. Thus, the strain in the + phase at the ends of the bar increases, eventually entering the spinodal region. Instability increases the strain gradient once again. This causes smoothening of existing discontinuities, which turn into mobile transition layers and move further toward the ends of the bar, so that a larger portion of the bar is now occupied by the − phase. After that, the phase boundaries rapidly sharpen and become stuck again. One can say that the boundaries have slipped to new positions. During the slip, the end load drops once again. The scenario described above repeats several times. The hysteresis loop thus contains several serrations, or "teeth." Each tooth is an increase of the end load followed by a load drop.
This process is exhibited more clearly in Figure 6 , which shows how the strain profile evolves along a tooth. At the time instant labeled 1, the strain profile is close to discontinuous, with a sharp phase boundary at x = 0.08 (the size of the mesh in x used in the numerical computations was 0.005). As we continue loading, the strains on each side of the interface adjust to the loading almost uniformly, while potential energy and the end load increase (times 1-3). At time 3, the strain to the left of the phase boundary has increased and is already in the spinodal region. The resulting instability increases the strain gradient there (times 4, 5), thus smoothening the strain profile (time 6). Observe that both the end load and the potential energy drop. By time 7, a sharp phase boundary has formed at a new position x = 0.045. During this time, it remains fixed, while the end load and potential energy increase again. Figure 7 shows plots of the end load, potential and kinetic energy during the loading. The stick and slip regimes are shown respectively by the dashed and solid lines. Potential energy grows in the stick regimes and drops suddenly when the boundaries slip. Recall that the rate of total energy is given by (9) . In the stick regime, the loading power exceeds the dissipation rate. This results in an increase of total energy. In particular, potential energy grows while kinetic energy remains small. When part of the bar has strain in the spinodal region, the instability causes the kinetic energy and the dissipation rate to increase. Eventually, the dissipation rate exceeds the loading power, and the total energy drops. Observe the spikes of kinetic energy during the slip regimes, which show that slip is a highly dynamic process.
Kinetic energy is almost zero in the stick regimes, suggesting that the process is essentially quasistatic (close to equilibrium) during those times. This motivates the following way to explain the shape of the teeth. Consider an equilibrium state with a part of the bar, of total length s, occupied by strain w + , while the rest of the bar, of length 1 − s, has strain w − . Then equilibrium dictates
On the other hand, since the bar has unit length, the average strain must be equal to the end displacement:
For a fixed value of s, one can show that there is a one-parameter family of equilibrium states, the parameter being d. For each fixed s, one may expressσ as a function of d.
The resulting curve represents a static load-displacement diagram for fixed positions of the interfaces. Figure 8 shows several such constant-s curves for different values of s. On each curve, the stressσ decreases, then increases and decreases again. The part of the curve whereσ increases with d contains states with w ± in the ± phases, respectively. On the rest of the curve, whereσ decreases, one of w ± is in the spinodal region. Figure 9 compares the end load curve from the dynamical simulations with the quasistatic constant-s curves. During each stick regime (stationary sharp interfaces), the end load follows one of the s-curves quite closely. When part of the bar has strain sufficiently well within the spinodal region (past the s-curve maximum) for the instability to move the boundary, the dynamic solution switches to a different s-curve, and the end load drops. Observe that the teeth get thinner as s decreases. The values of s used in Figure 9 were extracted from measurement of boundary positions during stick in the results of the simulations. One can see that dynamic and quasistatic curves are close, except during slip, which is highly dynamic in nature. The dynamic end load is slightly larger than the quasistatic one due to the viscous stress term γ u xt . As in the model with nonzero interfacial energy, here instability provides a mechanism for switching between branches of equilibria. However, unlike the case with α > 0, where there is a finite number of separate equilibria, the viscoelastic model has an uncountable infinity of equilibrium states. Pego [27] has shown that an equilibrium solution u(x) (σ (u x ) = const. and u piecewise linear) is linearly stable (that is, perturbations small in (W 1,2 , L ∞ ) decay exponentially) as long as σ (u x ) > 0. We remark that while the numerical results indicate the presence of discontinuities in strain during the stick regime, we may infer from Theorem 3 in the Appendix that solutions must preserve their initial smoothness, at least until some time T . In his analysis of this model with constant loading, Pego [27] has shown that while the global solutions approach equilibria with discontinuous strain very fast, they become discontinuous only in the limit of infinite time. So we suspect that in our solutions the strain profile is smooth but very close to discontinuous.
Some Analytical Predictions and Discussion
To obtain some analytical understanding of the stick-slip phenomenon observed in numerical computations and described above, we now consider a simplification of the problem. To dispense with the troublesome nonlinearity due to the σ (u x ) term in (11), we replace the elastic stress σ (u x ) = f (u x ) by a piecewise-linear function, corresponding to a so-called trilinear material, employed, e.g., in [2] ,
(18)
Here −θ = 2(τ − 1)/τ < 0 is the negative slope of the stress-strain curve in the spinodal range. In effect this replaces f in (1) by a piecewise quadratic function, concave in the spinodal region |u x | < τ, but convex elsewhere (phases). The advantage of this model is that the governing equation becomes linear in each part of the bar, and a standard Fourier analysis can be applied.
As was observed in the previous section, in the dynamic simulations, the strain initially increases but remains largely uniform until after it has entered the spinodal region, at which point its gradient grows and phase boundaries develop. To see how the phase boundaries form, suppose that the entire bar initially has constant strain in the spinodal region. This leads to the following boundary-initial-value problem:
with d (0) = 0 and |d(0)| < τ. This is valid as long as |u x | < τ, i.e., the strain is in the spinodal region. Introducing the change of variables
where f (x, t) = −ρd (t)(x − 1/2). Using the Fourier series method, one shows that
with v n (t) given by for even n, and v n (t) ≡ 0 for odd n. Here ω n 1,2 are given by
with ω (12)) are shown in Figure 10 . As γ tends to zero, ω
θ /ρ; hence at γ = 0 and fixed t, v n (t) grows with n. In other words, the higher the mode is, the more it is amplified in time. When γ is nonzero, v n tends to zero for high n; hence one expects the modes with finite n to grow the fastest. This results in a finite number of phase boundaries. The number of the interfaces increases as γ becomes smaller. This was also observed in numerical simulations. For example, at γ = 0.1 we observed two phase boundaries, whereas at γ = 0.01, with other parameters kept the same, six phase boundaries were formed. Figure 11 compares Fourier series solutions of (19) with numerical solutions of the nonlinear problem (11) for the trilinear material (18) and the same boundary and initial conditions. There is excellent agreement (e.g., at t = 0.9, t = 1) while the strain is still entirely in the spinodal region. When part of the bar has strain outside the spinodal region, the linear problem (19) is no longer valid, and the stress nonlinearity becomes important. Hence numerical and analytical solutions diverge (e.g., at t = 1.2). Note, however, that the linear problem does capture the beginning of interface formation. The associated drop in potential energy is also captured in Figure 11b .
At a later stage in the simulations of the previous section, it was observed that sharp interfaces have formed and the strain is approximately piecewise constant. We are interested in modeling the smoothening of interfaces observed in the sequel, using the trilinear material. Thus we should consider the situation when there are two phase boundaries (discontinuities of strain), at x = 1 and x = 1 − l, the middle of the bar is in the spinodal region (−τ < u x < 0), while the ends are occupied by the − phase (u x > τ). The bar is initially in equilibrium with piecewise constant strain. The interfaces are stationary as long as the strain profile is discontinuous. This follows from our assumption that equation (11) 1 holds everywhere in the bar. If the strain discontinuities were to move, there would be nonzero jumps in the velocity u t and the total stress σ (u x ) + γ u xt across the moving interface. This follows from considerations of the jump conditions describing continuity of u and momentum balance across a moving strain discontinuity. However, Theorem 2 in the Appendix implies that these quantities are continuous as long as the solution exists. One can do a Fourier analysis in each part of the bar, and then match the solutions together using the smoothness conditions. However, this results in an integro-differential equation which is difficult to solve. Instead, we employ the following approximation. Based on the numerical observation that inertia effects are not significant at the beginning of interface smoothening, we neglect the inertia term in order to find the displacement at the boundary u l (t) ≡ u(l, t). After it has been found, we solve the full dynamic equations, with inertia, in each part of the bar, treating the parts as separate bars.
Neglecting inertia implies that the strain is piecewise constant, and its values w p and w s in the − phase and spinodal parts are, respectively,
in view of the boundary conditions. The continuity of the total stress across the phase boundaries requires that
Use of trilinear stress-strain law (18) and (25) in (26) yields a linear ODE for u 1 (t):
The initial value u 1 (0) is found from the requirement that the bar is initially in equilibrium:
Solving (27) , we obtain
where a = −(2θl + 4l − 2)/γ . Now that u 1 (t) is known, we can solve the linear initialboundary-value problem for the displacement in the middle of the bar (l < x < 1 − l):
Note that the inertia term is now included. The solution is
with k n = πn/(1/2 − l). This describes the evolution of strain in the spinodal region. The strain in the − phase region is obtained similarly. Figure 12 compares the analytical and numerical solutions. Despite the fact that we have neglected inertia to find u l (t), there is excellent agreement of the two solutions until the strain in the middle of the bar enters the + phase and the nonlinear effects become important. The analysis described above thus shows how the strain gradient starts increasing near the phase boundary, due to instability in the spinodal region; this eventually leads to smoothening of strain discontinuities.
Once a discontinuity is smoothed out, the resulting transition layer can propagate, resulting in interface slip. This can be explained by performing an analysis of travelling waves in an infinite viscoelastic bar, e.g., [39] . These are solutions of (11) 1 in which the strain is a function of the variable x − V t, V being a constant propagation speed. They have the form of travelling transition layers, connecting strains in two phases, or one of the phases and the spinodal region. One can show that the speed V is related to the sharpness of the layer, or the maximum value of the strain gradient. The sharper a layer is, the slower it propagates; in the limit of infinite gradient, discontinuities are stationary [6] , [27] . On the other hand, numerical studies of (11) 1 indicate that travelling waves representing transition layers between a strain in the spinodal region and one in a phase are dynamically unstable [39] (the amplitude of initial perturbations of these travelling wave solutions grows with time). As a result, strain gradients will increase; hence the interface will slow down by the observation just made, and will approach a stationary strain discontinuity. This argument provides a heuristic explanation of the observed stick phenomenon. While the viscosity term provides the dissipation, the inertia is also important for the slip phenomenon. For example, if one considers (30) 
is the solution. Hence if the initial state has piecewise constant strain, it will remain piecewise constant for all times. No strain gradient in the spinodal region will occur, and therefore, the interfaces will not slip unless the initial condition has nonzero strain gradient. This is also the case for the fully nonlinear stress-strain law. On the other hand, in the presence of viscosity, inertia generates strain gradients automatically, even if the initial strain is constant.
Another observation can be made regarding the effect of the loading rate on the serrated form of the hysteresis loop. For example, in Figure 13 , where the loading is ten times slower than in Figure 5 , there are more serrations but their amplitude is smaller. Under slower loading , the strain gets less far into the spinodal region before slip occurs. As a result, the system settles at a nearer equilibrium state during the slip event, since the instability is less severe. This causes the serrations to be shallower and the interface slip distance to be smaller. In turn, this means that more slip events are required for the interfaces to traverse the entire length of the bar. The number of serrations is hence larger and their depth smaller for slower loading. Although we were not able to prove it, we suspect that in the quasistatic limit as the loading rate goes to zero, the serrations will disappear and the hysteresis loop will become flat. The dependence of the amplitude of the serrations on the loading rate remains an open question.
Appendix: Local Existence and Uniqueness Results
In this section we state theorems of local existence and uniqueness for problems (5) and (11) . The proofs, which are omitted, can be found in [39] . They are similar to the ones given in [6] , [19] , [27] for the case of time-independent loading and employ the results of [16] for an abstract parabolic initial-value problem.
In what follows, Note that (5) with the nonsymmetric boundary conditions (7) can be reduced to this system by rescaling time:t = t/ √ ρ,γ = γ / √ ρ,û(x,t) = u(x, √ ρt),d(t) = d √ ρt , and then omitting the hats. The case of symmetric boundary conditions (6) is treated similarly. 
Theorem 1. Assume that σ (w) is locally Lipschitz continuous and d(t) is locally C
u ∈ C([0, T ], H 2 ) ∩ C 1 ((0, T ], C 2 ) ∩ C((0, T ], H 3 ), (A.2) u t ∈ C([0, T ], L 2 ) ∩ C 1 ((0, T ], C) ∩ C((0, T ],H
