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Abst ract - -We propose a unified approach to study the relation between the set of saturated 
attractors and the set of system parameters of the Hopfield model, Linsker's model, and the dynamic 
link network (DLN), which use saturated sigmoidal functions in its dynamics of the state or weight. 
The key point for this approach is to rigorously derive a necessary and sufficient condition to test 
whether a given saturated state (in the Hopfield model) or weight vector (in Linsker's model and the 
DLN) is stable or not for any given set of system parameters, and used this to determine the complete 
regime in the parameter space over which the given state or weight is stable. Our approach allows 
us to give an exact characterization between the parameters and the capacity in the Hopfield model; 
to generalize our previous results on Linsker's network and the DLN; to have a better understanding 
of the underlying mechanism among these models. The method reported here could be adopted to 
analyze a variety of models in the field of the neural networks. 
geywords - -Saturated  attractor, Saturated sigmoidal function, Hopfield model, Linsker's net- 
work, Dynamic link network. 
1. INTRODUCTION 
The past  decade has seen an explosive growth in studies of neural  networks, the theory underly ing 
learning and comput ing in networks has developed into a mature  subfield exist ing somewhere 
between mathemat ics ,  physics, computer  science, and neurobiology. In part ,  this was the result 
of many deep and interesting theoret ical  exposit ion in physics and mathemat ics ,  for example,  
the appl icat ion of the spin glass theory to the Hopfield model allows us to understand clearly 
the phase trans i t ion from the retrieval to nonretrieval state [1-4]. Another  major  impulse was 
provided by the successful explanat ion of some biological phenomena, at least in a pr imit ive level, 
for example,  L insker's model  mimics the ontogenesis development of the pr imary  visual system [5]. 
Of  course, the most important  impulse comes from the learning techniques uccessfully appl ied to 
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some practical problems which were traditionally thought of as some of the hardest problems in 
the AI. One of the recent example of such an application is the face recognition using the dynamic 
link network (DLN), a model proposed by yon der Malsburg first in 1981 [6]. However, at this 
moment, the theoretical treatment of these models is obviously far away from being satisfactory, 
mainly due to the lack of theoretical tools to deal with the nonlinearity exploited in most of the 
models reported today. The dynamic behavior of these models is determined by the underlying 
nonlinear dynamics that are parameterized by a set of parameters. The difficulties lie in both 
determining the set of terminal attractors, as well as in characterizing their basins of attraction 
in the weight space (for learning models) or the state space (for retrieval models). 
The purpose of this paper is to gain more insights into the dynamical mechanism of these 
models by performing a rigorous analysis on their parameter space without approximation which 
is a further development of our previous work on Linsker's model [7], the DLN [8,9], and a model 
mimicking the development of the topological map between the tectum and the retinal [10]. We 
present a unified theoretical framework for studying dynamic properties of the Hopfield model, 
Linsker's model, and the DLN: to derive a necessary and sufficient condition to test whether a 
given saturated state (in the Hopfield model) or weight vector (in Linsker's model and the DLN) 
is stable or not for any given set of system parameters, and used this to determine the complete 
regime in the parameter space over which the given state is stable. 
In particular, our approach allows us to reformulate some problems reported in the literature 
for the Hopfield model and gives some more exact characterization f them. A concrete criterion 
to check whether a stored pattern is an attractor of the network is given. The capacity, a 
quantity which plays a central role in the spin glass approach to the Hopfield model is naturally 
introduced and calculated here. One advantage of the present approach is that we do not impose 
the restriction of the symmetry of the connection matrix. Our results also reveal the role of 
different parameters in the Hop field model. 
We consider Linsker's model with a saturated sigmoidal function in the updating dynamics 
of its synaptic connections (a definition of a saturated sigmoidal function is in Section 2). All 
conclusions in [7] are reobtained, where the limiter function, a special case of the saturated 
sigmoidal function, and so a special case of the present paper is used for the development of the 
synaptic onnections. The present paper tells that in a certain parameter region the potential for 
an appearance of a structured receptive fields is independent of the specific choice of the limiter 
function, which is an important, and necessary, aspect of a reasonable biological oriented model. 
Furthermore, we also take into account on the reason for the appearance ofthe oriented receptive 
field in the further layers of Linsker's network. 
For the DLN, a principle for choosing all five parameter employed in the model is furnished 
which is crucial in the application of DLN in the face recognition and confirms our previous 
claim that all results contained in [8] for the limiter function are true for a more general class of 
function, i.e., for the sigmoidal function. 
Although, here we confine ourselves to the models on which we worked before [2,4,7,11-13], 
the essential part of our approach ere is to analyze the dynamics with the saturated sigmoidal 
function and it is possible to adopt our method here to analyze other models in the field of neural 
networks as well. Some further progress is achieved already, see, for example, [10] where we 
consider a more complex dynamics than here, which marks important new dimensions into which 
our approach can grow. 
A brief report of the present paper is appeared in [14]. 
2. GENERAL MODELS AND NOTATION 
For a given positive integer N, an N x N matrix Q = (qij, i, j = 1, . . . ,  N) and an N-dimensional 
vector r = (ri, i = 1, . . . .  N), consider the following (synchronous) dynamics: 
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wi(r + 1) = f w~(r) + kl + ~ [(qi~ + k2)rjwj(r)] , (1) 
j----1 
where T = 1,2, . . .  is the discrete time, w(7) = (wi(r),i = 1 , . . . ,N )  E R N, (kl,k2) are two 
parameters of the dynamics, and f is a continuous function defined on R 1 satisfying 
(f l)  f(x) = 1 i f z  _> 1, f(x) = -1 if x < -1, 
(f2) f(x) is a strictly increasing and continuous function for x E [-1, 1] and f(0) = 0. 
We call a function f with Properties (fl) and (f2) a saturated sigmoidal function. Furthermore, 
if 
(f3) f (z)  > x for x E (0,1] and f(x) < x for x e [-1,0). 
We call f a dissipative saturated sigmoidal function. 
Note that for the sigmoidal function with range between -1 and 1 
2 
a~(x) -- 1 + exp(-~x) - 1, (2) 
both Conditions (f l) and (f2) are approximately satisfied when f~ is large. For example, when 
/~ = 5, we have a~(1) = 0.9866 --~ 1 and aft(-1) = -0.9866 ~ -1. It is reasonable to expect 
that in numerical simulations both (f l)  and (f2) are true for the sigmoidal function given by (2) 
with large f~. Due to this reason, we expect hat our results on dynamics (1) with the saturated 
sigmoidal function below reflect the exact properties of the dynamics (1) mostly observed in 
numerical simulations with f = a~,/~ large. 
The function termed as limiter function (or piecewise linear) and utilized in the dynamics of 
the development ofthe synaptic onnection i  Linsker's network is defined by fc(x) = x if Ixl < 1, 
and fc(X) = 1 if x > 1, fc(x) = -1 if x < -1, which of course fulfills (fl), (f2), and (f3) [5,7]. 
In the DLN, the fast DLN or the discrete version of it, the function f adopted for their dynamics 
is either the limiter function or the sigmoidal function [6,8,9]. 
REMARK 1. The condition on the range of the function f ,  i.e., (f 1) is not an essential restriction. 
In fact, all results below could be easily generalized to the case a < f < b for a, b E R. 
2.1. Equivalence of Two Dynamics  
The dynamics (1) defined on [-1, 1] N is equivalent to the following commonly used dynamics 
defined on RN: 
N 
vi(T -}- 1) ---- kl + Z [(qij T k2)r j f  (vj(7"))], (3) 
j----1 
where ~j = q~j + ~ij/r~, i , j  = 1 , . . . ,N  if ri ¢ 0, i = 1 , . . . ,N .  We show this equivalence. 
Let w(7) be given according to dynamics (1), define 
N 
v~(~') = W~(T) + kl + Z [(qij + k2) rjWj(T)] . (4) 
j=l 
After multiplying the quantity (qij + k2)rj on both sides of (1) and taking the summation on j ,  
we easily obtain dynamics (3). To recover from vi to wi, i = 1 , . . . ,N .  Let wi(r) = f(v~(r)), 
i = 1,. . .  ,N, acting f on both sides of (3), we obtain dynamics (1). 
Our arguments above implies that all conclusions below for dynamics (1) are true for dynam- 
ics (3). 
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2.2. Lyapunov  Funct ions  
We can associate another dynamics, the asynchronous dynamics to the neural network defined 
by the parameters Q, f, r, N beside the synchronous dynamics. An asynchronous dynamics is a 
composition of two dynamics: first we selects a neuron i from (I . . . . .  N) with probability p~ > 0, 
~-'~ p~ = 1 and the state xi(~-) of the ith neuron is updated to the new state according to 
xi(r + 1) = f ai~r~x~(r) +bi , 
but keep all other states unchanged, i.e., xj(r + 1) = Zj(T), j ¢ i, where aij = qij + ks + ~j / r i  
and bi = kl. So x(r) is a stochastic process (a Markov chain). 
For the asynchronous and synchronous dynamics, we are able to define a Lyapunov function 
for them under certain restrictions. Here, we state only the results and for a detailed proof we 
refer the reader to [13]. 
THEOREM 1. Suppose that the matrix A = {aij} is symmetric. 
(1) Define 
x~(,) 1 Z aj,xj(-r)x,(v)rjr, - E rjbjxj(v), L(z(T)) = r j f - l (y) dy - 5 j,i=l 
j= l  0 j.~l 
then L(x(r) ) is a Lyapunov function (supermartingale) if aii >_ O, i = 1,..., N. 
(2) The function 
V(w(t)) = - Z aijrirjw~('r)wj(7" q- 1) - Z r~bi (wi(7-) q- wi(r -t- 1)) 
q- Z,. JofW'(r)rif-'(u)du -b Zi JofW'(r*l)rj-'(u)du 
is a Lyapunov function of the synchronous dynamics. 
It is worthwhile to point out that the difficulty to prove the conclusions above lies in the 
fact that the function f is not differentiable, which forces us to apply the Legendre-Fenchel 
transformation rather than the Taylor expansion in the proof. Theorem 1 indicates that there 
are differences between the asynchronous and the synchronous dynamics. In the circumstances 
of Theorem 1, there are only fixed point attractors for the asynchronous dynamics, while there 
are two-state limit cycle attractors for the synchronous dynamics. In the following, we are going 
to study the set of saturated fixed point attractors of both dynamics. Since the set of fixed point 
attractors for both dynamics are common, it is only necessary for us to concentrate on one of the 
dynamics. We will focus on the synchronous dynamics. Of course we can define more complex 
dynamics for a given network, for example, the dynamics called distributed ynamics [15,16]. It 
will be obvious soon that our arguments in the present paper can be applied to the distributed 
dynamics without essential difficulties. 
2.3. Notat ion  
Let us now introduce three functions which will play a crucial role in our later development. 
Let w be a given configuration i  {-1, 1} N, then 
J+(w) = {i,w, = 1}, J -(w) = {i, wi = -1} (5) 
are, respectively, the set of all sites with wi = 1 and all sites with wi = -1.  
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First, we are going to introduce the slope function c(w) on {-1,1} N defined by 
(6) 
iEJ+(w) iEJ-(w) 
Note that if ri = 1, then c(w) = I J+(w) l  - I J - (w) l  is the difference of the number of the sites 
with wi = 1 and wi = -1. 
The second and the third one are the two intercept functions dl(w) and d2(w) defined on 
{-1, 1} N, which are given by 
dx(w)={ maxi~J+(w)[~-~JeJ-(w)qorj-EJeJ+(w)qorj]'-co, otherwise,if J+(w) ¢ ¢' (7) 
and 
miniej-(~) [~jeJ-(w)qorj - ~jej+(w) qorj] , if J-(w) ~ ¢, d2(w) (8) 
t co, otherwise, 
respectively. 
The reason why we call them as slope function and intercept functions will be clear after 
Theorem 2. 
First, let us have a discussion of the physical meaning for d2(w) and dl(w). These two intercept 
functions d2 and dl were mathematically introduced in [7], however, the physical meaning of them 
can be understood only after we apply the saturated attractor analysis on the parameter space 
to the Hopfield model. Considering the local field of each neuron defined by 
N 
hi := Z Towj 
j= l  
jEJ+(w) jEJ-(w) 
we see that d2(w) > dl(w), if and only if 
iEJ+(w) iEJ- (w) 
iEJ+(w) jEJ-(w) jEJ+(w) . jE -(~) 
or equivalent if and only if there exists a local field gap between the neurons in J+(w) and J -  (w). 
3. THE SET OF ALL SATURATED ATTRACTORS 
The set of all fixed points of the dynamics (1) is 
From the compactness of the range of the function f and the continuity of f ,  we conclude that 
the set (12) is nonempty by the Brouwer's fixed point theorem which states that if F = (f . . . .  , f) 
is a continuous mapping from a compact convex set (here is [-1, 1] N) to itself, then the set of 
fixed points of the mapping F is nonempty. 
A fixed point is called an attractor if it is a stable fixed point. We will confine ourselves to a 
subset of all attractors in {-1, 1) N, which is general enough in most of applications ( ee, Sec- 
tions 4-6). 
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DEFINITION 1. A configuration i  the set {-  1, 1 } g is called a saturated attractor of dynamics (1) 
ff 3, a nonempty neighborhood B(w) of w in [-1, 1] N such that lim~--.oo w(r) = w for w(0) E 
N B(w) and kl + ~":~j=l(qij + k2)rjwj ~ O, Vi = 1,... ,N. 
Now we show the general theorem of this paper. The main idea of its proof is fairly direct. Let 
us consider the dynamics 
w~(r+l )=s ign(~(q i j+k2) r jw jO- )+k l )  ' j = l  i= l , . . . ,N  (10) 
for w E {-1, 1} N, which is the dynamics of the discrete version of the Hopfield model. The set 
of all fixed points of the dynamics above is 
Namely, if and only if w satisfies the condition 
L J j=l  
w is a fixed point of dynamics (10). The condition (12) reads 
N 
E(qi j  + k2)rjwj + k, > 0, (13) 
j=l  
if i E J+(w) and 
N 
E(q~j + k2)rjwj + kl < 0, (14) 
j=l  
if i E J -  (w). Or equivalently, 
if i E J+(w) and 
1 
(16) 
jEJ- (w) jeJ+(w) J 
if i E J -  (w). By noting that the left-hand of the above two inequalities is independent of i, taking 
the maximum for inequality (19) on the set J+(w), and taking the minimum for inequality (20) 
on the set J-(w), we see that the necessary condition for w to be a fixed point of dynamics (10) 
is that 
d2(w) > kl + k2c(w) > dl(W). (17) 
After reversing the above procedure, we see that this condition is also sufficient. 
The following theorem establishes that for dynamics (1), the condition (17) is strong enough 
to ensure that w is an attractor of the dynamics while this fact does not hold for dynamics (10), 
where we are only able to assert that it is a fixed point. We call an attractor of a dynamics 
a dissipative attractor [17] if lira w(r) = w implies there exists a finite time T > 0 such that 
w(r +T)  = w, Vr > 0. 
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THEOREM 2. If f is a saturated sigmoidal function, then w is a saturated attractor of dynam- 
ics (1) ff and only if 
dl(W) < kl -4- c(w)k2 < d2(w). (18) 
Furthermore, ff f is a dissipative saturated sigmoidal function, then w is a dissipative saturated 
attractor of dynamics (1). 
PROOF. Define a family of functions 
gi(x) := xi " (qij + k2) rjxj + kl , (19) 
[j=l 
for x E R N. Then we assert hat gi(w) > O, i = 1,... ,N. In fact, if 3i  with gi(w) = O, from the 
definition of the saturated attractor we know that wi = 0. This contradicts our assumption on 
the function f ,  i.e., 
O=wi=f  w i+~(q i j+k2)  r jw j+k l  ¢0 .  (20) 
j=l 
Thus, gi(w) ~ 0 for i = 1 , . . . ,  N. 
N If S i such that gi(w) < 0, without loss of generality, we assume that wi > 0 and ~j=l(qiJ + 
k2)rjwj + kl < 0. From the strictly increasing property of the function f ,  we deduce that 
wi -- f wi + ~ (qij + ks) rjwj T kl < f(wi) <_ l. (21) 
j~-i 
Hence, gi(w) > 0 for all i = 1 , . . . ,  N follows. 
"ONLY IF". If W is a saturated attractor of the dynamics, we know from the proof alluded to 
above that 
Wi" ~£(q i j -} -k2) r jw j -~k l~ > O, V i :  I , . . . ,N .  (22) 
~ / 3 = 1  
So if i E J+(w), the above inequality reads 
N 
Z(q i j  + k2)rjwj + kl > 0, (23) 
j=l 
or equivalently, 
kl +c(w)k2 > ~ qorj - Z qijrj. (24) 
By noticing that the left-hand side of the inequality above is independent of i, after taking the 
maximum for i e J+ (w) on both sides of inequality above, we have that 
kl + c(w)k2 > dl(w). (25) 
After repeating same argument above, we arrive at that 
kl + c(w)k2 < d2(w). (26) 
"IF". After reversing the arguments in the "Only if" part, we conclude that if w satisfies that 
all(w) < kl + c(w)d2 < d2(w), (27) 
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then w is a fixed point of the dynamics. Since this condition implies that there is a neighborhood 5 ~ 
of w such that g~(x) > 0 if x E 6 ~, i = I,..., N. We get, after making the same procedure as 
above, that w is an attractor. 
Under the assumption that f is dissipative from the continuity property of the function g~(x), 
we deduce that for each i there is a nonempty neighborhood 6~(w) of w such that gi(x) > 0 as 
Let 6 N = ni=16i(W ), it is again a nonempty open set since w E 6. From the assumption of the 
existence of the limit we see that 3T0 > 0 such that as T > To, W(T) E 6. Since w~ ¢ 0 for 
i = 1,. . .  ,N, we could suppose that as x E 5, xi is either definite positive or negative. Now 
without loss of generality, we suppose that x~ > 0 for x E 5, and so 
bi=inf[~-~(qij+k2)rjxj+kl]xe8 j=l >0, (28) 
which implies that 
wi(To + Ti) = f wi(Ti + To - 1) + E (qiJ + k2) rjwj(Ti + To - 1) + kl 
j=l 
>_ f (wi(Ti + To - 1) + bi) 
>- f w~(r~ + To - 2) + (q~j + k2) r~wj (T~ + To - 2) + ki + b~ 
j= l  
>_ f (wi(To) + Tibi) = 1, 
if Ti • bi > 1, the first inequality follows from (f2). Set T = To + maxi Ti, this proves our 
conclusions of the theorem. 
For a given configuration w, Theorem 2tells that the parameter region in which w is a saturated 
attractor of dynamics (1) lies between the two parallel ines (see Figure 1) 
kl + k2c(w) = dl(W) (30) 
and 
kl + k2c(w) = d2(w). (31) 
Hence, c(w) is the slope function of lines (30) and (31), and dl, d2 are the two intercept functions. 
If d2(w) > dl(w), which means there exists an local field gap between the neuron in J+(w) 
and J - (w) ,  the parameter region 
{r(w) := (kl, k2) in which w is a saturated attractor of dynamics (1)} 
is a nonempty set. If d2(w) < dl(W), then F(w) is an empty set. So in this sense the larger is the 
difference between d?(w) and dl(w), the more stable is the attractor w. 
We are in the position to say a few words about Definition 1. One may suggests that the 
definition of the saturated attractors hould include those attractors uch that there exists i, 
i = 1 , . . . ,  N with the equality 
N 
kl + E(qq  % k2)rjwj = 0, w e {-1,  1}/v. (32) 
j= l  
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h h 
~ ~  k 1 ~ kl 
parameter region I 
for -w =(- 1,...,-1) parameter region 
for w =(1 ..... 1) 
(a) (b) 
parameter regiorl parameter region 
for-w for w 
(c) 
Figure 1. The parameter region of different saturated attractor of dynamics (1). 
However, if we look at the parameter space of (kl, k2), the Lebesgue measure of the set of 
parameters (kl, k2) satisfying equation (32) is zero (union of finitely many lines). Hence, there is 
no loss of generality if we consider only the saturated attractors of Definition 1. 
COROLLARY 1. (See Figure 1.) 
(1) The parameter region of ( k 1, k2 ) in which (1,..., 1) is a saturated attractor of dynamics (1) 
is 
N 
kl + ~--~rjk2 > d(+) := - min ~-~q,jrj. (33) 
J i=1 ..... N j r1  
(2) The parameter region of (kl,k2) Jn which (-i,...,-I) is a saturated attractor of dynam- 
ics (1) is 
kl - ~r jk2  < d(-) := min  ~'~qqrj. (34) i=l,...,N 
j j= l  
(3) If qq depends only on j, then only the conJiguration (1 , . . . ,1 )  and  ( -1 , . . . , -1 )  are  
saturated attractors of dynamics (1). 
(4) I f  qij = 5q, and min{rj, j  = 1,.. . ,  N} > O, then any configuration w 6 {-1 ,  1} N is a 
saturated attractor of  dynamics (1). 
80 ,]. FENG AND B. TmOzzx 
PROOF. Conditions 1 and 2 of Corallary 1 are direct consequences of Theorem 2. 
Under Condition 3, we see that d2(w) = dl(w) if w # (1, . . . ,  1), ( -1 , . . . ,  -1) .  Condition 4 in 
this case d2(w) = min{rj , j  = 1, . . . ,  N} and dl(w) = -min{r~, j  = 1,. . .  ,N}, for w E {-1,  1} ~. 
I f  w = (w i ,  i = 1, . . . ,  N) is a saturated attractor of dynamics (1), we may ask if -w  = 
(-w~, i = 1 , . . . ,  N) is also a saturated attractor of dynamics (1). The following proposition gives 
an answer. 
PROPOSITION 1. W is a saturated attractor of dynamics (1) he and only if -w is a saturated 
attractor of dynamics (1) and 
c(w) = -c(-w), d2(w) = -dl(-w), d,(w) = -d~(-w). 
PROOF. The relationship between c(w) and c(-w) is an obvious one. For the equality be- 
tween d2(w) and dl(-w), we note 
d2(w)= min ~ q,jrj- ~ q,jrj] 
ie J - (w) ~eJ-(w) jeJ+(w) J 
"1 
i~J-(w) iej+(_w) jeJ-(-w) 
= rain - ~ q,jrj+ ~ q~jrj 
i~J-(w) j e J -  (-w) jed+(-w) 
=-max [ ~ q,jrj- ~ q,jrj 
i~J-(w) i~J-(-w) jeJ+(-w) 
=-  max ~ q,jrj - ~ qijrj 
iEJ+(-w) 
iEJ- (-w) jEJ+ (-w) 
= -d l ( -W) .  
Similarly, we have dl(w) = -d2(-w). Combining Theorem 2 and relationship above, we yield 
the conclusion. 
The symmetric relation between w and -w is true under our assumption on the symmetry 
of the function f .  Without this symmetry, the theorem above will certainly be violated (see 
Remark 1). 
Finally, we want to point out that all conclusions in this section are a generalization of our 
previous results on the limiter functions, say Theorem 2 is stated exactly the same way as 
Theorem 2 in [7]. 
4.  APPLICATIONS TO THE HOPFIELD MODEL 
4.1. The  Mode l  
The Hopfield model [18], to which most of the theoretical investigations in the field of neural 
networks has been devoted so far is defined by 
P 
1 ~ ~. ,  i,j = 1, N, (35) qij = T~j = ~ . . . ,  
/~----- 1
and by setting kl = 0 the threshold, k2 = h the external field and r~ = 1, i = 1, . . . .  N. w~(r) is 
the neural activity at time r of the ith neuron where ~ = (~, i  = 1,. . .  ,N)  is the/z th pattern 
stored in the network. 
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Dynamics (1) now reads 
w,(~'+l )=f  w i (v )+Z(T i j+h)wj ( ' r )+O , i= l , . . . ,N .  (36) 
jffil 
In most of the theoretical investigations, in particular in the statistical physics approach, ~ is 
assume to be i.i.d, and p(~$ = 1) = p(~' = -1)  = 1/2, Vi,/z. 
Dynamics (36) is a discrete time version of the continuous Hopfield model, see equation (3.31) 
in [3]. Next we apply our results of Section 3 to the Hopfield model, which sheds some new light 
on the dynamics properties of the model. 
4.2. Parameter  Reg ion  
Since the stored patterns take values +1 and -1,  it justifies our restriction to consider only 
attractors in {-1,  1} N, i.e., in the set of saturated attractors. 
For w E { -1 ,1 )  N, now 
c(w) = I J+(w) [ -  I J - (w) l ,  (37) 
d2(w) and dl(w) turn out to be 
d , (w)= max Z r , j -  Z T'J[ 
iEJ+(w) jEJ-(w) jEJ+(w) 
J 
i~J+(w) w) jeJ+(w) 
iEJ+(w) 
3 
From the definition of T~j, i , j  = 1,... ,N, we see that 
N g 1 v 
j=l j=l /~----1 
p N 
= Z ¢/z Z wj¢; (39) 






ra(w,~ tL) := ~ Zwi~ (40) 
i=1 
is the overlap between the configuration w and the pattern ~z. So now we have that 
p 
dl(w) = - rain E ~m(w,~' ) ,  (41) 
i~j+ (w) p=l 
similarly, p 
d2(w)=-  max Z~m(w,~) .  (42) 
iEJ- (w) /~=1 
Combining (41), (42), and Theorem 2, we see that the criterion for a saturated attractor of the 
Hopfield model is the following theorem. 
]4-10-0 
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THEOREM 3. For dynamics (36), a configuration w E { -  I, 1 }N is a saturated attractor of the 
Hopfield model if and only if 
P P 
"m w " - max  (43) - eJ÷ w min . - - i  
In the practical applications, we are mainly interested in establishing if w = ~,  # --- 1,. . .  ,p 
is a saturated attractor of dynamics (36). Here we furnish a concrete criterion for verifying if 
a given configuration is an attractor of dynamics (36). Next let us give an example in order to 
see how to apply the Theorem 2 to a concrete case. Further applications are contained in next 
section. 
EXAMPLE 1. 
(1) Storage of one pattern ~ ~t (1, . . . ,  1), ( -1 , . . . ,  -1). 
In this case, 
Tij - ~i~j i, j = 1,. , N, (44) 
N , , .  
and so 
d2(~) = 1, dl(~) = -1. (45) 
Hence, the parameter region in which ~ is a saturated attractor of dynamics (36) is 
1 > o + c( )h > -1 .  (46) 
Furthermore, we should note here that if 
w ~ ~, -~, (1, . . . ,  1), ( -1 , . . . , -1 ) ,  
then 
d2(w) - dl (w) < d2(~) - dl(~), (47) 
namely, ~ is the most stable attractor in the sense that the larger is the difference be- 
tween d2 and dl, the more stable is the attractor. 
(2) Storage of two patterns ~ ~ (1, . . . ,  1), ( -1 , . . . ,  -1), and -~. 
In this case, after making an easy calculation, we obtain that 
d2(~) = 2, dl(~) = -2. (48) 
Therefore, the parameter region of (i9, h) in which ~ is a saturated attractor of dynam- 
ics (36) is 
2 > t9 + c(~)h > -2. (49) 
In spite of the extensive investigation of the Hopfield model, little attention was paid to the 
parameters (/~, h). Our theorem allows us to have a clear understanding of the role played by 
the two parameters in dynamics (36) as explained below. The Hopfield model is described by 
a picture of the type of Figure 1 which is redrawn in Figure 2. It is easily seen from Figure 2 
that the number of stored patterns, i.e., of saturated attractors, of the Hopfield depends on the 
parameters (/9, h). There is one region in which many saturated attractors coexist (see Figure 2). 
In this region, the network will have the highest capacity, a quantity studied extensively in the 
literature [1,3,19]. Outside this region, the capacity will become lower and lower. When h, the 
external field is negative, there will be only one saturated attractor corresponding to the stored 
pattern if c(~ ~) ~ c(~), # ~ v, and so the capacity for the network is only 1IN. However, this 
region is good for retrieving a specific memory w if it is a saturated attractor of the dynamics 
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h 
parameter regiofl parameter region 
for g ~ for ~v 
Figure 2. The parameter region of (0, h) in which w is a saturated attractor of the 
Hopfield model (see Figure 1, also). In the dark region, the Hopfield model have 
the highest capacity. In this region, for example, ~u, ~u are both attractors of the 
Hopfield model. When h = h ~ (horizontal line), the capacity of the model becomes 
lower. 
since if dynamics (36) converges to a saturated attractor, it will go to w. This may also suggest 
a way to recall an information avoiding the spurious tates [11]. 
4.3. Capac i ty  
As we already discussed before the difference d2(w) - dy (w) reflects the stability of a saturated 
attractor w. If it is negative or equal to zero, w will no longer be a saturated attractor of dynamics 
(36). Or in other words, the existence of an energy gap for a state w between the neurons in 
J+ (w) and J - (w)  is a necessary and sufficient for w to be an attractor of the Hopfield network. 
From this point of view here, we are also able to give a definition of the critical capacity of the 
Hopfield model in terms of the intercept functions dl and d2. 
DEFINITION 2. The critical capacity ~c for perfect retrieval of dynamics (36) is 
{ P - <dl = 0, for U = 1,. ,p} ,  (50) ac := in f  a=~,  .. 
where (-) represents the expectation with respect o the distribution P of~ ~'. 
It is reasonable to expect hat the capacity defined above will be larger than that of dynamics 
(10) [1,20]. For dynamics (10), we are only able to assert that a configuration w • {-1,  1} N 
satisfying 
d2(w) > kt + k2c(w) > dr(w) (51) 
is a fixed point of (10), while for dynamics (36), any configuration w • {-1,1} ~ with the property 
(51) is already an attractor of dynamics (36). 
Since (d l (~) /and  (d2(~)) are symmetric with respect o # under the condition, the matrix T 
is given by (35), we only need to compute 
(¢ ) )  - (dl (¢)), (52) 
for estimating the capacity of the network. Furthermore, in terms of the symmetry between d2 
and dl, we see that (d2(~l)) > (dx(~i)) if and only if (dl(~l)) > 0 or (d2(~l)) < 0. 
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THEOREM 4. Itf p < N/(21nN), we have (dl(~l)} <: 0. 
PROOF. By the central imit theorem, we obtain that 
z.~.~'~P l ~'~N g'l~gl~:l p ~"~N g'l~la~:l 
E I~=2 £.~j= 1 ~i ~j ~j £.~j=1 ~i ~,j %j = - i  + max max 
ieJ-(~ 1 ) N iEJ- (~ 1 ) N 
= -1 -{- max z--,~=2 ~i ~ (53) 
ieJ-(~ 1) 
= -1 + max Wi, 
~/ N ieJ-(~ I) 
where ~ and Wi are both random variables of standard normal distribution. Hence, to ensure 
(d1(~1)) < 0 iff ((vff i /v~)maxiej-(~l ) Wi} < 1. Next we are going to estimate the distribution 
of the random variable maxiE J- (5~) Wi, 
ie J - (¢ I) \ \  \ ieJ-(¢')  
k 1 ( Wi ) 12-ff = ~--~ "z~,..Cgz. max < x - (54) x<i<k -- k 
: (1 + P(W, _<~X)) N -- --1 
2 2 N" 
Define 
aN : (2logN) 1/2 
and 
t 
bN = (21ogN) 1/2 - 2(21ogN)-1/2 (loglog N + log4~r), 
we have 
P(  max Wig X----+bN+o(ag)) =(l+P(wi<--(x/aN)+bN+°(aN)))N 1 
iEJ-(~') aN 2 2N. (55) 
Following the arguments in [21, p. 15], we know that 
( l  + P(wi < (x/aN) + bN + o(an))) N -- ~ e-(exp(-z)/2) 
2 
as N tends to infinity which implies that 
/maxiEJ-(~x) Wi) = i. 
aN 
So the conclusions of the present heorem follow. 
Now we go a step further to consider the parameter region in which the Hopfield model has 
the capacity as in Theorem 4. In order to make sense for inequality (43) as N --~ oo, we consider 
the parameter region of 0 only 1. Theorem 3 tells that when -(d1(~1)) < 0 < (d1(~1)), the 
capacity for the network is p = N/(21ogN). For a given p(N), we could easily decide the exact 
parameter region of 6 in which the network has a capacity p(N)/N,  but when 8 is not in the 
region [-(dl(~l)), (dl(~l))] the capacity is zero. 
1By the law of iterated logarithm, we know that limsupN..,a¢ c(gl)/(~/NloglogN) = +1 and lirninfN-,c¢ 
c(~ I )/(~/N log log N) = -1. 
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Let us now have a comparison of conclusions in Theorem 3 with the existing results. For the 
Hopfield model in space ( -1 ,  1} N in [1], it is proven that if p < N/(21ogN), a given pattern 
is a fixed point and if p < N/(41ogN) all patterns are fixed point of the dynamics. In [19], 
the authors rigorously proved that if p < N/(41ogN), then all patterns are attractors of the 
dynamics. Here we conclude that as p < N/J2 log N) all patterns are stable fixed points. 
REMARK 3. If a small fraction of errors is tolerated in retrieved patterns, it is possible for us to 
find a positive critical capacity if we define 
a c , max d2(w) -d l (w  >0 , 
wes(~(1~ , )
for S(x,~) representing the ball with the radius of ~ and the center at x (see [22,23]). 
Finally, we want to point out that our approach to the Hopfield model is independent of the 
symmetry of the matrix Q and so we could calculate the capacity in a more general context [24,25]. 
5. APPL ICAT ION TO L INSKER'S  MODEL 
5.1. The  Mode l  
Linsker's model [5,7,26] resembles the visual system, with an input feeding onto a number 
of layers corresponding to the layers of the visual cortex. The units of the network are linear 
and are organized into two-dimensional l yers indexed L0 (input), L1, . . . ,  and so on. For the 
simplicity of the notation, suppose that each layer has N neurons and has periodic boundary 
conditions (wrapped up). There are feed-forward connections between adjacent layers, with each 
unit receiving inputs decreasing monotonically with the distance from the neurons belonging to 
the underlying layer. Figure 3 shows the arrangement. 
More specifically, let xln)(v) be the activity of the ith neuron at time T in the n th layer, 
N 
= L xi (v)wki ~r)rki +al ,  n=l , . . . ,  (56) 
where w(~)iv ) is the synaptic onnection between the (n -  1) th layer and the n th layer, r(k~ ) is 
the synaptic density function between the i n - 1) th layer and the n th layer, 
N 
1, vn, k, i57) 
i----1 
al is a parameter. For n = 0 iinput layer), let x~°)(r) be the i.i.d, noise, i.e., 
For the development process of the synaptic onnections • (n) in Linsker's network, the Hebb- Wki  
type learning rule is used, namely, 
where a2, as > 0, a4, as are all constants again. 
Taking the expectation on both sides of the equality (59) above, and supposing that the expec- 
tation of x~ n-l) i v) is independent of r and i, which is the real situation in Linsker's imulation 
since he trained the network layer by layer, we obtain finally that 
N 
j~--I 
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The n-lth layer 
Figure 3. A schematic representation of Linsker's network between the n - 1 th layer 
and the n th layer. 
where kx, k2 are combinations of the parameter al,a2,a3 (we take a3 = 1), a4, and as, Q(n) = 
( (n)  qij , i , j  = 1 , . . . ,  N)  is the matrix given by 
q(n) (n - l )  (n - l )  (n - l )  (n - l )  (n - l )  
ij = Z n= rik wik rim Wjm qkm ' 1,2, . . . ,  (61) 
m,k 
with ,(o) = 6kin in accordingly to (58), ~krn 
(n-D,  , ~ik~ (n-i) = ~---,~lim Wik tv), 
the equilibrium value of the synaptic connection between the (n - 2) th layer and the (n - 1) th 
layer, ,.(0) = 1, • (0) = 1, i, k = 1,. , N. "ik ~ik " " 
In order to avoid the unboundedness of w(k~.)(T), Linsker used the limiter function fc defined in 
the Section 2 to restrict the range of W(~)(T) to [--1, 1]. So the dynamics used in the simulation 
of Linsker's network is 
k ~ rCn)w(n)tr ~ 4:)(  ~ + ~)-- ~o 4:)(~) + ~ + E (¢ '  + v ~ ~, ,  ' 
j= l  
A lot of facts on Linsker's model with the limiter function are given in [7], in particular, in the 
first three layers. Here, we consider the more general dynamics defined by 
w: ' ( r+ l )  f (n, (qJ;) k,)  (n) (n,, ,~ = Wk, (7") q- ki q- Z Jr • rkj wkj (~')] (62) 
j= l  / 
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Unlike the Hopfield model Linsker's model is a feed forward multilayer network. Dynamics (62) 
is the updating process of the synaptic onnections rather than the neuron activities. In the  se- 
quel, we refer to the model with dynamics (62) as (generalized) Linsker's network. For fixed n, the  
appearance of a structured receptive field is independent of the index k thus, we can rewrite (62) 
as 
w}n) (T + 1)= f ~ .q}2)  k2  r~)wJn)(r) • (63) 
j=l 
5.2 .  Parameter  Reg ion  
We change our notation a little bit in order to apply Theorem 2 in Section 3 to dynamics (63). 
Let 
[ (n) (n) (n) (rill 
% j, #¢' (64) dl(W,n) = maxieJ+(w) ~-~jeJ-(w) qij rj - Ejeg+(w) if J+(w) 
- c~, otherwise, 
and 
Ix--. (n) (n) v-. (n)r(n)] 
d2(w,n)= minjej-(w)[2.~ieg_(w)qii rj -2.~jeJ+(w)qij j J ,  i f J - (w)¢¢ ,  (65) 
c~, otherwise. 
THEOREM 5. w is a saturated attractor of Linsker's model/fand only if 
dx(w, n) < kl + c(w)k2 < d2(w, n), n = 1,. . . ,  (66) 
furthermore, if f is a dissipative saturated sigmoidal function then there exists T > 0 such that 
w=w(T  + r), r >_O. 
In Linsker's model a structured (an on-center or an oriented) receptive field is of particular 
interest. By keeping all the synaptic onnections between the L0 layer and the L1 layer positive an 
on-center (off-center) eceptive field appears between the L1 and L2 layer. This kind of structured 
receptive field is also recently founded important in the application of similar network to image 
recognition. Let us make a comparison between what has been discovered in Linsker's numerical 
simulation for the third layer (L2) (Figure 4) and the more exactly discovery in [7]. 
h 
v, iv, l.rl  ll' ,' 
k I 
V ~ IV _/ :~IEII II ~ I 
parameter egiod p'~rameter r gion 
for w' for w 
Figure 4. The smaller the size of the on-center of an on-center receptive field, the 
narrower the band in which that the on-center receptive field is an attractor [7]. 
The same conclusion is true for off-center receptive field (Proposition 1). When 
kl decreases (k2 < 0), we go from the Region I (all-excitatory), II (on-center), 
III (several attractors coexist), IV off-center), V (all-inhibitory). If kl decreases 
(k2 > 0), we go from the Region F (all-excitatory), II ~ (off-center), IIF (several 
attractors coexist), IV ~ (on-center), V' (all-inhibitory). 
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For k2 < 0, we pass through a series of regimes as kl is decreased. 
(I) Each cell is all-excitatory (Region I in Figure 4). This happens when 
N 
(2)_(2) kl + k2 > d(+,2) := - min 2~qij "rj . 
i= l , . . . ,N  j= l  
(2) Each cell is an on-center circularly symmetric opponent cell (Region II in Figure 4). This 
happens when 
dl(w, 2) < kl + c(w)k2 < d2(w, 2), 
where c(w) > 0. The width of the band is d2(w, 2) - dl(W, 2). 
(3) As we continue to lower kl, a more complex situation appeared (Region III in Figure 4). 
For example, in Figure 2 of [7], it is shown that the oriented receptive field is also an 
attractor of dynamics (63). 
(4) As kl is made more negative, we reach an off-center circularly symmetric opponent cell 
(Region IV in Figure 4). This happens when 
dl(w,2) < kl + c(w)k2 < d2(w,2), 
where c(w) < 0. The width of the band is d~(w, 2) - dl(w, 2) (see Proposition 1 for the 
symmetry between the on-center and off-center). 
(5) Finally, an all inhibitory regime (Region V in Figure 4). This is the region 
N 
A2)_(2) 
k I - k 2 <~ d( - ,  2) :~-- min Z ~iJ 'J " 
i-=l,...,N 
j= l  
The above phenomena is observed in the numerical simulation of [5]. As k2 > 0, the similar 
phenomena is observable if kl decreases (in another order, from (1) --* (4) --, (3) --* (2) --* (5), 
in Figure 4 from F --* II i __, IIY --* IV I --* VI). 
This discovery becomes more important as we encounter the necessity in the practical applica- 
tions to control the size of the on-center receptive field by selecting the parameter of dynamics (63) 
as in the next section. 
5.3. The n th Layer  
In fact, all the above descriptions axe true for any layer in Linsker's model. The only difference 
is to replace Q(2) : (q~2),i,j = 1 . . . .  ,N)  by Qn = (q~.),i,j = 1 , . . . ,N ) .  Let w be a given 
structured receptive field, say the on-center receptive field w. The problem is how to choose a 
certain layer n so that d2(w, n) -d l (W,  n) is as large as possible. In the following, we will always 
assume that ~(~) k, i = 1, N is independent of n. This is done only for the convenience "k i  ' " " " 
of the theoretical treatment of our consideration for the case n --* 0¢. The case in which r 
is dependent on n is fully discussed in [7] for the first three layers. We can ask whether the 
difference d2(w, n) -d l  (w, n) will become larger and larger if we keep all the connections positive 
between adjacent layers as those between the Lo layer and the L1 layer. The answer is negative 
as indicated by the theorem below. 
THEOREM 6. I f  w~. ) = 1, i , j  = 1 , . . . ,N ,  n = 1, . . . ,  then as n --* eo, the only attractor of 
dynamics (63) will be (1, . . . ,1)  and ( -1 , . . . , -1 ) .  
PROOF. First, note that 
Q(-) = A s", 
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where 
A --~ / ?'21 ?'22 .. • r2N , 
. , .  
\ rN l  ?`N2 ... ?`NN 
with 
N 
~ r i j= l ,  i = 1 , . . . ,N .  
j= l  
So A now is a probability matrix. From the general theory of the Markov chain, we know that 
lira Q(n)= ql q2 ... qN , 
n ' - . . ~  . . .  
ql q2 ... qN 
since the Markov chain defined by matrix A is irreducible, where 
~-~qi=l .  
i 
By Corollary 2 of Section 3, we obtain the conclusion of the theorem. 
Theorem 6 tells that the further the layer, the smaller the difference of d2(w, n) -dx(w,  n) will 
be if w is an on-center receptive field. A confirm of this statement is the fact that in Linsker's 
network an on-center eceptive field switches on between the second layer (Lx) and the third 
layer (L2). 
Now we would like to ask ourselves that what kind of matrix Q = limn_,~ Q(n) defined by 
equation (61) favors the appearance of an oriented receptive field. Returning to the trivial 
Example 1 in the Section 3, we see that if we store one pattern ( of the oriented receptive field 
then 
= (1 , . . . ,1 , -1 , . . . , -1 ,1  . . . .  ,1 , .  . . . . .  , -1 , . . . , . . . , -1 ) ,  
and we get the following synaptic matrix: 
{ ~J  i , j= l , .  . ,N )  T= T, j ,T i j=-- f f - ,  . . 
We observe that the feature of the matrix T is that each row of (T~j,j = 1,... ,N) oscillates 
many times between +I /N  and -1 /N .  As we already know, this matrix makes the difference be- 
tween d2({) and dl(~) the biggest. It is founded in the numerical simulations of Linker ([5, Figure 
1, p. 8786]) that the further the layer, the deeper the oscillations of _(n) ~j , j -- 1 , . . . ,N  between 
the positive and the negative values. This implies that the further the layer, the more the ma- 
trices Q(n) and T are similar. And thus, the quantity d2(w, n) - dl(w, n) should become larger 
and larger if w is an oriented receptive field. A rigorous proof of the above conclusion relies on 
the limit behavior of the matrix Q("). We believe that it is possible to get some results on it. 
6. APPL ICAT ION TO THE DLN 
The power of the dynamic link network(DLN), a model proposed by vonder  Malsburg first 
in 1981 is demonstrated and developed in recent years in different applications, see, for ex- 
ample, [6]. In [8], a discrete version of the DLN is proposed and a principle for choosing the 
parameters used in the DLN is given for the limiter function defined as in Section 2. Here by our 
results of Section 3, we are able to reobtain all the results in [8]. We first briefly review the DLN. 
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The X Layer 
Figure 5. A schematic representation f the DLN. 
6.1. The  Mode l  
The dynamic link network is essentially a two layer network, say layer X and layer Y with 
both inter-layer connections and intra-layer connections. Suppose that there are N neurons both 
in the layer X and Y, and all neurons in the layer X(Y)  are arranged in a two-dimensional torus 
(i.e., with periodic boundary conditions) as shown in Figure 5. 
The periodic boundary conditions are adopted here only for avoiding the boundary effects. 
Choose a coordinate system so that the first neuron sits at the origin. For i = (rl, r2), j = (r3, r4), 
i , j  = 1 . . . .  , N ,  or i , j  = 1 , . . .  N ,  the distance between i , j  is given by 
[ l i -  Jl[ = ~/[rl - rzl 2 + [r2 - ra[ 2. 
One main feature of the DLN is that there are two time scales, a slow varying one u = 1, 2 , . . . ,  
and a fast varying one ~- E R +. For fixed u, let Xi(v,u) denote the activity of the i th neuron 
at time r in the layer X and Y~(v,u) be the activity of the ith neuron in the layer Y at time r. 
Xi ( r ,  u), i = 1 , . . . ,  N is obtained by a weighted linear combination of the activities of the other 
neurons in the same layer and then by an application of the sigrnoid transformation a a. More 
precisely, 
x~(r, u) = ~ (z~(r, ~)), 
N 
e.~O', ,.) = -az~(~-, ~) + ~_. ~jxj(~-, . )  + xx(~ -, .) ,  (6T) 
j~ l  
x~(o, u) = o, 
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where i = 1,. . .  ,N, a > 0 is a parameter of the dynamics, 
k~j = 7P~ - # ,  (68)  
where p~j > O, i , j  -- 1,... ,N is the weight (interaction) function inside the layer X and %#, 
the intensities of the excitatory and inhibitory connection, are all positive parameters, I X (T, u) 
with (IX(T,U)I~(T,U)) = 5ij, i , j  = 1,... ,N is the input signal presented at the neuron i of 
the layer X. Note that the interaction kernel kij consists of short-range xcitatory connections 
with range s and global inhibitory connections of relative strength #. In the following, we always 
assume that Pij depends only on Ili - J l l  and is a nonincreasing function of Ili - J l l .  
For the activities in the Y layer, we have the same dynamics as the X layer except for the 
different input signal I~(T, u), i.e., for u = 1, 2 . . . ,  i ---- 1 , . . . ,  N 
= 
N 
= u) + + (69) 
j= l  
= 0, 
here I~(T, U), the input signal in the layer Y will be specified in equation (72). 
Let a function T(i, j) be defined according to the matching algorithm, i.e., it is equal to one 
if the feature presented at the neuron i in the X layer, and that at the neuron j in the Y layer 
is similar and equals to zero otherwise. Then the inter-layer connections Jij(u), u -- 1 ,2 , . . . ,  
i = 1,. . .  ,N, j = 1,. . .  ,N  between the i th neuron  in the layer X and j th  neuron  in the layer Y 
evolve according to a version of the normalized Hebb learning rule 
gij (u) + eJij (u)T(i, j)Yj (u)Xi(u) (70) 
J~j(u + 1) = EN=I [Jij(u) + eJij(u)T(i,j)Yj(u)Xi(u)]' 
where 
Yi(u) = (limT-~o¢ Yi(~-, u) + 1) Xi(u) = (limT-~oo Xi(r, u) ÷ 1) (71) 
2 ' 2 
are the equilibrium state of the i th neuron activity in the layer Y and the equilibrium state 
of the ith neuron activity in the layer X, respectively. The matrix T(i,j), with a suitable 
normalization defines the initial condition for the synaptic matrix Jij: 
Jij(O) = T(i, j) 
N 
~_,i=l T(Z,j)" 
Note that the existence of the limit in equation (71) is ensured by the existence of the Lyapunov 
function corresponding to dynamics (67) and dynamics (69) [9]. 
Now we can give the definition of the input signal I] '(r, u), j = 1,. . .  ,N, u = 1,2, . . . ,  in the 
layer Y, 
N 
I~. (T, u) = E J,j(u)X,(T, u)T(i,j). (72) 
Hence, in the dynamic link network, the time scaling T is explained as a kind of 'short term 
memory' and u is a kind of 'long term memory'. Neurons in the layer X and layer Y are 
grouped according to the self-organizations mechanism (67) and (69) first. And then the learning 
procedure for J~j(u) is evolved in accordance with the self-organization (67) and (69) through 
dynamic (70). 
Since all the conclusions below are true for both X and Y layer, let us agree to use ~, I to 
represent either X, I X or Y, I F. For the sake of simplicity, we take the parameter c~ -- 1 and note 
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that this parameter also does not appear in the fast DLN proposed in [9]. So now dynamics (67) 
and (69) read 
~i(T, V) = f (xiiT , V)), 
N 
x,(~, ~) = --X~(T, ~) + ~ k,j~(~, ~) + I~(T, ~), (73) 
j= l  
¢~(0, v) = o, 
where f is the saturated sigmoidal function. 
Discretising (73) with time step h, without loss of generality, we set h = 1, we have 
N 
xi(T + 1, u) = E k,jf (xj('r, v)) + Ii(T, u), 
j=l (74) 
x~(0, v) = O, 
for r E N. As pointed out in Section 2, we can transform the dynamic system generated by 
the solutions Xi(T, v) of (74) in a more suitable system by making the transformation ~h(r, u) = 
I (x~ (~, ~)) 
rh(r + 1, v) = I k~jrlj(r, u) + I~(r, u) , (75) 
\j=l 
,1~(o, ~,) = o, 
which is the dynamics we will focus on. 
We suppose now that I~-(i, v) is independent of i and r denoting it as I(v). The case of the 
dependence of I on i and T is considered in (5) of Theorem 7 below. 
6.2. Choos ing the  Parameters  
Define 
1 
el(w):= max E P ' J -  E P ' J I '  
~EJ+(w) iEJ-(w) jEJ+(w) .J (76) 
e2(w):= min [j E P'J- E PiJ]" 
iEJ-(w) EJ-(w) jeJ+(w) 
By Theorem 1 of Section 3, we know that if we look at the parameter space of (I(u), #), the 
region of them ensuring that w is an attractor of dynamic (75) is a band between two parallel 
lines 
dl (w) -~ 7el (w) + 1 = I(u)  - c(w)# (77)  
and 
I(u) - c(w)# = 7e2(w) -- 1 = d2(w). (78) 
Assume that c = ~7=lP~J" Differently from the previous two sections, here we could easily 
calculate the function e2(w) and el (w) if w is an on-center activity pattern with radius r. Without 
loss of generality, we suppose that w~ = 1 if Hill < r = ~ ,  and w~ = -1  if ]IiH > r, 
where r is a positive number, the radius of the excitatory neuron activities. In this setting, from 
the nonincreasing property of Pij, we know that 
e2(w) = e-2~j_ (w)~e w) (79) 
1 
_ -  e-2 Z 
jeJ+(w) J 
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wherei* =(m*,n* ) :=(m,n+l ) i fx /m 2+(n+1)  2 <m+l ,m>n>0,  m 2+n 2=r  2 ,and 
i* = (m*, n*) := (m + 1, 0) if r = m + 1, m > 0, i.e., the point i* lies on the nearest circle passing 
through the integer lattice outside the circle m 2 + n 2 -- r 2, and similarly, 
el(w) = - 2 min Z Pq] 
iE J+ (w) jE J+ (w) J (80) 
1 
jEJ+(w) 3 
where i. = (m., n.) with m. 2+ n2. = r 2. 
THEOREM 7. 
(I) For Vw E {-I, I} N, w ~ (i..., i), ( - I , . . . , - l ) ,  a necessary and sufficient condition 
ensuring that there exists a nonempty set of (#, % s, I) in which w is a saturated attractor 
of dynamic (75) is 
e2(w) > el(w) (81) 
and 
2 
> := e2(w)  - e , (w)"  (82) 
Furthermore, the larger the % the bigger the parameter region ensuring that w is a 
saturated attractor of dynamics (2). 
(2) In the circumstances of (1), there exists a positive number #o such that when # is in the 
set 
{#,# -> #0} N {#,'yel(w) q- 1 < I (v) - c(w)# < ~/e2(w) - 1}, (83) 
then w/s a saturated attractor of dynamics (75) and (1 , . . . ,  1), ( -1 , . . . ,  -1)  will no longer 
be attractors of dynamics (75). 
(3) gs  is large enough so that pq, i , j  = 1, . . . ,  N are constants independent of i , j ,  then only 
(1 , . . . ,  1) and ( -1 , . . . , -1 )  are the possible saturated attractors of dynamics (75). 
(4) I f  s is small enough so that pij = 6ij with ~f > 1, then any state w E {-1,  1} N is an 
attractor of dynamics (75). 
(5) w is a saturated attractor of dynamics (75) if and only if 
I (v) E ['yel(w) + c(w)# + 1,"re2(w) + c(w)~ - 1]. 
PROOF. 
(1) We know from Theorem 1 that there exists a set of the parameters (I(v), #) such that w 
is a saturated attractor of dynamic (75) if and only if 
"/e2(w) - 1 > 7el(w) + 1, 
which implies the first conclusion of the theorem. Furthermore, since the bigger the % 
the wider the band between the lines 
x( . )  - c(w)  = + 1 
and 
ICy) - c(w)l~ = "ye2(w) - 1, 
we arrive at the second conclusion. 
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(2) For Wl = (1, . . . ,  1), we have that c(w l )  = N and el (w1)  = -c .  So in terms of Theorem 1, 
we deduce that in the region 
I (v )  - N# > - " /c  + 1, 
the configuration w2 = (1, . . . ,  1) is an attractor of dynamic (75). Similarly, we also have 
that in the region 
I (v )  + N# < 7c - 1, 
the configuration w2 = ( -1 , . . . , -1 )  is an attractor of dynamic (75). For fixed 7,w, 
denote #1, #2, #3, and #4 as the solution of the following four equations: 
I (v )  - N# = -7c  + 1, I (v )  + N# = 7c - 1, 
I (v )  - c(w)  = + 1; I(v) - c(w)  = " el(w) + 1; 
l ( v )  - N# = -7c  + I, l (v )  + N# = 7c - i ,  
I (v )  - c (w)# = ~/e2(w) - 1; I (v )  - c (w)# = 7e2(w) - 1; 
respectively. Then we could choose Po = max(#x, #2, #3, #a), and one obtains the conclu- 
sion. In fact, we have 
("~C :_')'..eel (W) -- 2 "~C --[- "~e2(w ) -- 2 )  
#o = max \ N + c(w) ' ~V'--- c--'(~) 
] 
-- max ~ N + c(w ) ' N -- c(w-) " 
(3) In this case, e2(w) = e l (w) ,  from Theorem 2, we know that any w E {-1,  1} N will not be 
a saturated attractor of dynamics (75) if w ~ (1, . . . ,  1), ( -1 , . . . ,  -1) .  And (1, . . . ,  1) is a 
saturated attractor of dynamics (75) if 
I (v )  - N# > - '~c + 1, 
( -1 , . . . ,  -1)  is a saturated attractor of dynamics (75) if 
I (v )  + N# < 7c - 1. 
(4) In this setting, 7e2(w) - 1 = " / -  1 > ")'el(w) + 1 = -7  + 1 for any w E {-1,  1} N, so we 
prove the conclusion by Corollary 1. 
(5) It is an easy consequence of Theorem 2 of Section 3. 
For an explanation of Theorem 7, we refer the reader to Figure 6. 
For dynamics (75), we could define a Lyapunov function as in Section 2, 
N ~ 
= 2 Jo S- l (z )dz  (s4) - + 
i , j  i 0 i 
if kii -> 0, i = 1,. . .  ,n, w E [-1, 1] N, where [¢~j = k~j - 5ij - #, i , j  = 1 , . . .  ,N .  It is readily seen 
that (1 . . . .  ,1) ( ( -1 , . . . ,  -1) )  is the global minima of the dynamics if the input I (v )  > O( I (v)  < O) 
and # <: 0. So (1 , . . . ,1)  ( ( -1 , . . . , -1 ) )  will dominate the behavior of the dynamics in the 
sense that if the input is contaminated by the noise, the neural configuration will converge to 
the global minima with large probability as in the simulated annealing. However, the lateral 
inhibition # > #0 ([#0[ is small usually) guarantees that some nontrivial activity patterns (not all 
the neuron activities are excitatory or inhibitory) will be reached by the system in the evolution 
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I(v) 
Figure 6. The parameter region of (I(u),~) in the DLN. Note that the slope of the 
dark lines is c(w) = 21 (m, n) E Z 2, m 2 + n 2 <_ r21- N (see equation (88)) if w is a 
pattern with an on-center field of radius r. So for fixed # =/~o, the smaller the I(u), 
the smaller the size of the on-center (r) of w, which is an attractor of dynamics (75). 
If r is small enough (Table 1), the pattern with an on-center field of radius r will no 
long be an attractor of the dynamics (75). For fixed I(v) > 0, as/~ > 0 becomes 
smaller and smaller, the size of the on-center of w will become larger and larger (see 
Figure 4, also). 
of the neuron activities ince now the parameters are outside of the region, where (1 , . . . ,  1) or 
( -1 , . . . ,  -1 )  is the attractor of dynamics (75) (Figure 6). 
Now we could explain the role of the lateral inhibition plays in the neural model. The lateral 
inhibition pulls the dynamics outside of the region dominated by the attractors (1 , . . . ,  1) or 
( -1 , . . . ,  -1) .  If these models are a good approximation of the biological systems, then here we 
supply an argument that explains why the lateral inhibition is necessary in the natural biological 
network and it is surprising to us that the biological system is so cleverly devised. 
Theorem 7, Conditions 3 and 4 tell that the range of the parameter s of the excitatory con- 
nection controls the correlation length of the activity patterns. As s is small, the activity of 
each neuron could change independently, so any activity pattern could be a saturated attractor 
of dynamic. As s ~ co, the activity of each neuron is highly correlated, only all excitatory and 
all inhibitory attractors are saturated attractors of the dynamic. 
Theorem 7, Conditions 5 gives an exact fluctuation region of the fluctuation of the input signal. 
I f  I (u)  is in the region of [~el (w) + c(w)# + 1,7e2(w) + c(w)# - 1], w will remain as an attractor 
of dynamic (75) (Figure 6). The interval in which I (u) changes can be taken as an estimate for 
an effective interval in the case when the input signal is not translation invariant and depends 
on the time T of the neural dynamic. 
From all the above arguments we now can give a useful way for choosing the four parameters 
I~, % s, I x .  For a given neuron activity pattern w with an on-center of radius r, which is used in 
the simulation of fast DLN and numerically founded in the simulation of dynamics (67) and (69), 
the slope function 
c(w) = 2 I (m,n)  e Z 2 ,m 2 + n 2 <_ r21 - N,  (85) 
where I" I represent the cardinality of a set. Here, we consider the case 
1, if I l i -  ill -< s, 
Pij = 0, otherwise. 
The case when Pij has the Gaussian distribution is contained in [8]. In this setting, the two inter- 
cept functions e2(w), e l (w)  are obtained by (79) and (80), and we have the following proposition. 
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Define 
ae(,-, s) := l{(m, n) ~ Z 2, ,.~ + ,~2 < r ~ } n {(m, n) ~ Z ~, (m - m.)~(n - n.) 2 < 82}I 
PROPOSITION 2. The parameter range of (I(u),/~) in which an on-center pattern w with the 
on-center of radius r is a saturated attractor of dynamics (75) is not an empty set if and only if 
Ae(r, s) > 0, (86) 
where (m.,n.)  and (m*,n*) are defined by (79) and (80), respectively. #o defined by (84) is 
given by 
1 
~0 = ae( r , s ) "  (87) 
PROOF. We see that  
hence, the conclusions follow from Theorem 7. 
Propos i t ion  2 tells that  for fixed s, if r is too smal l  wi th  respect to s, then  condi t ion  (89) will 
be v io lated since (upper  r ight corner of Table 1) 
{(m,n) EZ~,m2+n2<_r2}C {(m,n)EZ2, (m-m. )2+(n- -n . )~ <_s '}  
n {(m,n)e z : , (m-  m*) 2 + (n -  n') 2 _< 82}. 
If r is too large with respect to s, condition (90) is also violated (lower left corner of Table 1). 
Let 
2 1 
"7 > ")'0 = e2(w) -- e l (w)  ---- Ae(r, s)' (88) 
be fixed which is independent  of the size N if Ae(r, s) > 0. In  Table  1, the value of Ae(r, s) is 
g iven for r = 1, . . . .  10, s = 1 , . . . ,10 .  
Table 1. Ae(r, s) is shown in the table for r, s - 1, . . . ,  10. 
s 1 2 3 4 5 6 7 8 9 10 
Ae(1, .) 0 2 0 0 0 0 0 0 0 0 
Ae(2, .) 0 1 1 1 0 0 0 0 0 0 
Ae(3, .) 0 0 2 0 0 1 0 0 0 0 
Ae(4, .) 0 0 1 1 0 2 1 1 0 0 
Ae(5, .) 0 0 0 1 2 1 0 0 1 1 
Ae(6, .) 0 0 0 1 1 1 1 0 2 0 
Ae(7, .) 0 0 0 1 1 1 0 2 1 2 
Ae(8, .) 0 0 0 1 0 1 1 1 1 1 
Ae(9, .) 0 o o 0 1 1 1 o 0 2 
Ae(10, .) 0 0 0 0 1 0 1 1 1 1 
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Then we easily find #0 as in the proof of Theorem 7, i.e., 
(n, ( l{(m,,O ~ Z~,m ~ + n ~ _< r2} l -  el(,,,)) - 2 
#o max t, N + c(w) 
g -c (w)  . (89) 
Without loss of generality, set # -- #s0. Now we only leave one parameter I x free, which is 
determined by the relation 
7e (w) + + 1 < < 7e (w) + e(w)  - 1. 
The effect of the size of the on-center pattern in the DLN is studied in [9]. As we pointed in 
Section 5, the input I ( r )  increases, the size of the on-center field will also increase (see Figure 6). 
This gives a way to control the size of the on-center of an on-center pattern in the DLN by 
selecting the parameter of dynamics. 
Another important fact from our analysis here is that for the DLN, as in many networks 
proposed today, the problem on how to ensure the convergence of the algorithm is not clear. A 
simple way to achieve it, as in the case of the Kohonen network [27,28], is that to shrink the size 
of the on-center field of an on-center configuration. This can be done by decreasing the input I(7") 
as well (Figure 6). However, our Proposition 2 claims that, in general, it is impossible to shrink 
to any small value the size of the on-center field if s is fixed. If s > 0, r > 0, then Jij(u) is 
distributed over several neurons in general on the X layer rather than concentrated on a single 
neuron only. This is a main difference between the Kohonen network and the DLN, as it is noted 
heuristically in [9]. 
7. CONCLUSIONS 
This paper unifies an approach to study the dynamics properties of the Hopfield model, 
Linsker's model, and the DLN, three typical networks arising from three typical areas in the 
study of neural networks. Since most of models proposed to date in the field of neural networks 
use the sigmoidal function in their dynamics of learning or retrieving procedure, as discussed in
Section 2, we are able to analyze the attractors ofthese models in terms of the present method. 
So the power of the present analysis i  not restricted to these three models. 
In the Hopfield model, we give a sufficient and necessary condition to check if a given pattern 
is an attractor of the network. The capacity of the network is considered from a different point 
of view of the statistical physics approach. It is also obvious that we could apply our method 
here to analyze other versions of the Hopfield model. 
The present approach becomes more efficient if we are mainly interested in one or a few kind 
of patterns. This is the case in Linsker's network and the DLN. For the former network the 
appearance ofthe on-center and oriented receptive field are the core of its dynamics. For the 
latter the on-center structured pattern is an important one in its dynamics. This paper asserts 
that the potential for the appearance of a structured receptive field in Linsker's model is universal 
in the sense that the appearance of such a field is independent of the specific choice of the limiter 
function used in the numerical simulations. For the DLN we propose a principle for the selection 
of these parameters employed in the model. 
The significance of this unified approach is obvious: it helps us to understand the mechanism 
underlying each model more deeply. Besides these findings reported here, there is still a lot of 
work to be done further, as we have already pointed out from Sections 3-5. 
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