We show the space of expanding Blaschke products on S 1 is compactified by a sphere of invariant measures, reminiscent of the sphere of geodesic currents for a hyperbolic surface. More generally, we develop a dynamical compactification for the Teichmüller space of all measure-preserving topological covering maps of S 1 .
Introduction
Let Exp d (S 1 ) denote the space of topological covering maps f : S 1 → S 1 of degree d > 1 that preserve Lebesgue measure. Such a map is expanding, in the sense that |f (I)| > |I| for any interval where f |I is injective.
In this paper we introduce a compactification Exp d (S 1 ) for the space of expanding maps, generalizing the compactification of rational maps f : RP 1 → RP 1 by algebraic correspondences. The limiting objects in the compactification are covering relations, which are allowed to blow up single points to intervals and wrap them around the circle.
It is well-known that every f ∈ Exp d (S 1 ) is topologically conjugate to the model mapping p d (t) = d · t mod 1 (see e.g. [Sh] , [Fra] ). There are (d − 1) choices for conjugacy φ; the choice of one is a marking of f . Using the marking, one can transport Lebesgue measure to an invariant measure ν (f,φ) = φ * (λ) for the model mapping p d .
In §2 we extend this construction to the covering relations, and establish:
gives a bijective homeomorphism between the compactified Teichmüller space of expanding maps and the invariant probability measures for t → d·t mod 1.
In particular, we construct an expanding dynamical system f : S 1 → S 1 for every p d -invariant measure ν on the circle. Using this result, we show TExp d (S 1 ) is dense in its compactification T Exp d (S 1 ), and both spaces are contractible. Along the way we show every f ∈ Exp d (S 1 ) has a natural measure of maximum entropy µ f , which varies continuously with f . An analogous result for rational maps and algebraic correspondences appears in [D1, Thm. 0.1] .
Blaschke products. Next we specialize to the case where f ∈ Exp d (S 1 ) is a rational map on S 1 ∼ = RP 1 of algebraic degree d; equivalently, where f extends holomorphically to the unit disk ∆ in the complex plane. Then up to conjugation by a rotation, f has the form f (z) = z 
In §3 we show these pairs (F, S) can be naturally identified with covering relations, and establish:
Currents. One can compare the compactification of B d by invariant measures for z d to the compactification of Teichmüller space by measured laminations, thought of as invariant measures for the geodesic flow [FLP] , [Bon] .
Strata. In §3 we show that the natural strata of B d , defined by deg(F ) = e, are visible at the level of invariant measures as well.
In particular, certain invariant measures for z d are succinctly encoded by maps f = (F, S) ∈ ∂B d . See §4 for the examples (F, S) = (λz, −λ) and (z 2 , −1), which give ergodic invariant measures supported on Cantor sets of dimension zero and log 2/ log 3 respectively. Rotations sets. A rotation set C ⊂ S 1 is a finite invariant set whose cyclic order is preserved by p d . These sets, which are classified in [Gol] , can always be given in the form
where F (t) = t + p/q mod 1 is a periodic rotation. Conversely, as the divisor S varies, all C with rotation number p/q arise. This labeling of rotation sets by divisors provides an alternative approach to their combinatorics, as well as an extension to degrees e > 1 (by taking F (t) = e · t mod 1). Polynomials and harmonic measure. We conclude by formulating a relationship between covering relations and Julia sets of polynomials.
be a monic polynomial of degree d > 1, such that P (0) = 0, the filled Julia set K(P ) is locally connected, and z = 0 lies in a component U 0 (P ) of the interior of K(P ).
Let K 0 (P ) = U 0 (P ) and let J 0 (P ) = ∂K 0 (P ). There is a unique retraction ρ : K(P ) → K 0 (P ) which is locally constant outside its image. Using the Riemann mapping theorem, one can transfer P |K 0 (P ) to a Blaschke product F |∆, together with a natural divisor S ∈ Div(S 1 ) determined by the critical points of P outside U 0 .
Let µ P and ν P denote the hitting measures on J(P ) = ∂K(P ) for Brownian motion started at z = ∞ and z = 0 respectively. In §4 we will show: Theorem 1.5 For any polynomial P as above, 1. The parameterization of J 0 (P ) by internal angles sends µ (F,S) to ρ * (µ P ); 2. The retraction ρ : K(P ) → K 0 (P ) gives a marking φ for (F, S); and 3. The parameterization of J(P ) by external angles sends ν ((F,S),φ) to ν P . Corollary 1.6 The external angles of points in J 0 (P ) form a subset of the circle of dimension log e/ log d, where e = deg(P |U 0 (P )).
Proof. This set of angles agrees with supp ν ((F,S),φ) .
For more details and examples, see §4.
Notes and references The idea of studying the Teichmüller space of onedimensional dynamical systems using invariant measures and Gibbs states is discussed in [Sul] ; see also [Ca] and [SS] . A Weil-Petersson metric for B d was introduced in [Mc2] , motivating the present foundational considerations.
More on the dynamics of Blaschke products and inner functions can be found in [Aa] , [Mar] , [Neu] , [Pom] and [PRS] .
Covering relations
In this section we develop the theory of covering relations f : S 1 → S 1 , and prove Theorem 1.1 along with other results regarding Exp d (S 1 ) and the maximal measures µ f .
Marked covering maps. Let Cov d (S 1 ) denote the space of degree d topological covering maps f : S 1 → S 1 , where S 1 = R/Z. Its universal cover is the convex space Cov d (R) of homeomorphisms f : R → R such that f (t + 1) = d+ f (t). The group of rotations acts on Cov d (S 1 ) by conjugation, yielding as quotient the moduli space
, is a continuous degree one map φ :
A marking always exists, and satisfies
for a suitable lift of f . If we replace f (t) by f (t) + 1, then φ(t) is replaced by φ(t) + 1/(d − 1). Thus the Teichmüller space of marked covering maps [f, φ] is given by:
The mapping class group 
is fixed by the full group Mod d , and hence it determines an orbifold point in moduli space.
Relations. For X = R or S 1 , let Rel(X) denote the space of closed subsets f ⊂ X × X. We given Rel(X) the Hausdorff metric,
which can be infinite when X = R. Bounded sets are compact in Rel(X); in particular, Rel(S 1 ) is compact. We regard f ∈ Rel(X) as a relation, or multivalued map, defined on E ⊂ X by f (E) = {x ∈ X : (e, x) ∈ f for some e ∈ E}.
The graph of a relation is the original closed set
). Any ordinary function is a relation; so is its inverse.
Limits of homeomorphisms.
For later use we record some basic properties of limits of homeomorphisms, f ∈ Homeo(R) ⊂ Rel(R).
1. Any such f is obtained from a monotone function by replacing its jump discontinuities with vertical segments. It graph is a rectifiable copy of R properly embedded in R × R.
Although Homeo(R) is closed under composition, its closure is not.
For
3. Let µ be a locally finite Borel measure on R without atoms. Then there is a well-defined pullback measure f * (µ) characterized by:
If λ denotes Lebesgue measure on the real line, then f ′ = f * (λ) which agrees with the distributional derivative m ′ of any monotone function whose graph is contained in f .
4. Let M (R) denote the space of locally finite measures on R with the weak topology. Then for any fixed µ ∈ M (R) without atoms, the map
Covering relations. Now let
We define the space of degree d covering relations on the circle by
Note that a covering relation is allowed to be infinitely expanding (it can blow a point up to an interval), but not infinitely contracting (it cannot blow an interval down to a point).
Since f −1 (t) mod 1 is continuous and periodic, f −1 is uniformly continuous, and thus the composition map
is well-defined and continuous. (This would fail if we allowed both infinite expansion and contraction.)
Sources and multiplicities. A covering relation
determines an ordinary relation f on the circle, by f (t mod 1) = f (t) mod 1. But the lift f also contains multiplicity data, which is lost when we pass to the graph of f . This data is encoded by an effective divisor S = m i s i ∈ Div(S 1 ), where the sources s i are the points satisfying f (s i ) = S 1 , and the multiplicities m i = [| f ( s i )|] are the integer parts of the lengths of the intervals f ( s i ),
When f has no sources, it is determined by its graph in S 1 × S 1 . In general the graph of f contains the graph of a unique covering relation F without sources, possibly of lower degree. We have deg(S) + deg(F ) = deg(f ), and the pair (F, S) determines f uniquely.
One can visualize f = (F, S) ∈ Cov d (S 1 ) as a map which expands each source
A covering relation determines a pullback map for measures on S 1 by:
and f * determines f .
Markings and the maximal measure. Next we extend the notion of a marking to covering relations.
for all x ∈ R. Moreover φ depends continuously on f .
Here Cov 1 (R) is the closure of Cov 1 (R) in Rel(R).
Since f −1 is continuous, we have φ n ∈ Cov 1 (R) and φ n is a continuous function of n. Note that by periodicity, the relation s = φ 1 (t) = d −1 f (t) is a bounded distance from the diagonal s = t. Thus for any n, the compact sets f n (t) and
in the Hausdorff metric on Rel(R), and hence φ n converges to the required relation φ ∈ Cov 1 (R). Since the convergence is uniform, φ also depends continuously on f . For uniqueness, suppose another ψ ∈ Cov 1 (R) also satisfies ψ • f = dψ; then repeating the argument above, we find φ = lim d −n ψf n = ψ.
We refer to such a pair (f, φ) as a marked covering relation.
Corollary 2.3 For every f ∈ Cov d (S 1 ), d > 1, there exists a unique probability measure µ f on S 1 such that f * (µ f ) = dµ f . Moreover µ f depends continuously on f , and
for any probability measure α on S 1 .
We refer to µ f as the maximal measure, since it generalizes the measure of maximum entropy for f ∈ Cov d (S 1 ).
Proof. The proof follows the same lines as the proof of Theorem 2.1. In fact µ f = φ ′ = φ * (λ), where λ is Lebesgue measure on S 1 ; since φ varies continuously with f , so does µ f . Expanding maps. We now focus on expanding relations. Let
be the space of covering maps of degree d that preserve Lebesgue measure λ on the circle. Any f ∈ Exp d (S 1 ) is expanding; it satisfies
on any interval where f |I is injective. Conversely, any smooth map g :
[Krz], [Sac] , [SS, Cor. 4] 
where T i (x) = x + i; this insures that f covers a relation f ∈ Exp d (S 1 ).
Theorem 2.4 The space Exp
Proof. The expanding condition implies the inverse of any lift f ∈ Cov d (R) is a continuous function satisfying the Lipschitz condition
The space of such functions, modulo translation, is compact, and the condition f * (λ) = λ is preserved in the limit.
Corollary 2.5 The Teichmüller and moduli spaces T Exp(S 1 ) and M Exp(S 1 ) are also compact.
for the action of p d on S 1 . We can now prove our main result: that the map
is a homeomorphism.
Proof of Theorem 1.1. The measure ν (f,φ) depends continuously on (f, φ) by Theorem 2.1. So it suffices to show ν is bijective. To this end, suppose α ∈ M (S 1 ) is an invariant probability measure for p d . Let α be the lift of α to a Z-invariant measure on R. By p d -invariance, we have
for all intervals I. Let m : R → R be a monotone function satisfying m ′ = α as a distribution, and let φ ∈ Homeo(R) be the unique limit of homeomorphisms such that φ −1 contains the graph of m. Then φ * (λ) = α, and φ(t + 1) = φ(t) + 1 by periodicity of α; in other words, we have φ ∈ Cov 1 (R). Consider the monotone, proper relation
Clearly F (t + 1) = F (t) + d. We will show that F contains the graph of a unique f ∈ Exp d (R). First suppose α has no atoms. We claim that
is a monotone continuous function. To see this, note that when α has no atoms the map m = φ −1 is monotone continuous, and so the only danger arises φ(x) = I is an interval instead of a point. But in this case we have
by equation (2.5), and thus F −1 (x) is still a single point. Therefore F −1 is monotone continuous. By similar reasoning, we have φ • F (x) = dφ(x) for all x. It follows that f = F belongs to Cov d (R), and thus
We claim f preserves Lebesgue measure. Indeed, since α is invariant under p d , we have
But α has no atoms, so this implies
Thus (f, φ) belongs to Exp d (S 1 ), and by construction it satisfies ν (f,φ) = α; and it is the unique such map up to conjugation by a rotation, since the solution to m ′ = α is unique up to translation. Now suppose α has atoms. Choose t ∈ R such that α({t}) > 0. Then I = φ −1 (t) is an interval of length λ(I) = α(t) > 0. Since α is invariant under p d , t mod 1 is a periodic point for p d , and hence α(d · t) = α(t).
is an interval of the same length as I, and hence we have I × J ⊂ F ⊂ R × R. Let us replace this square with its diagonal, to obtain the graph of a translation from I to J. Carrying out the same procedure for every atom of α, we again obtain a relation f ⊂ F whose inverse is a continuous function. This diagonalized version of F is the unique f ∈ Exp d (R) whose graph is contained in F .
By construction, pushforward under f = [ f ] preserves the atomic part of α, and by the preceding argument it also preserves the non-atomic part. Thus we have (f, φ) ∈ Exp d (S 1 ), and again (up to rotation) this is the unique expanding relation with ν (f,φ) = α.
Example: an interval exchange. Let ν be the unique invariant probability measure for p 2 (t) = 2t mod 1 supported on the periodic cycle P = (1, 2, 3, 4)/5 ⊂ S 1 . Let (f, φ) ∈ Exp 2 (S 1 ) be the unique marked expanding relation (up to rotation) with ν (f,φ) = ν. Then f has four points of discontinuity, dividing the circle into open intervals which are permuted in the pattern (1342) by f . The map φ blows these intervals down to the points of P , and blows their endpoints up to the intervals forming S 1 − P . Consequently the graph of the relation φ −1 (d(φ(t))) contains 4 squares; replacing these by their diagonals yields the graph of f . See Figure 1 . 
In this example f is a periodic interval exchange transformation: it isometrically permutes finitely many open intervals, which fill the circle.
Properties of measures and maps. Here are some readily verified relations between f ∈ Exp d (S 1 ) and the measures µ = µ f and ν = ν f,φ (for any marking φ).
1. We have f ∈ Exp d (S 1 ) ⇐⇒ ν has full support and no atoms ⇐⇒ µ has full support and no atoms ⇐⇒ φ is a homeomorphism.
2. The measure ν has finite support ⇐⇒ µ has finite support ⇐⇒ f is a periodic interval exchange transformation. 4. The measure ν has no atoms iff for any open interval I, we have f n (I) = S 1 for some n > 0 (f is LEO).
It is also routine to verify:
Proposition 2.6 If f = ((F, S), φ) with F ∈ Exp e (S 1 ), and F is not a periodic interval exchange transformation, then
is either a Cantor set or the full circle, 2. ψ = φ −1 : K → S 1 is a continuous and surjective, 3. ψ : S 1 → S 1 collapses the intervals forming the complement of K to points, and is otherwise injective; and 4. We have a semiconjugacy
Topology of the compactification. To conclude, we use the homeomorphism ν to show:
, and both spaces are contractible.
Lemma 2.8 Invariant measures without atoms are dense in M d (S 1 ).
Proof. Let x be one of the countably many periodic points for p d : S 1 → S 1 . Let β(x) denote the unique invariant probability measure supported on the forward orbit of x, and for k > 0 let
Any atom of an invariant measure must be supported at a periodic point, and hence the set of invariant measures with atoms coincides with the countable union x,k M k (x). It is easy to see that the periodic points
satisfy β(x n ) → β(x) as n → ∞, and thus any α ∈ M k (x) can be approximated by measures with atoms along the orbit of x n instead of along the orbit of x. Consequently M k (x) is nowhere dense in M d (S 1 ). By the Baire category theorem, x,k M k (x) is also nowhere dense.
Proof of Theorem 2.7. Any measure α ∈ M (S 1 , p d ) without atoms is a limit of the invariant measures (1 − t)α + tλ which also have full support, and hence have the form ν (f,φ) for some f ∈ Exp d (S 1 ). Thus Exp d (S 1 ) is dense. Contractibility follows from convexity of the corresponding spaces of measures.
Blaschke products
In this section we identify S 1 = R/Z with the unit circle in the complex plane, using the coordinate z = exp(2πit), and study expanding maps on S 1 with a holomorphic extension to the unit disk ∆ = {z : |z| < 1}. In particular we prove Theorems 1.2 and 1.4.
Blaschke products. For d > 1, let B d denote the space of Blaschke products f : ∆ → ∆ of the form
It is well-known that any f ∈ B d preserves Lebesgue measure on S 1 . Indeed, any rational function fixing 0 and ∞ satisfies f * (dz/z) = dz/z, by residue considerations, and (dz/z)|S 1 gives Lebesgue measure (cf. [Mar] ). (Conversely, any f ∈ Exp d (S 1 ) with a holomorphic extension to the disk is conjugate by a rotation to an element of B d .)
Algebraic compactification. Since f is determined by the unordered list of points (a i ) d−1 1 , B d can be naturally identified with the symmetric product ∆ (d−1) . Taking the closure in C (d−1) , we obtain the algebraic compactification
We will identify a point (a i ) ∈ B d with the covering relation f = (F, S) ∈ Exp d (S 1 ) given by
In particular the graphs in S 1 × S 1 (and their lifts to R × R) converge, and hence the natural inclusion
is continuous.
Markings. Since B d is simply-connected, there is a unique choice of marking φ f which varies continuously with f ∈ B d and satisfies φ f (z) = z when f (z) = z. The map f → (f, φ f ) gives an embedding
Its image is Mod d -invariant, and Mod
where
Fixed points. Note that the marking φ f picks out a distinguished fixedpoint z f = φ −1 f (1) for any f ∈ B d , or more generally for any f = (F, S) ∈ B d with F = id. In the latter case z f is either a source or a fixed point of F .
Here is a direct description of the distinguished source in the case where F (z) = −z. Write d = 2n or 2n − 1. By (3.1) the sources of f = (F, S) (repeated for multiplicity) satisfy F ′ (0) = −1 = (−s i ); therefore, they can be uniquely ordered so they admit lifts s i ∈ R satisfying
and the canonical source is given by z f = s n .
Embedding and strata. We can now restate and prove Theorems 1.2 and 1.4.
Proof. This follows from the preceding discussion together with Theorem 1.1.
• A measure of maximal entropy µ P on J(P ), equal to the hitting measure for Brownian motion initiated at z = ∞,
• A harmonic measure ν P on J 0 (P ), equal to the hitting measure for Brownian motion initiated at z = 0;
• A retraction ρ : K(P ) → K 0 (P ) which is locally constant outside K 0 (P );
• A Riemann mapping
normalized so (α) ′ (∞) > 0, and satisfying α(z d ) = P (α(z));
• A continuous extension
(which exists by local connectivity), labeling points in the Julia set by external angles;
normalized by β ′ (0) > 0, and also extending continuously to S 1 ;
• A Blaschke product F : (∆, 0) → (∆, 0) of degree 1 ≤ e ≤ d, preserving Lebesgue measure on the circle, and transported by β to P |U 0 (P );
• A divisor S P ∈ Div(J 0 (P )) of degree (d − e), given by the sum (with multiplicities) of ρ(c) over the (d − e) critical points of P that are not in U 0 (P ); and
We can now formulate a more precise statement of Theorem 1.5.
Theorem 4.1 Let f = (F, S) ∈ Exp d (S 1 ) be determined by P as above. Then:
gives a marking for f ; and 3. The measure ν (f,φ) corresponds, under α, to the harmonic measure ν P on J 0 (P ).
Proof. It is easily verified that φ • f = p d • φ, and thus φ is a marking for f . The assertions on measures then follow from the fact µ P , ν P , µ f and ν (f,φ) are the images of Lebesgue measure on S 1 under α * , β * , φ * and φ * respectively.
Example 1: Quasicircles. We have
and all critical points of P lies in the immediate basin U 0 (P ) ⇐⇒ J(P ) is a quasicircle. In this case φ is simply the topological conjugacy between z d and F (z) given geometrically by the boundary correspondence across J(P ).
Example 2: The golden mean Siegel disk. Let P (z) = λz + z 2 , where λ = exp(2πγ) and γ = (1 + √ 5)/2. Then U 0 (P ) is a Siegel disk, and K(P ) is locally connected [Pet] . In this case (F, S) = (λz, −λ). The external rays landing on the Siegel disk determine a Cantor set K ⊂ S 1 of Hausdorff dimension zero.
The Siegel disk is the lower large component of the interior of K(P ), shown in gray in Figure 2 ; the hyperbolic convex hull of the Cantor set K is shown at the right.
Each complementary arc of K corresponds to a component of K(P ) − K 0 (P ). The Cantor set K itself is the set of points that never escape from [a, a + 1/2] ⊂ S 1 under iteration of p d , where a and a + 1/2 are the external angles of the critical point of P . Explicitly, a = 0.a 1 a 2 a 3 . . . = 0.010110101101101 . . . in base 2; we have a i = 0 if iγ mod 1 ∈ [0, 2 − γ], and a i = 1 otherwise. Example 3: Hyperbolic centers in the Mandelbrot set. Let Q(z) = z 2 + c be a quadratic polynomial whose critical point z = 0 has period q, and let P (z) = Q q (z). Then U 0 (P ) is the immediate basin of attraction of z = 0 for Q; we have F (z) = z 2 (up to conjugation by a rotation); and deg S = 2 q − 2. The set K = supp ν f consists of the angles of external rays landing in ∂U 0 (P ), and satisfies H. dim(K) = log deg(F )/ log deg(P ) = 1/p.
Example 4: A cubic with a superattracting fixed point. Let P (z) = 3z 2 +4z 3 . Then P has a superattracting fixed point at z = 0, with immediate basin U 0 (P ); and the other critical point c = −1/2 lands on the repelling fixed point z = 1/4 ∈ ∂U 0 (P ) after one iterate. In this case f = (F, S) = (z 2 , −1), and K = supp ν f is a copy of the standard middle-thirds Cantor set, reduced mod 1; it satisfies H. dim(K) = log 2/ log 3.
The Julia set J(P ) and the convex hull of K are shown in Figure 3 . Failure of realizability. For d = 2, a given f ∈ B d can only be realized by the polynomial P (z) = λz + z 2 , with λ = f ′ (0). But this realization may not exist: for example, when λ ∈ S 1 is very well-approximate by roots of unity, the 'Cremer point' z = 0 belongs to the Julia set of P , so there is no domain U 0 (P ) to work with. For higher degrees the realizing polynomial P , even when it exists, is generally not unique; the behavior of the critical points outside of U 0 (P ) contributes additional moduli.
Notes. For related material on the golden mean Siegel disk, cubic polynomials, and laminations, see [Mc1] , [Mil] and [Ke] .
