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SEQUENTIAL ISOMORPHISMS BETWEEN THE SETS OF
VON NEUMANN ALGEBRA EFFECTS
LAJOS MOLNA´R
Abstract. In this paper we describe the structure of all sequential iso-
morphisms between the sets of von Neumann algebra effects. It turns out
that if the underlying algebras have no commutative direct summands,
then every sequential isomorphism between the sets of their effects ex-
tends to the direct sum of a *-isomorphism and a *-antiisomorphism
between the underlying von Neumann algebras.
1. Introduction and Statement of the Result
Effects are well-known to play important role in certain parts of quantum
mechanics, for instance, in the quantum theory of measurement [2]. In the
Hilbert space formalism of quantum mechanics the effects are the positive
(bounded linear) operators on a Hilbert space H which are majorized by
the identity I. The set E(H) of all (Hilbert space) effects on H is usually
equipped with certain algebraic operations and/or relations each of them
having physical content and hence one obtains different algebraic structures
(cf. [10, Section V]).
In the present paper we are interested in the structure corresponding to
the so-called sequential product. This concept was recently introduced by
Gudder and Nagy in [5]. Roughly speaking, if A,B are effects, then their
sequential product A◦B as an effect corresponds to the sequential measure-
ment in which the measurement corresponding to A is performed first and
the one corresponding to B is performed second. Mathematically, the defini-
tion is A ◦B = A1/2BA1/2 (A,B ∈ E(H)). Just as with any other algebraic
structure, it is an important problem to explore the corresponding automor-
phisms (which are called sequential automorphisms) and to describe their
structure if possible. The problem concerning the whole set E(H) has been
recently solved. In fact, as an easy consequence of our result [11, Theorem 3],
Gudder and Greechie proved in [4, Theorem 1] that, supposing dimH ≥ 3,
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the sequential automorphisms of E(H) are exactly the transformations φ of
the form
φ(A) = UAU∗ (A ∈ E(H)),
where U is an either unitary or antiunitary operator on H. We note that as
a byproduct of one of our results concerning certain preservers on Hilbert
space effects, in [12, Corollary 7] we obtained that the same result holds also
when dimH = 2 (the one-dimensional case is obviously exceptional).
It is a natural step in any research on operator algebras that if one has
a result concerning B(H) (the algebra of all bounded linear operators on
H), then one is tempted to try to extend it in some way for more general
operator algebras. The first and in many cases probably the most important
candidates for such a purpose are the von Neumann algebras. Therefore,
after describing the sequential automorphisms of the set of all Hilbert space
effects it is a natural problem to investigate the question for von Neumann
algebra effects, that is, for the set E(A) of all elements of a given von Neu-
mann algebra A which are positive and majorized by the identity. (Observe
that we have E(A) = E(H) ∩ A, where H is the Hilbert space on which
the elements of A act.) We already have a result in this direction. In fact,
once again as a byproduct of an investigation on a different problem, we
obtained in [13, Theorem 3] that if A is a von Neumann factor which is not
of type I1, I2, then every sequential automorphism of E(A) extends either
to a *-automorphism or to a *-antiautomorphism of A.
In the present paper we go much further and give a complete answer to the
problem. Namely, we describe the structure of all sequential isomorphisms
between the sets of general von Neumann algebra effects without making
any restriction on the underlying algebras.
We begin with the notation and some definitions that we shall use
throughout the paper. If A is a unital C∗-algebra, then the effects in A
are the positive elements of A which are less than or equal to the unit of A.
The set of all effects in A is denoted by E(A). The sequential product ◦ on
E(A) is defined by
A ◦B = A1/2BA1/2 (A,B ∈ E(A)).
(For some interesting properties of this operation on E(H) concerning asso-
ciativity and commutativity see [5].) If A,B are unital C∗-algebras, then a
bijective map φ : E(A)→ E(B) which satisfies
φ(A ◦B) = φ(A) ◦ φ(B) (A,B ∈ E(A))
is called a sequential isomorphism.
Let ψ1 : A → B be a *-isomorphism, that is, a bijective linear map such
that
ψ1(AB) = ψ1(A)ψ1(B), ψ1(A
∗) = ψ1(A)
∗ (A,B ∈ A).
It is easy to see that the restriction of ψ1 onto E(A) is a sequential iso-
morphism from E(A) onto E(B). Similar assertion applies for any *-
antiisomorphism ψ2 : A → B as well. The bijective linear map ψ2 : A → B
3is called a *-antiisomorphism if it satisfies
ψ2(AB) = ψ2(B)ψ2(A), ψ2(A
∗) = ψ2(A)
∗ (A,B ∈ A).
Clearly, the direct sum of sequential isomorphisms is again a sequential
isomorphism. Therefore, the direct sum of a *-isomorphism and a *-
antiisomorphism is, when restricted onto the set of effects, a sequential iso-
morphism. In our main result which follows we see that if the underlying
algebras A,B are von Neumann algebras, then every sequential isomorphism
between the sets of their effects can be obtained in this way on the ’non-
commutative parts’ of E(A) and E(B).
Theorem 1. Let A,B be von Neumann algebras and let φ : E(A) → E(B)
be a sequential isomorphism. Then there are direct decompositions
A = A1 ⊕A2 ⊕A3 and B = B1 ⊕ B2 ⊕ B3
within the category of von Neumann algebras and there are bijective maps
φ1 : E(A1)→ E(B1), Φ2 : A2 → B2, Φ3 : A3 → B3
such that
(i) A1,B1 are commutative von Neumann algebras and the algebras A2⊕
A3, B2 ⊕ B3 have no commutative direct summands;
(ii) φ1 is a multiplicative bijection, Φ2 is a *-isomorphism, Φ3 is a *-
antiisomorphism and φ = φ1 ⊕ Φ2 ⊕ Φ3 holds on E(A).
(Of course, the above decomposition is meant in the sense that some of
the direct summands can be missing.) If there is a scalar λ ∈]0, 1[ such that
φ(λI) = λI, or A has no commutative direct summand, then φ extends to the
direct sum of a *-isomorphism and a *-antiisomorphism between subalgebras
of A and B.
To see that between the ’commutative parts’ of the underlying algebras
the behavior of φ can be quite ’irregular’, consider an arbitrary compact
Hausdorff space X. Let C(X) denote the algebra of all continuous complex
valued functions on X. Take any strictly positive continuous function p :
X → [0,∞[ and define φ : E(C(X))→ E(C(X)) by
φ(f)(x) = f(x)p(x) (x ∈ X, f ∈ E(C(X))).
It is easy to verify that φ is a sequential automorphism of E(C(X)) which, in
general, does not extend to an automorphism of C(X). (Observe that if A,B
are commutative, then the sequential product on E(A), E(B) coincides with
the ordinary product and hence in that case the sequential isomorphisms
between E(A) and E(B) are just the multiplicative bijections or, in other
words, the semigroup isomorphisms.)
As for the case of factors, our main result has the following immediate
corollary.
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Corollary 2. Let A,B 6= CI be factors and let φ : E(A) → E(B) be a
sequential isomorphism. Then φ extends either to a *-isomorphism or to a
*-antiisomorphism between the algebras A and B.
2. Proof
We present some further notation and definitions that we shall use in the
proof of our main result. If A is a C∗-algebra, then As,A
+ denote the set
of all self-adjoint elements of A and the set of all positive elements of A,
respectively. The set of all projections (i.e., self-adjoint idempotents) in A
is denoted by P (A) and Z(A) stands for the center of A.
Our first auxiliary result concerns the so-called E-isomorphisms of the
sets of C∗-algebra effects. Let A,B be C∗-algebras. Let φ : E(A) → E(B)
be a bijective map with the properties that
A+B ∈ E(A)⇐⇒ φ(A) + φ(B) ∈ E(B) (A,B ∈ E(A))
and
(1) φ(A+B) = φ(A) + φ(B) (A,B,A+B ∈ E(A)).
Then φ is called an E-isomorphism (cf. [3]).
To formulate our result on E-isomorphisms we also need the concept of
Jordan *-isomorphisms. Let A,B be *-algebras and let φ : A → B be a
bijective linear map with the properties that
φ(A2) = φ(A)2, φ(A∗) = φ(A)∗ (A ∈ A).
Then φ is called a Jordan *-isomorphism. It is easy to see that in the above
definition the condition that φ(A2) = φ(A)2 holds for every A ∈ A can be
replaced by the following one:
φ(AB +BA) = φ(A)φ(B) + φ(B)φ(A) (A,B ∈ A).
One can readily verify that if A,B are C∗-algebras and φ : A → B is a
Jordan *-isomorphism, then its restriction onto E(A) is an E-isomorphism
from E(A) onto E(B). Our first result says that the converse is also true,
that is, every E-isomorphism from E(A) onto E(B) extends to a Jordan
*-isomorphism from A onto B.
Proposition 3. Let A,B be C∗-algebras and let φ : E(A) → E(B) be an
E-isomorphism. Then there is a Jordan *-isomorphism Φ : A → B such
that
φ(A) = Φ(A) (A ∈ E(A)).
Proof. The idea of the proof is easy. Using a quite elementary argument,
we can extend φ to a linear transformation Φ : A → B. We next show that
Φ is bijective, unital and preserves the order in both directions. Finally,
we apply a well-known result of Kadison on order isomorphisms between
C∗-algebras to conclude that Φ is a Jordan *-isomorphism.
5Turning to the details, first we show that φ preserves the order. Let
A,B ∈ E(A) be such that A ≤ B. Then we have B = A+ (B −A), where
A,B −A ∈ E(A). As φ is an E-isomorphism, we obtain
φ(B) = φ(A) + φ(B −A) ≥ φ(A).
Therefore, φ preserves the order. Since φ−1 has similar properties as φ, it
follows that φ preserves the order in both directions. We easily deduce that
φ(0) = 0 and φ(I) = I.
Let A ∈ E(A) be arbitrary. By the partial additivity of φ (see (1)) we
have
φ(A) = φ
(
n
1
n
A
)
= nφ
(
1
n
A
)
which implies
φ
(
1
n
A
)
=
1
n
φ(A)
for every n ∈ N. If n, k ∈ N and k ≤ n, using the partial additivity of φ
again, we obtain that
k
n
φ(A) = kφ
(
1
n
A
)
= φ
(
k
n
A
)
.
By the order preserving property and the just proved rational-homogeneity
of φ one can easily verify that
φ(λA) = λφ(A)
holds for every A ∈ E(A) and λ ∈ [0, 1].
Now it requires only elementary arguments to check that the transforma-
tion ψ1 : A
+ → B+ defined by
ψ1(A) =
{
‖A‖φ
(
A
‖A‖
)
, 0 6= A ∈ A+;
0, A = 0
is bijective, additive, positive homogeneous, unital, preserves the order in
both directions and extends φ. We omit the details. To proceed, we define
the transformation ψ2 : As → Bs by
ψ2(A) = ψ1(A
+)− ψ1(A
−) (A ∈ As)
where A+, A− denote the positive part and the negative part of A, respec-
tively. It is easy to verify that ψ2 is bijective, linear, unital, preserves the
order in both directions and extends ψ1. Finally, let Φ : A → B be defined
by
Φ(A) = ψ2(ReA) + iψ2(ImA) (A ∈ A)
where ReA and ImA denote the real part and the imaginary part of A,
respectively. One can check that Φ is bijective, linear, unital, preserves the
order in both directions, extends ψ2 and hence extends φ as well. We now
refer to a result of Kadison (see [8, 10.5.32. Exercise]) stating that any
bijective unital linear transformation between C∗-algebras which preserves
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the order in both directions is necessarily a Jordan *-isomorphism. Applying
this result to Φ we complete the proof. 
This simple result will play important role in the proof of our main the-
orem. In fact, the basic idea of that proof is the following. Let A,B be
von Neumann algebras and let φ : E(A) → E(B) be a sequential isomor-
phism. Consider the type decomposition of A and B (see, for example, [8,
6.5.2. Theorem]). We shall see that φ maps the effects in the type In direct
summand of A to the effects in the type In direct summand of B. There-
fore, roughly speaking, we can consider our problem separately on type
In-algebras and on algebras without type I direct summands and then take
direct sums. It will turn out that on such algebras (with the exception of
type I1 algebras), the sequential isomorphisms are all E-isomorphisms and
hence we can apply Proposition 3. This is the plan of the proof. The details
follow.
First we present a result concerning type I1 (i.e., commutative) algebras.
As we have already mentioned, on such algebras the sequential isomorphisms
coincide with the multiplicative bijections, i.e., the semigroup isomorphisms.
Proposition 4. Let X,Y be compact Hausdorff spaces. Let φ : E(C(X))→
E(C(Y )) be a bijective multiplicative map. Suppose that there is a constant
λ ∈]0, 1[ such that φ(λ) = λ. Then φ extends to a *-isomorphism Φ :
C(X)→ C(Y ).
Proof. The basic idea of the proof that one should transfer multiplicativity
to additivity is due to P. Sˇemrl.
Let g, f ∈ E(C(X)), g ≤ f and suppose that f is nowhere vanishing.
Then gf ∈ E(C(X)), so there is a function f
′ ∈ E(C(X)) such that g = ff ′.
It follows that
φ(g) = φ(f)φ(f ′) ≤ φ(f).
This shows a certain order preserving property of φ.
Let f ∈ E(C(X)) be nowhere vanishing. Then there exists a positive
integer n such that λn ≤ f . Since φ(λ) = λ and φ is multiplicative, it
follows that
λn = φ(λn) ≤ φ(f).
This implies that φ(f) is also nowhere vanishing. Hence φ preserves the
nowhere vanishing elements between E(C(X)) and E(C(Y )). Since φ−1 has
similar properties as φ, we obtain that the above two preserving properties
of φ hold in both directions.
It is now easy to see that the transformation ψ : C(X)+ → C(Y )+ defined
by
ψ(h) = − lnφ(exp(−h)) (h ∈ C(X)+)
is bijective, additive and preserves the order in both directions. In particular,
we infer that ψ is positive homogeneous. Following the construction in the
proof of Proposition 3 where we obtain Φ from ψ1, we see that our present
map ψ extends to a bijective unital linear transformation Φ : C(X) →
7C(Y ) which preserves the order in both directions. Hence, by the already
mentioned result of Kadison, Φ is a Jordan *-isomorphism. Because of
commutativity, it means that Φ is an isomorphism between the function
algebras C(X) and C(Y ). The general form of such transformations is well-
known. Namely, we know that there is a homeomorphism ϕ : Y → X for
which we have
Φ(h) = h ◦ ϕ (h ∈ C(X)).
Referring to the relation between Φ and our original transformation φ we
easily obtain that φ(f) = f ◦ ϕ holds for every nowhere vanishing function
f ∈ E(C(X)). We assert that this formula is valid for every element of
E(C(X)). In order to see it, consider the transformation
φ′ : f 7−→ φ(f) ◦ ϕ−1.
Clearly, this is a bijective multiplicative selfmap of E(C(X)) which acts as
the identity on the nowhere vanishing elements of E(C(X)). We prove
that the same holds on the whole set E(C(X)). In fact, suppose that
f ∈ E(C(X)). It is trivial to see that there is a sequence (fn) of nowhere
vanishing elements of E(C(X)) such that f ≤ fn and (fn) converges (uni-
formly) to f . By the order preserving property of φ′ obtained in the second
paragraph of the proof for φ, we have φ′(f) ≤ φ′(fn) = fn. Taking limit, we
arrive at
φ′(f) ≤ f.
Since φ′−1 has similar properties as φ′, we also have
f = φ′
−1
(φ′(f)) ≤ φ′(f).
These result in φ′(f) = f (f ∈ E(C(X))). Therefore, we obtain
φ(f) = f ◦ ϕ (f ∈ E(C(X)))
and the proof is complete. 
In the remaining part of the paper A,B denote von Neumann algebras
and φ : E(A)→ E(B) is a sequential isomorphism.
Lemma 5. We have φ(P (A)) = P (B). The restriction of φ onto P (A)
is a bijective map from P (A) onto P (B) which preserves the order and the
orthogonality in both directions and hence it is completely orthoadditive.
Proof. It is trivial that for an arbitrary A ∈ E(A) we have
A is a projection ⇐⇒ A ◦ A = A.
This implies that φ preserves the projections in both directions.
Let P,Q ∈ P (A). Clearly, we have
P ≤ Q⇐⇒ Q ◦ P = P.
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This implies that φ preserves the order among projections in both directions.
In particular, we have φ(0) = 0 and φ(I) = I. As for the orthogonality
between projections, we have
PQ = 0⇐⇒ P ◦Q = 0.
This implies that φ preserves the orthogonality between projections in both
directions.
Now, let (Pα) be an arbitrary collection of mutually orthogonal projec-
tions in A with sum P . Using the above verified properties of φ, we deduce
that (φ(Pα)) is a collection of mutually orthogonal projections and we have
φ(Pα) ≤ φ(P ). This implies that
∑
α
φ(Pα) ≤ φ(P ) = φ(
∑
α
Pα).
Since φ−1 has similar properties as φ, it follows that
P =
∑
α
φ−1(φ(Pα)) ≤ φ
−1(
∑
α
φ(Pα)).
By the order preserving property of φ we obtain that
φ(P ) ≤
∑
α
φ(Pα).
Therefore, we have
∑
α
φ(Pα) = φ(P )
which means that φ is completely orthoadditive on P (A). 
Lemma 6. Let Z,Z ′ ∈ E(A) be central elements in A and let P,P ′ ∈ A be
mutually orthogonal projections. Then we have
φ(ZP + Z ′P ′) = φ(ZP ) + φ(Z ′P ′).
Proof. First observe that φ(ZP +Z ′P ′) is defined. Indeed, for ZP +Z ′P ′ =
PZP + P ′Z ′P ′ we have
0 ≤ PZP + P ′Z ′P ′ ≤ PIP + P ′IP ′ = P + P ′ ≤ I,
that is, ZP+Z ′P ′ ∈ E(A). Next, since ZP+Z ′P ′ commutes with P,P ′, P+
P ′, the same holds true for its square root. Hence, using the orthoadditivity
9of the sequential isomorphism φ on P (A) (see Lemma 5) we can compute
φ(ZP + Z ′P ′) =
φ((ZP + Z ′P ′)
1
2 (P + P ′)(ZP + Z ′P ′)
1
2 ) =
φ(ZP + Z ′P ′)
1
2φ(P + P ′)φ(ZP + Z ′P ′)
1
2 =
φ(ZP + Z ′P ′)
1
2 (φ(P ) + φ(P ′))φ(ZP + Z ′P ′)
1
2 =
φ(ZP + Z ′P ′)
1
2φ(P )φ(ZP + Z ′P ′)
1
2 + φ(ZP + Z ′P ′)
1
2φ(P ′)φ(ZP + Z ′P ′)
1
2 =
φ((ZP + Z ′P ′)
1
2P (ZP + Z ′P ′)
1
2 ) + φ((ZP + Z ′P ′)
1
2P ′(ZP + Z ′P ′)
1
2 ) =
φ(ZP ) + φ(Z ′P ′).
The proof is complete. 
Lemma 7. The sequential isomorphism φ preserves commutativity in both
directions. Therefore, we have φ(E(Z(A))) = E(Z(B)).
Proof. The result [6, Corollary 3] says that for any Hilbert space effects A,B
we have A ◦ B = B ◦ A if and only if AB = BA. Since φ is a sequential
isomorphism, this characterization of commutativity clearly implies that φ
preserves commutativity in both directions. To the second statement observe
that the set of all elements of E(A) which commute with every effect in A
equals to E(Z(A)). 
We say that the collection (Eij) of operators in the von Neumann algebra
A forms a self-adjoint system of n × n matrix units if n is any cardinal
number, the index set in which i, j run has cardinality n, for every i, j, k, l
we have
EijEkl =
{
0, j 6= k;
Eil, j = k,∑
iEii = I in the strong operator topology and E
∗
ij = Eji holds for all i, j.
Lemma 8. Suppose that A has a self-adjoint system of n× n matrix units
for some cardinal number n ≥ 2. Then the restriction of φ onto E(Z(A)) is
an E-isomorphism onto E(Z(B)). Moreover, φ is homogeneous in the sense
that
φ(λA) = λφ(A)
holds for every A ∈ E(A) and λ ∈ [0, 1].
Proof. From Lemma 7 we know that the restriction of φ onto E(Z(A)) is a
sequential isomorphism onto E(Z(B)).
Let (Eij) be a self-adjoint system of n×n matrix units in A. Let Z,Z
′ ∈
E(A) be central elements. Suppose that Z,Z ′ ≤ 12I. For temporary use, fix
the matrix units E = Eii, V = Eij i 6= j. Define
P =
1
2
(E + V )∗(E + V ), P ′ =
1
2
(E − V )∗(E − V ).
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(The trick to use these operators to prove a kind of additivity of φ comes
from the proof of Lemma 2.1 in [7] where the author studied the problem
of the additivity of so-called Jordan *-maps between operator algebras.) It
is obvious that P,P ′ are mutually orthogonal projections. It follows from
Z,Z ′ ≤ 12I that Z + Z
′, 2Z, 2Z ′ ∈ E(A). We have
(2) E(2ZP )E = 2Z(EPE) = ZE, E(2Z ′P ′)E = 2Z ′(EP ′E) = Z ′E.
Since φ preserves commutativity in both directions, φ(Z), φ(Z ′), φ(Z + Z ′)
are central elements in E(B). Using Lemma 6 and (2) we can compute
φ(Z + Z ′)φ(E) = φ(Z + Z ′)
1
2φ(E)φ(Z + Z ′)
1
2 =
φ((Z + Z ′)E) = φ(E(2ZP + 2Z ′P ′)E) =
φ(E)φ(2ZP + 2Z ′P ′)φ(E) = φ(E)(φ(2ZP ) + φ(2Z ′P ′))φ(E) =
φ(E)φ(2ZP )φ(E) + φ(E)φ(2Z ′P ′)φ(E) =
φ(2EZPE) + φ(2EZ ′P ′E) = φ(ZE) + φ(Z ′E) =
φ(Z)φ(E) + φ(Z ′)φ(E) = (φ(Z) + φ(Z ′))φ(E).
Therefore, we obtain that
(3) φ(Z + Z ′)φ(Eii) = (φ(Z) + φ(Z
′))φ(Eii)
holds for every i. We know that
∑
iEii = I and by the complete orthoaddi-
tivity of φ (see Lemma 5) this yields that
∑
i φ(Eii) = I. Consequently, we
deduce from (3) that
φ(Z + Z ′) = φ(Z) + φ(Z ′)
holds for every central elements Z,Z ′ ∈ E(A) with Z,Z ′ ≤ 12I. In particular,
we obtain that
I = φ(I) = φ
(
1
2
I +
1
2
I
)
= φ
(
1
2
I
)
+ φ
(
1
2
I
)
and this implies that
φ
(
1
2
I
)
=
1
2
I.
Restricting φ onto E(Z(A)), we have a sequential isomorphism between the
sets of commutative von Neumann algebra effects which maps a nontrivial
scalar to itself. Applying Proposition 4, it follows that this restriction of φ
can be extended to a *-isomorphism from Z(A) onto Z(B). This implies
the first assertion in our statement.
The homogeneity of φ is now easy to see. In fact, pick λ ∈ [0, 1] and
A ∈ E(A). As φ is homogeneous on E(Z(A)), we compute
φ(λA) = φ(A)
1
2φ(λI)φ(A)
1
2 = φ(A)
1
2λφ(I)φ(A)
1
2 = λφ(A).

Lemma 9. Suppose that P ∈ A is an abelian projection and A ∈ A+. Then
there is a positive element Z in Z(A) such that PAP = ZP .
11
Proof. The operator PAP is a positive element in the C∗-algebra PAP .
Therefore, there exists an element B ∈ PAP such that PAP = B∗B. But,
as P is abelian, we know that
PAP = Z(A)P
(see [8, 6.4.2. Proposition]). So, there is a central element Z in A such that
B = ZP . We have
PAP = B∗B = (ZP )∗(ZP ) = Z∗ZP
and this verifies our statement. 
Lemma 10. Let A be a von Neumann algebra of type In with n < ∞. Let
A ∈ A be such that PAP = 0 holds for every abelian projection P ∈ A.
Then we have A = 0.
Proof. Considering the real and imaginary parts of A, we can clearly assume
that A is self-adjoint.
By [8, 8.2.8. Theorem] there is a center-valued trace on A which we
denote by τ . In what follows we assume that τ has the properties listed in
that theorem. We have
0 = τ(PAP ) = τ(APP ) = τ(AP )
for every abelian projection P in A. It is known that any nonzero projection
in a type I algebra is the sum of mutually orthogonal abelian projections (see
[8, 6.4.8. Proposition and 6.5.1. Definition]). Hence, if we pick an arbitrary
projection Q in A, then there is a collection (Pα) of mutually orthogonal
abelian projections such that Q =
∑
α Pα. As the weak and ultraweak
topologies coincide on the unit ball of any von Neumann algebra (see the
discussion in [8, 7.4.4. Remark]), it follows that AQ =
∑
αAPα holds in the
ultraweak topology. By the ultraweak continuity of τ we infer that
(4) τ(AQ) =
∑
α
τ(APα) = 0.
Since the linear span of the set of all projections in a von Neumann algebra
is dense with respect to the norm topology and τ is norm continuous, it
follows from (4) that τ(A2) = 0. By the definiteness of the trace, we obtain
that A2 = 0. This implies A = 0 and the proof is complete. 
Lemma 11. The sequential isomorphism φ preserves the abelian projections
and the equivalence among them in both directions.
Proof. Clearly, P ∈ A is abelian if and only if the set PE(A)P is commuta-
tive. As φ is a sequential isomorphism, it preserves commutativity in both
directions (see Lemma 7). Therefore, the set PE(A)P is commutative if
and only if so is its image under φ. But this image equals
φ(PE(A)P ) = φ(P )φ(E(A))φ(P ) = φ(P )E(B)φ(P ).
Therefore, P is abelian if and only if φ(P ) is abelian.
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As for the preservation of the equivalence between abelian projections, we
recall that two abelian projections are equivalent if and only if their central
carriers coincide (see [8, 6.2.8. Proposition and 6.4.6 Proposition]). But the
notion of the central carrier is expressed by order and commutativity both
of them being preserved by φ in both directions. This implies the second
assertion of our statement. 
After this preparation, now we are in a position to prove that every
sequential isomorphism between the sets of effects in type In algebras
(2 ≤ n <∞) is an E-isomorphism.
Proposition 12. Suppose that A,B are type In algebras with 2 ≤ n < ∞.
Then φ is an E-isomorphism.
Proof. Let A,A′ ∈ E(A) be such that A + A′ ∈ E(A). Pick an arbitrary
abelian projection P ∈ A. By Lemma 9 we have positive central elements
Z,Z ′ in A such that
(5) PAP = ZP, PA′P = Z ′P.
Clearly, we can choose a scalar λ ∈]0, 1] such that 0 ≤ λ(Z + Z ′) ≤ I. It
is well-known that for n ≥ 2, any type In algebra has a self-adjoint system
of n × n matrix units (see [8, 6.6.3. Lemma]). Therefore, Lemma 8 applies
and using (5) we can compute
λφ(P )φ(A +A′)φ(P ) =
λφ(P (A+A′)P ) = φ(λP (A+A′)P ) = φ(λ(ZP + Z ′P )) =
φ(P )φ(λ(Z + Z ′))φ(P ) = φ(P )(φ(λZ) + φ(λZ ′))φ(P ) =
φ(P )φ(λZ)φ(P ) + φ(P )φ(λZ ′)φ(P ) = φ(λPZP ) + φ(λPZ ′P ) =
φ(λPAP ) + φ(λPA′P ) = λ(φ(PAP ) + φ(PA′P )) =
λφ(P )(φ(A) + φ(A′))φ(P ).
Consequently, we obtain that
φ(P )φ(A +A′)φ(P ) = φ(P )(φ(A) + φ(A′))φ(P )
holds for every abelian projection P ∈ A. Referring to Lemma 11 we infer
that
Q(φ(A+A′)− (φ(A) + φ(A′))Q = 0
is valid for every abelian projection Q in B. By Lemma 10 this implies that
φ(A+A′) = φ(A) + φ(A′).
In particular, we also get that φ(A) + φ(A′) ∈ E(B). Since φ−1 has similar
properties as φ, we obtain that φ is an E-isomorphism. 
In the case of von Neumann algebras of the remaining types we can follow
a different approach based on the solution of the so-called Mackey-Gleason
problem due to Bunce and Wright. We have the following result.
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Proposition 13. Suppose that A,B are both of type In with 2 < n or A,B
have no type I direct summands. Then φ is an E-isomorphism.
Proof. We know from Lemma 5 that φ, when restricted onto the set of all
projections in A, is orthoadditive. We now apply the deep result of Bunce
and Wright [1] stating that every bounded orthoadditive map from the set of
all projections of a von Neumann algebra without type I2 direct summand
into a Banach space can be extended to a continuous linear transforma-
tion defined on the whole algebra. Therefore, we have a continuous linear
transformation L : A → B such that
L(P ) = φ(P ) (P ∈ P (A)).
We claim that L coincides with φ on the whole set E(A). To see this, first
observe that
L(λP ) = φ(λP )
whenever λ ∈ [0, 1], P ∈ P (A). Indeed, this follows from the homogeneity
of φ which was asserted in Lemma 8 (notice that by [8, 6.5.6. Lemma and
6.6.4. Lemma], A has a self-adjoint system of n×n matrix units). Now, let
(Pi) be a finite collection of mutually orthogonal projections in A with sum
I and pick scalars λi ∈ [0, 1]. Since
∑
i φ(Pi) = I, we can compute
φ(
∑
i
λiPi) = φ(
∑
i
λiPi)
1
2
∑
k
φ(Pk)φ(
∑
i
λiPi)
1
2 =
∑
k
φ(
∑
i
λiPi)
1
2φ(Pk)φ(
∑
i
λiPi)
1
2 =
∑
k
φ((
∑
i
λiPi)
1
2Pk(
∑
i
λiPi)
1
2 ) =
∑
k
φ(λkPk) =
∑
k
L(λkPk) = L(
∑
k
λkPk).
Let A ∈ E(A) be arbitrary. It follows easily from the spectral theorem
of normal operators and the properties of the spectral integral that for
any ǫ > 0 there are operators Al, A
u ∈ E(A) of the form
∑
i λiPi (where
λi, Pi are like above) and operators A
′
l, A
u′ ∈ E(A) such that the whole set
{A,Al, A
u, A′l, A
u′} is commutative, ‖Al −A‖, ‖A
u −A‖ < ǫ, and
Al = AA
′
l, A = AuAu
′.
We compute
L(Al) = φ(Al) = φ(A
1
2A′lA
1
2 ) = φ(A)
1
2φ(A′l)φ(A)
1
2 ≤ φ(A)
1
2 Iφ(A)
1
2 = φ(A)
and one can prove in a similar manner that
φ(A) ≤ φ(Au) = L(Au).
Therefore, we have L(Al) ≤ φ(A) ≤ L(A
u) and by the continuity of L we
infer that
L(A) ≤ φ(A) ≤ L(A).
Consequently, we have φ(A) = L(A) for any A ∈ E(A).
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It follows that whenever A,A′ ∈ E(A) are such that A + A′ ∈ E(A), we
have
φ(A+A′) = L(A+A′) = L(A) + L(A′) = φ(A) + φ(A′).
In particular, we have φ(A)+φ(A′) ∈ E(B). Just as in the proof of Proposi-
tion 12, referring to the fact that φ−1 has similar properties as φ, we obtain
that φ is an E-isomorphism. 
Putting together all the information that we have collected so far, it is
now an easy task to prove our main result.
Proof of Theorem 1. Let P ∈ A be a nonzero projection. Then φ(P ) is also
a nonzero projection and the restriction of φ onto PE(A)P = E(PAP ) gives
rise to a sequential isomorphism from E(PAP ) onto E(φ(P )Bφ(P )). By the
properties of the sequential isomorphisms formulated in Lemmas 5, 7, 11, it
follows that PAP is of type I, or of type In, or has no direct summand of
type I, or has no commutative direct summand if and only if the same holds
for φ(P )Bφ(P ).
Consider the type decomposition of A (see, for example, [8, 6.5.2. The-
orem]). For any cardinal number n (not exceeding the dimension of the
Hilbert space on which the elements of A act) let Pn ∈ A be a central pro-
jection such that the algebra APn is of type In (or Pn = 0) and in case
Q = I −
∑
n Pn 6= 0 the algebra AQ has no type I direct summand. It
follows from the first paragraph of the proof that the collection (φ(Pn)) of
central projections in B has the same properties (relating the algebra B in
the place of A, of course).
Clearly, the algebras A1 = AP1 and B1 = Bφ(P1) are commutative and
their direct complements in A, respectively in B have no commutative direct
summands.
Apply our auxiliary result Proposition 12 for the direct summands APn
and Bφ(Pn) whenever 2 ≤ n < ∞. Moreover, apply Proposition 13 for the
direct summands APn and Bφ(Pn) whenever n is an infinite cardinal and
do the same for AQ and Bφ(Q). Taking direct sums, we obtain that the
restriction of φ onto E(A)(I − P1) = E(A(I − P1)) is an E-isomorphism
onto E(B(I − φ(P1))). By Proposition 3 this can be extended to a Jordan
*-isomorphism from A(I−P1) onto B(I−φ(P1)). It is well-known that every
Jordan *-isomorphism between two von Neumann algebras induces a direct
sum decomposition of the underlying algebras according to which the Jordan
*-isomorphism under consideration is the direct sum of a *-isomorphism and
a *-antiisomorphism (see [8, 10.5.26. Exercise]). This verifies the existence
of a decomposition having the properties (i)-(ii) in our theorem.
As for the last assertion, observe that if P1 6= 0 (i.e., when A1,B1 ’really
appear’) and φ maps a nontrivial scalar to itself, then by Proposition 4, the
sequential isomorphism φ1 from E(A1) onto E(B1) can also be extended to
a *-isomorphism from A1 onto B1. The proof is complete. 
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