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Аннотация
В статье рассматривается система матричных уравнений Лурье. Такая система имеет
прикладное значение при исследовании асимптотической устойчивости состояний равнове-
сия системы дифференциальных уравнений, нахождении областей притяжения состояний
равновесия, определения условий существования предельных циклов для систем диффе-
ренциальных уравнений, исследовании глобальной устойчивости, скрытой синхронизации
систем фазовой и частотно-фазовой автоподстройки частоты. Известно, что условия раз-
решимости матричных уравнений Лурье определяются «частотной теоремой Якубовича-
Калмана». Для изучения нелинейных колебаний фазовых систем возникает необходимость
нахождения решений матричных уравнений Лурье.
В данной статье рассматривается случай, когда матричное неравенство Ляпунова, вхо-
дящее в состав уравнений Лурье, имеет матрицу с действительными собственными значе-
ниями, часть из которых могут быть нулевыми. Для такого случая получены необходимые
и достаточные условия разрешимости уравнений Лурье и определен вид решений, что поз-
воляет провести их спектральный анализ. Явный вид решений матричных уравнений дал
возможность провести их геометрическую интерпретацию в зависимости от спектра, пока-
зать взаимосвязь уравнения линейной связи с квадратичными формами решений уравне-
ний Лурье. В основе метода анализа матричных уравнений лежит подход, базирующийся
на использовании прямого произведения матриц и применении обобщенно обратных мат-
риц для нахождения решений систем линейных уравнений. Результаты работы позволили
исследовать систему трех матричных уравнений возникающую при изучении фазовых си-
стем частотно-фазовой автоподстройки частоты.
Ключевые слова: система дифференциальных уравнений, матричные уравнения Лурье,
скрытая синхронизация, система частотно-фазовой автоподстройки частоты.
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Abstract
The system of matrix Lurie equations is considered. Such a system is of practical importance
in the study of the asymptotic stability of equilibrium states of a system of differential equations,
finding the regions of attraction of equilibrium states, determining the conditions for the
existence of limit cycles for systems of differential equations, investigating global stability,
hidden synchronization of phase and frequency-frequency self-tuning systems. It is known
that the conditions for the solvability of the matrix Lurie equations are determined by the
"Yakubovich-Kalman frequency theorem". To study nonlinear oscillations of phase systems, it
becomes necessary to find solutions of the matrix Lurie equations.
In this paper we consider the case when the matrix Lyapunov inequality, which is part of
the Lurie equation, has a matrix with real eigenvalues, some of which may be zero. For such a
case, necessary and sufficient conditions for the solvability of the Lurie equations are obtained
and the form of the solutions is determined, which makes it possible to carry out their spectral
analysis. The explicit form of the solutions of the matrix equations made it possible to make
their geometric interpretation depending on the spectrum, to show the relationship of the linear
connection equation to the quadratic forms of solutions of the Lurie equations. The method of
analyzing matrix equations is based on an approach based on the use of a direct product of
matrices and the application of generalized inverse matrices to find solutions to systems of linear
equations. The results of the work made it possible to investigate the system of three matrix
equations arising in the study of phase-frequency frequency-phase self-tuning systems.
Keywords: system of differential equations, matrix Lurie equations, hidden synchronization,
frequency-phase frequency-locked loop.
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1. Введение
Рассмотрим систему матричных уравнений
𝐴𝑋 +𝑋𝐴𝑇 = 𝐿, (1)
𝑋𝑞 = 𝑟, (2)
где 𝐴, 𝑋, 𝐿 ∈ R𝑛×𝑛, 𝑞, 𝑟 ∈ R𝑛, ”𝑇”— транспонирование, 𝑋, 𝐿 – неизвестные матрицы. Для
матричного уравнения Ляпунова (1) известны условия существования решения 𝑋 [1-4].
Если 𝜆𝑖 (𝐴) , 𝑖 = 1, 𝑛 — собственные значения матрицы 𝐴 и 𝜆𝑖 (𝐴)+𝜆𝑗 (𝐴) ̸= 0, 𝑖, 𝑗 =
= 1, 𝑛 , то уравнение (1) однозначно разрешимо для любой матрицы 𝐿 . Для случая 𝐿 < 0
необходимые и достаточные условия разрешимости системы (1), (2) определяются частотной
теоремой Якубовича–Калмана [5-7].
Одним из методов определения нелинейных колебаний системы дифференциальных урав-
нений является принцип тора [6]. Суть этого метода заключается в построении в фазовом
пространстве рассматриваемой системы тороидального множества Ω, положительно инвари-
антного для её решений и не содержащего состояний равновесия. Далее выбирается сече-
ние тороидального множества Ω плоскостью 𝑃 , обладающее свойствами «бесконтактности»
и «возвращаемости». На полученном сечении определяется функция Пуанкаре, которая под
действием непрерывного оператора 𝑇 отображает сечение множества Ω плоскостью 𝑃 в себя,
тогда по теореме Брауэра существует неподвижная точка оператора 𝑇 , которая определяет
начальные условия колебательного цикла. В настоящее время нет универсального подхода
построения положительно инвариантного тороидального множества. Для построения торои-
дального множества используются решения матричных уравнений [6,8-15]. В качестве границ
положительно инвариантных множества предлагаются эллипсоиды и цилиндрические поверх-
ности, определяемые решениями уравнений (1), (2).
Нахождения начальных условий циклов использует численные методы определения враще-
ния векторного поля на границе тороидального множества. Вычисление вращения приводит
к необходимости использовать не только условия существования матричных уравнений, но и
определению самих решений [11].
В статье продолжены исследования работ [16,17], рассматриваются матричные уравнения,
когда матрица 𝐴 имеет действительные собственные значения, среди которых могут быть и
нулевые. Для уравнения (1) с матрицей 𝐴, для которой 𝜆𝑖 (𝐴) = −𝛼𝑖 ∈ R, 𝑖 = 1, 𝑛, сформу-
лированы необходимые и достаточные условия разрешимости и получены решения системы
уравнений (1), (2).
2. Матричное уравнение Ляпунова
Пусть 𝐴𝑛×𝑚, 𝐵𝑚×𝑘, 𝐶𝑘×𝑝 —произвольные матрицы, 𝐸𝑛 — единичная матрица 𝐸𝑛 ∈
∈ R𝑛×𝑛, [𝐴𝑛,𝑚] = 𝑐𝑜𝑙𝑜𝑛 (𝑎11, 𝑎12, ..., 𝑎1𝑚, 𝑎21, ..., 𝑎2𝑚, ..., 𝑎𝑛1, 𝑎𝑛2, ..., 𝑎𝑛𝑚), тогда справедливы со-
отношения [16, 17]
[𝐴𝐵𝐶] =
(︀
𝐴⊗ 𝐶𝑇 )︀ [𝐵] , (3)
𝐴𝑛×𝑚 = (𝐸𝑛 ⊗ [𝐸𝑚]𝑇 ) ([𝐴]⊗ 𝐸𝑚) , (4)
𝐴𝑛×𝑚𝐵𝑚×𝑘𝐶𝑘×𝑝 =
(︁
𝐸𝑛 ⊗ [𝐸𝑝]𝑇
)︁ (︀(︀
𝐴⊗ 𝐶𝑇 )︀ [𝐵]⊗ 𝐸𝑝)︀ , (5)
где ”⊗ ”—прямое произведение матриц [1,2,4] .
Теорема 1. Пусть для матрицы 𝐴 справедливо равенство
𝑄 = 𝐴⊗ 𝐸 + 𝐸 ⊗𝐴, 𝑑𝑒𝑡 (𝐴⊗ 𝐸 + 𝐸 ⊗𝐴) = 0,
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𝑄+ — обобщенно обратная матрица [2] для матрицы 𝑄 , тогда для того чтобы уравнение (1)
имело решение необходимо и достаточно чтобы 𝑄𝑄+ [𝐿] = [𝐿]. Решение уравнения (1) имеет
вид 𝑋 = 𝑋1 +𝑋2, [𝑋1] = 𝑄
+ [𝐿] , [𝑋2] = (𝐸 −𝑄+𝑄) [𝑌 ], где 𝑌 —произвольная матрица.
Доказательство. Используя соотношение (3), уравнение (1) запишем в виде
(𝐴⊗ 𝐸) [𝑋] + (𝐸 ⊗𝐴) [𝑋] = [𝐿] . (6)
Пусть 𝑄 = 𝐴⊗𝐸+𝐸⊗𝐴, 𝑄+ — обобщенно обратная матрица для матрицы 𝑄, тогда необходи-
мым и достаточным условием разрешимости уравнения (6) является выполнение соотношения
𝑄𝑄+ [𝐿] = [𝐿] [2, стр.268], уравнение (6) имеет решение [𝑋]
[𝑋] = 𝑄+ [𝐿] +
(︀
𝐸 −𝑄+𝑄)︀ [𝑌 ] = [𝑋1] + [𝑋2] , (7)
где 𝑌 —произвольная матрица. Применяя (4) к соотношению (7), решение 𝑋 можно записать
в виде
𝑋 =
(︁
𝐸 ⊗ [𝐸]𝑇
)︁ (︀(︀
𝑄+ [𝐿] + [𝑌 ]−𝑄+𝑄𝑌 )︀⊗ 𝐸)︀ . (8)
Теорема 1 доказана. 2
Рассмотрим уравнение (1) с матрицей 𝐴=𝑑𝑖𝑎𝑔(0, ..., 0⏟  ⏞  
𝑚
,−𝛼1, ...,−𝛼𝑘), где 𝛼𝑖+𝛼𝑗 ̸=0, 𝑖, 𝑗=1, 𝑘.
Матрица 𝐴 имеет𝑚 нулевых собственных значений и 𝑘 действительных собственных значений
отличных от нуля.
Введем обозначения 𝑒𝑇𝑖 = (0, ..., 0, 1⏟  ⏞  
𝑖
, 0, ..., 0), 𝑒𝑖 ∈ R𝑛, 𝐸𝑛𝑖 = 𝑒𝑖 ⊗ 𝑒𝑇𝑖 , 𝐸𝑛𝑖 ∈ R𝑛×𝑛. Первый
индекс матрицы 𝐸𝑛𝑖 определяет её размерность, а второй индекс расположение единиц на
диагонали.
Пусть 𝐴+ обобщенно обратная матрица для матриц 𝐴 , тогда справедливы соотношения
𝐴 =
𝑘∑︁
𝑖=1
(−𝛼𝑖)𝐸𝑛(𝑚+𝑖), 𝐴+ =
𝑘∑︁
𝑖=1
(−𝛼𝑖)−1𝐸𝑛(𝑚+𝑖), 𝐴𝐴+ = 𝐴+𝐴 =
𝑘∑︁
𝑖=1
𝐸𝑛(𝑚+𝑖), (9)
𝐴+𝐸𝑛𝑖 = 0, 𝑖 = 1,𝑚,
𝑛∑︁
𝑖=1
𝐸𝑛𝑖 = 𝐸𝑛, 𝐸
𝑇
𝑛𝑖 = 𝐸𝑛𝑖, 𝐸𝑛𝑖𝐸𝑛𝑗 = 0, 𝑖 ̸= 𝑗. (10)
Для матрицы
𝑄𝑛2 = 𝐴⊗ 𝐸𝑛 + 𝐸𝑛 ⊗𝐴 = 𝐸𝑛1 ⊗𝐴+ ...+ 𝐸𝑛𝑚 ⊗𝐴+
+𝐸𝑛(𝑚+1) ⊗ (−𝛼1𝐸𝑛 +𝐴) + ...+ 𝐸𝑛𝑛 ⊗ (−𝛼𝑘𝐸𝑛 +𝐴)
(11)
непосредственно по определению показывается, что обобщенно обратная матрица имеет вид
𝑄+
𝑛2
= 𝐸𝑛1 ⊗𝐴+ + ...+ 𝐸𝑛𝑚 ⊗𝐴+ + 𝐸𝑛(𝑚+1)⊗
⊗ (−𝛼1𝐸𝑛 +𝐴)−1 + ...+ 𝐸𝑛𝑛 ⊗ (−𝛼𝑘𝐸𝑛 +𝐴)−1 .
(12)
В силу Теоремы 1, матрица 𝐿 уравнения (1) должна удовлетворять равенству(︀
𝑄𝑛2𝑄
+
𝑛2
− 𝐸𝑛2
)︀
[𝐿] = 0. (13)
Для нахождения решения [𝐿] уравнения (13) используем Теорему 2 [2].
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Пусть 𝐷𝑛2 = 𝑄𝑛2𝑄
+
𝑛2
− 𝐸𝑛2 , тогда с учетом (9), (10), (11), (12) получим
𝐷𝑛2 = (𝐸𝑛1 ⊗𝐴+ ...+ 𝐸𝑛𝑚 ⊗𝐴+ 𝐸𝑛(𝑚+1) ⊗ (−𝛼1𝐸𝑛 +𝐴) + ...+ 𝐸𝑛𝑛⊗
⊗ (−𝛼𝑘𝐸𝑛 +𝐴))× (𝐸𝑛1 ⊗𝐴+ + ...+ 𝐸𝑛𝑚 ⊗𝐴+ + 𝐸𝑛(𝑚+1) ⊗ (−𝛼1𝐸𝑛 +𝐴)−1 + ...
+ 𝐸𝑛𝑛 ⊗ (−𝛼𝑘𝐸𝑛 +𝐴)−1)− 𝐸𝑛2 = − (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) .
(14)
Покажем, что обобщенно обратная матрица для 𝐷𝑛2 определяется соотношением 𝐷
+
𝑛2
= 𝐷𝑛2 .
Действительно, так как
𝐷+
𝑛2
𝐷𝑛2 = (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) = 𝐷𝑛2𝐷+𝑛2 ,
𝐷𝑛2𝐷
+
𝑛2
𝐷𝑛2 = 𝐷𝑛2 , 𝐷
+
𝑛2
𝐷𝑛2𝐷
+
𝑛2
= 𝐷+
𝑛2
,
(15)
то 𝐷+
𝑛2
— обобщенно обратная матрица для 𝐷𝑛2 . В силу соотношения 𝐷𝑛2𝐷
+
𝑛2
0𝑛2 = 𝜃𝑛2 для
уравнения (13) выполнены необходимые и достаточные условия разрешимости. Из Теоремы 2
[2] и (15) следует, что решение [𝐿] уравнения (13) имеет вид
[𝐿] =
(︀
𝐸𝑛2 −𝐷+𝑛2𝐷𝑛2
)︀
[𝑍] = [𝑍]− ((𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)) [𝑍] , (16)
где 𝑍 —произвольная матрица размерности 𝑛× 𝑛 . Используя (4), (5), (16), (10) получим
𝐿 =
(︁
𝐸𝑛 ⊗ [𝐸𝑛]𝑇
)︁
([𝐿]⊗ 𝐸𝑛) = 𝑍 −
(︁
𝐸𝑛 ⊗ [𝐸𝑛]𝑇
)︁
×
× (((𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)) [𝑍]⊗ 𝐸𝑛) =
= 𝑍 − (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑍 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) .
(17)
Таким образом, доказана теорема.
Теорема 2. Для того чтобы уравнение (1) с матрицей 𝐴 = 𝑑𝑖𝑎𝑔(0, ..., 0⏟  ⏞  
𝑚
,−𝛼1, ...,−𝛼𝑘),
𝛼𝑖 + 𝛼𝑗 ̸= 0, 𝑖, 𝑗 = 1, 𝑘 имело решение необходимо и достаточно, чтобы матрица 𝐿 имела
вид (17), где 𝑍 —произвольная матрица размерности 𝑛× 𝑛.
Следствие 1. Если матрица 𝐴 не имеет нулевых собственных значений и (𝛼𝑖 + 𝛼𝑗) ̸= 0,
𝑖, 𝑗 = 1, 𝑛, то уравнение (1) при любой матрице 𝐿 имеет решение 𝑋.
Пусть для уравнения (1) выполнены условия Теоремы 2, найдем решение уравнения (1).
В силу соотношения (7) для матрицы 𝑋 справедливо равенство [𝑋] = [𝑋1] + [𝑋2] , где
[𝑋1] = 𝑄
+
𝑛2
[𝐿] , (18)
[𝑋2] =
(︀
𝐸𝑛2 −𝑄+𝑛2𝑄𝑛2
)︀
[𝑌 ] , (19)
𝑌 —произвольная матрица размерности 𝑛× 𝑛 . С учетом (18), (4),(5),(12),(9), (10) найдем 𝑋1
𝑋1 =
(︁
𝐸 ⊗ [𝐸]𝑇
)︁
([𝑋1]⊗ 𝐸) =
(︁
𝐸 ⊗ [𝐸]𝑇
)︁ (︀
𝑄+
𝑛2
[𝐿]⊗ 𝐸)︀ =
= (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝐿𝐴
+ + 𝐸𝑛(𝑚+1)𝐿 (𝐴− 𝛼1𝐸)−1 + ...+ 𝐸𝑛𝑛𝐿 (𝐴− 𝛼𝑘𝐸)−1 .
(20)
Принимая во внимание (14), для матриц 𝑄𝑛2 , 𝑄
+
𝑛2
, выполняется равенство
𝐸𝑛2 −𝑄+𝑛2𝑄𝑛2 = −𝐷 = (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) . (21)
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Используя (19), (21), (4), (5), найдем матрицу 𝑋2
𝑋2 =
(︁
𝐸2𝑛 ⊗ [𝐸2𝑛]𝑇
)︁
([𝑋2]⊗ 𝐸2𝑛) = −
(︁
𝐸2𝑛 ⊗ [𝐸2𝑛]𝑇
)︁
(𝐷 [𝑌 ]⊗ 𝐸) =
=
(︁
𝐸 ⊗ [𝐸]𝑇
)︁
(((𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)) [𝑌 ]⊗ 𝐸) =
= (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑌 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)
𝑇 = (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑌 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) .
(22)
Из (7), (20), (22) следует, что справедливо утверждение.
Теорема 3. Пусть выполнены условия Теоремы 2, тогда решение уравнения (1) имеет
вид
𝑋 = (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝐿𝐴
+ + 𝐸𝑛(𝑚+1)𝐿𝐵1 + ...+
+𝐸𝑛𝑛𝐿𝐵𝑘 + (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑌 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) ,
(23)
где 𝐵𝑖 = (𝐴− 𝛼1𝐸)−1 , 𝑖 = 1, 𝑘, 𝑌 —произвольная матрица.
Пример 1. Рассмотрим уравнение (1) с матрицей 𝐴 =
(︂
0 0
0 −𝛼
)︂
, 𝛼 > 0 , тогда по Теореме
2 в классе симметрических матриц получим, что матрица 𝐿 определяется равенством
𝐿 =
(︂
0 𝑙12
𝑙12 𝑙22
)︂
. Из формулы (23) найдем множество решений уравнения (1)
𝑋 = 𝐸21𝐿𝐴
+ + 𝐸22𝐿 (𝐴− 𝛼𝐸)−1 + 𝐸21𝑌 𝐸21.
Матрица 𝐴+ в силу соотношений (9) имеет вид 𝐴+ =
(︂
0 0
0 (−𝛼)−1
)︂
. Справедливы равен-
ства
𝐵 = (𝐴− 𝛼𝐸)−1 = (−2𝛼)−1
(︂
2 0
0 1
)︂
, 𝑋11 = 𝐸21𝐿𝐴
+ = (−𝛼)−1
(︂
0 𝑙12
0 0
)︂
,
𝑋12 = 𝐸22𝐿 (𝐴− 𝛼𝐸)−1 = 𝐸22𝐿𝐵 = (−2𝛼)−1
(︂
0 0
2𝑙12 𝑙22
)︂
.
Пусть 𝑌 =
(︂
𝑦11 𝑦12
𝑦21 𝑦22
)︂
, тогда с учетом (22) матрица𝑋2 имеет вид𝑋2 = 𝐸21𝑌 𝐸21 =
(︂
𝑡 0
0 0
)︂
,
где 𝑡 = 𝑦11 ∈ R. Из Теоремы 3 получим, что решение 𝑋 определяется соотношением
𝑋 = −𝛼−1
(︂
0 𝑙12
0 0
)︂
− (︀2𝛼−1)︀(︂ 0 0
2𝑙12 𝑙22
)︂
+
(︂
𝑡 0
0 0
)︂
= 𝛼−1
(︂
𝑡𝛼 −𝑙12
−𝑙12 −2−1𝑙22
)︂
. (24)
Используя (24) найдем det𝑋 = 𝛼−1
(︀−2−1𝑡𝛼𝑙22 − 𝑙212)︀.
Если выполнено неравенство 𝑙212 > −2−1𝑡𝛼𝑙22, то det𝑋 < 0. Для матрицы 𝐿 получим, что
det𝐿 = −𝑙212 при этом det𝐿 > 0 только в случае когда 𝑙12 = 0.
Если 𝑙12 = 0, то det𝑋 = −2−1𝑡𝑙22. Пусть 𝑙12 = 0, 𝑙22 < 0, тогда det𝐿 6 0. Используя крите-
рий Сильвестра для матрицы 𝑋, получим, что при 𝑡 < 0 выполняется неравенство det𝑋 < 0,
а при 𝑡 > 0 справедливы соотношения det𝑋 > 0, 𝑋 = 𝑋𝑇 > 0, матрица 𝑋 является положи-
тельно определенной.
Определение 1. Пусть 𝐴,𝐵 ∈ M𝑛×𝑚, 𝐴𝑛,𝑚 = (𝑎𝑖,𝑗) , 𝐵𝑛,𝑚 = (𝑏𝑖,𝑗) , 𝑖 = 1, 𝑛, 𝑗 = 1,𝑚 под
Адамаровым произведением матриц 𝐴 и 𝐵 будем понимать матрицу 𝐶 = 𝐴 ∘ 𝐵 = (𝑎𝑖𝑗𝑏𝑖𝑗),
𝑖 = 1, 𝑛, 𝑗 = 1,𝑚.
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Теорема 4. Пусть
𝐴 = 𝑑𝑖𝑎𝑔 (−𝛼1,−𝛼2, ...,−𝛼𝑛) , (𝛼𝑖 + 𝛼𝑗) ̸= 0, 𝑖, 𝑗 = 1, 𝑛,
𝐵𝑖 = (𝐴− 𝛼𝑖𝐸)−1 = 𝑑𝑖𝑎𝑔 (𝑏𝑖1, 𝑏𝑖2, ..., 𝑏𝑖𝑛) , 𝑖 = 1, 𝑛, 𝐵 = (𝑏𝑖𝑗) , 𝑖, 𝑗 = 1, 𝑛,
тогда решение уравнения (1) имеет вид 𝑋 = 𝐿 ∘𝐵 . Если 𝐿 < 0, 𝐵 < 0 , то 𝑋 > 0.
Доказательство. Используя условие Теоремы 4, 𝐴 = 𝑑𝑖𝑎𝑔 (−𝛼1,−𝛼2, ...,−𝛼𝑛) и обозна-
чения 𝑒𝑖 = 𝑐𝑜𝑙𝑜𝑛 (0, ..., 0, 1, 0, ..., 0) , 𝐸𝑛𝑖 = 𝑒𝑖 ⊗ 𝑒𝑇𝑖 , найдем матрицу 𝑄
𝑄 = (𝐴⊗ 𝐸 + 𝐸 ⊗𝐴)−1 = 𝑒1 ⊗ 𝑒𝑇2 ⊗ (𝐴− 𝛼2𝐸)
−1
+ ...+
+ 𝑒𝑛 ⊗ 𝑒𝑇𝑛 ⊗ (𝐴− 𝛼𝑛𝐸)
−1
= 𝐸𝑛1 ⊗𝐵1 + 𝐸𝑛2 ⊗𝐵2 + ...+ 𝐸𝑛𝑚 ⊗𝐵𝑛.
(25)
Соотношения (8), (25), (3), (5), (10) позволяют определить решение уравнения (1)
𝑋 =
(︁
𝐸 ⊗ [𝐸]𝑇
)︁
((𝐸𝑛1 ⊗𝐵1 + 𝐸𝑛2 ⊗𝐵2 + ...+ 𝐸𝑛𝑛 ⊗𝐵𝑛) [𝐿]⊗ 𝐸) =
= 𝐸𝑛1𝐿𝐵
𝑇
1 + 𝐸𝑛2𝐿𝐵
𝑇
2 + ...+ 𝐸𝑛𝑛𝐿𝐵
𝑇
𝑛 = 𝐿 ∘𝐵.
Используя, теорему Шура [2] для решения 𝑋 = 𝐿 ∘ 𝐵 получим, что если 𝐿 < 0, 𝐵 < 0 , то
𝑋 > 0 . Теорема 4 доказана. 2
3. Система матричных уравнений
Рассмотрим систему матричных уравнений (1), (2) относительно неизвестных матриц𝑋, 𝐿.
Пусть для уравнения (1) выполнены условия Теоремы 3, тогда его решение определяется
соотношением (23). С учетом (23) для матрицы 𝑋 справедливо равенство
𝑋 = (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝐿𝐴
+ + 𝐸𝑛(𝑚+1)𝐿𝐵1 + ...+ 𝐸𝑛𝑛𝐿𝐵𝑘 +𝑋2, (26)
где 𝐵𝑖 = (𝐴− 𝛼𝑖𝐸)−1 , 𝑖 = 1, 𝑘, 𝑋2 = (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑌 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) , 𝑌 —произвольная
матрица. Подставим решение 𝑋 в уравнение линейной связи (2)[︀
(𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝐿𝐴
+𝑞 + 𝐸𝑛(𝑚+1)𝐿𝐵1𝑞 + ...+ 𝐸𝑛𝑛𝐿𝐵𝑘𝑞
]︀
= [𝑟 −𝑋2𝑞] . (27)
Используя формулу (3) и то, что 𝐴+
𝑇
= 𝐴+, 𝐵𝑇𝑖 = 𝐵𝑖 , получим[︀
(𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝐿𝐴
+𝑞 + 𝐸𝑛(𝑚+1)𝐿𝐵1𝑞 + ...+ 𝐸𝑛𝑛𝐿𝐵𝑘𝑞
]︀
=
=
(︀
(𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ 𝑞𝑇𝐴+ + 𝐸𝑛(𝑚+1) ⊗ 𝑞𝑇𝐵1 + ...+ 𝐸𝑛𝑛 ⊗ 𝑞𝑇𝐵𝑘
)︀
[𝐿] .
(28)
Принимая во внимание условия Теоремы 2, для матрицы 𝐿 справедливо соотношение
[𝐿] = [𝑍]− ((𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)) [𝑍] =
= (𝐸𝑛2 − (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)) [𝑍] ,
(29)
где 𝑍 —произвольная матрица. С учетом (9), (10), (28)определим[︀
(𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝐿𝐴
+𝑞 + 𝐸𝑛(𝑚+1)𝐿𝐵1𝑞 + ...+ 𝐸𝑛𝑛𝐿𝐵𝑘𝑞
]︀
=
=
(︀
(𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ 𝑞𝑇𝐴+ + 𝐸𝑛(𝑚+1) ⊗ 𝑞𝑇𝐵1 + ...+ 𝐸𝑛𝑛 ⊗ 𝑞𝑇𝐵𝑘
)︀
[𝑍] .
(30)
Принимая во внимание (27), (30), уравнение (2) можно записать в виде
𝐾 [𝑍] = [𝑏] , (31)
Матричные уравнения систем фазовой синхронизации 251
где 𝑍 —произвольная матрица,
𝐾 = (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ 𝑞𝑇𝐴+ + 𝐸𝑛(𝑚+1) ⊗ 𝑞𝑇𝐵1 + ...+ 𝐸𝑛𝑛 ⊗ 𝑞𝑇𝐵𝑘, 𝐾 ∈ R𝑛×𝑛
2
, (32)
𝑏 = 𝑟 −𝑋2𝑞. (33)
Введем следующие обозначения 𝑞0 = 𝑐𝑜𝑙𝑜𝑛 (0, ..., 0, 𝑞𝑚+1, ..., 𝑞𝑛),
Δ𝑞0 = 𝑞
𝑇𝐴+𝐴𝑞 = 𝑞2𝑚+1 + ...+ 𝑞
2
𝑛, Δ𝑞𝑇𝐵𝑖 = 𝑞
𝑇𝐵𝑖𝐵𝑖𝑞, 𝑖 = 1, 𝑘.
По определению обобщенно обратной матрицы показывается, что 𝐾+ имеет вид
𝐾+ = Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗𝐴𝑞 + 𝐸𝑛(𝑚+1) ⊗Δ−1𝑞𝑇𝐵1𝐵1𝑞 + ...+ 𝐸𝑛𝑛 ⊗Δ
−1
𝑞𝑇𝐵𝑘
𝐵𝑘𝑞. (34)
В силу соотношений (32), (34) справедливы равенства
𝐾𝐾+ = Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ 𝑞𝑇𝐴+𝐴𝑞⏟  ⏞  
Δ𝑞0
+0 + ...+ 0 + 𝐸𝑛(𝑚+1) ⊗Δ−1𝑞𝑇𝐵1 𝑞
𝑇𝐵1𝐵1𝑞⏟  ⏞  
Δ
𝑞𝑇 𝐵1
+...+
+ 𝐸𝑛𝑛 ⊗Δ−1𝑞𝑇𝐵𝑘 𝑞
𝑇𝐵𝑘𝐵𝑘𝑞⏟  ⏞  
Δ
𝑞𝑇 𝐵𝑘
= (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗ 1 +
(︀
𝐸𝑛(𝑚+1) + ...+ 𝐸𝑛𝑛
)︀⊗ 1 = 𝐸𝑛, (35)
𝐾𝐾+ = Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)⊗𝐴𝑞𝑞𝑇𝐴+ + 𝐸𝑛(𝑚+1) ⊗Δ−1𝑞𝑇𝐵1𝐵1𝑞𝑞
𝑇𝐵1 + ...+
+ 𝐸𝑛𝑛 ⊗Δ−1𝑞𝑇𝐵𝑘𝐵𝑘𝑞𝑞
𝑇𝐵𝑘, 𝐾
+𝐾𝐾+⏟  ⏞  
𝐸𝑛
= 𝐾+, 𝐾𝐾+⏟  ⏞  
𝐸𝑛
𝐾 = 𝐾. (36)
Из (35) вытекает𝐾𝐾+ [𝑏] = [𝑏], следовательно для уравнения (31) выполнены необходимые
и достаточные условия разрешимости. В силу Теоремы 2 [2] решение [𝑍] уравнения (31) имеет
вид
[𝑍] = 𝐾+ [𝑏] +
(︀
𝐸𝑛2 −𝐾+𝐾
)︀
[𝑊 ] , (37)
где 𝑊—произвольная матрица. Введем обозначения
[𝑍1] = 𝐾
+ [𝑏] , (38)
[𝑍2] =
(︀
𝐸𝑛2 −𝐾+𝐾
)︀
[𝑊 ] . (39)
Используя (4), (38), (34), (5), (33) найдем 𝑍1
𝑍1 =
(︁
𝐸 ⊗ [𝐸]𝑇
)︁
([𝑍1]⊗ 𝐸) =
(︁
𝐸 ⊗ [𝐸]𝑇
)︁ (︀
𝐾+ [𝑏]⊗ 𝐸)︀ =
= Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) 𝑟𝑞
𝑇𝐴+ 𝐸𝑛(𝑚+1)𝑟Δ
−1
𝑞𝑇𝐵1
𝑞𝑇𝐵1 + ...+
+ 𝐸𝑛𝑛𝑟Δ
−1
𝑞𝑇𝐵𝑘
𝑞𝑇𝐵𝑘 −Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑋2𝑞𝑞𝑇𝐴−
−Δ−1
𝑞𝑇𝐵1
𝐸𝑛(𝑚+1)𝑋2𝑞𝑞
𝑇𝐵1 − ...−Δ−1𝑞𝑇𝐵𝑘𝐸𝑛𝑛𝑋2𝑞𝑞
𝑇𝐵𝑘.
(40)
Учитывая, что (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑋2 = (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑌 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) , 𝐸𝑛(𝑚+𝑖)𝑋2 =
= 0, 𝑖 = 1, 𝑘 выражение (40) примет вид
𝑍1 = Δ
−1
𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) 𝑟𝑞
𝑇𝐴+ 𝐸𝑛(𝑚+1)𝑟Δ
−1
𝑞𝑇𝐵1
𝑞𝑇𝐵1 + ...+ 𝐸𝑛𝑛𝑟Δ
−1
𝑞𝑇𝐵𝑘
𝑞𝑇𝐵𝑘−
−Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑌 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) 𝑞𝑞𝑇𝐴.
(41)
В силу соотношений (4), (39), (36), (5) матрица 𝑍2 определяется равенством
𝑍2 =𝑊 −
(︀
𝐸 ⊗ 𝐸𝑇 )︀ (︀(︀𝐾+𝐾)︀ [𝑊 ]⊗ 𝐸)︀ =𝑊 −Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑊𝐴𝑞𝑞𝑇𝐴++
+Δ−1
𝑞𝑇𝐵1
𝐸𝑛(𝑚+1)𝑊𝐵1𝑞𝑞
𝑇𝐵1 + ...+Δ
−1
𝑞𝑇𝐵𝑘
𝐸𝑛𝑛𝑊𝐵𝑘𝑞𝑞
𝑇𝐵𝑘.
(42)
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Из (41), (42), (37), (38), (39) получим
𝑍 = Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) 𝑟𝑞
𝑇𝐴+ 𝐸𝑛(𝑚+1)𝑟Δ
−1
𝑞𝑇𝐵1
𝑞𝑇𝐵1 + ...+ 𝐸𝑛𝑛𝑟Δ
−1
𝑞𝑇𝐵𝑘
𝑞𝑇𝐵𝑘−
−Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑌 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) 𝑞𝑞𝑇𝐴+𝑊 −Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)×
×𝑊𝐴𝑞𝑞𝑇𝐴+ +Δ−1
𝑞𝑇𝐵1
𝐸𝑛(𝑚+1)𝑊𝐵1𝑞𝑞
𝑇𝐵1 + ...+Δ
−1
𝑞𝑇𝐵𝑘
𝐸𝑛𝑛𝑊𝐵𝑘𝑞𝑞
𝑇𝐵𝑘.
(43)
Из соотношений (8), (29), (43) найдем вид матрицы 𝐿
𝐿 = Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) 𝑟𝑞
𝑇𝐴+ 𝐸𝑛(𝑚+1)𝑟Δ
−1
𝑞𝑇𝐵1
𝑞𝑇𝐵1 + ...+ 𝐸𝑛𝑛𝑟Δ
−1
𝑞𝑇𝐵𝑘
𝑞𝑇𝐵𝑘−
−Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑌 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) 𝑞𝑞𝑇𝐴+𝑊 −Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)×
×𝑊𝐴𝑞𝑞𝑇𝐴+ +Δ−1
𝑞𝑇𝐵1
𝐸𝑛(𝑚+1)𝑊𝐵1𝑞𝑞
𝑇𝐵1 + ...+Δ
−1
𝑞𝑇𝐵𝑘
𝐸𝑛𝑛𝑊𝐵𝑘𝑞𝑞
𝑇𝐵𝑘−
−Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) 𝑟𝑞𝑇𝐴 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)−Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑌×
× (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) 𝑞𝑞𝑇𝐴 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)− (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑊×
× (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) + Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑊𝐴𝑞𝑞𝑇𝐴+ (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) .
(44)
Тогда в силу (26), (44) решение 𝑋 представимо в виде
𝑋 = (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝐿𝐴
+ + 𝐸𝑛(𝑚+1)𝐿𝐵1 + ...+ 𝐸𝑛𝑛𝐿𝐵𝑘+
+ (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑌 × (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) = Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)×
× 𝑟𝑞𝑇𝐴𝐴+ −Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑌 × (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) 𝑞𝑞𝑇𝐴𝐴++
+ (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑊𝐴
+ −Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑊𝐴× 𝑞𝑞𝑇𝐴+𝐴+−
−Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) 𝑟𝑞𝑇𝐴 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝐴+ −Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)×
× 𝑌 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) 𝑞𝑞𝑇𝐴 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝐴+ − (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)×
×𝑊 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)×𝐴+ +Δ−1𝑞0 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑊𝐴𝑞𝑞𝑇𝐴+×
× (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝐴+ + 𝐸𝑛(𝑚+1)𝑟Δ−1𝑞𝑇𝐵1𝑞
𝑇𝐵1𝐵1 + ...+ 𝐸𝑛𝑛𝑟Δ
−1
𝑞𝑇𝐵𝑘
𝑞𝑇𝐵𝑘𝐵𝑘+
+ 𝐸𝑛(𝑚+1)𝑊𝐵1 + ...+ 𝐸𝑛𝑛𝑊𝐵𝑘 +Δ
−1
𝑞𝑇𝐵1
𝐸𝑛(𝑚+1)𝑊𝐵1𝑞𝑞
𝑇𝐵1𝐵1 + ...
+Δ−1
𝑞𝑇𝐵𝑘
𝑞𝑇𝐸𝑛𝑛𝑊𝐵𝑘𝑞𝑞
𝑇𝐵𝑘𝐵𝑘 + (𝐸𝑛1 + ...+ 𝐸𝑛𝑚)𝑌 (𝐸𝑛1 + ...+ 𝐸𝑛𝑚) ,
(45)
где 𝑊, 𝑌 —произвольные матрицы.
Теорема 5. Для того чтобы система матричных уравнений (1), (2) имела решение
необходимо и достаточно чтобы выполнялись условия Теоремы 2. Матрицы 𝑋, 𝐿 системы
уравнений (1), (2) определяются соотношениями (44), (45).
4. Практическое приложение результатов
Пример 2. Рассмотрим уравнение (1) с матрицей 𝐴 =
(︂−𝛼1 0
0 −𝛼2
)︂
, 𝑛 = 2,𝑚 = 0, 𝑘 = 2 .
Следуя (41), (42) получим
𝑍1 = Δ
−1
𝑞𝑇𝐵1
𝐸21𝑟𝑞
𝑇𝐵1 +Δ
−1
𝑞𝑇𝐵2
𝐸22𝑟𝑞
𝑇𝐵2,
𝑍2 =𝑊 −Δ−1𝑞𝑇𝐵1𝐸21𝑊𝐵1𝑞𝑞𝑇𝐵1 +Δ
−1
𝑞𝑇𝐵2
𝐸22𝑊𝐵2𝑞𝑞
𝑇𝐵2, 𝑊 ∈ R2×2.
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Из равенства 𝐿 = 𝑍 = 𝑍1 + 𝑍2 найдем, что матрица 𝐿 = 𝐿𝑇 имеет вид
𝐿 = 𝐿 (𝑡) =
(︂−2𝑟1𝛼1𝑞−11 − 2𝑞2𝛼1𝑡𝑞−11 (𝛼1 + 𝛼2)−1 𝑡
𝑡 −2𝑟2𝛼2𝑞−12 − 2𝑞1𝛼2𝑡𝑞−12 (𝛼1 + 𝛼2)−1
)︂
, (46)
где 𝑡 ∈ R.
В силу Теоремы 5 решение системы (1), (2) определяется равенством
𝑋 = 𝑋 (𝑡) =
(︂
𝑟1𝑞
−1
1 + 𝑞2𝑡𝑞
−1
1 (𝛼1 + 𝛼2)
−1 −𝑡 (𝛼1 + 𝛼2)−1
−𝑡 (𝛼1 + 𝛼2)−1 𝑟2𝑞−12 + 𝑞1𝑡𝑞−12 (𝛼1 + 𝛼2)−1
)︂
, 𝑡 ∈ R (47)
Пусть 𝐵 =
(︂
(2𝛼1)
−1 (𝛼1 + 𝛼2)−1
(𝛼1 + 𝛼2)
−1 (2𝛼2)−1
)︂
, тогда с учетом (46), (47) выполняется соотношение
𝑋 = 𝐿 ∘𝐵 , что подтверждается результатами Теоремы 4. Система матричных уравнений (1),
(2) имеет бесконечно много решений 𝐿, 𝑋 .
Лемма 1. Пусть существует 𝑡, для которого выполнены неравенства
𝑓1 (𝑡) = 𝑙11 = −2𝑟1𝛼1𝑞−11 − 2𝑞2𝛼1𝑡𝑞−11 (𝛼1 + 𝛼2)−1 < 0, (48)
𝑓2 (𝑡) =
⃒⃒⃒⃒−2𝑟1𝛼1𝑞−11 − 2𝑞2𝛼1𝑡𝑞−11 (𝛼1 + 𝛼2)−1 𝑡
𝑡 −2𝑟2𝛼2𝑞−12 − 2𝑞1𝛼2𝑡𝑞−12 (𝛼1 + 𝛼2)−1
⃒⃒⃒⃒
> 0. (49)
тогда существуют матрицы 𝑋 = 𝑋𝑇 , 𝐿 = 𝐿𝑇 < 0 , определяемые формулами (46), (47),
удовлетворяющие соотношениям (1), (2).
Доказательство.
Доказательство Леммы 1 следует из Теоремы 5 и примера 2. Решения системы (1), (2)
определяется числом решений системы уравнений (46), (47). 2
Пример 3. Рассмотрим систему уравнений (1) и (2) с матрицами
𝐴 =
(︂
0.1 0
0 −0.8
)︂
, 𝑞 =
(︂
1
0.05
)︂
, 𝑟 =
(︂−0.8
1
)︂
, 𝛼1 = −0.1, 𝛼2 = 0.8.
Найдем Γ = −𝑟𝑇 𝑞 = −0.75, 𝜈 = 𝑟𝑇𝐴𝑞 = −0.12. Матрицы 𝐿, 𝑋 определяются соотношени-
ями (46), (47). Используя неравенства (48), (49), определим условия, при которых 𝐿 < 0.
Получим, что если 𝑡 < 𝑇 = 11.2, то 𝑓1 (𝑡) < 0. Если 𝑡 ∈ (𝑇1;𝑇2) = (−0.646; 4.7942),
то 𝑓2 (𝑡) > 0. Таким образом, при любом 𝑡 ∈ (−0.646; 4.7942) для матрицы 𝐿 будет вы-
полняться соотношение 𝐿 < 0. Решение системы (1), (2) будет зависеть от переменной
𝑡 и представимо в виде (47) 𝑋 = 𝑋1 (𝑡). Пусть 𝑅 = 0.8. Изобразим графически реше-
ние системы на концах интервала (𝑇1;𝑇2) , с помощью матриц 𝑋1 (𝑇1) , 𝑋1 (𝑇2) . Опреде-
лим линии 𝐺1 =
{︀
𝑥 : 𝑥𝑇𝑋1 (𝑇1)𝑥 = −𝑅2, 𝑅 = 0.8
}︀
, 𝐺2 =
{︀
𝑥 : 𝑥𝑇𝑋1 (𝑇2)𝑥 = −𝑅2, 𝑅 = 0.8
}︀
.
Обозначим 𝑙𝑇 = 𝑐𝑇𝐴, 𝑃1 =
{︁
𝑥 : 𝑐𝑇𝑥 =
√
Γ𝑅,𝑅 = 0.8
}︁
, 𝑃2 =
{︁
𝑐𝑇𝑥 = −√Γ𝑅,𝑅 = 0.8
}︁
,
𝑃3 =
{︀
𝑙𝑇𝑥+ 𝜈Γ−1𝑐𝑇𝑥 = 0
}︀
. На рисунке 1 изображены линии 𝐺1, 𝐺2, 𝐺3, 𝑃1, 𝑃2, 𝑃3.
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Рис.1 det𝑋1 < 0
Пример 4. Рассмотрим систему матричных уравнений
𝐴𝑇𝐻 +𝐻𝐴 = 𝐿 < 0, (50)
𝐻𝑏 = −𝑐. (51)
Пусть 𝐴 =
(︂−𝛼1 0
0 −𝛼2
)︂
, 𝑞 = 𝑏 =
(︂
𝑞1
𝑞2
)︂
, 𝑐 =
(︂−𝛼2
1
)︂
= −𝑟, 𝑐𝑇 𝑏 = −Γ < 0, 𝑐𝑇𝐴𝑏 = 𝜈 >
> 0, 𝛼1 = 0.2, 𝛼2 = 1.05, 𝑞1 = 0.04, 𝑞2 = −0.3, тогда 𝜈 = 0.3234, Γ = 0.342, матрицы
𝐿, 𝐻 = 𝑋, определяются соотношениями (46), (47). Для неравенств (48), (49) получим, что
если 𝑡 < 𝑇 = 4.375, то 𝑓1 (𝑡) < 0 . Если 𝑡 ∈ (𝑇1;𝑇2) = (−44.9545; 3.5358), то 𝑓2 (𝑡) > 0 . Таким
образом, при любом 𝑡 ∈ (−44.9545; 3.5358) для матрицы 𝐿 будет выполняться соотношение
𝐿 < 0 . Решение системы (50), (51) будет зависеть от переменной 𝑡 и представимо в виде 𝑋 =
= 𝑋2 (𝑡). Элементы матрицы 𝑋2 (𝑡) = 𝑋 определяются формулой (47). Изобразим графически
решение системы (50), (51) на концах интервала (𝑇1;𝑇2). С помощью матриц 𝑋2 (𝑇1) , 𝑋2 (𝑇2)
определим линии 𝐺1 =
{︀
𝑥 : 𝑥𝑇𝑋2 (𝑇1)𝑥 = 𝑅
2
}︀
, 𝐺2 =
{︀
𝑥 : 𝑥𝑇𝑋1 (𝑇2)𝑥 = −𝑅2, 𝑅 = 0.8
}︀
. На
рисунке 2 изображены линии 𝐺1, 𝐺2, 𝐺3, 𝑃1, 𝑃2, 𝑃3.
Для построения положительно инвариантных и гиперболических множеств систем фа-
зовых систем частотно-фазовой автоподстройки частоты возникает необходимость изучения
системы трех матричных уравнений [12,18]
𝐴𝑇𝐻 +𝐻𝐴 = −𝐿1 − 2𝛼1𝐻, (52)(︀
𝐴+ 2𝑘𝑑𝑐𝑇
)︀𝑇
𝐻 +𝐻
(︀
𝐴+ 2𝑘𝑑𝑐𝑇
)︀
= −𝐿2 + 2𝑚1𝑐𝑐𝑇 − 2𝛼1𝐻, (53)
𝐻𝑏 = −𝑐. (54)
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Решения уравнений (52), (53), (54) позволяют определить область начальных условий автомо-
дуляционных колебаний и предложить эффективные численные методы обнаружения скры-
той синхронизации [13].
Рис.2 𝑋2 = 𝑋𝑇2
Изучение системы (52), (54) основано на использовании Теоремы 5, которая позволяет
найти матрицы 𝐻, 𝐿1, для уравнений (52), (53), (54). Уравнение (53) рассматривается отно-
сительно неизвестной матрицы 𝐿2 и значения𝑚1. Практическое значение имеет представление
матриц 𝐻, 𝐿1, 𝐿2 через векторы 𝑙𝑇 = 𝑐𝑇𝐴, 𝑐, 𝑏 [10-15]. Справедливо следующее утверждение.
Лемма 2. Система матричных уравнений (52), (53), (54) относительно матриц 𝐻, 𝐿1,
𝐿2 и значения 𝑚1, для случая, когда 𝐻 = 𝐻1 > 0, 𝐴 =
(︂−𝛼1 0
0 −𝛼2
)︂
, 𝑐 =
(︂
𝑐1
𝑐2
)︂
, 𝑏 =
(︂
𝑏1
𝑏2
)︂
,
𝑑 =
(︂
𝑑1
𝑑2
)︂
, 𝑐1𝑏
−1
1 < 0, 𝑐2𝑏
−1
2 < 0, 𝑐
𝑇 𝑏 = −Γ < 0, 𝑐𝑇𝐴𝑏 = 𝜈 > 0, 𝜀0 = Γ−1𝜈, 𝛼 = 𝛼2 − 𝛼1 имеет
решение 𝐻 = 𝐻1, 𝐿1, 𝐿2, такое что
𝐻1 = 𝛾1𝑐𝑐
𝑇 + 𝛾2
(︀
𝑙 + 𝜈Γ−1𝑐
)︀ (︀
𝑙 + 𝜈Γ−1𝑐
)︀𝑇
, (55)
𝛾1 = Γ
−1, 𝛾2 = (Γ (𝛼2 − 𝜀0) (𝜀0 − 𝛼1))−1 , (56)
𝐿1 = 2𝜂1 (𝑙 + 𝜂2𝑐) (𝑙 + 𝜂2𝑐)
𝑇 , 𝜂1 = (Γ (𝜀0 − 𝛼1))−1 , 𝜂2 = 𝛼1,
𝐿2 = 2𝜈1 (𝑙 + 𝜈2𝑐) (𝑙 + 𝜈2𝑐)
𝑇 , 𝜈1 = − (𝛼𝑏2𝑐2)−1 , 𝜈2 = 𝛼1 + 𝑘𝑐2𝑏2
(︀
𝑑1𝑏
−1
1 − 𝑑2𝑏−12
)︀
,
𝑚1 = −𝛼−1𝑘2𝑐2𝑏2
(︀
𝑑1𝑏
−1
1 − 𝑑2𝑏−12
)︀2 − 2𝑘𝑑1𝑏−11 .
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Пример 5. Рассмотрим систему матричных уравнений (52), (53), (54) при 𝑘 = 0, 𝑚2 = 0,
в этом случае система трех матричных уравнений эквивалентна системе двух матричных
уравнений (1), (2). Пусть 𝐴 =
(︂−𝛼1 0
0 −𝛼2
)︂
, 𝑞 = 𝑏 =
(︂
𝑏1
𝑏2
)︂
, 𝑐 =
(︂−𝛼2
1
)︂
= −𝑟, 𝑐𝑇 𝑏 = −Γ < 0,
𝑐𝑇𝐴𝑏 = 𝜈 > 0, 𝛼1 = 0.2, 𝛼2 = 1.05, 𝑏1 = 0.04, 𝑏2 = −0.3 , тогда 𝜈 = 0.3234, Γ = 0.342, выполнены
условия Леммы 2. Матрица 𝐻1, определяется соотношениями (55), (56). Изобразим графиче-
ски решение системы (1), (2) при 𝑅 = 0.8. На Рис.2 добавлена линия: 𝐺3 =
{︀
𝑥 : 𝑥𝑇𝐻1𝑥 = 𝑅
2
}︀
.
5. Заключение
В статье получены условия существования решения системы матричных уравнений Лурье.
Практическая значимость полученных результатов заключается в возможности их использо-
вания при определении режимов скрытой синхронизации и синхронизации второго рода в
системах фазовой и частотно-фазовой автоподстройки частоты [6-8,10-15,18].
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