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We present a brief review of the advances made in the characterization of liquid surfaces during the last
decade. We focus particularly on the links between the capillary wave theory, the density functional formalism
and the direct evaluation of the intrinsic density profiles from computer simulations. A new perspective of the
liquid surfaces is appearing, with a sharper view of their molecular structure, which opens new challenges for
theoretical and experimental studies. Novel results on the intrinsic interfacial structure of molten salts liquid-
vapor interfaces are presented.
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1. Introduction
The theory of liquid surfaces started a century ago following two parallel approaches, and
still nowadays there are two seemingly different theoretical frameworks to analyze the interfacial
structure [1]. Van der Waals invented the density profile ρ(z) to describe the local distribution
of molecules in the interfacial region, and his theory linked that distribution to the molecular
interactions and the temperature. The density functional (DF) formalism [2] casted van der Waals
ideas into a generic framework, and allowed the systematic improvement of the approximations,
always using ρ(z) as the essential functional variable. In contrast, the work of Mandelstam [1]
focused on the mesoscopic fluctuations of the liquid surfaces, the capillary waves (CW), unavoidable
at thermal equilibrium. The Capillary Wave Theory (CWT)[2, 3] follows those ideas, describing
the instantaneous shape of the liquid surface as an intrinsic surface z = ξ(R) ≡ ξ(x, y), with an
effective Hamiltonian H[ξ] = γA[ξ] given by the area of the corrugated interface, A[ξ], and the
surface tension γ. According to the CWT any molecular detail of the interface would be blurred
by the CW fluctuations, so that the (smooth) density profiles represent the convolution of a sharp
intrinsic profile ρ˜(z) with the Gaussian distribution for the local height of the intrinsic surface.
Since there are more fluctuations in larger than in smaller systems, the CW mean square width
∆CW is a function of the cross sectional area Ao and, within the CWT assumptions, it is given
by ∆CW(Ao) = kT/(4piγ)ln(Ao/ac), with a molecular area cutoff ac = (λc)2, given by an assumed
minimum value for the CW wavelength.
Unlike in van der Waals and DF theories, the CWT considers the density profiles as functions
of two variables, ρ(z;Ao). The Earth gravity limits the amplitude of the CW fluctuations on the
horizontal liquid surface to linear lengths Lx ≡
√
Ao ∼ 1mm [1, 2]. We note that gravity effects
can be irrelevant, and therefore neglected, in scattering experiments of system involving small
lateral areas (Lx ∼ 100nm), or in the interfacial lateral lengths, Lx ∼ 3 − 5nm, normally used
in computer simulations. Over more than four decades the density profiles at liquid surfaces have
been obtained in molecular dynamics (MD) or Monte Carlo (MC) simulations, for many simple
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Figure 1. Sketch of a liquid-vapor interface. The horizontal lines in (a) represent the slabs
used to calculate the usual density profile ρ(z;Ao) from (2.1). The thick lines in panel b and
c represent the intrinsic surfaces associated to that molecular configuration using two different
cutoffs, qu, and the thin lines represent the slabs that would be used to calculate the intrinsic
profiles ρ˜(z; qu) from (2.1).
and complex fluid models [4]. Many of these studies missed the formal discrepancy between the
area-independent profiles ρDF(z) of DF theories, and the profiles ρ(z;Ao) predicted by the CWT
and extracted, within that framework, from reflectivity experiments [5].
The simulation results for the density profile were often found to be in good agreement with the
DF theoretical predictions ρDF(z), and in fact the liquid vapor interface was the first test bench used
for the development of more accurate DF approximations [4]. On the other hand, the systematic
exploration of liquid-vapor interfaces in large simulation boxes produced smoother profiles for larger
transverse area, in agreement with the CWT prediction [1]. The apparent contradiction between
these two statements is explained by the logarithmic dependence of ∆CW(Ao) and by the weak
effect of a gaussian convolution over a density profile which is already a smooth function of z. As a
matter of fact, in a Lennard Jones (LJ) fluid near its triple point temperature, the increase of area
by a factor A′o/Ao = 100 would require a huge computational effort, but it would only produce
an interfacial width increase of about half molecular diameter, within the accuracy that we could
expect for the DF approximations. Thus, we find that ρ(z;Ao) ≈ ρ(z;A′o) ≈ ρDF(z), and computer
simulations with feasible sizes cannot solve the formal contradiction between the two theoretical
views of the liquid surface.
In the next two sections of this paper we review the advances in this problem over the last
decade, with the study of oscillatory layering structures at free liquid surfaces, and the development
of operative links between computer simulations of liquid surfaces and their mesoscopic description
within the CWT. The sampling of the intrinsic profiles and the corrugation of the intrinsic surface,
directly from the molecular positions, have helped to solve the apparent contradictions of the
formalisms, and more importantly they are providing a new sharper view of the molecular structure
of fluid interfaces. The application of the method to the liquid-vapor surface of ionic mixtures, to
investigate the influence of the system parameters, is presented in section 4. It provides a good case
for the potential of these methods, showing out mesoscopic structures at the interfaces that are
missed by the usual description in terms of the density profiles. In section 5 we discuss the problem
of the CW spectrum at mesoscopic range, that has been the subject of recent controversies, and
we finish with some concluding remarks and perspectives for future work.
2. Intrinsic versus mean density profiles
Working on earlier proposals by Weeks [6], Abraham [7] and others, Dietrich and coworkers
[8, 9] have pointed out that the usual DF approximations do not include the long range surface
correlations produced by the long wavelength CW fluctuations. Therefore, the lack of area depen-
dence in ρDF(z) could be explained, since it should be associated to the intrinsic density profile
of the CWT, i.e. ρDF(z) = ρ˜(z), rather than to the smoother, and area dependent, mean profile
ρ(z;Ao).
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The implications of this notion may be better understood by considering the formal definitions
of these two density profiles. Assuming a rectangular box, with periodic boundary conditions in
the X and Y directions, parallel to the interface, and transverse area Ao = L2x, the mean and
intrinsic density profiles are calculated from the statistical averages,
ρ(z,Ao) =
〈
1
Ao
N∑
i=1
δ(z − zi)
〉
, and ρ˜(z) =
〈
1
Ao
N∑
i=1
δ(z − zi + ξ(xi, yi))
〉
, (2.1)
where r = (xi, yi, zi) are the positions of the i = 1 to N molecules. ρ(z;Ao) is the mean density
profile considering slabs parallel to the XY plane (see sketched in Fig.1(a)). The CW fluctuations
(see Figure 1) would produce a smooth function of z, that would become smoother for larger
Ao. The area dependence is removed in the intrinsic profile as now the slabs used to calculate
occupation histograms follow the contour of the instantaneous intrinsic surface z = ξ(x, y) for that
molecular configuration (see Figures 1(b) and 1(c)).
We note that ρ˜(z) depends on the criterion used to define the intrinsic surface. Considering
a Fourier series representation of ξ(x, y), the intrinsic surface is given by the Fourier components
ξˆq, with q = 2pi(nx, ny)/Lx and nx, ny = 0,±1,±2, .... The series is truncated with a cutoff,
|q| ≤ qu ≡ 2pi/λc, that we have to choose. Therefore, the intrinsic profile has to be formally
considered as ρ˜(z; qu), since by choosing a particular cutoff we limit the degree of corrugation
allowed to the intrinsic surface. The comparison between the curved slabs in Fig.1(b-c) gives a
graphic idea of how the same molecular configuration may produce different intrinsic profiles. In
fact, the mean density profiles ρ(z;Ao) and the intrinsic density profiles, ρ˜(z; qu) are different
perspectives of the same physical reality. Following the rhetoric expression is the glass half empty
or half full?, ρ(z;Ao) contains all the CW fluctuations up to the limit imposed by its size, i.e.
those with wave lengths λ ≤ Lx =
√
Ao, while in ρ˜(z; qu) we have filtered out all the CW with
λ > λc ≡ 2pi/qu. Therefore, the two profiles should become identical if we take Ao = λ2c ≡ (2pi/qu)2.
ρDF(z) may also be interpreted using the half empty or the half full idea. The relevant question
is not whether ρDF(z) represents the mean or the intrinsic density profile of the CWT, the point
is to estimate the effective distance λDF, such that beyond this distance the CW fluctuations are
not captured by a DF approximation. The corresponding density profile ρDF(z) would therefore be
either an approximated representation of the mean profile ρ(z;Ao) with Ao = (λDF)2 or the intrinsic
profile ρ˜(z; qu) with qu = 2pi/λDF. As commented above, the smooth density profiles ρ(z;Ao) have
a weak dependence with Ao, which makes very uncertain any quantitative estimation of λDF from
the direct comparison of ρDF(z) and ρ(z;Ao).
That scenario changed qualitatively with the discovery of surface layering in liquid surfaces. The
first unequivocal experimental evidence appeared in 1995, from the analysis of the X-ray reflectivity
of Hg and Ga [10, 11]. Earlier DF results had shown weak layering effects for some liquid models
[12], but the development of several cold-liquid models, with pairwise isotropic interactions but very
low ratios, Tt/Tc ≈ 0.1, between the temperatures of the triple and the critical points, showed that
the strong layering in ρ(z;Ao) was not specific of liquid metals [13]. The effects of CW fluctuations
on oscillatory profiles had already been analyzed by Evans [14]. The amplitude of the oscillations
in ρ(z;Ao) is damped by a factor L−ηx , with an exponent η = kT/(piγσ
2) that is usually larger
than 4, but it may be as low as η ≈ 1 for cold liquids at T ≈ 0.1Tc; so that the oscillations are
preserved in ρ(z;Ao) even for large Ao [13].
The strong sensitivity of the layering structure to the value of Ao provided the missing bench-
mark for the comparison of ρDF(z) with the simulation results for ρ(z;Ao). A study of several liquid
models, and including the effects of (very amplified) gravity fields, allowed Checa et al. [15] to set
the effective CW cutoff to λDF = (10± 2)σ, approximately constant over the full range of temper-
ature and DF approximations that were studied. With this estimation for λDF the representations
of the liquid surface, given by DF approximations and by the CWT, may by casted into a consis-
tent framework. The accuracy of the modern non-local free energy density functional [4] goes well
beyond the early local density and the gradient expansion DF approximations, and their results
for the monotonic or structured density profiles ρDF(z) may be directly taken as a representation of
ρ(z;Ao) with the typical area that has become the standard minimum size accepted for computer
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simulations of simple liquids, i.e. Ao ≈ (10σ)2. If we want to represent liquid surfaces with larger
areas we have to interpret ρDF(z) as the intrinsic profile, and to convolute it with the gaussian CW
fluctuations with the CWT cutoff set at ac = (λDF)2 ≈ (10σ)2.
Beyond its formal interest, the identification of the effective cutoff of the modern DF approx-
imations with the range of box lengths typically adopted in computer simulations, suggests that
a shaper view of the interface would be obtained if we could remove the CW fluctuations, with
wavelength λ < 10σ, which are present in the simulation results for ρ(z;Ao), and in the theoretical
results for ρDF(z). The strongly structured density profiles obtained for cold liquids made possible
the use of a gaussian deconvolution to get shaper intrinsic density profiles [13]. Similar intrinsic
profiles were extracted from the experimental X-ray reflectivity data for Hg [10] and Ga [11]. How-
ever, such procedure cannot be applied to the usual liquids (at temperatures T/Tc ≥ 0.5) because
the smooth density profiles ρ(z;Ao) have not enough signal from the intrinsic layering structure to
be deconvoluted over the inherent noise of the simulation results.
It has taken a surprisingly long time to develop a direct method to extract ρ˜(z; qu) from com-
puter simulations using equation (2.1). This delay is probably connected to the lack of expectations,
since the traditional theoretical assumption for ρ˜(z) has been a step function, which would provide
no information on the molecular structure of the interface. The main problem was the lack of an
explicit recipe to define, from the molecular positions ri = (xi, yi, zi), the instantaneous shape of
the intrinsic surface z = ξ(x, y), to be used in equation (2.1). Twenty years after the CWT was in-
troduced, Percus and William [16] reviewed the different kinds of definitions for ξ, but still without
any practical application. The instantaneous Gibbs dividing surface (GDS), which considers the
local balance in the number of particles across the interface, is the simplest definition of ξ(x, y),
both conceptually and computationally. However, this definition does not separate the surface
(CW) fluctuations from the bulk (compressibility) fluctuations, so that it only works well for long
wavelengths, typically λ ≤ 10σ, i.e., for a wavevector upper threshold qu ≤ 0.6σ in ρ˜(z; qu). This
intrinsic surface recipe was applied to extract the first intrinsic profiles from computer simulations
[17–19], but its use for larger quσ ≥ 1 leads to smoother, rather than sharper, intrinsic profiles [21],
highlighting the inconsistency of this approach.
A good separation of the capillary waves from the bulk-like compressibility fluctuations may
be achieved with another approach, namely, by defining the intrinsic surface as the boundary
of the percolating cluster in a percolation analysis of the liquid. The first proposal was made by
Stillinger[22] in 1982, although it was no applied to analyze any simulation data. The main features
of the oscillatory intrinsic profile that would come out of such procedure was sketched, including the
delta function contribution nsδ(z), where ns is the number of molecules per unit area that belong
to the outmost liquid layer, and which are used to define the instantaneous intrinsic surface. The
first practical scheme to get ρ˜(z; qu) along these lines was published by two of us[20] in 2003, and it
was given the name of the Intrinsic Sampling Method (ISM). Similar schemes have been published
over the last five years [23–27], all they are based on some percolation analysis of the liquid phases,
but they differ in the details, their specific goals, their accuracy, and their computational demands.
The advantages and drawbacks of these techniques have been discussed in a recent review [28].
The ISM, including its extension to complex liquids [29], surface kinetics [31] and hydrodynamics
[32], is computationally more demanding than others, but gives the most comprehensive view of
the liquid surfaces.
3. The intrinsic Sampling Method
The ISM assumes that the molecular layering in liquid surfaces is a direct consequence of the
typical oscillatory structure in the pair distribution function g(r) for dense bulk liquids. That
layering is not usually observed in ρ(z;Ao) because, with the typical box size Lx ∼ 10σ and
the CW damping exponent η ≥ 4, the oscillations are damped by a factor ∼ (Lx/σ)−η ≤ 10−4.
However, these oscillations should be strong and clear in the sharpest intrinsic profiles ρ˜(z; qu), if
the intrinsic surface (IS) is defined to follow the positions of the molecules in the outmost liquid
layer, with qu ≈ 2pi/σ. The procedure requires a self-consistency scheme, since for the usual liquids
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with T/Tc > 0.5, these most external liquid molecules can only be identified through the use of a
good guess for ξ(x, y) in equation (2.1). The ISM interpolates smoothly through the positions of
those molecules. The two dimensional density of that layer ns = Ns/Ao, i.e. the number of surface
molecules (or pivots) per unit cross-sectional area, is the main control parameter in the ISM and
it plays a similar role as the percolation radius that has to be set in other methods. The good
performance of the ISM comes probably from the fact that its control parameter is directly tied to
the inherent correlation structure in the liquid surface, so that the optimal value of ns, (i.e. that
which gives the sharpest view of the surface layering is an important physical characteristics of the
liquid surfaces; it may be represented by the surface compactness Σs ≡ ns/ρ2/3l , a dimensionless
parameter, where ρ is bulk density of the liquid. The surface compactness is a new descriptor of
the interfacial structure, it is a key characteristics of a liquid surface, which is completely missed
in the usual density profile representation [30].
The physical relevance of the outmost liquid layermay be understood using molecular dynamics
simulations[30], namely, through the analysis of the surface kinetics [31] and hydrodynamics [32].
It is found that the rate at which the list of molecules identified as surface pivots is renewed shows
a minimum at the optimal value of ns. The surface kinetic analysis for more complex molecules
could also include other aspects, like molecular orientations and deformations, providing a much
sharper characterization of the interface. A complementary view for the time evolution of a liquid
surface is given by the change of the intrinsic surface with time. In this case we are not following the
individual molecules, but rather the global shape of the interface, as done in surface hydrodynamics.
Even for very large simulation boxes, the CW fluctuations should be in the damped CW regime,
where viscosity plays an important role and with a threshold for over-damped decay at shorter
wavelengths. The hydrodynamic predictions for the frequency and the damping exponent depend
on the surface tension and the viscosity of the liquid, and they may be directly compared with
the MD simulation results for the time correlation of the intrinsic surface Fourier components,
〈ξˆq(t+ t′)ξˆ∗q (t′)〉 = 〈|ξˆq|2〉cos(ωqt)exp(−Γqt). The results obtained by Delgado-Buscalioni et al. [32]
have shown the validity of the hydrodynamic description of the ISM results down to wavelengths
of about 4 molecular diameters, beyond which the individual molecular diffusion takes over the
over-damped CW collective modes.
The sharpest intrinsic profiles, i.e. those with qu ≈ 2pi/σ, are beyond the basic assumptions
of the classical CWT in two respects: the wavevector dependence of the surface tension (see sec-
tion 5), and the correlation between ξ(x, y) and the intrinsic profiles, so that ρ(z;Ao) cannot
be reconstructed from a pure Gaussian convolution of ρ˜(z; qu) [20]. This later difficulty is elim-
inated with a slight relaxation of the intrinsic surface, limiting its corrugations to wavevectors
q ≤ qu ≈ 2/σ, so that the delta peak nsδ(z), becomes a narrow Gaussian. This is also the range of
wavevectors for which the hydrodynamic description of ξ(x, y; t) becomes valid (i.e. λ ≈ 4σ), and
it may be considered as the sharpest physical description of the intrinsic surface, slightly smoother
that the mathematical interpolation through the surface pivots.
4. Application to molten salt models
To illustrate the application of the ISM approach, we apply it here to investigate the influence
of ion size asymmetry on ionic liquid-vapor surfaces. The top panels of figure 2 show the usual
description of these interfaces, through the mean density profiles for anions and cations [33]. We
have considered equimolar mixtures consisting of ions with the same diameter (Figure 2-left) and
different diameter, σ−− = 4σ++ = 1.6σ+−, to represent an asymmetric molten salt with large
anions and small cations. In all cases the ions interact through the Soft Primitive model [33]. The
MD simulations were performed using 2×1500 and 2×2058 ions for the symmetric and asymmetric
cases, respectively. The reduced temperatures T ∗ = kBT/(e2/(4piε0σ+−))=0.0298 (symmetric) and
0.025 (asymmetric), were chosen to be slightly above the triple points. The details of the simulation
method are given in the previous references [33]. The density profiles, normalized to their bulk
values and with z is scaled with the cation-anion core size σ ≡ σ+−, show very similar profiles
for anions and cations; however a close look to the profiles of the asymmetric ions shows a weak
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negative charge surface segregation induced by the larger size of the negative ion [33].
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Figure 2. Density profiles of the liquid-vapor interface of the molten salts investigated in this
work, in units of the liquid bulk density ρb and the anion-cation core diameter σ ≡ σ+−. Right
panels symmetric ions model at T ∗=0.0298, left panels: asymmetric model at T ∗ =0.025 (see text
and ref. [33] for details). Top: mean density profiles ρ(z;Ao) for anions (black line) and cations
(symbols). Bottom: Intrinsic density profiles for anions (black full line) and cations (red/grey
triangles) obtained over the surface regions with external anions. Intrinsic density profiles for
anions (black dashed line) and cations (red/grey circles) obtained over the intrinsic surface
regions with external cations. Note that the intrinsic surface, z = ξ(R) ≡ (ξa(R) + ξc(R))/2,
is located at z = 0. The insets show the surface regions with external cations (red/gray) and
anions (black) for a typical configuration.
The application of the ISM to these systems was attempted in different ways, and we found that
the surface layering structure was more elusive than for simple neutral liquids. If the surface pivots
were selected irrespective of their charge, the intrinsic surface going through those anions and
cations, ξac(R), was very rough at scales λ ≈ σ, and the intrinsic profiles had a very weak layering
beyond the outmost layer. On the other hand, when the intrinsic surfaces were obtained separately
for anions and cations, we found strong layering, but the intrinsic profile for cations referred to
ξa(R), and that for anions referred to ξc(R), had always an external peak at z ≈ −σ/2, i.e. in
the vapor side of the interface. Therefore, there are cations beyond the outer layer of anions, and
anions beyond the outer layer of cations, indicating this approach does not produce the outmost
liquid layer.
Hence, to get a sharper representation of the interfacial structure we have used an intrinsic
surface defined as z = ξ(R) ≡ (ξa(R) + ξc(R))/2, which interpolates between those obtained
separately for each species. For each molecular configuration we may separate the cross-sectional
area in those regions where ξa(R) > ξc(R), so that the anions are at the outer side and the
cations at the inner side of the interface, and those with the opposite surface dipole. Typical
snapshots for these regions are shown as insets in Fig. (2). The sign of the local surface dipole
is correlated over distances on the interface plane of 3 − 4σ, so that typically there are only a
few separated patches with each surface dipole sign that cover the full cross sectional area, which
in the present simulations contains over 100 ions in the outer layer. The symmetric model has
obviously a symmetric distribution for the fraction of area covered by each surface dipole sign in
each molecular configuration, while in the asymmetric system 52% of the surface has the (large)
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anions at the outmost layer, and 48% has the (smaller) cations. Notice that, within the size of
our simulation box, these ratios fluctuate, with standard deviations of ±5%, so that the difference
between the symmetric and the asymmetric models may only be observed through a statistical
comparison.
The intrinsic profiles for the density of anions and cations presented in the lower panels in
Fig.(2), have been obtained separately over the surface regions containing cations or anions as
the most external species. The profiles feature a strong layering that propagates several ionic
diameters inside the liquid. The maxima in the density of anions and cations are out of phase.
The total density profile is nearly flat beyond the first peak, whereas the difference between the
two profiles reveals strong charge layering, with a wavelength slightly larger than σ ≡ σ+−. Such
stratification of the charge is not observed in the usual representation ρa(z;Ao) and ρc(z;Ao). In
the symmetric system, as expected, there is charge cancellation at any position from the intrinsic
surface, whereas in the asymmetric system the small excess of anions in the external layer produces
a small local charge density, which leads to a mean interfacial electrostatic field [33].
These results indicate that molten salt interfaces are characterized by a very strong charge
layering of anions and cations, parallel to the interface. At temperatures slightly above triple point
conditions we may identify up to four ionic layers, from the surface towards the liquid bulk, and
the composition of outmost layer changes from being anionic to cationic over fluctuating patches
on the surface. This structure, that is completely missed by the mean profiles, can be readily seen
in an intrinsic analysis.
5. The spectrum of CW
The effective Hamiltonian of the CWT is expanded up to quadratic order in the Fourier com-
ponents of ξ(x, y) ≡ ξ(R) to get H[ξ] = γA[ξ] = γAo[1 +∑q q2|ξˆq|2/2] + ..., so that each Fourier
component ξˆq, over the CW spectrum 2pi/Lx ≤ q ≤ qu, is treated as an independent harmonic
oscillator, characterized by 〈ξˆq〉 = 0, and mean square 〈|ξˆq|2〉 = kT/(γAoq2), that diverges in the
small q limit [2, 3]. The sharp CW cutoff for q > qu is an obvious over-simplification of the theory,
that could be substituted by a smooth function γ(q) = γo + κq2 + ..., with a bending modulus κ
for the free energy cost of curvature, at fixed area. The sharp cutoff at q = qu and the bending
term κ may be regarded as equivalent ways to describe the global effects of the CW fluctuations,
so that an experimental estimation of the mean square width ∆(Ao) may be expressed using either
of these terms [5].
With any operational definition of the intrinsic surface we have direct access to 〈|ξˆq |2〉, and
hence to the wavevector dependent surface tension, defined as γ(q) = kT/(Aoq2〈|ξˆq |2〉), in an
extended CWT surface hamiltonian, H[ξ] = γoAo+ Ao2
∑
q γ(q)q
2|ξˆq|2. From the same information
we may get the height-height structure factor
Sξξ(q) ≡
〈
ξ(R1)ξ(R2)e
iq·(R2−R1)
〉
= Ao
〈
|ξˆq|2
〉
≡ kT
γ(q)q2
=
kT
γoq2
− kTκ
γ2o
+O(q2)..., (5.1)
where the CWT 1/q2 divergence is followed by a constant term proportional to κ. As we have
stressed above, there is an unavoidable ambiguity in the definition of the intrinsic surface, so that
the function γ(q) would also depend on the particular choice used to relate ξ(R) to the molecular
positions. The low−q limit, γ(q) = γo+ ..., is expected to be generic for any reasonable choice, but
Blokhuis [34] has recently shown that the value of κ in the next term depends on the definition
of ξ(R). That difficulty is also observed within the ISM, since γ(q) is much more sensitive than
ρ˜(z; qu) to the choice of method and parameters. The application to more complex interfaces, like
amphiphiles on water-oil and water-vapor interfaces [38], or bilayer membranes [39] are providing
cleaner results, because the definition of surface pivots does not rely on the choice of percolation
parameters. Moreover the intrinsic surfaces associated to different molecular sites help to separate
the global undulating mode from the inner deformations of the interfacial region.
Nevertheless, the ISM results with optimal choices for the surface density ns and the other
parameters in the method, give always positive values for the bending constant κ, i.e. γ(q) increases
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with q reflecting that at lower scales the intrinsic surface becomes smoother at a rate faster than
〈|ξˆq|2〉 ∼ 1/q2. In contrast, there have been claims of enhanced CWs, i.e. γ(q) < γo based on
experimental [36], theoretical [9] and computer simulations results [17, 19]. The common factor in
all these κ < 0 estimations is that the intrinsic surface is (explicitly or implicitly) defined in terms
of the one-particle operator ρˆ(r) =
∑
i δ(r−ri). In that case, the mean square value 〈|ξˆq|2〉 may be
written in terms of the two-particle distribution, 〈ρˆ(r)ρˆ(r′)〉, and the height-height structure factor
Sξξ(q) is directly related to the surface structure factor S(sur)ρρ (q) that quantifies the particle-particle
correlations in an interfacial system, and that can be measured from diffraction experiments. Notice
that, among the choices based on one-particle operators, the GDS definition of ξ(R) appears to be
the most natural one [34], while the ISM or any other percolative schemes are excluded, because
they define ξ(R) in terms of the simultaneous distribution of many particles.
Therefore the ISM results for 〈|ξˆq|2〉, γ(q) and Sξξ(q) cannot be related to the experimental
results for the surface structure factor S(q), beyond the ∼ 1/(γoq2) divergence. This is a severe
limitation of the computational method, as it is based on properties that we cannot directly measure
with current experimental approaches. On the other hand, this seems to be an unavoidable price
we have to pay in order to obtain a clean separation between the surface CW fluctuations and the
bulk-like density-density fluctuations, which may be used, along with the full molecular information
accessible to computer simulations, to get a sharper view of the liquid interface. In contrast, the
simpler GDS definition for the intrinsic surface may be directly related to the experimental S(q)
but at the price of lacking a separation between the surface-like and the bulk-like contributions.
From the experimental side, the X-ray reflectivity gives direct access to the mean density profile
ρ(z;Ao) over an effective area that may be calculated from the geometry of the experimental setup,
and the leading term S(q) = kT/(γoq2) + ... may be identified in the diffuse scattering from liquid
surfaces [5]. The bending modulus term, κ, requires to take out the bulk contribution in the diffuse
scattering, to get the surface structure factor, which is done by subtracting the off-plane signal
from that on the specular plane [36]. This approach involves nonetheless subtle calculations with
the shape and orientation of the detector as variables [5].
In computer simulations, the GDS definition of ξ(R) leads directly to the particle-particle
structure factor of the interfacial system[19] that may be split into three terms[34, 35]
S(GSD)ξξ = S
(sur)
ρρ (q) =
kT
γoq2
− kTκ
γ2o
+NbS(liq)(q), (5.2)
where S(liq)(q) is the usual structure factor of the liquid bulk. Nb and κ are fitting parameters
to represent the amount of bulk signal and the bending modulus respectively. The later takes
negative values, so that it represents an increase of the correlation structure at mesoscopic distances.
However, it is purely a matter of choice to interpret that increase as enhanced CW fluctuations
(i.e. to assimilate the two first terms in (5.2) to those in (5.1)), or to describe the second term in
(5.2) as an enhanced compressibility of the liquid near its surface, to be added to the third term,
rather than to the first one. Such disjunctive cannot be solve at this level of representation, since
the raw data in S(q) do not contain the necessary information to establish whether the correlation
between two particles is bulk-like or surface-like, beyond the leading q−2 divergence.
The main evidence against the interpretation of κ < 0 in (5.2) as a surface bending modulus
comes from the direct inspection of the GDS intrinsic surfaces, for typical configurations of the
liquid interface. As far as we keep a low wavevector cutoff, quσ ≈ 0.5 or less, the shape of z =
ξ(R; qu) roughly follows the contours of the surface, as it would be represented by any coarse-
graining procedure. However, increasing the cutoff up to the range used to analyze S(q) in (5.2)
(quσ > 1) produces an increasing roughness of the surface that does not follow the positions of
the outmost particles in the liquid phase. As a result the nominal intrinsic profiles ρ˜(z; qu) become
broader than the mean profiles [21], which is fully incompatible with the CWT assumption that
ρ(z;Ao) is the average of ρ˜(z − ξ(R, qu); qu) over the fluctuations of ξ.
The DF-CWT link proposed by Mecke and Dietrich [9] takes H[ξ(x, y)] ≡ F [ρDF(z − ξ(x, y))],
so that for any given DF approximation we may get 〈|ξˆ|2〉 and γ(q), apparently without the
need of an explicit definition of ξ(R) in terms of the molecular positions. This proposal gives the
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correct γ(0) = γDF limit, as the DF direct correlation route for the surface tension [1], but it
produces always negative κ in a low q expansion of γ(q), and for large wavevectors γ(q) vanishes
as 1/q2 [37]. This unphysical behaviour is produced because for large q a density fluctuation
δρq(z) ∼ ξˆqexp(iq ·R) produces a free energy increase ∆F ∼ 〈|ξˆq |2〉, without the factor q2 assumed
in the description of a corrugated surface ∆F ∼ q2γ(q)〈|ξˆq |2〉. This result points again to the
essential limitations of a one-particle representation, done only through ρ˜(z − ξ(x, y)), to analyze
CW fluctuations. Nevertheless, preliminary ISM results for Lennard-Jones liquids with different
cutoff distances rc [40] indicate that κ(rc) may follow the logarithmic dependence on the range of
the dispersion forces predicted by Dietrich [41]. Therefore, the proposed DF-CWT link could work
well to include the long-range effects at the mean-field level.
6. Conclusions
Our view of liquid surfaces is rapidly changing with the emergence of practical methods to
extract their intrinsic properties from molecular configurations. The implementation of such link
between the CWT and computer simulations has taken four decades, a surprisingly long time in
a very active field of research. In perspective, we might say that "the devil was in the details".
Simple recipes, like the GDS, had too limited resolution, and therefore did not represent a clear
improvement over the usual density profiles. The percolative methods [20–27], which have finally
shown those advantages, required a fine tuning of the details, which was only motivated and
facilitated by the experimental evidence of layering structure in liquid surfaces. Such concept that
had been hidden over decades [42], is used in the ISM to locate the outmost liquid layer, with ns
molecules per unit area, used as surface pivots to interpolate a smooth function z = ξ(x, y). This
and other similar methods have uncovered a wealth of physical information that is hidden in the
mean density profiles.
The application of the method to molten salt models presented here, offers a good example
of the advantages of the ISM to describe the molecular structure of liquid surfaces. The usual
description in terms of the mean density profiles had shown a qualitative difference between the
cases of symmetric and asymmetric ions [33]. In the first case the density profiles for anions and
cations were obviously equal, producing no charge separation at the interface; in the second case
the difference between the ionic radii produced a surface distribution of charge. The analysis
of these systems with the ISM shows a more detailed image. At close range, the interfaces are
strongly structured, with alternating layers of anions and cations; the outmost layer on the surface
plane is made of segregated anionic and cationic patches, alternated over typical distances of 1-2
nanometers. The difference between the symmetric and the non-symmetric models comes only in
the statistical distribution of these patches, that are completely balanced for symmetric ions (50%
of the total surface for each ion), while in the asymmetry mixture we observe that 52% of the
surface is covered by the larger anions, and the remaining 48% is occupied by the smaller cations.
The mean difference between the anionic and the cationic portions of the total area produces the
observed charge segregation at the interface, as shown in the mean charge profile; but this is only
observed as a statistical average. The local aspect of the interfaces is very similar for the symmetric
and the asymmetric mixtures.
The need to look at the details, and the development of simple cold liquid models with surface
layering [13] has also helped to close the old formal discrepancy between the CWT and the DF
descriptions of the liquid surfaces. It was too often forgotten that the intrinsic profile has to
depend on the definition of the intrinsic surface. The practical methods to compute ρ˜(z; qu) made
obvious that the role of the wavevector cutoff qu is equivalent to the area in ρ(z;Ao), so that the
interpretation of the DF profiles ρDF(z) as the mean or the intrinsic density profiles was a false
disjunctive, like the half full versus half empty glass.
The detailed definition of the intrinsic is also essential to understand the difficulties and un-
certainties in the evaluation of the wavevector dependent surface tension. Even at the order of the
bending modulus γ(q) = γo + κq2 + ..., we find that the sign of κ changes from negative (GDS) to
positive (ISM) with the definition of the intrinsic surface. A good separation between the surface-
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like and the bulk-like fluctuations can only be achieved with a many-particle description of the
interfacial system, as done by percolative methods, and the simple recipes based on one-particle
description of ξ(R) (i.e. a two-particle description of 〈|ξˆq|2〉 and γ(q)) fail in that respect. The ISM
results for κ still include some uncertainty from the variations with the parameters of the method,
but they show robust trends with respect to the changes of physical parameters.
For the future, the sharp view of liquid surfaces that is emerging from the intrinsic analysis
of computer simulations opens difficult challenges for theory and experiments. We do not have a
theory for ns, nor for γ(q), that may include the crucial percolative character of the computational
methods. On the experimental side, the two-particle correlations extracted from diffraction exper-
iments fall clearly short of information to separate the CW spectrum from the bulk correlations,
beyond the leading diverging term from long-range CWs. In this respect, the study of simple liquid
interfaces may be much more difficult than that of more complex fluids, like amphiphile monolayers
on water or bilayer phospholipid membranes, in which the surface pivots of the ISM can be directly
and unambiguously identified.
Acknowledgments
We acknowledge financial support by The Royal Society and the Dirección General de Inves-
tigación, Ministerio de Ciencia y Tecnología of Spain, under Grant No. FIS2010-22047-C05, and
by the Comunidad Autónoma de Madrid under the R&D Program of activities MODELICO-
CM/S2009ESP-1691. We also acknowledge the Imperial College High Performance Computing
Service for providing computational resources.
References
1. Rowlinson J.S. and Widom B., Molecular Theory of Capillarity, Clarendon, Oxford, 1982.
2. Evans R., Adv. Phys., 1979, 28, 143.
3. Buff F.P., Lovett R.A., and Stillinger F.H., Phys. Rev. Lett., 1965, 15, 621.
4. Löwen H., J. Phys.:Conds. Matter, 2002, 14, 11897.
5. Pershan P.S., J. Phys. Chem. B, 2009, 113, 3639; Pershan P.S., Colloids Surfaces A, 2000, 171, 149;
Shpyrkoi O., Phys. Rev. B, 2004, 69, 245423.
6. Weeks J.D., J. Chem. Phys., 1977, 67, 3106.
7. Abraham F.F., Chem. Phys. Lett., 1978, 58, 259.
8. Dietrich S. and Napiorkowski M, Physica A, 1991 ,177, 437.
9. Mecke K., and Dietrich S., Phys. Rev. E, 1999,59, 6766.
10. Nagnussen O. et al., Phys. Rev. Lett., 1995, 74, 4444; DiMasi E. et al., Phys. Rev. B, 1998, 58, R13419.
11. Regan M. et al., Phys. Rev. Lett., 1995, 75, 2498.
12. Evans R et al., Mol. Phys., 1993, 80, 755.
13. Chacón E., Reinaldo-Falagán M., Velasco E., and Tarazona P., Phys. Rev. Lett., 2001, 87, 166101;
Velasco E., Tarazona P., Reinaldo-Falagán M., and Chacón E., J. Chem. Phys., 2002, 117, 10777
14. Evans R., in Liquids at Interfaces, Les Houches Session XLVIII, edited by Charvolin J., Joanny J.F.,
and Zinn-Justin J., North-Holland Amsterdam, 1990.
15. Checa R., Chacón E., and Tarazona P., Phys. Rev. E, 2004, 70, 061601.
16. Percus J.K. and Williams G.O., in Fluid Interfacial Phenomena, edited by Croxton C.A., John Wiley,
Chistester, 1986.
17. Stecki J., J. Chem. Phys., 1998, 109, 5002).
18. Werner A., Schmid F., Müller M., and Binder K. Phys. Rev. E, 1999, 59, 728.
19. Vink R.L.C., Horbach J., Binder K., J. Chem. Phys., 2005, 122, 134905.
20. Chacón E., and Tarazona P., Phys. Rev. Lett., 2003, 91, 166103.
21. Tarazona P., and Chacón E., Phys. Rev. B, 2005, 70, 235407.
22. Stillinger F.H., J. Chem. Phys., 1982, 76, 1087.
23. Chowdhary J., and Ladanyi B.M., J. Phys. Chem. B, 2006, 110, 15442.; Chowdhary J., and
Ladanyi B.M., Phys. Rev. E, 2008, 77, 031609
24. Jorge M., and Cordeiro M.N.D.S., J. Phys. Chem. C, 2008, 111, 17612.
25. Pártay L.B., Hantal G., Jedlovszky P., Vincze A., and Horvai G., J. Computational Chemistry, 2007,
29, 945.
?????-10
Intrinsic structure of liquid surfaces
26. Zhukhovitskii D.I., J. Chem. Phys., 2006, 125, 234701.
27. Willard A.P., and Chandler D., J. Phys. Chem. B, 2010, 114, 1954.
28. Jorge M., Jedlovszky P., and Cordeiro M.N.D.S., J. Phys. Chem. C, 2010, 114, 11169; Jorge M.,
Hantal G., Jedlovszky P., and Cordeiro M.N.D.S., J. Phys. Chem. C, 2010, 114, 18656.
29. Bresme F., Chacón E., and Tarazona P., Phys. Rev. Lett., 2008, 101, 056102.
30. Chacón E., Fernández E.M., Duque D., Delgado-Buscalioni R, and Tarazona P., Phys. Rev. B, 2009,
80, 195403.
31. Duque D., Tarazona P., and Chacón E., J. Chem. Phys., 2008, 134704.
32. Delgado-Buscalioni R, Chacón E., and Tarazona P., Phys. Rev. Lett., 2008, 101, 106102; J. Phys.
Cond. Matter, 2008, 20, 494229.
33. González-Melchor M., Alejandre J., and Bresme F.,Phys. Rev. Lett., 2003, 90, 135506; Bresme F.,
González-Melchor M., and Alejandre J., J. Phys.: Condens. Matter, 2005, 17, S3301; González-
Melchor M., Bresme F. and Alejandre J., J. Chem. Phys., 2005, 122, 104710.
34. Blokhuis E.M., J. Chem. Phys., 2009, 130, 014706.
35. Blokhuis E.M., Kuipers J., Vink R.L.C., Phys. Rev. Lett., 2008, 101, 086101.
36. Mora S., Daillant J., Mecke K., Luzet D., Braslau A., Alba M., and Struth B., Phys. Rev. Lett., 2003,
90, 216101.
37. Tarazona P., Checa R., and Chacón E., Phys. Rev. Lett., 2007, 99, 196101.
38. Martínez H., Chacón E., Tarazona P., and Bresme F., 2010, Proc. R. Soc. A, 2011, 467, 1939.
39. Bresme F., Chacón E., Martínez H., and Tarazona P., J. Chem. Phys., 2011, 134, 214701.
40. Chacon E, and Tarazona P. to be published.
41. Dietrich S, J.Phys.Cond. Matter, 1996, 8, 9127.
42. Croxton C.A., Statistical Mechanics of the Liquid Surface, Wiley-New York, 1981.
?????-11
