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The Bureau of the Census has been involved ex-
tensively in the seasonal adjustment of economic time
series for the past 25 years—both in the development
of basic methodology and in the practical application
of seasonal adjustment techniques to tens of thousands
of series. Much of the credit for the advances in this
field must go to Julius Shiskin, presently Commis-
sioner of the Bureau of Labor Statistics, and at one
time Chief Economic Statistician at the Bureau of the
Census. It was through his efforts in developing a
large-scalecomputer program to decompose time
series in the early 1950's that seasonal adjustment of
innumerable time series with relative ease and accuracy
could be accomplished. This achievement has resulted
in great advances in business cycle analysis.
Continued widespread use of seasonal adjustment
techniques and the dominant use of the X—11 program
over these past 20 years brings us to a point where
further assessment is appropriate. It is a credit to the
adaptability and reliability of the X—11programthat
more than 100,000 different economic and demographic
series have been adjusted by this program. This is
probably more than 100 times the number that were
adjusted by clerical means previously.
This paper discusses the development of seasonal
adjustment techniques over the past 50 years and
points out a numbe.r of problems which are still preva-
lent in the current methodology as noted in specific
series published by the Census Bureau. In concluding,
the objectives of seasonal adjustment techniques rela-
tive to the broader concerns of seasonal analysis are
examined, pointing up the fact that perhaps it is now
time to move to the latter concept in an effort to im-
prove our seasonal adjustment techniques.
had been going on for over 50 years. The early manipu-
lations were laborious and could only be done in a
superficial manner. W. M. Persons first delineated the
basic components of a time series to be comprised of
seasonal fluctuation, secular trend, cyclical movement,
and a residual designated as the irregular component.
In the 1920's and early 1930's the Federal Reserve
Board and the National Bureau of Economic Research
were heavily• involved in the smoothing of economic
time series. Early methods of smoothing series by sight
inspection were, in turn, replaced by developing a
series of arithmetic, operations. The. best known sea-
sonaladjustment methods developed during that
period were differences from moving average and the
ratio-to-moving average. There was also a fair amount
of discussion of the use of monthly means. but as
pointed out by Helen D. Falkner, "The chief advantage
of the mean is the extreme ease of computation, but
this is offset by the failure to make adequate allowance
for the effect of the three other types of fluctuation.
The arithmetic average is particularly subject to ex-
treme items, and it is for that reason that a monthly
seasonal index obtained by this method may be gov-
erned more by an exceptional deviation than by the
systematic seasonal movement" 12]. In that earlier
period, simplicity of calculation was a necessity of any
seasonal adjustment technique. In a May 1930 pub-
lication, Howard G. Brunsman noted, "Curve fitting
seasonal indexes and correlation computations in com-
parison of time series involve, laborious computation.
It is important, therefore, to devise short cuts and
in labor in these statistical computations"
[1]. Computer technology has changed that situation
and has permitted the use of complex computational
models in defining and analyzing economic fluctuations.
In some ways it. is difficult to believe that the Census
Bureau has just celebrated the 25th anniversary of the
DEVELOPMENT OF SEASONAL ADJUSTMENT
TECHNIQUES
Although the development of computerized tech-
niques initiated a new era in seasonal adjustment and
time series analysis, work in deseasonalizing data series
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introduction of its first computer, Univac I, and that
this computer system was the first to be used outside
the military establishment. The tabulation and process-
ing of basic unadjusted economic time series such as
the monthly manufacturers' shipments, inventories, and
orders, retail sales, housing starts, etc., were only con-
verted to computer processing in the 1960's. In 1954,
Shiskin developed and introduced at the Bureau of the
Census an electronic computer program known as
Method I for decomposing time series. The first Cen-
sus program approximated the hand methods which
were generally used up to that time, and was basically
a refinement of the ratio-to-moving average method
developed by Frederick R.. Macaulay at the National
Bureau of Economic Research. It is particularly ap-
propriate, therefore, that this seasonal adjustment con-
ference has been cosponsored by the National Bureau.
Method I was replaced a year later with an improved
program designated as Method II. Variants of Method
II followed; X—3, the first variant made available to
the public was released in 1960. The latest variant,
X—11,wasintroduced in 1965, but numerous changes.
particularly the ability to select from various options.
have been incorporated into the program over 'the past
10 years. Earlier versions of X—11 had few of the
options such as adjustment for trading days, strikes.
etc., which are available today. One of the major ad-
vantages of the present version is that the user may
select optional features which best suit the pecularities
of t'he time series being adjusted. Equally important
are the various analytical measures used in business
cycle analysis. This, however, may also create prob-
lems because, unless care is taken, the large volume of
analytical material and tests automatically printed out
can lull the analyst to a mechanistic acceptance of the
default options without complete understanding of the
nuances of the various alternatives.
As noted, the electronic computer technique for de-
composing time series gained acceptance very rapid].y
and was in general use by 1960. Most major countries
used the program extensively in adjusting their na-
tional time series or experimented with other form.s
of computerized techniques. The first major confer-
ence to assess this breakthrough was held in November
1960 in Paris, sponsored by the Organization for Euro-
pean Economic Cooperation in collaboration with the
Conference of European Statisticians. It is interesting
to note that the view expressed at the conference was
that, "many users are not yet sufficiently familiar with
deseasonalized data and that publication involves risks
of faulty interpretation and unsound policy decisions"
[6, p. 18]. To overcome these difficulties, it was sug-
gested that adjusted data should always appear in con-
junction with the original data and revisions should
be avoided, whenever possible, in order to prevent any
distrust of the figures. Even as late as 1969, it was
difficult for many, particularly in the business corn-
munity, 'to accept the idea of seasonally adjusted data.
Charles Reeder of E. I. duPont pointed out that man-
agement still viewed seasonal adjustment with skepti-
cism, noting that, "seasonally adjusting company data
borders on tampering with official company figures and
such a practice makes management uneasy, to say t.he
least." Reeder offered a counter suggestion, "When ad-
justing for seasonality, never show both the unadjusted
and seasonally adjusted monthly figures on the same
table or chart, even as index numbers. It is not only
confusing but it serves no analytical purpose" [4].
THE CENSUS BUREAU'S APPROACH
'Flie Census Bureau's prime, interest in adjustment
techniques reflects its policy of publishing seasonally
adjusted data for its economic. time series. The Bureau
publishes over 100 monthly and quarterly major series,
each of which presents data for its detailed com-
ponents so that in total more than 1,000 series require
individual adjustment. The Bureau's policy in this
respect recognizes that the availability of seasonally
adjusted data is essential for the data user, particularly
for short term economic analysis. We present such
data in spite of the fact that seasonally adjusted series
may have a greater error than the corresponding un-
adjusted series since, in addition to the errors of the
unadjusted series, errors arising from the process of
seasonal adjustment are inherent in the series.
The Bureau has, in its use of the X—11 seasonal
program, made a number of empirical assumptions in
adjusting its many data series for seasonality. Some of
the assumptions, I am afraid, are rather simplistic
due to the need to process large numbers of series on
a timely basis. There is no doubt that more research
must be accomplished before we can better understand
the behavior of the various series and be assured that
an optimum approach is being used.
Parametric methods have been studied and tested in
great detail at the Bureau, particularly by H. Rosen-
blatt [5], using spectral techniques. The results have
iiot been very fruitful in isolating the seasonal factors
when applied to actual economic time series. Nor has
adjustment through the use of regression techniques
proved to give the exactness of fit, the flexibility, or the
variety of tests needed for any general purpose sea-
sonality program. Work done in t'his area by, for
example, Stephenson and Farr in the early 70's utiliz-
ing a flexible regression method and allowing for
changing trend and seasonality, yielded results that
are not, in the overall, superior to those of the X—11
program [8]. Although we have attempted to study
weather or climatic conditions as a cause of seasonality
we have not met with much success. A study made
some years ago attempted to isolate the impact of
weather conditions on the irregular factor of retail
L(1)
where 8, C', TD, and I are, respectively, the seasonal,
trend-cycle, trading-day and irregular components of
0. The •trading-day adjustment is considered as a
separate component, since it consists of variations at-
tributable to the composition of the calendar and can
be measured.
The adjustment process works best when the sea-
sonal component(although at one period rarely
identical to the seasonal for the same period 1 year
late, i.e.+ 12), changes gradually and with a signifi-
cant degree of correlation in the monthly factors from
year to year. Limited studies of our economic time
series have indicated that an additive seasonality model
for the observed data which assumes that the seasonal
is a constant amount and independent of the level is
not appropriate.
Since our basic goal is to produce an adjusted series
which will most clearly show the trend cycle., selected
modifications are made to the basic data which result
from nonrandom behavior of the irregular component.
The application of these modifications is optional and
the effect of each option is reflected by a prior adjust-
ment factor. Prior modifications are made for trading-
day and calendar-monthvariation,holidays, and
strikes.
While all phases of the adjustment process provide
opportunities for modifying extreme values, the modi-
fication for strikes is unique since it alone directly
modifies seasonally adjusted data. It should be empha-
sized, however, that the effect of all such modifications
are noted in specified output tables and, like other
• prior modifications, are totaled as a separate com-
ponent of the combined seasonal factor. In this way,
as much irregularity as possible is removed before com-
puting the trend-cycle estimate.
The Census Bureau, as a data producer, must also
establish factors ahead of time for use in adjusting data
$ for current periods. The method which produces the
best seasonally adjusted historical series may not pro-
duce the most appropriate projected year ahead fac-
tors. For example, can a series which evidences moving
seasonality be measured with enough accuracy to make
reliable estimates of future adjustment factors?
We should also point out that there is no consistent
treatment in the use of these options or to the overall
approaches for handling these problems by various
economic divisions of the Bureau. This, I think, stems
from the many options presented in the X—11 program
which are subject to the selectivity of the analyst.
Analysts set up their own multivalued decision criteria
based on knowledge of the data series and select dif-
ferent items to be evaluated and apply different
weights to the results. It would be more reassuring to
be able to assign more rigorous statistical criteria to
the decision process.
Returning to the 1960 OECD conference, the basic
discussions revolved about an exchange of ideas von-
cerning various computer techniques and the problems
involved. I mention here a list of research projects
which were either underway or planned because, to a
large extent, they still represent many of the problems
underlying the framework of seasonal adjustment and
for which we still do not have satisfactory solutions
16, pp. 22—56].
• Extrapolation of seasonal factors; empirical com-
parison of factors projected by different methods
of adjustment, particularly at turning points.
• Replacement of the 12-month moving average by
another curve to avoid distortion in the second
iteration.
• The nature of irregular factors; the distribution
of and the development of significance tests using
this knowledge.
• Improvement of the technique of identification
and replacement of extreme values.
• 'Working- clay and other prior adjustment for
calendar variation.
• Testing for the dominance of trend or time-con-
ditioned seasonality; development of criteria of
the type of adjustment applicable to a given series;
incorporation of a selection device in the case of
machine treatment.
• The moving-amplitude adjustment.
• Provision for time-conditioned seasonality in the
regression method.
• The further decomposition of the trend component
into a trend and cyclical component.
• Combination of the months for cyclical dominance
(MCD) and seasonal band concepts.
• The underlying causes of the changes in seasonal
patterns.
I should now like to turn to specific problems in-
cluded in the list of OECD projects which are still
of concern to Census Bureau staff. Although these
lems have been pervasive, the solutions do not appear
to be either easy or forthcoming in the very near
future. One of our expectat.ions is that this seasonal
conference will generate new ideas and approaches
and identify new avenues of research to be pursued,
4
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sales but the geographic dispersion was too great and
no practical application was possible [7].
The Bureau has generally used a rather restricted
definitionofseasonalityreflectingtheregularly
periodic fluctuations which recur every year with about
the same timing and with the same intensity. Adjust-
ments are made for selected reasons such as calendar.
month variation and trading-day variation, model
changeover, etc. With rare exceptions, adjustment of
Census series assumes a multiplicative model where
the original series (0) is expressed as
0=8 xCx TDxl6
and give impetus to further study by the academic
community. The data collector continues to be greatly
concerned when an unusual occurrence in a current
figure is explained away or justified as, just a quirk
in the seasonal adjustment process.
The Aggregation Problem
The Bureau publishes, for all of its major current
economic time series, seasonally adjusted results at both
the aggregate level and the detailed level of the com-
ponent series comprising the total. Thus the analyst
must face the question whether to adjust the series total
directly for seasonality or to adjust each of the corn-
ponents and derive the seasonally adjusted total by ad-
dition. It would appear that until now relatively little
theoretical progress has been made in this area.
With the exception of two major series, imports and
exports, and weekly retail sales, the detailed cornpo-
nents of the Bureau series are seasonally adjusted and
the seasonally adjusted total for the series is the sum
of the adjusted components. This approach makes
available many more detailed adjusted series as well
as having the advantage of defining the aggregates in
terms of their components. Also, from a pragmatic
point of view, one avoids embarrassing questions re-
garding inconsistencies between the sum of the com-
ponents and the series total.
The determination of the level of detail at which
components are to be seasonally adjusted brings forth
another set of problems. The finer the detail, the more
sensitive the series will be to the seasonal fluctuations
a.nd the more likely the irregular component will be
greater. Also, since there is less chance for offsets, the
homogeneity of the component series assumes greater
importance. To a large extent, the basic component
series are determined by the interests expressed by data
users and our ability to provide statistically sound un-
biased estimates of the unadjusted series.
There are circumstances, where differing seasonal
patterns dictate the composition of the components of
the original unadjusted estimates. For example, in the
monthly manufacturers' survey,itwas originally
planned to estimate automobile assemblies and auto-
motive parts as a single cell but the seasonal patterns
of the two series were so different that a separation
was needed for reliable estimation. The adjustment
procedure applied to some types of series can result
in odd situations. Thus, independently adjusting the
figure for multifamily housing starts in permit issuing
areas can produce a larger total than the comparable
figure for all multifamily homes.
How does one test whether the difference between
the directly adjusted total and the aggregate obtained
from the sum of components is significant? Totals
obtained from direct measurement versus the sum of
SECTION 1
the components for two monthly series, housing starts
and manufacturers' shipments, are examined in table
1. There is a tendency for the sum of the detailed
components to have a greater seasonality and a greater
irregular component as seen in the following summary















Figure 1 shows housing starts seasonally adjusted
using both the sum. of components and the direct
U.S. total. In comparing the month-to-month percent
change between the two series, one can readily see that
the estimates derived from the direct total produces
a much smoother month-to-month series.
Data in the foreign trade area are treated differently
in that the direct totals of imports and exports are sea-
sonal ly adj usteci independently from their component
series. Again, as can be seen in table 2, the differences
between the total obtained by direct adjustment of the
unadjusted total and that obtained from the aggrega-
tion of adjusted commodity groups are significant for
certain months. Furthermore, the individual commod-
ity series are also seasonally adjusted independently
by country. For want of a better approach, the Bureau
assumes that in this area it is niore satisfactory to ad-
just total imports and exports directly and note that
the seasonally adjusted component series do not add to
the total. These differences, however, assume critical
significance whenever the seasonally adjusted mer-
chandise trade balance (which is obtained by the sub-
traction of exports from imports) exhibits different
movements or different magnitudes of change when
computed by both methods.
It would appear that for most months in most
series, changes in the composition of the individual
series have relatively little impact on overall seasonal
patterns for the total and that either method is satis-
factory. The fact that there is little difference between
the aggregate and the sum of the components is used
as a positive check of the validity of the data. The
major problem to be resolved is how to adjust when











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































A somewhat similar problem exists in the treatment
of derived data items such as the merchandise trade
balance or manufacturers' new orders. The current
Bureau practice is to obtain the seasonally adjusted
figures by derivation in the same manner that the unad-
justed data are obtained. A review of the. problems as-
sociated with manufacturers' new orders may clarify
the problem.
Manufacturers' new orders are not estimated di-
rectly but are derived by adding the change in the
backlog of unfilled orders to the shipments for the
current month, Under this scheme, cancellations and
revisions in contract prices are reflected more accurately
in the new orders figures. Seasonally adjusted new
orders are derived in the same way. This may be ex-
pressed symbolically as—
=Backlogof unfilled orders at the end of
month i
=Shipmentsduring the month i
=Neworders received during the month i
Seasonal adjustment factor for backlog at
the end of month i
Seasonal adjustment factor for shipments
during month i
Seasonal adjusted new orders
Unadjusted new orders
Seasonally adjusted new orders
S4=—+
SF4 BSF4
This procedure for seasonally adjusting new orders
has a clear advantage in terms of avoiding incon-
sistencies in publication. The problem arises in the rela-
tive precision of a figure which is computed indirectly
using three seasonal factors compared to a figure sea-
sonally adjusted directly.
It has been noted that, for most series, the seasonal
pattern of the industry is sufficiently stable and the
magnitude of month-to-month changes is sufficiently
small that either method produces about the same re-
sult. Data for the metal working machinery and gen-
eral industrial machinery, shown in table 3, illustrate
this point. Unfortunately, seasonal patterns and the
magnitudeof month-to-month movement areless
stable in some of the larger industries such as aircraft,
and steam engines and turbines. It is these industries
which frequently dictate the pattern of month-to-
month movement in the overall total for new orders
as reflected in table 3. The month-to-month movements
as well as differences in the direct and implied seasonal
factors are disturbingly different.
Trading-Day Factors
Existing trading-day adjustment procedures pose a.
difficultchoice between reasonable empirical daily
weights and fitted weights computed by trading-day
regression [9]. The. trading-day adjustment option of
the X—11programprovides weights for each of the 7
days of the week by regressing the irregular series upon
the number of times each day occurs in a particular
month. This option can more than occasionally include
negative weekday values and extraordinarily high
weekend day values. It is easy to see how unusual daily
weights can result from the regression. All Mondays,
for example, are given equal weight in the regression,
without consideration in manufacturing, for example,
of the seasonal patterns of capacity utilization, over-
time practices or usage of reduced work weeks during
recessions. An accidental concentration of Mondays
during a month of heavy overtime, for example, could
result in an exaggerated weight for Monday. For re-
tail sales, these weights are interpreted as an indica-
tion of the historical relationship of sales among the
various days of the week. More. commonly, results can
be misleading even if not absurd. This can follow from
uneven distribution of sales within portions of months
and from changes overtime in trading patterns.
Changes in blue laws in parts of the country have
resulted in increased proportion of sales on Sundays.
However, because of the regression approach, it takes
(2) a considerable period before any change in Sunday
trading-day factors can be reflected, and even then,
only partially. Again, this can result in distortions of
(3) weekly and monthly estimates by not reflecting current
trading-day patterns.
To indicate potential complexity of the difficulties
encountered in trading-day adjustment, the automotive
trade area will be .considered. While the Bureau pro-
duces monthly estimates of passenger car sales, in-
dustry figures are based upon 10-day sales reports.
The sum of industry's 10-day sales reports should be
closely in line with our monthly estimates. However,
several of the Bureau's monthly trends differed seri-
ously fi'om the industry 10-day sales reports.
From the outset we suspected that the method used
to compute trading-day factors was erroneous. The
method used assumes that each day of the week has
an equal effect, regardless of when the day occurs. in
the month. To test this assumption, we applied the
weekly seasonal adjustment to the automotive grou.p.
The reason for doing so was because the weekly sea-
sonal adjustment program computes a seasonal factor
for each of the 366 possible week-ending days of the
year. This permitted us to determine whether a pat-
tern of intramonth variation existed, which, in effect,
would nullify our assumption concerning trading days.
The results of our study showed that there is a












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































series. Sales rise sharply as the end of the month ap-
proaches, then decline at the beginning of the next
month. Given that Friday and Saturday have quite
heavy trading-day weights, one can easily envision the
error which would result should a month begin on
Friday. No doubt this problem occurs in other trade
areas. Since transfer payments are disbursed around
the first of the month, such immediate demand areas
such as food and drug categories of retail store sales
could have a similar problem. The length and detail,
I believe, of the foregoing discussion are justified by
realizing the complex interrelationships which exist
between the many components of an economic time
series.
Terminal Periods and Projected Factors
Another important problem which still remains vex-
ing is the determination of the seasonal adjustment
factors to be applied to current periods in a data
series. The first published estimate is the data item
most carefully scrutinized, particularly with regard
to the change from the preceding period. This, un-
fortunately, is usually the least reliable in the series
of estimates both statistically and because of the chang-
ing nature of the seasonal.
Theoretical guidance would be especially welcome
in refining the current empirical definition of the com-
ponents of the time series models used in seasonal ad-
justment. To what extent should the estimated sea-
sonal factors for a particular month be permitted to
have trends? This question takes on particular' im-
portance when "smoothing the series" (i.e., minimizing
the MCD) is seen as conflicting with establishing
stable seasonal factors. Clearly a smoother seasonally
adjusted series and shorter MCD's may be achieved by
ascribing some of the irregular variation to the sea-
sonal component by means of moving seasonals. Un-
fortunately, a concomitant result of this procedure are
seasonal factors that are susceptible to revision. Con-
versely, rigidly defined seasonal factors leave much
more residual variation in the seasonally adjusted
series and complicate analysis. A general purpose sea-
sonal adjustment procedure must come to grips with
balancing these alternatives and, at present., there are
no theoretical guidelines for making the compromise.
The Bureau normally applies the projected seasonal
factors from the X—11 program to its current esti-
mates. The practice of updating the seasonals varies
by program area, as previously noted, but under any
circumstances the projected factors are the least re-
liable (and the most cautious) since they are obtained
by applying half of the change of the moving sea-
sonal of the last 2 years.
An examination of several manufacturers' shipments
series indicates the magnitude of the problem. Tables
11
4a and 4b show how the seasonal adjustment factors
for a particular year can vary as additional data for
subsequent years become available. The mean and
standard deviation of these. differences are shown in
table 5. Although one would expect some stabilization
after one or two yeals, in many cases, the mean of
the difference appears to be greater in the third or
subsequent years. For example, in table 4a the sea-
sonal factors for farm mimac.hinery and equipment for
February 1973 range from 111.4 as the projected factor
with 1972 as the latest data available to 106.9 when
1973 information is available to 103.5 when computed
with information through 1975. Similar differences
for December 1973 can be seen with a range from
77.4 to 80.7 to 80.0 when data through 1975 are avail-
able. The mean difference between the projected and
actual was 1.73 with a standard deviation of 1.34 when
computed with actual 1973 data, but this increased to
a mean of 2.30 with a standard deviation of 2.23 when
an additional year's data for 1974 was added.
To a large extent this is due to the treatment of
extreme values which may or may not be removed
from the calculations. If the 13-term moving average
is used, then 6 months on either side of the month for
which the trend estimate is to be made are needed.
Beyond the month for which data are available, the
information must be assumed. Further revisions come
about since the weighted means of the ratio give about
half the weight to the last 5 years. Probably the most
difficult decision to make is whether an identified ex-
treme is actually an irregular or is a change in the sea-
sonal. It should be pointed out that revisions could be
greatly reduced by using stable seasonal factors. Re-
visions could also be ieduced if fewer or no extremes
were modified. Since flexibility,extremes, residual
seasonality, revisions, and many other areas are inter-
related, the problem of revisions cannot be approached
without taking into account the possibility of creating
offsetting problems in other parts of the adjustment.
This, then raises the question of how often seasonal
factors should be updated. The Australian Statistical
Office believes that, for maximum accuracy, new sea-
sonal factors should be obtained monthly so that the
maximum amount of actual information can be in-
cluded in the calculations. Others, including Love]l
[3], have made the same suggestion. While, from a
theoretical point of view, this approach may have
some advantages, the practical problems would. pre-
clude its use by a large-scale data producing group
such as the Census Bureau or the Bureau of Labor
Statistics. One cannot ignore policy considerations end
the possible misperceptions about the use of changing
seasonal factors. Operationally, the inordinate amount
of staff and computer resources needed to adjust the
thousands of series monthly as well as constantly pub-























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The Bureau of Labor Statistics has a fixed policy of
announcing the seasonal factors for each of its series
a year ahead of time. Although the Census Bureau
publishes in advance the seasonal factors to be used
there is, unfortunately, no overall policy for either the
frequency of update or for the number of back years
for which revised data should be shown. In the manu-
facturing area, new seasonal factorn are computed each
time the series are rebenchmarked. However, this pro-
cedure which is scheduled annually, has not been fol-
lowed rigidly and there has been a regrettable use of
outdated factors. New factors in the construction sta-
tistics area, i.e., housing starts, value put in place, etc.,
are computed each spring and the series revised back
three years. Data for retail trade are seasonally ad-
justed semiannually and revised factors as well as re-
vised seasonally adjusted data are published when-
ever the revisions are deemed to be significant (which
is itself a somewhat arbitrary procedure).
Other Problems
Adjustment for strikes presents another problem.
Cyclical variations which extend three or more quarters
are easily identified by the moving- average technique
of the X—11programand strikes which affect one or
at the most two months, are properly identified as ir-
regular movements and treated accordingly. However,
some series, such as the steel industry, historically have
had periods of prestrike increased buying followed by
either a strike or heavily reduced demand, both with
the same statistical result. These movements span sev-
eral months and may extend for an entire year. Exist-
ing mechanical procedures cannot deal with these con-
ditions accurately. Not only is this a problem in his-
torical identification of seasonality, but it also presents
a problem in the presentation of seasonally adjusted
data during the build-up period when normal seasonal
patterns fail to operate.
The upcoming change in the fiscal year of the Fed-
eral Government poses still another problem. A three
to ten point difference between the June and July
seasonal factors is quite common. In addition to Fed-
eral fiscal cycle, this is due. to the automotive model
changeover phenomenon, the fiscal behavior of non-
government organizations, the vacation cycles in in-
dustry and the underlying pattern of consumers. But
some part of this will change with the new fiscal year
and existing adjustment procedures will not reliably
identify the change for at least 2 and perhaps as long
as 5 years.
Another class of problems may be grouped together
as difficulties in the presentation of seasonally adjusted
data. In addition to presenting seasonally adjusted
data, what additional information would users need to
evaluate the precision of the adjustment or the under-
15
lying nature of variations in the series? How much con-
fusion or benefit would result from an annual (or more
frequent) revision of the historical seasonally adjusted
series and the factors used for the months ahead?
What additional measures of the behavior of the series
would users like to see whether in benchmark publica-
tions released when seasonal factors are updated, or
in the current monthly icleases? These questions cali-
not be adequately answered without comment from the
data using community.
OBJECTIVES OF SEASONAL ADJUSTMENT
AND SEASONAL ANALYSIS
The removal of seasonality from economic time series
has become so commonplace that the rationale and ob-
jectives of the exercise are sometimes forgotten. Sea-
sonally adjusted numbers are accepted by almost
everyone without question until the results become con-
troversial, are difficult to explain in terms of other
economic phenomena or distort the econometrician's
model.
As stated before, in its simplest form, seasonality
refers to regular periodic fluctuations which recur
every year with about the same timing and with the
same intensity and which, most importantly, can be
measured and removed from the time se.ries under re-
view. Added to this are those portions of the irregular
component which can be measured and also removed.
In other words. one attempts to remove as much of the
fluctuation which obscures the trend—cycle component
of the series. To date this is what most seasonal ad-
justment techniques attempt to do and what we, at the
Bureau, have been attempting to accomplish in pub-
lishing seasonally adjusted data. rrlle objectives that
are desirable and necessary in providing seasonally
adjusted data include, among others—
• The development of techniques which permit an
accurate measurement of the seasonal component
or, as a minimum, permit the measurement of the
amount of over-or-under adjustment of a series.
• The establishment of statistically objective models
to determine which of the many alternative ap-
proaches should be used rather than by selection
based on intuitive judgment.
• The establishment of statistically measurable cri-
teria for determining the goodness of fit of the
selected model.
• The establishment of techniques which will adjust
terminal observations with more reliability and
not necessarily from the utilization of one model
and thus minimize revisions.
• The development of techniques which will permit
the publication of sampling errors for seasonally
adjusted as well as unadjusted numbers.16
• The development of techniques which willassume
sum preservation to the maximum extent possible.
• And, as a related objective, the measurement of
the systematic effects which otherwise would be
confounded with the irregular component, such
as trading-day and calendar-month variation, to
preserve the properties of the ti-end-cycle com-
ponents to the maximumextent possible.
There is, however, another aspect to the problems of
seasonal adjustment, relating to the broader question
of seasonal analysis. Should not itself be
studied? If one is forecasting a monthly time series,
for example, one attempts to include the seasonal com-
ponent in the estimate. What is the impact of sea-
sonality on various econometric models? How can sea-
sonality be specified or should seasonally adjusted data
be used?
To date, our seasonally adjusted series reflect. the
methodology related to seasonal aclj ustment techniques.
Perhaps some of our problems will be solved if we
broaden the seasonal adjustment. area to encompass
the analysis of seasonality. This, of course, poses even
more difficult problems than the ones associated with
seasonal adjustment. Taking the latter approach, one
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must be concerned with the casual factors of seasonality
for a series as well as the interrelationships
which exist among various related time series. For
example, should the series on manufacturers' sales and
unfilled orders be adjusted independently without con-
sideration of the interdependence of the two time
series? Economimic concepts and subject matter knowl-
edge must. be brought to bear on the problem.
Ideally, one would want to build a model for each
time series which could explain its seasonal component
historically as well as permit accurate projections for
the future. The ideal, however, may not be very prac-
tical due to the pragmatic need to seasonally adjust
thousands of time series.
This, then, is the theme of the conference for the
next.clays. The early sessions will discuss seasonal ad-
ustment ii res currently in use. special problems
relating to this technique. and suggestions for improve-
mnemit. Later sessions ai'e concerned with seasonality as
iclated to econometric mimodeling and time-series analy-
sis. These discussions will. I hope. provide some prac-
tical in present methodology as well as
serve as a stimulus for further research. Perhaps, our
mostimportant objective is the removal of uncertainty
in our seasonally adj iisted numbers.
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A BRIEF DESCRIPTION OF THE CENSUS METHOD II
SEASONAL ADJUSTMENT PROCEDURE
The adjustment •procedure known as the X—ii
Variant of the Census Method. usesa ratio-to-
moving average approach to decompose the original
time seriesin the following manner:
where (1)
C1the trend-cycle or long-term underlying value
of the series
84= the pure seasonal factor including the length-
of-month adjustment
TD4= the trading-day adjustment factor
114= the holiday adjustment factor
=theirregular or unexplained component
The X—li procedure is iterative. As each factor of
is isolated and removed from the remaining
factors are recomputed. This procedure continues until
each factor isisolated. Such a refinement process
sharpens the seasonal estimates considerably.








This is referred to as seasonally adjusted data.
The first estimate ofthe trend-cycle, is computed
using a 2-term average of a 12-term moving average
(chronologically) of This removes the primary
long-term trend
=
Fora complete description of the Census Bureau's seasonal
adjustment procedure, see Technical Paper 15(rev.), U.S.
Department of Commerce, Bureau of the Census. "The X—11
Variant of the Census Method II Seasonal Adjustment Pro-
gram," by J. Shiskin, A. H. Young, and J. C. Musgrave (1987).
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Of the four components on the right hand of step
(2), only one, 84, can be immediately isolated. This is
accomplished by taking a moving average of the values




As we currently cannot discern the three components,
we refer to them as I'd, the variation currently unex-
plained. The first table of the printout, labeled "D-13
Final Irregular Series," is a table ofvalues. It
should be noted that the U.S. total retail sales series
shown in the accompanying tables, 1966—1975, is a
shortened series for purposes of illustration. Actual
series used for adjustment .purposes includes data from
a longer historical period.
Using the I'4, H4 is then computed. This factor is
for holidays which affect more than 1 month. For
retail sales, they are: Easter, Labor Day, and Thanks-
giving-Christmas. These factors are shown in table
A-2, following the original series shown in A-i.
The 04 are then modified by theTo this series
a preliminary trading day adjustment is made. The
prior trading-day factors are shown in table A-4. Nor.
inally, the prior trading-day factors are computed from
daily weights last calculated as being statistically sig-
nificant when compared to .previous suppositions. The
resulting data set is in table B-i—the prior adjusted
original series.




where TD'4 is the assumed trading-day factor.
Next, these SI ratios are used to compute an esti-
(2) mate ofThis measure of unexplained variation is
used to detect outlies and a modification of approxi-
mate extreme SI ratios occurs. Finally, an estimate
ofis made from the modified SI. ratios. A seasonally
adjusted series follows, with a new C4 derived there-
from.KALLEK 19
as
Since the seasonaiiy adjusted series may be written
04
=0414
thereis no need to remove seasonality from the
data used to compute the trend estimate. A weighted
moving average of the series in (5) is therefore used,
with the moving average length determined by var-
ious statistics which measure the stability of the
series. The three option lengths are 9,13, and 23
term. The trend estimates are modified for the outlier
effects previously noted. Unmodified SI ratios (table
D-8) and modified areas (D-9) are computed as a re-
sult.
The sudden jump from the B to D table series in-
dicates that three iterations of the same procedures
occur. An exception is the computation of final trad-
ing-day factors, which is done at step C-15. Using the
most recent estimates of 14, we use the technique of
linear multiple regression analysis. A test determines
if residual trading-day variation exists (recall that
the assumed trading-day variation was removed previ-
ously). In retail trade, new TD4 are used only if the
residual trading-day variation is significant. To avoid
spurious correlation influencing computations, certain
extreme irregular values are excluded from the coin-
putation of residual trading-day variation (see C-14).
If new are used, they are shown in table C-iS.
A moving average of table D-9 SI ratios is used to
compute final seasonal factors (D-iO). Next, a com-
bined adjustment factor, OAF4, is computed, where
(5)




Computations shown in the tables are not consistent
due to rounding performed for printing purposes.
The final trend-cycle estimates are obtained from
(7) as they were from (5). A final irregular series
(D-13) indicates the unexplained variation I. after
all adjustments to the series are made.
The remaining tables are analytical tools for the
components of the series. Table. E-5 shows the month!
month percent change in the original series, while
table E-6 shows these changes in the final seasonally
adjusted series (D-i1). Tab'e F-2 is the so-cijled
summary measures table, giving various measures of
adjustment quality. The single most important sta-
tistic in F-2 is the months for cyclical dominance
(MCD), located about three-fourths of the way down
the table. The MCD indicates the. minimum period
over which the average absolute change can be at-
tributed to cyclical change rather than unexplained
fluctuations.
A few other details peculiar to the adjustment of
retail trade series are in order. First, the length of
moving average of SI ratios used to compute final
seasonal factors is varied by month. This is done to
detect moving seasonality present in some months.
This selection is made on the basis of table D-9A
moving seasonality ratios. Page 16 of Technical Paper
15 gives more details as to the selection of seasonal
moving average curves.
Sigma limits used to determine outliers are modi-
fied occasionally in order to prevent moving season-
(6) ality from being discarded as an outlier.20 SECTION!
TableA-i—THE X-11 SEASONAL ADJUSTMENT PROGRAM OF THE BUREAU OF THE CENSUS
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TableA-i—THE X-11 SEASONAL ADJUSTMENT PROGRAM OF THE BUREAU OF THE CENSUS—Continued
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Table A-i—THE X-1i SEASONAL ADJUSTMENT PROGRAM OF THE BUREAU OF THE CENSUS—Continued
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RETAIL SALES 1.1. TOTAL, ILL. SEORES
F 2. SUNNIlY NEASUIES
AIE1ASE PE1 CCIV CUISGE dIlNOUT 111*10 TO SIll DyER EIDICATED SPAN
SP IN
IN Al DII 913 01? 913 A? CII
601335 0 Cl I C S P T)*
1 7.5? 1.33 .83 .83 5.5* .33 4.20
2 9.49 1.52 .80 1.21 7.9? .14 3.19
310.5? 2.31 .70 1.8? 9.24 .14 3.15
410.3, 2.62 .72 2.45 8.86 .14 3.82
5 9.46 5.1? .68 5.33 7.68 .15 2.64
610.0) 5.74 .61 5.73 6.37 .18 4.10
711.03 4.37 .71 4.31 7.58 .14 3.02
912.35 5.65 .6? 3.61 9.66 .14 2.96
1110.75 8.91 .65 8.89 6.4? .16 6.14
027.6) 1.55 .78 7.55 .15 .08 1.32
IELATIVE CDNT1IIUTEOIS OfCOIPOIENTS13 VARIANCE IN DIISINAL SERIES
SPIN
16 913 II? 010 A? CII RATIO
NON33S I C S P 10* TOTAL(3100)
1 1.29 .1461.93 .3538.3*133.0093.36
2 .86 1.9481.31 .3515.13133.3084.18
3 .49 5.5436.16 .3? 9.9?133.0088.75
4 .54 6.3533.04 .3?13.56133.0091.08
¶ .6112.5577.10 .32 9.21139.3015.12
6 .5123.1654.54 .3124.73133.3067.77
7 .5871.9366.79 .3?10.67133.0069.32
9 .3425.5869.5? .31 6.35133.3086.73 II .5714.2939.53 .3?16.32139.30
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AVERASE PERCENT CNANSE 9376611*10 TOSUN AND STANPAID PEVIA1ION OVER INDICATEDSPAN
SPAN Al 615 Dl? 910 011 Fl
13 0 1 C 5 CI NED
NON1I*S AUE S.D. AVIE S.D. *911 S.D. *9115.9. AVIE5.9. AVIE S.D.
1 1.6510.45 .02 2.39 .59 .39 .65 8.63 .62 1.21 •6I .72
2 2.3912.12 .03 1.13 3.19 .75 .8710.08 1.22 1.43 1.21 1.18
3 3.0812.96 .32 3.09 1.80 1.03 .9810.95 1.83 1.71 1.82 1.46
4 3.5312.71 .01 1.02 2.42 1.37 .9010.47 2.43 1.91 2.44 1.67
5 4.1611.69 .03 .93 3.06 1.51 .3510.36 5.09 2.04 3.09 1.85
6 1.7711.41 .03 .99 5.70 1.52 .61 1.63 3.73 2.22 1.73 2.03
7 3.4511.61 .03 2.32 6.54 2.31 .84 9.53 1.31 2.40 4.37 2.24
9 7.3313.33 .02 .94 5.61 2.38 1.3811.45 5.63 2.67 5.62 2.52
11 7.1313.53 .0? .93 5.19 2.76 .5511.56 6.91 3.02 6.39 2.89
1? 7.37 3.31 .02 1.37 7.53 2.10 .01 .18 7.55 3.25 7.54 5.07—.
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TableA-i—THE X-11 SEASONAL ADJUSTMENT PROGRAM OF THE BUREAU OF THE CENSUS—Continued
811111. SILlS 8.5. 10111., ILL 510115
083.FINIL 1118818*41 5111(8
VEAl JAN FlU *41 IP1 IA! JUN JUL AUG SEP OCT NOV DEC
1386 133.2 99.5 103.3 101.3 91.9 99.8 133.0 100.3 98.1 133.6 99.8 100.4
1067 99.7 91.6 103.2 99.8 93.1 133.4 *33.2 97.4 100.9 93.1 99.7 100.5
1968 99.7100.0100.2100.1 93.7133.1100.1100.3 99.3100.1 100.5 99.3
1969 130.5100.6 99.4100.1100.6 99.8 91.9 99.3100.3 99.9 99.3130.3
1070 1)0.31)3.0803.1 99.5103.3 39.9 99.9100.6 99.9 99.5 97.4100.4
1971 1)0.1 99.3 99.1103.4 99.6133.2 98.5 99.5100.5 99.8100.6100.1
1972 99.6 93.9101.9 99.7133.6 99.9 99.9100.2 99.5100.6 99.7 99.9
1375 1)0.1 100.1 103.2 103.1 97.8 99.9133.1 99.7 100.3 100.0 100.0 130.4
1U6 99.6 99.5 100.2 103.2 99.1 19.9133.5 102.1 100.2 100.0 98.3 99.4
1015 130.2 133.6 99.6 97.0133.4 99.8 103.1 100.1 99.5 99.6 100.0 102.6
.6 .3 1.0 .2 .6 .8 .6 1.1 .2 .5 .4 1.6
8181.8TOTAL— 73.4
811811. SILlS U.S.TOTAL.ILL STOlES
888. UUAL(0*818(8FAcTORS
(SEASUNALS COISINEDUITN FINALTRADING—DIVA8Dl3lP8101 HOLIDAY FICTONSO311
VEAlIII FED 848 *91 8*1 JUN JUt. lUG SEP OCT 803 DEC
1066 87.2 34.6 91.8 100.3 100.9 135.1 *30.4 99.8 98.8 103.6 102.0123.9
*061 37.2 34.7 99.3 97.2102.5135.6 98.9 100.3 98.5 100.3 102.2 121.1
*081 81.5 53.1 91.5 91.9*04.5101.9*33.3 102.6 95.2 102.3 103.9 111.5
1069 90.0 34.9 96.2 98.4135.11)1.7103.6100.8 97.3105.7100.5119.8
1070 90.3 35.1 95.7 99.1103.6133.4102.2 91.3 97.6104.1 100.2119.6
1071 38.5 35.1 97.2101.3102.31)3.1102.1 93.8 97.8102.2101.9120.7
1072 87.6 53.2 99.1 97.8105.5135.3 99.4101.0 99.3103.6 101.8116.0
IUS 38.1 35.1 99.6 97.8106.3101.8 99.6102.1 96.1132.3 103.1115.4
1074 38.1 *5.0 91.5 99.9103.8101.6*01.2103.5 95.8102.7 103.5114.9
IllS 39.4 35.0 96.3 99.6106.21)1.1131.6101.6 97.3 100.2116.6
1481.8 TOTAL—11996.3 NEil—133.0 STI. DEVIATION— 8.0
3801.£1801110FACTO1S.ONE VEAl AhEAD
WEAl JAN FEl NAN IPI 8*! JUN JUL AUG SEP OCT NOV DEC
*016 39.6 56.6 97.4131.6102.5132.?133.3 99.6 98.3132.5 101.?111.6
5.0. .2 .7 .7 1.1 .1 .2 .6 .9 .1 .1 1.0 .9












(ETAIl. SILTS 8.8. TOTTL, II01181181. SEIZES
ALL 51081$
TEAl JAN FE) NAN API *4! JIll JIlt. AUG SEP OCT NOV OEC
1066 —3.7 16.7 3.2 —2.8 6.9 —2.6 .5 —1.9 4.4 1.3 22.4
1967 —30.1 —4.1 19.1 —2.3 6.3 6.1 —6.1 1.0 .2 —.2 4.2 20.4
1038 —26.6 .7 11.8 2.1 6.2 —1.3 —1.1 3.1 —8.1 9.0 2.4 13.3
1919 —23.3 —5.1 12.6 3.1 7.2 —3.7 —1.9 1.6 —2.3 1.2 —2.6 20.4
1075 —24.6 —5.6 12.9 3.4 3.1 .1 —.7 —2.4 —1.1 6.6 —5.2 26.1
*011 —15.5 —3.2 t4.9 5.8 .7 2.4 —1.4 —2.1 .1 4.6 1.0 11.2
1072 —28.1 1.5 16.9 —2.3 7.3 1.5 —4.6 2.1 —1.2 4.0 2.0 18.1
1071 —13.9 —2.2 18.1 —1.5 6.1 .9 —4.4 3.5 —3.8 6.9 1.9 11.9
*074 —23J —3.3 16.5 3.5 6.4 —5.0 .0 54 —9.6 6.8 —.9 12.7
1073 —20.? —5.7 12.9 2.1 11.6 -6.2 2.0 1.3 —4.7 1.8 —2.9 20.1
USE —25.7 —2.9 15.2 1.7 3.5 .2 —2.0 1.6 —3.4 5.7 .1 18.2
TAILE TOTAL— 170.6
16. lOI1l—TO—NCITN(881811
ILIA1L U.S. IDYlL, IIFINALSEISORALLIADJUSTED
ALL SIDIES
$11115 (Ill.)
YEll JAN FE) Nil API 8*! JUN JUL AUG SEP OCT NOV •EC
1966 —.3 .9 •7 —5.4 2.3 .6 .9 —.9 2.5 —.1 .8
1167 —.7 —1.3 1.6 —.2 .6 1.0 .3 —.6 2.0 —2.2 2.4 1.6
1968 .0 1.2 1.0 .7 .5 1.2 .6 .3 —1.0 1.4 .8 —.6
*069 1.6 .5 —.7 .8 .4 —.5 —.1 1.2 1.1 .3 .5 1.0
117$ .1 .2 .3 —.2 8.4 .4 .6 1.0 —.5 —.1 —1.4 4.0
ion a .1 1.5 —.3 1.5 —1.0 1.8 1.8 .0 1.3 —.2
1172 —.2 —.1 4.0 —1.0 1.9 .0 .3 1.2 .3 2.6 .8 1.9
1973 1.3 1.1 1.0 .2 —.2 .2 .6 .3 1.5 .4 .5 .6
*176 —.6 .3 1.5 1.0 .5 1.2 1.1 2.9 —2.1 —.4 —1.6 1.5















































































PAl APi IA? JUN JUL AUG SEP DC? NOV DEC AV4E
























































39?? 36.6 91.3 97.5100.9l02.51)4.4 99.0 99.1 98.5131.0103.2115.5 100.0
8973 36.8 92.7 96.1101.4131.9134.6 97.6 93.9 99.6130.1 103.6115.2 100.1
1976 36.2 91.9 96.0151.6132.31)4.6 99.9102.3 99.5100.8101.6113.6 100.0
8975 86.4 92.3 95.3 93.4102.9134.3153.3100.3 98.8153.5 103.5117.2 100.0
STADLE SEASONALlY! TEST
RETAIL SALES Ll.S. TOTAL, ALL STORES
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SEASONAL CONPONENTS ANDROVING SEASONALITY RATIO II! JUN JUL AUG SEP OCT
.646 .232 .849 .759 .731 .362
.161 .032 .113 .128 .106 .061
2.7? 5.39 1.31 5.92 7.03 5.43
II.!. TOTAL, ALL STONES
DID.FEN6LSEASONALFACTORS
TEAR JAN FED MAP
1966 57.0 92.0 96.0
1987 37.1 92.1 96.3
1968 37.3 92.2 95.8
1969 87.3 92.3 95.7
1970 37.0 92.5 95.6
3971 36.9 72.5 95.?
1972 36.8 92.5 95.?
8973 36.? 92.5 95.8
1976 86.5 92.6 95.8




















NA! JUN JUL *814 SEP OCT NOV REt
133.8135.2 98.5 93.3 98.3100.4 103.9119.1 100.0
103.9135.2 98.7 93.6 91.3100.6 105.9111.7 100.0
101.1135.1 93.7 93.6 98.6130.4 103.9111.1 100.0
133.3135.1 98.7 93.7 98.1100.1103.8117.7 100.0
101.6136.? 93.8 95.1 98.9133.3 103,7117.1 100.0
131.81)6.1 99.0 93.9 99.0130.6 103.6116.5 100.0
101.91)4.6 99.2 99.1 99.1100.3 103.3115.6 100.0
132.1136.6 99.5 99.3 99.2100.7103.6114.9 100.0
102.3136.5 99.6 99.5 99.21)0.8 103.5814.6 100.0
102.3134.4 99.7 99.5 99.2100.7 103.3114.5 100.0
NEIl—133.0 STO. DEVIATION— 6.9
NA! JUN JUL AUG SEP OCT NOV DEC AVGE
*02.3176.4 99.? 99.5 99.2100.7103.6114.4 100.0COMMENTS ON "AN OVERVIEW OF THE








The paper by Shirley Kallek provides an informa-
tive and useful, though abbreviated, summary of the
history of seasonal adjustment at the Bureau of the
Census and some of the problems encountered in ap-
plication of its techniques. The use of the Census X—11
program in the United States has mushroomed, until
today it is utilized for virtually all seasonally adjusted
series published by the Federal government and also
is widely applied in the private sector. As such, its
proceduresdeservecarefulscrutinytodetermine
whether they are the best available or whether im-
provements are in order in light of new developments
in statistical theory and methodology, in the structure
and functioning of the processes generating the data
being adjusted and analyzed, and in difficulties ex-
perienced when the standard tools are applied. Cer-
tainly, recent events with seasonally adjusted unem-
ployment statistics, as well as past observations of
negative serial correlation in initial reports of these
figures, gives little reason to be complacent with X—11
andleads to the suspicion that at least certain aspects
of this routine require fundamental modification.
Before turning to the specific problems raised in
Kallek's paper, some general considerations should be
borne in mind. To begin with, it should be emphasized
that the total variation in a series is of interest and not
just that part which remains after removal of so-called
seasonality. The wife of a construction worker who
goes to the supermarket in the winter when food prices
seasonally are high does not have the option of paying
a seasonally adjusted lower price with a seasonally
adjusted higher income. Her behavior and purchases
largely will be conditioned by the prices she actually
confronts and by the money in her purse and rela-
tively much less by actual last or next summer's ex-
•pected prices and income. By the same token, it does
not help workers seeking jobs to tell them that sea-
sonally adjusted they are employed.
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Clearly, expectations about possible future events in-
fluence behavior and decisions of economic agents to
make purchases, extend credit, undertake production,
and so forth. Those expectations to a degree depend
on extensions of .past regularities of seasonal fluctua-
tions. But, uncertainty about the seasonal often may
be as great, if not greater, than uncertainty about the
trend, cycle, or other systematic influences and can
have substantial impacts on the actions of the agents.
This should be taken into account in analyzing ob-
served events and data.
It should be remembered that the separation of the
total variation of a time series into seasonal and other
components is done to permit identification of under-
lying patterns and causal relationships and to lower
the possibility of being misled by spurious correlations
resulting from systematic and independent seasonal in-
fluences. Seasonal components, however, cannot be ob-
served directly and their removal is, to a large extent,
arbitrary. One can remove too much or too little,
thereby creating additional observation noise or error.
This can lead to biased and inconsistent estimates of
parameters of equations and models, and to incorrect
prescriptions for business and government policies.
An alternative procedure is to allow for interactions
between seasonal and other components by specifying
models that simultaneously account for the total varia-
tion of sets of series. As part of this process, seasonal
patterns would be allowed for by a combination of
systematicdeterministicandstochasticfactors.
Weather, trading days, holidays, model-year introduc-
tion dates, standard shutdown periods, and other insti-
tutional constraints on within-year activity patterns
would be included among the deterministic elements.
While the explanatory power of the latter may be low,
it is better to account for them explicitly rather than
by mechanical smoothing of unadjusted data, as is the
case where ARIMA methods solely are used.
In X—11, first, outlier due to strikes or ot-her (some-
times unknown) causes are replaced in the nonadjustedFROMM 27
data by smoothing across the periods of discontinuity
(these may include periods of build-up and catch-up).
A preliminary trend cycle next is computed (via a
2-term average of a 12-term moving average in the case
of monthly data) and removed from the strike-adjusted
original data. Thus, initial seasonal factors are cal.
culated and applied to the trend-cycle adjusted data.
The newly computed series is used to compute holiday-
adjustment factors. These are then applied to the orig-
inal outlier-adjusted series and another modified series
is calculated. This modified series is adjusted for trad-
ing days to obtain a prior adjusted original series. The
trend cycle is calculated once again and removed from
the latter, leaving a series of seasonal-irregular (SI)
ratios. These are utilized to obtain an estimate of the
irregular or unexplained variation, which is employed
to detect outliers and modify a-proximate extreme SI
ratios. Finally, an estimate of seasonal factors is made
from the modified SI ratios. These are combined with
the trading-day and holiday factors to obtain final
adjustment factors; these then are applied to the orig-
inal data (including observations affected by strikes)
to obtain the final adjusted series.
It is clear that the X—11 procedure is both complex
and arbitrary. Analysts applying the routine have
many options for smoothing the data at each stage and
easily may make inappropriate choices. When not
overridden, standard values for options are preset.
These default conditions, which often are used rou-
tinely, may be valid for many series, but not for others.
Another troublesome aspect of X—11 is the iterative
sequential nature of the procedure. Too much or too
little variance may be removed at each stage of the
adjustment process. The .prefilter steps with the goal
"as much irregularity is removed before computing
the trend-cycle estimate" may be particularly egre-
gious.Step-wise variance reduction which ignores
covariances may be as fallacious in X—11 as it is in
regression procedures wherein variables are selected
and parameters are estimated seriatim.
Another weakness of X—11 is that seasonal adjust-
ment assumes that underlying data are generated either












1= irregular and other (holiday, strikes, etc.) coin-
ponents
In theory, there is little reason why the true generating
process should take either of these forms. It could just
as well be a combination of linear and additive or be
of a more complex nonlinear type. The Census Bureau
has found that the multicaptive model seems to be
superior to the additive model when judged by var-
iances of seasonal and irregular components. However,
even with only this criterion, it is likely that a com-
binedlinear-additive model would yieldsuperior
results.
AGGREGATION
Turning iiow- to particular pioblerns, that. of ag-
gregation has a number of different aspects. A question
often raised is whether it is better to adjust aggregates
of series directly for seasonality or to adjust each of
the components and derive the seasonally adjusted total
by addition (weighted as appropriate in the case of
price and other indexes). With a nonlinear seasonal
adjustment procedure such as X—11, only by happen-
stance will direct seasonal adjustment of total series
yield the same answer as unconstrained combination of
seasonally adjusted components. From the standpoint
of interpretation and to 1imit public misunderstanding
of seasonally adjusted data. combinations of com-
ponents and aggregates should be constrained to be
consistent.
There are two aspects here. First, there are technical
aggregation conditions. These pertain to series with
unrelated, independent components. For instance, sea-
sonally adjusted housing starts by region should sum
to aggregate U.S. total starts. While there may be
some interaction in starts activity between regions, in
the short run (within one year) these largely are in-
dependent and the imposition of a sum preservation
constraint is unlikely to cause appreciable distortion in
within—year and interregional patterns of seasonally
adjusted data. The problemcan be stated as— sea-
sonally adjust each of a set of series x1 and their sum,
suchthat the sum of the seasonally adjusted
components equals the seasonally adjusted sum y8 =
Thecurrent Census procedure is to either sum the sea-
sonally adjusted components and treat this as the sea-
sonally adjusted aggregate or separately to seasonally
adjust components and the unadjusted aggregate. The
latter method easily may yield positive or negative
residuals between the sum of adjusted components and
the adjusted aggregate. Joint estimation constraining
these residuals to zero would seem preferable. The ef-
fect of imposing this constraint would be to produce
summary measures of irregulars and seasonally ad-
justed data with variances that lie between those of
totals directly adjusted and those obtained from sum-
mning adjusted components.28 SECTION 1
In some quarters, including the Census Bureau, great
store appears to be placed on minimizing average
month-to-month changes in seasonal adjustment fac-
tors and in estimated irregular components of the data.
However, there appears to be little basis in theory why
this criterion should yield seasonally adjusted data
which correspond more nearly to true values of such
data than criteria which, in essence, do not entail
variance minimization. The analogy of ordinary least
squares (OLS) and simultaneous equation estimation
here is applicable. While an OLS estimator may have
minimum variance, in many cases it may be biased
and inconsistent.
Emphasis on the part of users of X—11 in lowering
month-to-month variances perhaps is understandable
in light of the characteristic of that routine to produce
monthly seasonal factors which exhibit negative serial
correlation properties. The desire to reduce such cor-
relation is reasonable in light of inertial and adjust-
ment lags which underlie most economic processes.
Such lags, in the absence of institutional characteris-
tics suchasholidays, vacation shutdowns, model
changeovers, and so forth, generally would cause sea-
sonal factors to change smoothly from period to period
rather than in zig-zag patterns. However, X—l1 users
who seek to reduce this difficulty in the selection of ag-
gregation alternatives may be causing other problems
in their seasonal adjustment of data.
Similar considerations pertain to the second aspect
of aggregation, that of casual interactions and identi-
ties which relate sets of economic time series. Kallek
cites the case of shipments, new orders, and unfilled
orders in which the Census Bureau obtains seasonally
adjusted new orders as the sum of seasonally adjusted
shipments and the difference in the stocks of sea-
sonally adjusted unfilled orders. Again, as above, all
three series can be adjusted simultaneously subject to
the constraint that an identity be satisfied exactly. An-
other data set which could be so treated is that for
shipments, production, and inventories. Because ship-
ments appear in both sets of data, different seasonal
adjustment factors could be obtained if they were cal-
culated separately. Therefore, all five series probably
should be adjusted simultaneously, to both
identities.
It is true that there is a danger that with use of
this procedure that distortions could be caused in the
seasonally adjusted data leading to biases and incon-
sistency in estimated behavioral characteristics and
other relationships utilizing these data. Nevertheless,
this risk may be less than that of applying the assump-
tion now inbedded in X—1l that seasonals are stochas-
tically and deterministically independent in economic
time series that otherwise are interrelated.
TRADING-DAY FACTORS
Blind adherence to independence assumptions can
cause spurious and erroneous adjustments in a variety
of other areas. Kallek gives a few examples in the case
of trading-day factors, which in X—11 are assumed to
be independent of when a clay occurs in a month. To
the extent that there is knowledge of intramonth or
quarter patterns of activity, such information should
be used in making trading-day adjustments. These ad-
justments also might be varied by taking account of
patterns of within-year movement. Again, it should be
clear that there may be significant advantages to pro-
cedures which simultaneously, rather than sequenti-
ally,adjust for trading-day and seasonal variation.
In so doing, allowances should be made for discon-
tinuities in coefficients, as would occur when there are
substantial shifts in institutional characteristics such
as relaxation or elimination of legally prescribed non-
trading days. Bayesian approaches to this problem
may be helpful.
TERMINAL PERIODS AND PROJECTED
FACTORS
Another area where application of more advanced
techniques could be highly beneficial is that of obtain-
big seasonal factors for terminal periods and for
periods beyond those for which actual observations are
available. rrlle X—11 routine uses centered moving aver-
ages of data iii the allocation of variances to different
components of originalseries. Thus, at endpoints,
extrapolations of data arc needed to carry the moving
averages to the limit of actual observations. Currently.
X—ll uses naive projections of the initial and last few
years of data at the terminal dates for this purpose.
Thus, estimates of seasonal factors in the last few
years beyond the initial observation anti prior to the
final observation of a series are subject to extreme
vaiiability arising from undue weight accorded the
data in that same interval. Tables of X—11 seasonal
factors for farm machinery anti internal combustion
engines presented by Kallek amply illustrate the in-
stability in seasonals arising from use of this naive
method. To some degree this is due to the treatment
of extreme values which may or may not be removed
from the calculations. But, the patterns revealed in
Kallek's tables are too consistent to assign primary
responsibility for the instability to this source. For
instance, in t.he case of farm machinery, January-April
seasonal factors calculated with data five years beyond
dates during 1966—71, with the exception of data for
one month, all are lower and for some other months
all are higher than those initially estimated.
The answer to reducing the severity of endpoint
problems probably lies in more systematic and longer-FROMM 29
term extrapolation of observed data using ARIMA
techniques. AR.IMA projections for5years beyond
the sample period could be prepared annually and
used in the calculation not only. of past seasonal factors,
but of seasonal factors for a year ahead. This would
obviate the need for direct projection of seasonal fac-
tors, or use of factors from the preceding year or an
average of the past years, as the basis for seasonal
adjustment of current data..
Nevertheless, while use of ARIMA methods may be
beneficial, it is no. panacea. AR.IMA coefficients and
extrapolations can be highly sensitive to extreme and
endpoint values, to the degrees of assumed polynomials,
and to the length of time period over which the esti-
mates are made. Experimentation is necessary to de-
termine the variability of endpoint and extrapolated
seasonal factors as the ARIMA equations change when
their parameters are altered (as a consequence of shifts
in time periods and degrees of polynomials).
STRIKES AND EXTREME OBSERVATION
PROBLEMS
Adjustments for strikes and other extreme observa-
tions are troublesome because the number of data points
available to prepare statistically reliable estimates are
few or nonexistant. A number of alternatives could be
employed either to modify or replace the extremes.
Classical methods for replacing missing observations
are one possibility.
Another is to infer normal values for the observa-
tions by use of behavioral or ARIMA models. These
could be used in the calculation of seasonal factors and
to obtain normal values of seasonally adjusted observa-
tions during and immediately before and after the ob-
served extremes. The normal values could then be de-
seasonalized and subtracted from the. observed values.
The difference, when added to the normal observation
would then yield an estimate of t.he seasonally ad-
justed observation including an allowance for strikes,
other extremes, and irregular elements.
CONCLUDING COMMENTS
In closing her paper, Kallek correctly emphasizes the
need to reexamine the rationale and objectives of sea-
sonal adjustment. She states that "one attempts to re-
move as much of the fluctuation (of seasonal and ir-
regular components) which obscures the trend-cycle
component of a series." Also, it is t.he objective "to
preserve the properties of the tre.nd-cycle components
to the maximum extent possible." I believe these ob-
jectives, when followed, would tend to yield estimates
of seasonally adjusted data that both mislead the pub-
lic and policymakers and cause difficulties for model-
builders in constructing systems of equations that are
unbiased end consistent. If an unobserved seasonal com-
ponent of a series is to be removed, it should be the
minimum due to systematic calendar (natural and in-
stitutional) influences and not the maximum which
best displays a moving-average trend cycle. The pri-
mary objective of seasonal adjustment should not be
to uncover an unobserved trend cycle, but, rather, to
facilitate the estimation of structural and behavioral
models and to enhance the likelihood of improved pub-
lic and private decisionmaking. Seasonal adjustment
and analysis should be viewed as an integral, and not
prior, step in these processes. This may not be. easy to
attain in t.he short-run, but continuing efforts should
bedevotedtothosegoals.Notwithstanding, my
demurrer on this point., I found Kallek's paper pro-
vocative, and she is to be thanked for a valuable con-
tribution to this conference.COMMENTS ON "AN OVERVIEW OF THE OBJECTIVES





In an economy with seasonal movements that are as
large relative to other movements as they are in the
United States, it is important to do as well as pos-
sible in isolating seasonal factors. Shirley Kallek's
paper, indeed this whole conference, makes a significant
contribution to our understanding of the issues.
Let us begin by taking up the statement of con-
cepts and goals. Kallek says, "...seasonalityrefers
to regular periodic fluctuations which recur every
year with about the same timing and with the same
intensity and which, most importantly, can be meas-
ured and removed from the time series under review."
This is an acceptable statement, as far as I am con-
cerned, but she continues by stating, "added to this are
those portions of the irregular component which can
be measured and also removed. In other words, one
attempts to remove as much of the fluctuation which
obscures the trend-cycle component of the series." The
same idea is expressed more directly, where she states,
"our basic goal is to produce an adjusted series which
will most clearly show the trend cycle..."
Arelated point of view can be found in Julius Shis-
kin's statement in lESS, "The objective of economic
time series analysis is to separate underlying systematic
movements in such series from irregular fluctuations."
I take seasonal movements to be one of those sys-
tematic movements, but I think that official statis-
ticians should stick very closely to the objective of
measuring seasonals—not to try to isolate trend cycles.
It is important to eliminate the standard seasonal com-
ponent from published time series, and that is what
the official statistician should try to do. We are having
trouble with our seasonals because they are doing
more—either inadvertently or by intent.
I would go along with adjustments for Easter, trad-
ing days, and similar calendar effects. I would strongly
oppose any adjustments to raw data for strikes,
natural disasters, or general nonrepetitive events.
I find it hard to determine precisely what Kallek's
view is about the treatment of strikes, but the following
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comments in her paper seem to me to go beyond sea-
sonal measurement and adjustment:
"Prior modifications are made for trading-day and
calendar-month variations, holidays, and strikes.
"While all phases of the adjustment process provide
opportunities for modifying extreme values, the modi-
fication for strikes is unique since it alone directly
modifies seasonally adjusted data."
"However, some series, such as the steel industry his-
torically have had periods of prestrike increase buying
followed by either a strike or heavily reduced demand,
both with the same statistical result.... Notonly is
this a problem in historical identification of seasonality,
but it also presents a problem in the presentation of
seasonally adjusted data during the build-up period
when normal seasonal patterns fail to operate."
Strikes or natural disturbances are things that con-
found the economic analysis of time series, but they
are not seasonally related and should not be touched
when the data are being adjusted for seasonal varia-
tions. Perhaps if the seasonals were not viewed as
always changing such disturbances would not pose a
seasonal identification problem. Strikes like trends and
cycle's are part of the economic process and should
not be isolated unless we want strike-adjusted data. It
is my view that we are concerned primarily with sea-
sonally adjusted and not strike-adjusted data; there-
fore, I believe that the present problem is being ap-
proached from the wrong viewpoint.
Trend adjustments, like seasonal adjustment, would
be appropriate by official statisticians provided they
were made by generally approved methods and done on
a uniform basis across series, but the concepts of the
cycle and the random component are so much under de-
bate, requiring such sophisticated measurement tech-
niques that I think that it is highly inappropriate for
official data preparation agencies to try to release reg-
ular statistical series that reflect particular points of
view about the way the economy is structured. It is
entirely appropriate for research institutes and aca-
demic centers to try to distill the trend cycle or to
measure cycles and random components of economic
time series, but such measures should not be permittedKLEIN
to cloud the regular publication of official statistics.
That is not to say that government statisticians and
economists should refrain from making special studies
to investigate the various components of economic time
series, but the regularly published economic series
should be adjusted only for seasonal variation, strictly
conceived.
SOME PROBLEMS OF MEASUREMENT
There are three particular problems that are either
explicit or implicit in Kallek's paper.
1. The iterative application of X—11—.
2. Changing seasonals.
3. Treatment of identities.
The main content of X—11 is to use the time-honored
"ratio-to-moving-average" method of computing sea-
sonal adjustment factors. This is an attractive method
because of its simplicity and intuitive appeal. The ob-
jectionable feature is the provision for iteration. After
the ratios by months (weeks, quarters) are averaged
across years, with proper allowance for extremes and
drift, there is a provision for repeating the operations
and iterating. The series that are iterated undoubtedly
contain some error components. The iteration of mov-
ing averages of error is well known to be a method of
generating cyclical movements; thus, there is a danger
of cyclical movements being introduced by the repeated
application of steps in X—11.
Series should be adjusted for trading days, moving
averages computed, ratios-to-moving-average formed,
and averages of ratios obtained. The procedure should
then cease. Further manipulation of data can be dan-
gerous and introduce spurious movements.
There is every reason to believe that seasonal pat.
terns change over time and that the change is gradual.
These ideas would seem to be entirely compatible with
Kallek's and the prevailing view. But I do not think
that seasonal factors should be successively reevaluated
every week, month, quarter, or year. Are seasonal fac-
tors simply economic variables, or are they parameters?
I take the latter view. Parameters do undergo struc-
tural change; so I would not want to see them esti-
mated and fixed forever, but I deplore the all too fre-
quent changing of seasonal patterns. We do not rebase
index numbers every year; we do it every five, ten, or
twenty years, and the same attitude should be ap-
plied to seasonals.
In pure time series analysis of many of our main
statistical series, we have long observation periods over
many past seasons. We should have good statistical
estimates of the relevant seasonal factors, and there is
no need to argue that every new observation gives us
an opportunity to improve our seasonal estimate.
Shiskin wrote in lESS about the economic
tion in spring, 1961, "The question was whether the
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recent improvements were larger or smaller than nor-
ma! seasonal changes. In forecasting the pattern in the
months ahead, it was crucial to know whether the
economy had entered a new cyclical phase..." Con-
sider now, the spring of 1975, where we had exactly
the same kind of problem, and business-cycle students
were all watching carefully the monthly unemploy-
ment statistics for a clue about a new cyclical phase
in: a much worse business situation than prevailed in
1961.
After seasonal adjustment, it was announced that
the unemployment rate fell from 9.2 percent (May)
to 8.6 percent (June)—an unusually large drop in this
important statistic, signalling, in part, a new cyclical
phase. Now, any close student of the economy knew
that the announced figure was wrong. Unemployment
could not have fallen by that amount. It was totally
counter-intuitive among professional observers. After
the year's end, seasonals were recalculated, and the new
data showed, after seasonal adjustment, a drop of only
0.2 percentage points. Given the fineness of detail that
is needed to monitor the U.S. economy and recommend
serious policy action, we cannot tolerate such wide
swings in judgment about seasonal factors.
The. prescription is simple: Estimate seasonal fac.
tore without iteration and keep them forj5years or
more. From time to time., reevaluate seasonal factors
and make changes where there is clear indication that
patterns :havealtered. Include only the pure seasonal
element in the seasonal factors.
Identities (or adding-up conditions) hold for pure,
raw, unadjusted data. Should they hold for seasonally
adjusted data? I do not have a clear opinion on this
matter. It would be nice if both adjusted and unad-
justed data satisfied the same ident.ities, but that may
be asking too much. Consider, for example, unemploy-
ment (U), labor force (L), and employment (E). The
identity is—
L=E+U
There is no mathematical reason for the adjusted data
to satisfy t.his identity if all three series are inde-
pendently adjusted for seasonal variation. I do not
find it satisfying to adjust an arbitrary pair and derive
the third, adjusted, from the identity. That is one pos-
sible approach. I would prefer an honest recognition of
the problem and the publication of three separate ad-
justed series that do not satisfy the identity. I real-
ize that linear additive seasonals can be made to satisfy
a linear identity, but all seasonals are not of that type
and all identities are not linear.
In Kallek's paper, the identity for seasonally ad-
justed new orders is derived as a residual. I would
much prefer the procedure of first deriving the new
orders series from the pure, raw, unadjusted data. The
new orders series are of great cyclical importance and
r.— .--.. —.-. - S.--
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deserve a separate, careful seasonal adjustment. The
problem is made somewhat worse by the varying, from
period-to-period, of the unfilled orders seasonal fac-
tors. If they were left alone for a few years, as argued
in the previous section, there would be only one sea-
sonal correction for the change in unfilled orders. This
would not solve the problem but might possibly make
SECTION I
the nonsatisfaction of the adjusted identity somewhat
less serious.
Finally, let me refer to Kallek's call for more ac-
curate measurement of the seasonal component. I, too,
want to see this objective. met, but I must ask how is
it possible to determine accuracy when the true seasonal
component. is not observable?
L.