In this work we study one problem of mathematical interest for their applications in several topics in Applied Science. We study simultaneous controllability of a pair of systems which model the evolution of sound in a compressible flow considered as a transmission problem. We show the well posed of the problem. Furthermore provided appropriate conditions in the geometry of the domain are valid and suitable assumptions on the fluid, is possible to conduce the pair of systems to the equilibrium in a simultaneous way using only one control.
Introduction
In this work, we considered an equations system to describe an evolution of the wave sound or compressible fluids. A linear model well know is given by a system [12] 
where p = p(x, t) is acoustic precision, u = (u 1 , u 2 , u 3 ) and u j = u j (x, t) are fluid velocity field, α > 0 is the density of equilibrium and β > 0 is the compressibility factor of fluid. Here Ω is an open subset of IR 3 with regularity boundary conditions S 0 ∪ S 1 = ∂Ω and S 0 ∩ S 1 = ∅. To solve the simultaneous controllability we considered a system given by 
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where γ > 0 and τ > 0. Q and P in (1) and (2), respectively; these are control functions. In 1986, D.L. Russell [20] and J.L.Lions [13] proposed to solve a exact controllability problem for an evolution model, using only one control function. They called that problem as simultaneous controllability. The absences of dissipative effects as in (1) and (2) , the problem present difficulties for the solution, see the examples [7] , [8] , [10] and [13] , where they perturbed the multipliers used for the controllability. The problem of simultaneous controllability for the systems (1) and (2) is to take a control for both of system using only one control function, i.e., given T > 0 any initial condition, (u 0 , p 0 , v 0 , q 0 ), and final (ũ 0 ,p 0 ,ṽ 0 ,q 0 ) in appropriate functional space, find P (x, t) and Q(x, t) such that a) A solution {u, p, v, q} of (1) and (2) satisfied in T (u(., T ), p(., T ), v(., T ), q(., T )) = (ũ 0 ,p 0 ,ṽ 0 ,q 0 )
b) The control function, P (x, t), for (2) was given in terms of Q(x, t).
A method to solve the controllability problem is Hilbert Uniqueness Method (H.U.M) proposed by J.L.Lions, it is a construction of an appropriate structure for the Hilbert space in the initial conditions space. These structure are connected by uniqueness properties. An important contribution to the controllability problems (1) and (2) were made by Kapitonov et. G. Perla Menzala [8] , [10] . In [10] and [8] the author answered positively for a simultaneous control and They showed that the control P = − β γ Q could be use to solve a problem. In this work we study a controllability problem of these systems with a perspective for applications as a problem of transmission; this is described below. We need a solution defined by part on each sub domain; for that, we considered the systems (1) and (2) rewrite on sub domains Ω k , and
with boundary conditions (1) and (2) . The interfaces of transmission conditions Γ k = ∂Ω k , given by
for the systems (3) and (4), respectively. The functions α k , β k , γ k and τ k are the restriction for the functions α, β, γ, τ on the systems (1) and (2), we assumed that those functions were constant by parts, strictly positive and we lost the continuity only in Γ k , k = 1, 2, . . . , m. The objective in this section is to get the estimation of
For some T 0 > 0, C > 0 and T > T 0 . The inequality (7) is named from an inequality of observation which is in the theorem 3.12 assuming geometrical properties on domain Ω and in the interfaces Γ k . Such that, to prove (7) we assumed monotonicity conditions in the coefficients of the systems (3) and (4). The requirement necessary were found by Lions [13] in his study of transmission problem. Lagnese [7] used the same hypothesis to prove the result of controllability for a hyperbolic problem. Then this will be done.
(1) We showed that (3)- (6) is well posed problem, we used the semigroup theory [17] (2) We obtained an inequality of simultaneous observability, for both systems (3) and (4), these we solved using a multipliers technique[6] (3) We applied the H.U.M (Hilbert Uniqueness Method) to obtain the simultaneous controllability [13] .
Functional spaces
Given the Hilbert space
, associate to (3). We define an scalar product in X 1 , given by (ũ,p), (u, p) ∈ X 1 , then:
(Ω) associate to (4). We define a scalar product in X 2 , as (ṽ,q), (v, q) ∈ X 2 , then:
We have considered a total energy to the problem (3), (4), (5), (6) and the boundary conditions in (1), (2) , as
Making a rigorously way for the interfaces conditions, we can see a lemma 2.1; for more details see Perla et al. [10] .
Lemma 2.1 Given Ω bounded region in IR 3 , with regularity in the boundary ∂Ω. The application
where η = η(x) is as exterior unit normal vector in x ∈ ∂Ω. We can extend by continuity applicatioñ
To simplify the notation we write u k as u, β k as β, the same way for all symbols in the region Ω k . by the lemma 2.1 is clearly that the spaces
we can define the sub spaces:
Also Z 1 and Z 2 are dense in X 1 and X 2 , respectively. Considering the bounded operator
The adjoint operator of A 1 is denoted by A * 1 ; It is calculated and given as :
Perla et al. [10] showed that operator A 1 is skew-adjoint, i.e, A * 1 = −A 1 , the same result was proved for A 2 . Using the Stone's theorem, we have proved that A 1 and A 2 generate infinitesimally a group of strongly continuous unit operators {U j (t)} t∈I R , in X 1 and X 2 , respectively. Moreover, U j (t)w j is strongly differentiable in relation to t and for any
Now, we study some properties of the solutions (3), these are used in
⊥ , considering the orthogonality in relation with the scalar product defined in X 1 and X 2 , respectively. Then, the following results are valid:
Proof. The proof of A 1 , A 2 are similar. we make the proof for the first one. Given (u,
. As consequence of semigroup theory, we know that U (t)(u, p) ∈ D(A 1 ), ∀t ∈ IR, Now we need to prove that U (t)(u, p) ∈ V 1 . See that, Ker(A * 1 ) = ∅ has elements of the form (β −1 Curl(v), 0) where
we have that,
In particular, for
⊥ = V 1 and the item 1.) was proved. Now, we prove the first item 2). Given v ∈ H 2 (Ω) 3 with support in Ω k and considering the
. . , m in the distributions way. For proving the item b) of 2) We use the identities such as,
The last prove is for the item c) of 2). Given v ∈ H 2 (Ω)
, using the identities (12),
Now, we chose v such that v = 0 in S 0 and v = 0 in
that is the expected result. The item 3) is proved in the same way.
The theorem 2.3 has a summary of the results .
Theorem 2.3 Given V j an orthogonal complement of the subset Ker(A * j ), j = 1, 2, in X j . Consider the problems (3), (4), (1), (2) and the initial conditions
In addition, these solutions satisfies the properties in the lemma 2.2.
Before to show the inequality of observability, we prove some important properties. The energy associate to the systems (3) and (4), with null boundary conditions, are given by:
and
respectively. To prove that these are not dependent of the time t, In fact, we multiplied the first equation of (3) by β k u k and integrating in Ω k and adding in k = 0, 1, . . . , m, we have
Multiplying the second equation of (3) by α k p k , after integrating in Ω k and adding in k, we have that
adding (14) and (15), we have that
Using the contour and interface conditions (5), we have that
Follows the affirmation. The case E 2 (t) is similar .
Inequality of observability
In this section we show the inequality of observability. This inequality satisfies the systems (3) and (4) simultaneously. Using the multiplier's theory (see Komornik [6] ), we make the proof. The multiplier was modified to get a good estimates in the boundary. These multiplier were used in several works. The invariant of the systems (1) and (2), in relations to dilatations groups in all variables, see [8] and [10] . Given h : C(Ω) ∩ C 1 (Ω) −→ IR an auxiliary function, it will be chosen in the next steps; and, given (u, p) ∈ V 1 ∩ D(A 1 ) a solution of the system (1). Considering the multiplier given by:
and (u, p) solution of (1), we have the identities
The expression above, we make rewrite as
where
In this case (16) represents a conservation law. Integrating (16) and Ω k , we observe that: in the expression B need to fix the ∂h ∂η to get good estimations; then, we chose h(x) as a small perturbation of
Integrating the identity (16) in Ω k × (0, s) and adding in k, we have
replacing the expression A in (17), we have that
). The proof of the main result is to get the inequality of the observability; we obtain this estimation using the right side of (18) . Making good presentation of the proof, we show many lemmas Lemma 3.2 Given {u, p} regular solution for the problem (3)-(5), this was given by the theorem 2.3. Then
Using the Holder inequality in the first term in the right-hand side of (18), we have that
where,
The second term in the right-hand side of (18), 2
we may write as
To estimate the fourth term in the right-hand side of (18), −2
.∇h)dx, we used the assumption the independence of the energy with the time the estimation is (19), Thus:
The fifth term of right-hand side of (18),
.ηdΓ k , we need to make an analysis more carefully. 
Proof. Using the boundary conditions (5), we have that x ∈ S 1 , then
and x ∈ S 0 , then
Using the interface conditions (5), for x ∈ Γ k we have the following identity
else,
For | η |= 1 is validated
Substituting (25) in (23), we have that
Finally,
Substituting (24), (25) and (27) in (23), we have that
Now, we estimate the sixth term,
To estimate (29), we choose a function h as:
where x 0 ∈ σ 1 and Φ satisfy
we may observe that, considering ξ = (1, 0, 0), ξ = (0, 1, 0), ξ = (0, 0, 1) , have that
that, adding the last expressions we have that
the expression of h(x), then
∂x i ∂x j and ∆h = 3 + δ 0 .
Lemma 3.5 Given {u, p} a regular solution of the problem (1)- (5) by theorem 2.3. Choosing h as (30), we have that
for any δ 0 > 0
Proof. Using (30), (31), (32) and the observation (3.4), we have that
To estimate the rest of the terms of (18), 2
s 0 u k (x, r)drdx, considering a hypothesis about initial condition u 0 (x), we assumed that, it satisfied the following system:
Remark 3.6 The hypothesis have been made in (34), inclusive the solution of the problem satisfy the properties of the lemma (2.2), these are necessaries because the domain is conexo.
Lemma 3.7 Given {u, p} regular solution of the problem (3)- (5) by theorem 2.3, and the initial condition u 0 that satisfied (34). Then
Proof. Using the hypothesis l and the boundary condition in S 0 , we have that
by the hypothesis made in the initial condition (34), we have that
Substituting (36) in the second tern on the right-hand side of (35), then
and following substituting (37) in (35).
Substituting the obtained estimations, (19) , (20), (21), (22), (29), (37) in (18), then ,
Integrating (38) in (0, T ) and using the independence of energy of the model with the time, we have that
Now, we need the hypothesis in the domain Ω. Given δ 0 > 0 such that, some x 0 ∈ σ 1 , we have
Remark 3.8 The hypothesis made in (40), These are true when δ 0 = 0 satisfied the surf of kind "star-shaped".
Using (40) in S 1 , we have
and, for x ∈ S 0 , ∂h ∂η
Substituting (42) and (41) in (39), then
then, the fourth condition in (40), (45) and the lemma (3.3) we have that
Using that the associate energy to the system (1)-(3); with not dependency of the time, we prove the next lemma Lemma 3.9 Given a regular solution {u, p} of the problem (1) by theorem 2.3, and the initial condition u 0 that satisfied (34). Then
Proof.
(47)
Substituting in (39), and using the ∂h ∂η ≥ 0 in S 0 , we have that
thus,
where C 5 = C 3 + (2C 1 + C 4 )T and considered T > max 1, (2C 1 + C 4 ). We have proved the Theorem 3.10 Taking Φ as in (31), the geometry properties (40), and the hypothesis of monotony of coefficients (45) and the hypothesis (34); these were made for the initial condition. Then, ∃C 5 > 0, with independence of t, u, u 0 , p 0 , such that
The same manner, we obtain the inequality of observability for the system (2)- (4) with their interface conditions and the monotonicity of the coefficients, given by:
Assuming Φ as in (31), the monotonicity for the coefficients (50) and the hypothesis of the theorem 3.10 with h(
Then, there is a constant C 6 > 0, with independence of t, v 0 , q 0 such that
Proof. The proof was obtained using the results in [10] and the estimations that were made in the proof of the theorem 3.10
Assuming the hypothesis of the theorems 3.10 and 3.11, we obtain the inequalities of the observability:
For any T ≥ T 0 = max 1,
. That was made in [10] and [8] , (51). This is an inequality of observability, moreover, it is not convenient to use the H.U.M technique. Starting of (51), we obtain an appropriate inequality. Theorem 3.12 Assuming the hypothesis of the theorem 3.10, 3.11. Moreover, we suppose that :
Then, There is a positive constant C > 0 such that
∀T > max 1,
and ,
Integrating (54) in (0, T ) and substituting in (56), we have that
Now, we have that
using (57) to estimate the term of right-hand side of the inequality (51)
Substituting in (51), we have that
and the proof of the theorem follows the inequalities:
As a corollary , of uniqueness of the theorem 3.12, we have that:
Corollary 3.13 with the hypothesis of the theorem 3.12, given {u, p} and {v, q} solutions of the problem (3) and (2), respectively. Making that
then, in T > T 0 , u = v = 0 and p = q = 0 for all (x, t) ∈ Ω × (0, T )
Exact controllability
As a consequence of the corollary 3.13 , we have that: for T > T 0 , the expression
define a norm in a space of initial data (u 0 , p 0 ) and (v 0 , q 0 ) the problems (3) and (2) . We denote by Y the Hilbert space defined as closure of
for some positive constant C. The dual space of Y respect to X is denoted by Y . In Ω × (0, T ) consider the systems (3) and (4) with initial condition (u 0 , p 0 , v 0 , q 0 ) ∈ Y . Using the transportation method, the solution to the problems (3) and (4) with no homogeneous contour conditions. Definition 4.1 Given (u(x, t), p(x, t), v(x, t), q(x, t)) ∈ C(O, T ; Y ), is a solution of (3) [αβQp + γτ P (ñ.η)] dΓ 0 ds (63)
for all (ũ 0 ,p 0 ,ṽ 0 ,q 0 ) ∈ Y and 0 < t < T . Here (ũ 0 ,p 0 ) and (ṽ 0 ,q 0 ) are the solutions of (3) and (4), respectively, for the functions P, Q ∈ C(0, T ; L 2 (Γ 0 )). In (63) is given by (u, p, v, q), (ũ,p,ṽ,q) X = (u, p), (ũ,p X1 + (v, q), (ṽ,q) X2 Definition 4.2 A solution of (3) and (4); This is null in the time t = T . The function (u(x, t), p(x, t), v(x, t), q(x, t)) (3) and ( [αβQp + γτ P (ñ.η)] dΓ 0 ds (64)
for all (ũ,p,ṽ,q) ∈ Y and 0 < t < T Given the lineal and reversible systems (3) and (4) in the time; it is clearly to solve the problem of exact controllability, it is sufficient to prove that, for all initial condition in Y , and their solutions, it can be take in the equilibrium of time T . Given G 1 = (w 0 , k 0 ) and G 2 = (m 0 , l 0 ) arbitrary elements of Y . We denote by (w(x, t), k(x, t)) = U 1 (t)(w 0 , k 0 ) (m(x, t), l(x, t)) = U 2 (t)(m 0 , l 0 ) consider the following functions Q = β (αk(x, t) − τ m(x, t).η)
and given (u, p) and (v, q) the solution of (3) 
Using (63) with t = T > T 0 , we have that (u(x, T ), p(x, T ), v(x, T ), q(x, T )), (U 1 (t)(ũ 0 ,p 0 ), U 2 (t)(ṽ,q)) X = = ∧(G 1 , G 2 ), (ũ 0 ,p 0 ,ṽ 0 ,q 0 ) X − (G 1 , G 2 ), (ũ 0 ,p 0 ,ṽ 0 ,q 0 ) Y for all (ũ 0 ,p 0 ,ṽ 0 ,q 0 ) ∈ Y . Using (66), we have that (u(x, T ), p(x, T ), v(x, T ), q(x, T )) is a functional null on Y . In conclusion we prove the following theorem 
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