The well-studied Interferometric Synthetic Aperture Radar (InSAR) problem for digital elevation map generation involves the derivation of topography from radar phase. The topography is a function of the full phase, whereas the measured phase is known modulo ¢ ¡ , necessitating the process of recovering full phase values via phase unwrapping. This mathematical process becomes difficult through the presence of noise and phase discontinuities. This paper is motivated by recent research which models phase unwrapping as a network flow minimization problem.
Introduction
Synthetic Aperture Radar (SAR) interferometry [18, 29, 36] is an enormously promising technique in the generation of highly accurate elevation maps. The interest in such digital terrain maps stems from the vast ¤ Research supported in part by the Natural Sciences and Engineering Research Council of Canada, CCRS / GlobeSAR 2 and CONICYT-BID, Uruguay goal of this paper is to develop of computationally efficient approaches applicable to huge problems ( 10 million pixels), such as those encountered in the Shuttle Radar Topography Mission [23] ), that one might want to solve using network flow [7] , but now in a parallelizable or hierarchical fashion such that one or more objectives can be met: reduced RAM requirements, the processing of interferograms of any size, or reduced execution time . Our proposed strategy is "divide-and-conquer": to successively decompose the problem until it becomes easy to solve. As illustrated in Figure 1(a) , the input interferogram is partitioned into blocks and each block is unwrapped independently; then as shown in Figure 1 (c), the individually unwrapped blocks are reconstructed with respect to a reference point, common to the whole image. By definition the latter step is an unwrapping process again, since there are elements (blocks) with known relative phases (determined from the overlap between blocks) where the global absolute height needs to be inferred.
Consider Figure 1 is obtained as 
The key idea is that the relative height difference
between any pair of points :
It is important to note that this "divide-and-conquer" process can be applied repeatedly, naturally leading to an unwrapping problem on multiple scales, applicable to problems of arbitrary size.
p Although the development in this paper is based on network flow, our proposed unwrapping framework applies equally to other unwrapping methods. Section 2 reviews network flow and previous approaches to divide-and-conquer phase unwrapping. Sections 3 and 4 develop the generalized version of network flow, with the algorithmic details described in Sections 5 and 6. Experimental results and conclusions follow in Sections 7 and 8.
Network Flow
In developing a hierarchical approach to phase unwrapping, the specific details of a particular implementation are unimportant. Consequently we will treat the network-flow algorithm strictly as a tool or black-box; details of implementations may be found in [6, 7, 10] . 
although other penalties, such as e P m [4, 19] are also commonly used, where the g R n y o weight the confidence in the residuals [4] , subject to the constraints that all loop integrals (e.g., see Figure 2 ) be zero:
By rewriting (7), (8) , the nonlinear minimization problem can be converted into an efficient linear network flow cost minimization problem, and even more remarkably for which the solutions are guaranteed to be integer [1, 7] . In the network, a node represents one
loop integral (right hand side of (8)), where the node will be connected to each of four neighbors by two arcs, one for . The flow on each arc physically represents the residual (6) . The costs g on the arcs can be any set of non-negative values. By setting up this network, feeding it into general-purpose solvers like the RELAX-IV code [3] or CPLIB [7] , and integrating the corrected gradients the final surface is found.
Eineder et al [10] have published the most significant attempt to decrease the computational effort of network flow since [7] . They replace a general-purpose network-flow algorithm by a new method that solves the same problem, but exploits specific properties of phase unwrapping, namely that the flow values are zero almost everywhere. They have achieved a significant improvement in both average execution time and memory usage to unwrap an ERS-1 scene of 5000 s 11000, with one eighth of the memory size that would be required by [3] . However at 1.7 Gigabytes of RAM and a 35 minute execution time the approach is still expensive and does not parallelize.
Divide-and-Conquer & Multiresolution
From an historical perspective, Prati [29] was the first to introduce a divide-and-conquer approach to phase unwrapping. He suggested that those areas of an interferogram with a high signal-to-noise ratio could be unwrapped independently by using a simple method [28] . If a reference point with known absolute height inside each area were available, then the whole domain could be properly unwrapped, and the low coherence areas could be interpolated with boundary conditions imposed by the known regions. The proposal was impractical, since it required the costly and laborious compilation of ground control points and the manual work associated with the unwrapping of the individual pieces. Essentially, the method developed in this paper automates the same process which he had in mind.
A number of related methods have been proposed since Prati's work. Costantini [7] , suggested the idea of subdividing an interferogram into overlapping rectangular blocks, in order to apply network flow to each one sequentially, adding additional constraints such that the flows computed for one block will be forced to coincide with those in the previous adjacent block over the overlapping area. Xu & Cumming [35] proposed a region growing algorithm which starts at high-coherence seeds and grows rings of unwrapped pixels. Fornaro [14] used a finite element method to develop a "conditional least squares" phase unwrapping method, where regions in the image are sequentially unwrapped via least squares, and where the solution of each region is tied to known phase values on the region border. Finally Ferretti [12] utilized a block decomposition scheme in his multi-baseline phase unwrapping algorithm, in which the relative height between different blocks is computed using Maximum A Posteriori height estimation based on the joint statistical information of several interferograms acquired over the same site with different baselines.
All of these methods can fail because the global surface is formed by a sequential merging step, implying that any incorrectly unwrapped block or region will affect the remainder; in other words, there is no opportunity to recover from unwrapping errors. Instead, the problem of joining the individual regions should be solved simultaneously to prevent global error propagation; this is addressed in the next section.
Network Flow Partitioning
Is it possible to split an interferogram into small pieces and then expect to unwrap it? What are the theoretical limitations associated with a divide-and-conquer approach to phase unwrapping?
The success of network flow, or almost any other unwrapping method, is based on one expectation: that between any two "good pixels"{ there exists a path that avoids going through problematic areas, such as very noisy patches, layover (discontinuities produced by steep slopes), or severe foreshortening.
A noisy signal typically generates local dipoles which are easily cancelled by network flow, however topographic flows need to travel the length of the phase discontinuity. If a discontinuity crosses the whole scene, the magnitude of the discontinuity cannot be estimated.| Although this situation does not typically arise in a full image, if the size of the partitioned blocks becomes comparable to or less than the length of topography-induced flows, then problems are likely.
The simplest case is illustrated in Figure 3 A block-by-block approach is not robust to errors; we need a global approach to partitioning.
The assumption of constant costs is poor. Although this fact is well-known (many researchers [4, 7, 10, 31] already use varying costs), having varying costs is clearly of ever greater importance in partitioned unwrapping. In our example, the center block is given no knowledge of the two residues.
Any partitioning strategy must take advantage of the a priori knowledge that within each block, discontinuities must be placed within low-quality (i.e., low coherence) areas.
After the left block in Figure 3 (c) has made an error, no processing at the centre block can undo it.
To avoid the propagation of errors we only want to unwrap those areas which we can unwrap with
Of moderate to high signal-to-noise ratio.
Although multi-baseline and multifrequency techniques can overcome this problem [12, 27] .
Note that a real example would generate several topographic flow residues along the discontinuity and several noise-induced charge dipoles as well, but the example illustrates the point we want to make.
confidence. Therefore some degree of error checking or redundancy is required.
So the key idea is to find regions (sets of pixels) which can be reliably unwrapped without error, such that errors cannot propagate at the next stage of the algorithm. That is, each region must satisfy two criteria:
1. The coherence must not be low, to ensure a certain signal-to-noise ratio.
2. The unwrapping of a region should not be a function of the region's location within a partition; that is, a region must not be sensitive to the kinds of boundary conditions illustrated in Figure 3 (c).
The latter criterion implies a degree of redundancy, for example some sort of "overlapping" blocks. Given
and coherence map on a lattice, we propose to divide it into s v non-overlapping
. Then a division of the lattice into overlapping partitions " z with a redundancy factor { can be constructed as 
That is, each pixel will be unwrapped { times, such that varied residue configurations will be unwrapped, allowing reliability to be tested. The definition of a region then follows: in each rectangle
must not contain low-coherence areas,
the region must be connected,
and the multiple unwrapped surfaces must be identical:
This definition is fault-tolerant: information is cross-checked for consistency over redundant areas, and whenever errors are detected, they are utilized to further split the regions, increasing the probability that each region is correctly unwrapped.
A more realistic example is illustrated in Figure 4 , using a synthetic dataset from [19] . The interferogram has been partitioned into
overlapping blocks with a redundancy of four. Observe that appropriate region splitting occurs on the left-hand side, where inconsistencies appear across low-coherence topographic features.
Hierarchical Network Flow
Digital Elevation Models (DEMs) typically have two different data models or representations in the context of Geographic Information Systems: one is a lattice, commonly used in cases where the input is presented in raster format; the other is a finite element representation, where the surface is interpolated from a Triangular Irregular Network (TIN) based on scattered points in
coordinate space. Switching between these two representations is at the heart of our hierarchical phase unwrapping concept.
The key idea is that the individually-unwrapped regions can be unwrapped among themselves, again using network flow! Specifically, given any pair of points Recall that the main hypothesis behind the minimum cost flow algorithm is that we are reconstructing a DEM which is a surface, forcing each four-pixel closed-loop phase gradient sum to be zero (8) . It follows,
however, that the closed-loop sum of the unwrapped height differences of widely-spaced pixels (such as ICPs) must be zero as well. Consider four blocks
, as shown in Figure 5 ; then (8) 
where
as before, but where the gradient from (6) must be generalized as
The determination of T will be the subject of the next section. The residual ¾ is still guaranteed to be integer, since the unwrapped phase in each block has an error of an integer number of cycles.
The four-pixel configuration of Figure 5 is still conceptually based on a regular, square lattice, which is inadequate to represent the expected irregular distribution of unwrapped regions. Fortunately network flow theory naturally accommodates irregular configurations of nodes and arcs, arbitrary topologies being the rule and not the exception. We propose to apply Delaunay triangularization [8, 11] to build a triangular network from the ICPs of each region. Figure 6 (a) illustrates this process, applied to the problematic example of Figure 3 . The loop constraints, generalized from (8), (13) are thus
Of the set of feasible residuals, we clearly want the one which minimizes the weighted norm
where the costs g ¾ now reflect the a priori confidence on the residuals.
Because we can no longer exploit the repetitive, structured grid of the regular-topology case, transforming the linear programming problem resulting from the triangularization into network flow is more complicated:
Nodes: In the standard case, each node geometrically represented the square loop of four neighboring pixels. Now, each node represents a triangle with ICPs as its vertices.
Arcs: In the regular case, arcs connected adjacent squares; now they connect adjacent triangles. The flows represent the corrections to be made to the phase difference estimates Supply/demand: As before, the charge or residue is computed by integrating the phase differences along the closed loop defined by the node. The shade of the triangles in Figure 6 (b) indicates this charge.
Costs:
The costs play a crucial role, pushing the discontinuities away from block boundaries ( Figure 3 ).
These will be discussed in detail in the next section.
To summarize, the above network formulation enables us to unwrap an arbitrary topology of scattered ICPs.
At this point it is trivial to extend these concepts recursively to multiple scales: we can define "superregions", a grouping of ICPs, each represented by a single "super-ICP", then defining overlapping "superblocks" and the associated "super-network-flow" problem. Although we have not found a need to go beyond two scales, clearly there exists the potential to solve problems of truly enormous size.
Algorithm Description
With the conceptual framework in place, this section presents a detailed discussion of the algorithm for two-scale unwrapping, followed by a generalization to multiple scales in Section 6. The algorithm steps is made up of the following, each of which is then described in detail:
A. Unwrap the blocks and define regions.
B. Build a triangular irregular network.
C. Solve the network flow problem.
D. Compute the sparse ICP heights.
E. Estimate the full elevation map.
We will continue to use the example of Figure 4 as the context in which to discuss the algorithm.
A. Unwrap Blocks and Define Regions
The partitions " z from (9) are separately unwrapped using maximum-likelihood network flow [4] . Let
be the coherently connected pixels Computing these is considerably more subtle than would at first appear. In particular, the ability and confidence with which we infer a phase difference T q is a function of how many such measurements we have, which equals the number of redundant blocks in which both and appear (that is, the number of elements in the set
). For the chosen redundancy factor of
, the number of measurements can only be 0, 1, 2, or 4; the reader should refer to the sketch provided in Figure 7 .
Case 1: 4-measurements
. Since T ¾ is taken from the smoothest unwrapping (ie, the most free of discontinuities), where smoothness is based on the Canny edge-detector [25] . The cost g ¾ is assigned a value
, trusting very slightly that the smoothest surface may have the correct solution.
Case 2: 2-measurements
The two ICPs q have two partitions, say 
Case 4: 0-measurements
For ICPs which do not share a common partition, we will not have an estimate for height difference. However some estimate must be provided, otherwise the network-flow problem is ill-posed. Furthermore, because network-flow adds only multiples of ¥ ¦ to each phase in estimating the true height, we cannot arbitrarily set unknown phase differences to zero. Therefore we are required to find consistent phase difference estimates for all unmeasured arcs.
The solution is straightforward: for every triangle with two sides T T estimated, we can estimate the third as
to satisfy (15) , but with an associated cost
to reflect the arbitrariness of the estimate. The above procedure is applied iteratively until all triangles have three estimated sides. If the iteration fails to converge (e.g., in the case of a "floating" region with no available gradient estimates, as shown in Figure 7 (a)), a case that was never encountered in practice, then the isolated region should be removed, to be filled later by interpolation.
C. Solve Arbitrary Topology Network Flow
Having estimated the differences between all ICP pairs specified by the triangulation, we can compute the generalized residues by summing the estimated phase differences around the three sides of each triangle (node), which determines the networkÑ . With the network topology in place, the minimum cost flow solver can be invoked. We have used RELAX-IV [3] , however any other network-flow solver ( [10] or others)
would be applicable.
D. Build Coarse DEM
Once all of the residuals have been estimated it is trivial to unwrap the interferogram, since all integration paths must, by definition (8) 
E. Build Full DEM
With each ICP 2 determined, the computation of the full-resolution raster DEM is straightforward:
There will be some pixels, typically with very low coherence, which are not included in any region, and which are therefore not reconstructed in (18) . Following [29] , a smooth interpolating surface is computed for these remaining pixels with boundary conditions imposed by the unwrapped pixels around each hole. The main difference in introducing additional scales is the changed nature of the scale-to-scale transition.
With only two scales, the transition from the fine to coarse scale is a change from a raster representation to a graph, where raster concepts such as connectedness, smoothness, and edges determined the structure of the graph. With more than two scales, the coarser-level transitions live entirely within the graphical domain.
Let us see step by step how the concepts and low-level functions translate at arbitrary scale
Define non-overlapping blocks 
Results
This section presents the results that have been obtained by applying hierarchical network-flow. We begin with a brief discussion of computational complexity, parallelization, and computer memory requirements.
The algorithm is applied to four data sets, two of which are synthetic, in which the true reference surface is known, and two real, for which ground truth is not available. For the latter tests, our unwrapped maps will be compared with the results of brute-force network flow unwrapping [4, 13] , which is appropriate, since our goal is not so much to improve upon network flow, as to propose a partitioned / parallelizable approach to it. We are therefore quite interested in maintaining the performance of other network-flow approaches.
As demonstrated by the results, the hierarchical network-flow algorithm proves to be robust, and its ability to recover from errors committed at previous scales provides an enormous flexibility.
Efficiency
Consider the challenge of implementing phase unwrapping algorithms for very large problems, typical of the unwrapping problems faced in high-resolution interferograms such as those provided by RADARSAT [16] , ERS-1/2 [29] , or SRTM [23] . Since the computational complexity is superlinear, growing faster than the size of the problem (as in Table 2), the time to solve a large number ) of small unwrapping problems, as in our approach, can be considerably shorter than solving one large problem. However even more substantial benefits can be realized using our partitioning in the following two contexts:
Context 1: Memory is Limited
For a given computer, memory limitations impose a rigid, hard constraint on the upper limit of problem size. Our approach enables the solution of ) D
(in the case of two scales) smaller problems sequentially, at a given time consuming only the modest resources required for each small problem.
Context 2: Time is Limited
If time is limited, we can solve the ) problems in parallel. The ) unwrapping steps proceed independently, therefore the communications overhead is tiny and the computational speedup is very nearly proportional to the number of computing units. Consequently, given a sufficiently large parallel machine, the time to unwrap any image using a two-scale approach can be compressed to
, the first level and second level unwrap times, and the communication overhead respectively.
Synthetic SAR Data
Two tests were performed on synthetic data, both based on the standard datasets provided by [19] . Truth (12) is removed, then we are left with connected regions of adequate coherence (10, 11) . Unwrapping based on these regions, our approach reduces to partitioned unwrapping of independent blocks, in which case errors made at the first scale do remain in place, and are very clearly visible in the error (Figure 8(e) ). The contribution of redundancy (12) is significant.
A second example, more difficult than the first, is shown in Figure 9 . As before, our performance is very closely comparable to current state of the art network flow methods.
The immediate conclusion is that our proposed approach yields excellent unwrapped surfaces. In fact, in both examples the only errors generated by our proposed approach are located at layover/foreshortening areas and at the boundaries of the external mask.
Real SAR Data
Figure 10(a) shows a
pixel RADARSAT-1 interferogram over Uruguay. There are no topographyinduced flows, however the image is generally textureless and the coherence (Figure 10(b) ) is low throughout. This presents a challenge to the algorithm, since there is noise everywhere, and there are no clearly defined features to serve as natural region divisions. We have set the coherence threshold to
The unwrapped surface (c) possesses a few, small holes which have been filled by interpolation in (d).
Figure 10(e) shows the intensity-coded phase differences when compared to unwrapping the whole image at once: astonishingly the only differences are individual pixels and tiny patches, no region or partitioning effects of any kind are visible. there are some severe topographic deformations due to the viewing geometry of the SAR, generating long, challenging topographic flows, particularly near the peak of the volcano, close to the center of the image.
We chose a coherence threshold of
. The final reconstructed surface, following interpolation, is shown in Figure 11(d) . Note that essentially all of the inconsistent spots in the difference map (Figure 11 (e)) lie in low-coherence interpolated regions and not in the multiscale-computed surface of (c).
Conclusions
This paper has described and illustrated a hierarchical methodology for phase unwrapping using network flow, leading to a reliable and efficient algorithm. The multiscale approach also sets up a practical framework or context which can accommodate future scale-dependent models of terrain.
The main contribution of the paper is an approach for the parallelization of the network flow algorithm for phase unwrapping. A strategy was proposed which partitioned the original phase unwrapping problem into independent subproblems, where the subsequent recombination step can itself elegantly be interpreted as a phase unwrapping problem. The divide and conquer approach enables the solution of arbitrarily large interferograms.
The process of developing the algorithm has led to three additional contributions. Firstly, we have developed a generalized version of network flow phase unwrapping, applicable to irregular topologies, rather than to rasterised domains. Secondly, efficiency has been gained, independent of any parallelization, through the fact that both execution time and memory requirements grow with the size of the phase unwrapping problem. Finally, our approach parallelizes extremely easily. Therefore standard workstations in already-existing computer networks, for example in a Parallel Virtual Machine (PVM) [17] Table 2 : Average execution times of Flynn's minimum discontinuity algorithm for various array sizes [19] . [4] ) is shown in (e); note that the differences are confined to the interpolated areas. Panel (f) shows the 80 regions constructed for the partitioning.
