Motivation: Genome-to-genome comparisons require designating anchor points, which are given by Maximum Exact Matches (MEMs) between their sequences. For large genomes this is a challenging problem and the performance of existing solutions, even in parallel regimes, is not quite satisfactory.
Introduction
Maximal exact matches (MEMs) are exact matches between two strings (genomes) that cannot be extended to the left or right without producing a mismatch. For high-throughput sequencing data, finding MEMs has two basic applications: (i) seeding alignments of sequencing reads for genome assembly and (ii) designating anchor points for genome-genome comparisons.
Early algorithms for MEM finding were based on a suffix tree (Kurtz et al., 2004) or an enhanced suffix array (Abouelhoda et al., 2004) . The space occupancy of these data structures instigated researchers to devise more succinct (and possibly also faster) solutions, including essaMEM (Vyverman et al., 2013) based on a sparse suffix array and E-MEM (Khiste and Ilie, 2015) , which employs a hash table for sampled K-mers. See (Khiste and Ilie, 2015) for a longer list of proposed approaches and related references. E-MEM is the most succinct and also often the fastest solution. Moreover, it allows to process the data in several passes, trading speed for a reduction in working memory.
Recently, Almutairy and Torng (2018) compared two approaches to sampling K-mers in order to find MEMs: fixed sampling and minimizer sampling. The former, which is the approach of E-MEM, extracts K-mers from one of the input sequences in fixed sampling steps and inserts into a dictionary (typically, a hash table). Then, all the K-mers from the other genome are compared against the seeds in the dictionary, in order to extend the matches. The latter approach involves so-called minimizers (Roberts et al., 2004) , and allows for sampling both genomes, but the number of shared K-mer occurrences is greater than with fixed sampling. Although minimizer sampling may be slightly faster, it needs more space, hence the authors concluded that fixed sampling was the right way to go.
In this article, we propose a novel approach to sampling K-mers in both sequences, which combines speed and simplicity. Our idea is based on simple properties of coprime numbers.
Materials and methods
Given two sequences, R 0...n1À1 and Q 0...n2À1 , the task is to find all MEMs of length at least L symbols. Following E-MEM, we sample K-mers from the reference genome R with a fixed sampling step. E-MEM sets the sampling step to L À K þ 1 and inserts all sampled K-mers (seeds) in a hash table; the step choice guarantees that for any window of size L one (and only one) K-mer will be sampled. Then the query genome Q is scanned, with the step equal to 1; all matching sampled K-mer occurrences from R are found in the hash Unlike E-MEM, our solution samples both genomes with step greater than 1. To this end, we choose two positive integer parameters, k 1 and k 2 , such that gcdðk 1 ; k 2 Þ ¼ 1 (where gcd stands for the greatest common divisor) and k 1 Â k 2 L À K þ 1. The K-mers from genome R are extracted with step k 1 and inserted in a hash table. The genome Q is scanned with step k 2 and similarly its K-mers are extracted, candidate seeds are found in the hash table and then leftand right-extended. As the key mechanism is based on coprimality of the parameters k 1 and k 2 , we denote our algorithm as copMEM.
The correctness of our procedure implies from the following proposition. PROPOSITION 1. Let k 1 and k 2 be two positive integers that are coprime. Let r 1 2 f0; 1; . . . ; k 1 À 1g. For any r 2 f0; 1; . . . ; k 2 À 1g, the set S ¼ fik 1 þ r 1 j i ¼ 0; 1; . . . ; k 2 À 1g contains an element of the form jk 2 þ r, for some j ! 0.
PROOF. Let us create S 0 ¼ fðik 1 þ r 1 Þ mod k 2 j i ¼ 0; 1; . . . ; k 2 À 1g. All elements of S 0 are distinct. Indeed, were it not the case, we would have k 2 jvk 1 À uk 1 for some u, v, such that 0 u < v < k 2 , which, in light of the coprimality of k 1 and k 2 , implies that k 2 jv À u, a contradiction. As the size of S 0 is k 2 , all r, 0 r < k 2 , occur in it. h Let R i...iþL 0 À1 and Q j...jþL 0 À1 , where L 0 ! L, form a MEM. Denote r 1 ¼ i mod k 1 and r 2 ¼ j mod k 2 . If R i...iþL 0 À1 fully contains at least k 2 K-mers sampled with step k 1 , then, by the proposition above, for (at least) one of them, R i 0 ...i 0 þKÀ1 , we have i 0 mod k 2 ¼ r 2 . As R i...iþL 0 À1 and Q j...jþL 0 À1 are equal, and all K-mers sampled from Q j...jþL 0 À1 start at position j 0 such that j 0 mod k 2 ¼ r 2 , the K-mer Q jþiÀi 0 ...jþiÀi 0 þL 0 À1 is among the sampled K-mers and it is equal to R i 0 ...i 0 þKÀ1 . We thus showed that our sampling scheme cannot miss a seed for a matching window, provided appropriate choice of the parameters. To this end, and to minimize the number of sampled positions (assuming also that the input genomes are of similar length, which is usually the case), we set k 1 ¼ d ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi L À K þ 1 p e and k 2 ¼ k 1 À 1. Please note that copMEM can be perceived as a generalization of E-MEM, which uses k 1 ¼ L À K þ 1 and k 2 ¼ 1 in our framework. The worst-case time complexity of this approach is close to cubic in the genome length, which can be observed for the pathological case of genomes being runs of a single nucleotide. On the other hand, the classic suffix tree approach (Kurtz et al., 2004) solves the MEM finding problem in linear time for a constant alphabet, but requires significant memory resources.
Results
To evaluate the performance of copMEM, we chose the same large real datasets as used in the E-MEM paper. The datasets are in multi-FASTA format, with sizes ranging from 2.7 Gbs to 4.5 Gbs. Supplementary Material contains the dataset URLs and characteristics, as well as details on the test methodology. MEM finding times and RAM usages are given in Table 1 .
The parameter -t for E-MEM and essaMEM is the number of threads. We can see that despite the fact that copMEM in the current implementation is single-threaded, it is usually much faster than its competitors (running them with one thread yields close to an order of magnitude difference). In memory use, E-MEM is more frugal. The amount of space that copMEM occupies in the RAM memory is roughly described (in bytes) by the following formula: jRj þ jmaxQseqj þ 4 Â ð2 29 þ jRj=k 1 Þ þ joutputj, where 2 29 is the number of slots in the hash table and maxQSeq is the longest sequence (i.e., chromosome) in the query genome.
As most of its predecessors, copMEM is capable of computing forward matches (in the default mode), reverse-complement matches, or both. Times in seconds, memory (RAM) usages in GBs (G ¼ 10 9 ). Test platform: Intel i7-4930K 3.4 GHz CPU, 64 GB of DDR3-1333 RAM, SSD 512 GB, Ubuntu 17.10 64-bit OS. All codes written in Cþþ and compiled with gþþ 7.2.0 -march¼native -O3 -funroll-loops. I/O times are included. a In these cases, the esseMEM output was stored on a HDD, as its temp file grew to nearly 200 GB. The copMEM's values of (k 1 , k 2 ) for L ¼ 100 (resp. L ¼ 300) are (8, 7) (resp. (16, 15) ).
