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ABSTRACT
In many astrophysical systems, smoothly-varying large-scale variations coexist with small-scale fluc-
tuations. For example, a large-scale velocity or density gradient can exist in molecular clouds that
exhibit small-scale turbulence. In redshifted 21cm observations, we also have two types of signals -
the Galactic foreground emissions that change smoothly and the redshifted 21cm signals that change
fast in frequency space. Sometimes the large-scale variations make it difficult to extract information
on small-scale fluctuations. We propose a simple technique to remove smoothly varying large-scale
variations. Our technique relies on multi-point structure functions and can obtain the magnitudes of
small-scale fluctuations. It can also help us to filter out large-scale variations and retrieve small-scale
maps. We discuss applications of our technique to astrophysical observations.
Keywords: methods: data analysis — ISM: general — cosmology: observations — turbulence
1. INTRODUCTION
In many astrophysical fluids, smooth large-scale vari-
ations are overlaid with fast-varying small-scale fluctua-
tions. For example, magnetic fields in molecular clouds
may consist of smoothly-varying mean components and
shorter-scale turbulence components (see, for example,
Girart et al. 2006; Hildebrand et al. 2009; Houde et
al. 2009). Velocity fields in molecular clouds also exhibit
large-scale gradients, as well as small-scale turbulent fluc-
tuations (Imara & Blitz 2011). The separation of signals
into large-scale and small-scale ones is not limited to spa-
tial fluctuations. In observations of the redshifted 21 cm
lines, we may separate smoothly varying large-scale fore-
ground components and fast-fluctuating small-scale cos-
mological components in frequency space (Morales et al.
2006; Cho et al. 2012). We may also separate time-series
data into two components.
If large-scale variations and small-scale fluctuations co-
exist, the large-scale components sometimes make it dif-
ficult to obtain information on small-scale fluctuations.
For many applications, it is necessary to accurately mea-
sure small-scale fluctuations. For example, we could con-
strain turbulence parameters by observing the standard
deviation, skewness, or kurtosis of column density (e.g.,
Burkhart et al. 2009). If there is no large-scale varia-
tions of column density, it may be straightforward to ob-
tain those quantities from observations. However, when
there are large-scale variations, they will certainly affect
all those quantities.
The situation is similar for centroid velocity (for an op-
tically thin line), which is equal to the intensity-weighted
average velocity (see Section 2.2 for mathematical defi-
nition). Centroid velocity contains information on tur-
bulence velocity field and therefore has been used to di-
agnose properties of interstellar turbulence (von Hoerner
1951; Dickman & Kleiner 1985; Kleiner & Dickman 1985;
O’Dell & Castan˜eda 1987; Miesch & Bally 1994; Esquivel
et al. 2007). Therefore accurate measurements of the
small-scale centroid velocity fluctuations is important for
the study of interstellar turbulence.
Centroid velocity is also important for measurement of
interstellar magnetic fields (Cho & Yoo 2016; Gonza´lez-
Casanova & Lazarian 2017). The Chandrasekhar-Fermi
method (Chandrasekhar & Fermi 1953) is a popular and
simple technique to obtain strengths of interstellar mag-
netic fields projected on the plane of the sky, which makes
use of polarized emission in FIR/sub-mm wavelengths
from magnetically aligned grains (Gonatas et al. 1990;
Lai et al. 2001; Di Francesco et al. 2001; Crutcher et
al. 2004; Girart et al. 2006; Curran & Chrysostomou
2007; Heyer et al 2008; Mao et al. 2008; Tang et al.
2009; Sugitani et al. 2011; Pattle et al. 2017). The
Chandrasekhar-Fermi method is based on the following
assumption: If the mean magnetic field is strong, wan-
dering of magnetic field lines is small and, therefore, vari-
ation of polarization angle is small1. Cho & Yoo (2016)
showed that, if there are N independent eddies along
the line of sight (LOS), the variation of polarization an-
gle (δφ) is reduced by ∼ √N due to random averaging
effect. If we use the Chandrasekhar-Fermi method, the
reduction in δφ results in overestimation of magnetic field
strength by a factor of
√
N . Cho & Yoo (2016) suggested
that the standard deviation of centroid velocity divided
by average line width can tell us about
√
N (see Cho
(2017) for a heuristic explanation for this). Therefore
accurate measurements of the small-scale centroid veloc-
ity fluctuations is important for the application of the
Chandrasekhar-Fermi method. Since large-scale varia-
tions in the LOS velocity can severely affect the standard
deviation of centroid velocity, it is necessary to remove
the large-scale LOS velocity variations.
Fitting is frequently used to remove large-scale varia-
tions. For example, magnetic fields in molecular cores
frequently show an hour-glass morphology (Schleuning
1998; Houde et al. 2004). As explained in the previous
paragraph, the Chandrasekhar-Fermi method requires
measurement of δφ. However the large-scale magnetic
1 In fact, the method assumes tan δφ ∼ δb/B0 (≈ MA), where
δφ is the variation of polarization angle, δb is the strength of fluc-
tuating magnetic field, B0 is the strength of the mean magnetic
field projected on the plane of the sky, and MA is the Alfve´n Mach
number.
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morphology impedes accurate measurement of the quan-
tity, which makes it difficult to apply the Chandrasekhar-
Fermi method. To model the hour-glass shape large-
scale magnetic fields, a fitting function of the form x =
g + gCy2, where g and C are constants, has been suc-
cessfully used (Girart et al. 2006; Sugitani et al. 2010).
However, in many cases, fitting requires knowledge on
the large-scale variations a priori.
In this paper, we propose a technique to remove large-
scale variations. Our main goal is to obtain the standard
deviations of small-scale quantities. Nevertheless, our
technique can be also used to filter out large-scale vari-
ations and retrieve small-scale maps. Our technique re-
quires multi-point structure functions and does not rely
on fitting method. We first describe theoretical back-
grounds of our technique and numerical methods for test-
ing our technique in Section 2. We present our results in
Section 3. We give discussions and summary in Sections
4.
2. THEORETICAL CONSIDERATIONS AND NUMERICAL
METHODS
2.1. Removal of large-scale variation with multi-point
structure functions
Suppose that a quantity Q in real space exhibits a
large-scale variation, as well as small-scale fluctuations
(see Figure 1):
Q(x) = QL(x) +QS(x). (1)
We assume the spatial average 〈QS(x)〉 is zero when we
calculate the average on scales larger than the small-scale
correlation length lS :
〈QS(x)〉 = 0 (if scale > lS). (2)
Our goal is to remove the large-scale variation QL(x) and
obtain the standard deviation of the small-scale fluctu-
ation σQ. In this subsection, we show that multi-point
structure functions, rather than the conventional 2-point
structure function, can effectively remove the large-scale
variation.
2.1.1. Two-point structure function
In many problems, the usual 2-point second-order
structure function for a variable Q,
SF2pt2 (r) =
〈|Q(x + r)−Q(x)|2〉 avg. over x , (3)
is frequently used to diagnose structures on different
scales. In fact, it is related to power spectrum2. How-
ever, we should be careful when we use SF2pt2 . In the
presence of a large-scale variation, it may fail to reveal
small-scale structures correctly. If we select two points,
x and x+r, as in Figure 1(a), the difference of the large-
scale quantity (|∆2ptL | ≡ |QL(x) − QL(x + r)|) can be
larger than that of the small-scale quantity (|∆2ptS | ≡
2 If the one-dimensional power spectrum is proportional to k−m
(i.e., E(k) ∝ k−m), where k is the wavenumber, the 2-point second-
order structure function becomes SF2pt2 (r) ∝ rm−1 (see, for exam-
ple, Monin & Iaglom 1975). In the case of a steep spectrum (i.e.,
m > 3), the 3-point structure function (see Equation (7)) should
be used to reveal the correct spectral slope (Falcon et al. 2007;
Lazarian & Pogosyan 2008; Cho & Lazarian 2009).
(a) (b) 
x-r x x+r 
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2pt= Q(x)-Q(x+r) Q
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Figure 1. Large-scale variation and the 2-point and the 3-point
structure functions. (a) The large-scale variation dominates the
quantity ∆2ptQ if the separation r is large enough. (b) It is possible
that the small-scale fluctuations can dominate the quantity ∆3ptQ
even if r is large. (c) The behavior of a second-order structure
function in the absence of a large-scale variation. (d) The behav-
ior of a multi-point second-order structure function in the presence
of large-scale variations. If the structure function successfully re-
moves the large-scale effect, we will have an extended flat part
(‘plateau’) on scales larger than lS .
|QS(x)−QS(x + r)|), which results in
SF2pt2 =
〈
(∆2ptL + ∆
2pt
S )
2
〉
≈
〈
(∆2ptL )
2
〉
∝ r2
(if |∆2ptL | > |∆2ptS |), (4)
where r ≡ |r| and we assume that ∆2ptL varies smoothly.
Therefore, if the large-scale variation dominates the
small-scale fluctuations, it is not possible to reveal statis-
tics of the small-scale fluctuations from SF2pt2 .
2.1.2. Multi-point structure functions
If we use multi-point structure functions, we can re-
move substantial amount of the large-scale effects. Let
us consider difference of Q constructed with 3-points:
∆3ptQ = Q(x− r)− 2Q(x) +Q(x + r) (5)
(see Figure 1(b)). It is trivial to show that ∆3ptQ can ex-
actly eliminate a large-scale variation that has a constant
slope. If the large-scale variation is so smooth that
|∆3ptL | < |∆3ptS |, (6)
as in Figure 1(b), then the 3-point structure function
SF3pt2 ≡
1
3
〈|Q(x− r)− 2Q(x) +Q(x + r)|2〉 , (7)
can capture small-scale fluctuations correctly.
We can also construct 4-point and 5-point second-order
structure functions as follows:
SF4pt2 ≡
1
10
〈|Q(x− r)− 3Q(x)
+3Q(x + r)−Q(x + 2r)|2〉 , (8)
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SF5pt2 ≡
1
35
〈|Q(x− 2r)− 4Q(x− r) + 6Q(x)
−4Q(x + r) +Q(x + 2r)|2〉 (9)
(see Section 4.4 for general definition). It is worth not-
ing that SF4pt2 and SF
5pt
2 can exactly remove large-scale
variations that follow a quadratic and a cubic polyno-
mial, respectively.
2.1.3. The behavior of structure functions
Our primary goal is to obtain the standard deviation
σQ of small-scale fluctuations. We may obtain σ
2
Q from
the shape of a second-order structure function. Let us
consider small-scale turbulence with correlation length
lS . If there is no large-scale variation, the behavior
of a second-order structure function may look like Fig-
ure 1(c). When the separation r is small (i.e., when
r < lS), the structure function reflects small-scale tur-
bulence statistics and thus is an increasing function of r
(see, Footnote 2). When r > lS , QS(x + r) and QS(x)
are uncorrelated and the second-order structure function
gives
SF2 ≈ 2σ2Q (if r > lS). (10)
In fact, all the second-order structure functions men-
tioned above will give this value when r > lS .
On the other hand, if there is a large-scale variation
and a multi-point structure function successfully removes
a substantial part of it, then the behavior of the structure
function will look like Figure 1(d)3. When r < lS , the
structure function is an increasing function of r. When
r > lS the structure function becomes flat, because the
large-scale variation is substantially removed. The value
of the second-order structure function for the flat part is
∼ 2σ2Q. As r increases further, the accuracy of removing
the large-scale variation by the structure function gets
worse and ultimately the large-scale variation makes the
structure function increase again. If the large-scale vari-
ation is poorly removed, the flat part will be very short.
The bottom line is that resolving the flat part (here-
inafter ‘plateau’) is essential for obtaining σ2Q.
2.2. Numerical methods
In the previous subsection, we argued that it is more
advantageous to use multi-point SF2’s to remove large-
scale variations. In this paper, we test this idea using nu-
merical calculations. The observable quantities we con-
sider are the column density (Σ) and the velocity centroid
(Vc). The column density and the velocity centroid are
defined by
Σ =
∫
ρ dz, (11)
Vc =
∫
ρvz dz
/∫
ρ dz, (12)
where z is along the LOS, ρ is the 3-dimensional (3D)
density, and vz is the LOS velocity. We consider two
types of calculations.
3 Note that, if the large-scale gradient is very small, even the
2-point structure function can also show a similar behavior.
2.2.1. Simple sinusoidal large-scale variations
We generate data that contain both small-scale fluc-
tuations and a large-scale variation from the following
procedure. We take turbulence data as small-scale fluc-
tuations4.
First, we generate 3D turbulence data from a direct
numerical simulation of isothermal supersonic magneto-
hydrodynamic (MHD) turbulence, which contain only
small-scale fluctuations. The computational domain is
a cubic box of size 2pi (≡ L) and consists of 5123 grid
points. The simulation is identical to the model ‘KF20’
in Cho & Yoo (2016). The driving scale is about 20 times
smaller than the size of the computational domain, which
means that the typical size of largest energy-containing
eddies is about 20 times smaller than the size of the com-
putational box. The sonic and the Alfve´nic Mach num-
bers are ∼ 7 and ∼ 0.7, respectively. The fluid velocity
is zero (v = 0), density is one (ρ0 = 1), and the Alfve´n
speed of mean field is one (B0/
√
4piρ0 = 1) at t=0. Fur-
ther description of the code can be found in Cho & Yoo
(2016).
Our goal is to obtain the magnitudes of small-scale fluc-
tuations of column density and velocity centroid. Since
these fluctuations are related to 3D density and velocity
(see Equations (11) and (12)), we plot time evolution of
v2 and (δρ)2 in the left panel of Figure 2, where v is
the 3D velocity and δρ (≡ ρ − ρ0) is the fluctuating 3D
density. The data we use are taken at t∼6, at which the
r.m.s. velocity is ∼ 0.7 and δρ ∼ 1.6. The right panel
of Figure 2 shows spectra of the 3D velocity (Ev(k)) and
density (Eρ(k)). They have peaks at k ∼ 20, which cor-
responds to the average driving wavenumber.
Second, using the data, we calculate column density
(Equation (11)) and centroid velocity (Equation (12)).
The LOS is along the z-direction and is perpendicular
to the mean magnetic field. The standard deviations of
column density and centroid velocity (without a large-
scale variation) along the LOS are
σΣ ≈ 90, and σVc ≈ 0.084, (13)
and, therefore, we have
2(σΣ)
2 ≈ 1.6× 104, and 2(σVc)2 ≈ 0.014 (14)
(see Table 1).
Third, after calculating column density and centroid
velocity, we add simple large-scale variations. The large-
scale variations have the sinusoidal form
Q(x) = AQ sin [k(x− pi)] , k=1/2, 5/2, 9/2, (15)
where 0 < x ≤ 2pi and Q is either column density or
centroid velocity. The corresponding wavelengths of the
large-scale variations are λ (= 2pi/k) = 2L, 2L/5, and
2L/9, respectively. The amplitude A is 1024 for column
density (i.e., AΣ=1024) and 1.0 for centroid velocity (i.e.,
AV c=1.0), which are ∼ 10 times larger than the ampli-
tudes of the corresponding small-scale fluctuations. We
list properties of the turbulence data, including standard
deviations of small-scale fluctuations (σΣ and σVc), in
Table 1 (see Model KF20).
4 Note that the small-scale data are not necessarily turbulence
data. We use existing small-scale turbulence data for simplicity.
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Figure 2. The Run K20. We drive a fluid at k ∼ 20 and generate
supersonic isothermal turbulence. We take data cubes from the
run as small-scale fluctuating quantities. (a) Time evolution of 3-
dimensional (3D) v2 and (δρ)2. (b) The spectra of the 3D velocity
(v) and density (ρ) at t ∼ 6.
2.2.2. More complicated turbulent large-scale variations
In the previous subsection, we considered idealistic
large-scale variations. To see if our technique works
also for more complicated large-scale fluctuations, we
take large-scale turbulence data as the large-scale vari-
ations. To be specific, we use data of isothermal tur-
bulence driven at two different spatial scales simultane-
ously. The driving wavenumbers are near k∼ 2.5 and
k∼20. Since the two driving scales are well separated,
we can assume that the large-scale driving (i.e., driv-
ing near k∼2.5) generates large-scale variations, while
the small-scale driving (i.e., driving near k∼20) creates
small-scale fluctuations. We want to remove the former
and retain the latter. The sonic Mach number is around
unity and the numerical resolution is 5123. The numer-
ical setups for the simulation are virtually identical to
those of the Run CS L1.0 S2.0 in Yoo & Cho (2014), but
the numerical resolution for the current run is higher.
We list properties of turbulence in Table 1 (see Model
L1.0 S2.0).
Since turbulence is driven at small and large scales
simultaneously, it is not easy to define which are small-
scale fluctuations and which are large-scale ones. Never-
theless, since our goal is to retrieve small-scale fluctua-
tions, it is necessary to have rough estimates about the
magnitudes of small-scale fluctuations. We calculate the
standard deviations of the small-scale fluctuations, σΣ
and σVc , from the following procedure. First, we perform
Fourier transformation of the real-space data and obtain
wavevector-space data. Second, we filter out large-scale
data. To be specific, we set the Fourier amplitudes to
zero when k < 10 and retain the data when k ≥ 10. We
take k = 10 because the 3D spectra of velocity and den-
sity show different behaviors for k < 10 and k > 10 (see
Section 3.2 for details). Third, we transform the filtered
data back to real space. Fourth, we calculate σΣ and σVc
from the (filtered) real-space data. The resulting σΣ and
σVc are
σΣ ≈ 16, and σVc ≈ 0.041, (16)
which give
2(σΣ)
2 ≈ 510, and 2(σVc)2 ≈ 0.033 (17)
(see the data for KF2.5 20 in Table 1).
3. RESULTS
3.1. Sinusoidal large-scale variations
Figure 3 shows maps for column density (upper panels)
and centroid velocity (lower panels). The far left pan-
els (i.e., upper-left and lower-left panels) display maps
without a large-scale variation. Since there is no large-
scale variation, both column density and centroid veloc-
ity show only small-scale fluctuations. The panels in sec-
ond, third, and last columns from the left display maps in
the presence of large-scale variations with λ = 2L, 2L/5,
and 2L/9, respectively. As we can see in the maps, the
large-scale variations of both column density and cen-
troid velocity dominate small-scale ones.
Figure 4 shows our main results - the multi-point
second-order structure functions. The order of the panels
is the same as that of Figure 3. In case of small-scale fluc-
tuations only (far left panels), all the structure functions
are increasing functions of r when r . 10 and gradually
approach the same constant value when r > 10, which is
consistent with our expectation (see Figure 1(c)). The
values of the structure functions for r > 10 are
SF2(r > 10) ≈ 1.5× 104 (for Σ), (18)
and
SF2(r > 10) ∼ 0.013 (for Vc), (19)
which are virtually identical to 2(σΣ)
2 and 2(σVc)
2, re-
spectively (see Equation (14) and also Table 1).
In the presence of a large-scale variation with λ=2L
(i.e., k = 1/2; see Equation (15)), all structure functions,
except SF2pt2 (thin solid curves), can resolve the flat part
(‘plateau’) quite well (see the panels in the second col-
umn from the left). The panels in the right two columns
show that, when the wavelength λ of the large-scale vari-
ation becomes smaller, SF2pt2 can no longer resolve the
plateau. When λ = 2L/5 (the third panels from the left),
SF4pt2 and SF
5pt
2 clearly resolve the plateau, while SF
3pt
2
can barely resolve it. When λ = 2L/9 (far right panels),
the multi-point structure functions marginally resolve
the flat part. Among the multi-point structure functions
shown in the panels, SF5pt2 performs best. The values of
the second-order structure functions at the plateau are
very close to the values in Equation (14), or Equations
(18) and (19), which means that we can indeed extract
σ2Σ or σ
2
Vc
using the multi-point structure functions.
3.2. Turbulent large-scale fluctuations
As explained in Section 2.2.2, we apply the multi-point
structure functions to data of isothermal turbulence
driven simultaneously at two different spatial scales. We
plot the results in Figure 5: spectra of the 3D velocity
and density (upper-left panel), spectra of the 2D column
density and centroid velocity (upper-right panel), struc-
ture functions of column density (lower-left panel), and
those of centroid velocity (lower-right panel).
The spectra of 3D velocity and density (upper-left
panel) clearly show two peaks, one near the average
wavenumber of large-scale driving (k ∼ 2.5) and the
other near the average wavenumber of small-scale driving
(k ∼ 20). The large-scale fluctuations of 3D velocity and
density exhibit roughly power-law spectra for k < 10.
Both spectra get flatter after k ∼ 10 and the effects of
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Figure 3. Contour plots of column density (upper panels) and centroid velocity (lower panels). The far left panels (i.e. panels in the
first column from the left) show only small-scale fluctuations. Panels in the other columns contain both small-scale fluctuations, which
are identical to the ones in the first column, and large-scale variations of sinusoidal forms (see Equation (15)). The large-scale variations
dominate small-scale fluctuations. Note that λ denotes wavelength of the large-scale variations and L = 2pi.
Figure 4. The multi-point second-order structure functions for column density (upper panels) and centroid velocity (lower panels). The
arrangement of panels is the same as that of Figure 3. In the absence of large-scale variations (see the far left panels), all structure functions
converge to a constant value for r & 10. In the case of λ = 2L (panels in the second column from the left), the two-point structure functions
(thin solid lines) monotonically increase, while other multi-point structure functions have wide plateaus. In the case of λ = 2L/5 (panels in
the third column from the left), the 3-point structure functions (dashed lines) also monotonically increase, which means that they cannot
remove the large-scale variations well. In the case of λ = 2L/9 (far right panels), even the 5-point structure functions (thick solid lines)
fail to resolve well-defined plateaus. Note that the 5-point structure function performs better than the other ones shown in the panels.
the small-scale driving become clearly visible for k & 15.
The behavior of the spectra of column density and cen-
troid velocity (upper-right panel) is also similar. They
decrease as the wavenumber increases for k < 10, become
flat for 10 . k . 20, and decrease again after k ∼ 20.
We may assume that the flat and decreasing spectra for
k & 10 are due to small-scale fluctuations.
The 2-point structure functions (SF 2pt2 ) in the lower
panels do not exhibit plateaus, while structure functions
based on 3 or more points clearly show plateaus. The val-
ues of the multi-point second-order structure functions at
the plateaus are
SF2(at plateau) ∼ 800 (for Σ) (20)
and
SF2(at plateau) ∼ 0.005 (for Vc), (21)
which are not far from the estimates for 2(σΣ)2 and
2(σVc)
2, respectively, in Equation (17). Therefore we
can conclude that the multi-point structure functions can
also remove complicated large-scale variations reasonably
well.
4. DISCUSSIONS AND SUMMARY
6 Cho
Figure 5. The Run K2.5 20. We drive the fluid at k ∼ 2.5 and k ∼ 20 simultaneously and generate transonic isothermal turbulence. We
regard the structures generated by the large-scale driving (i.e., k ∼ 2.5) as large-scale variations and the ones by the small-scale driving
(i.e., k ∼ 20) as small-scale fluctuations. Upper-left: Spectra of (3D) v and ρ. Upper-right: Spectra of (2D) column density Σ and centroid
velocity Vc. Lower-left: Second-order structure functions for Σ. Lower-right: Second-order structure functions for Vc. Note the plateaus
near k ∼ 15.
Figure 6. Spectra for column density (upper panels) and centroid velocity (lower panels). We use a data cube from the Run K2.5 20.
We calculate spectra using either the original maps (512 × 512) or partial maps (256 × 256) . The reason we use the partial maps is to
include the edge effect. The plots in the first column from the left are the spectra of the original maps (on a grid of 512 × 512). The plots
in the other columns are the spectra of the partial maps (on a grid of 256 × 256) tapered by gaussian windows with different widths (see
the standard deviations σ’s of the window functions on the panels).
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4.1. Spectrum vs. multi-point structure functions
Power spectrum is also a useful tool to study small-
scale fluctuations. Indeed, if we can obtain the correct
power spectrum, it may be possible to separate large-
scale variations and small-scale fluctuations. However,
obtaining the correct spectrum is not easy when the data
are not periodic. If the data are not periodic, the dis-
continuity at the edge can severely affect the shape of
the power spectrum. To reduce this artifact, a tapering
window function is frequently used, which forces the val-
ues near the edge converge to zero. While the tapering
method should work fine when there are only small-scale
fluctuations, it may cause nontrivial effects when there
are also large-scale variations.
To demonstrate the effects of tapering window, we cal-
culate power spectra of non-periodic 2D maps using gaus-
sian tapering windows. We make use of the column den-
sity and the centroid velocity maps of the Run K2.5 20,
the resolution of which is 512 × 512. In order to make
the maps non-periodic we divide each map into 4 equal
quadrants and take only one of them, the resolution of
which is 256 × 256. To be precise, the original periodic
maps are define for 0 < x, y ≤ 2pi and the new non-
periodic maps are defined for 0 < x, y ≤ pi. We apply 2D
gaussian tapering windows with different widths
W (x, y) = e[(x−pi/2)
2+(y−pi/2)2]/(2σ2), (22)
where σ=L/5, L/10, and L/15, to the non-periodic maps
and calculate spectra. We plot the results in Figure 6.
The upper and lower panels are for column density and
centroid velocity, respectively. The far left panels show
the spectra of the original maps (with 512 × 512 reso-
lution), which should be identical to the spectra in the
upper-right panel of Figure 5. Note that each spectra
has two components - one for k . 10 and the other for
k & 10. The spectra in the other columns are the results
of 2D gaussian tapering. From left to right, the stan-
dard deviation (σ) of the gaussian function decreases. In
all the cases with the tapering windows, the small-scale
component seems to be marginally visible. Nevertheless
it may be difficult to draw any useful information from
the spectra.
As we can see in Figure 6, the shape of spectrum
changes when the shape of the tapering window changes.
It may be possible to get a correct power spectrum if we
know a proper shape of the window function. However,
there is no way to know the proper shape of the window
function a priori. The bottom line is that, although
spectrum provides useful information on power distribu-
tion as a function of scale, it is not easy to obtain the
correct spectrum. On the other hand, the multi-point
structure functions do not require any knowledge a pri-
ori, which makes them more useful in deriving informa-
tion on small-scale fluctuations.
4.2. Obtaining a small-scale map
Our technique discussed in earlier sections returns only
the magnitudes of small-scale fluctuations. In this sub-
section, we demonstrate our technique can be also used to
filter out large-scale variations and obtain a small-scale
map. For simplicity, we use the 3-point (SF3pt2 ) and the
5-point (SF5pt2 ) second-order structure functions.
Suppose that we have a map of an observable quan-
tity Q that contains both large-scale variations (QL) and
small-scale fluctuations (QS). If SF
3pt
2 or SF
5pt
2 shows a
plateau near a scale rp, then we have
QL(x) ≈ [QL(x + r) +QL(x− r)] /2 (23)
for SF3pt2 and
QL(x) ≈ [4QL(x + r) + 4QL(x− r)
−QL(x + 2r)−QL(x− 2r)] /6 (24)
for SF5pt2 (see the definitions of SF
3pt
2 and SF
5pt
2 ), where
x is a point on the map, r is a 2D displacement vector,
and |r| ∼ rp. Therefore, the 2-point average
Q¯(x) =
∑
rp−∆<|r|<rp+∆
[QL(x + r) +QL(x− r)] /2N
(25)
and the 4-point average
Q¯(x) =
∑
rp−∆<|r|<rp+∆
[4QL(x + r) + 4QL(x− r)
−QL(x + 2r)−QL(x− 2r)] /6N (26)
should be very good approximations for QL(x). Here
both rp − ∆ and rp + ∆ should lie in the plateau scale
and N is the number of summation. Note that the multi-
point averages are different from the usual (1-point) av-
erage with a top-hat window:
Q¯(x) =
∑
|x−x′|<rp
QL(x
′)/N. (27)
If we calculate a multi-point overage on a scale smaller
than the plateau scale, the the value Q¯(x) contains part
of small-scale fluctuations. On the other hand, if we
calculate a multi-point overage on a scale larger than the
plateau scale, then the value Q¯(x) loses some information
about large-scale fluctuations.
After obtaining an approximate value of QL(x) (i.e.,
Q¯(x)), it is trivial to obtain the small-scale value QS(x):
QS(x) ≈ Q(x)− Q¯(x). (28)
We may calculate spectrum of small-scale fluctuations
using QS(x).
In Figure 7 we demonstrate that this procedure is in-
deed working. We apply the multi-point average tech-
nique to the column density maps shown in Figure 3, in
which we can clearly see that the large-scale variations
dominate the small-scale fluctuations. We plot the re-
sults for the cases of λ = 2L and λ = 2L/5 in Figure
7. We use rp = 17.5 and ∆ = 2.5 (see Equations (25)
and (26)). Note that, while both SF3pt2 and SF
5pt
2 for
Σ have wide plateaus for λ = 2L, only SF5pt2 has a rea-
sonably wide plateau near r = 17.5 for λ = 2L/5 (see
Figure 4). We plot the resulting small-scale maps of the
usual 1-point average (Equation (27)), the 2-point aver-
age (Equation (25)), and the 4-point average (Equation
(26)) in the first, the second, and the third column from
the left, respectively. The upper panels are for λ = 2L
and the lower panels are for λ = 2L/5. As we can see
in the contour plots, since the large-scale variation is
8 Cho

 (

=
2
L)
 

 (

=
2
L/
5
)  
Figure 7. The reconstructed small-scale column density maps from the multi-point averaging technique for λ = 2L (upper panels) and
2L/5 (lower panels). We filter out the large-scale variations (see the maps in the second and third columns from the left in Figure 3)
using the usual (1-point) average (Equation (27)), the 2-point average (Equations (25)), and the 4-point average (Equation (26)). The
contour plots in the first, second, and third column from the left are maps reconstructed with the usual (1-point) averaging method, the
2-point averaging technique, and the 4-point averaging technique, respectively. The plots in the far right column show spectra. The thick
long-dashed lines are for the original small-scale spectrum, which should be identical to the one in the upper-left panel of Figure 6. The
dashed and the solid lines denote the spectra of the maps reconstructed with the 2-point and the 4-point average techniques, respectively.
Note that all 3 spectra coincide well on small scales, which means that the multi-point average technique can be used to reconstruct
small-scale maps and spectra.
smooth enough in the case of λ = 2L (upper panels),
all 3 averaging methods can remove the large-scale varia-
tion quite well. However, in the case of λ = 2L/5 (lower
panels), the usual 1-point average and the 2-point av-
erage leave residuals of the large-scale variation on the
maps, which means the usual 1-point average and the
2-point average cannot filter out the large-scale variation
completely. The result of the usual 1-point average is
worse than that of the 2-point average. On the other
hand, filtering by the 4-point average does not leave visi-
ble residuals on the map (see the lower panel in the third
column from the left). These results are not surprising
because the 5-point structure function does have a well-
defined plateau near r ∼ 17.5, while the 3-point structure
function doesn’t.
The line plots is in far right panels show the power
spectra. The thick long-dashed lines in the upper and
the lower panels denote the spectrum of the original
small-scale map of column density (see the upper-left
panel of Figure 3 for the original small-scale map). The
dashed and the thick solid lines represent the spectra of
the small-scale maps obtained by the 2-point and the 4-
point average techniques, respectively. That is, they are
spectra of the maps in the second and third columns in
Figure 7. The spectra represented by the dashed and the
thick solid lines do not have significant powers at small
wavenumbers (i.e., k . 10). However, the spectrum rep-
resented by the dashed line in the lower panel clearly
shows a peak near k ∼ 2.5, which corresponds to the
wavenumber of the large-scale variation. Note that the
values of E(k) is largest at k = 2.5 for the dashed line,
which is in agreement with the fact that the residual of
the large-scale variation is an outstanding feature of the
map in second-lower panel from the left. The thick solid
curve in the lower panel also has a peaks near k ∼ 2.5.
But, its value at k = 2.5 is not large, which is consistent
with the fact that the residual of the large-scale variation
is not really visible on the map in the third-lower panel
from the left. It is worth noting that the spectra from
the 2-point and the 4-point average techniques virtually
coincide with the spectrum of the original map when the
wavenumber k is large.
4.3. Application to observations
In this paper, we have proposed and tested a technique
to remove large-scale variations and obtain magnitudes
of small-scale fluctuations. Our technique does not rely
on fitting method that requires knowledge on a fitting
function a priori. Although we have focused only on col-
umn density and centroid velocity in this paper, we can
also apply our technique to FIR/sub-mm polarization,
redshifted 21 cm observations, or synchrotron emission
data. In principle, our technique is applicable to any
data that contain large-scale and small-scale fluctuations,
if their spatial/temporal/frequency scales are well sepa-
rated. For example, we can use our technique to separate
small-scale fluctuating velocity and large-scale rotational
velocity. We can also use our technique to obtain vari-
ations of polarization angles in regions where magnetic
fields have hourglass morphologies.
4.4. Construction of an n-point structure function
In general, we can construct an n-point second-order
structure function as follows:
SFn−pt2 (r) =
〈|∆n|2〉 (29)
with
∆n =
1
N
n−1∑
l=0
(−1)l
(
n− 1
l
)
Q
(
x+ (
n− 1
2
− l)r
)
(30)
with
N = 1
2
n−1∑
l=0
(
n− 1
l
)2
. (31)
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Table 1
Simulations.
Run Resolution Ms a B0/
√
4piρ¯ b kf
c σVc
d 2(σVc )
2 σΣ
e 2(σΣ)
2 AΣ
f AV c
g HD or MHD
KF20 5123 ∼7 1 20 0.084 0.014 90 1.6×104 1024 1.0 MHD
KF2.5 20 5123 ∼1 0 2.5 & 20 0.041 0.0033 16 510 - - HD
a The Sonic Mach number.
b The Alfve´n speed of mean magnetic field.
c Central driving wavenumber.
d Standard deviation of centroid velocity of small-scale fluctuations. For KF2.5 20, we calculate σVc using Fourier velocity and density modes
with k ≥ 10 (see text for details).
e Standard deviation of column density of small-scale fluctuations. For KF2.5 20, we calculate σΣ using Fourier density modes with k ≥ 10
(see text for details).
f Amplitude of large-scale column density. See Equation (15).
g Amplitude of large-scale centroid velocity. See Equation (15).
Here
(
n
l
)
is the binomial coefficient and (n− 1)/2 can be
either n/2 or n/2− 1 if n is an even number. Note that
∆n is the same as the n-th order central difference.
4.5. Summary
In summary, we have obtained the following results.
1. We develop a technique that can remove large-
scale variations in observable quantities. Our tech-
nique relies on multi-point structure functions and
gives us magnitudes of small-scale fluctuations (see
Equations (7)-(9), and (29)).
2. Our technique works fine for a large-scale variation
of a simple sinusoidal form. It also works reason-
ably well for a more complicated turbulent large-
scale fluctuations.
3. If a second-order structure function shows a
plateau, then the variance of the small-scale fluctu-
ations is equal to the value of the structure function
at the plateau divided by two (Equation (10)).
4. Our technique can be used to separate small-scale
fluctuations and large-scale variations. We have
discussed how to filter out large-scale variations
and obtain maps of small-scale fluctuations using
multi-point averages (Section 4.2).
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