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RESUME 
Les systèmes solaires thermiques combinés à un système d’appoint tel que une chaudière, 
une pompe à chaleur ou intégrant une machine à absorption, peuvent jouer un rôle important 
dans la réduction des consommations des bâtiments pour les besoins de chauffage, de 
climatisation et de production d’eau chaude sanitaire. Dans ce sens, la caractérisation des 
performances énergétiques des systèmes thermiques est un enjeu crucial. 
 
Les méthodes de caractérisation actuellement disponibles sont soit basées sur plusieurs 
essais physiques séparés des composants du système à évaluer, chose qui ne prend pas en 
compte les vraies interactions entre ces derniers, soit sur des modèles physiques qui peuvent 
être complexes et difficilement identifiables notamment du fait que les systèmes actuels sont 
compacts et préfabriqués en usine. En l’absence de méthode fiable pour estimer les 
performances des systèmes solaires thermiques avant leur intégration au bâtiment, le marché 
de ses derniers subit de fortes contraintes pour son développement. 
 
Dans ce contexte il devient indispensable de développer une méthodologie générique qui 
peut être appliquée à différentes typologies de systèmes et qui pallie les difficultés rencontrées 
par les méthodes actuelles. 
 
L’approche d’évaluation proposée dans ce mémoire est constituée de quatre étapes 
principales : la détermination d’une séquence de test, l’essai du système dans un banc d’essai 
semi-virtuel selon la séquence déterminée, l’acquisition des données et l’identification d’un 
réseau de neurones artificiels (RNA) du système et enfin la simulation du modèle en vue de 
l’estimation de la consommation du système dans l’environnement désiré. L’avantage d’utiliser 
un modèle complètement « boîte noire » du système complet à l’aide des RNA la rend 
totalement « non intrusive ». La connaissance des paramètres internes aux systèmes 
(rendements, conductivités thermiques, régulation etc.) n’est en conséquence pas nécessaire 
pour l’application de la méthodologie. 
 
La validation de la méthodologie a été réalisée à travers plusieurs expérimentations 
numériques, pour 7 systèmes issus de 3 typologies différentes, durant lesquelles les 
estimations des RNA ont été comparées aux calculs des modèles physiques dans plusieurs 
conditions différentes (qualité du bâtiment, climat et surface du capteur). Une application de 
l’approche développée dans le cas de 5 systèmes réels a permis la confirmation de la 
pertinence de la méthodologie. 
 
MOTS-CLÉS : Modélisation, Réseaux de neurones, Systèmes Thermiques, Bâtiment, 
Energie solaire. 
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ABSTRACT 
Solar thermal systems combined with a backup system such as a boiler, a heat pump or 
incorporating an absorption chiller, can play an important role in reducing buildings energy 
consumption for heating, cooling and hot water production needs. In this sense, characterizing 
the energy performance of thermal systems is crucial. 
 
Currently available methods of system characterization are either based on several 
separate physical tests of system components to be evaluated, which do not take into account 
the real interactions between them, or on physical models that can be complex and difficult to 
identify especially because systems nowadays are compact and prefabricated in the factory. 
Due to the lack of a reliable method to estimate the performance of solar thermal systems 
before their integration into buildings, their market faces a lot of impediment to be developed. 
 
In this context, it becomes essential to develop a generic methodology that can be applied 
to different types of systems which overcomes the difficulties encountered by the current ones. 
 
The proposed evaluation approach in this manuscript is composed of four main steps: 
determining a test sequence, testing the system in a semi-virtual test bench according to 
predetermined sequence, data acquisition and identifying an artificial neural network (ANN) of 
the system and finally the model simulation in order to estimate the system consumption in the 
desired boundary condition. Using a completely "black box" model of the whole system using 
the ANN makes the methodology totally "non-intrusive". No prior knowledge about the systems 
internal parameters (yields, thermal conductivities, regulation etc.) is necessary to apply the 
proposed approach. 
 
The methodology validation was performed through several numerical experiments for 
seven systems coming from three different typologies. During the validation process, ANN 
estimates were compared with calculations of physical models in several different conditions 
(quality of building, climate and collector area). The developed approach was applied to five 
real systems as well. The application results allowed the confirmation of the methodology 
relevance. 
 
KEYWORDS: Modeling, Artificial neural networks, Thermal systems, Building, Solar energy. 
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NOMENCLATURE 
Variable Désignation Unité 
 Par alphabet Grec  ߙ Premier paramètre de la fonction objectif (cas de la régularisation 
bayésienne) 
[-] ߚ Inclinaison du capteur  [°]  ߛ Orientation du capteur par rapport au sud [°] ߛௌ  Azimut solaire par rapport au sud [°] ߜ Deuxième paramètre de la fonction objectif (cas de la régularisation 
bayésienne) 
[-] ߟ௖௔௣௧,௣௔௥  Le rendement du capteur dans le système parallèle [-] ߠ AŶgle d’iŶĐideŶĐe [°] ߠௌ AŶgle d’iŶĐideŶĐe suƌ uŶe suƌfaĐe hoƌizoŶtale [°] � Ecart-type [-] �ݏܾ Constante de Stephan-Boltzman [W.m-2K-4]  ሺ�ߙሻ௘௡ Produit transmittance-absorbance effective du capteur pour un 
rayonnement solaire direct à incidence normale 
[-] � Vecteur de régression du modèle  [-] ߱ Un poids synaptique du RNA [-] 
 Par alphabet Français  ܣ Surface du capteur [m²] ܾ Biais d’uŶ RNA [-] ܾ଴ CoŶstaŶte pouƌ le ĐalĐul du faĐteuƌ d’aŶgle d’iŶĐideŶĐe  [-] ܥ Nombre de neurones dans la couche cachée [-] ܿ Indice indiquant le numéro du neurone considéré dans la couche cachée [-] ܿଵ Coefficient de pertes du capteur linéaires  [W.m-2K-1] ܿଶ Coefficient de pertes thermiques du capteur non linéaires  [W.m-2K-2]  ܿଷ Coefficient de pertes thermiques du capteur en fonction de la vitesse du 
vent  
[W.m-3K-1] ܿସ Coefficient de pertes thermiques du capteur en fonction de la 
température du ciel 
[W.m-2K-1] ܿହ Capacité thermique du capteur [J.m-2.K-1] ܿ଺ Rendement optique en fonction du vent [s.m-1] ܥܱ ௣ܲ௔௖,௣௔௥  COP de la PAC dans le système parallèle [-] ܦ� EŶseŵďle des doŶŶĠes d’appƌeŶtissage [-] ݀௢௙௙ Déphasage de la fonction sinusoïdale décrivant ௧ܶ௔௣ [-] ࢋ Perturbations (symbole en gras) [-] ݁ Indice indiquant le numéro de la variable d’eŶtƌĠe [-] ܧ Noŵďƌe d’eŶtƌĠes du RNA [-] ܧ௅  EĐlaiƌeŵeŶt pouƌ les loŶgueuƌs d’oŶde supĠƌieuƌes à ϯ�݉ [W.m-2] ܧ[ܺ] Fonction espérance mathématique [-] ݂ FoŶĐtioŶ d’aĐtiǀatioŶ d’uŶ ŶeuƌoŶe [-] ܨ Fonction mathématique représentant un système réel  [-] ̂ܨ Estimation de ܨ [-] ܨ′ FaĐteuƌ d’effiĐaĐitĠ du Đapteuƌ [-] 
Nomenclature 
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ܩ Eclairement global [W.m-2] ܩ௕ Eclairement direct [W.m-2] ܩௗ Eclairement diffus [W.m-2] ܩ௚௥௔ௗ Vecteur gradient [-] ܪ Matrice hessienne [-] ܭ CoŶstaŶte ĐaƌaĐtĠƌisaŶt le foŶĐtioŶŶeŵeŶt de l’Ġŵetteuƌ [W.K-n] ܭ�௕  FaĐteuƌ d’aŶgle d’iŶĐideŶĐe pouƌ le ƌaǇoŶŶeŵeŶt diƌeĐt  [-] ܭ�ௗ  FaĐteuƌ d’aŶgle d’iŶĐideŶĐe pouƌ le ƌaǇoŶŶeŵeŶt diffus  [-] ܮ Fonction de Vraisemblance [-] ݉̇ௗℎ௪ DĠďit de puisage d’EC“ [kg.h-1] ݉̇௦ℎ DĠďit daŶs l’Ġŵetteuƌ de Đhaleuƌ  [kg.h-1] ݊ Exposant caractéristique du radiateur [-] ܰ Nombre d’ĠĐhaŶtilloŶs de doŶŶĠes [-] ௗܰ௔௬,௦௘௤  Nombre de jours de la séquence de test [-] ܱܾ݆ Fonction objectif  [-] ݌ Fonction densité de probabilité [-] ௔ܲ௨௫ PuissaŶĐe du sǇstğŵe d’appoiŶt  [W] ௖ܲ௔௣௧,௢௨௧  Puissance fournie par le capteur [W] ௗܲℎ௪ PuissaŶĐe des ďesoiŶs d’EC“  [W] ௦ܲ௖ Puissance des besoins de climatisation  [W] ௦ܲℎ Puissance des besoins de chauffage  [W] ௦ܲℎ,ௗ PuissaŶĐe de diŵeŶsioŶŶeŵeŶt de l’Ġŵetteuƌ de Đhaleuƌ [W] ௦ܲ௢௟,௡௘௧  Apports solaires nets sur le plan du capteur [W.m-2] ݍ Nombre de poids synaptiques [-] ℛ Ensemble des nombres réels  [-] ܴ௑,௒ FoŶĐtioŶ d’iŶteƌ-corrélation entre X et Y [-] ܵ Nombre de sorties [-] ݏ Indice indiquant le numéro de la variable de sortie [-] ݐܽ݊ℎ Fonction tangente hyperbolique  [-] ௖ܶ௔௣௧ Température du capteur solaire [°C] ௗܶℎ௪ TeŵpĠƌatuƌe d’EC“  [°C] ௗܶℎ௪,௖௢௡௦  TeŵpĠƌatuƌe de ĐoŶsigŶe pouƌ l’EC“ [°C] ௘ܶ௫௧  Température extérieure  [°C] ௘ܶ௫௧,ௗ Température extérieure de base de dimensionnement des émetteurs [°C] ݐ݅݉݁ Temps [h] ௜ܶ௡௧  Température intérieure du bâtiment [°C] ௦ܶℎ,௖௢௡௦  TeŵpĠƌatuƌe de ĐoŶsigŶe à l’iŶtĠƌieuƌ du ďâtiŵeŶt [°C] ௦ܶℎ,௜௡ TeŵpĠƌatuƌe d’eau eŶ eŶtƌĠe de l’Ġŵetteuƌ  [°C] ௦ܶℎ,௜௡,ௗ TeŵpĠƌatuƌe d’eau de diŵeŶsioŶŶeŵeŶt eŶ eŶtƌĠe de l’Ġŵetteuƌ [°C] ௦ܶℎ,௢௨௧  TeŵpĠƌatuƌe d’eau eŶ soƌtie de l’Ġŵetteuƌ [°C] ௦ܶℎ,௢௨௧,ௗ TeŵpĠƌatuƌe d’eau de diŵeŶsioŶŶeŵeŶt eŶ soƌtie de l’Ġŵetteuƌ [°C] ௧ܶ௔௣ TeŵpĠƌatuƌe d’eau fƌoide [°C] ௧ܶ௔௣,௔௩ TeŵpĠƌatuƌe ŵoǇeŶŶe de l’eau fƌoide [°C] ࢛ Vecteur des entrées  [-] ݒ Vitesse du vent [m.s-1] ࢝ VeĐteuƌ des paƌaŵğtƌes d’uŶ RNA [-] ࢝� VeĐteuƌ des paƌaŵğtƌes optiŵauǆ d’uŶ RNA [-] ࢝̂ Estimation de ࢝ [-] 
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INTRODUCTION GENERALE 
Les besoins de chauffage, de climatisation et d’eau chaude sanitaire au sein des bâtiments, 
représentent environ 30% de la consommation en énergie finale au niveau mondial, selon 
l’AIE. 
Le secteur du bâtiment est un poste important de consommation d’énergie finale et en 
conséquence constitue un potentiel important de réduction de la consommation d’énergie et 
d’émission de gaz à effet de serre puisque les sources d’énergie utilisées sont pratiquement 
toutes fossiles. Aussi, les énergies renouvelables ont connues un développement massif lors 
des dernières décennies. Les développements technologiques récents permettent de valoriser 
ces ressources via des systèmes solaires thermiques innovants transformant l’énergie solaire 
pour répondre aux besoins du bâtiment. Ces systèmes sont souvent combinés à un système 
d’appoint pour compléter la ressource solaire lorsqu’elle est insuffisante. 
 
Dans ce contexte les systèmes thermiques innovants peuvent jouer un rôle déterminant 
pour atteindre les objectifs de réduction des consommations d’énergie des bâtiments et 
d’émissions des gaz à effet de serre. 
 
Cependant, il a été remarqué sur le terrain que beaucoup d’installations ont des 
performances en deçà des performances attendues (mauvais dimensionnement, inadéquation 
à l’usage réel, mauvaise mise en œuvre, entretien/maintenance défaillant etc.), ce qui fait que 
le système ne permet pas de réduire effectivement la consommation de l’énergie comme 
souhaité. Or, une mauvaise maîtrise de l’intégration des systèmes hydrauliques, de la 
régulation et surtout des connexions entre les composants du système peut augmenter 
considérablement sa consommation. La caractérisation des performances énergétiques des 
systèmes thermiques devient en conséquence un enjeu crucial. 
 
Actuellement, les méthodes de caractérisation sont principalement basées sur des essais 
en régime statique, sur une extrapolation à un régime dynamique, et sur une juxtaposition des 
différentes fonctions (chauffage, climatisation, production d’eau chaude sanitaire, ventilation) 
ou sources d’énergie (renouvelable, traditionnelle, intermittente, …). Il apparaît cependant que 
cette méthodologie, en limitant les effets des interactions entre fonctions et sources d’énergie, 
et en ne prenant en compte que partiellement les lois de contrôle-commande, est imprécise et 
empêche toute comparaison directe entre systèmes différents. Face à cette situation il devient 
impossible de garantir aux utilisateurs les performances du système pour l’environnement 
désiré (climat, qualité du bâtiment). Les conséquences de cette situation font que le marché 
des systèmes solaires thermiques subit de très fortes contraintes pour son développement. 
 
Pour pallier cette difficulté, l’objectif de ce travail est de définir une méthodologie générique 
de caractérisation des performances énergétiques des systèmes thermiques innovants pour le 
bâtiment au travers d’essais de courte durée en régime dynamique. 
La méthodologie proposée dans ce mémoire est constituée de quatre étapes principales : (i) 
la détermination d’une séquence de test, (ii) l’essai du système dans un banc d’essai semi-
virtuel selon la séquence déterminée, (iii) l’acquisition des données et (iv) l’identification d’un 
modèle du système et enfin la simulation du modèle en vue de l’estimation de la 
consommation du système dans l’environnement désiré. 
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L’intérêt de cette nouvelle méthodologie par rapport aux méthodes existantes concerne sa 
capacité à s’adapter à différentes typologies de systèmes et la possibilité de caractériser les 
systèmes compacts (produits préassemblés en usine) qui sont de plus en plus présents sur le 
marché. En effet, la méthodologie est basée sur l’identification d’un modèle complètement 
« boîte noire » du système complet avec des réseaux de neurones artificiels, ce qui la rend 
totalement « non intrusive ». La connaissance des paramètres internes aux systèmes 
(rendements, conductivités thermiques, régulation etc.) n’est en conséquence pas nécessaire 
pour l’application de la méthodologie. Aussi, la méthodologie reste objective c’est-à-dire que 
son application ne dépend pas de l’utilisateur et peut être appliquée par un non expert ce qui 
la rend compatible avec un moyen de certification de systèmes. 
 
Le présent mémoire de thèse est organisé en quatre chapitres et trois annexes. 
 
Le premier chapitre présente quelques solutions de systèmes thermiques innovants ainsi 
que le contexte énergétique mondial et français et y situe la place du secteur du bâtiment. Il 
aborde également l’enjeu de l’évaluation des performances énergétiques des systèmes 
thermiques à énergies renouvelables et le rôle qu’ils peuvent jouer dans ce contexte. 
 
Ensuite le deuxième chapitre aborde le processus de développement de la méthodologie. 
Les conditions auxquelles la méthodologie doit se conformer sont présentées. Selon l’étude 
réalisée une modélisation « boîte noire » par des réseaux de neurones artificiels apparait 
comme la technique de modélisation la plus adaptée à la problématique de la thèse. 
Le processus de développement des modèles neuronaux, du choix du nombre de neurones 
dans la couche cachée et des entrées pertinentes à la question de la sélection du modèle, a 
été étudié et commenté dans ce deuxième chapitre. Enfin, une première application de la 
méthodologie a été réalisée dans le cas d’un système solaire avec un appoint réalisé par une 
chaudière à gaz. 
 
Le troisième chapitre s’intéresse à l’extension de la méthode proposée pour de nouveaux 
systèmes à l’aide d’expérimentations numériques. Comme la méthodologie d’évaluation des 
systèmes solaires combinés doit être générique, elle a été appliquée à d’autres systèmes de 
deux typologies différentes. Ceci a permis d’investiguer son caractère générique. 
 
Enfin le quatrième chapitre permet d’évaluer la méthodologie dans le cas de systèmes 
réels. En effet, la méthodologie a été appliquée à plusieurs systèmes testés selon la méthode 
de test SCSPT sur le banc d’essai semi-virtuel. Les estimations des modèles développés sont 
comparées aux mesures. 
Ce travail se termine par une conclusion générale présentant la contribution de la thèse, les 
enseignements qu’il est possible d’en tirer et les perspectives d’amélioration et d’application. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapitre I.  Enjeu de l’évaluation des performances 
énergétiques des systèmes thermiques à énergies 
renouvelables 
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INTRODUCTION 
L’objectif de la thèse est de développer une méthodologie permettant l’estimation des 
performances énergétiques des systèmes solaires combinés pour les applications dans le 
bâtiment (chauffage, climatisation et production d’eau chaude sanitaire). La méthodologie doit 
être à la fois générique, valable pour différents types de systèmes, tout en gardant un niveau 
de complexité minimale pour qu’elle reste compatible avec une intégration dans une norme ou 
certification. Il s’agit dans ce premier chapitre de présenter, brièvement, le contexte 
énergétique actuel, le rôle que ces systèmes peuvent jouer dans ce contexte, et un état de l’art 
des méthodes actuellement disponibles. 
 
Ce chapitre se décompose en deux parties principales. La première dresse tout d’abord un 
résumé de la question énergétique mondiale, et montre qu’il y a un fort potentiel d’économie 
d’énergie dans le secteur du bâtiment. Ensuite une étude bibliographique, non exhaustive, des 
travaux récents ayant pour objet l’étude des systèmes solaires combinés (SSC) est réalisée. 
Les SSC combinent la ressource solaire et une deuxième source d’énergie. Cette dernière 
peut être de nature non renouvelable (cas des SSC classiques) ou en partie renouvelable (cas 
des SSC combinés à une pompe à chaleur ou à une machine à absorption). Ces systèmes 
thermiques innovants apparaissent comme une solution alternative aux systèmes utilisés 
actuellement. 
La deuxième partie recense, dans un premier temps, les contraintes majeures freinant le 
développement du marché des SSC. Il s’agit notamment du manque d’une approche globale 
et générique d’évaluation des performances de ces systèmes. Une présentation des 
différentes approches et méthodes développées avec leurs limites et avantages, est abordée 
dans un second temps. 
 
Il ressort de ce chapitre, qu’une nouvelle méthodologie est indispensable. Cette 
méthodologie doit permettre l’estimation de la consommation annuelle des SSC, dans 
différentes conditions (climats, bâtiments etc.). Et ce, en se basant sur un seul test physique 
court selon la méthode de test SCSPT développée au sein de l’INES. 
I.1.  Enjeu des systèmes thermiques innovants 
I.1.1.  Aperçu de la situation énergétique dans le monde 
La révolution industrielle, caractérisant le passage d'une société à dominante agricole et 
artisanale à une société commerciale et industrielle [1], a transformé de façon radicale les 
habitudes, le mode ainsi que les conditions de vie de l’homme contemporain. La découverte 
des ressources énergétiques fossiles, notamment le pétrole, semblait être une opportunité tant 
cherchée. 
 
Les mesures de la température réalisées dans différents endroits du globe, au cours du 
20ème siècle montrent une augmentation de la température moyenne par rapport au siècle 
précédent. Cette augmentation se serait déroulée en deux étapes, la première de 1910 à 
1945, la deuxième de 1976 à aujourd'hui [2]. Ces deux étapes sont séparées par une période 
de légère baisse du niveau de température. En outre, les travaux de plusieurs chercheurs 
indépendants du GIEC montrent l’existence d’une corrélation entre la concentration en CO2 et 
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la température à la surface de la terre [3]. Suite à ces constatations, l’exploitation massive des 
combustibles fossiles a été pointée du doigt comme étant certainement la responsable. 
Actuellement, les affirmations du GIEC, exprimées dans les différents rapports qu’il a produits 
[4], ont tranchées sur la responsabilité des énergies fossiles dans l’augmentation des gaz à 
effet de serre (GES) lors des dernières décennies. Actuellement la majorité des décideurs 
reconnaissent que le réchauffement climatique est d’origine anthropogène. 
Tableau 1- 1 : Réserves et consommations des principales ressources énergétiques fossiles 
correspondants aux années *2013, **2012 et ***2011. Source : US Energy Information Administration 
 Pétrole (milliards de barils) Gaz (billions de litres) Charbon (millions de kg) 
Réserves 1 645,98* 193 866,60* 888 866 395,20*** 
Consommation 32,97* 3 398,88** 7 665 382,77** 
Outre le caractère nuisible à l’environnement des énergies fossiles, les réserves 
énergétiques non renouvelables (actuellement connues) sont très limitées comme le montre le 
Tableau 1- 1 et n’arriveront pas à suivre la très forte consommation énergétique remarquée 
ces dernières années. En effet, avec le rythme actuel de la consommation mondiale et en se 
basant sur les données du tableau précédent, il en résulte qu’il reste seulement 50 années 
d’exploitation du pétrole, 57 années d’exploitation du gaz et 116 années pour l’exploitation du 
charbon. Les réserves de gaz de schiste sont abondantes mais restent également limitées: 
elles représentent, selon l’AIE, environ 120 à 150 ans de la consommation actuelle de gaz 
naturel. 
La situation énergétique et environnementale globale est encore plus complexe. La 
population mondiale ne cesse d’augmenter de façon presque linéaire pendant les trois 
dernières décennies (Figure 1- 1). La croissance de la population génère naturellement plus 
d’activités et crée plus de besoins. Ainsi, entre 1980 et 2012, la consommation en énergie 
primaire a augmenté de 83% et de 70% pour le CO2, avec une augmentation moyenne 
annuelle d’environ 2,6% et 2,2% respectivement. 
Les récentes prévisions montrent que la demande d’énergie continuera d’augmenter. Selon 
[5] la consommation de l’énergie dans les pays en voie de développement augmentera avec 
une moyenne annuelle de 3.2%, et dépassera celle des pays développés à partir de l’année 
2020 dont le ratio moyen annuel sera d’environ 1,1%. 
 
Face à cette situation inédite et en dehors d’une percée scientifique majeure permettant le 
captage du CO2, deux possibilités s’offrent à l’humanité pour garantir un environnement 
durable et sain : favoriser l’utilisation d’énergie provenant de sources renouvelables ou tout 
simplement consommer moins d’énergie soit par sobriété, soit en améliorant l’efficacité des 
systèmes énergétiques. L’apport du présent travail, présenté dans les sections suivantes, 
touche à la fois ces deux aspects. 
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Figure 1- 1 : Evolution relative de la consommation mondiale en énergie primaire, des émissions du CO2 
et de la population mondiale. L’année de référence est 1980. Source : AIE et The World Bank 
I.1.2.  Besoins et consommations d’énergie dans les bâtiments 
La consommation en énergie finale est souvent attribuée à quatre principaux secteurs 
économiques : l’industrie, le transport, le résidentiel et le tertiaire. La Figure 1- 2 montre que le 
secteur industriel est le plus énergivore avec environ 51% de consommation suivi du secteur 
du bâtiment avec une valeur de 30% (résidentiel et tertiaire). En conséquence, 30% d’énergie 
finale consommée dans le monde est due aux besoins dans les bâtiments (bureaux, 
commerces, hôpitaux, écoles, hôtels etc.). La recherche permanente du confort, la croissance 
de la population ainsi que l’augmentation du temps passé dans les bâtiments sont les 
principales raisons qui ont fait que ce secteur dépasse le niveau de consommation du secteur 
des transports [5]. 
 
 
Figure 1- 2 : Consommation en énergie finale mondiale par secteur en 2011. Source : AIE 
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Figure 1- 3 : L’utilisation d’énergie  par service dans les pays développés en 2007. Source : rapport 
d’IIASA [6] (HDD = heating degree day) 
Les besoins pour le chauffage, la production de l’eau chaude sanitaire (ECS) et pour la 
climatisation (dans les climats chauds) sont les services responsables de la grande partie de 
consommation d’énergie dans les bâtiments (tous types de bâtiment confondus). 
Comme le montre la Figure 1- 3, l’utilisation de l’énergie attribuée à ces services, dans les 
pays développés, représente approximativement entre 60% et 87% d’énergie consommée 
dans le bâtiment. Une grande partie de cette énergie est de source fossile (Figure 1- 4). Les 
logements et les bâtiments de type tertiaire sont ainsi à l’origine d’environ 33% des émissions 
de CO2, 66% de chlorofluorocarbures et entre 25% et 33% de noir de carbone [6]. Dans les 
pays du sud, la consommation d’énergie dans le bâtiment est également prépondérante. Elle 
représente plus de 45% de l’énergie totale consommée par tous les secteurs dans ces pays 
en 1992 selon les statistiques des Nations Unies. Dans les zones climatiques chaudes les 
besoins de climatisation prennent la place des besoins de chauffage. Avec une population 
extrêmement élevée et des ressources énergétiques uniquement basées sur des énergies 
émettrices de GES, la situation énergétique et environnementale dans ces pays pourrait être 
plus préoccupante dans le futur. 
 
Figure 1- 4 : La consommation mondiale en énergie finale par source dans les secteurs résidentiels 
(gauche), commerciaux et publics (droite) en 2007 [6] 
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I.1.3.  Focus sur la France 
Il est vrai que les besoins unitaires des bâtiments en France diminuent dans le temps (grâce 
à l’isolation thermique, la prise en compte des aspects énergétiques durant la construction, la 
réhabilitation des logements etc.). Cependant la demande en énergie dans ce secteur reste 
très importante notamment en raison du stock important de bâtiments existants fortement 
consommateurs. 
L’analyse des données statistiques concernant le secteur du bâtiment révèle son poids, en 
tant que poste de consommation, dans le contexte énergétique français. Globalement la 
consommation du secteur du bâtiment (résidentiel et tertiaire) est pratiquement stable depuis 
2003. Avec 68,7 Mtep de consommation en énergie finale en 2012, il représente 44,5% de la 
consommation totale, loin devant les transports (31,8 %), l'industrie (20,8 %) et l’agriculture 
(2,9%) (Figure 1- 5). 
 
 
Figure 1- 5 : Évolution de la consommation finale énergétique nationale par secteurs d’activités à climat 
normal (pas d’effet de température). Source : chiffres clés ADEME, 2013 
La consommation totale se décompose en deux tiers pour les bâtiments d'habitation 
(résidences principales et secondaires) et un tiers pour le secteur tertiaire [7]. 
En 2012, les besoins de chauffage, de production de l’ECS et de la climatisation 
représentaient environ 73,4% de la consommation énergétique du secteur résidentiel et 66% 
dans le secteur tertiaire (chiffres clés ADEME, 2013). Les émissions unitaires de CO2 
attribuées au secteur résidentiel (principalement pour les besoins de chauffage et d’ECS) ont 
diminué considérablement depuis les années 1970 (Figure 1- 6). Néanmoins, la quantité des 
émissions des GES reste importante (77,44Mt de CO2, 1218,56kt de CO et 28,05kt de SO2 en 
2011). 
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Figure 1- 6 : Évolution des émissions unitaires de CO2 des résidences principales par usage à climat 
normal. Source : chiffres clés ADEME, 2013 
Selon la Figure 1- 7, le gaz occupe une place prépondérante parmi les types d’énergie 
utilisés pour le chauffage des résidences principales (36,1%). L’électricité chauffe 31,5 % de 
l’ensemble des logements. Selon l’ADEME, le mazout est le troisième combustible utilisé dans 
l’ensemble des logements avec un taux d’équipement de 14,6 %. Le réseau de chaleur, avec 
5%, prévaut essentiellement dans les résidences collectives. L’analyse de la consommation 
d’énergie du secteur tertiaire entre 2001 et 2010 (Figure 1- 8) montre que cette dernière est 
principalement issue de sources fossiles. Les énergies renouvelables sont donc très 
minoritaires dans le secteur du bâtiment. Les logements et les bâtiments de type tertiaire sont 
ainsi à l’origine de 22% des émissions nationales de gaz à effet de serre en 2012 (selon 
l’ADEME). Ce pourcentage est encore plus prononcé pour les pays dont les ressources 
énergétiques sont fortement émettrices des GES (contrairement à la France pour laquelle 75% 
de la production en énergie électrique est d’origine nucléaire). 
 
Figure 1- 7 : Résidences principales selon le combustible utilisé pour le chauffage en 2010 (INSEE) 
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Figure 1- 8 : La consommation d’énergie du secteur tertiaire entre 2001 et 2010 en millions de tep. Source 
: Commissariat général au développement durable 
Face à cette situation inédite, la France s'est engagée, selon l’INSEE, à diviser par quatre 
ses émissions de GES d'ici à 2050, afin de contenir le réchauffement climatique à un niveau 
d'élévation de 2°C par rapport à 1990. Elle s’est engagée également à passer d'ici 2020 à 20% 
de part des énergies renouvelables dans la consommation énergétique globale, à réduire les 
émissions de GES d'au moins 20% par rapport à 1990, et à réaliser 20% d'économies 
d'énergie par rapport aux projections réalisées pour l'année 2020. 
Le respect de ces engagements, au moins, en ce qui concerne le secteur du bâtiment est, 
selon l’ADEME, conditionné par trois éléments : 
 
1. Un plan ambitieux de construction et de rénovations thermiques. 
2. Des équipements plus performants (fonctionnant principalement avec des énergies 
renouvelables) pour un niveau de confort au moins équivalent. 
3. Des usages spécifiques rationalisés et sobriété énergétique. 
 
Le présent travail de recherche s’inscrit dans le deuxième volet d’action, à savoir, le 
développement d’une méthode de caractérisation des systèmes thermiques pour améliorer 
leur intégration au bâtiment et par conséquent, réduire la consommation d’énergie dans ce 
secteur. 
I.1.4.  Les systèmes thermiques innovants: une solution ? 
Le rayonnement solaire atteignant la surface de la Terre a une valeur maximale d’environ 
1000W/m². Certes, cette valeur est atténuée par les nuages, néanmoins la quantité d’énergie 
reçue et réellement exploitable, reste suffisante pour satisfaire une grande partie des besoins 
énergétiques mondiaux. En effet, l’énergie solaire reçue au sol est 10000 fois supérieure à la 
consommation mondiale actuelle d’énergie [7]. L’énergie solaire peut être exploitée de 
plusieurs manières : (i) Utilisation passive de l’énergie solaire pour minimiser les besoins de 
chauffage, (ii) Utilisation active de l’énergie solaire via des systèmes thermiques innovants, (iii) 
Conversion thermodynamique de l’énergie solaire en électricité et (iv) Conversion 
photovoltaïque de l’énergie solaire. 
Les travaux de recherche de cette thèse s’intéressent à la deuxième manière de 
valorisation des énergies renouvelables. En effet, des systèmes thermiques innovants 
capables de transformer l’énergie solaire en énergie utile, existent. En outre de l’énergie 
solaire, ces systèmes sont également capables de puiser l’énergie stockée dans l’air ou le sol 
(gratuite et permanente). Dans la littérature (par exemple dans [8]) il est possible de trouver la 
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description de différents systèmes thermiques à énergie renouvelable pour les applications 
dans le bâtiment. 
 
Dans le but de faire apparaitre le rôle important que ces systèmes innovants peuvent jouer 
dans la réduction de la consommation en énergie finale dans le secteur du bâtiment, une 
présentation de ces derniers a été réalisée. Il s’agit d’une présentation des différentes 
catégories de systèmes, leurs composants et des travaux récents sur ce sujet. 
 
Les informations présentées dans les trois paragraphes suivants sont basées sur les 
travaux présentés dans [9-35]. 
I.1.4.1 Les systèmes solaires combinés 
Un système solaire combiné est un système thermique actif qui a comme fonction la 
transformation du rayonnement solaire disponible en énergie thermique utile, et ce pour 
répondre, en partie, aux besoins en chauffage et en eau chaude sanitaire (combinaison de 
deux fonctions) d’un bâtiment. 
Le rayonnement solaire annuel est si abondant qu’il est possible, théoriquement, de 
répondre aux besoins thermiques d’un bâtiment rien qu’avec de l’énergie solaire. En effet, 
sous l’hypothèse d’une irradiation de 1000kWh/m² annuelle, l’énergie solaire captée par un 
panneau solaire thermique de 25m² de surface, bien orienté, pourrait couvrir les besoins 
thermiques d’un bâtiment moyennement isolé accueillant une famille de 4 personnes à 
Stockholm [9]. Aussi, pour les habitations labellisées BBC (bâtiment base consommation), une 
surface de seulement 10m², soumise aux mêmes conditions d’irradiation, pourrait être 
suffisante [9]. Cependant, cette abondante irradiation annuelle globale ne peut être totalement 
exploitée en pratique, pour répondre aux besoins des bâtiments. En effet, l’inconvénient des 
systèmes solaires thermiques est que l’évolution du rayonnement solaire n’est pas en phase 
avec celle des besoins en chauffage (Figure 1- 9). Les besoins en ECS sont sensiblement 
constants sur toute l’année. 
 
Figure 1- 9 : Evolutions au cours de l’année de l'énergie solaire (capteurs solaires de 8m²), des besoins en 
chauffage, en ECS et en climatisation (dans la ville de Réveillon) 
La figure précédente montre que l’énergie solaire est disponible en abondance uniquement 
pendant l’été alors que pendant cette période les besoins en chauffage sont très faibles voire 
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inexistants. L’évolution inversée entre les besoins et la ressource rend l’utilisation d’un 
système d’appoint indispensable pendant la période hivernale. En outre, il est nécessaire 
d’utiliser un système de stockage de l’énergie thermique pour résoudre le problème de 
déphasage entre la ressource solaire et les besoins de chauffage (notamment pendant la nuit) 
à l’échelle journalière. Pour toutes ces raisons, le dimensionnement d’un SSC n’est pas juste 
une question de choix de la surface du capteur solaire. Ce type de système assez complexe, 
nécessite la prise en compte dans le dimensionnement de tous les aspects entrant en jeu 
dans le processus de la transformation des ressources (solaire et appoint) en énergie 
thermique utile : captage de l’énergie solaire, stockage de l’énergie, gestion de l’appoint [9]. 
Un tel dimensionnement doit résulter en un système qui fait appel le moins possible au 
système d’appoint et valorise au maximum l’énergie solaire sans pour autant compromettre la 
couverture des besoins du bâtiment. 
 
Sur la Figure 1- 10 est représenté un exemple type d’un système solaire combiné avec un 
appoint par une chaudière. Tous les SSC sont constitués de quatre composants principaux (en 
dehors des organes hydrauliques et de protection) : 
 
 Capteur solaire thermique : élément nécessaire pour capter le rayonnement solaire et le 
transformer en énergie thermique. La chaleur est ensuite transférée, au sein du capteur 
même, à un fluide caloporteur. Le rendement d’un capteur solaire (rapport entre 
l’énergie extraite en sortie du capteur et l’énergie reçue à sa surface) est une fonction 
décroissante de la différence de température entre la température du capteur et de l’air 
ambiant [10]. Il est donc indispensable de faire fonctionner le capteur solaire à des 
niveaux de températures les plus proches possibles de la température de l’air ambiant 
ce qui réduit les pertes de chaleur du capteur vers l’extérieur. Plusieurs technologies 
ont été développées pour optimiser le captage de l’énergie solaire. Elles diffèrent dans 
les matériaux utilisés pour absorber le rayonnement solaire ainsi que par leur 
architecture. Les capteurs les plus utilisés dans les installations thermiques pour le 
bâtiment sont les capteurs plans vitrés et à tubes sous vide (Figure 1- 11). Les derniers 
fonctionnent avec des niveaux de températures qui peuvent être supérieurs à 100°C. 
 
 Système de stockage : la fonction de ce composant consiste à stocker toute l’énergie 
thermique disponible (fournie par le capteur solaire) dans un ballon hydraulique ou un 
plancher chauffant pour son utilisation au moment opportun. En effet, les horaires 
d’ensoleillements sont très souvent en déphasage avec les heures de consommation. 
Les systèmes de stockage actuels sont utilisés uniquement pour résoudre le problème 
de déphasage journalier. Des travaux de recherches sont en cours dans le but de 
développer des systèmes de stockage inter-saisonnier (stockage thermochimique par 
exemple [11]). Ce type de système est très prometteur car, en théorie, ils peuvent 
stocker toute l’énergie solaire disponible pendant la période estivale pour la restituer 
lors de la période hivernale. 
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Figure 1- 10 : Schéma de principe Système solaire combiné avec un appoint par une chaudière à gaz : 
chauffage et ECS. (1) Capteur solaire, (2) système de stockage, (3) ECS, (4) émetteur, (5) régulation, (6) 
système d’appoint  
 
Figure 1- 11 : Capteurs solaires les plus utilisés. Sources : Home Ecoenergie (capteur tube sous vide) à 
gauche et Solarskies (capteur plan vitré) à droite 
 Systèmes d'appoint : son rôle consiste à fournir la quantité d'énergie nécessaire au 
système pour répondre aux besoins du bâtiment dans le cas de ressources solaires 
insuffisantes. L'énergie d'appoint peut être de différents types : électricité, fioul, gaz 
ou bois. Les conditions de fonctionnement de la chaudière dépendent de la source 
d'énergie sélectionnée [9]. En effet, dans le cas d'une chaudière à condensation, il 
est nécessaire de faire en sorte que la température de retour soit la plus basse 
possible pour récupérer l'énergie de condensation en plus de l'énergie sensible. 
Tandis que cette température dans le cas d'une chaudière à bois doit être élevée 
pour pallier les problèmes de corrosion et de dépôt liés à la fumée de combustion. Le 
système de contrôle de la chaudière doit être adapté au type de chaudière car 
certaines ont la possibilité de varier la puissance en fonction de la demande alors 
que d'autres fonctionnent uniquement en « Marche-Arrêt ». Pour éviter les situations 
d'inconfort dans le bâtiment, liées à une quantité insuffisante de chaleur solaire, il est 
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conseillé de dimensionner le système de telle sorte que la chaudière peut répondre à 
elle seule aux besoins du bâtiment. 
 
 Le système de régulation : il contrôle le système solaire pour gérer au mieux les flux 
énergétiques entre ses composants (stockage, source d'appoint et source solaire). 
Le contrôle de l'installation se fait à travers les différentes vannes et pompes de 
circulation au niveau de chaque circuit (solaire, chauffage, appoint). 
 
Les systèmes disponibles dans le commerce se distinguent les uns des autres par la 
manière dont les flux d’énergie au sein de chaque système sont gérés et du principe de 
stockage utilisé. En effet, il existe deux grandes catégories de SSC : 
 
 Systèmes stockant l’énergie dans un ballon hydraulique d’un volume allant de 500l à 
1500l en fonction des besoins énergétiques du bâtiment et de la taille de 
l’installation. Il est toujours nécessaire de garder une stratification thermique au sein 
du ballon (cela permet d’augmenter de 15% les performances du système [12]). En 
effet, la stratification permet de garder une température élevée dans la partie haute 
du ballon pour les besoins en ECS et une température moins élevée dans la partie 
basse du ballon nécessaire pour un meilleur fonctionnement du capteur solaire. Une 
telle gestion de l’énergie au sein du stockage permet de réduire l’appel au système 
d’appoint et ainsi de consommer moins d’énergie. 
 
 Systèmes stockant l’énergie dans une dalle épaisse (plancher chauffant d’une 
douzaine de centimètres d’épaisseur). L’intérêt de ce type de système réside dans 
le fait qu’il n’est pas nécessaire d’intégrer un ballon de stockage à l’installation 
solaire. Le plancher chauffant joue à la fois le rôle du système de stockage et de 
l’émetteur de chaleur. Sans élément intermédiaire entre le capteur solaire et le 
bâtiment, les pertes thermiques sont moins importantes ce qui permet d’améliorer 
les performances du système. En l’absence de besoins en chauffage, le capteur 
solaire chauffe uniquement un ballon de petite taille pour les besoins d’ECS. La 
programmation du système de régulation doit prendre en compte l’inertie du 
bâtiment pour gérer le déphasage entre les horaires de l’ensoleillement maximal et 
les besoins de chauffage. Ainsi, il sera possible d’éviter des températures 
excessives qui peuvent générer de l’inconfort au sein du bâtiment. 
 
Au sein de ces deux catégories, il existe plusieurs façons de gérer le décalage entre la 
disponibilité de l’énergie solaire et les besoins de chaleur. Les différents systèmes se 
différencient selon les stratégies adoptées pour aborder notamment les deux points évoqués 
ci-dessous [9] : 
 L’énergie thermique nécessaire pour répondre aux besoins de chauffage et d’ECS 
est stockée dans un ou plusieurs ballons hydrauliques. 
 L’utilisation de l’appoint : en parallèle avec le capteur solaire pour chauffer l ’eau 
dans le ballon de stockage, séparé du ballon de stockage (l’énergie d’appoint est 
transférée directement aux besoins) ou intégré au ballon. 
 
Enfin il est important d’attirer l’attention du lecteur que les performances des systèmes solaires 
thermiques sont très dépendantes de la charge à laquelle ils sont confrontés. En effet, il a été 
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montré dans [13] que pour qu’un SSC fonctionne de manière optimale, il est plus important 
d’utiliser des composants bien dimensionnés plutôt que des composants performants. 
 
Une description détaillée des différentes classes de systèmes est donnée dans les livrables 
du projet européen Combisol ( [14] et [15]). 
I.1.4.2 Pompe à chaleur et SSC 
Parmi les différents types de SSC existants, certains fonctionnent avec une PAC comme 
système d’appoint. Leur fonctionnement est le même que les systèmes solaires combinés 
classiques. Seul le type d’appoint est différent Figure 1- 12. 
 
Une pompe à chaleur est un système thermodynamique (Figure 1- 13) qui puise des 
calories de l’air ou du sol (en fonction de la source de chaleur considérée) pour les transférer 
via un cycle thermodynamique au milieu à traiter. Elle est composée de quatre éléments : 
 
 Evaporateur : un échangeur de chaleur qui sert à prélever de la chaleur au niveau de 
l’environnement (source de chaleur : air, sol, eau etc.) qui sera captée par le fluide 
caloporteur (à faible point d’ébullition). Le fluide change d’état et se transforme en 
vapeur. 
 Le compresseur : comme son nom l’indique, sert à compresser la vapeur. Dans le cas 
d’une compression adiabatique, cette augmentation de pression s’accompagne d’une 
augmentation de température. 
 Le condenseur : un échangeur de chaleur qui sert à prélever de la chaleur au niveau de 
la vapeur surchauffée qui sera transmise au milieu à chauffer (ballon de stockage d’eau 
chaude). Le fluide toujours comprimé redevient liquide en se condensant. 
 Le détendeur : sert à diminuer la pression du fluide caloporteur. La température de ce 
dernier s’abaisse fortement le rendant prêt pour une nouvelle absorption de chaleur. 
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Figure 1- 12 : Schéma de principe Système solaire combiné avec un appoint par une pompe à chaleur à 
échangeur géothermique: chauffage et ECS. (7a) PAC, (7b) échangeur géothermique 
 
Figure 1- 13 : Schéma de principe d’une pompe à chaleur 
Le couplage d’un système solaire avec une PAC est une solution innovante, très attirante 
pour la réduction de l’utilisation des ressources non renouvelables pour les besoins d’ECS et 
de chauffage. La consommation du système combiné à une PAC se réduit à la consommation 
du compresseur en électricité (ou du gaz pour certains types de PAC). Une pompe à chaleur 
performante et correctement dimensionnée consomme moins d’énergie primaire et émet 
moins de CO2 qu’une chaudière à énergie non renouvelable comme l’ont montré certains cas 
d’études [16], [17], [18], [19]. Une comparaison entre le cycle de vie d’une PAC et d’une 
chaudière à gaz, ainsi qu’entre leurs impacts sur l’environnement a été réalisée dans [20]. Les 
résultats du cas d’étude montrent, selon un critère de jugement combinant à la fois les effets 
sur la santé, l’environnement extérieur et la consommation du système, que la PAC est plus 
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respectueuse de l’environnement. Malgré le coût d’investissement de départ qui est plus élevé 
pour les PAC, le temps nécessaire pour la rentabilité du capital investi est de l’ordre de 4 ans 
[18]. 
 
Les premiers développements de SSC à appoint par PAC remontent aux années 70 après 
la crise pétrolière. Ils resteront toutefois très peu commercialisés. L’engouement explicite à ce 
type de systèmes date seulement de la dernière décennie [21]. En effet, la majorité des 
travaux de recherches consacrés à ces systèmes ont été publiés pendant la période de 2009-
2014. 
 
Parmi les approches de classification de ce type de systèmes, celle développée dans le 
cadre de la Tâche 44 de l’AIE est la plus globale [22]. Elle permet de classifier et représenter 
les systèmes en fonction des sources d’énergie et de la configuration du système sous forme 
d’un schéma avec des notations génériques. 
 
Les SSC à appoint par PAC se déclinent en trois grandes catégories (Figure 1- 14 et Figure 
1- 15). La première regroupe les systèmes dont le capteur solaire ainsi que la PAC alimentent 
en parallèle le ballon de stockage en énergie thermique. Dans cette configuration le capteur 
solaire n’a pas d’influence sur le fonctionnement de la PAC. La deuxième catégorie regroupe 
les systèmes pour lesquels l’évaporateur de la PAC est relié directement en série au capteur 
solaire ou indirectement via un stockage froid (exemple sur la Figure 1- 16). Ce type de 
systèmes permet la valorisation du rayonnement solaire capté par les capteurs solaires 
fonctionnant à basse température. La troisième regroupe les systèmes hybrides qui peuvent 
fonctionner en mode parallèle ou en série. 
 
Les capteurs solaires plans vitrés et à tube sous vide sont plus souvent utilisés pour les 
systèmes en parallèle tandis que les capteurs non vitrés sont utilisés uniquement pour les 
systèmes hybrides et en série. 
 
La conception, le contrôle ainsi que l’installation des systèmes en parallèle sont les moins 
compliqués. Cette constatation explique leur dominance du marché. En effet, 61% des 
systèmes commercialisés adoptent un concept en parallèle, 6% en série et 33% hybride [21]. 
Dans chacune des catégories, plusieurs possibilités de gestion des flux d’énergie, entre les 
sous-systèmes et les charges, sont possibles comme pour le SSC classique (paragraphe 
précédent). La PAC peut également, dans chaque catégorie, avoir comme source de chaleur 
la géothermie ou l’air. A titre d’exemple, les résultats de l’enquête présentés dans [23] 
montrent qu’environ 48% des systèmes en parallèle sont équipés d’une PAC air-eau et 40% 
d’une PAC eau glycolée-eau. 
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Figure 1- 14 : Représentation, en « square view », d'un système solaire combiné à une PAC en parallèle, 
Tâche 44 de l’AIE 
 
Figure 1- 15 : Représentation, en « square view », d'un système solaire combiné à une PAC en série, 
Tâche 44 de l’AIE 
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Figure 1- 16 : Représentation, en « square view », d'un système solaire combiné à une PAC pouvant 
fonctionner en parallèle ou en série (via un stockage froid), Tâche 44 de l’AIE 
Il existe peu de données de suivi in situ ou d’études expérimentales pour les différents 
concepts de systèmes solaires avec un appoint par PAC. Les études d’évaluation de leurs 
performances ainsi que la comparaison entre les différentes technologies sont dans la majorité 
des cas basées sur des simulations numériques. Dans [24] les auteurs comparent les résultats 
de simulations entre deux systèmes parallèles (deux sources de chaleur : géothermie et air) et 
un système série avec un grand stockage froid. Les simulations ont été réalisées dans les 
mêmes conditions c.-à-d. même type de bâtiment, même surface de capteurs solaires et 
même climat. Les résultats montrent que les systèmes parallèles permettent de significatives 
économies d’électricité en comparaison avec une solution de référence, c.-à-d. une PAC seule 
sans ressources solaires. Cette économie relative d’énergie est plus grande dans le cas de la 
PAC eau glycolée-eau, cependant la consommation en électricité absolue dans le cas d’une 
PAC air-eau est plus faible. Les auteurs montrent également que le système en série peut 
atteindre les performances d’un système parallèle avec une PAC géothermique à condition 
d’augmenter la surface des capteurs solaires. Dans ce cas il est possible de diminuer le 
volume du stockage froid qui est très coûteux. L’étude [25] similaire à la précédente mais plus 
générale, intégrant plus de paramètres dans les simulations tels que le type du capteur solaire, 
la stratégie du système de régulation et le climat, permet de lister les conclusions suivantes : 
 
 L'intérêt de coupler un système solaire à une PAC en parallèle est d'augmenter le 
coefficient de performance saisonnier SPF (Tableau A- 2) du système et donc 
l'économie d'énergie. L'économie d'électricité dépend beaucoup de la surface et du type 
des capteurs, de la source de chaleur utilisée et de la charge (climat et bâtiment). 
 
 L'utilisation d'une vanne thermostatique au niveau des radiateurs permet d'augmenter 
l'économie d'énergie. En effet, la vanne thermostatique régule le débit à l’entrée des 
radiateurs en le limitant au débit nécessaire pour répondre aux besoins. Le SPF est 
cependant légèrement meilleur sans la vanne thermostatique car, dans ce cas de 
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figure, la puissance fournie pour le chauffage est surestimée notamment pendant les 
journées avec de forts apports solaires. 
 
 Recommandations à propos de l'intégration du système de stockage : i) le 
thermocouple contrôlant la production de l'ECS à partir de l'appoint doit être situé, dans 
le ballon, sur une distance suffisamment éloignée de la zone de chauffage (30cm pour 
un ballon de stockage de 80cm de diamètre), ii) En mode production d'ECS le retour du 
ballon vers la PAC doit être tiré au-dessus de la zone de chauffage, iii) contourner le 
stockage lorsque la PAC fonctionne en mode chauffage, vi) le chargement de la partie 
supérieure du ballon pour l'ECS ne doit pas dépasser quelques heures et finalement v) 
la qualité de stratification du système de stockage doit être prise en compte avec 
différents débits pendant l'installation. 
 
 L’utilisation d'un capteur solaire comme source de chaleur de la PAC pouvant 
fonctionner avec deux sources de chaleur n'améliore les performances du système que 
si la relation suivante est vérifiée [26]: 
 
∆ܥܱ ௣ܲ௔௖ሺܥܱ ௣ܲ௔௖,௣௔௥ − ͳሻ × ∆ߟ௖௔௣௧ߟ௖௔௣௧,௣௔௥ > ͳ (1- 1) ∆ܥܱ ௣ܲ௔௖ et ∆ߟ௖௔௣௧ sont respectivement la différence entre le COP de la PAC et le 
rendement du capteur des systèmes parallèle et en série. ܥܱ ௣ܲ௔௖,௣௔௥  est le COP de la 
PAC dans le système en parallèle. ߟ௖௔௣௧,௣௔௥  est le rendement du capteur dans le cas du 
système en parallèle. 
Puisque cette relation est difficilement réalisable les systèmes en parallèle sont à 
privilégier [26]. 
 
 Peu de retour d'expérience ou d'études sont disponibles pour les systèmes exploitant 
l'énergie solaire comme unique source de chaleur. Cependant, un tel système peut 
être, en théorie, pertinent dans deux cas : i) pour éviter un forage coûteux ou ii) si la 
température ambiante est très basse, ce qui veut dire qu’une PAC air-eau n’est pas 
bien adaptée dans ce cas de figure, l'utilisation d'un stockage froid (de la glace) peut 
former la source de chaleur de la PAC. Un appoint électrique doit néanmoins être 
prévu dans ce cas. 
 
 La régénération (Figure 1- 17) : l'utilisation d'une partie de l'énergie solaire pour 
régénérer de la chaleur dans les forages est pertinente uniquement dans les cas où 
ces forages ont été sous-dimensionnés (systèmes déjà en place). 
 
Parmi les quelques études expérimentales qui se sont intéressées aux systèmes solaires 
couplés aux PAC figurent les travaux suivants : 
 
 Dans l’article [27] S. Stark et al ont exploité des mesures sur terrain d’une durée d’un 
peu plus d’une année pour analyser les performances de 3 systèmes parallèles. Les 
trois systèmes se différencient entre eux par le type de l’appoint supplémentaire 
(chaudière électrique ou gaz) et les caractéristiques des sous-systèmes (surface du 
capteur, capacité des PAC air-eau etc.). Les conclusions de l’étude réalisée montrent 
que le couplage d’un système solaire à une PAC air-eau demande encore beaucoup 
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d’amélioration notamment dans son installation et la gestion intelligente de son système  
de contrôle pour maximiser les gains solaires, les performances de la PAC mais aussi 
celles du système global. Une attention très particulière a été donnée à la quantité 
d’énergie utilisée pour le dégivrage. Les résultats montrent qu’il est essentiel de réduire 
la consommation d’énergie à cet effet dans le but d’augmenter les performances 
énergétiques du système. Des propositions pour la réduction de l’énergie utilisée pour 
le dégivrage ont été également proposées (utilisation de l’énergie solaire par exemple). 
 
 Dans l’article [28] V. Trillat-Berdal et al se sont intéressés à un système hybride avec 
régénération de la chaleur géothermique grâce au capteur solaire. Après 11 mois de 
fonctionnement, les résultats montrent que cette configuration est capable de garantir le 
confort du bâtiment individuel avec une fraction solaire de 68% (part d’énergie solaire 
gratuite dans la consommation d’énergie globale) et des coefficients COP de la PAC 
allant de 2,6 à 3,75 (en fonction de la période). La régénération de la chaleur 
géothermique était déterminante pour garder un COP à des niveaux élevés car elle 
permet de réduire la fatigue du sol. Les auteurs montrent également que le contrôle des 
pompes de circulation affecte énormément les performances du système. Il est donc 
important de s’assurer que les pompes fonctionnent uniquement quand la PAC est en 
marche. 
 
 
Figure 1- 17 : Représentation, en « square view », d'un système solaire combiné à une PAC en parallèle 
avec une possibilité de régénération de la chaleur du sol, Tâche 44 de l’AIE 
I.1.4.3 Le système solaire multifonction 
Outre les deux premiers systèmes thermiques à énergies renouvelables décrits ci-dessus, 
le système solaire couplé à une machine à absorption commence à attirer l’attention de la 
communauté scientifique et industrielle. L’intégration d’une machine à absorption, Figure 1- 
18, dans la configuration du système permet de répondre non seulement aux besoins en ECS 
et en chauffage mais également en climatisation. L’utilisation d’une machine à absorption au 
lieu d’une PAC à compresseur est plus adaptée car les besoins pour la climatisation sont en 
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phase avec la disponibilité des ressources solaires indispensables pour le fonctionnement de 
la machine (pour la partie générateur de la machine). 
 
Figure 1- 18 : Schéma de principe d’un système solaire combiné couplé à une machine à absorption : 
chauffage, ECS et climatisation. (8a) machine à absorption, (8b) tour de refroidissement, (8c) ballon de 
stockage froid 
Le fonctionnement d’une machine à absorption ressemble à celui de la PAC classique pour 
laquelle la compression mécanique de la vapeur est remplacée par une compression 
thermique grâce à un couple absorbeur/absorbant. Le fonctionnement des deux éléments 
caractérisant le cycle de ce type de machine (Figure 1- 19) peut être décrit ainsi : 
 
 L’absorbeur, comme son nom l’indique, absorbe la vapeur d'eau créée dans 
l'évaporateur dans le but d’y maintenir la basse pression nécessaire à la vaporisation du 
réfrigérant ; 
 Pour éviter la saturation de l’absorbeur, la solution est régénérée dans le concentrateur. 
Elle est réchauffée par une source de chaleur (un capteur solaire par exemple) pour 
évaporer l’eau. La solution régénérée retourne à l'absorbeur. 
 
Les systèmes solaires intégrant une machine à absorption sont encore dans un état de 
développement beaucoup moins mature que les deux systèmes présentés ci-dessus. Jusqu’à 
présent il n’existe aucune approche de classification ou de recensement des systèmes 
commercialisés. La majorité des études sur le sujet des systèmes solaires intégrant une 
machine à absorption s’intéresse uniquement à la fonction de climatisation. En conséquence, 
les conclusions présentées dans le paragraphe suivant sont tirées de recherches 
bibliographiques sur des systèmes intégrant une machine à absorption, incluant ou non la 
fonction chauffage. 
...….
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Figure 1- 19 : Schéma de principe Machine à absorption. Source : Energie Plus. 
La Figure 1- 20 ( [29]) présente les combinaisons possibles entre un système solaire et les 
différents types de machines à sorption (machines fonctionnant sans compresseur 
mécanique). La figure montre que les machines à absorption sont plutôt adaptées aux 
capteurs à tubes sous vides ou aux capteurs plans vitrés. Les températures de fonctionnement 
se trouvent dans un intervalle allant de 75°C à 110°C pour une machine simple effet. Les 
capteurs solaires cités ont un rendement supérieur à 50% pour ces niveaux de températures. 
 
 
Figure 1- 20 : Différentes combinaisons possibles de couplage entre un système solaire et une machine à 
sorption [29] 
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Dans [30], les auteurs présentent une étude expérimentale d’une machine à absorption 
simple effet, avec une source solaire comme générateur. Les résultats montrent que les 
performances de la machine dépendent de ses conditions de fonctionnement et qu’il existe 
pour chaque condition un COP optimal. Les auteurs trouvent que la machine atteint ses 
performances maximales (COP = 0,7) à basse température au niveau du condenseur et de 
l’absorbeur (32°C), et ce pour une température du générateur au moins égale à 68°C. Une 
étude plus récente [31] et plus générale a permis la proposition des Figure 1- 21 et Figure 1- 
22, qui donnent la performance des machines en fonction des températures du condenseur et 
du générateur. La maîtrise de ces deux températures étant impossible à cause de leur 
variabilité, il s’avère donc nécessaire d’intégrer au système une régulation efficace qui doit 
permettre le fonctionnement dans les conditions optimales. 
 
Dans [32] et [33], les auteurs proposent de remplacer la tour de refroidissement, 
généralement utilisée comme condenseur des machines à absorption, par un stockage latent 
avec matériau à changement de phase. L’étude expérimentale réalisée montre la faisabilité 
d’un tel système, permettant ainsi d’éviter les inconvénients d’utilisation d’une tour de 
refroidissement : consommation d’eau, formation de brouillard, prolifération des bactéries, 
etc… 
 
Une étude expérimentale sur une machine à absorption couplée à un capteur solaire à tube 
sous vide pour le refroidissement direct de l’air a été présentée dans [34]. Les résultats 
montrent le potentiel d’un tel système pour répondre aux besoins de climatisation des 
bâtiments résidentiels. 
 
Figure 1- 21 : Le COP en fonction de la température du condenseur [31] 
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Figure 1- 22 : Le COP en fonction de la température du générateur/concentrateur [31] 
Selon [35], le couplage du solaire avec une machine à absorption permet la réduction de la 
consommation du système d’appoint et donc les émissions de CO2. 
 
Certaines études se sont intéressées non seulement à l’aspect technologique mais aussi à 
l’aspect financier du système. Ainsi [36] et [37] préconisent l’utilisation des systèmes solaires 
uniquement : 
 
i) dans le cas d’un besoin conséquent pour le chauffage, l’ECS et la climatisation (cas des 
hôtels) ; 
ii) dans les climats présentant à la fois des besoins de chauffage et de climatisation (pour 
la réduction de la taille du stockage) ; 
iii) dans les pays où les prix des énergies fossiles sont élevés ; 
iv) Les auteurs proposent également, pour les besoins de climatisation, de coupler une 
machine à absorption et une machine à compression dans le même système. La 
première pour fonctionner en cas de faibles sollicitations et la deuxième pour le cas des 
pics de demande de climatisation. De tel système permet, selon les auteurs, d’avoir un 
gain conséquent en termes d’économie d’énergie. 
 
Quelques exemples d’installations réussies de systèmes thermiques à énergies 
renouvelables sont présentés dans [38]. Il est possible de constater que l’économie d’énergie 
est plus importante pour les cas présentant une bonne adéquation entre la disponibilité de la 
ressource solaire et les besoins. 
I.2.  Les méthodes d’évaluation des performances énergétiques 
des SSC 
Après avoir présenté le contexte énergétique actuel et illustré la place du secteur du 
bâtiment dans ce dernier ainsi que le rôle théorique que peuvent jouer les systèmes solaires 
thermiques innovants, il est important de présenter une analyse économique des SSC ainsi 
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que l’état de l’art des différentes approches pour l’évaluation de leurs performances 
énergétiques. Ceci permettra de mieux illustrer l’intérêt de développer une nouvelle 
méthodologie d’évaluation des SSC. 
I.2.1.  Contexte environnemental et économique des SSC et PAC 
Selon le contexte énergétique considéré ci-dessus, il apparaît clairement que le secteur 
résidentiel et tertiaire présente un potentiel important d’économie d’énergie et de réduction des 
émissions de GES. Les systèmes thermiques innovants, moyennant des ressources 
renouvelables, très abondantes, peuvent jouer un rôle déterminant à ce propos. Selon 
l’association ENERPLAN, pour que la France respecte ses engagements, notamment vis-à-vis 
des réductions des émissions de GES, 4 millions de logements devront être équipés de 
systèmes solaires thermiques. A titre d’exemple, selon l’ADEME, un SSC bien conçu et 
correctement maintenu permet d'économiser de l'ordre de 350 kWh/an par m² de capteur, soit 
sensiblement plus que les valeurs obtenues pour un chauffe-eau solaire individuel. 
 
Malgré l’intérêt évident de ces systèmes, leur marché européen peine à retrouver son état 
de croissance d’avant 2008 (Figure 1- 23 [39]). En effet, selon les résultats de l’enquête 
menée par l’EurObserv’ER, le marché a subi une nouvelle baisse en 2012, la quatrième 
consécutive depuis 2009. 
 
 
Figure 1- 23 : Evolution annuelle des surfaces solaires thermiques installées dans l’UE depuis 1994 (en 
m²). Source : Eur’Observ’ER 
Avec 1350 SSC installés en 2012, le marché du solaire thermique subit en France 
également un net recul. Au total, 111700 m2 de capteurs thermiques, tous systèmes 
confondus, ont été installés, soit une baisse de 12% par rapport à 2009 (chiffres clés ADEME, 
Figure 1- 24). 
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Figure 1- 24 : Evolution du marché des chauffe-eau solaires (en résidentiel individuel, SSC en jaune et 
CESI en orange). Source : chiffres clés ADEME, 2013 
Selon les chiffres clés de l’ADEME de 2013, le nombre de pompes à chaleur vendues était, 
jusqu’à 1997, de 1500 unités par an seulement. Le marché s’est ensuite développé grâce à 
l’offre commerciale Vivrélec proposée par EDF. D’après la Figure 1- 25, en 2002, les ventes 
étaient de 12400 unités. Grâce à la mise en place du crédit d’impôt en 2005, le nombre de 
PAC vendus a augmenté avant d’atteindre sa valeur maximale en 2008. La réduction du crédit 
d’impôt comme soutien de cette filière et sa suppression pour l’installation de certains types de 
PAC ont conduit à une chute des ventes en 2010 d’environ 48%. 
 
 
Figure 1- 25 : Evolution de ventes de Pompes à chaleur (en résidentiel). Sources : chiffres clés ADEME, 
2013 
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Un examen du nombre d’entreprises rejoignant le marché des systèmes solaires avec un 
appoint par PAC (Figure 1- 26, [21]) révèle que le vrai intérêt pour la commercialisation de ce 
type de systèmes est récent. Le marché des systèmes solaires avec un appoint par PAC est 
donc encore dans un état embryonnaire. 
 
 
Figure 1- 26 : Nombre d’entreprises ayant pénétré le marché des systèmes solaires combiné au PAC 
Selon [40] (Figure 1- 27), l’évolution des installations des systèmes de climatisation solaire 
est limitée, mais en constante croissance. En effet, le nombre de systèmes installés en 2010 
est estimé à 600 systèmes et à 1000 en 2012. Les systèmes solaires considérés ici incluent 
des systèmes couplés à une PAC à compression alimentée par de l’énergie photovoltaïque 
(PV), ce qui montre que le nombre d’installations de systèmes solaires couplés à des 
machines à absorption sont en nombre très réduits. 
 
Figure 1- 27 : Estimation du nombre d’installations de climatisation solaire dans le monde 
Selon les éléments présentés dans ce paragraphe, il est évident que le marché des 
systèmes thermiques innovants pour le bâtiment est fortement impacté par le contexte 
économique mondial et les politiques économiques et environnementales nationales. Une telle 
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situation n’est guère en faveur ni des objectifs européens (à partir de 2020 tous les bâtiments 
doivent puiser leur énergie uniquement à partir de ressources renouvelables), ni des objectifs 
français concernant le contexte énergétique et environnemental expliqués ci-dessus. Il va 
donc falloir déterminer les obstacles responsables de cette situation pour ensuite proposer une 
solution capable de remettre en avant ce type de systèmes. 
I.2.2.  Systèmes et performances énergétiques 
Des études et investigations sur les installations thermiques à énergies renouvelables 
existantes révèlent que beaucoup d’effort d’optimisation, d’amélioration de leur conception et 
de leur installation sont nécessaires. En effet, il a été remarqué sur le terrain que beaucoup 
d’installations sont de mauvaise qualité (mauvais dimensionnement, inadéquation à l’usage 
réel, mauvaise mise en œuvre, entretien/maintenance défaillant etc.), ce qui fait que le 
système ne permet pas de réduire effectivement la consommation de l’énergie comme 
souhaité. Une mauvaise maîtrise de l’intégration des systèmes hydrauliques, de la régulation 
mais surtout des connexions entre le stockage et la PAC peuvent augmenter la consommation 
électrique de la PAC de 45% ( [41], [42]). 
Dans le but de faciliter l’installation, de réduire les risques de mauvais raccordements entre 
les sous-systèmes et de limiter la taille de l’unité complète, un nombre grandissant 
d’équipements sont préfabriqués et assemblés en usine (des exemples sont donnés dans la 
Figure 1- 28). 
 
Figure 1- 28 : Exemples des solutions thermiques à énergie renouvelable commercialisables pour le 
bâtiment (de gauche à droite : Viessmann, De Dietrich, Sonnenkraft et Clipsol) 
Le fonctionnement des systèmes dépend beaucoup, comme il a été présenté dans le 
paragraphe I.1.4. , des conditions de l’environnement dans lequel ils sont installés. Un 
système installé dans un bâtiment à basse consommation dans un climat avec de faibles 
ressources renouvelables n’aura pas les mêmes performances que s’il était installé dans un 
bâtiment à forts besoins dans un climat avec beaucoup de ressources renouvelables. Le 
comportement des systèmes est donc non-linéaire et très variable en fonction des conditions 
aux limites (climat, bâtiment etc.). Evaluer, a priori, les performances des systèmes avant leur 
installation est donc indispensable pour définir la meilleure solution technique associée à 
chaque application (bâtiment résidentiel, tertiaire, etc.), usages (chauffage, ECS, etc.), et 
conditions environnementales). 
 
Certes, la crise économique, qui n’encourage pas les investisseurs, ainsi que la baisse du 
dynamisme dans le secteur du bâtiment, sont en grande partie responsables de la régression 
du marché de ces systèmes thermiques auxquels ce travail s’intéresse. Néanmoins, il existe 
un deuxième facteur dont le poids est du même ordre de grandeur que le premier. En effet, 
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des experts en la matière pointent du doigt l’absence de garantie de performances de la part 
des installateurs, et/ou de suivi des performances une fois que l’installation est réalisée. En 
outre, il n’y a pas de méthode satisfaisante pour tester au préalable le matériel. Dans ce 
contexte, l’existence de contre-performances et de systèmes mal installés est un véritable frein 
au développement commercial des installations solaires thermiques [39]. 
I.2.3.  Critères de performances 
La caractérisation des performances énergétiques des systèmes thermiques pour le 
bâtiment est le processus qui en résulte, la distinction de deux ou plusieurs systèmes assurant 
la même fonction selon un critère énergétique défini au préalable. La multitude des sources 
d’énergies, des configurations possibles et des composants des systèmes thermiques 
innovants pour le bâtiment complique la définition de normes et directives génériques pour 
l’évaluation des performances. Beaucoup de recherches ont été réalisées à ce propos, 
d’autres sont en cours, dans des centres européens. Certaines de ces études se sont 
intéressées à la détermination des critères ou indicateurs pertinents de performances 
énergétiques. Ces indicateurs prennent souvent la forme d’un rapport entre l’énergie fournie 
pour satisfaire des besoins (chauffage, ECS, etc.) et l’énergie dépensée par le système pour 
répondre à ces besoins. Les critères de performances ont été initialement développés pour les 
composants. Un bon nombre de critères de performances pour les systèmes solaires et les 
PAC est donné en annexe (Tableau A- 1 et Tableau A- 2). Pour évaluer les performances des 
systèmes complets, certains de ces critères peuvent être utilisés sous réserve de définir les 
conditions aux limites adéquates. En effet, dans le cadre des deux projets, QAiST [43], à 
l‘échelle européenne et, MeGaPICS [44], à l’échelle nationale, les critères les plus pertinents 
ont été sélectionnés et appliqués aux systèmes ayant comme fonctions le chauffage et la 
climatisation. Cependant, il reste encore difficile de comparer des systèmes ayant des sources 
d’énergie et des composants différents entre eux, en se basant uniquement sur un seul critère. 
Une analyse multicritère, intégrant des aspects sources d’énergie mais également 
environnementaux, est nécessaire pour une meilleure qualification du système considéré. 
I.2.4.  Méthodes de caractérisation des performances 
I.2.4.1 Présentation des différentes méthodes 
L’évaluation des performances énergétiques des systèmes thermiques selon les critères 
définis ci-dessus est toujours précédée d’un essai physique de celui-ci, suivant la norme 
correspondante, dans un banc expérimental au laboratoire. L’essai physique du système en 
banc d’essai réel ou semi-virtuel permet de calculer des points de fonctionnement en régime 
établi (cas des PAC) ou des données entrées/sorties (test dynamique) pour la modélisation 
selon les différentes approches existantes. En effet, ces données sont nécessaires pour 
identifier les paramètres des modèles. Dans le Tableau 1- 2 sont synthétisées les méthodes 
d’évaluation des performances des systèmes solaires, voire des systèmes thermiques à 
énergie renouvelables de façon générale, tandis que dans le Tableau 1- 3 sont représentés 
ceux dédiés aux PAC [45]. 
 
Les méthodes les plus abouties d’évaluation des performances énergétiques des PAC sont 
toutes basées sur la méthode des BIN ( [45], [46]). Cette méthode permet de calculer le 
coefficient de performance saisonnier SPF (la définition est donnée dans le Tableau A- 2 en 
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annexe) moyennant la pondération de quelques points de fonctionnement, fournis par les tests 
selon une norme donnée, en fonction de la répartition dans le temps des demandes 
énergétiques du bâtiment. Les méthodes classiques présentées dans le Tableau 1- 3 
présentent les limites suivantes : 
 
 L’influence des cycles de la PAC n’est pas ou peu prise en compte. L’inertie du système 
est ainsi négligée ce qui génère des erreurs d’estimation de performances. 
 Ces méthodes supposent que la température interne du bâtiment est fixe ce qui n’est 
pas le cas en réalité. 
 Dans le cas des PAC à échangeur géothermique ces méthodes ne prennent pas en 
compte le caractère dynamique du système introduit par la forte inertie du sol. Pour 
pallier cette problématique il est nécessaire d’utiliser des méthodes de simulation 
dynamique. 
 Ces méthodes ne sont pas adaptées à toutes les configurations possibles (ECS, 
chauffage, climatisation etc.). 
Tableau 1- 2 : Aperçu des méthodes de test des systèmes thermiques 
Approche : « Composant » « Globale » 
Dé
fin
itio
n
 
Les composants formant le système 
complet sont testés séparément suivant 
une norme correspondante. Les 
paramètres caractéristiques de chacun des 
composants ainsi déterminés sont introduits 
dans un logiciel de simulation tel que 
TRNSYS pour déterminer les performances 
annuelles du système dans sa globalité. 
Contrairement à l’approche ‘composant’ le système 
est testé dans sa globalité. Seules les données 
récupérables aux limites du système sont utilisées 
pour sa caractérisation. Les mesures aux bornes 
des composants ne sont pas possibles. 
Ex
em
pl
es
 
 CTSS 
 Méthode des BIN 
 CCT [38] 
 Combitest [39] 
 SCSPT 
 DST (Dynamic System Test) [40] 
Av
an
ta
ge
s 
 Possibilité de tester tous les systèmes 
avec des configurations différentes. 
 Possibilité d’étudier le 
dimensionnement des systèmes. 
 Possibilité de simuler le système dans 
des conditions différentes 
 Les vraies interactions entre les composants 
sont prises en compte. 
 Le système de contrôle-commande est testé 
dans des situations réelles de fonctionnement. 
 Permet de tester les sous-systèmes dont le 
développement des modèles est très complexe 
In
co
n
vé
n
ie
n
ts
 
 Longue et peut être coûteuse. 
 Limité aux composants dont le modèle 
est réalisable et simple. 
 Les algorithmes de régulation ne sont 
pas fournis par le constructeur ce qui 
est nécessaire pour simuler la gestion 
des flux énergétiques dans le système. 
 Les vraies interactions entre les 
composants ne sont pas prises en 
compte ; elles sont seulement 
simulées. 
 Les résultats ne sont valables que pour 
l’environnement du test. 
 Le banc expérimental est complexe et coûteux 
 Les résultats sont valables seulement et 
uniquement pour le système testé. La 
modification d’un composant du système 
implique la réalisation d’un nouveau test. 
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Tableau 1- 3 : Aperçu des méthodes de test des PAC [47]. 
Méthodes VDI 2067-6 HTA Lucerne CEN/TC228/WG4 ASHRAE 116 
Champ d’application PAC eau/eau, eau 
glycolée/eau, 
air/eau 
PAC à compression 
électrique ou 
thermique 
PAC eau 
glycolée/eau 
PAC à compression 
électrique 
PAC air/eau 
PAC à compression 
électrique 
PAC air/air 
PAC à compression 
Electrique 
Points de 
fonctionnement 
(Bins) 
Quatre points 
recommandés 
Trois points 
standards 
A-7, A2, A7, 80 
Mille points Selon région 
climatique 
Dix-huit points max 
Type de 
fonctionnement 
Bivalent Monovalent Bivalent Mono-énergétique 
Prise en compte de 
la production d’ECS 
Energie annuelle de 
la production d’ECS 
Energie journalière 
de la production 
d’ECS 
Non pris en compte Non pris en compte 
Température de 
source 
Air/eau : données 
météo 
Eu glycolée/eau : 
Diagramme de 
distribution 
Air/eau : données 
météo 
Eu glycolée/eau : 
Température 
constante 
Données météo Données météo 
Température de 
chauffe 
Courbe de chauffe Courbe de chauffe Courbe de chauffe  
Calcul des besoins 
d’énergie 
Chauffage : DJU, 
ECS : Energie 
annuelle 
transformée en 
température 
ambiante fictive plus 
élevée 
Chauffage : DJU, 
ECS : Energie 
journalière 
Chauffage : 
Puissance fonction 
linéaire du produit 
température 
ambiante x heures 
bins 
Chauffage : 
Puissance fonction 
linéaire du produit 
température 
ambiante x heures 
bins et facteur de 
correction de 0,77 
Evaluation du COP 
et de la puissance 
thermique 
Données 
constructeurs ou 
valeurs par défaut 
Test EN 255-2 Test EN 255-2 COP non évalué 
Evaluation des 
consommations 
électriques 
Correction du COP 
et de la puissance 
thermique pour les 
conditions de 
fonctionnements 
Interpolation des 
données des 
constructeurs 
Correction de la 
température par 
efficacité 
exérgétique 
Interpolation Interpolation linéaire 
Charge partielle Non prise en 
compte 
Non prise en 
compte 
Correction avec un 
coefficient de 
dégradation 
dépendant du 
compresseur et du 
système de 
chauffage 
Coefficient de 
dégradation 
cyclique évalué par 
la procédure ARI 
210/240 
Consommation des 
auxiliaires 
Non prises en 
compte, sauf si 
intégrée dans le 
COP 
Prises en compte 
dans le COP 
Ratio constant 
dépendant de la 
puissance 
thermique 
Non prises en 
compte 
Appoint Pondération en 
fonction de l’énergie 
délivrée au système 
Non pris en compte A partir de la 
consommation 
électrique 
A partir de la 
consommation 
électrique 
Une nouvelle méthode d’essai par émulation a été développée pour pallier ces verrous 
technologiques des PAC [47]. Similairement à la méthode SCSPT (paragraphe I.2.5. ), la 
méthode développée consiste à tester la PAC dans un banc d’essai semi-virtuel où le climat, 
les puisages ECS, le bâtiment ainsi que le sol sont simulés. L’inconvénient majeur de cette 
méthode concerne la validité des résultats car ils sont limités aux conditions de test. 
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Les autres composants du système complet, à savoir le capteur solaire et le ballon de 
stockage, ainsi que le système de régulation, peuvent également être testés sur des bancs 
d’essais à la manière des PAC mais selon les normes adaptées. 
 
Les données des essais des composants séparés peuvent être précieuses pour juger et 
comparer les performances entre composants mais en aucun cas évaluer les performances du 
système complet (ballon de stockage, régulation appoint etc.). En effet, comme il a été déjà 
mentionné précédemment, le comportement des composants dans le système varie beaucoup 
de celui du composant lorsqu’il est pris seul. Pour pallier cette difficulté, des méthodes de test 
utilisant l’approche « composant » ont été développées (Tableau 1- 2). Les inconvénients de 
cette approche de test, notamment la non prise en compte des vraies interactions entre les 
composants, oblige d’envisager le système dans sa globalité, en intégrant les fonctionnements 
à charge partielle, ainsi que les logiques de régulation dont le rôle est de plus en plus 
prépondérant dans la recherche de l’efficacité énergétique. D’où l’intérêt des méthodes 
adoptant une approche « globale ». 
 
L’avantage de l’approche globale réside dans le fait que le système complet est installé sur 
le banc d’essai comme s’il l’était dans un vrai bâtiment, ce qui fait que les interactions entre 
composants sont réellement testées et non seulement simulées. Les tests sont réalisés en 
régime dynamique. Ils prennent donc également en compte le comportement dynamique du 
système et les logiques de la régulation. Les méthodes les plus abouties utilisant cette 
approche sont celles proposées par trois laboratoires européens : SCSPT (INES, CEA, 
France), Combitest (laboratoires SERC et SP, Suède) et CCT (laboratoire SPF, Suisse). La 
méthode  DST (Tableau 1- 2) a été récemment appliquée à un système pour le chauffage de 
l’eau sanitaire. Il s’agit d’un système solaire avec un appoint par pompe à chaleur en parallèle 
[48]. Cette méthode semble être valable uniquement pour des systèmes thermiques moins 
complexes que ceux présentés dans la section I.1.4. L’amélioration proposée par les auteurs 
consiste à modifier la méthode DST en introduisant une phase de prise en compte des 
paramètres de la PAC. 
 
D’autres méthodes ont été également abordées dans [49] et [46]. Dans ces deux articles, 
les méthodes utilisées se basent sur l’identification d’un modèle détaillé sous le logiciel 
TRNSYS. L’élaboration d’un modèle physique détaillé nécessite la connaissance d’un 
ensemble d’informations sur les composants et sur le système de régulation du système 
complet (rendement, coefficients de pertes thermiques, type d’échangeur, principe de 
régulation, etc.). Or, les industriels rendent très rarement de telles informations disponibles. 
Dans le deuxième article, les auteurs présentent quelques estimations de performances du 
système étudié dans différentes conditions, mais sans comparaison avec un cas de référence, 
ce qui ne permet pas de juger la fiabilité des prédictions. 
Une étude comparative des trois méthodes CCT, SCSPT et Combitest peut être consultée 
dans [50]. L’étude de comparaison réalisée dans cet article révèle qu’elles peuvent donner des 
résultats très différents notamment à cause du pas de temps du fichier météorologique utilisé 
et selon la manière dont les conditions aux limites sont prises en compte. Un travail 
d’harmonisation des méthodes est donc nécessaire. 
 
Selon les éléments cités dans ce paragraphe (prise en compte des vraies interactions, 
adaptée aux SSC compacts etc.), l’approche de test globale est plus pertinente et sera donc 
adoptée dans le cadre de ce travail. La méthode de tests SCSPT a été exploitée à plusieurs 
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reprises pour tester un large panel de systèmes à énergies renouvelables (Systèmes solaires 
combinés à des PAC dans le projet MACSHEEP [51], SSC classique projet COMBISOL [14], 
et autres projets bilatéraux). Elle est donc la plus adaptée pour développer une méthodologie 
générique. 
I.2.4.2 Extrapolation des résultats 
L’objectif des méthodes d’essais des SSC est évidement de fournir des données entrées-
sorties pertinentes pour l’évaluation des performances du système testé à long terme (une 
année). 
Les méthodes Combitest et SCSPT (décrite dans la section I.2.5. ) utilise une extrapolation 
directe des résultats de l’essai en une année pour les mêmes conditions (climat et qualité du 
bâtiment). En effet, l’estimation de la consommation annuelle du système se fait par une 
simple multiplication par un facteur dépendant de la durée de l’essai : 365/6 pour Combitest 
car la durée de l’essai est de 6 jours et 365/12 pour SCSPT car la durée de l’essai est de 12 
jours (plus de détail est donné dans le paragraphe I.2.5.2). La procédure d’extrapolation des 
résultats pour les méthodes CCT et DST est différente car basée sur des simulations 
annuelles (comme pour les méthodes de l’approche « composant ») du modèle identifié du 
système (généralement sous le logiciel TRNSYS). 
 
L'extrapolation des résultats pour des conditions aux limites différentes de celles de la 
séquence de test, est possible avec la méthode CCT à l’aide du modèle identifié (il suffit de 
renseigner le fichier météo désiré etc.). En ce qui concerne la méthode SCSPT, une procédure 
d'extrapolation a été récemment développée à l’INES [52]. Elle consiste à exploiter les 
données mesurées pour identifier un modèle dynamique simplifié de l'ensemble du système. 
Le modèle simplifié, appelé modèle « boîte grise », combine des équations simplifiées 
physiques des composants du système et un réseau de neurones artificiels RNA (modèle 
« boîte noire »). Une fois que le modèle simplifié a été sélectionné et validé, il peut être utilisé 
pour simuler le fonctionnement du système avec des conditions aux limites différentes de 
celles du test (qualité du bâtiment et climat) afin d'obtenir des résultats annuels. 
L’extrapolation à d'autres conditions aux limites en utilisant ces méthodes est basée, au 
moins en partie, sur des modèles physiques. Le développement de ces modèles n’est souvent 
pas facile. En effet, les composants internes (ballon de stockage, système de régulation ou 
tout autre système spécifique) peuvent être inconnus en particulier parce que les systèmes 
sont souvent compacts (préfabriqués en usine). Il est important de signaler que l’identification 
des paramètres physiques des modèles nécessite l’intégration de certains capteurs de mesure 
au sein du système durant son essai, or cela ne peut se faire sans dégrader le système 
d’autant plus lorsqu’il est compact. En outre, la fiabilité des résultats dépend en grande partie 
de la fiabilité et hypothèses utilisés pendant l'élaboration de chacun de ces modèles 
physiques. 
Aussi, ces méthodes devraient être appliquées par un expert en raison de leur complexité, 
un problème supplémentaire quand ils sont utilisés comme un outil de certification. 
L’extrapolation à d'autres conditions aux limites dans le cas de la méthode DST n'a pas 
encore été étudiée. Les résultats présentés, par exemple, dans [48] et [49] ne concernent que 
l’estimation des performances à long terme dans un environnement spécifique et pour les 
systèmes mono-fonction. Ces systèmes sont moins complexes que les systèmes 
multifonctions. Pour ces derniers le système de commande doit garder différents niveaux de 
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température dans le réservoir de stockage adapté à chacune des fonctions (ECS, chauffage 
ou climatisation). 
Dans cette thèse une nouvelle méthodologie est proposée. L’idée est de proposer une 
méthodologie qui dépasse les limitations des méthodes existantes. Elle va également faire 
partie de la catégorie de l’approche « globale » et sera basée sur la méthode SCSPT. 
I.2.5.  Description de la méthode SCSPT 
La méthode de test SCSPT est une méthode adoptant une approche globale. Elle est 
composée, comme les méthodes CCT et Combitest, de trois principales phases successives : 
 
1. La détermination des conditions aux limites et du processus de test. 
2. Le test du système complet dans le banc d’essais semi-virtuel. 
3. Le traitement des données récoltées à l’issue du test pour l’évaluation/ extrapolation 
des performances de la durée du test à l’année. 
 
Une description détaillée de la méthode peut être consultée dans [53] et [54]. 
I.2.5.1 Le banc de test semi-virtuel 
Le banc d’essai semi-virtuel (situé à l’INES) permet de réaliser les essais de tout système 
thermique en le confrontant à un environnement virtuel (Figure 1- 29). Dans le banc d’essai, 
des modules hydrauliques et des résistances électriques sont utilisés pour émuler les 
conditions aux limites du système à évaluer (températures de retour au niveau de chaque 
circuit, etc.). Le système complet, avec tous ses sous-systèmes, est installé réellement comme 
s’il était dans un bâtiment, et ce sont les modules spécifiques (décrits dans le quatrième 
chapitre) qui garantissent la communication entre le système et le « bâtiment virtuel ». Ces 
modules hydrauliques sont approvisionnés par un réseau d’eau surchauffée à 180 °C et un 
réseau d’eau glacée à -12 °C. Les deux réseaux sont alimentés par une chaufferie centrale. 
 
Le transfert des données entre les différents modèles employés pour créer les conditions 
aux limites virtuelles à l’aide du logiciel TRNSYS (capteur, bâtiment, climat, etc.) et les 
modules hydrauliques est assuré par l’intermédiaire d’une interface LabVIEW. Cette dernière 
permet aussi de suivre en temps réel l’évolution de certaines variables pendant l’essai. Les 
différents circuits du système (circuits d’ECS, de chauffage, de climatisation et le circuit 
solaire) sont chacun connectés à une unité spécifique. A chaque pas de temps, les variables 
physiques aux bornes du système testé (températures et débits du fluide dans chaque circuit) 
sont enregistrées. Ces données sont utilisées par le modèle TRNSYS du bâtiment virtuel pour 
simuler son interaction avec le système et calculer les débits et les températures de retour 
vers le système testé. Les modules hydrauliques reçoivent ces données et se chargent du 
réglage de la température du fluide (selon les consignes du modèle TRNSYS) à envoyer au 
système. 
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Figure 1- 29 : Illustration d’un système thermique pour les besoins de chauffage et d’ECS installé dans le 
banc d’essai semi-virtuel 
La séquence complète de test consiste en : 
 
1. une phase de conditionnement (32 heures) pour assurer que l’état du stockage est le 
même au début du test et à la fin du test. 
2. une phase centrale de test avec l'environnement décrit ci-dessus (12 jours) ; 
3. d'une phase de décharge du stockage (8 heures) voir Tableau 1- 4. 
Tableau 1- 4 : Description des phases de la séquence de test complète [9] 
N° Phase Durée (heures) Description 
1 Conditionnement initial 0 Conditionnement du ballon à 20°C (sans énergie solaire ni 
appoint) 
2 Premier 
conditionnement 8 
Parties basses et hautes du ballon amenées à 
température raisonnable. Partie haute chauffée par 
l’appoint selon sa consigne. 
3 Deuxième 
conditionnement 24 
Simulation de la dernière journée de la séquence pour 
amener le ballon dans un état semblable en début et fin 
de la phase centrale de test 
4 Phase centrale de test 288 Réalisation du test de 12 jours dans les conditions déterminées par la méthode SCSPT 
5 Décharge finale 8 Décharge du ballon 
I.2.5.2 Les conditions aux limites 
La Figure 1- 29 donne une représentation des limites entre le système réel et son 
environnement virtuel. 
 
Avant de procéder au test réel du système sur le banc d’essais, les conditions aux limites 
de ce dernier doivent être définies et déterminées. Cette étape est cruciale dans le processus 
de test. C’est elle qui détermine comment le système va être sollicité et donc, en 
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conséquence, les informations qu’il sera possible de récupérer du système. La richesse de 
cette base de données est primordiale pour estimer avec une fiabilité suffisante les 
performances du système sur la période souhaitée (typiquement une année). 
 
 Les conditions aux limites physiques du système testé 
 
La méthode SCSPT étant basée sur une approche globale, tous les composants du 
système (hormis les capteurs solaires) sont à installer sur le banc d’essai : le, ou les 
stockages, le groupe solaire (pompes de circulation, vannes, systèmes de régulation etc.), les 
systèmes d’appoint (PAC, chaudière) et le système de climatisation (PAC ou machine à 
absorption). La plupart des systèmes actuels sont compacts, préfabriqués en usine. 
 
Le seul composant qui n’est pas réellement testé est le capteur solaire. Le rayonnement 
solaire est intermittent, variable et surtout incontrôlable. L’intégration du capteur solaire n’est 
pas envisageable car une reproductibilité du test serait impossible, ou alors il conviendrait 
d’installer le capteur réel dans un environnement climatique difficile et onéreux à simuler. Par 
ailleurs, les capteurs solaires sont des composants relativement simples à caractériser. Le 
modèle de capteur utilisé permet de modéliser les capteurs plans et les capteurs à tubes sous 
vides. Il utilise des paramètres caractéristiques identifiés à partir d’essais normatifs. 
 
Les autres conditions aux limites sont modélisées ainsi : 
 
 Les besoins de chauffage et de climatisation 
 
Ces besoins sont calculés grâce à des modèles de bâtiments définis lors de la Tâche 32 du 
programme SHC de l’AIE [55]. Ces bâtiments sont décrits dans le paragraphe II.4.2.2. 
 
 Les besoins d’ECS 
 
Les profils annuels de puisage d’ECS sont générés par l’outil développé par Jordan et al. 
[56]. Ils sont déterminés à l’aide de certaines méthodes statistiques pour prendre en compte 
des conditions quasi-réalistes. Dans le site internet du laboratoire Solar Energy Laboratory de 
l’Université du Wisconsin à Madison, certains profils sont disponibles gratuitement. Un 
exemple de profil de soutirage est illustré dans la Figure 1- 30. 
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Figure 1- 30 : Profil de puisage d’ECS (exemple issu de [56]) 
La consigne pour la température de l’eau chaude ( ௗܶℎ௪,௖௢௡௦) est égale à 45°C. La 
température d’eau froide est, quant à elle, considérée comme étant une fonction sinusoïdale 
du temps time exprimé en heure (équation (1- 2)). ௗܰ௔௬,௦௘௤ est le nombre de jours de la 
séquence qui est égal à 12 pour la méthode SCSPT. La variable ௧ܶ௔௣ dépend du climat 
considéré via les autres paramètres (température moyenne ௧ܶ௔௣,௔௩, amplitude ∆ ௧ܶ௔௣ et 
déphasage ݀௢௙௙). 
 ௧ܶ௔௣ = ௧ܶ௔௣,௔௩ + ∆ ௧ܶ௔௣ × ݏ݅݊ ቆ͵͸Ͳ ݐ݅݉݁ + ሺʹ͹͵,͹ͷ − ݀௢௙௙ሻ × ʹͶʹͶ ௗܰ௔௬,௦௘௤ ቇ (1- 2) 
 Le climat de test 
 
La méthode SCSPT utilise une séquence de 12 jours (6 et 12 jours respectivement pour 
Combitest et CCT) de données météorologiques (position du soleil, ensoleillement, 
température de l’air extérieur, température sèche et humidité). La séquence est représentative 
du climat dans lequel nous souhaitons tester le système et est générée par un algorithme 
présenté dans [53]. Cet algorithme, qui est la particularité de la méthode SCSPT, se base sur 
une simulation annuelle d’un système de référence. 
Dans le Tableau 1- 5 sont données les conditions de la simulation du système de référence, 
modélisé lors de la Tâche 32 [55], dans le cas des SSC avec un appoint par une chaudière à 
gaz. 
Tableau 1- 5 : Conditions de la simulation du système de référence pour la génération de la séquence de 
test d’un climat 
Bâtiment SFH60 
Puisage ECS 200L/jour Pas de temps de 6minutes 
Surface du capteur 12m² 
Volume de stockage 600L 
L’algorithme sélectionne 12 jours parmi les jours de l’année (pour le climat considéré) tel 
que [9] : 
 
 Deux critères particuliers, la variation d’énergie stockée dans le ballon (proportionnelle 
à la variation de sa température) et les besoins de chauffage, aient une évolution 
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équivalente, jour après jour pendant la séquence de test et mois après mois pendant la 
séquence annuelle. 
 La consommation d’énergie du système testé pendant la séquence « 12 jours » soit 
proportionnelle (facteur de 365/12) avec celle correspondant à l’année entière pour 
couvrir les mêmes besoins et pour le même climat (Figure 1- 31). 
 
 
Figure 1- 31 : Processus de sélection des 12 jours de la séquence de test pour un climat et un système 
donné [53] 
A titre d’exemple, les jours sélectionnés par l’algorithme à partir de la séquence annuelle 
Meteonorm12 de Zurich (CH-Zuerich-SMA-66600.tm2) et Stockholm (SE-Stockholm-Arlanda-
24600.tm2) sont présentés dans le Tableau 1- 6. 
Tableau 1- 6 : Jours sélectionnés pour constituer les séquences de test correspondant aux climats de 
Zurich et Stockholm [9] 
Climat N° jour séquence de test 1 2 3 4 5 6 7 8 9 10 11 12 
Zurich 
N° jour séquence 
annuelle 
20 57 298 116 198 228 244 259 134 57 26 328 
Stockholm 64 70 84 137 163 140 140 126 121 113 51 28 
 
Les évolutions de l’énergie stockée dans le ballon et des besoins de chauffage pour un 
exemple de SSC dans deux climats différents sont données dans la Figure 1- 32. 
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Figure 1- 32 : Comparaison des besoins de chauffage (à gauche) et de variation de l'énergie stockée (à 
droite) entre la séquence « 12 jours » et la séquence annuelle [9] 
La performance du SSC évaluée suite au test selon la méthode SCSPT est valable pour le 
climat et le type de bâtiment choisis dans cet environnement virtuel. 
 
La méthode de détermination des 12 jours, initialement développée pour les systèmes 
solaires combinés avec un appoint par une chaudière à gaz, a été étendue également aux 
systèmes qui intègrent une PAC ou une machine à absorption. L’extension de la méthodologie 
de sélection des 12 jours pour un SSC classique à un système multifonction (ECS, chauffage 
et climatisation) consiste à intégrer dans l’algorithme de sélection un autre critère sur les 
besoins de climatisation. En effet, ce dernier doit également avoir une évolution équivalente, 
jour après jour pendant la séquence de test et mois après mois pendant la séquence annuelle 
[57]. Un exemple de l’évolution des 3 critères pour la sélection des 12 jours dans le cas d’un 
système avec 3 fonctions dans un bâtiment à Aix-en-Provence est donné par la Figure 1- 33, 
Figure 1- 34 et Figure 1- 35. 
 
Figure 1- 33 : Comparaison de variation de l'énergie stockée entre la séquence « 12 jours » et la séquence 
annuelle (système avec rafraichissement solaire) 
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Figure 1- 34 : Comparaison des besoins en climatisation entre la séquence « 12 jours » et la séquence 
annuelle 
 
Figure 1- 35 : Comparaison des besoins en chauffage entre la séquence « 12 jours » et la séquence 
annuelle 
CONCLUSION 
L’analyse des données concernant la situation énergétique actuelle au niveau mondiale 
montre qu’il est primordial de privilégier l’utilisation des ressources renouvelables. Dans ce 
contexte, le secteur du bâtiment apparaît comme un poste important (environ 30%) de 
consommation d’énergie finale et ce uniquement pour les besoins de chauffage, climatisation 
et production d’eau chaude sanitaire. Les systèmes thermiques innovants, utilisant des 
ressources énergétiques renouvelables, constituent une solution alternative aux systèmes 
actuels. 
Il existe de nombreuses configurations de SSC. Chacune se distingue par sa propre 
conception hydraulique, ses sources d’énergie et sa stratégie de gestion des flux de chaleur 
en son sein. Cependant, le marché de ces systèmes subit de fortes contraintes dans son 
développement notamment parce qu’il manque une méthode fiable permettant l’estimation des 
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performances d’un système donné avant son intégration au bâtiment. Face à cette multitude 
de solutions technologiques, les utilisateurs potentiels se retrouvent donc sans outil fiable 
permettant le choix du système adapté à leurs besoins. 
 
L’évaluation des performances des SSC est d’autant plus difficile que leurs comportements 
sont très dépendants de leur dimensionnement, de leur installation et surtout des conditions 
énergétiques auxquels ils sont confrontés (climat et qualité du bâtiment). C’est pour cette 
raison que des travaux de recherches sont actuellement en cours pour développer des 
méthodes d’évaluation de performances basées sur des essais physiques de courte durée. 
Les méthodes actuelles se décomposent en deux catégories : 
 
 Approche « composant » : basée sur des essais de composants séparés. 
 Approche « globale » : basée sur un essai unique du système dans sa globalité 
 
Les méthodes faisant partie de la deuxième approche sont plus adaptées à l’objectif de la 
thèse notamment par sa capacité à prendre en compte les vraies interactions entre les 
composants du système à évaluer. Cependant, ces méthodes présentent quelques 
inconvénients : 
 
 Soit elles ne permettent pas l’extrapolation des résultats à des conditions différentes 
de celles de l’essai, 
 Soit elles sont basées sur des modèles physiques, ce qui les rend complexes et donc 
moins adaptées à une perspective de certification ou de norme. En outre, 
l’application de la méthodologie d’évaluation ainsi que la précision de ses résultats, 
dépendront de la disponibilité et de la fiabilité des modèles. 
 
Au travers des travaux de recherches de cette thèse une nouvelle méthodologie est 
proposée. Elle est basée sur un essai physique court selon la méthode SCSPT et sur un 
modèle complètement « boîte noire » (réseau de neurones) identifié suite aux résultats de 
l’essai. 
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Chapitre II.  Développement d’une méthodologie 
générique d’évaluation des SSC 
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INTRODUCTION 
Après avoir présenté les méthodes actuelles de qualification des systèmes solaires 
thermiques innovants et leurs limites, l’objectif de ce chapitre consiste à présenter le 
processus de développement d’une nouvelle méthodologie. Cette dernière est basée sur un 
essai physique selon la méthode SCSPT et sur l’identification d’un modèle « boîte noire » du 
système complet. 
 
Dans un premier temps, le deuxième chapitre commence par une présentation globale de la 
méthodologie proposée. Les différentes étapes constitutives de cette dernière sont présentées 
et commentées. Après une présentation globale des différentes techniques de modélisation, 
une attention particulière est portée à l’approche basée sur les réseaux de neurones artificiels 
(RNA). Cette approche est pertinente et adaptée à une méthodologie générique. Le 
développement du processus de modélisation par RNA est ensuite présenté. 
 
Dans un deuxième temps, ce chapitre s’intéresse à la finalisation de la méthodologie. Une 
configuration de modélisation définissant les entrées et la sortie du modèle est déterminée. 
Elle est constituée des variables relatives aux différentes puissances mises en jeu aux bornes 
du système solaire thermique considéré. La question de la sélection de modèles neuronaux 
est ensuite abordée et trois critères statistiques sont retenus comme critère de sélection dans 
le cadre de la méthodologie. 
 
Le deuxième chapitre se termine par une présentation des résultats d’application de la 
nouvelle méthodologie dans le cas d’un SSC avec un appoint par une chaudière au gaz 
naturel. Dans cette partie les estimations des modèles RNA sont comparées à un modèle 
physique développé sous le logiciel TRNSYS. 
II.1.  Présentation de la méthodologie 
II.1.1.  Exigences vis-à-vis de la méthodologie 
Les enjeux de l’évaluation des performances énergétiques des systèmes thermiques  
(étiquetage énergétique et garanties de performances par exemple), pour les applications 
dans le bâtiment, ainsi que la complexité de ces derniers, fixent un certain nombre d’exigences 
que la méthodologie doit respecter. En effet, pour qu’elle soit pertinente mais aussi pour 
surmonter les faiblesses des méthodes actuelles, présentées dans le premier chapitre, la 
méthodologie doit satisfaire les conditions suivantes : 
 
i. Générique : Cette condition implique que la méthodologie puisse être applicable à 
différents systèmes avec différentes sources d’énergie (Système solaire combiné à une 
chaudière à gaz ou PAC) et répondant à différentes fonctions (ECS, chauffage et 
climatisation via une machine à absorption par exemple). Ainsi la méthode doit se 
présenter comme un outil que les ingénieurs, voire des techniciens, peuvent utiliser 
sans avoir besoin de connaissances approfondies (modélisation des composants etc.). 
 
ii. Non-intrusive : Une méthode qui a cette caractéristique permet l’évaluation du système 
en se basant uniquement sur ses entrées-sorties (E/S) standards. Une méthode non-
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intrusive ne nécessite aucun démontage du système pour la mise en place de 
métrologie. Ceci permet d’éviter toute manipulation qui, potentiellement, 
endommagerait le système ou modifierait son comportement. Cette caractéristique est 
d’autant plus importante que les systèmes actuels ont tendance à être compacts. 
 
iii. Globale : La méthode doit prendre en compte l’essai du système considéré dans sa 
globalité (Figure 1- 28), c’est-à-dire, installé comme il le serait dans un bâtiment réel. 
Avec cette condition, les vraies interactions qui se produisent entre les différents 
composants (ballon, régulation, appoint etc.) y compris les séquences de régulation 
sont prises en compte dans le processus de la modélisation. Le test du système global 
prendra aussi moins de temps par rapport au cas où chaque composant est testé 
séparément. 
 
iv. Courte : Dans une optique de certification, le processus d’évaluation doit être de courte 
durée. En outre, un test qui dure moins longtemps coûtera moins cher. La durée de test 
actuel de 12 jours est considérée comme maximale. 
 
v. Aptitude à généraliser : Cette caractéristique permettra l’extrapolation des résultats des 
conditions du test à différents environnements (climats et performance du bâtiment). 
 
Les exigences fixées vis-à-vis de la méthodologie ainsi que les perspectives de la thèse vont 
imposer des contraintes importantes quant à la modélisation envisagée et au processus 
d’identification. 
II.1.2.  Les étapes de la méthodologie proposée 
L’évaluation, a priori, des performances énergétiques (consommation d’énergie) d’un 
système donné n’est possible qu’à la base d’un modèle simulant le fonctionnement de ce 
dernier. Une modélisation fiable nécessite généralement d'être calée par des vérifications à 
l’aide de données réelles (expériences physiques ou numériques). Ces vérifications consistent 
à identifier et calibrer les modèles utilisés. La méthodologie d’évaluation des performances des 
systèmes thermiques proposée est naturellement et conjointement basée sur un test du 
système et sur la construction de son modèle. Elle est constituée de cinq étapes successives. 
Le processus de la méthodologie est représenté sur la Figure 2- 1. 
 
 
Figure 2- 1 : Les cinq étapes du processus de la méthodologie d’évaluation proposée 
Les trois premières étapes consistent à définir et à réaliser le test du système. La qualité et 
la richesse des données sont primordiales dans l’identification du modèle. En effet, ces 
dernières doivent être représentatives du fonctionnement réel du système à modéliser, de la 
façon la plus complète possible. Par son caractère global (puisqu’elle fait partie de l’approche 
« globale »), comme par la qualité et la durée de sa séquence de test, la méthode de test 
SCSPT, décrite dans le premier chapitre, se montre très pertinente pour la méthodologie 
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proposée (ses avantages par rapport aux autres méthodes ont été présentés dans le 
paragraphe I.2.4.1). 
La quatrième phase consiste à identifier un modèle du système qui a été testé sur le banc 
d’essai semi-virtuel. Cette phase inclut quelques sous étapes telles que la définition des 
entrées les plus pertinentes, le traitement et la préparation des données ainsi que la 
construction du modèle. 
Il est possible, grâce à des simulations numériques du modèle identifié, d’évaluer les 
performances énergétiques du système dans les conditions souhaitées : c’est la cinquième 
étape. 
 
Tel que la méthodologie est définie, elle est globale, courte et non intrusive (car basée sur 
la méthode SCSPT). Pour qu’elle soit conforme à la totalité des cinq exigences (paragraphe 
précédent), une attention particulière a été attachée aux choix du type de la modélisation. 
Dans la section suivante une présentation et analyse des différentes méthodes de 
modélisation possibles, et en particulier de celle qui a été retenue, sont réalisées. 
II.2.  Modélisation adaptée à la problématique du sujet 
II.2.1.  Définition et principes de la modélisation 
Dans ce paragraphe sont données les définitions des différents concepts qui seront utilisés 
par la suite. 
II.2.1.1 Qu’est-ce que la modélisation d’un système ? 
Selon O. Pajonk [58] un système est un objet dans lequel des variables de différentes 
sortes interagissent (suivant des lois physiques, économiques, etc.) pour produire des 
résultats observables (sorties) (Figure 2- 2). Le mot système désigne, comme déjà évoqué 
dans le premier chapitre, les différentes machines thermiques. Dans le cadre de cette étude, 
nous considérons les définitions suivantes pour les variables d’un système solaire thermique : 
 
 Les entrées : variables à intérêt pour le fonctionnement du système, mesurables, 
contrôlables ou non contrôlables imposées au système. 
 Les sorties : variables mesurables gérées par le système. 
 Les perturbations : variables mesurables ou non mesurables, mais non contrôlables, 
imposées au système. Elles constituent une perturbation du fonctionnement normal 
du système. Par exemple le rayonnement solaire n’est pas considéré comme 
perturbation malgré le fait qu’elle ne soit pas contrôlable car c’est une grandeur à 
intérêt pour le fonctionnement du système. 
 
La transformation des entrées aux sorties par le système est ce qui est communément 
appelé un processus. Ce dernier est dit dynamique si le temps y joue un rôle fondamental, 
sinon il est qualifié de statique. 
 
Dans ce contexte, la modélisation est la représentation d’une réalité visible ou observable. 
Modéliser un processus consiste donc à lui donner une représentation mathématique (modèle, 
approximation de la fonction ‘F’ dans la Figure 2- 2) exprimant la relation entre les entrées et 
sorties du système. La nature et la forme de cette relation détermine ce qui est appelé dans ce 
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travail, la structure du modèle (ce point sera traité dans le paragraphe II.2.2.4). Sont appelés 
paramètres, les constantes du modèle (au sein d’une structure de modèle) à identifier de telle 
sorte que ce dernier approxime la fonction système. 
 
Figure 2- 2: Représentation schématique d’un système avec les interactions avec son environnement 
II.2.1.2 Les différents types de modélisation 
Trois approches de modélisation sont possibles. Le choix de l’approche est dicté par la 
connaissance disponible à propos du processus à modéliser. 
 
La première approche consiste à construite un modèle moyennant l’application des lois 
physiques (ou financière etc. en fonction du domaine où se situe le processus) au système. 
Généralement, dans ce cas de figure, le modèle est la solution d’un ensemble d’équations 
mathématiques. Cette solution détermine, à la fois, la structure du modèle mais également ses 
paramètres (calculés en fonction des constantes caractéristiques du système). Ce type de 
modèle est qualifié de « boîte blanche » ou de connaissance [59]. Les modèles « boite 
blanche » sont précis et fiables. Il est donc toujours conseillé de considérer en premier lieu 
cette approche de modélisation. Cependant, en fonction du processus étudié, la réalisation de 
tels modèles peut s’avérer très coûteuse (résolution de systèmes d’équations complexes avec 
plusieurs variables) voire impossible (connaissances insuffisantes pour appréhender le 
système). 
La deuxième approche dite « boîte noire » est une solution alternative à la précédente. 
Cette approche est nécessaire dans le cas extrême où la structure et les paramètres du 
modèle sont inconnus. L’objectif dans le cas d’une telle approche consiste à identifier un 
ensemble de paramètres d’un modèle mathématique dont la structure est choisie 
préalablement dans une famille de fonctions. Les paramètres sont identifiés de sorte à ce que 
le modèle colle au mieux à un ensemble de mesures ou d’observations d’entrées-sorties du 
système. L’intérêt de l’approche « boîte noire » réside dans sa capacité à modéliser des 
systèmes complexes dont la physique mise en jeu est en grande partie inconnue. Cependant, 
les paramètres ainsi que la structure du modèle n’ont aucune relation directe avec les 
constantes physiques du système. En outre, le modèle « boîte noire » dépend beaucoup de la 
Lois physiques
Perturbations
SortiesEntrées
Processus physique
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base de données utilisée pour l’identification des paramètres. La validité du modèle est en 
conséquence limitée au système considéré et au voisinage des données utilisées pour son 
élaboration. 
La troisième approche de modélisation appelée « boîte grise » se situe entre les deux 
premières. Dans certains cas de figures, une partie du système est connu et modélisable 
physiquement tandis que le reste du système est inconnu. L’approche « boite grise » consiste 
en conséquence à combiner un modèle « boite noire », pour modéliser la partie inconnue, à un 
modèle « boite blanche » pour modéliser la partie connue. Cette approche permet d’étendre le 
domaine de validité du modèle mais également de limiter les inconvénients d’une modélisation 
complètement « boite noire ». Selon [60], il est préférable, dans la mesure où cela est 
possible, d’utiliser ce type de modèle car l’utilisation de connaissances physiques sur le 
fonctionnement du système permet de simplifier le modèle global, ce qui facilite beaucoup son 
entraînement (concept de « l’approximation parcimonieuse » évoquée dans le paragraphe 
II.2.1.3). L’approche « boîte grise » est certes avantageuse mais n’est pas forcément la plus 
simple (en termes de coût, du temps et de la complexité des calculs), mais reste dans certains 
cas quand même moins coûteuse qu’une approche totalement « boîte blanche ». Sur la Figure 
2- 3 est représentée la frontière entre les trois approches de modélisation. 
 
 
Figure 2- 3 : Frontière entre une modélisation type « boite noire » et « boite blanche » [61] 
Des acquis scientifiques majeurs, au travers d’une précédente thèse [9] financée par 
l’ADEME, permettent de fournir les bases de la construction du travail proposé. En effet, pour 
les SSC avec un appoint par chaudière gaz, l’obtention d’un modèle caractéristique 
dynamique du comportement de ces systèmes a été obtenu à partir de modèles de 
comportement simple (« boite blanche ») et d’un réseau de neurones artificiel (« boite noire », 
simulant notamment la partie commande et régulation du système), dont l’ensemble des 
paramètres a été appris lors d’une séquence de test. 
Les résultats ont montré que l’approche « boite grise » est pertinente. Cependant, le modèle 
développé reste intrinsèquement lié au système étudié et aux modèles physiques simplifiés 
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utilisés. La fiabilité ainsi que le caractère générique de la méthode dépendent beaucoup de la 
fiabilité et la disponibilité de ces modèles. En outre, les systèmes actuels sont compacts 
(Figure 1- 28), il devient donc difficile d’accéder à certains paramètres, tels que les 
rendements des composants et conductivités thermique par exemple (les industriels ne 
divulguent pas toutes les informations sur leurs systèmes), nécessaires pour le 
développement de modèles simplifiés mais fiables. En conséquence, ni l’approche « boite 
grise », ni « boite blanche » répondent aux deux premières exigences (paragraphe II.1.1. ) que 
la méthodologie, proposée dans ce travail, doit satisfaire. La modélisation selon l’approche « 
boîte noire » vérifie ces conditions. En effet, elle n’est pas intrusive au système et son 
développement est possible en se basant seulement sur la connaissance des entrées et 
sorties du système. 
 
Une approche complètement entrées-sorties « boite noire » a donc été retenue dans le 
cadre de la thèse. 
II.2.1.3 Processus de construction d’un modèle selon l’approche « boîte noire » 
La modélisation est un moyen très efficace pour l’investigation et la maitrise des systèmes 
dans tous les domaines. Comme il a été précisé plus haut, modéliser un système revient à 
rechercher une description mathématique de celui-ci à partir de données observables, pour un 
but précis. Les études de la modélisation doivent respecter trois principes [61] : 
 
1. Isolation du système (détermination des entrées du modèle) : les limites du système 
investigué doivent être clairement définies. 
2. Sélection des aspects à modéliser : Souvent il existe plusieurs interactions entre les 
composants du système et son environnement, or il est généralement difficile de les 
traiter toutes en même temps, il est donc nécessaire d’en négliger quelques-unes. 
3. Parcimonie : le modèle le plus performant est celui qui est à la fois le plus simple mais 
aussi celui qui permet d’atteindre l’objectif de la modélisation [59]. 
 
Dans la Figure 2- 4 sont représentées les étapes générales de la modélisation. Ces 
dernières dépendent énormément du besoin et de comment le modèle sera utilisé. La 
modélisation peut avoir plusieurs objectifs [58] : 
 
 L’analyse du système : le but dans ce cas est d’explorer le fonctionnement du système. 
 L’optimisation du système : très souvent le processus d’optimisation de certains aspects 
(sortie du modèle) d’un système est très couteux ou difficile (voire présentant des 
risques) à réaliser en se basant sur le système réel. Une des alternatives consiste à 
planifier une expérience, dont le coût est acceptable, puis à s’en servir pour construire 
un modèle. Les algorithmes d’optimisation sont ensuite appliqués au modèle. 
 L’élaboration de systèmes de contrôle-commande : dans le domaine du contrôle-
commande des systèmes, il est nécessaire d’anticiper la réaction du système pour 
mieux agir sur ses entrées dans le but de respecter une consigne. Les modèles sont de 
plus en plus utilisés dans les systèmes de contrôles avancés. 
 La détection et le diagnostic : il est possible de détecter les fautes de fonctionnement au 
sein d’un système via la comparaison entre la sortie du système et celle du modèle. 
 
Deuxième chapitre 
- 64 - 
 
 
Figure 2- 4 : Les différentes étapes générales d'un processus de modélisation 
Les deux premiers exemples d’objectifs nécessitent un modèle simulateur. Ce type de 
modèle est totalement indépendant du système après sa conception. Seules les entrées et, 
selon le modèle utilisé, les sorties en certains instants initiaux du système, sont nécessaires 
pour simuler son fonctionnement. Les deux derniers exemples d’objectifs nécessitent un 
modèle prédicteur. Pour que ce modèle puisse prédire la réponse du système aux instants 
futurs il se base sur la connaissance des entrées et des sorties à des instants présent et 
passés. Le modèle est donc étroitement lié au système et doit être utilisé en parallèle. 
L’objectif de la thèse est de pouvoir estimer la consommation d’un système sur une année 
indépendamment de toute manipulation physique en dehors d’un test court. Les modèles 
simulateurs seront donc adoptés dans le cadre de cette étude. 
 
La connaissance de l’objectif de la modélisation ainsi qu’une analyse physique du système 
sont nécessaires pour isoler le système. Ils déterminent également l’ensemble des entrées et 
sorties à prendre en compte. Mais ces entrées ne sont pas forcément pertinentes pour 
modéliser le système selon l’objectif prédéfini. Il va donc falloir réduire l’ensemble des entrées 
en éliminant les entrées perturbatrices. 
Le concepteur peut souhaiter explorer l’influence d’un ensemble précis d’entrées sur la 
sortie. Dans ce cas, seule la connaissance de l’objectif de la modélisation est nécessaire. 
Dans le cas des modèles dynamiques, il faut également déterminer les entrées retardées à 
prendre en compte. Ce type de modèle est plus complexe. Cette question est traitée plus loin 
dans le paragraphe II.3.2.4. 
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II.2.2.  Structure de modèle selon une approche « boîte noire » 
II.2.2.1 Formulation mathématique 
Dans la suite de ce paragraphe les systèmes sont considérés avec une seule sortie. Le cas 
des systèmes avec des sorties multiples peut être déduit du cas simplifié. 
 
Selon le paragraphe II.2.1.1, la modélisation est l’approximation mathématique de la 
fonction réalisée par le système. Le problème de modélisation est donc équivalent à la 
détermination d’une fonction réelle inconnue ܨ: ℛ� → ℛ définissant la relation entre le vecteur 
des entrées, ࢛ሺݐሻ, et la sortie, ݕሺݐሻ, du système considéré. Cette fonction sera appelé le 
« modèle-hypothèse » du système. Dans le cadre de l’approche « boite noire » l’identification 
de cette fonction est basée sur un ensemble de données expérimentales : ܦ� = {࢛ሺݐሻ, ݕሺݐሻ}௧=ଵ� . ܧ et ܰ désignent respectivement le nombre d’entrées et d’échantillons de données. 
 
Au sein de la catégorie des modèles « boîtes noires », il est possible de représenter le 
« modèle-hypothèse » (relation mathématique entre les entrées et sorties du système) de 
deux façons différentes : représentation d’état, selon le système d’équation (2- 1), et 
représentation E/S, équation (2- 2). 
 
 {࢞ሺݐሻ = ܨଵሺ࢞ሺݐ − ͳሻ, �ሺݐ − ͳሻሻݕሺݐሻ = ܨଶሺ࢞ሺݐሻ, �ሺݐሻሻ + ࢋሺݐሻ  (2- 1) 
 
 
ݕሺݐሻ = ܨሺ�ሺݐሻሻ + ࢋሺݐሻ (2- 2) � est le vecteur de régression du modèle. Il est composé par les entrées ࢛ et 
éventuellement les sorties passées du système. ࢞ le vecteur d’état, non mesurable, du 
système et ݕ sa sortie. ܨଵ, ܨଶ et ܨ sont les fonctions à approcher décrivant le fonctionnement 
du système. 
 
La grandeur non mesurable ࢋ modélisant le bruit affectant le système est souvent supposé 
être « normal », au sens loi de probabilité, avec une moyenne nulle. 
 
La réalisation d’une représentation entrées-sortie est toujours possible. En absence d’état 
mesuré du système la représentation d’état peut ne pas être possible [62]. Une recherche 
bibliographique a révélée qu’il n’existe pas un réel avantage de la dernière sur une approche 
entrées-sortie. Aussi, l’implémentation de l’approche entrées-sortie est plus simple [59]. Pour 
ces raisons une représentation entrées-sortie a été privilégiée dans le cadre de ce travail. 
 
Le modèle exploitable du système est une approximation de la relation donnée par 
l’équation (2- 3) à l’aide d’une fonction paramétrique F̂ : 
 
 ̂ݕሺݐ, ࢝ሻ = ̂ܨሺ�ሺݐሻ; ࢝ሻ (2- 3) ̂ݕ est la sortie du modèle et ࢝ est un vecteur de paramètres qu’il faut identifier. On suppose 
que la fonction ܨ coïncide avec un membre de l’ensemble des fonctions ̂ܨሺ. ; ࢝ሻ pour un 
vecteur inconnu ࢝ = ࢝଴ (̂ܨሺ. ; ࢝଴ሻ = ܨ). 
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Pour un vecteur � et une famille de fonction ̂ܨ (structure du modèle) donnés, le processus 
d’identification de ࢝ de telle sorte que ̂ܨ approxime ܨ (approximation de ࢝଴) connaissant ܦ� est appelé l’apprentissage ou entrainement du modèle. 
II.2.2.2 Modèles linéaires et non-linéaires dynamiques 
Dans cette partie on s’intéresse uniquement à la présentation des modèles dynamiques. En 
effet, les systèmes thermiques auxquels la thèse s’intéresse intègrent des composants qui ont 
un comportement dynamique introduit par l’inertie thermique de ses composants (notamment 
le ballon de stockage). 
 
La plupart des systèmes sont non linéaires : leurs entrées et sorties sont liées par des 
fonctions non-linéaires. Ils nécessitent donc des modèles non linéaires pour les décrire de 
façon précise dans la totalité de leur domaine de fonctionnement. Cependant, dans certains 
cas les modèles linéaires peuvent constituer une approximation suffisante au voisinage de ce 
domaine. 
 
Les modèles peuvent présenter deux types de linéarité : linéarité par rapport aux 
paramètres et linéarité par rapport aux entrées. Une fonction est dite linéaire par rapport aux 
entrées si sa sortie vérifie le principe de linéarité par rapport aux entrées. 
 
 ∀�, � ߳ ℛ, ̂ܨሺ�. ݑଵ +  �. ݑଶ; ࢝ሻ = �. ̂ܨሺݑଵ; ࢝ሻ + �. ̂ܨሺݑଶ; ࢝ሻ (2- 4) 
Une fonction est dite linéaire par rapport à ses paramètres si sa sortie vérifie le principe de 
linéarité par rapport aux paramètres. Les variables � et � appartiennent à l’ensemble des 
variables réelles. 
 
 ∀�, � ߳ ℛ, ̂ܨሺݑ; �. ࢝ଵ +  �. ࢝ଶሻ = �. ̂ܨሺݑ; ࢝ଵሻ + �. ̂ܨሺݑ; ࢝ଶሻ (2- 5) 
Dans la théorie d’identification des systèmes, la forme générale de la structure des 
« modèles hypothèses » linéaires est donnée par l’équation (2- 6) ( [63]). 
 
 ܣሺݍ−ଵሻ. ݕሺݐሻ = ݍ−� ܤሺݍ−ଵሻܨሺݍ−ଵሻ ݑሺݐሻ + ܥሺݍ−ଵሻܦሺݍ−ଵሻ ࢋሺݐሻ (2- 6) 
Où : ܣሺݍ−ଵሻ = ͳ + ܽଵݍ−ଵ + ⋯ + ܽ�ݍ−� ܤሺݍ−ଵሻ = ܾ଴ + ܾଵݍ−ଵ + ⋯ + ܾ௠ݍ−௠ ܥሺݍ−ଵሻ = ͳ + ܿଵݍ−ଵ + ⋯ + ܿ௞ݍ−௞ ܦሺݍ−ଵሻ = ͳ + ݀ଵݍ−ଵ + ⋯ + ݀௟ݍ−௟ ܨሺݍ−ଵሻ = ͳ + ଵ݂ݍ−ଵ + ⋯ + ௥݂ݍ−௥ 
 
Dans le cas de modèles « multi-entrées / multi-sorties », ces polynômes sont des matrices 
polynomiales. ݍ−ଵ est l’opérateur de décalage temporel, il vérifie : 
 
 ∀ߞ > Ͳ, ݍ−�ݑሺݐሻ = ݑሺݐ − ߞሻ (2- 7) 
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La façon avec laquelle les perturbations du système sont prises en compte dans le modèle 
(bruit de sortie ou d’entrée) résulte en un type donné du « modèle hypothèse ». Dans le 
Tableau 2- 1 sont présentés les cinq modèles les plus utilisés ainsi que les prédicteurs 
associés avec le vecteur � correspondant. 
 
Les modèles non-linéaires se déclinent simplement des modèles linéaires en choisissant 
une fonction ̂ܨ non-linéaire. 
 
Les systèmes solaires thermiques pour l’habitat sont régis par un ensemble de 
phénomènes physiques non linéaires (transferts thermiques par rayonnement et par 
convection, changement de phase du fluide réfrigérant etc.). Ainsi l’estimation de leurs 
performances quelles que soient les conditions nécessite l’emploi d’une structure non linéaire 
dans le modèle. 
Une discussion concernant le choix de la famille de fonction auquel appartient le « modèle 
hypothèse » retenu pour les travaux réalisés est donnée dans le paragraphe II.2.2.4. 
Tableau 2- 1 : Les différents modèles linéaires avec leurs modèle associé, vecteur de régression et 
vecteur de paramètres à identifier 
Nom du 
modèle-
hypothèse 
Réponse 
impulsionnelle 
finie (FIR) : ܣ = ܥ = ܦ = ܨ= ͳ 
Modèle Autorégressif à 
variable eXogène 
(ARX) : ܥ = ܦ = ܨ = ͳ 
Modèle Autorégressif à Moyenne 
Ajustée et variable eXogène 
(ARMAX) : ܦ = ܨ = ͳ 
Modèle d’erreur en sortie 
(Output Error OE) : ܣ = ܥ = ܦ = ͳ 
Vecteur de 
régression � [ݑሺݐ− ߞሻ, … , ݑሺݐ− ߞ − ݉ሻ ]′ [ݕሺݐ − ͳሻ, … , ݕሺݐ− �ሻ, ݑሺݐ − ߞሻ, … , ݑሺݐ− ߞ − ݉ሻ ]′ [ݕሺݐ − ͳሻ, … , ݕሺݐ − �ሻ, ݑሺݐ− ߞሻ, … , ݑሺݐ − ߞ− ݉ሻ, ݕሺݐ − ͳሻ− ̂ݕሺݐ− ͳ; ࢝ሻ, … , ݕሺݐ− ݇ሻ − ̂ݕሺݐ− ݇; ࢝ሻ ]′ 
[̂ݕሺݐ − ͳ; ࢝ሻ, … , ̂ݕሺݐ− ݎ; ࢝ሻ, ݑሺݐ − ߞሻ, … , ݑሺݐ − ߞ− ݉ሻ]′ 
Vecteur à 
identifier ࢝ [ܾ଴ … ܾ௠  ]′ [−ܽଵ , … , −ܽ� , ܾ଴ , … , ܾ௠  ]′ [−ܽଵ , … , −ܽ�, ܾ଴ , … , ܾ௠, ଵܿ , … , ܿ௞  ]′ [− ଵ݂ , … , − ௥݂ , ܾ଴ , … , ܾ௠  ]′ 
Modèle 
associé 
̂ݕሺݐሻ= ݍ−ߞܤሺݍ−ଵሻݑሺݐሻ ̂ݕሺݐሻ= ݍ−ߞܤሺݍ−ଵሻݑሺݐሻ+ [ͳ − ܣሺݍ−ଵሻ]ݕሺݐሻ ̂ݕሺݐሻ = ݍ−ߞ ܤሺݍ−ଵሻܥሺݍ−ଵሻ ݑሺݐሻ+ ቆͳ− ܣሺݍ−ଵሻܥሺݍ−ଵሻቇ ݕሺݐሻ 
ݕሺݐሻ = ݍ−ߞ ܤሺݍ−ଵሻܨሺݍ−ଵሻ ݑሺݐሻ 
II.2.2.3 Méthode d’estimation des paramètres 
Dans cette partie une description des deux méthodes les plus utilisées pour l’estimation des 
paramètres est donnée. Les références [60] et [64] décrivent avec détail ces méthodes ainsi 
que de nombreuses autres. 
 
Le processus d’estimation du vecteur � est représenté sur la Figure 2- 5. Les méthodes les 
plus utilisées pour estimer ce vecteur sont la méthode basée sur la minimisation de l’erreur 
moyenne quadratique et la méthode du maximum de vraisemblance. Ces méthodes se 
distinguent par la « fonction objectif » utilisée pour mesurer l’écart entre le modèle et le 
système au moment de l’apprentissage. Elle est fonction de l’erreur entre la sortie du modèle �̂ 
et la sortie du système � : 
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 ܱܾ݆ሺ࢝ሻ = ܱܾ݆ሺݕ − ̂ݕሺܦ�, ࢝ሻሻ (2- 8) 
Le choix de la fonction objectif dans les méthodes de l’estimation des paramètres dépend 
des connaissances disponibles sur le processus à modéliser notamment sur les perturbations. 
 
Figure 2- 5 : Représentation schématique du processus d’estimation de paramètres d’un modèle 
 La méthode basée sur l’erreur moyenne quadratique : 
 
La fonction objectif dans ce cas de figure est mesurée par la fonction d’erreur moyenne 
quadratique (ܧܯܳ) : 
 
 ܱܾ݆ሺݓ; ܦ�ሻ = ͳܰ ∑(ݕሺݐሻ − ̂ݕሺݐ, ࢝ሻ൯ଶ�௧=ଵ  (2- 9) 
L’application de cette méthode est toujours possible car elle nécessite uniquement la 
connaissance des mesures des sorties du système et celles du modèle pour les mêmes 
données d’entrée. La solution du problème dans ce cas de figure est donnée par le minimum 
de la fonction objectif, équation (2- 10) : 
 
 ࢝̂ = ܽݎ݃ ݉݅݊࢝ ܱܾ݆ሺ࢝; ܦ�ሻ (2- 10) 
Dans certains cas, l’écart-type du bruit qui affecte les mesures ݕሺݐሻ est calculable. Pour 
prendre en compte les incertitudes des mesures dans le modèle, une variante de la fonction 
objectif ܧܯܳ consiste à pondérer les erreurs par l’écart-type correspondant �ሺݐሻ (équation (2- 
11)). Une mesure aura d'autant plus de poids que son incertitude sera faible. 
 
 ܱܾ݆ሺ࢝; ܦ�ሻ = ͳܰ ∑ ቆݕሺݐሻ − ̂ݕሺݐ, ࢝ሻ�ሺݐሻ ቇଶ�௧=ଵ  (2- 11) 
 Méthode du maximum de vraisemblance (MV): 
 
Le principe de la méthode du MV est basé sur une vision probabiliste. Son principe est 
différent de celui de la précédente qui consiste à minimiser une fonction d’erreur sur la base 
d’observations. La méthode MV considère les observations ݕሺݐሻ comme étant des variables 
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aléatoires d’une population inconnue. La solution au sens du MV est le vecteur ࢝̂ des 
paramètres maximisant la probabilité d’apparition des observations ࢟. Notons ݌࢟|࢛ሺݔ, ࢝଴ሻ la 
densité de probabilité conditionnelle de la variable aléatoire ࢟, contenant les ܰ observations, 
connaissant le vecteur ࢛. Cette densité de probabilité est également considérée comme 
faisant partie d’une famille paramétrée de fonctions densité de probabilité ݌࢟|࢛ሺݔ, ࢝ሻ. La 
fonction de vraisemblance est définie par : 
 
 ܮሺ࢝ሻ = ݌࢟|࢛ሺݔ = ࢟, ࢝ሻ (2- 12) 
La solution du problème au sens du MV est donnée par : 
 
 ࢝̂ = ܽݎ݃ ݉ܽݔ࢝ ܮሺ࢝ሻ (2- 13) 
Pour trouver une telle solution les densités de probabilité des variables mises en jeu doivent 
être connues. Sous l’hypothèse de variables indépendantes et identiquement distribuées 
(ayant la même loi de probabilité) il est possible de calculer la densité de probabilité ݌࢟|࢛ en 
fonction des densités de probabilité conjointe: 
 
 ݌࢟|࢛ሺ࢞, ࢝଴ሻ  = ∏ ݌௬ሺ௧ሻ|࢛ሺ௧ሻሺݔሺݐሻ, ࢝଴ሻ�௧=ଵ  (2- 14) 
Moyennant l’équation (2- 2) il est possible de calculer les densités de probabilité conjointe 
selon : 
 
 ݌௬ሺ௧ሻ|࢛ሺݔሺݐሻ, ࢝଴ሻ = ݌ࢋ ቀݔሺݐሻ − ܨ(࢛ሺݐሻ൯ቁ (2- 15) 
Ce qui donne en introduisant ̂ݕሺݐ, ࢝଴ሻ, l’estimation idéale de ݕሺݐሻ, et en utilisant l’équation 
(2- 14): 
 
 ݌࢟|࢛ሺ࢞, ࢝଴ሻ = ∏ ݌ࢋ(ݔሺݐሻ − ̂ݕሺݐ, ࢝଴ሻ൯�௧=ଵ  (2- 16) 
La grandeur à maximiser est donc : 
 
 ܮሺ࢝ሻ = ∏ ݌ࢋ(ݕሺݐሻ − ̂ݕሺݐ, ࢝ሻ൯�௧=ଵ  (2- 17) 
En considérant que ࢋ suit une loi normale de moyenne nulle et d’écart type � (hypothèse 
souvent admise, comme précisé dans le paragraphe II.2.2.1), l’équation (2- 17) devient : 
 
 ܮሺ࢝ሻ = ∏ ͳ�√ʹ� ݁ݔ݌−ଵଶ(௬ሺ௧ሻ−௬̂ሺ௧,࢝ሻ� )2�௧=ଵ  (2- 18) 
Si de plus la variance de ࢋ est supposée égale à l’unité, le développement de l’équation (2- 
18) permet de montrer que : 
 
Deuxième chapitre 
- 70 - 
 
 ܮሺ࢝ሻ = ( ͳ√ʹ�)� ݁ݔ݌ (−ܰ ܧܯܳʹ ) (2- 19) 
Dans ce cas précis les méthodes MV et la première sont équivalentes puisque le maximum 
de ܮሺ࢝ሻ correspond au minimum de ܧܯܳሺ࢝ሻ. 
II.2.2.4 Exemples de familles des structures de modèles 
Le choix d’une famille de structure du « modèle hypothèse » ̂ܨ est une étape cruciale dans 
le processus de la modélisation. Il est donc primordial de choisir une structure adaptée au 
problème étudié. L’utilisation d’une structure sous forme de polynômes peut être suffisante 
dans certains cas. L’identification de paramètres sera aisée et moins coûteuse en temps de 
calcul. Pour des problèmes complexes, auxquels il n’est pas possible d’utiliser une forme 
polynomiale, le développement en séries de Fourrier, de Volterra, l’utilisation d’un réseau 
d’ondelettes ou de systèmes d’inférence floue, par exemple, peuvent être la solution adaptée. 
Parmi ces familles les réseaux de neurones artificiels (RNA) ont une place très particulière. 
 
La raison d’être des RNA réside dans leur faculté d’approximer toute fonction continue et 
bornée [65], voire toute fonction continue par morceaux et bornée [66]. Il a été montré qu’un 
RNA (fonction non-linéaire par rapport aux entrées mais aussi par rapport aux paramètres) 
avec une configuration adaptée (i. e. nombre de neurones et fonctions d’activations) est un 
approximateur universel de fonction à un degré de précision arbitraire fixé. En outre, la famille 
de fonctions des réseaux de neurones est parcimonieuse. En effet, les RNA peuvent 
approximer toute fonction avec moins de paramètres que les autres familles. 
 
La modélisation par RNA est largement appliquée, notamment pour répondre à un besoin 
toujours croissant concernant la prédiction des performances et le contrôle-commande dans le 
secteur des énergies renouvelables et systèmes thermiques. Les RNA ont montré leur 
pertinence notamment par leur capacité à résoudre des problèmes complexes, non-linéaires et 
multi-variables. Un résumé de quelques travaux significatifs et récents est donné dans le 
paragraphe suivant. Les modèles neuronaux peuvent apprendre à partir d’exemples et tolèrent 
l’imprécision des mesures et des perturbations, ainsi que les données incomplètes [67]. En 
outre, les systèmes que nous souhaitons modéliser dans le cadre de cette thèse présentent 
des caractères complexes, à la fois dynamiques, non-linéaires et discontinues, introduits par 
les outils de contrôle commande. Les réseaux de neurones artificiels sont adaptés à notre 
problématique. Ils ont donc été retenus comme structure de modèle. 
II.2.3.  Réseaux de neurones artificiels et systèmes thermiques 
Le travail bibliographique réalisé révèle que les RNA ont été largement utilisés avec succès 
pour modéliser quasiment tous les composants d’un système solaire combiné. Cela confirme 
l’intérêt à utiliser un modèle neuronal dans le processus de la méthodologie proposée dans ce 
travail. Dans ce qui suit un aperçu succinct de quelques travaux impliquant les RNA. 
 
Dans [68], S. Kalogirou et al ont étudié la capacité d'un RNA statique à modéliser le 
comportement énergétique d'un système solaire thermique à grande échelle. D'après les 
résultats présentés, il peut être conclu que le RNA prédit efficacement la production d'énergie 
quotidienne du système. Les entrées nécessaires au modèle sont l’irradiation solaire 
quotidienne totale incidente au niveau du capteur, la température ambiante moyenne de la 
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journée et de l'eau du réservoir de stockage au début de la journée. Les prédictions du RNA 
ont été comparées à des prédictions d'une autre méthode préalablement validée. La 
concordance entre les résultats est satisfaisante. 
 
Dans [69], C. Burattia et al ont développé un outil, intégrant un modèle neuronal, pour 
vérifier la performance énergétique annuelle des bâtiments ainsi que les  certifications 
associées. Les entrées du modèle sont composées de paramètres géométriques du bâtiment, 
d’informations sur le climat et les types des systèmes thermiques intégrés au bâtiment. Parce 
que le RNA n’est compatible qu’avec des données numériques, tous les paramètres non 
quantifiables ont été codés en utilisant des nombres entiers. Les résultats de l’outil développé 
montrent une bonne corrélation avec les données de test. 
 
A. Leconte et al ont développé, dans [52], un modèle selon l’approche « boîte grise » qui 
prédit, avec une bonne précision, les performances énergétiques annuelles des SSC dans de 
nombreuses conditions. Le modèle mis au point est composé d'une partie formée par des 
modèles physiques simples, et une partie formée avec un RNA statique pour modéliser le 
système de régulation et gérer les flux et échanges d’énergie entre tous les composants. 
 
Dans [70], W. Yaici et al ont mené une étude afin d'évaluer la performance d'un système 
solaire thermique similaire. Le système a été modélisé à l'aide d'un RNA dynamique. Les 
variables d’entrée utilisées pour construire la configuration du modèle étaient, en plus du 
rayonnement solaire et la température ambiante, les températures retardées de six 
emplacements dans le réservoir de stockage d'eau chaude. Les sorties du modèle sont les 
mêmes six températures mais à l'instant futur, l'apport de chaleur du capteur solaire à travers 
l'échangeur de chaleur dans le système et l'apport de chaleur du système d’appoint. Les 
résultats montrent que le modèle RNA permet d'évaluer les performances énergétiques du 
système et la stratification du réservoir tout en commettant de faibles erreurs. 
 
Dans [71], S. Rosiek et al ont développé un modèle basé sur RNA d'une machine à 
absorption entrainée par l’énergie solaire. Le modèle développé est capable de prédire avec 
une erreur faible le COP ainsi que la capacité de refroidissement du système. Pour cette 
étude, seules cinq entrées étaient pertinentes pour modéliser l'ensemble du système à savoir 
les températures d'entrée et de sortie de l'évaporateur et du générateur ainsi que la 
température moyenne du ballon de stockage chaud. Cependant, ces entrées utilisées ne sont 
pas adaptées pour évaluer les performances d'une machine à absorption lorsque seules les 
températures et les débits d’entrées sont disponibles. Une étude similaire est présentée dans 
[72]. 
 
Plusieurs autres études de modélisation avec des RNA ont été réalisées récemment, mais 
ne sont consacrées qu’à la modélisation de composants de système [73], [74], [75], [76]. 
II.3.  Processus de modélisation avec les RNA 
II.3.1.  Les RNA formels 
Les RNA trouvent leurs racines dans la neurobiologie. Cependant, l’origine biologique des 
réseaux de neurones artificiels a une importance et des conséquences très limitées dans leurs 
applications en ingénierie. 
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Les neurones formels sont des fonctions mathématiques paramétrables mimant le 
fonctionnement des neurones biologiques. Un neurone, élément de base d’un RNA, réalise 
une fonction d’une sommation pondérée, par des coefficients appelés poids synaptiques ௝߱௟, 
de ses entrées ݔ௝ pour donner une sortie ݖ௟ avec ݈ le numéro du neurone. L’opération réalisée 
par un neurone est traduite par l’équation (2- 20). La fonction ௟݂ est appelé fonction d’activation 
du neurone. 
 
 ݖ௟ = ௟݂ ቆ∑ ௝߱௟ݔ௝௄௝=ଵ ቇ (2- 20) 
 
Figure 2- 6 : Quelques exemples de fonctions d’activation couramment utilisées 
Quelques exemples de fonctions d’activation (FA) couramment utilisées sont représentés 
sur la Figure 2- 6. Elles sont généralement des fonctions bornées sauf pour les neurones de 
sortie. 
 
Des neurones interconnectés forment ce qui est communément appelé un RNA. Il existe 
différentes architectures neuronales [77]. Parmi celles-ci figure le perceptron multicouche 
(PMC). Cette architecture est la plus utilisée. Un PMC est un réseau formé de neurones 
arrangés en couches : une couche d’entrée (formée de variables d’entrées), une ou plusieurs 
couches cachées et une couche de sortie (Figure 2- 7). Les neurones sont complètement 
connectés dans un seul sens, des entrées aux sorties. Pour un RNA avec ܧ entrées, ܥ 
neurones dans la couche cachée et ܵ sorties, la sortie numéro ݏ du RNA peut être obtenue 
selon l’équation (2- 21): 
 
 ݕ௦ = ௦݂ௌ ቆ∑ ߱௖,௦ௌ ௖݂� (∑ ߱௘,௖� ݑ௘�௘=ଵ )�௖=ଵ ቇ (2- 21) 
Une description détaillée des RNA peut être consultée dans les ouvrages [59] et [63]. 
Par analogie avec ce qui a été présenté dans le paragraphe II.2.2.1, la construction d’un 
modèle d’un système avec les RNA consiste à identifier le « bon » vecteur ࢝ formé ici par 
l’ensemble des poids synaptiques. Mais avant cette étape il faut déterminer tous les éléments 
caractéristiques du réseau : vecteur de régression, nombre de couches, nombre de neurones 
et les FA dans chaque unité. 
A l’état actuel il n’existe aucune méthode déterministe générique permettant de déterminer 
les caractéristiques optimales d’un réseau de neurones pour un problème donné. Les 
caractéristiques du modèle sont inhérentes au système étudié. Ainsi, les caractéristiques d’un 
RNA différent beaucoup d’un problème à un autre. Dans ce contexte, il devient primordial de 
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développer une méthodologie de construction de modèles neuronaux adaptée aux systèmes 
auxquels la thèse s’intéresse. 
 
 
Figure 2- 7 : Représentation d’un neurone formel à gauche, exemple d’un réseau de neurones à une seule 
couche à droite 
Dans les paragraphes suivants est présentée la démarche empruntée, étape par étape, 
pour déterminer un processus robuste pour la création des modèles neuronaux. 
II.3.2.  Caractéristiques du modèle neuronal 
II.3.2.1 Fonctions d’activations 
Selon les théorèmes d’approximation de fonctions cités dans le paragraphe II.2.2.4, une 
fonction d’activation non linéaire bornée, quelle qu’elle soit, dans les couches cachées et une 
fonction linéaire (fonction identité ݂ሺݔሻ = ݔ) dans la couche des sorties sont suffisantes. 
Aucune unanimité n’a été prononcée envers une fonction précise pour son utilisation [78]. Le 
choix de la fonction d’activation pourrait se faire en prenant en compte la sortie du système. 
En effet, si elle est positive par exemple, il pourrait être judicieux de choisir une FA dans la 
couche de sortie qui reste positive quelle que soit son entrée. Le choix de la FA peut 
également dépendre du traitement des données réalisé. Ce point est discuté plus loin dans le 
paragraphe II.3.4.2. 
Dans le cadre de la thèse, la fonction tangente hyperbolique (fonction non linéaire et 
bornée, voir les théorèmes d’approximation de fonctions) a été retenue pour tous les neurones 
de la couche cachée. L’utilisation de neurones linéaires dans tout le RNA a été écartée. En 
effet, les systèmes étudiés sont complexes et présentent un comportement non-linéaire. Il faut 
en conséquence un modèle non-linéaire pour modéliser les non-linéarités dans les systèmes. 
En fonction des éléments cités dans ce paragraphe le choix de la FA à utiliser dans la 
couche de sortie est plus délicat. La solution retenue consiste à tester deux FA : fonction 
linéaire et fonction tangente hyperbolique. Enfin, ces fonctions sont infiniment dérivables, il est 
donc possible d’appliquer les algorithmes d’optimisation classiques. 
II.3.2.2 Entrées unitaires fixes 
Il est toujours utile d'ajouter à l’entrée de chaque neurone (c’est à dire une FA), une valeur 
fixe équivaut à un multipliée par un poids synaptique. Cela est communément appelé un biais. 
En effet, cette entrée permet de déplacer, via le poids synaptique associé, la FA vers la 
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gauche ou vers la droite, ce qui donne plus de liberté pour le réseau et facilite ainsi 
l'apprentissage. L’intérêt d’utiliser le biais est justifié sur les Figure 2- 8 et Figure 2- 9. Par 
exemple, quel que soit le poids synaptique ݓ la fonction ݐܽ݊ℎሺݓ. ݔሻ (un neurone) ne peut pas 
approximer la fonction bleue sur la Figure 2- 9 sans un biais. 
L’équation (2- 22) devient dans ce cas : 
 
 ݕ௦ = ݐܽ݊ℎ ቆܾ௦ௌ + ∑ ߱௖,௦ௌ  ݐܽ݊ℎ (ܾ௖� + ∑ ߱௘,௖� ݑ௘�௘=ଵ )�௖=ଵ ቇ (2- 22) 
Avec : ܾ௖�  et ܾ௦ௌ sont les poids synaptiques des biais pour la couche cachée et la couche de 
sortie respectivement. 
 
Figure 2- 8 : Représentation de la fonction « tanh » pour plusieurs valeurs de w (poids synaptiques). Quel 
que soit ࢝ la fonction ࢚��ࢎሺ࢝. ࢞ሻ passe par l’origine. 
 
Figure 2- 9 : Illustration de l’ajout d’un biais dans la fonction « tanh » : possibilité de la translation à 
droite/gauche en outre de la rotation (effet du biais synaptique). 
II.3.2.3 Configuration du modèle en entrainement et en exploitation 
La question des entrées physiques utilisées pour la formation des modèles est abordée 
dans la section II.4. . Dans ce paragraphe nous nous intéressons uniquement aux dimensions 
du vecteur de régression. 
Les modèles hypothèses non linéaires basés sur les modèles linéaires abordés 
précédemment (Tableau 2- 1) sont notés, dans le cadre de l’utilisation des RNA comme famille 
de fonction non linéaire, par l’ajout de « N » à l’abréviation de chaque structure. En effet, un 
modèle NARX est un modèle dont la fonction est réalisée par un RNA mais dont le vecteur de 
régression � est celui d’un modèle ARX linéaire. 
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Les conditions du test des systèmes sont normalement bien maitrisées lors des essais en 
laboratoire. Elles sont donc répétables. En outre, des modèles physiques détaillés développés 
dans le logiciel commercial TRNSYS seront utilisées pour générer les données annuelles en 
vue d’une validation de la méthodologie. Ces modèles sont déterministes. Les données 
correspondantes ne sont donc pas entachées de perturbations. En conséquence nous ne 
considérons aucune entrée stochastique dans les modèles neuronaux qui seront développés. 
Le modèle hypothèse NARMAX a donc été écarté, d’autant plus qu’il a été signalé que ce type 
de modèle peut présenter des problèmes de stabilité [63]. 
Le modèle NFIR ne prend pas en compte la dynamique de la sortie du système. Or cette 
sortie peut apporter beaucoup d’information sur le fonctionnement du système. En effet, la 
consommation des systèmes thermiques pour les applications dans le bâtiment, dépend des 
entrées externes (conditions aux limites : bâtiment et climat) mais également de certaines 
variables internes tel que l’énergie stockée dans le ballon et de son inertie. L’accès à cette 
variable sera impossible au moment de l’exploitation du modèle. Une solution consiste à 
prendre en compte la sortie du modèle, retardée, en tant qu’entrée. A l’aide des données 
d’apprentissage, le modèle neuronal sera capable de remplacer le manque de connaissance 
sur les variables internes via la connaissance des sorties retardées. Enfin, seuls les modèles 
hypothèse NARX et NOE seront considérés dans ce manuscrit. Le modèle NARX peut être 
exploité de deux façons différentes. La première consiste à l’utiliser pour faire de la prédiction 
à court terme (utilisation en boucle ouverte) ou en simulation (utilisation en boucle fermée). 
C’est cette dernière utilisation qui nous intéresse dans le cadre de la méthodologie proposée. 
Quand le modèle NARX est entrainée en boucle fermée il devient équivalent au modèle NOE. 
Sur la Figure 2- 10 sont représentés graphiquement les deux modes d’utilisation du NARX. 
 
 
  
Figure 2- 10 : Configuration en boucle ouverte en haut à gauche, et en boucle fermée en haut à droite. Les 
deux figures en bas représentent un exemple dans le cas d’un Time Delay (TD) égal à 3 pas de temps et 
dans le cas d’une seule entrée et une seule sortie. 
Durant l’entrainement toutes les données (entrées et sortie) sont disponibles. Il est donc 
avantageux d’entrainer les RNA selon la configuration en boucle ouverte (BO). Ainsi, durant 
retards
RNA
retards
RNA
retards
Boucle avec retard
RNA RNA
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l’apprentissage le vecteur de régression du RNA est constitué, en outre des entrées, par des 
signaux retardés mesurés de la sortie du système, au lieu des signaux retardés estimés par le 
modèle lui-même (cas de la boucle fermée, voir également Figure 2- 10). Selon [79], [80] et 
[81] les paramètres du RNA seront ainsi identifiés avec des données précises puisqu’elles 
sont réelles (et non estimées par le RNA), ce qui va augmenter les chances de créer un 
modèle plus précis. Aussi, les contraintes de la méthodologie nous imposent une base de 
données assez réduite. Il n’est pas possible en conséquence de réserver un ensemble de 
données d’apprentissage à la validation des modèles RNA. Un entrainement en BO, selon la 
stratégie décrite dans le paragraphe II.3.3.4, puis une exploitation en boucle fermée (BF) 
permettra d’avoir un premier test du RNA. En effet, tous les modèles ayant de faibles 
performances en BF seront fortement pénalisés. 
Les résultats de la comparaison entre un entrainement en BF et en BO présentés dans 
l’Annexe D. confirment ce constat. L’exploitation des modèles neuronaux et le processus de 
sélection seront réalisés en BF. 
II.3.2.4 Ordres de régression 
Après avoir sélectionné le modèle hypothèse à utiliser, il est également primordial de 
déterminer les ordres de régression : ݉, �, ߞ, dans le vecteur φ (voir Tableau 2- 1 paragraphe 
II.2.2.2). Ce sont ces paramètres qui déterminent quelles sont les entrées et sorties retardées 
à prendre en compte. En conséquence, ce sont ces paramètres qui déterminent, en partie, la 
complexité du modèle, mesurée par le nombre de paramètres à identifier. En effet, pour un 
RNA avec une seule couche cachée contenant ܥ neurones, ܧ entrées et une seule sortie, le 
nombre de paramètres dans le modèle est égale à : ሺܧ + ͳሻ. ܥ + ሺܥ + ͳሻ. Pour avoir un modèle 
parcimonieux il est important d’avoir le nombre minimal d’entrée permettant la description de la 
sortie. Trouver l’ordre de régression des entrées et sorties dans un modèle est une tâche 
particulièrement complexe notamment pour des données E/S issues d’un système dynamique 
non-linéaire. Plusieurs auteurs ont tenté de proposer une solution permettant de déterminer 
les bons ordres de régression. Un examen des méthodes existantes est donné dans [82]. 
Aucune de ces méthodes n’est générique et ne pourrait être appliquée à tous les problèmes. 
 
Certains chercheurs utilisent des techniques empiriques consistant à tester plusieurs ordres 
de régression et d’essayer de choisir le meilleur selon un critère précis. D’autres utilisent des 
techniques plus élaborées pour les optimiser comme les algorithmes génétiques [83]. Pour 
des problèmes linéaires l’utilisation des fonctions d’autocorrélation ou d’inter-corrélation est 
très efficace pour la détermination des signaux retardés. Une fonction de corrélation mesure 
en quelque sorte le degré de similarité entre deux signaux en fonction du retard temporel de 
l’un sur l’autre. Le calcul de cette fonction permet donc de déterminer les potentiels signaux 
retardés (corrélés avec la variable à estimer) à prendre en compte dans la configuration E/S 
du modèle. Lorsque deux variables ܺ et ܻ sont considérées comme deux réalisations de 
processus stationnaires (moyenne et variance constantes dans le temps) aléatoires de 
moyenne �௑ et d’écart-type �௑ (respectivement �௒ et �௒), la fonction de corrélation croisée, 
entre deux variables ܺ et ܻ est définie par: 
 
 ܴ௑,௒ሺ�ሻ = ܧ[ሺܺሺݐሻ − �௑ሻ ∗ ሺܻሺݐ − �ሻ − �௒ሻ]�௑. �௒  (2- 23) 
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La fonction ܧ[ܺ] désigne ici l’espérance mathématique. La fonction d’autocorrélation d’une 
variable ܺ est la corrélation croisée avec elle-même. Elle s’obtient en remplaçant ܻ par ܺ. Il se 
peut que deux variables soient fortement corrélées, mais que cette corrélation soit due à 
l’influence d’un facteur extérieur et non pas à un fort lien entre les deux variables. La fonction 
d’autocorrélation partielle permet de calculer la corrélation entre ܺሺݐሻ et ܺሺݐ − ݇ሻ tout en 
faisant abstraction de l’influence des variables intermédiaires (ܺሺݐ − ݇ + ݅ሻ avec ݅ variant entre 
1 et ݇ − ͳ). 
 
Dans le but de déterminer une stratégie d’identification des retards à prendre en compte 
dans la configuration des modèles une étude des corrélations entre les différentes variables 
d’un système solaire combiné a été réalisée. Les résultats sont donnés dans la Figure 2- 11 et 
la Figure 2- 12. La description du système ainsi que les résultats de sa modélisation sont 
présentés dans la section II.5. . Le choix des variables considérées dans cette partie est 
également justifié dans le paragraphe II.5.3. . Les droites en bleues délimitent l’intervalle de 
confiance à 95% qu’il n’y pas de corrélation au décalage temporel considéré, dans ce cas de 
figure les barres ne dépassent pas les droites. Les barres rouges dépassant les deux limites 
indiquent qu’il y a corrélation. Plus l’amplitude des barres est grande plus la corrélation est 
importante. 
Sur la Figure 2- 11 sont tracées les différentes fonctions de corrélation entre la sortie 
(puissance de l’appoint) et les entrées (puissance des besoins d’ECS, des besoins de 
chauffage et de la ressource solaire) du système. Les deux premières figures font apparaitre 
des autocorrélations significatives sur un grand nombre de décalages temporels. Ceci montre 
que la puissance de l’appoint est instationnaire et qu’il est difficile en conséquence de 
déterminer une estimation fiable des retards à prendre en compte pour cette variable. La 
Figure 2- 12 montre également qu’il est difficile de tirer des conclusions fiables sur les bons 
décalages temporels à prendre en compte pour les variables d’entrées. Ces résultats 
confirment le fonctionnement non-linéaire des systèmes étudiés où les fonctions de corrélation 
linéaire trouvent leurs limites. 
 
Figure 2- 11 : Corrélation pour la variable puissance de l’appoint (sortie du modèle). 
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Figure 2- 12 : Corrélations croisées entre la sortie et les entrées. 
Une méthode heuristique présentée dans [84] permet de calculer l’ordre de régression sur 
l’entrée et la sortie d’un système dynamique non-linéaire. Cette méthode est basée sur le 
calcul du coefficient de Lipschitz: 
 ݍሺ�ሻ = ቌ∏ √ܧ௣���௞=ଵ ݍሺ�ሻሺ݇ሻቍ
ଵ௣���
 
(2- 24) 
ܧ représente le nombre total de variables d’entrées du modèle du système considéré, dont 
éventuellement les entrées retardées à considérer. ݌௟௜௣ est un nombre typiquement égal à Ͳ,Ͳͳ − Ͳ,Ͳʹܧ. ݍሺ�ሻሺ݇ሻ est le ݇-ième plus grand quotient de Lipschitz (il est défini par l’équation 
(2- 25) parmi tous les quotients calculés avec les données entrées/sorties disponibles. 
 
 ݍ௜௝ = |ݕሺ݅ሻ − ݕሺ݆ሻݑሺ݅ሻ − ݑሺ݆ሻ| , ሺ݅ ≠ ݆ሻ (2- 25) 
Il a été montré que si ܧ est le vrai nombre d’entrées du système (et donc l’ordre de 
régression optimal), ݍ� sera très proche de ݍ�+ଵ par contre ݍ�−ଵ sera très grand par rapport à ݍ�. De même ݍ�+ଶ sera très proche de ݍ�+ଵ mais ݍ�−ଶ sera très grand par rapport à ݍ�−ଵ et 
ainsi de suite. Le tracé de ces coefficients en fonction de ܧ permettra de détecter à partir de 
quelle valeur de ܧ ce coefficient se stabilise et ainsi pourra-t-on déterminer l’ordre de 
régression optimal. L’inconvénient de cette méthode réside dans le fait qu’elle est applicable 
seulement aux systèmes SISO (single input single output) et qui présentent un comportement 
continu et régulier. Dans notre cas de figure les systèmes sont de type MISO (multiple input 
single output) et intègrent des systèmes de régulation qui font que certaines variables ne sont 
pas régulières (mise en arrêt et en marche). 
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Parmi les modèles dynamiques rencontrés dans la littérature pour des applications 
ressemblant à celles de cette thèse ( [85], [86], [87] et [88]), les auteurs supposent connaitre à 
l’avance l’ordre de régression tandis que dans [89] les auteurs ont utilisé le calcul des 
coefficients de corrélations linéaires. Selon l’étude réalisée et en prenant en compte les 
inconvénients et avantages de chaque méthode, il est judicieux de procéder autrement. La 
méthode que nous avons retenue pour la sélection des variables décalées dans le temps 
consiste à tester plusieurs pas de temps dans un ordre croissant puis sélectionner le modèle 
ayant les meilleures performances. Il est intéressant de signaler qu’une sous-estimation de 
l’ordre de régression dans le modèle neuronal implique un modèle incomplet car il va lui 
manquer au moins une variable d’entrée. Dans ce cas de figure l’apprentissage du RNA ne 
permettra pas d’atteindre les performances souhaitées. Cependant, une surestimation de 
l’ordre de régression pourrait être ajustée. En effet, le RNA pourrait s’ajuster à travers ses 
poids synaptiques pour prendre en compte uniquement les variables nécessaires pour calculer 
la sortie. Il suffit donc de tester un nombre suffisant de retards. 
II.3.2.5 Nombre de neurones 
Le nombre de neurones dans un RNA détermine les performances de celui-ci. Un nombre 
de neurones important est souvent la cause du problème de sur-apprentissage (sans parler du 
temps de calcul qui va s’accroitre) et inversement un réseau avec un nombre de neurones 
insuffisant ne sera pas capable de remonter à la relation reliant les entrées aux sorties (peu de 
paramètres est synonyme d’un degré de liberté réduit). 
 
Plusieurs études ont été réalisées pour tenter de proposer une méthode pour déterminer le 
nombre optimal de neurones pour une architecture ou un modèle donné. Néanmoins aucune 
méthode n’est générique (voir [90] et [91]). Certains auteurs donnent ce nombre en fonction de 
la taille de l'ensemble de données disponibles pour l’apprentissage et le nombre d'entrées et 
de sorties [90]. D’autres essaient de donner une borne supérieure du nombre de neurones qui 
ne compromettent pas la capacité de généralisation du réseau [92]. Aucune de ces méthodes 
n’a réellement prouvé son efficacité et il est facile de trouver un contre-exemple pour chacune 
d’entre elles [93]. Certains auteurs proposent de mettre le nombre de neurones comme 
paramètre d’entrée d’un algorithme d’optimisation évolutionniste comme les algorithmes 
génétiques [91]. Cependant en utilisant ce type de méthodes, des problèmes similaires à ceux 
des RNA peuvent être rencontrés tels que le choix des paramètres de l’algorithme (la fonction 
objectif à minimiser, le nombre de population, les probabilités de mutation et de croisement 
etc.) et le temps de calcul souvent très lourd. 
La méthode la plus sure et la plus simple (mais qui reste longue) consiste à entrainer 
plusieurs réseaux, d’architecture différentes, en partant d’un seul neurone dans la couche 
cachée, jusqu’à un nombre maximal de neurone, arbitrairement fixé. L’architecture optimale 
devra être déterminée dans un second temps, selon un critère à définir (ce point est traité 
dans le paragraphe II.5.4. ). C’est cette approche qui est adoptée pour la méthodologie 
développée dans cette thèse. 
II.3.2.6 Nombre de couches 
Un RNA sans couche cachée est équivalent, dans le cas d’une FA linéaire, à un modèle 
linéaire. Il serait donc trop simple pour modéliser des systèmes complexes. L’utilisation de 
deux couches donnera plus de liberté au RNA pour approximer la fonction du système à 
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modéliser et pourrait en conséquence réduire le nombre de neurones utilisés. Un nombre de 
neurones réduit implique un RNA parcimonieux et potentiellement doté d’un pouvoir de 
généralisation important. Malgré cela, peu d’auteurs optent pour un réseau multicouche. En 
outre, il n’existe aucune méthode systématique pour déterminer le nombre de couches 
cachées [78]. Enfin selon le théorème cité dans le sous-paragraphe II.2.2.4, une seule couche 
cachée est théoriquement suffisante pour modéliser tout système. Le choix de considérer une 
seule couche cachée est pertinent et justifié. Ce choix permet également de réduire le nombre 
de cas à explorer et donc le temps de calcul. 
II.3.2.7 Algorithmes de minimisation 
Après la détermination de l’architecture du RNA, la dernière étape de son élaboration 
consiste à estimer ses paramètres. L’identification de ses poids synaptiques revient à 
minimiser une quantité dépendante de ses derniers. 
 
Il existe deux catégories de méthodes pour trouver ce minimum. Les méthodes de la 
première catégorie sont en mesure de se rapprocher du minimum sans aucun calcul du 
gradient. Ils utilisent uniquement les valeurs de la fonction objectif. Les algorithmes génétiques 
et la méthode « simplex » sont deux exemples de cette catégorie. Les méthodes de la 
seconde sont basées sur le calcul direct ou indirect des dérivés de la fonction objectif. Les 
RNA étant des fonctions infiniment dérivables, seul les algorithmes appartenant à la deuxième 
catégorie ont été explorés. 
Le développement en série de Taylor est généralement le point de départ de toutes les 
méthodes basées sur le gradient. En effet, le développement du second ordre en séries de 
Taylor au voisinage de ࢝∗ est : 
 ܱܾ݆ሺ࢝; ܦ�ሻ = ܱܾ݆ሺ࢝∗; ܦ�ሻ + ሺ࢝ − ࢝∗ሻ்ܩ௚௥௔ௗሺ࢝∗ሻ+ ͳʹ ሺ࢝ − ࢝∗ሻ்ܪሺ࢝∗ሻሺ࢝ − ࢝∗ሻ (2- 26) 
Où ܩ et ܪ sont respectivement le vecteur gradient et la matrice hessienne de la fonction 
objectif. 
Les conditions nécessaires et suffisantes pour que �∗ soit une solution (le minimum de la 
fonction objectif) sont : 
 
 le gradient en ce point est nul : ܩ௚௥௔ௗሺ࢝∗ሻ = Ͳ. 
 la matrice hessienne est définie positive : ݒ்ܪሺ࢝∗ሻݒ > Ͳ pour tout vecteur ݒ non nul. 
 
La recherche d'un minimum se fait en utilisant une méthode de recherche itérative. Le point 
de départ est une valeur arbitraire initiale ࢝ሺ଴ሻ. Les paramètres (࢝) sont ensuite mis à jour à 
l’aide de la méthode utilisée selon la relation suivante: 
 
 ࢝ሺ௜+ଵሻ = ࢝ሺ௜ሻ + �ሺ௜ሻࢊሺ௜ሻ (2- 27) 
Où ࢝ሺ௜ሻ représente l’itéré courant, �ሺ௜ሻ la taille du pas de la mise à jour et ࢊሺ௜ሻ la direction de 
recherche. Le processus de recherche est ainsi répété jusqu’à ce qu’un critère d’arrêt soit 
satisfait. 
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Les algorithmes du gradient diffèrent les uns des autres dans la manière selon laquelle ࢊሺ௜ሻ 
est défini et calculé. Les méthodes de la descente du gradient utilisent l'opposé de la pente 
alors que les algorithmes inspirés de la méthode de Newton utilisent l'opposé du gradient 
multiplié par l’inverse de la matrice hessienne. La taille du pas de la mise à jour �ሺ௜ሻ qui 
détermine de combien le vecteur de paramètres sera modifié, est généralement calculé en 
utilisant l'une des méthodes de recherche linéaire. Dans ce cas � est mis à jour également à 
chaque itération. Dans les paragraphes suivants, les algorithmes les plus utilisés sont 
brièvement décrits. 
 
Gradient descent with momentum (GDM) fait partie des méthodes de descente du gradient. 
Il a été développé afin de résoudre certains problèmes de convergence des algorithmes 
classiques. En utilisant cet algorithme, les poids synaptiques sont mis à jour comme suit : 
 
 ࢝ሺ௜+ଵሻ = ࢝ሺ௜ሻ − � ܩ௚௥௔ௗ(࢝ሺ௜ሻ൯ + ݉݋ ሺ࢝ሺ௜ሻ − ࢝ሺ௜−ଵሻሻ (2- 28) 
Où ݉݋ est appelé moment. 
GDM est sensible non seulement à la direction du gradient de l'itération courante, mais 
aussi à l’amplitude de la variation de ࢝ entre deux itérations successives. Cela permet à 
l'algorithme de détecter les faibles changements dans la surface de la fonction objectif afin de 
les ignorer et éviter d’être bloqué dans des minimums locaux [94]. Il a été montré aussi que 
l’ajout du terme du moment augmente le taux de convergence de façon spectaculaire [95]. 
 
Scaled gradient conjugué (SCG) est aussi un algorithme basé sur le calcul du gradient mais 
pour lequel la mise à jour des poids synaptiques est réalisée en utilisant les directions 
conjuguées qui forment une base de l'espace de recherche. Cet algorithme n’effectue pas une 
recherche linéaire par itération. Il est entièrement automatisé. L'utilisateur n'a besoin de 
spécifier aucun paramètre important [96]. Il existe une autre variante de cette méthode décrite 
dans [97]. 
 
L’algorithme de Levenberg-Marquardt (LM) [98] est une combinaison entre la célèbre 
méthode de Newton et celle de la descente du gradient. Il a été développé pour surmonter le 
calcul de la matrice hessienne très coûteuse à calculer. L'algorithme de Levenberg-Marquardt 
utilise une approximation de la matrice hessienne ̃ܪ pour la mise à jour des paramètres. La 
relation de mise à jour est semblable à celle de Newton: 
 
 ࢝ሺ௜+ଵሻ = ࢝ሺ௜ሻ − [̃ܪሺ࢝ሺ௜ሻሻ + �ሺ௜ሻ ܫ]−ଵܩ௚௥௔ௗሺ࢝ሺ௜ሻሻ (2- 29) 
La valeur initiale de � doit être indiquée par l'utilisateur. Lorsque le scalaire �ሺ௜ሻ est nul, la 
relation dans l’équation (2- 29) n’est autre que la méthode de Newton, en utilisant la matrice 
approximative ̃ܪ. Lorsque �ሺ௜ሻ est grand, la même relation devient équivalente à celle d’un 
algorithme de descente du gradient avec un pas très faible. La méthode de Newton étant plus 
rapide et plus précise à proximité d'un minimum, l’astuce de LM est donc de basculer vers la 
méthode de Newton aussi rapidement que possible. 
 
Rétropropagation résilient (RP) est un autre algorithme du gradient mais qui met à jour les 
paramètres en utilisant uniquement le signe du gradient. La valeur de mise à jour pour chaque 
paramètre est augmentée d'un facteur prédéfini par l'utilisateur à chaque fois que la dérivée de 
la fonction objectif par rapport à ce poids a le même signe pour deux itérations successives. Si 
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le cas inverse se présente la valeur de mise à jour est diminuée par un facteur également 
prédéfini. Si la dérivée est nulle, la valeur de la mise à jour reste inchangée. Si les paramètres 
oscillent, l’amplitude de mise à jour est réduite. Dans le cas où ils continuent d'évoluer dans la 
même direction pendant plusieurs itérations, l’amplitude de mise à jour est augmentée. Une 
description complète de cet algorithme est donnée dans [99]. 
 
L’algorithme d’optimisation qui a été retenu pour la méthodologie est celui de Levenberg-
Marquardt qui, par sa stabilité et sa notoriété, est un algorithme relativement fiable. Il présente 
également l’avantage de trouver une solution même avec un point de départ loin de 
l’extrémum de la fonction à minimiser. Une étude comparative [100] entre les 4 algorithmes 
présentés dans ce paragraphe a été réalisée. Il apparait selon l’étude que les deux 
algorithmes LM et RP sont les plus performants. Ce résultat confirme notre choix. 
II.3.2.8 Réinitialisation 
L’algorithme LM reste un algorithme local malgré sa capacité à éviter certains minimums 
locaux. Dans le cas des fonctions objectifs non-linéaires complexes présentant beaucoup 
d’extrémums, l’algorithme LM peut être piégé par un minimum local et ainsi perturber le 
processus d’apprentissage. Un moyen efficace pour pallier ce problème consiste à appliquer le 
processus de minimisation de la fonction objective plusieurs fois en commençant à chaque fois 
d’un point de départ différent (c’est la réinitialisation). Cependant ces réinitialisations doivent 
être efficaces et choisis de telle sorte qu’elles soient un bon point de départ. C’est pour cette 
raison qu’il est indispensable de suivre une stratégie permettant de générer des poids 
synaptiques initiaux balayant tout l’espace du vecteur ࢝. L’algorithme développé par Nguyen-
Widrow [101] permet d’atteindre cet objectif. Il a été montré qu’il est meilleur qu’une 
initialisation arbitraire aléatoire [101]. 
II.3.3.  Techniques d’apprentissage 
L'objectif d'algorithmes d'optimisation est de déterminer les poids du RNA qui minimisent la 
fonction de l’erreur sur la base des données d’apprentissage (observations). Très souvent, les 
modèles qui résultent de ce processus de minimisation ont de très bonnes performances sur 
l'ensemble de données d'apprentissage. Cependant, la précision de la prédiction du modèle 
peut être très mauvaise pour des données nouvelles. Dans certains cas, cela signifie que le 
modèle résultant a appris seulement les caractéristiques de l'ensemble des données 
d'apprentissage et non pas le comportement du système. Dans d'autres cas, il se peut que 
l’algorithme ait été piégé dans un minimum local. Les stratégies d'apprentissage sont des 
moyens pour piloter le processus de minimisation ou la structure de réseau neuronal afin 
d'obtenir un modèle qui ait une bonne capacité de généralisation, c’est-à-dire qui fournisse des 
estimations précises même pour de nouvelles données. Quatre stratégies d’apprentissage ont 
été explorées dans le but de déterminer celle qui correspond le mieux à notre problématique. 
II.3.3.1 L’élagage des connexions (NNP) 
L’élagage des connexions (NNP) est une technique qui consiste à former un réseau avec 
un grand nombre d’entrées et de neurones dans la couche cachée, puis éliminer, 
progressivement, les connexions qui sont superflues. La méthode utilise un critère 
d'augmentation minimale de l'erreur au cours de l’apprentissage pour l’élimination des 
connexions (rendre égal à zéro le poids synaptique correspondant). Ce critère est appelé 
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saillance et mesure l'augmentation de l'erreur qui se produit lorsque le poids est éliminée ( 
[102], [63]). Par conséquent les connexions à faible saillance sont supprimées. A la fin du 
processus d'élagage, le RNA résultant est ré-entrainé. Pour cette méthode il est possible de 
diviser la base de données en deux ensembles et d’utiliser l’un d’eux pour calculer la saillance 
et l’autre pour la minimisation. L’architecture du RNA résultante est ensuite ré-entrainé sur la 
totalité de la base. L’application de cette stratégie d’apprentissage dans le cadre de la thèse a 
révélé un inconvénient de cette dernière dans le cas d’un problème physique [100]. En effet, 
sur la Figure 2- 13 est représentée l’architecture du modèle résultant après avoir appliqué cet 
algorithme sur une base de données du système décrit dans le paragraphe II.5.1. . Cette 
figure montre que l’algorithme a supprimé beaucoup de connexions y compris celles de 
l’entrée correspondante à l’ensoleillement (ܣ. ܩ). Selon le modèle, la ressource solaire n’a 
donc aucune influence sur la consommation du système, ce qui n’est pas vrai physiquement. Il 
est donc difficile d’expliquer ce type de résultats. En conséquence malgré son grand intérêt (il 
est capable de gérer en même temps l’apprentissage, la sélection du nombre de neurones, 
couches etc.), cette stratégie d’apprentissage ne sera pas retenue pour notre application. 
 
 
Figure 2- 13 : L'architecture du RNA résultante après avoir appliqué l'algorithme de l'élagage des 
connexions. Le symbole « t » désigne le temps courant et les chiffres désignent le nombre de pas de 
temps utilisés pour prendre en compte les variables aux instants retardés. dotQSH, dotQDHW et dotQaux 
désignent ici respectivement les puissances des besoins de chauffage, d’ECS et de la consommation du 
système. 
II.3.3.2 L’arrêt prématuré de l’apprentissage (ES) 
L’arrêt prématuré de l’apprentissage (ES) est la stratégie la plus utilisée. Elle consiste à 
diviser les données en deux ensembles. Le premier, appelé ensemble d'apprentissage, servira 
à mettre à jour les paramètres en utilisant un algorithme de minimisation et le second, appelé 
ensemble de validation, servira à évaluer l’entrainement du modèle. En effet, au cours de 
chaque itération, l'erreur quadratique moyenne (EMQ, la fonction objective dans l’équation (2- 
9)) est calculée pour les deux ensembles de données. Normalement, l’EMQ pour les données 
d’entrainement diminue progressivement au fur et à mesure de l’avancement de l’algorithme 
d’optimisation. Par contre, ce n’est pas toujours le cas pour l’EMQ sur la base de validation. 
dotQ
aux
(t-1) 
dotQ
aux
(t-2) 
dotQ
aux
(t-3) 
dotQ
aux
(t-4) 
dotQ
aux
(t-5)
dotQDHW(t)
dotQDHW(t-1)
dotQDHW(t-2)
dotQDHW(t-3)
dotQDHW(t-4)
A.G(t)
A.G(t-1)
A.G(t-2)
A.G(t-3)
A.G(t-4)
dotQSH(t)
dotQSH(t-1)
dotQSH(t-2)
dotQSH(t-3)
dotQSH(t-4)
dotQ
aux
(t)
 
Deuxième chapitre 
- 84 - 
 
Lorsque celui-ci commence à augmenter, cela signifie que le RNA commence à être 
surentrainé. Le processus d'apprentissage doit être arrêté, malgré que le minimum n’ait pas 
encore été atteint sur l’ensemble d’apprentissage. 
 
L’inconvénient de cette méthode réside dans le fait qu’il est indispensable pour pouvoir 
l’appliquer d’avoir suffisamment de données pour l’apprentissage. Or, dans certains cas, les 
données mesurées sont très coûteuses à récolter. Les données ne sont pas forcément 
suffisantes pour permettre la création d’une base de validation en plus d’une base 
d’apprentissage. Par exemple, dans notre cas de figure, le peu de temps de l'essai du 
système, qui est de 12 jours, limite la quantité de données disponibles pour l’apprentissage. 
Cette méthode ne sera donc pas retenue. 
II.3.3.3 La ݇-validation croisée (KFCV) 
La ݇-validation croisée (KFCV) est utile pour déterminer une structure potentiellement 
optimale du RNA à utiliser pour modéliser un système. Pour une structure donnée, ce procédé 
consiste à diviser les données en ݇ sous-ensembles. Chaque sous ensemble est appelé 
« pli ». Parmi les ݇ sous-ensembles, un seul ensemble est attribué en tant qu’ensemble de 
validation (similairement à la technique ES), et les ݇ − ͳ restant sont utilisés comme données 
d'entraînement. Le RNA est entrainé jusqu’à la convergence de l’algorithme de minimisation à 
un minimum. Après cette étape, une estimation de la capacité de généralisation du modèle est 
mesurée sur la base de l'ensemble de validation. Le processus de KFCV est ensuite répété ݇ 
fois, pour qu'en fin de compte, chaque sous-ensemble ait été utilisé exactement une fois 
comme ensemble de validation. Les ݇ résultats des plis sont ensuite moyennés pour produire 
une seule estimation de la capacité de généralisation du modèle pour la structure courante du 
modèle. La structure qui présente la meilleure capacité de généralisation moyenne est ensuite 
entrainée sur l'ensemble des données disponibles jusqu’à convergence. Cette méthode se 
distingue donc de l’ES par sa capacité à être appliquée même en cas d’une base de données 
assez réduite. Cependant, pour un RNA dynamique contenant des sorties bouclées, les 
données d’apprentissage ne sont pas indépendantes. La division des données en plusieurs 
sous-ensembles n’est pas possible sans dégrader cette dépendance. La ݇-validation croisée 
est donc valable uniquement au modèle statique. Une tentative d’adaptation de cette stratégie 
au cas dynamique a pourtant été explorée dans [100]. 
II.3.3.4 La régularisation 
L'apprentissage par régularisation peut utiliser un ensemble de données restreint sans 
compromettre la capacité de généralisation du modèle. C’est pour cette raison qu’elle a été 
retenue pour le développement de la méthodologie sujet de ce projet de thèse. Typiquement, 
l’entrainement vise à minimiser EMQ. La régularisation modifie la fonction objectif en y 
ajoutant un terme supplémentaire: la moyenne de la somme des carrés des poids du réseau : 
 
 ܵܥܲ = ͳܰ ்࢝࢝ (2- 30) 
La fonction objectif devient : 
 
 ܱܾ݆ሺ࢝; ܦ�ሻ = ߙ ܧܯܳሺ࢝; ܦ�ሻ + ߜ ܵܥܲሺ࢝ሻ (2- 31) 
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Où α et ߜ sont des paramètres constants calculés selon une méthode de régularisation 
bayésienne (BR). Quand α est égal à 1 et δ est choisi par l'utilisateur, l’apprentissage est 
appelé en « weight decay ». 
 
En limitant l’amplitude des poids synaptiques, le processus d’apprentissage produit un RNA 
avec une bonne capacité de généralisation [103]. En gardant les poids synaptiques avec de 
faibles amplitudes, la fonction RNA reste lisse ce qui permet d’éviter le surentrainement. 
II.3.4.  Données d’apprentissage 
II.3.4.1 Séquence de test 
La qualité des données d’apprentissage occupe une place capitale dans l’élaboration de 
modèles pertinents. Une base de données pour l’apprentissage non représentative du 
domaine de variation des entrées du modèle et des non-linéarités du système complexifie 
beaucoup l’apprentissage. La capacité de généralisation du RNA pour des données non vues 
sera dans ce cas très faible. Pour des problèmes statiques, il existe des méthodes 
d’échantillonnage permettant de former une base de données riche en information (Latin 
hyper-cube etc.). Cette représentativité des données est encore plus demandée et difficile à 
acquérir dans le cas d’un modèle dynamique ayant comme entrée une sortie bouclée. En effet, 
cette dernière est inconnue et conditionnée par les entrées. Il devient donc impossible de 
l’échantillonner. La séquence de test décrite dans le premier chapitre prend en compte le 
fonctionnement dynamique et physique du système. Elle est donc plus adaptée pour le 
développement de la méthodologie d’évaluation des systèmes solaires thermiques. Dans 
l’annexe Annexe B. une possibilité d’amélioration de cette séquence a été également 
explorée. 
II.3.4.2 Traitement de données 
Quelle que soit le pas de temps d’enregistrement des données pendant le test du système 
considéré selon la méthode SCSPT (il est généralement de l’ordre de la minute), celle-ci est 
remise à un pas de temps de 30 minutes, en prenant les moyennes des différentes valeurs sur 
cet intervalle temporaire. En considérant l’inertie du ballon de stockage (l’élément présentant 
le plus d’inertie dans le système), ce pas de temps est suffisamment court pour traduire 
correctement le comportement dynamique du système. Il est à noter que nous ne cherchons 
pas ici à reproduire exactement les ordres du système de contrôle qui peuvent agir à haute 
fréquence sur les systèmes mais uniquement à reproduire les échanges de flux de chaleurs 
entre leurs composants. Comme il a été précisé précédemment, plusieurs modèles seront 
créés en modifiant les différents éléments du RNA. Ce choix du pas de temps aura donc 
l’avantage de réduire le temps de calcul global. 
L’utilisation des données brutes pour l’apprentissage des modèles neuronaux est 
déconseillée même si, théoriquement, le RNA est capable de s’adapter à tout type de 
données. Un traitement des données d’entrainements est indispensable [78]. En effet, les 
variables d’entrées peuvent varier dans des intervalles assez différents. Puisque les ordres de 
grandeurs des variables ne sont pas les mêmes, elles ne seront pas équitablement prises en 
compte dans la fonction objective EMQ. Les variables de grande amplitude auront donc plus 
d’influence dans la mise à jour des poids synaptiques. Pour prévenir ce problème, mais 
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également pour faciliter le travail des algorithmes d’optimisation [104], les données 
d’apprentissage seront normalisées dans un intervalle unique selon la formule suivante : 
 
 ܺ = ܺͲ − ܺ௠௜௡ܺ௠௔௫ − ܺ௠௜௡ ሺ݊݋ݎ௠௔௫ − ݊݋ݎ௠௜௡ሻ + ݊݋ݎ௠௜௡ (2- 32) 
Où [݊݋ݎ௠௜௡ , ݊݋ݎ௠௔௫] est l’intervalle de normalisation, ܺ଴ la variable brute et ܺ la même 
variable ramenée à une variation dans [݊݋ݎ௠௜௡ , ݊݋ݎ௠௔௫]. ܺ௠௜௡ et ܺ௠௔௫ sont les valeurs minimal 
et maximal de ܺ଴. 
II.3.5.  Processus complet d’entrainement et sélection du modèle 
Il est primordial de disposer d’un moyen efficace pour sélectionner le RNA optimal parmi 
ceux qui seront créés pendant le processus de la modélisation. L’optimalité d’un RNA 
concerne, évidement, le pouvoir de généralisation du modèle. Plusieurs critères ont été utilisés 
dans la littérature pour évaluer les performances d’un RNA donné [78], [105]. Plusieurs 
critères ont été analysés dans le cadre de la thèse et c’est le critère d’information bayésienne 
qui a été retenu car il est le plus robuste par rapport aux autres. Les résultats de cette étude 
seront présentés plus loin dans le paragraphe II.5.4.2. 
Le processus complet résumant les différentes étapes de conception du modèle neuronal, 
dans le cadre de la méthodologie proposée, est représenté sur la Figure 2- 14. Ce processus 
consiste à créer plusieurs modèles neuronaux avec différentes caractéristiques : FA dans la 
couche de sortie, intervalle de normalisation, nombre de signaux retardés considérés TD 
(Time Delay), nombre de neurones dans la couche cachée et le numéro de la réinitialisation. 
Pour un retard TD donné le vecteur d’entrée sera : [࢛ሺݐሻ, ࢛ሺݐ − ͳሻ, … , ࢛ሺݐ − ܶܦ + ͳሻ, ݕሺݐ −ͳሻ, ݕሺݐ − ʹሻ, … , ݕሺݐ − ܶܦሻ], cela revient à prendre ߞ = Ͳ, ݉ = ܶܦ − ͳ et � = ܶܦ dans la colonne 
du modèle Autorégressif à variable eXogène du Tableau 2- 1 (voir également un exemple sur 
la Figure 2- 10). 
Chaque modèle doit donc subir au travers ce processus les étapes suivantes : 
 Entrainement en boucle ouverte 
 Test en boucle fermée : la sortie estimée par le modèle est calculée en boucle 
fermée avec les données d’apprentissage. 
 Calcul du critère de sélection. 
 Enregistrement du modèle. 
A l’issue de ces étapes un seul modèle sera sélectionné, c’est le modèle minimisant le 
critère d’information bayésienne. 
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Figure 2- 14 : Processus complet de l'entrainement et de la sélection des modèles RNA 
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II.4.  Configuration E/S et évaluation de la méthodologie 
II.4.1.  Les deux approches : « E/S physiques » et « flux énergétiques » 
Pour modéliser les SSC selon l’approche « boîte noire » qui suppose qu’on n’ait pas accès 
aux paramètres internes, deux configurations ont été définies. 
 
La première approche consiste à considérer toutes ses entrées et sorties physiques à 
savoir le rayonnement solaire, les températures du fluide caloporteur à ses extrémités qui le 
séparent de son environnement ainsi que le débit dans chaque circuit : chauffage, 
rafraichissement et eau chaude sanitaire. Les températures extérieures et ambiantes sont 
aussi à prendre en compte car elles sont des entrées pour le système de régulation. Les 
limites du système à modéliser selon la première approche sont représentées sur la Figure 2- 
15. 
 
Figure 2- 15 : Mise en évidence des limites du système et des grandeurs échangées avec son 
environnement selon l’approche « entrées-sorties physiques ». Cas du SSC avec un appoint par une 
chaudière à gaz 
Le modèle entrées/sorties à considérer est donc celui représenté sur la Figure 2- 16.  
Cette approche correspond parfaitement à la représentation réelle du système. Aussi, une 
telle configuration, si elle fournit des résultats satisfaisants, donnerait non seulement accès à 
une estimation de la puissance de la chaudière mais aussi à celles des différentes 
températures et débits dans les circuits du système. La connaissance de ces variables est 
précieuse pour l’optimisation ainsi que le dimensionnement des systèmes. Nous allons donc la 
considérer comme une potentielle solution à étudier parmi d’autres. 
La configuration selon l’approche « entrées-sorties physiques » mettant en jeu plusieurs 
variables est complexe. En effet, un nombre important de variables dans le modèle est 
synonyme d’un nombre important de paramètres à identifier ce qui nécessitera normalement 
une base de données conséquente alors que la durée du test dans le cadre de la 
méthodologie est limitée. 
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Il est à rappeler ici que la température d’ECS est variable (comme pour la température 
intérieure au bâtiment) malgré que la consigne soit constante. En effet, le système solaire 
thermique, supervisé par son système de régulation, tente de respecter cette consigne en 
fonction des conditions aux limites qui sont variables dans le temps. 
 
 
Figure 2- 16 : Configuration entrées-sortie du modèle selon l’approche E/S physiques. Cas du SSC avec 
un appoint par une chaudière à gaz 
Pour avoir un modèle plus compact que le précédent, la deuxième approche considère les 
flux d’énergie entre le système et son environnement, à savoir : les puissances de chauffage, 
de climatisation et d’eau chaude sanitaire, le rayonnement solaire à la surface des capteurs et 
la puissance de la chaudière. Similairement au cas précèdent, les températures intérieure et 
extérieure sont à prendre en compte également pour le système de régulation (Figure 2- 17 et 
Figure 2- 18). 
 
Figure 2- 17 : Mise en évidence des limites du système et des grandeurs échangées avec son 
environnement selon l’approche flux énergétiques. Cas du SSC avec un appoint par une chaudière à gaz. 
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Figure 2- 18 : Configuration entrées-sortie du modèle selon l’approche flux énergétiques. Cas du SSC 
avec un appoint par une chaudière à gaz 
Certes la représentation du système selon la configuration en « flux énergétiques » nous fait 
perdre en qualité d’information en ce qui concerne son fonctionnement interne. Par exemple, à 
puissance égale, un puisage à fort débit n’aura pas le même effet sur l’état du stockage qu’un 
puisage à faible débit. Ce constat est vrai également pour les besoins de chauffage. Deux 
états internes du stockage impliquent forcément des pertes et des stratifications différentes 
dans le ballon, ce qui va influencer la puissance de l’appoint. Cependant, la deuxième 
configuration est plus simple par rapport à la première dans la mesure où elle fait intervenir 
moins de variables. Elle est aussi parfaitement compatible avec l’objectif de caractérisation 
puisqu’en sortie du modèle nous aurons accès à la puissance fournie par la chaudière. Nous 
ne cherchons pas à avoir un modèle reproduisant en détail le comportement du système. 
L’estimation globale de l’énergie consommée sur une longue période est la seule grandeur qui 
nous intéresse pour pouvoir donner une garantie de performance (contexte de la thèse 
présenté dans le premier chapitre). Aussi, nous supposons que les puisages réels d’ECS 
restent plus ou moins réguliers dans le cadre des systèmes thermiques pour l’habitat. 
Une troisième configuration dérivée de la deuxième est également à considérer. Elle 
consiste à garder uniquement les puissances. Cette configuration présente l’avantage d’être 
encore plus compacte tout en gardant une relation physique réelle entre la sortie 
(consommation de l’appoint) et les entrées (ressource renouvelable, besoin de 
chauffage/climatisation et d’ECS). En outre au moment de l’exploitation du modèle aucune 
information sur la température intérieure au bâtiment ne sera disponible à moins d’intégrer un 
modèle du bâtiment au modèle RNA, ce qui n’est pas envisagé dans le cadre de cette 
méthodologie. 
II.4.2.  Evaluation de la méthodologie 
II.4.2.1 Protocole de validation 
Dans le but de valider rigoureusement la méthodologie proposée, celle-ci doit être 
appliquée à différents systèmes et dans différentes conditions. Les estimations de 
consommation annuelle des systèmes calculées par les modèles neuronaux doivent être 
ensuite comparées aux consommations mesurées. Une telle validation suppose d’avoir réalisé 
un suivi in situ de plusieurs systèmes en différents sites climatiques et pour différents 
Système
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bâtiments. Or ceci est très couteux et difficilement réalisable en trois années. L’approche que 
nous avons retenue pour valider la méthodologie développée dans la thèse est constituée de 
trois éléments : 
 
 Une validation numérique (expérimentation numérique) qui consiste à utiliser un 
modèle physique détaillé du système solaire thermique pour réaliser à la fois une 
simulation du test physique du système dans le but de créer son modèle neuronal et 
des simulations annuelles dans différentes conditions. Le modèle neuronal 
développé sera ensuite utilisé pour prédire les consommations annuelles du système 
dans différentes conditions qui seront ensuite comparées aux simulations du modèle 
physique. Cette approche de validation est représentée dans la Figure 2- 19. 
 
Figure 2- 19 : Schéma représentant le protocole de validation de la méthodologie à partir uniquement d'un 
modèle détaillé du système 
 Une validation semi-expérimentale (expérimentation numérique-physique), qui diffère 
de l’approche précédente par la séquence de test. En effet, le test est réellement 
réalisé et non simulé. Ce processus est représenté dans la Figure 2- 20. Les 
données de l’essai servent donc pour la méthodologie RNA mais aussi pour 
construire et valider le modèle détaillé dans TRNSYS pour pouvoir par la suite 
comparer les simulations annuelles. 
 Une validation expérimentale (expérimentation physique). Elle consiste à réaliser 
deux ou trois tests, de courte durée (toujours selon la méthode SCSPT), dans 
différentes conditions. Les données des tests sont ensuite utilisées à la fois en tant 
que base d’apprentissage et de test pour les modèles RNA. Par exemple, sur l’une 
des bases de données un RNA sera identifié et sur le reste il sera évalué. Cette 
approche est représentée sur la Figure 2- 21. 
A défaut de données annuelles complètes de différents systèmes pour différentes 
conditions, la combinaison de ces trois approches de validation permet d’évaluer la robustesse 
Modèle physique détaillé: 
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Deuxième chapitre 
- 92 - 
 
ainsi que la pertinence de la méthodologie proposée. Cependant, il serait très intéressant pour 
des travaux futurs d’envisager un suivi in situ de quelques systèmes sur du long terme pour 
compléter la validation. 
 
Figure 2- 20 : Schéma représentant le protocole de validation de la méthodologie à partir d'un modèle 
détaillé du système et de son test physique réel 
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Figure 2- 21 : Schéma représentant le protocole de validation de la méthodologie à partir de deux ou trois 
test physique réel du  système 
II.4.2.2 Conditions aux limites de références 
Dans ce paragraphe sont présentés les environnements de références définissant les 
conditions aux limites pour les simulations et tests à réaliser, que ce soit pour la formation de 
la base d’apprentissage des modèles neuronaux ou pour leur validation. Les conditions aux 
limites des systèmes sont formées par les puisages en ECS, le bâtiment et le climat dans 
lequel ce dernier est situé. 
 
 Les climats : 
 
Les climats sélectionnés pour constituer les différents environnements de référence 
dépendent de la fonction du système considéré. Ainsi, pour les systèmes ayant uniquement 
comme fonction de répondre aux besoins de chauffage et d’ECS, trois climats très différents 
sont considérés : Barcelone, Zurich et Stockholm. Ces climats ont été utilisés lors de la Tâche 
32 de l’AIE [106]. Ils sont représentatifs des principaux marchés européens. A titre d’exemple, 
le climat de Stockholm présente un faible rayonnement solaire mais avec des besoins en 
chauffage très importants. Tandis que le climat de Barcelone est complètement différent de ce 
dernier (Figure 2- 22). Pour le système intégrant une machine à absorption, et donc répondant 
également aux besoins de climatisation, les climats considérés sont : Washington, Séville, 
Palerme, Philadelphie, Marrakech, Las Vegas et Aix-en-Provence. Ces climats ont été utilisés 
dans le cadre du projet PACSOL consistant à développer un système solaire thermique de 
climatisation, chauffage et production d’eau chaude sanitaire pour l’habitat individuel, utilisant 
notamment une machine à absorption. Les marchés visés concernaient trois zones 
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géographiques : Sud de l’Europe (France, Italie et Espagne), Pays du Maghreb et les Etats-
Unis (côte Est). En plus des besoins de chauffage, ces climats peuvent également présenter 
des besoins pour la climatisation (Figure 2- 23). 
 
 
Figure 2- 22 : Evolutions de l’irradiation solaire (sur une surface horizontale) et de la température 
extérieure moyenne en fonction des mois de l’année pour trois climats différents [9] 
 
 
Figure 2- 23 : Evolutions de l’irradiation solaire (sur une surface horizontale) et de la température 
extérieure moyenne en fonction des mois de l’année pour les climats utilisés dans le cas du SSC 
intégrant une machine à absorption 
Les données climatiques utilisées dans les différentes simulations annuelles sont issues de 
la plateforme numérique METEONORM. Ce logiciel calcule les données nécessaires à partir 
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de moyennes mensuelles d’ensoleillement et de température (entre autres), enregistrées sur 
du long-terme pour chaque site. 
 
Dans le Tableau 2- 2 sont donnés les paramètres qui caractérisent les climats considérés. 
Ces paramètres sont utilisés dans les différents modèles TRNSYS pour dimensionner les 
circuits de chauffage ou de climatisation (avec la température extérieure de base ௘ܶ௫௧,ௗ , sauf 
pour le système intégrant la machine à absorption) et pour la définition du profil de la 
température d’eau froide (avec sa température moyenne ௧ܶ௔௣,௔௩ , son amplitude ∆ ௧ܶ௔௣ et son 
décalage temporel ݀௢௙௙, équation (1- 2)). 
Tableau 2- 2 : Paramètres caractéristiques utilisés pour chaque climat. 
Climat ௘ܶ௫௧,ௗ [°C] ௧ܶ௔௣,௔௩ [°C] ∆ ௧ܶ௔௣ [°C] ݀௢௙௙ [jour] 
Barcelone -1 13,5 4,5 19 
Zurich -10 9,7 6,3 60 
Stockholm -17 8,5 6,4 80 
Autres climats : 
SSC absorption 
-5 (chauffage) 
35 (climatisation) 
13,5 4,5 19 
 
 Les puisages d’ECS 
 
Pour générer un profil de puisage d’ECS réaliste, nous utilisons l’outil développé par [56]. 
Le profil retenu est défini avec un pas de temps de 6 minutes. La consommation journalière 
d’eau chaude correspondante est de 200 litres à 45°C. Il est possible de télécharger le fichier 
de données correspondant sur le site du laboratoire Solar Energy Laboratory1. 
La température d’eau froide du réseau est considérée comme ayant une évolution 
sinusoïdale (équation (1- 2)), en fonction du temps time exprimé en heure. Elle est définie par 
les trois paramètres ௧ܶ௔௣,௔௩ , ∆ ௧ܶ௔௣ et ݀௢௙௙, dépendants du climat et définis dans le paragraphe 
précédent. La période de la sinusoïde correspond à la durée de la séquence : le nombre de 
jours de la simulation ௗܰ௔௬,௦௘௤ est égal à 365 et 12 pour, respectivement, une simulation 
annuelle et une simulation de 12 jours. 
 
 Les bâtiments 
 
Similairement aux climats, les bâtiments de références sélectionnés pour constituer les 
différents environnements de références dépendent du système considéré. Pour les systèmes 
avec un appoint par une chaudière ou une PAC, nous avons considéré trois bâtiments de 
qualité d’isolation thermique différente. Ces bâtiments ont été définis dans le cadre de la 
Tâche 32 de l’IEA. Ils sont appelés SFH30, SFH60 et SFH100. Ils sont conçus de manière à 
ce qu’ils aient des besoins de chauffage respectifs de 30kWh.m-2, 60kWh.m-2 et 100kWh.m-2 
sur une année pour le climat de Zurich. 
L’architecture de ces bâtiments ainsi que leurs caractéristiques sont définies dans [106]. La 
forme géométrique de ces maisons individuelles (Single Family House) est présentée sur la 
Figure 2- 24. 
 
                                                             
1 https://sel.me.wisc.edu/ 
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Figure 2- 24 : Caractéristiques géométriques des bâtiments SFH 
Les modèles des bâtiments considérés prennent en compte les apports de chaleur internes 
(générés par les habitants et les appareillages électriques, voir les figures Figure C- 1et Figure 
C- 2 en annexe). Les simulations annuelles (protocole de validation dans les Figure 2- 19 et 
Figure 2- 20) utilisent des modèles détaillés de ces bâtiments. Pour certains systèmes ils sont 
définis sous le logiciel TRNSYS à l’aide du Type 56 [107]. Leurs programmes (*.bui) 
exploitables dans TRNSYS sont accessibles, avec le modèle du système de référence de la 
Tâche 32, via le site de l’AIE2. Ces bâtiments sont équipés de protections solaires (casquettes 
sur les fenêtres sud, ventilation nocturne, etc.), programmés de manière précise. Pour d’autres 
systèmes (systèmes solaires combinés à une PAC) c’est un modèle mathématique du 
comportement thermique du bâtiment du type ISO 13790-2008 [108] qui est utilisé. Les 
paramètres de ces modèles ont été identifiés de telle sorte que le modèle mathématique soit 
équivalent à celui du Type 56 de TRNSYS. 
 
Pour les systèmes intégrant une machine à absorption, les bâtiments de références utilisés 
ont été développés sur la base du modèle initial du bâtiment de type SFH100 de la Tâche 32 
de l’IEA, puis modifié dans le but d’être conforme avec les caractéristiques des bâtiments 
existants dans le sud de l’Europe, en Afrique du nord et aux Etats-Unis. Contrairement au 
bâtiment SFH100, les bâtiments considérés pour les systèmes intégrant une machine à 
absorption ne disposent pas de protection solaire et ont des caractéristiques d’isolation, de 
surface et de vitrage différentes. Sur le Tableau 2- 3 sont présentés un ensemble de 
caractéristiques pour le bâtiment considéré pour chaque zone géographique. Ces bâtiments 
ont été modélisés à l’aide du Type 56 de TRNSYS. 
Tableau 2- 3 : quelques caractéristiques des bâtiments utilisés dans le cas du SSC intégrant une machine 
à absorption 
Région Europe USA Maroc 
Surface 140m² 300m² 300m² 
Consommation de 
référence 
130 kWh/m² sur une 
année à Rennes 
130 kWh/m² sur une 
année à Washington 
60.7 kWh/m² sur une 
année à Marrakech 
Matériau de construction Brique Ossature bois Brique 
                                                             
2 http://www.iea-shc.org/task32 
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 Les émetteurs de chaleur 
 
Dans le cas des systèmes combinés à une chaudière ou PAC, les modèles de bâtiments 
sont couplés à des radiateurs à eau chaude pour répondre aux besoins de chauffage. Les 
modèles utilisés sont basés sur les paramètres ܭ et ݊, définis dans la norme européenne 
EN442-2 [109] et caractérisant le radiateur. Pour les émetteurs choisis (radiateurs) on 
considère le même exposant 1,3. Le paramètre ܭ quant à lui va changer selon le 
dimensionnement à considérer en fonction du climat et du bâtiment. 
 
Le dimensionnement des radiateurs dépend à la fois du bâtiment et du climat. Pour 
simplifier le paramétrage, un premier dimensionnement est défini en fonction du climat de 
Zurich : les radiateurs de chaque bâtiment sont ainsi caractérisés par une puissance de 
charge ௦ܲℎ,ௗ,௓௨௥௜௖ℎ ainsi que par les températures d’entrée ௦ܶℎ,௜௡,ௗ et de sortie ௦ܶℎ,௢௨௧,ௗ 
correspondantes (Tableau 2- 4) [9]. 
Tableau 2- 4 : Exemples des paramètres de dimensionnement des radiateurs en fonction du bâtiment 
dans le cas du climat de Zurich 
Bâtiment ௦ܲℎ,ௗ,௓௨௥௜௖ℎ [W] ௦ܶℎ,௜௡,ௗ [°C] ௦ܶℎ,௢௨௧,ௗ [°C] ܭ 
SFH30 3100 35 30 2939,77 
SFH60 4605 40 35 2819,78 
SFH100 6548 60 50 661,32 
Pour adapter la puissance de dimensionnement à d’autres climats, il suffit d’utiliser la 
température extérieure de base comme le montre l’équation (2- 33) [9]. 
 
 ܲݏℎ,݀ = ܲݏℎ,݀,ܼݑݎ݅ܿℎ ܶݏℎ,ܿ݋݊ݏ − ܶ݁ݔݐ,݀ܶݏℎ,ܿ݋݊ݏ − ܶ݁ݔݐ,݀,ܼݑݎ݅ܿℎ (2- 33) 
Pour les modèles de radiateurs, on utilise la plupart du temps comme paramètre leur 
puissance nominale ܲݏℎ,݊݋݉ pour des températures données (ici 90°C en entrée, 70°C en sortie 
avec une consigne pour la température intérieure à 20°C). Le passage de ܲݏℎ,݀ à cette 
puissance nominale dépend du modèle souhaité. 
 
Dans le cas des simulations annuelles de validation, le modèle détaillé de radiateur (Type 
362 sous TRNSYS) est utilisé. Il est basé sur un échange de chaleur proportionnel à une 
différence de température logarithmique [9]. De plus, selon les simulations réalisées dans la 
Tâche 32 de l’IEA [55], la puissance nominale de ce type de radiateur est basée sur sa 
température moyenne et peut ainsi s’exprimer par l’équation (2- 34). 
 ܲݏℎ,݊݋݉ = ܲݏℎ,݀ ൮ 9Ͳ + ͹Ͳʹ − ʹͲܶݏℎ,݅݊,݀ + ܶݏℎ,݋ݑݐ,݀ʹ − ܶݏℎ,ܿ݋݊ݏ)
݊
 
(2- 34) 
Pour le cas des systèmes solaires intégrant une machine à absorption, ce sont des ventilo-
convecteurs qui ont été utilisés en tant qu’émetteur de chaleur et de froid (Type 91 et Type 
112 du logiciel TRNSYS). Une étude des besoins de chauffage et de climatisation des 3 
bâtiments considérés comme environnement de référence pour ce type de système a révélé 
qu’ils sont plus importants pour les climats de Marrakech et Philadelphie. Le débit d’air 
nominal du ventilo-convecteur a donc été dimensionné pour ces deux climats extrêmes. Il est 
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de 4680kg/h avec une puissance électrique absorbée de 393W. Tandis que le débit d’eau 
dans l’échangeur est de 1311 l/h. 
 
 Le capteur solaire 
 
Les principaux paramètres des modèles des capteurs solaires utilisés pour les simulations 
(annuelles ainsi que pour la séquence de test SCSPT) sous le logiciel TRNSYS seront 
présentés pour chacun des systèmes étudiés. Le fonctionnement de ces capteurs solaires est 
régi par l’équation suivante, exprimant le bilan d’énergie global du capteur : 
 
 ܿହ ݀ ௖ܶ௔௣௧݀ݐ = ܲ௦௢௟,௡௘௧ − ܲ௖௔௣௧,௢௨௧ܣ  (2- 35) 
Le premier terme du bilan correspond à l’inertie du capteur, le deuxième aux apports 
solaires nets (les pertes thermiques sont déduites des apports solaires : équation (2- 36) ), 
tandis que le troisième terme correspond à la chaleur récupérée. 
 
 ܲݏ݋݈,݊݁ݐ = ܨ′ሺ�ߙሻ௘௡ሺܭ�௕ሺߠሻ. ܩ௕ + ܭ�ௗሺߠሻ. ܩௗሻ − ܿ͸ݒܩ − ܿͳ(ܶܿܽ݌ݐ − ܶ݁ݔݐ൯− ܿʹ(ܶܿܽ݌ݐ − ܶ݁ݔݐ൯ʹ − ܿ͵ݒሺܶܿܽ݌ݐ − ܶ݁ݔݐሻ + ܿͶሺܧܮ − �ݏܾܶ݁ݔݐͶ ሻ (2- 36) 
Tous les paramètres mis en jeu dans ces équations sont identifiés grâce à des tests 
normatifs de capteur. 
 
Le facteur d’angle d’incidence ܭ�௕ dépend de l’angle d’incidence ߠ des rayons du soleil sur 
le plan des capteurs. Il est souvent exprimé par l’équation (2- 37). 
 ܭ�௕ሺߠሻ = ͳ − ܾ଴ሺ ͳcosሺߠሻ − ͳሻ (2- 37) 
L’angle d’incidence est calculé selon la position du soleil (angle zénithal ߠௌ et azimut solaire ߛௌ par rapport au sud), l’inclinaison ߚ et l’azimut par rapport au sud ߛ du plan des capteurs à l’aide de l’équation (2- 38). 
 
 cosሺߠሻ = cosሺߠௌሻ cosሺߚሻ + s�n ሺߠௌሻs�n ሺߚሻ cosሺߛௌ − ߛሻ (2- 38) 
Le capteur solaire est considéré, dans le cadre de la méthodologie, comme faisant partie du 
système (paragraphe II.4.1. ). Cependant le rayonnement solaire disponible pour le système 
dépend de la surface du capteur ܣ. Cette dernière aura un impact sur la consommation 
d’appoint du système et ainsi sur sa performance énergétique. 
Ce paramètre constitue en conséquence une condition aux limites du système autant que le 
type du bâtiment et le climat. Des valeurs entre 10m² et 19m² ont été considérés pour les 
simulations annelles. 
 
Dans la suite, les conditions aux limites seront notées pour chaque système SFHxx-zzzz-yy 
m² signifiant que le système est intégré à un bâtiment de type SFHxx dans le climat de zzzz et 
que le capteur solaire a une surface de yy m². 
 
Pour que les modèles neuronaux aient un bon pouvoir de généralisation il faut que la base 
de données contienne des informations représentant un fonctionnement « moyen » fréquent 
du système. C’est pour cette raison que l’environnement « moyen » SFH60-Zurich-16m² a été 
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considéré pour l’apprentissage. L’entrainement sur des cas extrêmes tels que SFH30-
Barcelone-19m² ou SFH100-Stockholm-10m² résulterait en des modèles avec un faible 
pouvoir d’extrapolation à d’autres conditions plus fréquentes. 
II.5.  Finalisation de la méthodologie par une application à un SSC 
Après avoir développé le processus de modélisation par les RNA (section II.3. ) et 
déterminé comment la méthodologie sera évaluée numériquement et expérimentalement 
(section II.4. ), il reste à affiner certains éléments dans la méthodologie. En effet, dans cette 
partie sont abordés le choix des variables d’entrées, le lissage des données d’apprentissage et 
les critères de sélection des modèles RNA les plus pertinents. En outre, une analyse des 
résultats de l’application de la méthodologie dans le cas d’un SSC est également réalisée. 
II.5.1.  Description du système étudié 
Le premier système solaire combiné auquel la méthodologie a été appliquée est un système 
commercialisé principalement en France et en Allemagne. Ce système a deux fonctions, le 
chauffage et la production d’ECS. Il a été étudié dans plusieurs projets nationaux et européens 
[9], [110], [111]. Le schéma hydraulique du système est représenté sur la Figure 2- 25. 
 
 
Figure 2- 25 : Schéma hydraulique du premier système étudié SSC 
Les transferts des flux énergétiques au sein du système se caractérisent par : 
 
 L’utilisation d’un échangeur interne au ballon de stockage (partie basse) pour la 
récupération de la chaleur du capteur solaire. 
 L’utilisation d’un échangeur interne au ballon de stockage (partie haute) pour le 
transfert de la chaleur vers les besoins d’ECS. 
 La température de retour du circuit de chauffage est augmentée par un piquage 
direct sur le ballon de stockage. 
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 L’absence d’échangeur thermique entre le ballon de stockage et la chaudière. 
L’échange de la chaleur se fait directement au travers de deux piquages. 
 
Le modèle physique exploité de ce système a été développé à partir de son schéma 
hydraulique et de sa documentation technique (en particulier pour les systèmes de contrôle-
commande). Les paramètres du ballon de stockage, spécifiques au Type 340 sous TRNSYS, 
ont été identifiés par des tests selon la norme EN 12977-3 par le centre d’essai TZS de 
l’institut ITW de l’Université de Stuttgart. Aucune perte thermique dans les circuits n'est 
considérée dans ce modèle. 
 
Les caractéristiques physiques de ce système utilisées dans les simulations sous TRNSYS, 
sont données dans le Tableau 2- 5. 
Tableau 2- 5 : Caractéristiques physiques utilisées pour le premier système 
Remarques Type TRNSYS Caractéristiques 
Appoint 
Modèle de chaudière il calcul 
l’énergie consommée en prenant en 
compte les pertes de combustion, 
les pertes thermiques et l’énergie 
récupérée par condensation. 
Type 370 utilisé dans la 
tâche 32 de l’IEA et 
développé par [112] 
Puissance nominale de 24kW, 
Chaudière à gaz, la température 
fournie par la chaudière est 
variable. 
Ballon de stockage 
Modèle détaillé du stockage en eau, 
échangeur solaire + 
échangeur ECS immergé 
Type 340 720 litres ; 1,93m de hauteur 
Coefficient de pertes latérales de 
8,59 W/K et pour les parties 
supérieure et inférieure une 
valeur de 0,76 W/K 
Capteur solaire 
 Type 232 ܨ′ሺ�ߙሻ௘௡=0,77; ܭ�ௗ=0,96 ܿଵ=3,478 (W/m2K); ߚ=45°;ܿହ=7422 (J.m-2 K-1) ܿଶ=0,015 (W/m2K2) ; ܾ଴=0,18 
II.5.2.  Lissage des données 
En analysant les courbes représentatives de l’évolution de la puissance de l’appoint 
calculée respectivement par le modèle neuronal et le modèle TRNSYS (Figure 2- 26), nous 
remarquons de façon claire que la courbe de puissance calculée par le RNA suit globalement 
l’évolution de la courbe de référence. Par conséquent, cette remarque montre que le RNA a 
saisi globalement le fonctionnement du système. Néanmoins nous constatons aussi que cette 
concordance entre les deux courbes se détériore aux niveaux de pics qui correspondent aux 
mises en marche de la chaudière pour la préparation de l’ECS (Figure 2- 26). La puissance 
dans ce cas peut passer brusquement d’une valeur quasiment nulle à une valeur très élevée. 
Ces pics de puissance correspondent au fonctionnement de la chaudière en mode ECS 
quand la température mesurée dans le ballon à une certaine hauteur passe en dessous d’un 
certain seuil. En conséquence pour que le RNA reproduise parfaitement ce comportement il 
faudrait avoir en entrée cette température mesurée dans le ballon. Or, cette donnée n’est pas 
disponible en entrée. En effet, le test selon la méthode SCSPT (décrit dans le premier 
chapitre) est non intrusif (pas de mesure dans le ballon), seules les variables aux bornes du 
système au niveau de chaque circuit sont considérées. En conséquence nous n’avons pas en 
entrée du modèle les informations suffisantes pour reproduire fidèlement le comportement du 
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ballon et donc de la chaudière. Dans le but de réduire les effets des pics qui peuvent perturber 
l’entrainement nous devons traiter ces signaux pour avoir une information en termes d’énergie 
qui soit cohérente et plus facile à apprendre dans notre cas d’extrêmes contraintes. 
L’idée de filtrer les données de façon à avoir des signaux plus réguliers sans pour autant 
perdre d’information (quantité d’énergie à respecter) constitue une solution intéressante. 
Réaliser un changement de pas de temps (passage de 30 minutes à 1h par exemple) 
atténuera les pics sans doute mais ceci affectera la quantité d’information disponible dans 
l’échantillon de départ et la taille des données d’entrainement. 
 
Il est plus judicieux de réaliser un lissage de données via une moyenne mobile (ou 
moyenne glissante). Le lissage supprimera quelques fluctuations transitoires trop importantes 
(Figure 2- 27). Il est indispensable de choisir une fenêtre de lissage qui réalise le compromis 
entre le lissage des données et la préservation de l’information physique et dynamique. Le 
choix d’une fenêtre de lissage inférieure à 10 pas de temps répond raisonnablement à ce 
compromis. Un lissage sur cinq pas de temps a été retenu pour la méthodologie. 
 
Figure 2- 26 : Comparaison entre la puissance de la chaudière avant l’application de la moyenne mobile 
sur les données d’apprentissage 
 
 
Figure 2- 27 : Comparaison entre la puissance de la chaudière après l’application de la 
moyenne mobile sur les données d’apprentissage 
II.5.3.  Sélection de la configuration E/S de modélisation 
Dans le but de déterminer l’approche à adopter pour le développement de la méthodologie, 
le système présenté précédemment a été modélisé selon les trois approches présentées dans 
le paragraphe II.4.1.  
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Tableau 2- 6 : Les nombres d’éléments relatifs à la construction des modèles neuronaux explorés 
FA Nombre maximal des 
neurones 
TD Intervalle de 
normalisation 
Nombre maximal des 
réinitialisations 
2 15 3 1 15 
Le test du système (décrit dans le paragraphe II.5.1. ) selon la méthode SCSPT a été 
simulée dans l’environnement de Zurich-SFH60-16m² à l’aide de son modèle TRNSYS. La 
méthodologie de modélisation par RNA a été ensuite appliquée sur la base des données 
récupérées suite à la simulation du test. 
Dans le Tableau 2- 6 sont donnés les nombres d’éléments relatifs à la construction des 
modèles neuronaux explorés. L’application du processus de modélisation développé (sans 
prendre en compte dans cette partie l’aspect sélection de modèle) résulte en 90 modèles 
entrainés 15 fois chacun (réinitialisation) soit 1350 processus d’entrainement. 
Une analyse statistique, uniquement sur la base des données d’apprentissage et pour 
chaque configuration (retards temporel TD, fonction d’activation FA), a été réalisée. Elle 
permet de comparer la pertinence des trois configurations de modélisation. 
Sur la Figure 2- 28, Figure 2- 29, Figure 2- 30, Figure 2- 31, Figure 2- 32 et Figure 2- 33 
sont présentées les boites à moustaches donnant une information sur la distribution des 
racines des erreurs moyennes quadratiques pour chaque nombre de neurones dans la couche 
cachée quand l’initialisation est modifiée plusieurs fois selon la technique cité dans le 
paragraphe II.3.2.8. L’erreur est calculée uniquement pour les données d’apprentissage en 
boucle fermée et pour la variable qui nous intéresse ici, à savoir la consommation de l’appoint. 
Ci-après sont regroupées les principales remarques de cette étude en fonction de la fonction 
d’activation (FA) utilisée. 
 
 Avec « tanh » comme FA en sortie : 
 
Pour un TD de 1 ou 2 pas de temps et pour la configuration « entrées sortie physique », les 
erreurs pour la grande majorité des RNA sont entre 2,5 et 4 kW. Cependant, Il existe quelques 
RNA avec de faibles erreurs de moins de 0,5 kW mais également des RNA avec des erreurs 
de plus de 5,5 kW. Pour un TD de 3 pas de temps la moyenne des erreurs tend vers 4-3,5 kW 
tandis que les extrêmes restent équivalents aux deux premières configurations (TD = 1 ou 2), 
ils avoisinent 6 kW/0,5 kW. 
Globalement les mêmes remarques peuvent être tirées de la configuration « flux 
énergétiques » avec les deux températures (5 entrées). La différence entre les deux réside 
dans les ordres de grandeurs des erreurs. En effet, pour TD = 1 et 2 les erreurs pour la grande 
majorité des RN sont autour de 2,5 kW. Il existe quelques RNA avec des erreurs de moins de 
0,5 kW et d’autres avec plus de 5 kW d’erreurs. La moyenne tend vers 2 kW pour TD = 3 mais 
les extrêmes gardent les mêmes ordres de grandeurs. 
Pour la dernière configuration « flux énergétiques », les résultats sont très similaires à ceux 
de la dernière configuration intégrant la température intérieure au bâtiment et la température 
extérieure mais avec des erreurs légèrement plus faibles à 0,5 kW prés. Au niveau global il y a 
plus de RNA avec une faible erreur pour cette configuration que pour les deux premières. 
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Figure 2- 28 : Distribution des racines des erreurs moyennes quadratiques pour chaque nombre de 
neurones dans la couche cachée quand l’initialisation est modifiée plusieurs fois. Cas de la FA ࢚��ࢎ en 
sortie et de la configuration « entrées-sortie physiques » 
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Figure 2- 29 : Distribution des racines des erreurs moyennes quadratiques pour chaque nombre de 
neurones dans la couche cachée quand l’initialisation est modifiée plusieurs fois. Cas de la FA ࢚��ࢎ en 
sortie et de la configuration « flux énergétique » avec les deux températures 
Deuxième chapitre 
- 105 - 
 
 
Figure 2- 30 : Distribution des racines des erreurs moyennes quadratiques pour chaque nombre de 
neurones dans la couche cachée quand l’initialisation est modifiée plusieurs fois. Cas de la FA ࢚��ࢎ en 
sortie et de la configuration « flux énergétique » 
 Avec une FA linéaire en sortie : 
 
Les mêmes remarques que précédemment peuvent être citées pour les RNA dont la 
fonction d’activation de sortie est linéaire mais la tendance des erreurs correspondantes est 
largement plus importante. Nous constatons aussi que les erreurs les plus faibles sont 
acquises pour la dernière configuration « flux énergétique ». 
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Figure 2- 31 : Distribution des racines des erreurs moyennes quadratiques pour chaque nombre de 
neurones dans la couche cachée quand l’initialisation est modifiée plusieurs fois. Cas de la FA linéaire en 
sortie et de la configuration « entrées sortie physiques » 
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Figure 2- 32 : Distribution des racines des erreurs moyennes quadratiques pour chaque nombre de 
neurones dans la couche cachée quand l’initialisation est modifiée plusieurs fois. Cas de la FA linéaire en 
sortie et de la configuration « flux énergétique » avec les deux températures 
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Figure 2- 33 : Distribution des racines des erreurs moyennes quadratiques pour chaque nombre de 
neurones dans la couche cachée quand l’initialisation est modifiée plusieurs fois. Cas de la FA linéaire en 
sortie et de la configuration « Flux énergétique » 
 Bilan : 
 
Les résultats présentés montrent que la configuration « flux énergétique » avec seulement 3 
entrées est la plus pertinente. Pour cette dernière les niveaux d’erreurs sont les plus faibles et 
ce, quel que soit la FA utilisée. D’autre part, le temps de calcul est relativement moins long par 
rapport aux autres configurations (il est respectivement 7 fois et 3 fois inférieur aux deux 
autres configurations, sachant que l’application de la méthodologie prend entre 2 et 4 jours). 
La configuration « flux énergétique » met en jeu moins de variables (la fonction RNA est en 
conséquence moins complexe ce qui fait que la minimisation de la fonction objectif prend 
moins de temps de calcul). En effet, la méthodologie développée étant destinée à être utilisée 
comme un moyen de certification ou de labellisation énergétique (utilisation par des personnes 
non expertes), le temps nécessaire pour son application est naturellement souhaité être le plus 
court possible. Aussi, dans la configuration « flux énergétique » avec 3 entrées, les variables 
mises en jeu sont homogènes ce qui n’est pas le cas des autres configurations. Les erreurs 
sont plus faibles et moins dispersées que pour l’approche « entrées sortie physique » mais 
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restent du même ordre de grandeur que l’autre version de la configuration « flux 
énergétique ». Il est donc plus facile d’élaborer et sélectionner un modèle pertinent avec cette 
approche en puissance. En outre, les résultats présentés dans Figure 2- 34, Figure 2- 35 et 
Figure 2- 36 montrent qu’il est difficile pour les RNA de modéliser les autres sorties du 
système (les températures), sauf le débit dans l’émetteur de chaleur. Ces sorties étant 
utilisées également comme entrées retardées vont certainement amplifier la propagation des 
erreurs dans le modèle. 
 
En prenant en compte les résultats présentés dans cette partie et l’analyse réalisée 
préalablement dans le paragraphe II.4.1. nous avons retenu la configuration en puissances 
« flux énergétique » avec seulement 3 entrées, malgré le fait qu’elle ne correspond pas à une 
représentation physique du système, pour la méthodologie. En effet, c’est cette configuration 
qui réalise le meilleur compromis entre simplicité, adéquation avec l’objectif de la 
méthodologie et précision souhaitée. 
 
Figure 2- 34 : Comparaison entre le débit dans l’émetteur de chaleur calculée par TRNSYS et prédit par le 
RNA 
 
Figure 2- 35 : Comparaison entre la température d’ECS calculée par TRNSYS et prédite par le RNA 
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Figure 2- 36 : Comparaison entre la température en entrée de l’émetteur de chaleur calculée par TRNSYS 
et prédite par le RNA 
Les figures des résultats correspondant à la configuration retenue (Figure 2- 30 à Figure 2- 
33) montrent que, pour les deux FA, les erreurs les plus faibles sont acquises avec un nombre 
de neurones réduit dans la couche cachée (inférieur à 6). Cependant, certains modèles avec 
un nombre de neurones important (14 ou 15) ont également des erreurs très faibles. Cette 
remarque est en cohérence avec l’analyse du sous paragraphe II.3.2.5. La totalité des 
nombres de neurones dans la couche cachée (1 à 15) sera donc exploré avant de sélectionner 
le RNA le plus pertinent. 
II.5.4.  Critères de sélection des RNA 
II.5.4.1 Critère de sélection 
La méthodologie prévoit d’entrainer de nombreuses architectures de réseaux de neurones 
et de sélectionner le meilleur parmi tous les réseaux entrainés. La sélection de ce réseau doit 
se faire en se basant sur un critère fiable, calculé à partir uniquement des données 
d’entrainement (seules données disponibles). Or, il existe un grand nombre de critères pour 
estimer la qualité d’un modèle. Selon le critère choisi, le réseau sélectionné ne sera pas 
forcément le même, d’où la nécessité de répertorier plusieurs critères et d’étudier leur 
pertinence dans le cadre de cette méthodologie (Tableau 2- 7). Il est possible de regrouper 
ces critères en deux catégories : les critères dépendants uniquement de la sortie du modèle et 
ceux qui dépendent également de sa complexité, c’est à dire le nombre de ses paramètres à 
identifier. 
 
Sur le Tableau 2- 7, ݕ݅ désigne la sortie du système (mesurée ou calculée à l’aide d’un modèle physique détaillé développé sous TRNSYS) à l’instant ݅, ̅ݕ sa moyenne sur toute la 
période considérée et ̂ݕ݅ la sortie du modèle RNA au même instant. ܰ et ݍ sont respectivement le nombre d’échantillons et de paramètres du modèle. 
 
Tous les critères sont à minimiser (« ErrTot » et « ME » doivent être minimisés en valeur 
absolue) sauf « R² », « Sign », « R2bar » et « DA ». Pour étudier la pertinence des critères 
répertoriés, le réseau sélectionné (minimise ou maximise le critère considéré) pour chaque 
critère est utilisé pour l’estimation des performances du système dans 36 conditions annuelles 
différentes (3 climats, 3 types de bâtiment et 4 surfaces de capteur). 
Ces estimations sont comparées aux résultats de simulations du modèle détaillé du même 
système pour les mêmes conditions. Il est à rappeler que ce modèle détaillé est disponible ici 
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dans le cadre du développement de la méthodologie mais il ne sera pas disponible lors de 
l’implémentation finale de la méthodologie (dans le cas de garantie des performances 
énergétiques par exemple). Pour évaluer la pertinence des réseaux de neurones sélectionnés 
par rapport aux modèles détaillés, on utilise le coefficient de corrélation appliqué aux 
évaluations des énergies annuelles de chaque simulation (36 conditions sauf pour les SSC 
couplés à une machine à absorption). Il sera noté, pour éviter toute confusion avec le « R2 » 
calculé avec des données de puissance (et uniquement pour les données d’apprentissage), 
« R2nrj ». Nous rappelons ici que le calcul de « R2nrj » est possible uniquement si un modèle 
détaillé est disponible. 
Tableau 2- 7 : Critères de sélection des modèles se basant uniquement sur les données d'apprentissage 
Critère de 
sélection Définition 
Critères de 
sélection dépendants de la 
complexité du modèle 
Définition 
R² ͳ − ∑ሺݕ௜ − ̂ݕ௜ሻ²∑ሺݕ௜ − ̅ݕሻ²  BIC �og ቆ∑ሺݕ௜ − ̂ݕ௜ሻ²ܰ ቇ + ݍ ݈݋݃ሺܰሻܰ  
RMSE √ͳܰ ∑ሺݕ௜ − ̂ݕ௜ሻଶ BIC1 �og ቆ∑ሺݕ௜ − ̂ݕ௜ሻ²ܰ ቇ + ݍ² ݈݋݃ሺܰሻܰ  
ErrTot 
∑ሺݕ௜ − ̂ݕ௜ሻ∑ ݕ௜  BIC2 �og ቆ∑ሺݕ௜ − ̂ݕ௜ሻ²ܰ ቇ + √ݍ ݈݋݃ሺܰሻܰ  
MAE ͳܰ ∑|ݕ௜ − ̂ݕ௜| AIC �og ቆ∑ሺݕ௜ − ̂ݕ௜ሻ²ܰ ቇ + ʹ ݍ ܰ 
Sign 
ଵ� ∑ ݖ௜ où : ݖ௜ = {ͳ ݏ݅ ݕ௜+ଵ. ̂ݕ௜+ଵ > Ͳ,Ͳ                    ݏ݅݊݋݊. AIC1 �og ቆ∑ሺݕ௜ − ̂ݕ௜ሻ²ܰ ቇ + ʹ ݍ² ܰ  
DA 
ଵ� ∑ ܽ௜ où : ܽ௜ ={ͳ ݏ݅ ሺݕ௜+ଵ − ݕ௜ሻሺ̂ݕ௜+ଵ − ̂ݕ௜ሻ > Ͳ,Ͳ ݏ݅݊݋݊.  AIC2 �og ቆ∑ሺݕ௜ − ̂ݕ௜ሻ²ܰ ቇ + ʹ √ܰݍ 
ME ͳܰ ∑ሺݕ௜ − ̂ݕ௜ሻ AICC �og ቆ∑ሺݕ௜ − ̂ݕ௜ሻ²ܰ ቇ + ʹݍܰ − ݍ − ͳ 
d √ሺ ܴܯܵܧͷ ሻଶ + ሺܧݎݎܶ݋ݐͲ,9 ሻଶ ܴ̅ (R2bar) ͳ − ∑ሺݕ௜ − ̂ݕ௜ሻ²∑ሺݕ௜ − ̅ݕሻ² × ܰ − ͳܰ − ݍ 
II.5.4.2 Analyse des résultats 
Le test physique du système (paragraphe II.5.1. ), selon la méthode SCSPT décrite dans le 
premier chapitre, a été simulé à l’aide du modèle présenté dans ce même paragraphe. Les 
puissances nécessaires pour la construction des entrées et la sortie des modèles neuronaux 
sont calculées à l’aide des différentes variables récupérées de la simulation du test. Elles sont 
représentées sur la Figure 2- 37. Le même modèle utilisé pour simuler la séquence de test est 
exploité pour réaliser plusieurs simulations annuelles pour évaluer les estimations des 
modèles neuronaux (voir protocole de validation dans la Figure 2- 19). 
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Figure 2- 37 : Données d'apprentissage 
A l’issue de l’application de la méthodologie de modélisation développée, 2700 
(15x15x3x(3+1)) modèles (Il est possible que deux modèles issus de deux initialisations 
différentes soient exactement les mêmes) avec différentes caractéristiques sont créés : 
 Nombre de neurones : 1 à 15 (pour les deux FA) 
 Nombre de réinitialisations : 15 (pour les deux FA) 
 Nombre de TD : 3 (pour les deux FA) 
 Nombre d’intervalle de normalisation :  
o 3 dans le cas de FA tanh 
o un seul dans le cas de FA linéaire 
Dans les paragraphes suivants, nous allons investiguer leurs performances ainsi que la 
possibilité de sélection des RNA les plus pertinents à l’aide des critères statistiques présentés 
dans le paragraphe II.5.4.1. Les résultats sont présentés en fonction de la FA utilisée dans la 
couche de sortie. 
 
Dans le Tableau 2- 8 et le Tableau 2- 9 sont présentés les modèles sélectionnés selon les 
différents critères statistiques ainsi que leur performance de prédiction, après les avoir testés 
dans différentes conditions, évalué à l’aide de « R2nrj ». Les modèles étant censés être 
utilisés en mode simulation dans le cadre de la méthodologie d’évaluation, les résultats 
présentés ici sont issus d’un calcul en boucle fermée. En outre, un tel calcul est intéressant car 
il permettra de repérer les modèles qui ne sont pas capables de gérer la propagation d’erreurs 
en fonction du temps. En effet, en mode simulation, parmi les entrées du modèle figurent des 
sorties retardées calculées précédemment par le modèle lui-même. Ces entrées étant 
entachées d’erreurs (car prédites), il faut que le modèle soit capable de les gérer sinon les 
erreurs vont se propager au cours du temps et ainsi fausser les prédictions des valeurs futures 
de la consommation du système. 
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Tableau 2- 8 : Modèles sélectionnés selon les différents critères statistiques ainsi que leur performance de prédiction évaluée à l’aide de « R2nrj » 
après les avoir testés dans différentes conditions. Cas de la FA ࢚��ࢎ 
Critère de sélection BIC BIC1 BIC2 AIC AIC1 AIC2 AICC ME MAE ErrTot R2bar R2 Sign d DA RMSE 
Nombre de neurones 14 1 14 14 2 14 14 14 14 14 14 14 1 14 8 14 
« R2nrj » 0,960 0,886 0,960 0,960 0,462 0,960 0,960 0,888 0,960 0,888 0,960 0,960 0,940 0,960 0,944 0,960 
TD 1 1 1 1 1 1 1 3 1 3 1 1 1 1 3 1 
Intervalle de normalisation ±1 ±1 ±1 ±1 ±0,4 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±0,2 ±1 ±1 ±1 
 
Tableau 2- 9 : Modèles sélectionnés selon les différents critères statistiques ainsi que leur performance de prédiction évaluée à l’aide de « R2nrj » 
après les avoir testés dans différentes conditions. Cas de la FA linéaire 
Critère de sélection BIC BIC1 BIC2 AIC AIC1 AIC2 AICC ME MAE ErrTot R2bar R2 Sign d DA RMSE 
Nombre de neurones 10 1 11 10 2 11 10 10 15 10 11 11 1 11 15 11 
« R2nrj » 0,607 0,924 0,976 0,607 0,765 0,976 0,607 0,953 0,931 0,953 0,976 0,976 0,923 0,976 0,688 0,976 
TD 1 1 3 1 1 3 1 1 2 1 3 3 1 3 2 3 
Intervalle de normalisation ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 
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Les résultats montrent que les modèles sélectionnés sont différents, que ce soit pour les 
modèles avec une FA linéaire ou non en sortie. Certains ensembles de critères, par exemple : 
(« BIC », « AIC », « AICC »), (« BIC2 », « AIC2 », « R2bar », « d », « RMSE » et « R2 ») dans 
le cas d’une FA linéaire et (« BIC », « AIC », « AICC », « BIC2 », « AIC2 », « R2bar », « R2 », 
« RMSE », « d » et « MAE ») dans le cas d’une FA tangente hyperbolique, ont sélectionné le 
même modèle. Les performances réelles des modèles sélectionnés, mesurées à l’aide de 
« R2nrj », comme expliqué dans le sous-paragraphe II.5.4.1, sont très satisfaisantes dans le 
cas des critères « BIC2 », « AIC2 », « R2bar », « d », « RMSE » et « R2 » contrairement à 
celles des modèles sélectionnés par les autres critères. En effet, pour les critères restants 
(« BIC », « BIC1 », « AIC », « AIC1 », « AICC », « MAE », « ME », « ErrTot », « Sign » et 
« DA ») les performances des modèles sélectionnés sont soit bonnes mais uniquement pour 
l’une des deux FA, soit leur « R2nrj » est inférieur à 0,96. 
 
 
Figure 2- 38 : Comparaison entre les prédictions du RNA sélectionné en fonction de chaque critère 
(indiqués sur chaque figure) et la simulation du test du système sous TRNSYS (à gauche). L’histogramme 
des erreurs est donné à droite. Sur chaque figure est indiqué également l’intervalle de normalisation 
utilisé (±0,2 ; ±0,4 ou ±1,0). Cas de la FA ࢚��ࢎ 
L’analyse des modèles sélectionnés sur la base des données d’apprentissage (voir figures 
Figure 2- 38, Figure 2- 39, Figure 2- 40 et Figure 2- 41) montre qu’il y a globalement une très 
bonne concordance entre les prédictions des RNA sélectionnés et les calculs du modèle 
détaillé TRNSYS, sauf pour ceux sélectionnés à l’aide des critères « ME » ou « ErrTot » dans 
le cas de la FA tanh où le RNA présente des oscillations à la fin de la séquence. Ce modèle a 
été néanmoins sélectionné car ces deux critères ne calculent pas la somme des erreurs en 
valeur absolue, ce qui fait que les erreurs ayant la même amplitude peuvent se compenser. 
Les histogrammes des erreurs pour tous les modèles sélectionnés sont globalement centrés 
sur la valeur 0, ce qui montre que les erreurs de ces modèles sélectionnés par les différents 
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critères suivent une loi normale. Il est à noter que cette hypothèse est nécessaire pour 
l’application de la régularisation bayésienne, et rentre en jeu pour le calcul des paramètres α et δ dans l’équation (2- 31). 
 
Les critères « BIC1 », « AIC1 » présentent dans leurs expressions un terme de pénalité 
quadratique par rapport à la complexité du modèle (nombre de paramètres) : ௤² ௟௢௚ሺ�ሻ�  et ʹ ௤² �  
respectivement pour « BIC1 » et « AIC1 ». Pour deux RNA ayant un nombre de neurones ou 
d’entrées différents, la différence entre leur nombre de paramètres est au minimum égale à 4 
(elle est égale à ܧ + ͳ dans le cas d’une différence d’un neurone et ܧ × ܥ dans le cas d’une 
différence d’un seul retard). Ce constat explique pourquoi le critère « BIC1 » a sélectionné un 
modèle avec seulement 1 neurone et le critère « AIC1 » un RNA à 2 neurones. Les autres 
modèles avec plus de neurones ou d’entrées ont été fortement pénalisés à cause de leur 
complexité. 
Evidemment à partir d’un certain nombre de paramètres, le terme pénalisant la complexité 
du modèle devient prépondérant par rapport au terme représentant les erreurs du modèle. Or 
ce nombre de paramètre critique est atteint assez rapidement dans le cas étudié. Il est donc 
impossible via « AIC1 » et « BIC1 » de sélectionner des réseaux ayant plus de neurones ou 
d’entrées. Les performances des réseaux sélectionnés par ces critères ne sont pas bonnes 
(« R2nrj » inférieure à 0,92 pour les deux FA). Il est donc primordial de pouvoir choisir des 
RNA ayant des complexités plus élevés si nécessaire. 
 
Compte tenu de cette analyse et en gardant seulement les critères ayant sélectionné des 
modèles avec de bonnes performances pour les deux FA, les critères les plus pertinents sont : 
« BIC2 », « AIC2 », « R2bar », « d », « RMSE » et « R2 ».  
 
Dans le but d’investiguer la possibilité de garder un seul critère pour la sélection des 
modèles, une étude statistique de la population des modèles créés en fonction de chaque 
critère candidat et du « R2nrj » a été réalisée. Les résultats de cette étude sont représentés 
sur les Figure 2- 42, Figure 2- 43, Figure 2- 44 et Figure 2- 45. 
 
Les figures montrent qu’il y a une tendance pour chaque critère à sélectionner un bon 
modèle (« R2nrj » proche de 1). En effet, la plupart des RNA susceptibles d’être sélectionnés 
(minimisant ou maximisant le critère en question) sont agglomérés au niveau des valeurs les 
plus proches de 1 pour « R2nrj ». 
Il est intéressant de signaler que plusieurs modèles, de l’ordre de 2%, susceptibles d’être 
sélectionnés par « R2 », « RMSE » et « d » (valeur proche de 1, 488 ou 57 en fonction du 
critère) ont de très mauvaises performances de généralisation (« R2nrj » proche de 0). Ce 
phénomène est beaucoup moins présent chez les critères dépendant du nombre de 
paramètres du RNA. La sélection de modèles selon « R2 », « RMSE » ou « d » présente en 
conséquence un risque élevé de sélectionner un mauvais modèle. Il est toujours possible de 
créer un RNA avec de très faibles erreurs (et donc un très bon « R2 », « RMSE » et « d ») à 
condition d’utiliser un nombre suffisamment élevé de neurones dans la couche cachée. Par 
contre, ces modèles auront de fortes chances de présenter un problème de sur-apprentissage. 
C’est pour cette raison qu’il est primordial de choisir un critère intégrant un terme de 
pénalisation pour les modèles complexes (ayant beaucoup de paramètres c.-à-d. de neurones 
dans la couche cachée). Les critères « R2 », « RMSE » « d » sont donc à écarter parmi les 
autres candidats. 
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Enfin, en l’absence d’une réelle supériorité d’un des trois critères restant (« AIC2 », 
« BIC2 » et « R2bar ») nous allons tous les garder. Les résultats des applications de la 
méthodologie pour de nouveaux systèmes permettront d’affiner le choix du critère le plus 
pertinent. Les critères retenus, « AIC2 » et « BIC2 » pénalisent la complexité des RNA avec un 
terme en racine carrée. La seule différence entre ces deux critères réside dans la pondération 
de ce terme. La pénalisation va être légèrement plus faible avec « AIC2 ». Puisque la plage de 
variation du terme logarithmique est plus importante (variation entre 12 et 22 pour le SSC 
présenté dans ce chapitre) que celle du deuxième terme dépendant des paramètres du RNA 
(variation entre 0,03 et 0,16 pour « BIC2 » ; 0,009 et 0,05 pour « AIC2 »), il est fort probable 
que ces deux critères sélectionnent les mêmes modèles, comme pour ce premier SSC étudié. 
Dans l’application de la méthodologie dans le cas des autres systèmes nous allons pouvoir 
apprécier l’influence de ce terme de pénalisation. 
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Figure 2- 39 : Comparaison entre les prédictions du RNA sélectionné en fonction de chaque critère 
(indiqués sur chaque figure) et la simulation du test du système sous TRNSYS (à gauche). L’histogramme 
des erreurs est donné à droite. Sur chaque figure est indiqué également l’intervalle de normalisation 
utilisé (±0,2 ; ±0,4 ou ±1,0). Cas de la FA ࢚��ࢎ. Suite de la Figure 2- 38 
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Figure 2- 40 : Comparaison entre les prédictions du RNA sélectionné en fonction de chaque critère 
(indiqués sur chaque figure) et la simulation du test du système sous TRNSYS (à gauche). L’histogramme 
des erreurs est donné à droite. Sur chaque figure est indiqué également l’intervalle de normalisation 
utilisé (±0,2 ; ±0,4 ou ±1,0). Cas de la FA �࢏�é�࢏�ࢋ 
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Figure 2- 41 : Comparaison entre les prédictions du RNA sélectionné en fonction de chaque critère 
(indiqués sur chaque figure) et la simulation du test du système sous TRNSYS (à gauche). L’histogramme 
des erreurs est donné à droite. Sur chaque figure est indiqué également l’intervalle de normalisation 
utilisé (±0,2 ; ±0,4 ou ±1,0). Cas de la FA �࢏�é�࢏�ࢋ. Suite de la Figure 2- 40. 
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Figure 2- 42 : Histogramme illustrant la densité des RNA en fonction de chaque couple de critères. Cas de la FA linéaire et des critères AIC2, d, 
RMSE et BIC2. Tous les critères sont sans dimension sauf RMSE. 
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Figure 2- 43 : Histogramme illustrant la densité des RNA en fonction de chaque couple de critères. Cas de la FA �࢏�é�࢏�ࢋ et des critères R2bar et 
R². Tous les critères sont sans dimension sauf RMSE. 
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Figure 2- 44 : Histogramme illustrant la densité des RNA en fonction de chaque couple de critères. Cas de la FA tanh et des critères d, AIC2, 
RMSE et BIC2. Tous les critères sont sans dimension sauf RMSE. 
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Figure 2- 45 : Histogramme illustrant la densité des RNA en fonction de chaque couple de critères. Cas de la FA tanh et des critères R2bar et R². 
Tous les critères sont sans dimension sauf RMSE. 
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La Figure 2- 46 permet de résumer les différences entre les deux catégories de modèles en 
fonction de leur FA. Il ressort que le pourcentage du nombre de modèles avec un bon pouvoir 
de généralisation (« R2nrj »>0,95) dans le cas de la FA linéaire est supérieur par rapport à 
l’autre cas. Par contre, le nombre de modèles avec un très bon pouvoir de généralisation 
(« R2nrj »>0,99) est plus élevé dans le cas de la tangente hyperbolique. Une fonction linéaire 
comme FA permet donc de minimiser le risque de sélectionner un mauvais RNA mais il réduit 
les chances de sélectionner un très bon modèle. Nous gardons donc les deux fonctions 
d’activation et nous sélectionnons les modèles selon les critères statistiques sans privilégier 
aucune des deux a priori. 
 
Figure 2- 46 : Histogramme illustrant la densité des RNA (nombre de neurones dans la couche cachée) et 
la valeur du « R2nrj » correspondante. 
II.5.5.  Analyse des résultats d’application de la méthodologie 
II.5.5.1 Résumé du processus de l’application de la méthodologie 
Le système à évaluer est, dans un premier temps, testé sur le banc d’essai semi-virtuel 
dans des conditions bien spécifiques. Ces conditions doivent permettre « l’excitation » du 
système de façon à ce qu’une grande partie de son domaine de fonctionnement soit explorée. 
Dans le cadre de ces travaux de recherche, les conditions de test qui répondent à cette 
exigence sont « Zurich-SFH60-16m² ». D’autres conditions ont été également explorées. Elles 
seront précisées le cas échéant. Les tests réels des systèmes étant complexes et couteux 
notamment en termes de temps, ces derniers sont simulés (expérimentation numérique) sauf 
dans le chapitre expérimentations physiques (quatrième chapitre). 
 
Les variables qu’il est possible de mesurer aux bornes du système pendant le test sont 
données sur le Tableau 2- 10. 
Tableau 2- 10 : Grandeurs nécessaire pour la formation des entrées et sortie du modèle neuronal 
Climat ECS Appoint Emetteur ܩ ݉̇ௗℎ௪ ௧ܶ௔௣ ௗܶℎ௪ ௔ܲ௨௫  ݉̇௦ℎ ௦ܶℎ,௜௡ ௦ܶℎ,௢௨௧  
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Les différentes variables nécessaires pour former les entrées et la sortie de chaque RNA 
sont donc calculées avec les données mesurées (avec les données de la simulation du test 
dans le cas échéant). 
 
Le processus d’apprentissage (présenté dans le paragraphe II.3.5. ) est ensuite appliqué 
aux données ainsi formées. Une sélection est ensuite réalisée selon les critères statistiques. 
Les paramètres utilisés dans ce processus sont donnés dans le Tableau 2- 11. Sauf mention 
contraire, ces valeurs sont utilisées pour tous les systèmes. 
Tableau 2- 11 : Paramètres utilisés dans le programme de modélisation par RNA 
Pas de 
temps du 
modèle 
Nombre de 
réinitialisation 
Nombre 
d’intervalle 
de normalisation 
Nombre de TD Nombre de 
neurones maximal 
Nombre de FA en 
sortie explorés 
30 min 15 3 (sauf pour AF 
linéaire pour 
lequel un seul 
intervalle est 
considéré) 
3 (1, 2 et 3) 15 2 (linéaire et ݐܽ݊ℎ) 
Tout le processus de modélisation abordé dans ce mémoire a été développé dans 
MATLAB, 2012b avec l’aide de l’outil Neural Network Toolbox. Les algorithmes d’optimisation 
ainsi que de réinitialisation utilisent des générateurs de nombre aléatoires. Pour que le 
processus d’entrainement soit reproductible nous réinitialisons ce générateur, de la même 
façon pour tous les systèmes et avant chaque application du processus. 
II.5.5.2 Résultats 
Dans la suite du document, deux catégories de modèles seront considérées pour présenter 
les résultats de l’application de la méthodologie : 
- En premier lieu, le modèle qui présente les meilleurs performances selon le « R2nrj » 
(telles que définies dans le sous-paragraphe II.5.4.1). Il sera noté RNA-R2nrj. 
- Puis les modèles sélectionnés selon les critères « BIC2 », « AIC2 » et « R2bar ». Ils 
seront notés respectivement RNA-BIC2, RNA-AIC2 et RNA-R2bar.  
 
Ces modèles sont présentés à la fois pour les réseaux ayant une fonction d’activation tanh 
et linéaire. La FA est précisée entre parenthèse dans le nom du réseau présenté. 
Les autres caractéristiques (nombre de neurones, TD etc.) des modèles RNA seront 
également indiquées. 
La présentation des résultats correspondants aux modèles RNA-R2nrj (meilleurs modèles 
parmi tous les RNA créés) nous permettra de savoir si la méthodologie est capable de 
produire des modèles pertinents et si les modèles sélectionnés par les critères statistiques ont 
les mêmes capacités de prédiction que les meilleurs modèles. Nous rappelons ici que « R2nrj 
» est calculé sur la base de comparaisons avec un modèle détaillé TNRNSYS qui n’est pas 
prévu dans la méthodologie finale mais il sert ici uniquement à l’analyse et évaluation de la 
méthodologie. En revanche les modèles déterminés à l’aide des critères statistiques 
correspondent à ce qu’on obtiendrait en suivant la méthodologie à la lettre. 
 
Sur la Figure 2- 47 sont présentées les évolutions de la puissance de la chaudière en 
fonction du temps, calculées par le modèle TRNSYS et estimées par les modèles neuronaux 
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pour les données d’apprentissage. Les caractéristiques des quatre modèles sont données 
dans le Tableau 2- 12. 
 
 
  
Figure 2- 47 : Performances des modèles sélectionnés sur les données d’apprentissage. A gauche les 
modèles RNA-R2nrj(tanh) en haut et RNA-R2nrj(linéaire) en bas, A droite les modèles RNA-AIC2(tanh) en 
haut et RNA- AIC2(linéaire) en bas 
Tableau 2- 12 : Caractéristiques des RNA sélectionnés 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±0,2 3,0 2,0 0,9974 0,9572 13,7402 13,6981 
RNA-R2bar(tanh) ±1,0 14,0 1,0 0,9603 0,9965 11,4141 11,3444 
RNA-BIC2(tanh) ±1,0 14,0 1,0 0,9603 0,9965 11,4141 11,3444 
RNA-AIC2(tanh) ±1,0 14,0 1,0 0,9603 0,9965 11,4141 11,3444 
RNA-R2nrj(linéaire) ±1,0 5,0 1,0 0,9978 0,9406 14,0674 14,0253 
RNA-R2bar(linéaire) ±1,0 11,0 3,0 0,9765 0,9910 12,5218 12,4276 
RNA-BIC2(linéaire) ±1,0 11,0 3,0 0,9765 0,9910 12,5218 12,4276 
RNA-AIC2(linéaire) ±1,0 11,0 3,0 0,9765 0,9910 12,5218 12,4276 
Quel que soit le modèle neuronal, la corrélation entre les deux courbes (RNA et TRNSYS 
sur la Figure 2- 47) est très bonne. L’histogramme des erreurs, Figure 2- 48, pour chaque cas 
peut très bien être approximé par une loi normale de moyenne nulle ce qui montre la 
pertinence des deux modèles RNA-R2nrj et les RNA sélectionnés par les trois critères pour les 
deux FA. Les critères statistiques ont sélectionnés le même modèle. Il est possible de 
constater aussi que sur la base des données d’apprentissage, le RNA sélectionné par ces 
critères pour les deux FA est plus précis que les modèles RNA-R2nrj. Ceci est certainement 
dû au nombre de neurones élevé au sein des deux RNA (Tableau 2- 12). En effet, avec un 
nombre de neurones élevé et donc de paramètres élevés (poids synaptiques), le modèle 
neuronal a plus de liberté pour se caler sur les données d’apprentissage. Cependant, un RNA 
avec de bonnes performances sur les données d’apprentissage n’est pas synonyme d’un RNA 
avec un bon pouvoir de généralisation. 
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Figure 2- 48 : Histogrammes des erreurs des modèles sélectionnés. Le calcul est fait sur les données 
d’apprentissage 
Les modèles présentés ci-dessus ont été utilisés pour prédire la consommation du système, 
par m² de surface de bâtiment, dans différentes conditions et pendant une année (voir 
protocole de validation dans la Figure 2- 19). Sur la Figure 2- 49 sont présentées les 
prédictions annuelles dans le cas de la FA tangente hyperbolique. Pour le modèle RNA-
R2nrj(tanh) les consommations prédites sont très proches des valeurs de références calculées 
par le modèle TRNSYS. Le coefficient de détermination est supérieur 0,99. L’erreur relative 
commise reste inférieure à 8% pour toutes les conditions sauf pour Zurich-SFH30 où elle est 
légèrement supérieure à 10% (mais uniquement pour les deux surfaces de capteurs 10 m² et 
13 m²). 
Outre ses capacités à estimer la consommation annuelle du système, le modèle neuronal 
gère correctement l’influence de la surface du capteur sur cette dernière. En effet, plus la 
surface du capteur est élevée moins le système consomme de l’énergie. 
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Figure 2- 49 : Comparaison entre la consommation annuelle estimée par le RNA-R2nrj(tanh) et calculée 
par le modèle physique TRNSYS dans différentes conditions. La taille des symboles indique la surface du 
capteur utilisée (10 m², 13 m², 16 m² ou 19 m²). 
Sur la Figure 2- 50 sont représentées les deux courbes de puissance de la chaudière, 
calculées avec les deux modèles RNA-R2nrj(tanh) et TRNSYS pour l’environnement 
« Barcelone-SFH100-19m² ». Même pour ce climat éloigné des conditions de test, la 
concordance globale entre les deux courbes est bonne. 
 
Malgré le fait que le modèle neuronal soit utilisé pour la prédiction à long terme en boucle 
fermée, il est capable de bien gérer ses propres erreurs (étant donné que la sortie bouclée en 
entrée est une estimation). 
Puisque l’objectif de la méthodologie est d’utiliser les modèles RNA pour calculer l’énergie 
sur la période de la simulation, les différences que nous pouvons constater en fonction du 
temps sont donc acceptables. 
 
Figure 2- 50 : Evolution de la puissance de la chaudière calculée par le modèle neuronal et TRNSYS pour 
le cas de Barcelone-SFH100-19m². La FA est ࢚��ࢎ. 
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Figure 2- 51 : Comparaison entre la consommation annuelle estimée par le RNA-BIC2(tanh) et calculée 
par le modèle physique TRNSYS dans différentes conditions. La taille des symboles indique la surface du 
capteur utilisée (10 m², 13 m², 16 m² ou 19 m²). 
Concernant le modèle RNA-BIC2(tanh) (Figure 2- 51), les résultats sont moins bons que 
pour le modèle RNA-R2nrj(tanh) mais restent tout à fait satisfaisants. Quelques écarts non 
négligeables cependant apparaissent notamment pour le climat de Stockholm. 
 
Pour mieux comprendre la raison de cette amplification de l’erreur dans le cas de 
Stockholm, nous avons tracé les deux courbes de l’évolution de la puissance dans 
l’environnement « Stockholm-SFH100-16m² » sur la Figure 2- 52. La puissance de la 
chaudière prédite par le modèle RNA-BIC2(tanh) est majorée par une valeur d’environ 4kW. 
C’est pour cette raison que la consommation annuelle de l’énergie est sous-estimée. 
L’utilisation de la fonction tangente hyperbolique est la responsable de cette valeur limite en 
sortie du RNA. En effet, moyennant l’équation (2- 22) et l’inégalité triangulaire, et puisque la 
fonction tangente hyperbolique est bornée entre +1 et -1, l’estimation de la puissance 
consommée par l’appoint est dans ce cas bornée par deux valeur ߰ et ߴ (relation (2- 39)) : 
 
 ߰ < ܲ̂௔௨௫ < ߴ (2- 39) 
Où : 
 ߰ = ௔ܲ௨௫௠௔௫ − ௔ܲ௨௫௠௜௡݊݋ݎ௠௔௫ − ݊݋ݎ௠௜௡ (ݐܽ݊ℎ (ܾ௦ௌ − ∑ |߱�,௦ௌ |�௖=ଵ ) − ݊݋ݎ௠௜௡) + ௔ܲ௨௫௠௜௡ (2- 40) 
 
 ߴ = ௔ܲ௨௫௠௔௫ − ௔ܲ௨௫௠௜௡݊݋ݎ௠௔௫ − ݊݋ݎ௠௜௡ (ݐܽ݊ℎ (ܾ௦ௌ + ∑ |߱�,௦ௌ |�௖=ଵ ) − ݊݋ݎ௠௜௡) + ௔ܲ௨௫௠௜௡ (2- 41) ܲܽݑݔ݉ܽݔ et ܲܽݑݔ݉݅݊ sont respectivement les valeurs minimale et maximale de la variable ܲܽݑݔ dans les données issues de la séquence de test. L’intervalle de normalisation utilisé pour le modèle 
sélectionné par « BIC2 » est ±1. Selon la relation (2- 39) et en élargissant encore les bornes 
puisque la tangente hyperbolique est bornée entre +1 et -1 nous obtenons : 
 
 ௔ܲ௨௫௠௜௡ < ܲ̂௔௨௫ < ௔ܲ௨௫௠௔௫  (2- 42) 
Deuxième chapitre 
- 130 - 
 
Il est primordial de faire attention au fonctionnement en mode extrapolation des RNA. En 
conséquence il est indispensable d’explorer plusieurs intervalles de normalisation dans le but 
d’élargir les bornes ߰ et ߴ même en extrapolation. 
 
Figure 2- 52 : Evolution de la puissance de la Chaudière calculée par le modèle neuronal RNA-BIC2(tanh) 
et TRNSYS cas de Stockholm SFH100 16m². 
L’intervalle de normalisation pour le modèle RNA-R2nrj(tanh) est ±0,2. La sortie du RNA 
sera donc dans l’intervalle : 
 
 −ʹ. ௔ܲ௨௫௠௔௫ + ͵. ௔ܲ௨௫௠௜௡ < ܲ̂௔௨௫ < ͵. ௔ܲ௨௫௠௔௫−ʹ. ௔ܲ௨௫௠௜௡  (2- 43) 
Le modèle neuronal a donc plus de liberté pour l’estimation ܲ̂ܽݑݔ. Sur la Figure 2- 53 sont 
représentées les deux courbes de puissances dans les mêmes conditions que la figure 
précédente. La concordance entre les deux courbes s’est beaucoup améliorée. Un zoom sur 
la période des mois d’octobre et novembre, Figure 2- 54, confirme que globalement le modèle 
neuronal arrive bien à reproduire l’évolution de la consommation de la chaudière même au 
niveau mensuel avec une bonne précision. 
 
Figure 2- 53 : Evolution de la puissance de la Chaudière calculée par le modèle neuronal RNA-R2nrj(tanh) 
et TRNSYS pour le cas de Stockholm SFH100 16m². La FA est ࢚��ࢎ mais l’intervalle de normalisation est 
[-0,2 0,2] 
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Figure 2- 54 : Zoom sur la Figure 2- 53 
Les modèles neuronaux dans le cas de la fonction d’activation linéaire donnent aussi des 
résultats assez intéressants, Figure 2- 55 et Figure 2- 56. Le modèle sélectionné par « BIC2 » 
(et aussi avec les deux autres critères) dans ce cas est encore plus performant que celui avec 
une FA tangente hyperbolique. En effet, son « R2nrj » est légèrement supérieur. Les erreurs 
relatives commises pour l’estimation de la consommation énergétique annuelle, pour ce 
modèle, sont pour la plupart des conditions inférieures à 10%. 
 
Figure 2- 55 : Comparaison entre la consommation annuelle estimée par le RNA-R2nrj(linéaire) et calculée 
par le modèle physique TRNSYS dans différentes conditions. La taille des symboles indique la surface du 
capteur utilisée (10 m², 13 m², 16 m² ou 19 m²). 
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Figure 2- 56 : Comparaison entre la consommation annuelle estimée par le RNA-BIC2(linéaire) et calculée 
par le modèle physique TRNSYS dans différentes conditions. La taille des symboles indique la surface du 
capteur utilisée (10 m², 13 m², 16 m² ou 19 m²). 
La FA en sortie du modèle étant linéaire, le modèle n’est pas borné et dépend uniquement 
des poids synaptiques notamment les biais. C’est pour cette raison que pour une telle FA il 
n’est pas nécessaire d’explorer plusieurs intervalles de normalisation, un seul intervalle 
comme ±1 est suffisant. Cependant, selon la courbe de la Figure 2- 57, les modèles 
neuronaux avec une fonction d’activation linéaire sont moins précis car ils présentent des 
oscillations. 
Comme le premier objectif des RNA est d’estimer l’énergie consommée sur l’année, ses 
oscillations ne portent pas préjudice à la qualité attendue du modèle puisque les oscillations 
sont compensées par intégration. Par contre, ces oscillations poseraient problème si on 
souhaite utiliser le RNA à des fins de contrôle commande. 
 
Figure 2- 57 : Evolution de la puissance de la Chaudière calculée par le modèle neuronal et TRNSYS cas 
de Stockholm SFH100 16m² et de RNA-BIC2(linéaire) 
CONCLUSION 
Une nouvelle méthodologie d’évaluation des performances des systèmes solaires 
thermiques innovants a été proposée dans ce deuxième chapitre. Etant basée sur un test du 
système complet et sur une approche de modélisation de type « boîte noire » par RNA, la 
méthodologie est indéniablement générique. En outre, les variables mises en jeu dans sa 
configuration de modélisation sont toutes des puissances (puissance de chauffage, puissance 
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d’ECS et ensoleillement, etc.). Elle n’est donc pas limitée à une unique typologie de système. 
La méthode proposée est constituée de quatre phases principales : 
 
i. La détermination d’une séquence de test selon la méthode SCSPT 
ii. L’essai du système sur un banc d’essai semi virtuel pendant 12 jours 
iii. L’identification d’un modèle RNA du système complet 
iv. L’estimation de la consommation annuelle du système dans différentes conditions à 
l’aide du RNA identifié. 
 
Le processus de modélisation retenu consiste à identifier plusieurs modèles RNA avec 
différents paramètres et architectures (intervalle de normalisation, FA, nombre de neurones 
dans la couche cachée, etc.) sur la base des données d’apprentissage. Cette base de 
données est récupérée suite au test physique. Trois critères statistiques (« BIC2 », « AIC2 » et 
« R2bar ») ont été retenus pour sélectionner les modèles neuronaux les plus proches du 
modèle RNA optimal. 
 
Les résultats de la première application de la méthodologie révèlent son intérêt. Qu’elle que 
soit la fonction d’activation utilisée, le meilleur modèle parmi tous les modèles estime avec 
précision la consommation du système. Et ce même pour certains environnements très 
différents des conditions d’apprentissage (Zurich-SFH60-16m²), notamment Barcelone. 
Cependant, malgré la qualité très satisfaisante des modèles sélectionnés, il n’est pas possible 
de sélectionner le modèle optimal selon les trois critères. 
 
Dans le but de valider le caractère générique de la méthodologie ainsi que les premières 
conclusions, il est indispensable d’examiner ses performances dans le cas de nouveaux 
systèmes. L’extension de la méthodologie développée est abordée dans le chapitre suivant. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapitre III.  Extension de la méthodologie à 
d’autres typologies de systèmes 
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INTRODUCTION 
La méthodologie d’évaluation des systèmes solaires combinés, objet de la thèse, doit être 
générique. Dans le but d’investiguer le caractère générique de la méthodologie présentée 
dans le deuxième chapitre, celle-ci a été appliquée à des systèmes de typologies différentes : 
 
 Système solaire combiné à une pompe à chaleur. Quatre systèmes ont été exploités 
(deux systèmes avec une PAC air-eau et deux systèmes avec une PAC eau glycolée-
eau); 
 Système solaire intégrant une machine à absorption. Deux systèmes différents ont été 
exploités. Ces systèmes peuvent répondre aux besoins de chauffage, d’ECS, mais 
aussi de climatisation. 
 
La validation de la méthodologie dans ce chapitre est réalisée à l’aide d’expérimentations 
numériques selon le protocole présenté dans le deuxième chapitre (sous-paragraphe II.4.2.1). 
Un modèle physique détaillé a été développé, sous le logiciel TRNSYS, pour chacun des 
systèmes solaires. Ces modèles ont été utilisés pour la simulation de la séquence de test 
selon la méthode SCSPT et pour les simulations annuelles dans différentes conditions. 
Les données de la simulation des séquences de test serviront à l’apprentissage des 
modèles neuronaux, tandis que les données annuelles serviront à l’évaluation des estimations 
de la consommation d’énergie annuelle de chaque système dans différentes conditions par les 
RNA. 
 
Dans ce troisième chapitre la description des différents systèmes, ainsi que les résultats de 
l’extension de la méthodologie, sont présentés et analysés. 
III.1.  Première typologie : systèmes solaires combinés à une 
pompe à chaleur 
III.1.1.  Description des systèmes et de leurs modèles physiques 
III.1.1.1 Systèmes dits de référence 
Les systèmes de référence définis dans le cadre du projet européen MacSheep [51], sont 
un exemple des systèmes actuellement disponibles dans le commerce. Ces deux systèmes 
servaient de référence pour la comparaison avec de nouveaux systèmes de rupture, 
développés dans le cadre du projet MacSheep. En effet, le but du projet consiste à développer 
des systèmes permettant une économie d’énergie d’environ 25% par rapport au cas de 
référence tout en restant rentable à long terme. 
 
Le schéma du premier système de référence, le système solaire combiné à une pompe à 
chaleur avec un échangeur géothermique est donné sur la Figure 3- 1. Ce système sera noté 
dans la suite SSCPACEE-REF. Il s’agit selon la classification de la tâche 44 de l’IEA (premier 
chapitre) d’un système solaire « en parallèle » puisque la PAC est couplée au système de 
stockage en parallèle avec le capteur solaire. Ce dernier échange de la chaleur avec le ballon 
de stockage via un échangeur interne situé dans la partie basse. La préparation de l’ECS se 
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fait également via un échangeur interne mais traversant toute la hauteur du ballon. La 
conception de ce système est inspirée des systèmes qui sont actuellement proposés et 
promus par les entreprises du secteur du chauffage en Europe. La pompe à chaleur est 
connectée au système de stockage via trois tubes. Les deux tubes supérieurs sont utilisés 
pour charger la partie supérieure du ballon, qui est utilisée pour la préparation d'eau chaude 
sanitaire. Pour charger le volume tampon pour les besoins de chauffage, situé au milieu du 
ballon, la connexion peut être commutée par l'intermédiaire de deux vannes 3 voies afin de 
connecter la ligne d'écoulement en sortie de la pompe à chaleur à l'orifice du milieu et le retour 
de la PAC à la plus basse connexion. Avec ce schéma hydraulique il est possible de répondre 
aux besoins de chauffage directement par la PAC sans passer par le ballon de stockage. 
Lorsque la PAC chauffe le ballon pour les besoins de chauffage, une partie du flux passera par 
la boucle de distribution de chauffage et le reste ira dans le ballon. Les proportions exactes 
dépendent des conditions de fonctionnement de la boucle de distribution de chauffage (via une 
vanne thermostatique) et des températures au sein de la PAC. Ce système n’inclut pas la 
régénération de la chaleur du sol via l’énergie solaire. 
 
Figure 3- 1 : Schéma hydraulique du système SSCPACEE-REF 
Le schéma hydraulique du deuxième système de référence est similaire au premier (Figure 
3- 2). La seule différence entre les deux se situe au niveau de la PAC : le deuxième système 
utilise une PAC air-eau dont la vitesse du compresseur est variable. Ce système sera noté 
dans la suite par SSCPACAE-REF. 
 
Pour les deux systèmes, les consignes pour la température intérieure du bâtiment et celle 
de l’ECS fournie aux habitants sont respectivement 20°C et 45°C. La PAC doit également 
garder constamment une température dans la partie supérieure du ballon à une température 
proche de 50°C. 
 
Les modèles détaillés de ces deux systèmes ont été réalisés à partir de leurs schémas 
hydrauliques. Les caractéristiques physiques des deux systèmes utilisés dans les simulations 
sous le logiciel TRNSYS, sont données dans le Tableau 3- 1. Les paramètres caractérisant les 
pertes et le cycle thermodynamique des deux PAC sont différents d’une PAC à l’autre. 
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Figure 3- 2 : Schéma hydraulique du système SSCPACAE-REF 
Tableau 3- 1 : Caractéristiques physiques utilisées pour la modélisation des systèmes SSCPACAE-REF et 
SSCPACEE-REF dans TRNSYS 
Remarques Type TRNSYS Caractéristiques 
Pompe à chaleur 
Ce Type TRNSYS permet de 
modéliser à la fois une PAC eau 
glycolée -eau et air-eau. 
TYPE 877 [113] Puissance nominale de 8,24kW 
Vitesse de rotation du 
compresseur non variable pour 
la PAC eau glycolée-eau et 
variable pour la PAC air-eau. 
Echangeur géothermique 
Modèle permettant la simulation 
des sondes géothermiques 
verticales sous forme de U. Ce 
modèle est dynamique et prend 
en compte le régime transitoire. 
Type 451 [114] Fluide caloporteur : Glycol. 
Longueur des sondes : 50-123m 
en fonction des besoins du 
bâtiment. 
Diamètre des sondes : 2,6-3,2cm 
en fonction des besoins du 
bâtiment 
Ballon de stockage 
 Type 340 [115] 750 litre de volume 
1,74m de hauteur 
Coefficient de pertes latérale de 
2,81 W/K et pour les parties 
supérieure et inférieure une 
valeur de 0,3 W/K, 0,67 W/K 
respectivement. 
Capteur solaire 
 TYPE 832 [116] ܨ′ሺ�ߙሻ௘௡=0.793; ܭ�ௗ=0.96 ܿଵ=3.95 (W/m2K); ܿହ=7000 (J.m-2 
K-1); ܿଶ=0.0122 (W/m2K2) ߚ=45° ; ܾ଴=0.18 
III.1.1.2 Systèmes dits améliorés 
Comme pour les systèmes de références les systèmes considérés ici (Figure 3- 3) sont 
également couplés à des pompes à chaleur (PAC eau glycolée-eau ou air-eau). Les deux 
systèmes font partis des propositions, dans le cadre du projet Macsheep, de solutions 
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innovantes pour le développement de systèmes performants. Les deux systèmes sont 
également des systèmes en parallèle. Ils seront notés dans la suite par SSCPACEE-AME et 
SSCPACAE-AME respectivement. Les améliorations clés apportées aux deux systèmes par 
rapport à ceux de références sont : 
 
 La pompe à chaleur comporte un économiseur et un compresseur à injection de 
vapeur. Les performances de la PAC sont améliorées grâce à l’économiseur qui 
permet la réduction de la consommation électrique du compresseur par rapport au 
cas du système de référence. En effet, le système économiseur utilise un échangeur 
de chaleur entre une fraction du fluide réfrigérant en sortie du condenseur et la 
deuxième fraction de ce dernier ayant suivi un deuxième chemin i. e. après le 
passage par un détendeur voir Figure 3- 4. La deuxième fraction du fluide étant 
évaporé à une pression intermédiaire (entre la pression basse et haute) est injectée 
directement dans le compresseur. Ce qui résulte en une économie d’énergie puisque 
le compresseur consomme moins d’électricité pour compresser la vapeur injectée. 
 Un ballon de stockage performant utilisant un système innovant de stratification et 
des dispositifs anti-thermosiphon pour mieux garder la stratification dans le ballon. 
Dans le but de réduire au maximum les pertes thermiques, l’isolation du ballon a été 
également améliorée via l’utilisation d’un vacuum insulation palen (VIP). 
 Le chauffage par le capteur solaire ainsi que l’ECS sont réalisés via des échangeurs 
externes dans le but d’intensifier la stratification. 
Figure 3- 3 : Schéma hydraulique du système SSCPACEE-AME (développé par RATIOTHERM et SERC) 
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Figure 3- 4 : Principe de fonctionnement et cycle thermodynamique d'une PAC avec économiseur (source 
[117]) 
Les modèles détaillés de ces deux systèmes ont été réalisés à partir de leurs schémas 
hydrauliques. Les caractéristiques physiques des deux systèmes utilisés dans les simulations 
sous TRNSYS sont données dans le Tableau 3- 2. Les paramètres caractérisant les pertes et 
le cycle thermodynamique des deux PAC sont différents d’une PAC à l’autre. 
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Tableau 3- 2 : Caractéristiques physiques utilisées pour la modélisation des systèmes SSCPACAE-AME 
et SSCPACEE-AME dans TRNSYS 
Remarques Type TRNSYS Caractéristiques 
Pompe à chaleur 
Ce Type TRNSYS permet de 
modéliser à la fois une PAC eau 
glycolée -eau et air-eau, avec le 
système économiseur. 
TYPE 887 [118] Puissance nominale de 8,24kW 
Vitesse de rotation du 
compresseur non variable pour 
la PAC eau-eau et variable pour 
la PAC air-eau. 
Echangeur géothermique 
Modèle permettant la simulation 
des sondes géothermiques 
verticales sous forme de U. Ce 
modèle est dynamique et prend 
en compte le régime transitoire. 
Type 451 Fluide caloporteur : Glycol. 
Longueur des sondes : 50-123m 
en fonction des besoins du 
bâtiment. 
Diamètre des sondes : 2,6-3,2cm 
en fonction des besoins du 
bâtiment 
Ballon de stockage 
 
Type 340 920 litre de volume 
2,1 m de hauteur 
Coefficient de pertes latérale de 
1,38 W/K et pour les parties 
supérieure et inférieure une 
valeur de 0,153 W/K, 0,34 W/K 
respectivement. 
Capteur solaire 
 
TYPE 832 ܨ′ሺ�ߙሻ௘௡=0.793; ܭ�ௗ=0.96 ܿଵ=3.95 (W/m2K); ܿହ=7000 (J.m-2 
K-1); ܿଶ=0.0122 (W/m2K2) ߚ=45° ; ܾ଴=0.18 
Surface du capteur = 16 m² 
III.1.2.  Application de la méthodologie développée 
La méthodologie proposée dans ce mémoire a été appliquée aux différents systèmes 
combinés à des pompes à chaleur, décrits précédemment, de la même façon que dans le 
deuxième chapitre. Le processus de modélisation selon la méthodologie développée dure 
environ 4 jours par système. Les paramètres (nombre de neurones maximum, nombre de 
réinitialisation etc.) du programme développé pour la modélisation sont les mêmes que ceux 
présentés dans le Tableau 2- 11 (deuxième chapitre). Les données d’apprentissage issues de 
la simulation du test de chaque système selon la méthode SCSPT sont représentées en 
fonction du temps, pour chaque système, sur les Figure 3- 5, Figure 3- 6, Figure 3- 7 et Figure 
3- 8. Les conditions de test sont les mêmes pour tous les systèmes : Zurich-SFH60-16m². 
L’évolution du rayonnement solaire ainsi que les besoins de chauffage au cours des 12 jours 
de la séquence de test ne sont pas forcément les mêmes. En effet, les jours sélectionnés 
selon la méthode SCSPT dépendent de la nature et du comportement de chacun des 
systèmes. 
 
La consommation annuelle de chaque système (consommation électrique du compresseur) 
est calculée dans différentes conditions par leur modèle physique détaillé sous TRNSYS et par 
les modèles neuronaux entrainés par la méthodologie mise en place (voir protocole de 
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validation dans la Figure 2- 19). Les résultats des modèles physiques détaillés seront 
comparés similairement au deuxième chapitre (sous-paragraphe II.5.5.2) : 
 
 Aux résultats des modèles neuronaux les plus pertinents (selon l’analyse de la 
méthodologie) sélectionnés par les critères statistiques (voir le deuxième chapitre). 
 Aux résultats des modèles les plus performants (selon le critère « R2nrj ») parmi tous 
les modèles créés. 
 
Dans les sections suivantes, une analyse des résultats par système est faite. Les points 
forts ainsi que des explications des limites de la méthodologie proposée sont discutés et 
appréhendés. 
 
Figure 3- 5 : Séquence d'apprentissage pour la modélisation du système SSCPACEE-REF. Conditions 
dans lesquelles le test selon la méthode SCSPT a été simulée: Zurich-SFH60-16m² 
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Figure 3- 6 : Séquence d'apprentissage pour la modélisation du système SSCPACAE-REF. Conditions 
dans lesquelles le test selon la méthode SCSPT a été simulée: Zurich-SFH60-16m² 
 
 
Figure 3- 7 : Séquence d'apprentissage pour la modélisation du système SSCPACEE-AME. Conditions 
dans lesquelles le test selon la méthode SCSPT a été simulée: Zurich-SFH60-16m² 
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Figure 3- 8 : Séquence d'apprentissage pour la modélisation du système SSCPACAE-AME. Conditions 
dans lesquelles le test selon la méthode SCSPT a été simulée: Zurich-SFH60-16m² 
III.1.3.  Résultats et discussions 
Similairement aux SSC avec un appoint par une chaudière à gaz, objet du deuxième 
chapitre, toutes les simulations, que ce soit avec les modèles neuronaux ou à l’aide de 
TRNSYS, ont été réalisées dans différentes conditions. Les tendances générales des résultats 
de l’application de la méthodologie dépendent du modèle considéré. 
III.1.3.1 SSCPACEE-REF 
Les résultats des prédictions des meilleurs modèles pour les deux Fonctions d’Activation 
(FA) de sortie (RNA-R2nrj(tanh) et RNA-R2nrj(linéaire) sur le Tableau 3- 3), parmi tous les 
modèles créés sont donnés sur les Figure 3- 9 et Figure 3- 10. Les coefficients de 
détermination pour ces modèles sont supérieurs à 0,98. Les erreurs relatives des prédictions 
des modèles neuronaux, inférieurs à 10% dans la plupart des cas, montrent la pertinence et le 
pouvoir de généralisation assez important des modèles issus de la méthodologie. En effet, il 
est possible, grâce à ces modèles, d’estimer la consommation annuelle qu’aura le système 
dans diverses conditions, différentes de celle du test de 12 jours. 
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Tableau 3- 3 : Caractéristiques des modèles neuronaux étudiés (système SSCPACEE-REF) 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±0,2 9,0 2,0 0,9905 0,9189 11,8290 11,7568 
RNA-R2bar(tanh) ±1,0 11,0 2,0 0,8824 0,9814 10,4111 10,3315 
RNA-BIC2(tanh) ±1,0 8,0 2,0 0,9257 0,9812 10,3448 10,2767 
RNA-AIC2(tanh) ±1,0 8,0 2,0 0,9257 0,9812 10,3448 10,2767 
RNA-R2nrj(linéaire) ±1,0 2,0 3,0 0,9830 0,9497 11,1852 11,1445 
RNA-R2bar(linéaire) ±1,0 12,0 2,0 0,9361 0,9830 10,3516 10,2684 
RNA-BIC2(linéaire) ±1,0 12,0 2,0 0,9361 0,9830 10,3516 10,2684 
RNA-AIC2(linéaire) ±1,0 12,0 2,0 0,9361 0,9830 10,3516 10,2684 
Des erreurs relatives supérieures à 10%, malgré la qualité des deux RNA, ont été 
enregistrées pour les conditions présentant des besoins faibles : pour le RNA-R2nrj(tanh) cela 
concerne le climat de Barcelone et pour le RNA-R2nrj(linéaire) cela concerne en particulier les 
conditions avec un bâtiment SFH30. Le modèle RNA-R2nrj(tanh) surestime la consommation 
annuelle du système pour le climat de Barcelone tandis que le RNA-R2nrj(linéaire) la sous-
estime pour le cas du bâtiment SFH30. 
 
Figure 3- 9 : Comparaison entre la consommation annuelle estimée par le RNA-R2nrj(tanh) et calculée par 
le modèle physique TRNSYS dans différentes conditions. Cas du système SSCPACEE-REF. 
 
Figure 3- 10 : Comparaison entre la consommation annuelle estimée par le RNA-R2nrj(linéaire) et calculée 
par le modèle physique TRNSYS dans différentes conditions. Cas du système SSCPACEE-REF. 
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Dans le but d’expliquer ces phénomènes, les estimations pour les conditions où l’écart 
absolu est le plus important à savoir Barcelone-SFH100-19 m² (cas du RNA-R2nrj(tanh)) et 
Stockholm-SFH30-10 m² (cas du RNA-R2nrj(linéaire)) sont à analyser de plus près. 
 
Sur la Figure 3- 11 sont présentées les consommations mensuelles du système, calculées 
par TRNSYS ou prédites par le RNA-R2nrj(tanh) pour la condition Barcelone-SFH100-19 m². Il 
apparait clairement sur la figure que les écarts les plus importants se produisent pendant la 
saison de chauffage, de janvier à avril et puis d’octobre à décembre. Pendant la période 
intermédiaire les besoins de chauffage sont très faibles voire inexistante. Cette période 
coïncide avec l’été où l’ensoleillement atteint ses valeurs maximales. 
 
Figure 3- 11 : Consommations mensuelles du système SSCPACEE-REF calculés par TRNSYS et prédites 
par le RNA-R2nrj(tanh) pour l’environnement Barcelone-SFH100-19 m². 
La comparaison entre l’ensoleillement journalier de la séquence d’apprentissage (Zurich) et 
l’ensoleillement journalier moyen pour chaque mois de la séquence annuelle du climat de 
Barcelone (Figure 3- 12) explique les écarts constatés. En effet, pendant la période de 
chauffage, l’ensoleillement à Barcelone est presque le double de celui de Zurich. Le RNA-
R2nrj(tanh) ne peut donc pas réagir correctement à des phénomènes très différents des 
conditions d’apprentissage (les valeurs des variables ne varient pas sur le même domaine de 
variation des données d’apprentissage), qui lui sont inconnus. Malgré un ensoleillement élevé 
pendant la période estivale, le RNA-R2nrj(tanh) a su estimer avec un degré de précision très 
satisfaisant la consommation mensuelle du système. Ceci est certainement dû à la forte 
sensibilité du modèle aux valeurs nulles de la variable « besoin de chauffage ». En effet, dans 
les données d’apprentissage (Figure 3- 5), il est facile de constater qu’il y a plus d’exemples 
de situations où les besoins de chauffage sont nuls, par rapport aux autres situations, et ce 
pour différentes valeurs de l’ensoleillement. 
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Figure 3- 12 : Comparaison entre l’ensoleillement journalier de la séquence de test pour Zurich et 
l’ensoleillement moyen journalier  pour chaque mois à Barcelone. 
L’écart entre le modèle RNA-R2nrj(linéaire) et le modèle physique TRNSYS correspondant 
à l’environnement Stockholm-SFH30-10 m² sont également dû au fait qu’elles sont éloignées 
des conditions d’entrainement mais selon un autre aspect. En effet, l’ensoleillement à Zurich 
est plus important qu’à Stockholm (Figure 3- 13), le RNA-R2nrj(linéaire) a donc forcément 
rencontré pendant le processus de son élaboration des situations similaires. L’écart constaté 
ne peut donc être expliqué que par l’influence des besoins de chauffage. 
 
Figure 3- 13 : Comparaison entre l’ensoleillement journalier de la séquence de test pour Zurich et 
l’ensoleillement moyen journalier pour chaque mois à Stockholm. 
Pour une distribution d’ensoleillement donnée, les besoins de chauffage d’un bâtiment 
SFH30 sont beaucoup plus faibles qu’un bâtiment SFH60. Pendant le mois de décembre 
l’écart entre le RNA-R2nrj(linéaire) et TRNSYS est le plus élevé (Figure 3- 14). Pour ce mois-
ci, l’ensoleillement à Stockholm est très faible. Des intensités du même ordre de grandeur 
peuvent être rencontrées pendant le premier jour de la séquence pour le climat de Zurich (jour 
avec l’ensoleillement le plus faible). Théoriquement, pour que le modèle neuronal estime 
correctement la consommation du système pendant décembre, il faut que les besoins de 
chauffage avoisinent les 70 kWh/jour (Zurich-SFH60, janvier, Figure 3- 15) or les besoins de 
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chauffage à Stockholm-SFH30 pendant le mois de décembre sont seulement de l’ordre de 45 
kWh/jour. Cette explication est globale et révèle que le modèle rencontrera forcément des 
situations inconnues pouvant être la cause d’un écart important même sur une durée limitée. 
Cependant, il est aussi important de rappeler que les modèles utilisés sont dynamiques (le 
RNA-R2nrj(linéaire), en l’occurrence, prend en compte en entrée les 3 valeurs de la sortie du 
modèle estimées aux instants précédents), un écart important pendant une période de plus de 
trois pas de temps peut donc fausser les estimations futures du modèle. 
 
Figure 3- 14 : Consommations mensuelles du système SSCPACEE-REF calculés par TRNSYS et prédites 
par le RNA-R2nrj(linéaire) pour l’environnement Stockholm-SFH30-10 m². 
 
 
Figure 3- 15 : Comparaison entre les besoins de chauffage journaliers de la séquence de test pour Zurich-
SFH60-16 m² et les besoins de chauffage mensuels à Stockholm-SFH30-10 m² moyennés sur un mois 
pour se ramener à des besoins journaliers équivalents. 
Contrairement au modèle RNA-R2nrj(tanh), le modèle RNA-R2nrj(linéaire) sait gérer 
correctement l’influence de la surface du capteur (la consommation diminue quand la surface 
augmente) malgré le fait qu’elle n’ait pas été incluse dans le processus de la modélisation en 
tant que paramètre. 
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Le RNA-R2nrj(linéaire) a pu modéliser le fonctionnement physique du système même si la 
base d’apprentissage ne comporte pas suffisamment d’information. 
Pour effectivement prendre en compte le paramètre surface du capteur dans le modèle 
neuronal, il faudrait lui présenter des exemples avec différentes valeurs de ce paramètre. Or, 
la variation de la surface du capteur dans la méthode de test SCSPT, telle qu’elle a été 
développée jusqu’à présent, n’est pas intégrée. 
 
Les modèles neuronaux sont des fonctions analytiques. Leurs paramètres n’ont pas 
d’explications physiques. Il a été difficile de montrer pourquoi le RNA surestime ou sous-
estime la consommation du système pour les conditions extrêmes analysées dans ce 
paragraphe. Il est donc difficile d’analyser plus en détail les problèmes d’estimation de 
consommation en énergie d’appoint des systèmes pour ces conditions extrêmes. 
 
Figure 3- 16 : Comparaison entre la consommation annuelle estimée par le RNA-BIC2(linéaire) et calculée 
par le modèle physique TRNSYS dans différentes conditions. Cas du système SSCPACEE-REF. La taille 
des symboles indique la surface du capteur utilisée (10 m², 13 m², 16 m² ou 19 m²). 
Dans le cas de la FA linéaire les trois critères ont sélectionnés le même RNA. Les résultats 
de simulations de ce modèle sont présentés sur la Figure 3- 16. Globalement ce modèle 
donne de bonnes estimations (erreurs relatives inférieure à 20%) sauf pour Stockholm-
SFH100 et certaines conditions dans lesquelles la consommation du système est inférieure à 
12kWh/m². Dans la plupart des cas ce modèle sous-estime la consommation du système. Les 
modèles présentant ce défaut sont facilement détectables d’autant plus que la FA de sortie 
correspondante est la fonction tanh. En effet, la cause de cette sous-estimation de la 
consommation du système est le phénomène d’extrapolation déjà décrit et expliqué dans le 
deuxième chapitre (sous-paragraphe II.5.5.2). 
 
Sur la Figure 3- 17 est présenté un exemple montrant la bonne concordance entre la 
puissance du compresseur calculée par TRNSYS et estimée par le RNA-BIC2(linéaire) pour 
Stockholm-SFH60-19 m² pendant le mois de novembre. 
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Figure 3- 17 : Zoom sur l’évolution de la puissance de l'appoint (PAC) du système SSCPACEE-REF au 
cours des mois de novembre et décembre. Comparaison entre les estimations du RNA-BIC2(linéaire) et 
les calculs du modèle TRNSYS. Cas de Stockholm-SFH60-19 m². 
Pour la FA tanh les critères statistiques n’ont pas sélectionné les mêmes modèles. Les 
performances de ces derniers sont moins bonnes que dans le cas de la FA linéaire 
(notamment pour le RNA-R2bar(linéaire)). 
Les estimations des modèles sélectionnés selon les critères statistiques sont évidemment 
moins bonnes que les deux premiers modèles. Néanmoins, les résultats correspondants 
montrent qu’il est toujours possible de déterminer des modèles ayant de bonnes performances 
mais pour un nombre réduit de conditions et avec des écarts relatifs un peu plus élevés. 
III.1.3.2 SSCPACAE-REF 
Les résultats de la modélisation du système SSCPACAE-REF sont légèrement mieux que 
ceux du premier système. En effet, les coefficients de détermination (« R2nrj ») des meilleurs 
modèles sélectionnés sont égaux à 0,992 et 0,993 respectivement pour le modèle avec une 
FA tanh (RNA-R2nrj(tanh)) et linéaire (RNA-R2nrj(linéaire)), Figure 3- 18 et Figure 3- 19. Les 
caractéristiques des modèles considérés dans cette partie sont données sur le Tableau 3- 4. 
Troisième chapitre 
- 151 - 
 
Tableau 3- 4 : Caractéristiques des modèles neuronaux étudiés (système SSCPACAE-REF) 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±0,4 8,0 3,0 0,9923 0,9035 12,8095 12,7291 
RNA-R2bar(tanh) ±1,0 5,0 3,0 0,8231 0,9760 11,3084 11,2447 
RNA-BIC2(tanh) ±1,0 5,0 3,0 0,8231 0,9760 11,3084 11,2447 
RNA-AIC2(tanh) ±1,0 5,0 3,0 0,8231 0,9760 11,3084 11,2447 
RNA-R2nrj(linéaire) ±1,0 8,0 1,0 0,9928 0,0836 15,3445 15,2916 
RNA-R2bar(linéaire) ±1,0 8,0 3,0 0,9882 0,9768 11,3876 11,3072 
RNA-BIC2(linéaire) ±1,0 6,0 3,0 0,8626 0,9763 11,3326 11,2628 
RNA-AIC2(linéaire) ±1,0 6,0 3,0 0,8626 0,9763 11,3326 11,2628 
 
 
Figure 3- 18 : Comparaison entre la consommation annuelle estimée par le RNA-R2nrj(tanh) et calculée 
par le modèle physique TRNSYS dans différentes conditions. Cas du système SSCPACAE-REF. La taille 
des symboles indique la surface du capteur utilisée (10 m², 13 m², 16 m² ou 19 m²). 
 
Figure 3- 19 : Comparaison entre la consommation annuelle estimée par le RNA-R2nrj(linéaire) et calculée 
par le modèle physique TRNSYS dans différentes conditions. Cas du système SSCPACAE-REF. La taille 
des symboles indique la surface du capteur utilisée (10 m², 13 m², 16 m² ou 19 m²). 
Les deux modèles estiment avec un degré de précision très satisfaisant la consommation 
annuelle du système dans différentes conditions. Les écarts relatifs sont inférieurs à 10%. 
Similairement au cas du système SSCPACEE-REF les modèles neuronaux présentent des 
difficultés pour estimer la consommation du système dans les conditions éloignées de celles 
de l’apprentissage : climat de Barcelone et le bâtiment de type SFH30. Malgré cela, les écarts 
relatifs dans ces conditions restent inférieurs à 20% et ce pour les deux modèles. Aussi, les 
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écarts absolus sont faibles. Il est important de signaler également que ces deux modèles, 
notamment le RNA-R2nrj(linéaire), gèrent beaucoup mieux l’influence de la surface du capteur 
sur la consommation du système. 
 
Pour ce système, le critère « R2bar » s’est distingué des autres en sélectionnant un RNA 
avec de très bonnes performances : R2nrj = 0,988 (Figure 3- 20). Ce modèle reste néanmoins 
moins performant que les deux premiers : RNA-R2nrj(tanh) et RNA-R2nrj(linéaire). Encore une 
fois, les estimations pour les conditions extrêmes sont les moins bonnes. Le modèle a des 
difficultés à estimer la consommation dans le cas des conditions présentant de faibles besoins. 
Cependant, il gère correctement l’influence de la surface du capteur. 
 
Figure 3- 20 : Comparaison entre la consommation annuelle estimée par le RNA-R2bar(linéaire) et 
calculée par le modèle physique TRNSYS dans différentes conditions. Cas du système SSCPACAE-REF. 
La Figure 3- 21 permettent d’apprécier la capacité du modèle du RNA sélectionné par le 
« R2bar » à reproduire l’évolution temporelle de la puissance du compresseur dans 
l’environnement Barcelone-SFH100-19m² (conditions très différentes des conditions de la 
séquence de test). 
Les deux autres critères ont encore sélectionnés le même modèle mais le pouvoir de 
généralisation de ce dernier est moins important (Tableau 3- 4). 
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Figure 3- 21 : Zoom sur l’évolution de la puissance de l'appoint (PAC) du système SSCPACAE-REF au 
cours des mois de novembre et décembre. Cas de Barcelone-SFH100-19 m². 
La modélisation des systèmes intégrant une PAC air/eau a été réalisée avec une deuxième 
configuration entrées-sortie de modèles neuronaux. En effet, le comportement d’une PAC air-
eau est dépendant de la température de l’air, variable au cours de l’année (Figure 3- 22). Il est 
donc indispensable d’investiguer l’influence de la prise en compte de cette variable dans les 
modèles. Sur la Figure 3- 23 est représentée la configuration entrées-sortie correspondante. 
 
Figure 3- 22 : Evolution de la température extérieure au cours des 12 jours de la séquence de test 
(Apprentissage) 
Le processus de la méthodologie a été appliqué au système SSCPACAE-REF, selon la 
nouvelle configuration, similairement aux cas précédents. Les résultats de l’application de la 
méthodologie ainsi que les caractéristiques des modèles étudiés dans cette partie sont 
données sur le Tableau 3- 5. 
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Figure 3- 23 : Configuration entrées-sortie, prenant en compte la température d’air extérieur (��࢏�), utilisée 
pour la modélisation des systèmes SSCPACAE-REF et SSCPACAE-AME 
Tableau 3- 5 : Caractéristiques des modèles neuronaux (avec la configuration prenant en compte la 
température extérieure) étudiés (système SSCPACAE-REF) 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±0,4 6,0 3,0 0,9900 0,8903 12,9109 12,8341 
RNA-R2bar(tanh) ±1,0 6,0 3,0 0,7554 0,9832 11,0364 10,9596 
RNA-BIC2(tanh) ±1,0 6,0 3,0 0,7554 0,9832 11,0364 10,9596 
RNA-AIC2(tanh) ±1,0 6,0 3,0 0,7554 0,9832 11,0364 10,9596 
RNA-R2nrj(linéaire) ±1,0 9,0 1,0 0,9786 0,9519 11,9848 11,9243 
RNA-R2bar(linéaire) ±1,0 7,0 3,0 0,8773 0,9832 11,0811 10,9982 
RNA-BIC2(linéaire) ±1,0 7,0 3,0 0,8773 0,9832 11,0811 10,9982 
RNA-AIC2(linéaire) ±1,0 7,0 3,0 0,8773 0,9832 11,0811 10,9982 
 
Sur les Figure 3- 24 et Figure 3- 25 sont présentés les résultats d’estimations des deux 
RNA RNA-R2nrj(tanh) et RNA-BIC2(linéaire). Globalement il n’y a pas de différences majeures 
à signaler en termes de qualité des résultats par rapport à la configuration entrées-sortie sans 
la prise en compte de la température de l’air. En effet, le coefficient de détermination est du 
même ordre de grandeur pour le modèle RNA-R2nrj(tanh) mais il est légèrement moins bon 
que les meilleurs modèles du cas précédent (RNA-R2nrj). 
Pour chacune des deux FA, les critères ont sélectionnés le même RNA. Le modèle 
sélectionné pour cette nouvelle configuration est moins performant (« R2nrj » = 0,877) que 
dans le premier cas. 
Il est possible de constater que les estimations de l’énergie dans le cas des conditions avec 
le bâtiment SFH30 se sont améliorées mais au détriment d’autres conditions (Bâtiments 
SFH60 pour RNA-R2nrj(tanh)). 
 
En l’absence d’une nette amélioration des résultats, la configuration initiale sans prise en 
compte de la température est donc suffisante. Il n’est pas nécessaire de complexifier le 
modèle avec une nouvelle entrée. 
 
RNA
Input delays
Input delays
Input delays
Feed back delays
Input delays
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Figure 3- 24 : Comparaison entre la consommation annuelle estimée par le RNA-R2nrj(tanh) (avec la 
configuration prenant en compte la température extérieure) et calculée par le modèle physique TRNSYS 
dans différentes conditions. Cas du système SSCPACAE-REF. La taille des symboles indique la surface 
du capteur utilisée (10 m², 13 m², 16 m² ou 19 m²). 
 
Figure 3- 25 : Comparaison entre la consommation annuelle estimée par le RNA-BIC2(linéaire) (avec la 
configuration prenant en compte la température extérieure) et calculée par le modèle physique TRNSYS 
dans différentes conditions. Cas du système SSCPACAE-REF. La taille des symboles indique la surface 
du capteur utilisée (10 m², 13 m², 16 m² ou 19 m²). 
III.1.3.3 SSCPACEE-AME 
Les résultats de l’application de la méthodologie au SSCPACEE-AME sont représentés sur 
la Figure 3- 26. Les caractéristiques des RNA étudiés dans cette partie sont données dans le 
Tableau 3- 6. 
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Tableau 3- 6 : Caractéristiques des modèles neuronaux étudiés (système SSCPACEE-AME) 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±1,0 5,0 3,0 0,9947 0,4710 14,7056 14,6419 
RNA-R2bar(tanh) ±1,0 11,0 1,0 0,7262 0,9674 11,9095 11,8476 
RNA-BIC2(tanh) ±1,0 11,0 1,0 0,7262 0,9674 11,9095 11,8476 
RNA-AIC2(tanh) ±1,0 11,0 1,0 0,7262 0,9674 11,9095 11,8476 
RNA-R2nrj(linéaire) ±1,0 2,0 3,0 0,9591 0,9207 12,6949 12,6542 
RNA-R2bar(linéaire) ±1,0 2,0 1,0 0,7334 0,9487 12,2099 12,1827 
RNA-BIC2(linéaire) ±1,0 2,0 1,0 0,7334 0,9487 12,2099 12,1827 
RNA-AIC2(linéaire) ±1,0 2,0 1,0 0,7334 0,9487 12,2099 12,1827 
Les modèles TRNSYS utilisés pour évaluer les estimations des RNA ont été développés et 
validés uniquement pour une seule surface du capteur. C’est pour cette raison qu’une seule 
surface de capteur (Tableau 3- 2) a été retenue pour la définition des différentes conditions de 
test des modèles neuronaux. Nous avons fait varier en conséquence uniquement le climat et 
le type du bâtiment. 
 
Figure 3- 26 : Comparaison entre la consommation annuelle estimée par le RNA-R2nrj(tanh) et calculée 
par le modèle physique TRNSYS dans différentes conditions. Cas du système SSCPACEE-AME. 
Le meilleur modèle (RNA-R2nrj(tanh)) parmi tous les modèles créés estime avec de très 
faibles écarts relatifs la consommation du système pour toutes les conditions. En effet, ces 
derniers sont de moins de 5% sauf pour Barcelone-SFH100 où l’écart est de l’ordre de 10%.  
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Figure 3- 27 : Zoom sur l’évolution de la puissance du l'appoint (PAC) du système SSCPACEE-AME au 
cours du mois de février. Comparaison entre les estimations du RNA et les calculs du modèle TRNSYS. 
Cas de Stockholm-SFH30-16 m². 
Les modèles sélectionnés par les critères statistiques dans le cas du système SSCPACEE-
AME ont des performances globales très modestes. Les coefficients de corrélations 
correspondants sont de l’ordre de 0,73. 
 
La Figure 3- 27 montre qu’il y a pourtant une très bonne concordance entre la prédiction du 
modèle neuronal et les calculs de TRNSYS pour Stockholm-SFH30-16m². Les modèles RNA 
reproduisent mieux le vrai fonctionnement du système par rapport au cas du système de 
référence. L’évolution de la puissance dans ce cas est plus facile à maitriser par le RNA que 
dans le cas du système de référence. Cela est surement dû au fait que le fonctionnement de la 
PAC pour le système amélioré est plus uniforme (exemple sur la Figure 3- 27). 
III.1.3.4 SSCPACAE-AME 
Les mêmes conclusions que précédemment (cas du SSCPACEE-AME) restent valable pour 
SSCPACAE-AME. En effet, les prédictions du RNA-R2nrj(linéaire) (Tableau 3- 7) sont précises 
pour toutes les conditions, le coefficient de détermination correspondant est de l’ordre de 
0,994 (Figure 3- 28). 
 
Le modèle sélectionné par le critère « R2bar » pour la FA tanh a des performances très 
pauvres. En effet, le modèle ayant la valeur du R2bar la plus élevée, possède un coefficient de 
corrélation nul ce qui montre qu’il n’y a pas de corrélation entre ses estimations et les valeurs 
calculées par TRNSYS. Ce type de modèle avec des performances si faibles peut facilement 
être repéré et écarté parmi les modèles sélectionnés. 
 
La concordance entre les prédictions du RNA et TRNSYS dans le cas des modèles 
sélectionnés par « BIC2 » avec une FA tanh est également très satisfaisante. Un exemple est 
donné sur la Figure 3- 29 pour l’environnement Stockholm-SFH60-16m². 
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Figure 3- 28 : Comparaison entre la consommation annuelle estimée par le RNA-R2nrj(linéaire) et calculée 
par le modèle physique TRNSYS dans différentes conditions. Cas du système SSCPACAE-AME. 
Tableau 3- 7 : Caractéristiques des modèles neuronaux étudiés (système SSCPACAE-AME) 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±0,4 5,0 3,0 0,9875 0,9605 12,3738 12,3101 
RNA-R2bar(tanh) ±0,4 10,0 3,0 0,0001 0,9810 11,8308 11,7410 
RNA-BIC2(tanh) ±1,0 8,0 3,0 0,9478 0,9804 11,7874 11,7070 
RNA-AIC2(tanh) ±1,0 8,0 3,0 0,9478 0,9804 11,7874 11,7070 
RNA-R2nrj(linéaire) ±1,0 10,0 2,0 0,9939 0,5925 14,7826 14,7066 
RNA-R2bar(linéaire) ±1,0 8,0 3,0 0,8440 0,9779 11,9050 11,8246 
RNA-BIC2(linéaire) ±1,0 8,0 3,0 0,8440 0,9779 11,9050 11,8246 
RNA-AIC2(linéaire) ±1,0 8,0 3,0 0,8440 0,9779 11,9050 11,8246 
 
Figure 3- 29 : Zoom sur l’évolution de la puissance de l'appoint (PAC) du système SSCPACAE-AME au 
cours du mois de février. Comparaison entre les estimations du RNA et les calculs du modèle TRNSYS. 
Cas de Stockholm-SFH60-16 m². 
La configuration entrées-sortie avec la prise en compte de la température de l’air extérieur a 
été également étudiée pour ce système. Les résultats des estimations des RNA (Tableau 3- 8) 
sont présentés sur la Figure 3- 30. Les coefficients de détermination pour les RNA 
sélectionnés par les différents critères (notamment RNA-BIC2 et RNA-AIC2) sont clairement 
moins bons que ceux de la configuration précédente. Cela montre que l’ajout de la 
température en entrée du modèle n’apporte pas d’information utile pour le RNA. Cette 
conclusion est en conformité avec celle du SSC de référence. 
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Tableau 3- 8 : Caractéristiques des modèles neuronaux (avec la configuration prenant en compte la 
température extérieure) étudiés (système SSCPACAE-AME) 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±1,0 14,0 2,0 0,9818 0,7033 14,6523 14,5540 
RNA-R2bar(tanh) ±0,4 15,0 3,0 0,9122 0,9910 11,4338 11,3128 
RNA-BIC2(tanh) ±0,4 15,0 1,0 0,0001 0,9897 11,1271 11,0492 
RNA-AIC2(tanh) ±0,4 15,0 1,0 0,0001 0,9897 11,1271 11,0492 
RNA-R2nrj(linéaire) ±1,0 11,0 2,0 0,9828 0,9780 11,9522 11,8650 
RNA-R2bar(linéaire) ±1,0 15,0 3,0 0,8295 0,9925 11,2596 11,1386 
RNA-BIC2(linéaire) ±1,0 12,0 2,0 0,4946 0,9912 11,0772 10,9862 
RNA-AIC2(linéaire) ±1,0 12,0 2,0 0,4946 0,9912 11,0772 10,9862 
 
Figure 3- 30 : Comparaison entre la consommation annuelle estimée par le RNA-R2nrj(tanh) (avec la 
configuration entrées-sortie prenant en compte la température extérieure) et calculée par le modèle 
physique TRNSYS dans différentes conditions. Cas du système SSCPACAE-AME. 
III.2.  Deuxième typologie : systèmes solaires intégrant une 
machine à absorption 
III.2.1.  Description des systèmes et de leurs modèles physiques 
L’extension de la méthodologie d’évaluation des SSC a été étudiée également pour une 
autre typologie de SSC. Il s’agit de SSC intégrant une machine à absorption pour répondre 
aux besoins de climatisation. Deux SSC de ce type de système ont été étudiés durant ce 
projet de recherche. Les deux systèmes ont été développés et dimensionnés dans le cadre du 
projet PACSOL. Ils ont les mêmes fonctions mais diffèrent dans leurs architectures 
hydrauliques. En effet, deux architectures répondant au cahier des charges suivant ont été 
déterminées : 
 
 Systèmes destinés à certains types de bâtiments des pays du Maghreb, du sud de 
l’Europe et des Etats Unis. 
 Systèmes avec un nombre limité d’auxiliaires (vannes, circulateurs et échangeurs) 
pour limiter les risques de défaillance. 
 Système performant. 
 Coût réduit 
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Dans le cas de la première architecture, Figure 3- 31, il est possible d’évacuer la chaleur en 
cas de surchauffes sur la tour de refroidissement. Elle permet également de répondre aux 
besoins de chauffage directement via le capteur solaire sans passage par la machine à 
absorption. En cas de ressources solaires insuffisantes, l’appoint en ligne prend la relève. La 
première architecture utilise uniquement des vannes à trois voies pour le passage d’un mode 
de fonctionnement à un autre (climatisation, ECS, chauffage). Un des inconvénients de cette 
architecture concerne le risque de gel du fluide dans les circuits du système. En effet, ces 
derniers sont tous connectés ; ainsi, il est impossible de mettre du fluide antigel dans les 
parties exposées au gel (la tour de refroidissement) sans en mettre dans tous les circuits du 
système, distribution dans le bâtiment incluse. En conséquence, il est indispensable d’utiliser 
des kits anti-glycol en guise de protection contre les risques de gel. Ce système sera noté 
dans la suite par SSCMA1. 
 
La deuxième architecture, Figure 3- 32, permet de répondre également aux différentes 
conditions et exigences prescrites dans le cahier des charges. Contrairement à l’architecture 
précédente, celle-ci intègre un découplage physique entre la partie composant de stockage de 
la chaleur / ventilo-convecteur / distribution du fluide caloporteur et le reste de l’installation. 
Ainsi, il est possible de mettre du fluide antigel uniquement dans les circuits au niveau de 
l’évaporateur et de l’absorbeur/condenseur qui se trouvent à l’extérieur et donc soumis au 
risque de gel. Pour évacuer la chaleur en cas de surchauffes, pour cette architecture, le 
passage par la machine à absorption est obligatoire. Ainsi, le froid produit à l’évaporateur et le 
chaud à l’absorbeur/condenseur sont mélangés en sortie de la machine à absorption avant 
d’être évacués dans la tour de refroidissement. Des vannes à trois voies sont nécessaires 
pour permettre cette opération. Le découplage physique entre la partie distribution vers le 
bâtiment et le reste de l’installation implique l’installation d’une pompe et d’un échangeur à 
plaques du côté de l’évaporateur de la machine à absorption. Ce système sera noté dans la 
suite par SSCMA2. 
 
Figure 3- 31 : Schéma hydraulique du système SSCMA1 
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Figure 3- 32 : Schéma hydraulique du système SSCMA2 
Les caractéristiques physiques des deux systèmes utilisés dans les simulations sous 
TRNSYS, sont données dans le Tableau 3- 9. 
Tableau 3- 9 : Caractéristiques physiques utilisées pour la modélisation des systèmes SSCMA1 et 
SSCMA2 sous le logiciel TRNSYS 
Remarques Type TRNSYS Caractéristiques 
Machine à absorption 
Ce Type a été développé 
spécifiquement dans le cadre du 
projet. Il est basé sur les travaux 
de Ziegler [119] 
TYPE 881 Machine à absorption NH3/H2O 
Puissance nominale de 7 kW. 
Appoint électrique 
Intégré dans le ballon Bloc d’équation Puissance nominale de 9 kW 
Une puissance constante 
ajoutée au fluide en sortie du 
ballon de stockage. 
Bloc d’équation Puissance nominale de 24 kW. 
Tour de refroidissement 
Echangeur + ventilateur Type 112 et Type 91 Débit nominal = 6000kg/h, 
consommation du ventilateur = 
190W 
Ballon de stockage 
Modèle détaillé stockage en eau 
tampon échangeur solaire + 
échangeur ECS immergé (tank-
in tank) 
Type 340 1000 litre de volume 
2 m de hauteur 
10 cm d’isolant. 
Coefficient de pertes latérales de 
6,76 W/K et pour les parties 
supérieure et inférieure une 
valeur de 0,62 W/K 
Capteur solaire 
Surface du capteur = 23 m² TYPE 832 ܨ′ሺ�ߙሻ௘௡=0,793; ܭ�ௗ=0,9 ܿଵ=0,749 (W/m2K); ܿହ=9180(J.m-2 
K-1); ܿଶ=0,005 (W/m2K2) ߚ=45° ; ܾ଴=0,18 
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III.2.2.  Application de la méthodologie 
Comme il a été présenté précédemment, les deux systèmes solaires étudiés dans cette 
partie sont destinés à des environnements présentant un besoin en climatisation. Ils ont été en 
conséquence dimensionnés pour des conditions spécifiques différentes de ceux utilisés 
précédemment. Comme abordé dans le deuxième chapitre, les conditions de la séquence 
d’apprentissage doivent être des conditions « moyennes » en termes d’amplitudes par 
rapports aux différentes conditions que le système peut rencontrer. L’ensoleillement d’Aix-En-
Provence est plutôt modéré par rapport aux autres climats (Philadelphie, Marrakech, etc.). Le 
bâtiment du Maghreb est un bâtiment dont les besoins de chauffages et de climatisation se 
situent entre ceux des bâtiments du sud de l’Europe et des Etats Unis. Il est donc judicieux 
d’utiliser le climat d’Aix-En-Provence combiné au bâtiment du Maghreb (conditions mixtes 
différentes des conditions auxquels les SSC sont destinés) pour les simulations des tests des 
deux systèmes selon la méthode SCSPT. Sur les Figure 3- 33 et Figure 3- 34 sont 
représentés les résultats des simulations des deux tests selon la méthode SCSPT. 
 
 
Figure 3- 33 : Séquence d'apprentissage pour la modélisation du système SSCMA1. 
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Figure 3- 34 : Séquence d'apprentissage pour la modélisation du système SSCMA2. 
Les besoins de climatisation (variable notée ௦ܲ௖), en termes de puissance, ont été rajoutés à 
la configuration de modélisation entrées-sortie. La configuration résultante est représentée sur 
la Figure 3- 35. Le processus de l’application de la méthodologie et de sa validation (voir le 
protocole dans la Figure 2- 19) est similaire aux systèmes précédents. 
 
 
Figure 3- 35 : Configuration entrées-sortie utilisée pour la modélisation des systèmes SSCMA1 et 
SSCMA2 
 
 
RNA
Input delays
Input delays
Input delays
Feed back delays
Input delays
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III.2.3.  Résultats et discussions 
III.2.3.1 SSCMA1 
Les prédictions du meilleur modèle (RNA-R2nrj(tanh), voir également le Tableau 3- 10) 
parmi ceux créés durant le processus de la méthodologie sont précisées dans Figure 3- 36. 
Les erreurs sont très faibles (inférieurs à 5%) sauf pour certains climats de faibles besoins 
(notamment de chauffage) : Marrakech, Palerme et San Diego. Cependant, les écarts absolus 
sont faibles (maximum de 7,3 kWh/m² atteint à Palerme). Les raisons des difficultés du RNA 
pour ces conditions sont similaires à ceux évoqués dans le cas des systèmes précédents à 
savoir les grandes différences entre les conditions d’apprentissage et ceux des trois derniers 
climats. 
Tableau 3- 10 : Caractéristiques des modèles neuronaux étudiés, cas du système SSCMA1 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±1,0 8,0 3,0 0,9978 0,9951 -2,3772 -2,4658 
RNA-R2bar(tanh) ±0,4 15,0 3,0 0,5684 0,9995 -4,3026 -4,4236 
RNA-BIC2(tanh) ±0,4 15,0 3,0 0,5684 0,9995 -4,3026 -4,4236 
RNA-AIC2(tanh) ±0,4 15,0 3,0 0,5684 0,9995 -4,3026 -4,4236 
RNA-R2nrj(linéaire) ±1,0 7,0 3,0 0,9976 0,7288 1,5675 1,4847 
RNA-R2bar(linéaire) ±1,0 12,0 2,0 0,1237 0,9988 -3,7487 -3,8397 
RNA-BIC2(linéaire) ±1,0 12,0 2,0 0,1237 0,9988 -3,7487 -3,8397 
RNA-AIC2(linéaire) ±1,0 12,0 2,0 0,1237 0,9988 -3,7487 -3,8397 
 
 
Figure 3- 36 : Comparaison entre la consommation annuelle estimée par le RNA-BIC2(tanh) et RNA-
R2nrj(tanh) et calculée par le modèle physique TRNSYS dans différentes conditions. Système SSCMA1. 
Les résultats de prédictions des modèle RNA sélectionnés par les critères « BIC2 », 
« AIC2 » et « R2bar » révèlent la médiocrité de certains modèles neuronaux qu’un critère 
statistique peut être amené à sélectionner. Cependant, ce modèle est facilement détectable 
parmi les modèles à écarter. En effet, selon le modèle RNA-BIC2(tanh) la consommation du 
système SSCMA1 à Aix-En-Provence est comparable à sa consommation à Philadelphie ou 
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Washington. Or, cela est impossible. La recherche d’un autre RNA respectant les tendances 
des consommations en fonction des climats, toujours parmi les modèles sélectionnés (par ces 
critères) selon chaque configuration (intervalle de normalisation, retards et FA), n’a pas permis 
de sélectionner un modèle plus performant. 
III.2.3.2 SSCMA2 
Globalement les résultats (Figure 3- 37) pour le système SSCMA2 sont similaires à ceux du 
système précédent. Un écart très notable pour le cas du RNA-R2nrj(tanh) (ses 
caractéristiques sont données sur le Tableau 3- 11) concerne le climat d’Aix-En-Provence. La 
combinaison de ce climat avec le bâtiment ciblé sud de l’Europe doit certainement présenter 
des séquences extrêmes que le RNA-R2nrj(tanh) n’a pas rencontrées durant son 
apprentissage. En revanche, en l’état actuel des travaux, nous n’avons pas pu déterminer 
précisément les raisons de l’écart constaté. D’autant plus que les prédictions du RNA-
R2nrj(tanh) dans le cas du SSCMA1 étaient très précises en particulier pour Aix-En-Provence. 
 
Le modèle RNA-BIC2(tanh), sélectionné parmi tous les modèles par « BIC2 », donne 
globalement des estimations acceptables de la consommation du système pour certaines 
conditions. Les écarts les plus faibles sont constatés pour les climats ayant de faibles besoins 
de chauffage. 
 
Sur la Figure 3- 38 est donné un exemple de la puissance de la consommation du système 
en fonction du temps pendant la période de climatisation (cas de Philadelphie et du RNA-
BIC2(tanh)). Globalement le modèle suit correctement la vraie évolution de la puissance, ce 
qui montre que les écarts constatés dans le cas de certains climats se produisent pendant la 
période de chauffage (hiver). La création d’un modèle par période aurait peut être donné des 
résultats meilleurs. Dans le quatrième chapitre cette remarque a été prise en compte pour 
l’exploitation des données de suivi in situ d’une installation solaire intégrant une machine à 
absorption. 
Tableau 3- 11 : Caractéristiques des modèles neuronaux étudiés, cas du système SSCMA2. 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±0,4 12,0 1,0 0,9909 0,9011 0,1286 0,0589 
RNA-R2bar(tanh) ±1,0 7,0 3,0 0,0001 0,9972 -3,3321 -3,4149 
RNA-BIC2(tanh) ±1,0 4,0 3,0 0,8906 0,9968 -3,3359 -3,3987 
RNA-AIC2(tanh) ±1,0 7,0 3,0 0,0001 0,9972 -3,3321 -3,4149 
RNA-R2nrj(linéaire) ±1,0 12,0 2,0 0,9876 0,9863 -1,6858 -1,7768 
RNA-R2bar(linéaire) ±1,0 14,0 3,0 0,8730 0,9980 -3,2848 -3,4017 
RNA-BIC2(linéaire) ±1,0 14,0 3,0 0,8730 0,9980 -3,2848 -3,4017 
RNA-AIC2(linéaire) ±1,0 14,0 3,0 0,8730 0,9980 -3,2848 -3,4017 
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Figure 3- 37 : Comparaison entre la consommation annuelle estimée par le RNA-BIC2(tanh) et RNA-
R2nrj(tanh) et calculée par le modèle physique TRNSYS dans différentes conditions. Système SSCMA2. 
 
 
Figure 3- 38 : Zoom sur l’évolution de la puissance du l'appoint (Chaudière et machine à absorption) du 
système SSCMA2. Comparaison entre les estimations du RNA-BIC2(tanh) et les calculs du modèle 
TRNSYS. Cas de Philadelphie. 
III.3.  Bilan 
Pour les meilleurs modèles, sélectionnés parmi tous les modèles neuronaux selon leurs 
qualités à estimer la consommation du système dans les 36 conditions, les prédictions des 
consommations annuelles sont très proches de celles calculées par les modèles TRNSYS. En 
effet, les coefficients de corrélations multiples sont entre 0,990 (pour le système SSCPACEE-
REF) et 0,995 (pour le système SSCPACEE-AME). Globalement, l’erreur de prédiction est 
inférieure à 10% pour toutes les conditions et pour tous les systèmes sauf dans certaines 
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conditions spécifiques pour les deux systèmes de références. En effet, dans le cas du système 
SSCPACEE-REF l’erreur relative commise par le RNA dans les conditions présentant des 
besoins de chauffage faibles, en l’occurrence à Barcelone, est relativement importante. 
Cependant, il est important de signaler que l’écart absolu entre l’estimation du modèle 
neuronal et le calcul détaillé à l’aide de TRNSYS est assez faible : il est au maximum de 
l’ordre de 3,75 kWh/m². Tandis que dans le cas du système SSCPACAE-REF, l’erreur relative 
commise par le RNA est supérieure à 10%, mais reste inférieure à 14% à Stockholm pour le 
type de bâtiment SFH30. Il ressort en conséquence de cette analyse globale deux 
constatations : 
 
 La qualité des résultats de l’application de la méthodologie dépend du système 
modélisé. Il est ainsi plus facile d’apprendre le comportement de certains systèmes 
que d’autres. 
 Les erreurs sont relativement importantes uniquement pour des conditions très 
différentes des conditions d’apprentissage. 
 
Les résultats apportés par les meilleurs modèles étant très satisfaisants, l’extension de la 
méthodologie développée au système intégrant une PAC est donc possible. 
 
Il est important aussi d’analyser les résultats des modèles sélectionnés par les critères 
statistiques « BIC2 », « AIC2 » et « R2bar ». En effet, il est indispensable de disposer d’un 
moyen efficace permettant la sélection des modèles les plus pertinents pour que la 
méthodologie soit utilisée comme un outil de garantie de performances, sûr et fiable, dans un 
contexte de certification des SSC. Au vu des résultats, il apparait naturellement que les 
modèles neuronaux correspondants sont moins efficaces que ceux présentés précédemment. 
Les valeurs du « R2nrj » pour les modèles pertinents varient entre 0,56 (cas du SSCMA1) et 
0,98 (cas du SSCPACAE-REF). Les modèles sélectionnés prédisent avec une erreur 
inférieure à 10% la consommation du SSC uniquement dans certaines conditions limitées qui 
dépendent de chaque système. 
 
Nous constatons que les critères « AIC2 » et « BIC2 » ont sélectionné le même modèle 
pour tous les systèmes sauf SSCMA2. Pour ce dernier, la sélection via « BIC2 », dont le 
pouvoir de pénalisation est plus important, conduit à choisir un modèle à 4 neurones, ayant un 
meilleur pouvoir de généralisation que le réseau à 7 neurones qui serait sélectionné via le 
critère « AIC2 ». La pénalisation plus sévère du « BIC2 » est plus adaptée dans ce cas. 
 
Les résultats d’applications ne nous permettent pas de donner un avis tranché sur la 
pertinence d’un critère sur un autre. Dans certains cas les critères ont sélectionnés des 
modèles performants, pour d’autres ce n’était pas le cas. La sélection des modèles pour les 
trois critères statistiques présente des risques de sélectionner des modèles très médiocres 
(cela a été constaté en particulier dans le cas de SSCM1). Il faut en conséquence ne pas 
donner une confiance totale à ces critères. Une étude a posteriori des modèles sélectionnés 
est nécessaire pour déceler ces modèles à risque. 
 
Globalement des conclusions similaires sont à rapporter dans le cas des deux systèmes 
intégrant une machine à absorption (SSCMA1 et SSCMA2). Nous constatons également que 
les erreurs les plus conséquentes concernent très souvent (pour les meilleurs modèles dans le 
Troisième chapitre 
- 168 - 
 
sens de « R2nrj ») les conditions pour lesquelles les besoins sont faibles notamment pour le 
chauffage (à Palerme par exemple). 
L’extension de la méthodologie développée au système intégrant une machine à absorption 
est donc possible. 
 
Par ailleurs, il apparait que les modèles avec une FA tanh sont les plus performants : pour 
tous les systèmes, le meilleur modèle (selon « R2nrj ») possède un coefficient de 
détermination supérieure à 0,98. Il apparait aussi que le choix d’un nombre de neurones dans 
la couche cachée au maximum égal à 15 est juste. En effet, pratiquement pour tous les cas 
étudiés les modèles sélectionnés ont un nombre de neurones inférieur à 14. 
CONCLUSION 
Les expérimentations numériques du troisième chapitre ont permis de valider la 
méthodologie proposée et ainsi montrer qu’il est possible de l’appliquer à différentes 
typologies de systèmes. En effet, la méthodologie a été appliquée telle que définie dans le 
deuxième chapitre à six systèmes différents. Ces systèmes diffèrent par leur schéma 
hydraulique mais aussi par leur système d’appoint. 
Les résultats de cette partie montrent qu’il est possible de prédire la consommation annuelle 
d’un système solaire thermique innovant pour un nombre assez important de conditions. 
Cependant le pouvoir de généralisation des modèles neuronaux trouve ses limites, dans la 
plupart des cas, lorsqu’on est en présence de conditions extrêmes très différentes des 
conditions de l’apprentissage. 
 
Les résultats de l’application de la méthodologie ont révélé qu’il est difficile de sélectionner 
des modèles ayant des performances très proches des meilleurs modèles en se basant 
uniquement sur les données d’apprentissage. 
 
Compte-tenu des résultats jugés satisfaisants la méthodologie est finalement appliquée à 
des cas réels dans le dernier chapitre. 
 
  
 
  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapitre IV.  Expérimentation physique : 
Application de la méthodologie dans le cas de 
SSC réels 
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INTRODUCTION 
Dans le but de compléter le processus de validation de la méthodologie, il est indispensable 
de la confronter à des situations réelles d’application pour lesquelles les données de mesures 
peuvent présenter des incertitudes. Des expérimentations physiques ont donc été réalisées. 
Plusieurs systèmes solaires de différentes typologies, ont été testés physiquement selon la 
méthode SCSPT et ont été ensuite évalués selon la méthodologie élaborée dans le cadre de 
la thèse. Des données de suivi in situ d’une installation solaire thermique intégrant une 
machine à absorption ont également été exploitées pour tester la méthodologie développée. 
 
Le quatrième chapitre commence par donner des informations générales sur le banc de test 
semi-virtuel ainsi que sur le processus de déroulement des tests. Il se termine par la 
présentation des résultats de l’application de la méthodologie développée dans le cas d’essais 
physiques de systèmes. 
IV.1.  Présentation détaillée du banc d’essai semi-virtuel 
IV.1.1.  Caractéristiques techniques du banc d'essai semi-virtuel 
Le mode opératoire de la méthode SCSPT a été préalablement introduit dans le premier 
chapitre, paragraphe I.2.5. Dans cette partie sont présentées les caractéristiques techniques 
et physiques du banc d’essai semi-virtuel présent dans les locaux de l’INES. Ce banc a permis 
l’application de ce genre de test sur plusieurs systèmes. Il est composé de cinq éléments 
principaux : 
 
- Une cellule de test 
 
Elle permet d’accueillir le système à tester ainsi que tout le matériel nécessaire aux tests 
(modules hydrauliques, baies de mesures, les différentes alimentations etc.). L’air de la cellule 
est conditionné par un réseau aéraulique permettant de maintenir une température intérieure 
de 20°C±1°C. Sur la Figure 4- 1 est représenté un exemple d’un SSC installé sur le banc 
semi-virtuel. 
 
Tous les composants du système à évaluer, à l’exception du capteur solaire et de 
l’échangeur géothermique (qui sont émulés), doivent être installés et connectés aux différents 
modules hydrauliques. Ces derniers simulent la connexion à un bâtiment (dans lequel le 
système est virtuellement installé). Les températures de retour (des modules hydrauliques aux 
composants du système) sont contrôlées et régulées par des programmes informatiques 
(LabVIEW et TRNSYS). Les modules hydrauliques sont approvisionnés par un réseau de 
distribution d’eau chaude et un autre d’eau froide. 
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Figure 4- 1 : La cellule de test disponible à l'INES avec un exemple de SSC installé et connecté aux 
modules hydrauliques 
- Une chaufferie centrale 
 
La chaufferie centrale est un système permettant de produire et distribuer de l’eau chaude 
(avec une puissance de 50 kW et une température maximale de 180°C) et l’eau froide (avec 
une puissance de 150kW et une température minimale de -10°C) avec deux circuits totalement 
indépendants. 
 
- Quatre modules hydrauliques de 25kW (Figure 4- 2) 
 
Figure 4- 2 : Le module hydraulique 25kW 
SSC en test Modules hydrauliques
Réseau chaufferie centrale
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Ils servent à émuler la charge et décharge thermique sur tous les circuits du système sauf le 
circuit d’ECS. Les quatre modules sont pilotés selon le programme TRNSYS (modèles du 
bâtiment, capteur solaire, radiateurs, échangeur géothermique, etc.) auxquels ils sont 
connectés via LabVIEW. Le schéma hydraulique de ces modules est représenté sur la Figure 
4- 3. En fonction des informations reçues, le module prépare une température de consigne de 
départ du module vers le système. Ainsi, le régulateur intégré à chaque module 25 kW pilote 
les vannes VIP1, VIP2, VDP3, VDP4, ainsi que les pompes P07 et P08 pour régler la 
température de départ. 
La plage des températures mesurables via les modules 25 kW est de -10°C à 170°C avec 
des débits qui vont de 100l/h à 3600l/h. 
 
Figure 4- 3 : Schéma hydraulique d’un module 25kW. Le circuit rouge (en haut à gauche) est raccordé au 
réseau hydraulique de distribution de fluide chaud. Le circuit bleu (en bas à gauche) est raccordé au 
réseau hydraulique de distribution de fluide froid. Le réseau mauve (à droite) est raccordé à l’équipement 
à tester. 
- Un module hydraulique de 50 kW (Figure 4- 4) 
 
Ce module sert à émuler le puisage d’ECS. Le circuit hydraulique correspondant est 
représenté sur la Figure 4- 5. Son principe de fonctionnement et similaire aux modules 25 kW. 
La plage de température accessible via ce module est de 2°C à 25°C avec des débits qui vont 
de 1l/min à 64l/min. 
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Figure 4- 4 : Le module hydraulique 50kW 
 
Figure 4- 5 : Schéma hydraulique du module 50kW 
- Baies de mesures (Figure 4- 6) assurant : 
 
 L’acquisition des mesures de certaines températures (via des sondes à résistance de 
platine PT100) et débits (via des débitmètres de type Coriolis ou de type 
électromagnétique selon les modules) aux bornes du système à tester, 
 L’alimentation électrique et l’acquisition de la mesure de la consommation électrique 
ou en gaz (à travers la mesure de son volume au cours du temps) de l’équipement à 
tester, 
 La génération de signaux résistifs émulant des sondes de température (température 
extérieure et d’ambiance) pour l’équipement à tester. 
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Figure 4- 6 : La baie de mesures 
Les baies de mesures sont connectées, via un réseau Ethernet, à un poste central de 
supervision, équipé du logiciel LabVIEW. Ce dernier permet le transfert des données avec les 
modules, la connexion avec le logiciel TRNSYS (simulant l’environnement virtuel du test) et la 
visualisation du déroulement de la séquence de test. 
IV.1.2.  La méthode SCSPT théorique et l’essai physique des systèmes 
Les conditions aux limites des systèmes utilisées lors des tests (variables climatiques, 
bâtiment, apports internes et solaires etc.) sont présentées dans le deuxième chapitre. Elles 
sont émulées par les modules hydrauliques présentés ci-dessus. Elles sont générées par 
l’algorithme de la méthode SCSPT présenté dans le premier chapitre. Cependant les limites 
techniques des modules hydrauliques et de leur régulation imposent quelques légères 
modifications aux conditions présentées réellement aux systèmes notamment au niveau de la 
modélisation des besoins en ECS : 
 
 Le débit minimal du puisage d’ECS imposé par les capacités physiques du module 
50 kW est limité à 60 kg/h. En conséquence, la consommation journalière d’ECS 
passe de 201 litres, selon le profil déterminé initialement par la méthode SCSPT, à 
203 litres. 
 
 Pour que le module 50 kW puisse réguler correctement la température d’eau froide, 
le profil théorique de cette dernière, déterminé par l’algorithme de la méthode 
SCSPT, voir section I.2.5. , est remplacé par un profil en paliers journaliers de 
température (Figure 4- 7). Ce profil est choisi ainsi pour respecter grossièrement 
l’évolution sinusoïdale du profil théorique. Les paliers sont calculés sur la base d’une 
moyenne de 3 jours. Les besoins en ECS passent ainsi de 99,78kWh (profil 
sinusoïdal) à 99,25kWh (profil par paliers) sur l’ensemble de la séquence de 12 jours 
pour le climat de Zurich (en prenant en compte la contrainte sur le débit ci-dessus). 
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Figure 4- 7 : Evolution théorique et réel de la température d’eau froide lors des essais pour le climat de 
Zurich 
Les deux modifications ci-dessus n’apportent pas de modifications significatives sur les 
résultats des essais (en comparaison avec la méthode SCSPT théorique). 
IV.2.  Test du premier système commercial 
IV.2.1.  Description du système et de son modèle physique 
Ce système est un SSC compact avec un appoint par une chaudière à gaz actuellement 
disponible sur le marché. Le schéma hydraulique du premier système est représenté sur la 
Figure 4- 8. Il est composé principalement d’un ballon de stockage, d’une chaudière à 
condensation, d’une panoplie hydraulique permettant le raccordement de l’ensemble des 
composants et d’un système de régulation innovant développé par l’industriel. 
 
Globalement ce système fonctionne comme le SSC présenté dans le deuxième chapitre. En 
effet, il est composé de quatre circuits : 
 
 Un circuit solaire avec un échangeur (serpentin) interne dans la partie basse du 
ballon de stockage. 
 Un circuit de chauffage puisant la chaleur via un piquage au milieu de la partie 
supérieure du ballon. 
 Un circuit d’appoint permettant la préparation de l’ECS, via un piquage dans la partie 
supérieure du ballon, mais également du chauffage direct sans passage par le 
réservoir d’eau chaude. Le basculement entre les différents modes de chauffage sont 
réalisés à l’aide d’un jeu de vannes trois voies. 
 Un circuit pour la production d’ECS via un échangeur (serpentin) traversant toute la 
longueur du ballon. 
 
Origin
Adapted for testbench
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Figure 4- 8 : Schéma hydraulique du premier système 
La particularité de ce système par rapport au SSC du deuxième chapitre réside dans les 
deux éléments principaux de fonctionnement suivants : 
 
 En mode chauffage direct, la chaudière chauffe également la partie du milieu du 
ballon de stockage. Ce mode de fonctionnement n’existe pas dans le cas du SSC du 
deuxième chapitre. 
 Il est possible de fonctionner en mode chauffage via le ballon de stockage sans 
passer par la chaudière. Tandis que le fonctionnement dans ce mode, dans le cas du 
SSC du deuxième chapitre, exige le passage par la chaudière même en arrêt. 
 
Le système a été installé sur le banc d’essai semi-virtuel, en vue de la réalisation des 
essais, conformément à la méthodologie SCSPT. Son installation (ainsi que pour les autres 
systèmes) consiste à réaliser : 
 
 Un raccordement des circuits du système aux modules hydrauliques, émulant le 
fonctionnement d’un circuit de chauffage, d’un circuit d’ECS et d’un circuit solaire. 
 L’installation des différents appareils de mesure des débits et températures aux 
bornes de chacun de ces circuits ainsi que de la consommation en gaz de la 
chaudière. 
 L’installation des résistances émulant les sondes de températures nécessaires à la 
régulation du système (température intérieure, température extérieure, température 
capteur). 
 
Tous les circuits du système ont été remplis avec de l’eau pure (fluide caloporteur), 
contrairement aux installations sous un environnement réel où les fluides glycolés sont 
privilégiés (notamment dans le circuit solaire) pour éviter les risques de gel. Ce choix a été 
réalisé pour pallier la difficulté d’avoir des valeurs suffisamment précises pour la capacité 
calorifique des fluides glycolés. 
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Le premier système a été testé selon deux configurations physiques. La première avec un 
système de régulation standard (régulation de base). La deuxième consiste en une 
configuration, avec un système de régulation optimisé tout en gardant le même schéma 
hydraulique. Les systèmes résultants sont donc différents malgré leur ressemblance physique. 
Dans la suite, le premier système sera noté SSC-STD tandis que le deuxième sera noté SSC-
OP. Deux tests physiques de 12 jours ont été réalisés pour chaque système dans les 
conditions suivantes : 
 
 Zurich-SFH60-16 m², l’entrainement des modèles a été réalisé dans cet 
environnement (Figure 4- 9 et Figure 4- 10). 
 Zurich-SFH100-16 m², environnement utilisé pour la validation expérimentale. La loi 
de chauffe (courbe fixant la température de consigne en entrée des radiateurs en 
fonction de la température extérieure) utilisée lors du test des deux systèmes est 
différente de celle utilisée lors du test sous l’environnement Zurich-SFH60-16 m². En 
effet, ces tests ont été préalablement prévus pour les besoins d’un autre projet. 
L’ajustement de la loi de chauffe a été réalisé pour que la gestion des besoins de 
chauffage soit adaptée au bâtiment de l’environnement virtuel correspondant à 
l’essai en cours. Le deuxième test pour les deux systèmes permettra donc de tester 
la robustesse de la méthodologie dans le cas d’un système légèrement différent de 
celui qui a été utilisé lors de l’entrainement. 
 
Figure 4- 9 : Séquence d'apprentissage pour la modélisation du système SSC-STD. Conditions dans 
lesquelles le test selon la méthode SCSPT a été réalisé: Zurich-SFH60-16m² 
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Figure 4- 10 : Séquence d'apprentissage pour la modélisation du système SSC-OP. Conditions dans 
lesquelles le test selon la méthode SCSPT a été réalisé: Zurich-SFH60-16m² 
Un modèle physique pour chacun des deux systèmes a été développé (sous le logiciel 
TRNSYS) et validé dans le cadre du projet Systheff. Les différents paramètres des 
composants du système, nécessaires pour la construction du modèle physique, ont été 
identifiés grâce aux tests réalisés. Les résultats présentés dans la Figure 4- 11 témoignent de 
la qualité des modèles TRNSYS validés qui seront utilisés dans la suite pour réaliser les 
simulations annuelles (voir protocole Figure 2- 20). L’identification d’un modèle TRNSYS ne 
fait pas partie de la méthodologie proposée. Nous en profitons uniquement pour valider les 
modèles neuronaux. 
Les caractéristiques de ce dernier sont présentées sur le Tableau 4- 1. Grâce à ce modèle il 
sera possible de valider la méthodologie dans différentes conditions à l’aide de simulations 
annuelles selon le protocole « validation semi expérimentale » décrit dans le deuxième 
chapitre (paragraphe II.4.2.1). 
 
Figure 4- 11 : Comparaison entre la consommation des systèmes SSC-STD et SSC-OP mesurée et 
calculée à l’aide de TRNSYS dans les deux conditions de test selon la méthode SCSPT 
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Tableau 4- 1 : Caractéristiques physiques utilisées pour la modélisation des systèmes SSC-STD et SSC-
OP dans TRNSYS 
Remarques Type TRNSYS Caractéristiques 
Appoint 
Type développé en interne calculant les 
performances de la chaudière à partir d’une 
table de performances en fonction de la 
température de la chaudière et de la charge. 
Type 5011 Puissance nominale de 19,2 kW, 
Chaudière à gaz, 
Ballon de stockage 
 Type 340 735,9 litre ; 1,56 m de hauteur 
Coefficient de pertes latérales de 
1,86 W/K et pour les parties 
supérieure et inférieure une 
valeur de 1,5 W/K 
Capteur solaire 
 Type 832 ܨ′ሺ�ߙሻ௘௡=0,807; ܭ�ௗ=0,83; ܿଵ=4,031 (W/m2K); ܾ଴=0.18 ܿଶ=0,012 (W/m2K2) ; ߚ=45°; ܿହ=7000 (J.m-2 K-1) 
IV.2.2.  Résultats 
La méthodologie de modélisation objet de la thèse a été appliquée aux systèmes SSC-STD 
et SSC-OP de la même façon qu’aux systèmes étudiés dans le deuxième chapitre. Dans un 
premier temps les données des tests (Zurich-SFH60-16 m²) vont servir à la construction des 
modèles neuronaux tandis que les modèles physiques détaillés (TRNSYS) vont servir à la 
validation semi-expérimentale de la méthodologie selon le protocole décrit dans le paragraphe 
II.4.2.1. Dans un second temps, une validation purement expérimentale est réalisée en 
comparant l’estimation des RNA avec les mesures issues du test Zurich-SFH100-16 m². 
IV.2.2.1 SSC-STD 
Les différents modèles neuronaux retenus pour l’analyse des résultats sont donnés dans le 
Tableau 4- 2. 
Tableau 4- 2 : Caractéristiques des modèles neuronaux étudiés (système SSC-STD) 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±1,0 7,0 3,0 0,9870 0,4301 16,5919 16,5166 
RNA-R2bar(tanh) ±0,2 13,0 3,0 0,0001 0,9847 13,2114 13,1091 
RNA-BIC2(tanh) ±1,0 9,0 3,0 0,9180 0,9843 13,0813 12,9961 
RNA-AIC2(tanh) ±1,0 9,0 3,0 0,9180 0,9843 13,0813 12,9961 
RNA-R2nrj(linéaire) ±1,0 10,0 2,0 0,9871 0,9682 13,7165 13,6405 
RNA-R2bar(linéaire) ±1,0 13,0 3,0 0,9459 0,9836 13,2798 13,1775 
RNA-BIC2(linéaire) ±1,0 14,0 2,0 0,7574 0,9820 13,2608 13,1710 
RNA-AIC2(linéaire) ±1,0 14,0 2,0 0,7574 0,9820 13,2608 13,1710 
Pour le meilleur modèle RNA-R2nrj(linéaire), sélectionné parmi tous les modèles selon le 
critère « R2nrj », les résultats sont très satisfaisants : le coefficient de détermination est de 
l’ordre de 0,987 (Figure 4- 12). L’erreur relative commise par ce RNA lors de l’estimation de la 
consommation annuelle du SSC-STD est quasiment, pour toutes les conditions, inférieure à 
10% sauf, comme pour le système étudié dans le deuxième chapitre, pour Barcelone-SFH100 
et Barcelone-SFH30. Cependant, les écarts absolus restent quand même faibles (inférieurs à 
9 kWh/m²). Encore une fois, malgré le fait que le paramètre « surface du capteur » n’ait pas 
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été pris en compte en tant que variable à l’entrée du modèle, le RNA gère relativement bien 
l’influence de la surface du capteur sur la consommation du système pour certaines 
conditions. Il s’agit des conditions présentant des besoins énergétiques inférieurs à 80 
kWh/m². 
 
Figure 4- 12 : Comparaison entre la consommation annuelle estimée par le RNA-R2nrj(linéaire) et calculée 
par le modèle physique TRNSYS dans différentes conditions. Cas du système SSC-STD. 
Le modèle RNA-R2bar(linéaire) est le modèle sélectionné par le critère « R2bar » parmi 
tous les RNA créés avec une FA linéaire. Avec un coefficient de détermination de l’ordre de 
0,946 (Figure 4- 13), les performances du modèle RNA-R2bar(linéaire) sont naturellement 
moins bonnes que ceux du modèle précédent. Les erreurs relatives sont, pour un bon nombre 
de conditions (Zurich-SFH60, Zurich-SFH100 et Stockholm-SFH60), inférieures à 15%. Pour 
les autres conditions, l’erreur relative est plus élevée mais reste inférieure à 23% dans la 
plupart des cas. Un autre point caractéristique du modèle RNA-R2bar(linéaire) par rapport au 
modèle précédent, réside dans sa capacité à gérer correctement l’influence de la surface pour 
les conditions extrêmes. 
 
Figure 4- 13 : Comparaison entre la consommation annuelle estimée par le RNA-R2bar(linéaire) et 
calculée par le modèle physique TRNSYS dans différentes conditions. Cas du système SSC-STD. La taille 
des symboles indique la surface du capteur utilisée (10 m², 13 m², 16 m² ou 19m²) 
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Sur la Figure 4- 14 est représentée l’évolution de la puissance au cours de la séquence de 
test prédite par le RNA-R2bar(linéaire) et réellement mesurée dans les conditions 
d’apprentissage Zurich-SFH60-16 m². La très bonne concordance générale entre les deux 
courbes montre que l’apprentissage s’est bien déroulé. 
 
Figure 4- 14 : Evolution de la puissance de l'appoint du système SSC-STD au cours du test de 12 jours. 
Comparaison entre les estimations du RNA et les mesures. Cas des données d’apprentissage. 
Pour valider le modèle, la comparaison doit être faite dans des conditions différentes de 
celles de l’apprentissage. Les deux modèles précédents ont donc été utilisés pour simuler le 
test réel du système dans l’environnement Zurich-SFH100-16m². Les erreurs relatives de 
l’estimation de la consommation du système lors du test sont inférieures à 8% pour les deux 
modèles (Figure 4- 15). Ceci valide expérimentalement la pertinence de la méthodologie pour 
la prédiction des performances du système dans des conditions différentes de celles de 
l’entraînement. 
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Figure 4- 15 : Comparaison entre la consommation pendant la séquence de test estimée par les RNA et 
mesurée durant le test physique. Cas du système SSC-STD. 
Sur la Figure 4- 16 est représentée l’évolution réellement mesurée de la puissance au cours 
de la séquence de test dans les conditions de Zurich-SFH100-16 m² et celle prédite par le 
RNA sélectionné par le critère « R2bar ». Globalement le RNA suit correctement l’évolution de 
la puissance mesurée sauf pendant certains jours. Il est important de signaler que dans le 
cadre de la méthodologie développée, il n’est pas question de développer des modèles 
capables de prédire l’évolution précise et détaillée de la puissance du système. 
 
Figure 4- 16 : Evolution de la puissance du l'appoint du système SSC-STD au cours du test de 12 jours. 
Comparaison entre les estimations du RNA-R2bar(linéaire) et les mesures. Cas de Zurich-SFH100-16 m². 
IV.2.2.2 SSC-OP 
Les résultats de modélisation du SSC-OP à partir des données expérimentales, selon les 
deux modèles RNA (sélectionnés selon « R2nrj »), Tableau 4- 3, sont légèrement mieux que 
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ceux du système SSC-STD : le coefficient de détermination est supérieur à 0,990. Sur la 
Figure 4- 17 sont comparés les résultats de prédiction du modèle neuronal ayant une FA tanh 
avec les calculs de TRNSYS. 
Tableau 4- 3 : Caractéristiques des modèles neuronaux étudiés, cas du système SSC-OP 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±0,4 6,0 3,0 0,9910 0,9629 13,7627 13,6930 
RNA-R2bar(tanh) ±0,4 13,0 3,0 0,7645 0,9874 12,9583 12,8560 
RNA-BIC2(tanh) ±0,4 13,0 3,0 0,7645 0,9874 12,9583 12,8560 
RNA-AIC2(tanh) ±0,4 13,0 3,0 0,7645 0,9874 12,9583 12,8560 
RNA-R2nrj(linéaire) ±1,0 2,0 2,0 0,9903 0,8198 15,1690 15,1344 
RNA-R2bar(linéaire) ±1,0 7,0 3,0 0,8590 0,9826 13,0431 12,9678 
RNA-BIC2(linéaire) ±1,0 7,0 3,0 0,8590 0,9826 13,0431 12,9678 
RNA-AIC2(linéaire) ±1,0 7,0 3,0 0,8590 0,9826 13,0431 12,9678 
Pour la majorité des conditions ayant un besoin supérieur à 25 kWh/m², les erreurs relatives 
de prédictions sont inférieures à 5% avec une bonne prise en compte de l’impact de la surface 
du capteur. Pour les conditions présentant un besoin énergétique plus faible, les erreurs 
relatives sont plus importantes mais les valeurs absolues restent faibles notamment pour le 
climat de Barcelone. 
 
Figure 4- 17 : Comparaison entre la consommation annuelle estimée par le RNA-R2nrj(tanh) et calculée 
par le modèle physique TRNSYS dans différentes conditions. Cas du système SSC-OP. La taille des 
symboles indique la surface du capteur utilisée (10 m², 13 m², 16 m² ou 19m²) 
Le modèle sélectionné selon le critère « R2bar » (RNA-R2bar(linéaire), Tableau 4- 3) 
présente des qualités très modestes malgré sa bonne prise en compte de l’influence de la 
surface du capteur (Figure 4- 18). En effet, les erreurs relatives sont supérieures à 20% pour 
la majorité des conditions. 
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Figure 4- 18 : Comparaison entre la consommation annuelle estimée par le RNA-R2bar(linéaire)et calculée 
par le modèle physique TRNSYS dans différentes conditions. Cas du système SSC-OP. La taille des 
symboles indique la surface du capteur utilisée (10 m², 13 m², 16 m² ou 19m²) 
Comme pour le système SSC-STD, deux des quatre modèles RNA, modélisant le 
comportement du système SSC-OP, ont été testés dans l’autre condition réelle. 
La Figure 4- 19 révèle que le modèle sélectionné selon le « R2bar » arrive à estimer 
correctement la puissance du système dans le cas des conditions d’apprentissage. La 
concordance entre la puissance mesurée et prédite par ce RNA est, naturellement, légèrement 
moins bonne dans le cas des conditions de validation (Figure 4- 20). 
 
Figure 4- 19 : Evolution de la puissance de l'appoint du système SSC-OP au cours du test de 12 jours. 
Comparaison entre les estimations du RNA-R2bar(linéaire) et les mesures. Cas des données 
d’apprentissage. 
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Figure 4- 20 : Evolution de la puissance de l'appoint du système SSC-OP au cours du test de 12 jours. 
Comparaison entre les estimations du RNA-R2bar(linéaire) et les mesures. Cas de Zurich-SFH100-16 m². 
Cependant le calcul de l’énergie consommée par le système testé par les modèles RNA, la 
quantité recherchée, et la comparaison avec ce qui a été mesuré, montre que les résultats 
sont satisfaisants (Figure 4- 21). En effet, les erreurs relatives sont inférieures à 10%. Le fait 
que les RNA soient capables de prédire la consommation du système avec de tels 
pourcentages d’erreur malgré le fait que la loi de chauffe ait été légèrement modifiée d’un test 
à l’autre montre que la méthodologie est robuste et a un bon pouvoir d’adaptabilité. Cela reste 
vrai tant que le système est correctement dimensionné pour l’environnement considéré. 
 
Figure 4- 21 : Comparaison entre la consommation pendant la séquence de test estimée par les RNA et 
mesurée durant le test physique. Cas du système SSC-OP. 
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IV.3.  Test du système SSC-PROTO1 
IV.3.1.  Description du SSC-PROTO1 
Le troisième système, utilisé pour la validation expérimentale de la méthodologie, est un 
prototype d’un SSC combiné à une chaudière à gaz qui a été développé par un fabriquant 
européen. Il sera noté dans la suite par SSC-PROTO1. La différence entre le système SSC-
PROTO1 et les systèmes précédents réside dans ses caractéristiques physiques (Tableau 4- 
4) et dans son schéma hydraulique (Figure 4- 22). 
Tableau 4- 4 : Caractéristiques physiques du système SSC-PROTO1 
Appoint Puissance nominale de 24 kW, 
Chaudière à gaz. 
Ballon de stockage Volume de 1000 litres 
Coefficient de perte globale égale à 5 
W/K 
Capteur solaire ܨ′ሺ�ߙሻ௘௡=0,8 ܭ�ௗ=0,83 ܿଵ=3,5 (W/m2K); ܿହ=7000 (J.m-2 K-1) ܿଶ=0,015 (W/m2K2) ߚ=45° ܾ଴=0,2 
 
 
Figure 4- 22 : Schéma hydraulique du système SSC-PROTO1 
Le fonctionnement du SSC-PROTO1 en termes de gestion des flux de chaleur est 
caractérisé par : 
 
 Un transfert de chaleur pour la préparation de l’ECS mais aussi entre le capteur 
solaire et le ballon se font via un échangeur interne au ballon. 
Tcoll : 48.4 Tsto : 32.8
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 La réponse aux besoins de chauffage peut être faite directement via la chaudière 
sans passage par le ballon. Dans ce cas le retour peut se faire à travers le ballon (si 
la température de retour est inférieure à la température du ballon, c’est le 
préchauffage) ou sans passage par ce dernier (si la température du ballon est 
inférieure à la température de retour). Le chauffage peut être également accompli à 
partir du ballon mais dans ce cas le passage par la chaudière (en arrêt) est 
obligatoire. 
 
Similairement aux systèmes précédents et pour les mêmes raisons, la loi de chauffe du 
système est légèrement modifiée pour chaque test. Les deux tests ont été réalisés selon la 
méthode SCSPT dans les deux conditions suivantes : Zurich-SFH60-16 m² et Stockholm-
SFH100-10 m². 
IV.3.2.  Résultats 
Dans le but d’exploiter au maximum les données des deux tests du système SSC-PROTO1, 
la méthodologie a été validée en deux temps. En effet, chaque environnement servira de 
conditions de test mais aussi d’entrainement. Ce protocole de validation est représenté sur la 
Figure 2- 21 dans le deuxième chapitre. 
Pour ce système une seule condition est disponible pour évaluer sa consommation estimée 
par les RNA. Nous allons en conséquence considérer le meilleur RNA celui qui présente la 
plus faible erreur relative absolue (ERA) au lieu de « R2nrj » utilisé précédemment. Ce modèle 
sera noté également RNA-ERA. La même notation sera utilisée également pour le système 
solaire intégrant une machine à absorption. 
IV.3.2.1 Entrainement sur Zurich-SFH60-16m² 
Les résultats présentés dans cette partie concernent les RNA entrainés sur l’environnement 
classique de Zurich-SFH60-16 m². La méthodologie a été appliquée de la même façon que 
pour tous les autres systèmes présentés précédemment. Sur le Tableau 4- 5 sont présentés 
l’ensemble des modèles sélectionnés. 
Tableau 4- 5 : Caractéristiques des modèles neuronaux étudiés (SSC-PROTO1, entrainement sur Zurich) 
Modèles NORM NDN TD ERA « R2bar »  « BIC2 » « AIC2 »  
RNA-ERA(tanh) ±0,2 2,0 1,0 0,0101 0,6929 16,2478 16,2206 
RNA-R2bar(tanh) ±0,2 8,0 3,0 1,0411 0,8745 15,6282 15,5478 
RNA-BIC2(tanh) ±0,2 8,0 3,0 1,0411 0,8745 15,6282 15,5478 
RNA-AIC2(tanh) ±0,2 8,0 3,0 1,0411 0,8745 15,6282 15,5478 
RNA-ERA (linéaire) ±1,0 1,0 1,0 0,0033 0,6803 16,2880 16,2607 
RNA-R2bar(linéaire) ±1,0 7,0 3,0 0,1983 0,8120 15,9952 15,9199 
RNA-BIC2(linéaire) ±1,0 7,0 3,0 0,1983 0,8120 15,9952 15,9199 
RNA-AIC2(linéaire) ±1,0 7,0 3,0 0,1983 0,8120 15,9952 15,9199 
Les prédictions de la consommation du système SSC-PROTO1 par les différents modèles 
neuronaux dans l’environnement de Stockholm-SFH100-10 m² sont comparés aux mesures 
sur la Figure 4- 23. Le modèle RNA-ERA(tanh) estime très bien la consommation du système. 
L’erreur de prédiction est faible (de l’ordre de 1%). Par contre, le modèle sélectionné par les 
critères statistiques présente de faibles performances. 
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Figure 4- 23 : Comparaison entre la consommation pendant la séquence de test estimée par les RNA et 
mesurée durant le test physique. Cas du système SSC-PROTO1 et de l’entrainement sur Zurich. 
Sur la Figure 4- 24 est présentée l’évolution de la puissance au cours de la séquence 
estimée par le RNA-ERA. La concordance globale avec la puissance mesurée est plutôt 
bonne à l’exception de la surestimation de la puissance pendant les 6ème et 7ème jours. 
 
Figure 4- 24 : Evolution de la puissance de l'appoint du système SSC-PROTO1 au cours du test de 12 
jours. Comparaison entre les estimations du RNA-ERA(tanh) et les mesures. Stockholm-SFH100-10 m². 
IV.3.2.2 Entrainement sur Stockholm-SFH100-10m² 
Dans cette partie les conditions précédemment utilisées pour l’apprentissage ont été 
utilisées ici pour tester les performances des modèles neuronaux. 
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Tableau 4- 6 : Caractéristiques des modèles neuronaux étudiés (SSC-PROTO1, entrainement sur 
Stockholm) 
Modèles NORM NDN TD ERA « R2bar »  « BIC2 » « AIC2 »  
RNA-ERA(tanh) ±1,0 2,0 1,0 0,0489 0,9330 15,6402 15,6130 
RNA-R2bar(tanh) ±1,0 8,0 3,0 2,8552 0,9677 15,1748 15,0944 
RNA-BIC2(tanh) ±1,0 8,0 3,0 2,8552 0,9677 15,1748 15,0944 
RNA-AIC2(tanh) ±1,0 8,0 3,0 2,8552 0,9677 15,1748 15,0944 
RNA-ERA (linéaire) ±1,0 2,0 2,0 0,0448 0,9341 15,6439 15,6092 
RNA-R2bar(linéaire) ±1,0 8,0 3,0 0,4244 0,9641 15,2805 15,2001 
RNA-BIC2(linéaire) ±1,0 8,0 3,0 0,4244 0,9641 15,2805 15,2001 
RNA-AIC2(linéaire) ±1,0 8,0 3,0 0,4244 0,9641 15,2805 15,2001 
Les estimations de la consommation du système par les RNA sont également très bons à 
Zurich-SFH60-16 m² (Figure 4- 25). Cependant, les erreurs relatives commises par les 
modèles neuronaux sont plus élevées que dans le cas de Stockholm-SFH100-10 m² (en 
particulier pour le modèle sélectionné par les critères statistiques). Ces résultats montrent et 
confirment la pertinence de réaliser l’entrainement sur les conditions Zurich-SFH60-16m² 
plutôt que sur des conditions un peu extrêmes. 
 
Figure 4- 25 : Comparaison entre la consommation pendant la séquence de test estimée par les RNA et 
mesurée durant le test physique. Cas du système SSC-PROTO1 et de l’entrainement sur Stockholm. 
IV.4.  Test du système SSC-PROTO2 
IV.4.1.  Description du SSC-PROTO2 
Le quatrième système (noté SSC-PROTO2) utilisé pour évaluer expérimentalement la 
méthodologie est un système similaire au troisième. Les caractéristiques physiques de ce 
dernier sont données sur le Tableau 4- 7. 
 
Le système SSC-PROTO2 a été testé (Figure 4- 26) dans trois conditions différentes selon 
la méthodologie SCSPT : Zurich-SFH100- 16 m², Barcelone-SFH60- 5 m² et Stockholm-
SFH60-16 m². 
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Tableau 4- 7 : Caractéristiques physiques du système SSC-PROTO2 
Appoint Puissance nominale de 24 kW, 
Chaudière à gaz. 
Ballon de stockage 750 litres de volume 
1,56 m de hauteur 
Coefficient de perte globale égale 
à 5,58 W/K 
Capteur solaire ܨ′ሺ�ߙሻ௘௡=0,8 ܭ�ௗ=0,83 ܿଵ=3,5 (W/m2K); ܿହ=7000 (J.m-2 K-1) ܿଶ=0,015 (W/m2K2) ߚ=45° ܾ଴=0,2 
 
 
Figure 4- 26 : Photo du système SSC-PROTO2 installé dans le bac d’essai semi-virtuel 
IV.4.2.  Résultats 
Les conditions des trois tests réalisés sont différentes de celles utilisées dans le cas du 
système SSC-PROTO1. La diversification des conditions des tests permettra de voir 
l’influence des différentes conditions sur l’apprentissage des modèles. 
IV.4.2.1 Entrainement sur Zurich-SFH100-16m² 
Les résultats des prédictions des RNA (Tableau 4- 8) sont issus de l’application de la 
méthodologie avec comme conditions d’apprentissage Zurich-SFH100-16 m². Le test des 
modèles est ensuite réalisé dans les autres conditions (Barcelone et Stockholm dans ce sous-
paragraphe). Même si le bâtiment SFH100 utilisé pour l’apprentissage est un bâtiment plus 
énergivore que le bâtiment SFH60, les erreurs relatives commises sont faibles pour tous les 
RNA. En effet, pour Stockholm-SFH60-16 m², les erreurs relatives sont inférieures à 1,1% 
(cette valeur est atteinte avec le modèle RNA-R2bar(tanh)). Pour Barcelone-SFH60-5 m², les 
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erreurs sont plus conséquentes mais, encore une fois, les écarts absolus sont très faibles 
(inférieurs à 0,17 kWh/m²). 
Tableau 4- 8 : Caractéristiques des modèles neuronaux étudiés (SSC-PROTO2, entrainement sur Zurich) 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±0,4 1,0 2,0 0,9999 0,9657 14,3898 14,3647 
RNA-R2bar(tanh) ±1,0 8,0 3,0 0,9970 0,9950 12,7458 12,6654 
RNA-BIC2(tanh) ±1,0 8,0 3,0 0,9970 0,9950 12,7458 12,6654 
RNA-AIC2(tanh) ±1,0 8,0 3,0 0,9970 0,9950 12,7458 12,6654 
RNA-R2nrj(linéaire) ±1,0 1,0 2,0 0,9995 0,9662 14,3728 14,3477 
RNA-R2bar(linéaire) ±1,0 8,0 3,0 0,9945 0,9945 12,8530 12,7726 
RNA-BIC2(linéaire) ±1,0 7,0 3,0 0,9966 0,9943 12,8475 12,7722 
RNA-AIC2(linéaire) ±1,0 7,0 3,0 0,9966 0,9943 12,8475 12,7722 
 
 
Figure 4- 27 : Comparaison entre la consommation pendant la séquence de test estimée par les RNA et 
mesurée durant le test physique. Cas du système SSC-PROTO2 et de l’entrainement sur Zurich. 
Sur la Figure 4- 28 et Figure 4- 29 est représentée l’évolution de la puissance de l’appoint 
estimée par le modèle RNA-R2bar(tanh) dans les deux conditions de test. Pour le cas de 
Stockholm-SFH60-16 m², mise à part une légère sous-estimation de la puissance lors des 
deux premiers jours de la séquence, la concordance entre les mesures et les prédictions du 
RNA est assez bonne. Pour le cas de Barcelone-SFH60-5 m², l’évolution globale de la 
puissance est acceptable (cela correspond au fait que le RNA arrive à détecter la nécessité de 
mise en marche de la chaudière), mais les écarts en terme d’amplitude sont plus importants 
que dans l’autre condition de test. 
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Figure 4- 28 : Evolution de la puissance de l'appoint du système SSC-PROTO2 au cours du test de 12 
jours. Comparaison entre les estimations du RNA-R2nrj(tanh) et les mesures. Stockholm-SFH60-16m². 
 
 
Figure 4- 29 : Evolution de la puissance de l'appoint du système SSC-PROTO2 au cours du test de 12 
jours. Comparaison entre les estimations du RNA-R2nrj (tanh) et les mesures. Barcelone-SFH60-5m². 
IV.4.2.2 Entrainement sur Stockholm-SFH60-16m² 
Une étude similaire à la précédente mais avec, cette fois-ci, l’environnement de Stockholm-
SFH60-16 m² comme condition d’apprentissage est présentée dans ce paragraphe. 
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Tableau 4- 9 : Caractéristiques des modèles neuronaux étudiés (SSC-PROTO2, entrainement sur 
Stockholm) 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±0,2 2,0 1,0 1,0000 0,9773 14,4253 14,3980 
RNA-R2bar(tanh) ±1,0 8,0 3,0 0,9850 0,9934 13,4716 13,3912 
RNA-BIC2(tanh) ±1,0 7,0 3,0 0,9972 0,9933 13,4511 13,3758 
RNA-AIC2(tanh) ±1,0 7,0 3,0 0,9972 0,9933 13,4511 13,3758 
RNA-R2nrj(linéaire) ±1,0 7,0 1,0 1,0000 0,9854 14,0726 14,0230 
RNA-R2bar(linéaire) ±1,0 6,0 3,0 0,9990 0,9921 13,5767 13,5070 
RNA-BIC2(linéaire) ±1,0 6,0 3,0 0,9990 0,9921 13,5767 13,5070 
RNA-AIC2(linéaire) ±1,0 6,0 3,0 0,9990 0,9921 13,5767 13,5070 
Les estimations des RNA (Tableau 4- 9) sont représentées sur la Figure 4- 30. Les erreurs 
relatives sont très faibles pour tous les modèles (inférieure à 5%). Comme pour les résultats 
précédents, l’erreur est plus importante (25% au maximum) pour le climat de Barcelone mais 
reste toujours faible en termes d’écart absolu. 
 
Figure 4- 30 : Comparaison entre la consommation pendant la séquence de test estimée par les RNA et 
mesurée durant le test physique. Cas du système SSC-PROTO2 et de l’entrainement sur Stockholm. 
IV.4.2.3 Entrainement sur Barcelone-SFH60-5m² 
La troisième étude concerne l’entrainement sur une condition extrême qu’est Barcelone-
SFH60-5 m². Les résultats des modèles neuronaux (Tableau 4- 10) sont représentés sur la 
Figure 4- 31. 
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Tableau 4- 10 : Caractéristiques des modèles neuronaux étudiés, (SSC-PROTO2, entrainement sur 
Barcelone) 
Modèles NORM NDN TD « R2nrj » « R2bar »  « BIC2 » « AIC2 »  
RNA-R2nrj(tanh) ±0,4 5,0 1,0 0,9854 0,6625 14,0209 13,9788 
RNA-R2bar(tanh) ±1,0 4,0 3,0 0,0001 0,9626 11,8504 11,7933 
RNA-BIC2(tanh) ±1,0 4,0 3,0 0,0001 0,9626 11,8504 11,7933 
RNA-AIC2(tanh) ±1,0 4,0 3,0 0,0001 0,9626 11,8504 11,7933 
RNA-R2nrj(linéaire) ±1,0 4,0 2,0 0,8661 0,0697 18,8016 18,7532 
RNA-R2bar(linéaire) ±1,0 5,0 1,0 0,4962 0,9195 12,5887 12,5466 
RNA-BIC2(linéaire) ±1,0 5,0 1,0 0,4962 0,9195 12,5887 12,5466 
RNA-AIC2(linéaire) ±1,0 5,0 1,0 0,4962 0,9195 12,5887 12,5466 
Pour le meilleur modèle ayant une FA tanh dans la couche de sortie (RNA-R2nrj(tanh)) les 
erreurs relatives pour les deux conditions de tests sont très faibles. Le deuxième meilleur 
modèle mais ayant une FA linéaire dans la couche de sortie (RNA-R2nrj(linéaire)) présente 
une erreur maximale de l’ordre de 9% dans le cas de l’environnement de test Zurich-SFH100-
16 m². 
En ce qui concerne les modèles sélectionnés selon les critères statistiques, les résultats 
présentent des erreurs relatives assez élevées. Une valeur de plus de 60% a été enregistrée 
pour Stockholm-SFH60-16 m² (RNA avec une FA linéaire). 
 
Les résultats de l’entrainement sur le climat de Barcelone sont globalement moins bons (en 
particulier pour les modèles sélectionnés par les critères) qu’un entrainement sur 
l’environnement de Stockholm ou Zurich. Nous observons que l’identification avec un climat de 
type « moyen » (Zurich dans notre étude) ne donne pas systématiquement les meilleurs 
résultats. Par conséquent, il serait intéressant de développer en perspectives une nouvelle 
séquence d’apprentissage qui puisse s’adapter à tout type de système. 
 
Figure 4- 31 : Comparaison entre la consommation pendant la séquence de test estimée par les RNA et 
mesurée durant le test physique. Cas du système SSC-PROTO2 et de l’entrainement sur Barcelone. 
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IV.5.  Exploitation des données de suivi in situ d’un SSC 
intégrant une machine à absorption 
IV.5.1.  Description du système 
Il a été signalé dans le deuxième chapitre, qu’une validation expérimentale rigoureuse 
nécessiterait la comparaison entre les estimations des modèles neuronaux et des mesures de 
suivi in situ de différentes installations et dans différentes conditions. Malheureusement 
compte-tenu des coûts élevés que cela génèrerait, cela s’avère impossible. Bien qu’une telle 
comparaison n’ait pas été prévue dans le cadre de la Thèse, l’exploitation de données de suivi 
in situ d’une installation solaire intégrant une machine à absorption (Figure 4- 32) disponible 
au sein des locaux de l’INES a été réalisée. 
 
L’installation solaire a été réalisée dans le cadre d’un projet européen dans le but d’avoir un 
retour terrain sur les performances d’un tel système innovant. Le système global est composé 
de deux ballons de stockage : un chaud pour l’énergie solaire (avec un appoint électrique 
intégré) et un tampon pour le froid et le chaud en fonction de la période, d’une machine à 
absorption performante, d’un capteur solaire plan vitré et d’un système de rejet de chaleur 
enterré (connecté au niveau du condenseur de la machine à absorption). Le système solaire 
permet de répondre aux besoins de chauffage et de climatisation de trois bureaux d’une 
surface totale de 63 m². Quelques caractéristiques physiques du système sont données dans 
le Tableau 4- 11. 
 
Figure 4- 32 : Le SSC combiné à une machine à absorption installé dans les locaux de l’INES 
Tableau 4- 11 : Caractéristiques physiques du système SSC combiné à une machine à absorption 
Appoint électrique Puissance nominale de 12 kW 
Ballons de stockage 400 litres de volume pour le ballon de stockage solaire et 300 litres de 
volume pour le ballon de stockage tampon 
Capteur solaire ܨ′ሺ�ߙሻ௘௡=0,8;ܭ�ௗ=0,83 ܿଵ=3,5 (W/m2K); ܿହ=7000 (J.m-2 K-1) ܿଶ=0,015 (W/m2K2) ; ߚ=45° ;ܾ଴=0,2 
Surface du capteur = 30 m² 
Machine à absorption Puissance nominale de 4,5 kW 
Sondes géothermiques 2200 m de ligne horizontal enterré à une profondeur entre 0,75 et 1,1 m 
 
Machine à 
absorption
Connexions avec les sondes 
géothermiques
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IV.5.2.  Modes de fonctionnement 
Le système fonctionne selon deux modes distincts. Le premier est le mode chauffage. Dans 
ce cas le système fonctionne comme un système solaire classique. L’appoint se met en 
marche dès que l’énergie solaire n’est pas suffisante pour couvrir les besoins de chauffage. Le 
deuxième mode est le mode rafraichissement (le basculement à ce mode se fait manuellement 
via les vannes de séparation, Figure 4- 33 et Figure 4- 34), dans ce cas la machine à 
absorption se met en marche dès que la température des bureaux est supérieure à une 
température de consigne. Là aussi, si la température du stockage solaire (générateur de la 
machine) est inférieure à un seuil préfixé, l’appoint électrique se met en marche. La distribution 
vers les bureaux se fait par des ventilo-convecteurs à partir du ballon tampon (chaud ou froid 
en fonction du mode). 
 
Figure 4- 33 : Schéma hydraulique du SSC combiné à une machine à absorption, mode chauffage 
 
Les deux modes de fonctionnement étant séparés, il est donc judicieux de les modéliser 
avec des modèles distincts, entrainés sur des données issues des deux modes (période de 
chauffage et période de climatisation). Les données de suivi in situ de l’installation 
correspondant à la période du 16/11/2011 au 08/01/2012 ont été utilisées pour la saison de 
chauffage tandis que celles de la période du 02/08/2011 au 21/09/2011 ont été utilisées pour 
la saison de rafraichissement. 
 
Suite à une contrainte liée aux difficultés de démontage du système en vue de son 
installation sur le banc d’essai semi-virtuel et à la disponibilité de ce dernier (mutualisé entre 
divers projets de recherche), il n’a pas été possible de tester le système selon la méthode 
SCSPT. Pour pallier cette difficulté, il a été décidé de sélectionner les douze premiers jours 
des données de suivi in situ pour l’apprentissage des modèles et garder le reste de la base de 
données pour leur validation. 
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La méthodologie d’évaluation des performances n’est pas appliquée rigoureusement 
comme prévue. Cette validation permet néanmoins de tester la qualité des modèles 
neuronaux et de leur apprentissage dans le cas d’une base de données (d’entrainement) 
arbitraire composée de mesures réelles. 
 
Sur les Figure 4- 35, Figure 4- 36 et Figure 4- 37 sont présentées les données utilisées pour 
l’entrainement. L’ECS ne faisant pas partie des besoins auxquels le système doit répondre, les 
variables utilisées en entrée des modèles sont la demande de chauffage ou de climatisation 
(en fonction du mode de fonctionnement du système) et la ressource solaire. En sortie, les 
modèles devraient prédire la consommation du système en électricité (machine et appoint 
électrique). 
 
Figure 4- 34 : Schéma hydraulique du SSC combiné à une machine à absorption, mode climatisation 
 
Figure 4- 35 : Rayonnements solaire des deux séquences d'apprentissage pour la modélisation du 
système combiné à une machine à absorption. Données de suivi in situ. 
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Figure 4- 36 : Besoins de chauffage et consommation du système combiné à une machine à absorption 
utilisés pour l’apprentissage. Données de suivi in situ. Mode chauffage 
 
Figure 4- 37 : Besoins de climatisation et consommation du système combiné à une machine à 
absorption utilisés pour l’apprentissage. Données de suivi in situ. Mode climatisation 
IV.5.3.  Résultats 
La méthodologie de modélisation a été appliquée de la même façon que pour les autres 
systèmes, même si les données d’apprentissage ne sont pas issues de la méthode SCSPT. 
Une différence à noter par rapport aux différentes modélisations des systèmes précédents 
concerne le paramètre du retard utilisé. Il a été constaté durant le processus de modélisation 
qu’avec les paramètres initiaux du Tableau 2- 11, les erreurs relatives de prédiction sont assez 
élevées même sur les données d’apprentissage. Nous avons dû augmenter le nombre de 
retards pour faciliter l’apprentissage du fonctionnement du système. Le nombre de retards 
maximal a donc été remplacé par 6. 
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IV.5.3.1 Fonctionnement en mode chauffage 
Les modèles sélectionnés pour présenter les estimations de la consommation du système 
pour la période de chauffe allant du 28/11/2011 au 08/01/2012 sont donnés sur le Tableau 4- 
12. La définition du modèle RNA-ERA a été introduite dans le paragraphe IV.3.2.  
Tableau 4- 12 : Caractéristiques des modèles neuronaux étudiés, cas du système combiné à une machine 
à absorption, mode chauffage 
Modèles NORM NDN TD ERA « R2bar »  « BIC2 » « AIC2 »  
RNA-ERA(tanh) ±0,4 8,0 5,0 0,0188 0,9928 -3,7048 -3,7933 
RNA-R2bar(tanh) ±0,4 13,0 6,0 0,4338 0,9964 -4,0201 -4,1423 
RNA-BIC2(tanh) ±0,4 13,0 3,0 0,0766 0,9959 -4,1396 -4,2419 
RNA-AIC2(tanh) ±0,4 13,0 3,0 0,0766 0,9959 -4,1396 -4,2419 
RNA-ERA (linéaire) ±1,0 4,0 4,0 0,0872 0,9884 -3,4133 -3,4761 
RNA-R2bar(linéaire) ±1,0 12,0 6,0 1,3847 0,9967 -4,1792 -4,2966 
RNA-BIC2(linéaire) ±1,0 12,0 3,0 0,3489 0,9961 -4,2140 -4,3123 
RNA-AIC2(linéaire) ±1,0 12,0 3,0 0,3489 0,9961 -4,2140 -4,3123 
 
Figure 4- 38 : Comparaison entre la consommation mesurée et celle estimée par les RNA. Cas du système 
combiné à une machine à absorption en mode chauffage. 
Les résultats de prédiction sont très satisfaisants (Figure 4- 38), même le RNA sélectionné 
selon le critère « BIC2 » avec une FA tanh donne de bons résultats. L’erreur relative de 
prédiction est inférieure à 8%. 
 
La Figure 4- 39 représente l’évolution de la puissance du système estimée par le modèle 
RNA-ERA(tanh) pour la période du 28/11/2011 au 08/01/2012. L’évolution globale de la 
puissance est bien respectée par le modèle neuronal. 
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Figure 4- 39 : Evolution de la puissance de l'appoint du système combiné à une machine à absorption. 
Comparaison entre les estimations du RNA-ERA(tanh) et les mesures. Mode chauffage 
IV.5.3.2 Fonctionnement en mode rafraichissement 
Le meilleur modèle sélectionné (Tableau 4- 13) parmi tous les modèles créés donnent de 
très bons résultats (erreur relatives inférieures à 1%) (Figure 4- 40). De même, le modèle 
sélectionné par les 3 critères, pour la FA tanh, prédit très bien la consommation du système 
avec une erreur très faible. En effet, elle est seulement de 3,5%. 
Tableau 4- 13 : Caractéristiques des modèles neuronaux étudiés, cas du système combiné à une machine 
à absorption, mode climatisation La définition du modèle RNA-ERA a été introduite dans le paragraphe 
IV.3.2. 
Modèles NORM NDN TD ERA « R2bar »  « BIC2 » « AIC2 »  
RNA-ERA(tanh) ±1,0 2,0 3,0 0,0019 0,9734 -2,5672 -2,6340 
RNA-R2bar(tanh) ±0,4 9,0 5,0 0,0359 0,9961 -4,2718 -4,3657 
RNA-BIC2(tanh) ±0,4 9,0 5,0 0,0359 0,9961 -4,2718 -4,3657 
RNA-AIC2(tanh) ±0,4 9,0 5,0 0,0359 0,9961 -4,2718 -4,3657 
RNA-ERA (linéaire) ±1,0 2,0 4,0 0,0024 0,9906 -3,5330 -3,6097 
RNA-R2bar(linéaire) ±1,0 8,0 5,0 0,4005 0,9959 -4,2560 -4,3445 
RNA-BIC2(linéaire) ±1,0 8,0 5,0 0,4005 0,9959 -4,2560 -4,3445 
RNA-AIC2(linéaire) ±1,0 8,0 5,0 0,4005 0,9959 -4,2560 -4,3445 
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Figure 4- 40 : Comparaison entre la consommation estimée par les RNA et mesurée. Cas du système 
combiné à une machine à absorption en mode climatisation. 
Un exemple de l’évolution de la consommation du système en fonction du temps pendant la 
période du 16/08/2011 au 21/09/2011 prédite par le RNA-ERA(tanh) est donnée sur la Figure 
4- 41. 
 
Figure 4- 41 : Evolution de la puissance de l'appoint du système combiné à une machine à absorption. 
Comparaison entre les estimations du RNA-ERA(tanh) et les mesures. Mode climatisation 
Malgré l’utilisation d’une base d’apprentissage arbitraire et quel que soit le mode de 
fonctionnement, les estimations des RNA sont précises même avec le modèle sélectionné par 
« BIC2 » « AIC2 » et « R2bar ». Ces résultats prometteurs confirment la pertinence de la 
méthodologie malgré ses limitations constatées. 
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IV.6.  Bilan 
Les résultats de ce chapitre sont en cohérence avec ceux de du chapitre précédent. Les 
résultats de l’application de la méthodologie sont très satisfaisants pour les meilleurs RNA et 
ce pour tous les systèmes. 
 
Quant aux modèles sélectionnés par les trois critères statistiques, les résultats ne sont pas 
toujours bons. En effet, la capacité de chacun des critères à sélectionner un modèle avec un 
bon pouvoir de généralisation dépend du système étudié. Les résultats dans le cas du 
système SSCPROTO1 sont loin de ce que nous attendions. Les modèles sélectionnés dans le 
cas de ce système sont caractérisés par un nombre relativement élevé de neurones dans la 
couche cachée (7 et 8). Or les meilleurs modèles possèdent un nombre de neurones au 
maximum égale à 2. Ceci est probablement dû au fait que le terme de pénalisation pour ces 
critères n’est pas assez important dans le cas du système SSCPROTO1. 
 
Les résultats des modèles sélectionnés selon les différents critères montrent qu’il est 
impossible de sélectionner un RNA pertinent pour tous les systèmes. Or, pour avoir une 
méthodologie générique les critères de sélection devraient être capables de repérer un bon 
modèle indépendamment du système étudié. 
CONCLUSION 
La méthodologie a été appliquée à plusieurs systèmes réels dans le cadre de ce dernier 
chapitre. Ces systèmes sont représentatifs des différents systèmes solaires pour le chauffage, 
la production d’eau chaude sanitaire et la climatisation dans les bâtiments. 
Pour chaque système, les résultats de l’application de la méthodologie ont été comparés 
aux mesures issues des différents essais selon la méthode SCSPT. 
Pour les meilleurs modèles, les erreurs d’estimation sont au maximum de l’ordre de 9% quel 
que soit le système. Pour SSC-PROTO2, ces erreurs sont plus importantes, dans le cas de 
Barcelone, mais restent tout à fait acceptables puisque les différences en valeur absolue sont 
faibles. 
Les estimations des modèles sélectionnés selon les critères « BIC2 », « AIC2 » et 
« R2bar » sont quant à elles légèrement moins bonnes que les premières mais restent très 
satisfaisantes pour la plupart des systèmes. Aussi, la capacité de chaque critère à sélectionner 
un modèle pertinent reste très dépendante du système auquel la méthodologie est appliquée. 
 
Les résultats très satisfaisants de ce dernier chapitre révèlent le potentiel de la 
méthodologie développée et permettent sa validation expérimentale. Cependant, il serait très 
intéressant, pour une validation complète, d’envisager la comparaison des résultats de son 
application avec des données de suivi in situ dans différentes conditions et sur une année. 
 
Enfin, ce dernier chapitre a permis également la confirmation de la pertinence de 
l’environnement de Zurich-SFH60-16 m² comme conditions de test pour la formation des 
données d’entraînement. 
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CONCLUSION GENERALE 
Contributions 
 
 
Les énergies renouvelables, en particulier l’énergie solaire, s’imposent de jours en jours 
comme une solution indéniable à la problématique d’énergie actuelle dans le monde. 
Cependant, si la puissance installée du solaire photovoltaïque a augmenté d’environ 3500% 
entre 2004 et 2013, celle du solaire thermique a augmenté d’environ 300% seulement sur la 
même période. 
L’une des raisons qui peuvent expliquer ce développement assez modeste du solaire 
thermique réside dans le manque d’approche fiable et générique pour estimer les 
performances énergétiques des systèmes solaires thermiques. Or, ceci est indispensable pour 
garantir les performances du système aux utilisateurs. 
 
Par la présente thèse, nous avons amorcé les voies d’une nouvelle solution complète et 
générique pour résoudre cette problématique. La solution consiste en une méthodologie de 
caractérisation des performances énergétiques qui peut être appliquée à différents systèmes 
solaires combinés. Ces systèmes utilisent de l’énergie solaire pour répondre, en partie, aux 
besoins de chauffage, de climatisation et d’ECS dans les bâtiments. L’énergie solaire étant 
intermittente, les SSC sont couplés à des systèmes d’appoint pour prendre le relais si cela est 
nécessaire. 
 
A travers l’étude réalisée dans le cadre de la thèse, nous avons présenté les limites et 
inconvénients des méthodes actuelles. Ces méthodes sont soit basées sur plusieurs essais 
physiques qui caractérisent séparément les composants du système à évaluer (cette méthode 
ne prend pas en compte les vraies interactions entre ces derniers), soit sur des modèles 
physiques qui peuvent être complexes et difficilement identifiables notamment du fait que les 
systèmes actuels sont de plus en plus compacts et préfabriqués en usine. 
 
La méthodologie que nous proposons prend comme entrée les données de l’essai , de 12 
jours, du système selon la méthode SCSPT sur le banc d’essais semi-virtuel développée à 
l’INES. Elle permet ensuite d’élaborer un modèle neuronal modélisant le système complet. 
La méthodologie développée cumule donc les points forts de la méthode SCSPT, à savoir 
la récupération de données issues d’un test unique du système dans sa globalité, et ceux des 
RNA, qui sont l’apprentissage du comportement du système selon la configuration des entrées 
et sortie considérées. 
L’estimation de la consommation du système à évaluer se fait par une simple simulation à 
l’aide du RNA dans les conditions désirées. 
 
Le développement des RNA nécessite la détermination d’un ensemble d’éléments qui le 
constitue (l’architecture du modèle, la FA du neurone en sortie, les variables retardées à 
prendre en compte, le nombre de neurones et de couches cachées, la stratégie 
d’apprentissage, le traitement des données etc.). Un processus complet a donc été proposé à 
ce propos. Une méthode de sélection des modèles pertinents s’appuyant sur des critères 
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statistiques, calculés uniquement sur la base des données d’apprentissage, a été également 
proposée. 
 
La thèse propose une configuration entrées-sortie des modèles RNA compatible avec 
l’aspect générique de la méthodologie. En effet, les entrées retenues pour les modèles 
neuronaux représentent les puissances des besoins énergétiques du bâtiment (chauffage, 
ECS, climatisation) et de la ressource solaire tandis que la sortie représente la consommation 
du système. Cette configuration en « puissance » est facilement extrapolable à différents 
systèmes dans le bâtiment. 
 
La pertinence de la méthodologie a été validée dans un premier temps à l’aide de plusieurs 
expérimentations numériques. Elles consistaient en une comparaison entre les résultats des 
simulations des RNA, entraînés sur une base de données issues d’une simulation de la 
séquence de test SCSPT du système considéré, et les calculs des modèles physiques 
détaillés du même système. Les systèmes considérés dans cette partie représentent un panel 
des systèmes actuellement disponibles sur le marché (système solaire combiné à une 
chaudière à gaz, à une pompe à chaleur ou intégrant une machine à absorption). 
Globalement, une concordance très satisfaisante entre les estimations des meilleurs 
modèles neuronaux, dans plusieurs conditions différentes (climat, qualité thermique du 
bâtiment et surface de capteur solaire), avec les calculs des modèles physiques a été 
remarquée. Pour certaines conditions très différentes des conditions d’apprentissage (à 
Barcelone dans la plupart des cas), les erreurs relatives sont relativement importantes mais 
l’amplitude des écarts reste faible. 
 
Dans un second temps, une application de la méthodologie dans le cas de plusieurs 
systèmes réels a été réalisée. Les résultats de comparaison entre les estimations des modèles 
RNA et des mesures confirment à la fois la pertinence de la méthodologie proposée ainsi que 
la qualité des conditions « Zurich-SFH60-16m² » comme étant un environnement 
d’apprentissage approprié. 
Des données de suivi in situ d’un système intégrant une machine à absorption ont 
également été exploitées. Bien que les données utilisées pour l’apprentissage ne soient pas 
issues d’un essai selon la méthode SCSPT, la consommation du système a été estimée par 
les RNA avec un très bon degré de précision. Ces résultats encourageants laissent penser 
qu’il est possible d’utiliser ce type de modèle pour l’exploitation des données de suivi in situ 
pour de nouvelles problématiques comme le développement de systèmes de régulation 
avancée. 
 
Les résultats des expérimentations numériques et physiques ont permis également de 
montrer les limites de l’approche de sélection des modèles selon les critères statistiques. En 
effet, sélectionner un modèle neuronal sur la base des critères considérés dans le mémoire 
présente un risque non négligeable de sélectionner un modèle avec des performances très 
modestes. Ces résultats concernent pratiquement la plupart des systèmes étudiés. Aussi, 
selon ces résultats, la fonction d’activation « tanh » apparait comme étant la plus pertinente 
par rapport à la fonction d’activation linéaire. 
 
Il est important de signaler qu’aucune hypothèse n’a été faite par rapport aux systèmes 
auxquels il est possible d’appliquer la méthodologie. Ainsi la méthode est potentiellement 
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valable à d’autres typologies de systèmes intégrant de nouvelles fonctions comme la 
ventilation ou la génération de l’électricité via des panneaux solaires photovoltaïques. 
 
 
Perspectives 
 
 
Les perspectives de la thèse sont nombreuses, et concernent à la fois des voies 
d’amélioration mais aussi des débouchés variés. 
 
Dans le but d’améliorer la qualité de la méthodologie et augmenter sa fiabilité nous avons 
repéré plusieurs possibilités d’amélioration qui concernent : 
 
 La séquence d’apprentissage : le pouvoir de généralisation des RNA est très 
dépendant des données d’apprentissage. Ainsi les erreurs commises par les 
modèles neuronaux sont plus importantes dans le cas de données ayant une 
dynamique ou des amplitudes très différentes des conditions d’entraînement. 
L’amélioration des prédictions des RNA pour ces conditions extrêmes ne peut pas se 
faire via l’amélioration de son architecture ou du processus de leur entrainement. 
Cependant, une base de données intégrant toute la dynamique du système avec des 
amplitudes très variées peut énormément améliorer le pouvoir de généralisation des 
modèles neuronaux. Les 12 jours de la nouvelle séquence de test peuvent, par 
exemple, être choisis intelligemment parmi les jours de l’année dans plusieurs 
régions (Barcelone, Zurich, …) de telle sorte que la séquence soit représentative de 
tous les climats ou au moins pour les climats auxquels le système est destiné. Cette 
possibilité d’amélioration a été explorée dans l’Annexe B.  
Une autre méthode intéressante consisterait à utiliser des plans d’expériences 
optimaux pour l’apprentissage dynamique des RNA. La difficulté de ce type de 
méthode réside dans la possibilité de réaliser les essais physiques correspondants. 
En effet, le banc d’essai doit être très réactif pour répondre aux plans d’expériences 
générés. Aussi, la durée pourrait être supérieure à 12 jours ce qui augmenterait le 
coût de la méthodologie. 
 
 La sélection des modèles : pour augmenter la fiabilité de la méthodologie il est 
indispensable de disposer d’un moyen efficace et sûr pour sélectionner un modèle, 
parmi ceux créés, qui se rapproche le plus du meilleur RNA. Il a été remarqué que, 
parmi l’ensemble des modèles sélectionnés selon les critères statistiques au sein 
d’une même famille (c’est-à-dire parmi les RNA qui diffèrent uniquement par rapport 
à leur nombre de neurones dans la couche cachée), il existe souvent un modèle 
pertinent. L’idée d’amélioration peut donc consister à sélectionner un seul modèle 
par famille et puis à réaliser une étude de sensibilité pour chacun des RNA 
sélectionnés. Cette dernière va permettre d’écarter les modèles neuronaux qui ne 
reproduisent pas le comportement physique du système et de ne garder que le 
meilleur. 
Une variante serait, dans un premier temps, de sélectionner un ensemble de 
modèles neuronaux selon un critère donné ou tout simplement suite à une analyse 
de sensibilité. Ensuite, la deuxième étape consisterait à former un modèle unique 
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basé sur tous ces modèles sélectionnés. Le modèle résultant serait un modèle 
constitué d’une combinaison [61] des différents modèles sélectionnés, et s’appuyant 
sur des pondérations dépendantes des performances de chaque modèle (calculées 
uniquement sur la base des données d’apprentissage). 
 
 L’estimation du degré de confiance sur les résultats : quelle que soit la 
pertinence de la base d’apprentissage, du processus d’entraînement ou de sélection, 
il est impossible de développer un modèle précis qui peut se substituer aux systèmes 
pour toutes les conditions imaginables. Dans ce sens, il serait intéressant de 
disposer d’une méthode qui permette d’approximer le degré de fiabilité des 
prédictions des RNA à l’aide par exemple d’intervalles de confiance. L’étude 
bibliographie réalisée a révélé que de telles méthodes existent [120], [121]. 
 
Le développement des pistes proposées en perspective peut résulter en une méthodologie 
complète et fiable. Cette méthodologie permettra l’estimation des performances énergétiques 
des systèmes thermiques dans différentes conditions, en se basant sur un test court et unique 
du système à évaluer. La méthodologie pourra donc ensuite être utilisée comme un moyen 
pour présenter des garanties de performances aux utilisateurs, de certifications ou 
d’étiquetage des systèmes. 
 
Il est indispensable de rappeler que les résultats de la thèse sont tous issus de la simulation 
des RNA en boucle fermée. L’utilisation des modèles en boucle ouverte, comme prévue, 
permet de réduire l’accumulation des erreurs étant donné que la variable bouclée est réelle et 
n’est plus estimée. La Figure 4- 42 en est la preuve. Avec de tels degrés de précision il serait 
possible d’envisager l’utilisation de la méthodologie pour former des modèles réutilisables 
dans des systèmes de contrôle-commande avancés avec comme objectif, par exemple, la 
garantie de performances solaires… 
 
Figure 4- 42 : Exemple de comparaison entre l’évolution de la puissance du système estimée par le RNA-
R2nrj(tanh) en boucle fermée et ouverte et calculée par le logiciel TRNSYS. Zurich-SFH60-16m². Cas du 
système décrit dans le deuxième chapitre. 
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Annexe A.  Tableaux récapitulatifs des indicateurs et 
critères de performances 
Tableau A- 1 : Aperçu de différents critères de performances de capteurs solaires et systèmes solaires 
thermiques définies dans les normes et directives [122] 
Norme/Directive Critère de performance Définitions 
EN 12975-2 η 
L’efficacité thermique du capteur solaire est le rapport de la 
chaleur enlevée par le fluide caloporteur pendant une période 
de temps donnée au produit de la surface du capteur et le 
rayonnement solaire sur cette surface, pendant la même 
période de temps en régime établi ou transitoire (selon ISO 
9488). 
ISO 9806 
ASHRAE 93 
η Pareil qu’en EN 12975 
ηg 
L’efficacité thermique du capteur solaire est définie comme le 
rapport entre l’énergie utile collectée et l’énergie solaire reçue 
par la section du capteur. 
EN 12976, 
EN12977 
fsol 
La fraction solaire est le rapport entre la chaleur fournie par le 
système thermique au système de distribution de chauffage et 
d’ECS et la charge totale du système. 
fsav 
Le taux d’économie d’énergie est défini comme le rapport entre 
la consommation de l’énergie classique économisée grâce au 
système thermique (énergie renouvelable) et la consommation 
du système de référence (sans système thermique solaire ou à 
une énergie renouvelable) pour répondre au même besoin. 
Performance 
thermique 
Une performance thermique est définie comme un ensemble 
d’indicateurs de performance. Pour un système solaire sans 
appoint ils sont : La chaleur fournie par le système solaire, fsol 
et l’énergie perdue. Pour des systèmes avec appoint : 
L’énergie nette demandée à l’appoint, fsav et l’énergie perdue. 
ISO 9459 Performance thermique 
Définition comparable à la norme EN 12976 et EN 12977. 
EN 15316-43  Même appellation qu’en EN 12977. 
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Tableau A- 2 : Aperçu de différents critères de performance de PAC et de systèmes de PAC définis dans 
les normes et directives [122] 
Norme/Directiv
e 
Critère de 
performance Définitions 
EN 14511 COP 
Rapport entre la puissance de chauffage en sortie de la PAC et 
celle à son entrée pour un point de fonctionnement en régime 
statique. Les énergies en entrée et en sortie sont corrigées par 
l’énergie nécessaire pour vaincre les pertes de charge dans les 
échangeurs thermiques. 
EER Même définition que le COP mais pour la climatisation. 
EN 15879-1 COP/EER Utilise les mêmes définitions qu’en EN 14511 appliqués aux PAC à expansion directe. 
EN 16147 COP 
Rapport entre l’énergie nécessaire pour la production de l’ECS 
et l’électricité consommée lors un cycle de puisage complet. Le 
système se compose de la PAC, les pompes de recirculation et 
du ballon de stockage. Les pertes de chaleurs dans ce dernier 
sont comprises dans les calculs. 
AHRI 
320/325/330 
COP 
Rapport entre la puissance de chauffage, sans prendre en 
compte celle de l’appoint, et la puissance à l’entrée de la PAC 
pour un point de fonctionnement en régime statique. 
EER Même définition que le COP mais pour la climatisation. 
ISO 13256-1 
ISO 13256-2 
COP 
Rapport entre la puissance nette de chauffage, et la puissance à 
l’entrée du système pour un point de fonctionnement en régime 
statique. Les puissances en entrées et en sorties sont corrigées 
de la même manière qu’en EN 14511 
EER Même définition que le COP mais pour la climatisation 
EN 14825 SCOP 
Rapport entre l’énergie totale délivrée par le système pour les 
besoins de chauffage en une année et l’énergie totale à l’entrée 
du système. Le système est testé selon EN 14511 et les calculs 
se font selon quelques hypothèses concernant les besoins en 
chauffage, le climat, le contrôle commande du système etc. 
SEER Même définition que le SCOP mais pour la climatisation 
ASHRAE 116 
HSPF 
Rapport entre l’énergie totale délivrée par le système pour une 
saison donnée (<12 mois) de chauffage et l’énergie totale à 
l’entrée du système. Le système est testé selon une norme 
donnée et les calculs se font selon quelques hypothèses 
concernant les besoins en chauffage, le climat, le contrôle 
commande du système etc. 
HEER 
Rapport entre la chaleur totale enlevée durant la saison 
d’utilisation pour la climatisation (<12 mois) et l’énergie totale en 
entrée durant la même période. Le calcul est réalisé de la même 
manière que pour HSPF. 
Vdi 4650-1 SPF (β) 
Rapport entre l’énergie fournie sur une période donnée (période 
de chauffage ou de climatisation) à la consommation d’énergie 
électrique du compresseur et les autres auxiliaires. Les calculs 
sont basés sur le test selon la norme EN 14511. 
EN 15316-4-2 SPF Rapport entre l’énergie totale en sortie et l’énergie totale en entrée de la PAC pour le chauffage et la production de l’ECS 
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Annexe B.  Tentative d’amélioration de la séquence 
de test 
B.1.  Approche 
La richesse de la séquence de test (création des données d’apprentissage) est un élément 
clé dans la modélisation par RNA. Les résultats obtenus en se basant sur la séquence 
classique sont satisfaisants même si elle n’a pas été développée spécialement pour 
l’apprentissage des RNA. Elle n’est donc certainement pas la séquence de test optimale pour 
l’entrainement des modèles neuronaux. Dans cette partie une proposition d’amélioration est 
proposée. 
 
Il a été remarqué dans le deuxième et le troisième chapitre, que les erreurs de prédictions 
les plus importantes concernent très souvent le climat de Barcelone. Une possibilité 
d’amélioration de la séquence de test peut consister donc aux choix de quelques jours 
représentatifs de l’ensemble de climats que le système peut rencontrer et non seulement le 
climat de Zurich. 
 
En vue de la configuration de modélisation entrées-sortie retenue, tout climat est caractérisé 
par l’ensoleillement, la température extérieure et la température d’eau froide. Pour des raisons 
de simplifications nous avons considéré uniquement les deux premières variables. La 
représentation des températures extérieures moyennes et l’énergie solaire sur une journée de 
ces deux variables dans un plan 2D est pertinente pour observer la variété des journées qui se 
succèdent pendant une année. Sur la Figure B- 1 est représenté un nuage de points sur un 
plan 2D (en abscisse la température journalière moyenne et en ordonnée l’énergie solaire 
journalière cumulée) correspondants aux jours de l’année de l’environnement de Zurich et 
Barcelone. Pour un entrainement optimal des RNA, il faut que les jours choisis soient répartis 
sur la totalité et de façon uniforme sur le nuage de points. Un tel choix permettra au modèle de 
s’adapter à des échantillons de données différentes et ainsi la possibilité d’apprendre le 
comportement du système en des circonstances différentes. 
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Figure B- 1 : Nuage de points sur un plan 2D, chaque point est équivalent à un jour de l’année 
Les 12 jours de la séquence classique et les 12 jours qui vont former la nouvelle séquence 
prenant en compte les deux fichiers météo sont indiqués par des cercles. Ces derniers ont été 
choisis de façon à ce que le plan 2D soit, dans la mesure où cela est possible, uniformément 
représenté par les 12 points (12 jours) encerclés en vert. Le choix des jours dans le cadre de 
la méthode SCSPT étant dépendant de l’objectif de cette dernière, nous constatons clairement 
que ces 12 jours ne sont pas répartis uniformément sur le plan 2D formé par le nuage de 
points. Quelques jours choisis dans la séquence sont très similaires dans le plan 2D 
considéré. Ceci se voit par la faible distance entre quelques points. Nous pouvons imaginer 
que supprimer quelques journées de la séquence classique n’aura donc pas de conséquence 
sur la qualité de l’apprentissage. Ceci pourra être une voie d’amélioration importante pour la 
méthodologie de caractérisation. En effet, la réduction de la durée de la séquence baisse le 
coût d’essai en banc semi-virtuel. 
B.2.  Résultats 
Deux modèles neuronaux ont été élaborés, l’un entrainé sur la séquence classique et l’autre 
sur la nouvelle séquence. Les deux modèles ont été ensuite utilisés pour prédire la 
consommation de la chaudière en une année d’un SSC dans 9 environnements différents 
composés d’un type de bâtiment, climat et une surface de capteur de 10m². 
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Figure B- 2 : Comparaison entre les résultats de la séquence classique et la nouvelle en termes de l’erreur 
relative sur l’énergie consommée 
Les résultats de prédictions du RNA entrainé sur la nouvelle séquence sont moins 
performants en termes d’erreur relative sur l’énergie consommée prédite (Figure B- 2). En 
effet, quelles que soient les conditions, l’erreur relative est au moins 15% supérieure dans le 
cas d’un entrainement sur la nouvelle séquence. 
 
La nouvelle séquence ne prend pas en compte l’inertie du ballon dans la sélection des 
jours. Ce qui montre que cette variable n’est pas négligeable dans la sélection de jours 
pertinents pour l’apprentissage. En conséquence les résultats montrent que la séquence 
classique est meilleure. 
 
En perspectives, la sélection des jours de la séquence de test peut être faite autrement : 
 L’utilisation d’un plan 3D en incluant la variable température de l’eau froide 
 L’utilisation des variables en puissances (chauffage) en entrées des modèles RNA 
au lieu des températures ce qui garantira la prise en compte du bâtiment également. 
 La complexification du plan de représentation en prenant en compte, dans le 
processus de sélection des jours, des caractéristiques statistiques de chaque 
variables (moyenne, valeur maximale/minimale etc.). 
 L’utilisation d’un ensemble de fichiers météo très large (Barcelone, Zurich, Stockholm 
etc.). 
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Annexe C.  Profils hebdomadaire des gains de 
chaleur internes au bâtiment 
 
Figure C- 1 : Profil hebdomadaire des gains de chaleur internes au bâtiment dus à la présence des 
habitants et à l'utilisation d'appareils électriques : cas des SSC intégrant une machine à absorption ou 
une chaudière 
 
Figure C- 2 : Profil hebdomadaire des gains de chaleur internes au bâtiment dus à la présence des 
habitants et à l'utilisation d'appareils électriques : cas du SSC intégrant une PAC 
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Annexe D.  Comparaison entre un entrainement en 
boucle ouverte et un entrainement en boucle 
fermée 
Dans cette annexe sont comparés les résultats de modélisation du système présenté dans 
le deuxième chapitre selon les deux approches : en boucle fermée et en boucle ouverte. Les 
données d’apprentissage sont les mêmes que celles présentées dans ce même chapitre. 
 
Plusieurs modèles ont été créés avec différents nombres de neurones dans la couche 
cachée, différents retards, mais avec une fonction d’activation linéaire en sortie. Pour chacune 
des deux catégories de modèles, entrainés en boucle ouverte ou fermée, nous avons 
sélectionnés deux modèles pour analyser les résultats conformément au processus présentés 
dans le deuxième chapitre (voir paragraphe II.3.5 et le début du paragraphe II.5.5.2). 
 
Les résultats sont présentés dans les tableaux Tableau D- 1 et Tableau D- 2 
Tableau D- 1 : Résultats des modèles ayant été entrainés en boucle ouverte  
Modèles NORM NDN TD « R2nrj » « R2bar » « BIC2 » « AIC2 » 
RNA-R2nrj(linéaire) ±1,0 5,0 1,0 0,9978 0,9406 14,0674 14,0253 
RNA-R2bar(linéaire) ±1,0 11,0 3,0 0,9765 0,9910 12,5218 12,4276 
RNA-BIC2(linéaire) ±1,0 11,0 3,0 0,9765 0,9910 12,5218 12,4276 
RNA-AIC2(linéaire) ±1,0 11,0 3,0 0,9765 0,9910 12,5218 12,4276 
 
Tableau D- 2 : Résultats des modèles ayant été entrainés en boucle fermée 
Modèles NORM NDN TD « R2nrj » « R2bar » « BIC2 » « AIC2 » 
RNA-R2nrj(linéaire) ±1,0 3,0 2,0 0,9941 0,9886 12,3332 12,3201 
RNA-R2bar(linéaire) ±1,0 10,0 3,0 0,0001 0,9982 10,5370 10,5131 
RNA-BIC2(linéaire) ±1,0 10,0 3,0 0,0001 0,9982 10,5370 10,5131 
RNA-AIC2(linéaire) ±1,0 10,0 3,0 0,0001 0,9982 10,5370 10,5131 
 
Concernant les meilleurs modèles au sens du « R2nrj » les performances des deux 
modèles sélectionnés entrainés en BF ou BO sont très proches avec un léger avantage du 
modèle entrainé en BO (0,9978>0,9941). Cependant, le modèle sélectionné selon les critères 
statistiques (calculés en en se basant uniquement sur les données d’apprentissage et en BF) 
et entrainé en BO est largement meilleur que son homologue entrainé en BF. Le pouvoir de 
généralisation de ce dernier est très faible. En effet, la valeur de son « R2nrj » est proche de 
zéro. 
