Abstract
Introduction
Image smooth is one of the important issues in image processing. It is widely applied in image removal, image enhancement and image restoration. The problem of noise removal with feature preservation is still a focus in the field of image process, though remarkable progress has been made in the past few decades.
On the problem of image smooth with important feature preservation, researchers proposed a lot of image smooth operators ] 6 1 [ − . In [2] , Perona and Malik developed an anisotropic diffusion scheme for image smoothing. The basic idea of this nonlinear smoothing scheme was to smooth the image while preserving the edges in it. This was done by using the following equation Assume that the signal is noisy, then the noise introduces very large, in theory unbounded oscillations of the gradient u ∇ . Thus, the conditional smoothing introduced by the model will not give good results, since all these noise edges will be kept. Another difficulty arose from the equation itself; this equation is an ill-posed problem A major breakthrough was made by Alvarez-Lions-Morel [3] who recognized the ill-posedness of the PeronaMalik diffusion and proposed modifications to overcome the same. The ALM model is as follows:
represents the convolution operator and 0 > K is a parameter.
The outline of this paper is as follows. 
Image denoising
In this paper, we consider an image to be a real value function on a spatial domain. Let 
where β is a positive parameter. The solution was obtained by finding a steady state solution of a time dependent partial differential equation, which is the evolution of the Euler-Lagrange equation for
This means that they solved
The constant β is given by:
Here, we also mention a modification of the Alvarez-Lions-Morel model (1) in [3] and RudinOsher-Fatemi model (3), (4), (5) in [9] which has been proposed in [7] .
Here initial conditions and boundary conditions are as follows: However, the method in [7] suffers from removing true detail edges. After the removal of noise only large areas remain. Within these areas the gray level is nearly constant, resulting in the loss of naturalness of images.
In this paper, we combined an operator in [8] with the method in [7] and proposed an improved image denoising approach which incorporated the secondorder derivatives of the image to reduce the conduction coefficient at narrow peaks, As a result, more detail edges were kept after the removal of noise.
Description of a new model
The reason why the method in paper [7] can not preserve detail edges is that 0 = ∇u at the narrow peaks, so the conduction coefficient ) ( u g ∇ reaches its maximum value 1, leading to the fastest decay of the gray level at the narrow peaks. On the other hand, the peaks are widened, thus the spatial resolution decreases. Though the sharpness the edges is increased, the contrast is in fact reduced. Therefore to improve the result of filtering, the preservation of narrow peaks is necessary. The key is to reduce the conduction coefficient at these places. Note that at the peaks, the second-order derivatives of I are in general local maximum; hence taking the values of the second order derivatives of I into consideration will help to discourage the fast diffusion at the peaks. is a good candidate. On the other hand, in order to estimate the derivatives more accurately, the convolution with Gaussian kernel should also be in incorporated. In short, the modified PDE is:
here K>0. 
Numerical schemes and experiments
at peaks much less than that using forward or backward difference. This will counteract our effort to preserve narrow peaks. 
The experimental results will be given as follows to compare our method with the method in [7] .
To give a quantitative illustration, we compute the peak signal-to-noise ratio (PSNR) on the whole image. One can see that the improved method is superior to the method in [7] . PSNR is defined as follows. Figs. 1(a) and (e) and (i) show the three tested images, which are gray scale and are represented on a 128×128 square lattices. For the first image, pseurandom Gaussian noise with SNR 6.6604 is added to the original image to obtain the noisy version shown in Fig. 1(b) . The paper [7] 's model is run with This produces the smoothed image show in Fig. 1(d) , whose PSNR is 24.94. For the second image, pseudorandom Gaussian noise with SNR 8.5442 is added to Fig. 1(h) , whose PSNR is 24.92. For the third image, pseudo-random Gaussian noise with SNR 6.7887 is added to the original image to obtain the noisy version shown in the Fig. 1(j) . The paper [7] 's model is run with Fig. 1(l) , whose PSNR is 23.10.
Conclusion and discussion
In this work, we outline some well-known image selective smoothing algorithms that based on aniso-tropic diffusion, and a new image operator defined by anisotropic diffusion PDE is presented. Since it uses the estimated gradient as well as the second-order derivatives of the image to compute
