b Background: Research interventions at the family level often include individual-and group-level data that can present an analytic challenge. The study that motivated this article was an intervention study conducted with elementary school children and their parents. Randomization occurred at the school level, with families nested within schools. Repeated measurements collected from children and parents at different time points presented modeling challenges, including how to specify the covariance structure correctly among all measurements. b Objectives: The aim of this study was to introduce a mixed model with random effects to model the correlations among family members, repeated measures, and the grouping effect. b Methods: A hierarchical random-effect model was used that included both fixed and random effects; time and intervention-by-time variables were included as fixed effects, the school-specific variable was included as random effect, and the intrafamily correlation was modeled through a spatial autoregression covariance matrix. Comparisons were made between the performance of the proposed modeling method and that of other parsimony models using Akaike's Information Criterion (AIC). b Results: The proposed modeling method produced a 3% and 9% reduction in AIC values, respectively, compared with the two other models. The likelihood ratio test further confirmed that the full model was better than the other two models (p G .0001 for both models). b Discussion: The data suggest that using the proposed mixed model technique will produce a significantly better model fit for intrafamily correlation with a nested study design. b
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One application of multilevel modeling is analyzing family research data. In many studies, family units are nested within communities or treatment groups (Herrera, Lee, Nanyonjo, Laufman, & Torres-Vigil, 2009 ). Challenges in analyzing such studies arise because the measurements are correlated between family members and repeated measurements from different time points are correlated for each individual. Knafl, Knafl, and McCorkle (2005) proposed and demonstrated a modeling technique that can take the intrafamilial correlations into account easily with a spatial correlation matrix. However, the issue of multilevel data structure is not addressed by Knafl et al. Proposed here is a multilevel model based on the method of Knafl et al., extended to address a more complicated data structure.
Motivating Study
Familias en Acció n was a communitybased participatory action research study using a prospective randomized control design to examine the intervention effects of violence-related attitudes. The 312 participants were third, fourth, and fifth grade students and their parents at 14 elementary schools in the Southwest United States (Kelly et al., 2010) . Randomization occurred at the school level, with half of schools receiving the intervention in Year 1 and the remaining schools receiving the intervention in Year 2 in a delayed entry manner. The 10-session curriculum was implemented weekly during an existing district-wide after-school program while one of the parents also participated in the program. Data were collected from students and their parents at three time points: baseline, postintervention, and 3 months postintervention. Some families had more than one child in the study. Institutional review board approval was obtained from the two academic institutions of the investigators.
Intervention content comprised four program elements: Conocimiento (Acknowledgment), Entendimiento (Understanding), Integració n (Integration), and Movimiento (Movement), designed to include physical, emotional, mental, and spiritual aspects related to individual, family, and community facets of life. Intervention activities were informed by traditional indigenous teachings, based on culturally rooted concepts stressing the values necessary to build and maintain harmonious and balanced relationships. The core relationship values were respeto (respect), dignidad (dignity), confianza (trust), and cariñ o (love). Facilitation was based on the use of an espejo (mirror) process of teaching using strategies such as storytelling, reflection, and guidance. The role of the facilitator was to be a teacher, guide, role model, and nurturer. Facilitators were trained to present material in light of personal experiences rather than dogmatic theory.
The analytic challenge was to correctly model the school (cluster) effect, the time effect, the intervention effect, the parent-to-child correlation, and the correlations due to repeated measures across time. A diagram of the data structure is presented in Figure 1 . One of the outcome variablesVprogram valuesVis a six-item survey developed from intervention content (a man who is really ''macho'' is always ready to fight; a man who is really ''macho'' never admits that he is wrong) with 3point Likert-scale responses and possible scores of 3 to 18 (! = .65); higher scores indicate more positive attitudes about program issues. This scale will be used to illustrate the proposed modeling technique to determine the intervention effect.
Methods

Model Building
The modeling challenge of the data structure was twofold. First, there was a hierarchical structure, with families nested within schools. Second, within each family, measures from the child or children and from one of the parents were collected across different time points. To address these challenges, the model building needed to incorporate two steps: first, to identify the fixed effect and, second, to identify the random effect. The role of the fixed effect is to answer the proposed research question; the role of the random effect is to account for the various correlations induced from the design to provide precise interpretations for the fixed effect. Built on the foundation of multilevel modeling techniques (Laird & Ware, 1982; Verbeke & Molenberghs, 2000) , a general linear mixed model for the data can be conceptualized as follows:
with the observed value Y ip:jfk:l for the ith child or pth parents nested within the fth family, kth school, and lth intervention group, and observation at the jth time as a function of two fixed effects; the time effect at time j (T j ) plus the intervention effect at time j (TC jl ) and two random effects: U k:l and U ip:jf:l , plus the residual * ip:jfk:l . T j represents the changes of the measurement at time j, and TC jl represents the changes of the measurement for intervention group at time j. U k:l is a random effect used here to account for the cluster effect (school), and U ip:jf:l is a random effect to account for the correlations within family. answer the research hypotheses. In the model presented here (1), the main interest was in the intervention effect at different times, so the intervention effect was included at time j (TC jl ) in the model. TC jl was included using dummy coding to present the intervention group at time j. In a longitudinal study without an intervention group, T j values alone are enough to capture the change on outcome across time. It is also possible to include the location effects for inclusion in the model as fixed effects, if relevant to the study. Possible covariates relevant to the study's theoretical pathways can be included in the model as fixed effects to adjust for possible confounding effects.
Random Effect-Step 2 In a traditional linear regression model, the response variable (Y) is assumed to be independent and distributed identically, with the error term following a normal distribution (Feldman & McKinlay, 1994; Zucker et al., 1995) . However, in the motivating study, these assumptions were not met because of the correlations between the responses from children in the same school, correlations between responses from parents and children in the same family, and correlations of repeated measures from the same individual across different time points. Once a dependence is observed from the data set, the second step of model building is to incorporate the correlation into the model. To apply the proposed spatial autoregression correlation matrix of Knafl et al. (2005) to model the correlation structure in the family data for a longitudinal study, three indicators must be created to present the complex data structure. First, a dummy variable is created to represent the parent response (parent as 1 and child as 0); second, an indicator is used to represent responses from different children from the same family (first child as 1, second child as 2, and so on); and third, an indicator is used for time domain (baseline as 1, postintervention as 2, and 3 months postintervention as 3). The artificial coding for child, parent, and time point enables the calculation of the distance between any two measurements within the same family and later serves in the calculation of correlation for any two given measurements.
There are several choices of different spatial autoregression correlation matrixes (Littell, Milliken, Stroup, & Wolfinger, 1996) to fit such data. Knafl et al. (2005) suggested that an anisotropic power correlation matrix can best model the dynamics of such data structure, which can be expressed as
where A 2 and > i are unknown correlation parameters for each coordinate, c is the number of coordinates, and d(i,p,j) is the Euclidean distance between the ith coordinate, i = 1, I, c, of the pth and jth observations in the input data set. The correlations decrease as the distances d(i,p,j) increase and the correlation between any two measurements is the function of the three correlation parameters for each coordinate. The random effect U k:l allows for correlation among individuals within a school and for random variation among the participants (* ip:jfk:l ). Under the general linear mixed model, random effects are assumed to be independent and distributed as U k:lÑ (0, A 2 k:l ), U ip:jf:l~N (0, @ ip:jf :1 ), and * ip:jfk:l~N (0, A 2 e ). The estimations of fixed effect and random effect can be achieved through the specification of explanatory variables, random effects (Singer, 1998) , and repeated measures (Littell, Henry, & Ammerman, 1998) in SAS 9.2. More description and examples of the method can be found in Knafl et al. (2005) .
Analysis
Using the data from the Familias en Acció n intervention study, the proposed method was evaluated by comparing three different models: the model with proposed spatial covariance structure within multilevel modeling, the multilevel modeling ignoring the spatial feature, and the naive model without accounting for any multilevel factor. Because the preliminary analyses showed that the outcome variable program values was not distributed normally, a BoxYCox transformation of the score was performed on the outcome variable (Box & Cox, 1964) . The transformed scores approximated a normal distribution, and the finding interpretation was based on the transformed score. The aforementioned models for the outcome variable were fitted to identify the time effect and intervention effect. Gender was included in the models as a significant covariate. Akaike's Information Criterion (AIC) was used for model comparisons calculated as AIC = j2L + 2d, where L is the restricted maximum likelihood value, and d is the number of estimated covariance parameters. The best model was assumed to be the one with the lowest values of AIC. Variance components were estimated by using the stabilized NewtonYRaphson algorithm implemented in PROC MIXED for restricted maximum likelihood estimation (Littell et al., 1996) . Under some regularity assumptions, the restricted maximum likelihood estimation of the fixed effect is consistent and robust as long as the mean is specified correctly in the model (Liang & Zeger, 1986) . All these models were estimated in the context of linear mixed model using PROC MIXED, SAS v9.2. The program syntax corresponding to each of the analysis models is shown in Table 1 .
Results
Gender was included in the models as a significant covariate ( Table 2) . The time effects were T j = 1.3957, 1.4197, and 1.4042 at baseline, postintervention, and 3 months postintervention, respectively. The intervention effects were TC jl = 0.0113, 0.0106, and 0.0251 at the three time points, respectively. All models provided the same quantitative result; that is, there was a significant intervention effect on program values at 3 months postintervention. Students in the intervention group increased the program values score by 0.0251 with a 95% confidence interval of (0.0015Y0.0488) in the desired direction. However, examination of AIC values (Table 2) showed that the proposed full multilevel model with spatial covariance provided the best model fit when compared with models produced without accounting for intrafamily correlation and the naive model. The full model produced a 3% and 9% reduction in AIC values compared with the two other models, respectively. The likelihood ratio test (Casella & Berger, 2001; Mood, Graybill, & Boes, 1974) further confirmed that the full model was significantly better than the other two models (p G .0001 for both models). The results from the full model showed that the correlation of outcome within schools was A 2 k:l = .0002. The intersibling correlation was .3594, the parentYchild correlation was .5295, and the temporal correlation was .4504; intrafamily correlations were all statistically significant at the .05 level. q 
Discussion
The hierarchical model was proposed and applied here to analyze complicated familial correlated data from a randomized controlled school-level intervention study. A significant intervention effect was identified at 3 months postintervention; that is, the student and parents who were in the intervention group showed more positive attitudes about program issues than did those in the comparison group. The proposed model was compared with a less complicated model that has been used widely as an analysis tool. Even though all three models produced the same statistical conclusion, the AIC confirmed that the proposed model produced the best model fit. The example presented here is for a sophisticated data structure; however, the dimensions of the spatial covariance can be added or deleted easily to model different data structures. This method has potential applications in communitybased research, intervention studies involving families, organization-level intervention studies, and longitudinal and group randomized trials. There are several limitations of this study. First, the intention of this study was to introduce a powerful statistical modeling tool to account for correlations that are the result of a complex study design and to show the modeling tool with a motivating study. The purpose was not to investigate the properties of the statistical model such as robustness or Type I and Type II errors. To understand the properties of the proposed model, further statistical simulation studies must be conducted. Second, the method presented here is applicable to a normally distributed outcome variable only; if the outcome variable follows another distribution such as a binary, Poisson, or gamma distribution, the statistical technique is of limited use to account for the multilevel correlation. Further statistical method development is necessary for these distributions.
Third, the method presented here is robust when the data structure construct contains more upper-level clusters than lower-level clusters. Therefore, when designing such studies, researchers should ensure that an adequate number of upper-level clusters exist for meaningful statistical analysis results. Fourth, the fact that the BoxYCox transformation was applied to the outcome variable might limit interpretations of the result. However, this is one of the commonly used methods to correct non-normality. q
