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IMPROVED ANGULAR RESOLUTION FOR SOUND




Sound source localization is the problem of locating a speaker in three dimensions
using data collected by microphones. It has a wide array of applications including
video conferencing to steer a camera, robotic navigation when visual data fails, and as
an intermediate step in sound source separation and noise reduction. In a reverberant
environment, such as a conference room, the signal received at each microphone is the
sum of the direct path of the signal from the speaker to the microphone and the signal
reflecting off of walls and other surfaces in the room before reaching the microphones.
Each of these reflected components can be modeled as additional sources. Effective
sound source localization algorithms must be robust to these additional sources. We
propose applying a bandpass filter to only consider higher frequencies to increase the
angular resolution and improve the elevation estimate of a time difference of arrival
based maximum-likelihood algorithm for sound source localization.
Results show that applying a bandpass filter improves angular resolution so that
the elevation is more accurately measured. The average elevation error is reduced by
as much as 90% with the proposed improvement. This improvement enables the use
of smaller microphone arrays, even though they have worse angular resolution. Both
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Sound source localization (SSL) is the problem of locating an acoustic source, such as a
speaker, in three-dimensional space using only the signals received by microphone(s).
In video conferencing applications, the azimuth and elevation of the speaker is used
to automatically point the camera towards the speaker, and the range is used to
adjust the focus and zoom (Ribeiro et al., 2010). In robotic navigation, visual data
is typically used as the main input to a navigation system used to locate a target.
However, visual information fails when the target is occluded or out of the field of
view of the imaging device (Narang et al., 2014). In these situations, sound source lo-
calization can be used to provide information to the navigation system. Sound source
localization plays an important role as an intermediate step in source separation,
classification, and automatic speech recognition. For example, understanding speech
in noisy environments is a challenge for people with hearing aids. If the location of
the desired speaker can be determined, it can be used to separate the desired speech
from the noise (Peterson et al., 1987).
Depending on the application and method being used, different microphone con-
figurations are used for sound source localization. Binaural localization uses two
microphones and attempts to mimic how humans hear with two ears. However, hu-
mans are able to account for the acoustic shadow created by the head and use the
reflections from the ridges within the ear to hear (Valin et al., 2003). Using just a
pair of microphones, there is an inherent ambiguity about whether the sound source
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is between 0◦ and 180◦ or 180◦ and 360◦ of azimuth. Most localization methods use
an array of microphones, typically either a uniform linear array (ULA) or uniform
circular array (UCA). ULA’s still have the 180◦ azimuth ambiguity, while circular ar-
rays fully determine the azimuth. The choice of microphone configuration is typically
largely application dependent.
When a sound is made in an anechoic setting and recorded by an array of mi-
crophones, the received sound is the direct path of the signal to each microphone in
the array. This signal is a delayed and attenuated version of the original signal. In
more realistic environments such as a room, the sound received at each microphone
is not only the direct path signal but also the signal after reflecting off of the walls,
ceilings, floor, and other surfaces in the room. These reflected signals are also de-
layed and attenuated versions of the original signal. When the delay and attenuation
of these reflections are close to the delay and attenuation of the direct path signal,
they are called reverberations. Reverberations that reflect off of a single surface are
called first-order reverberations. Reverberations that involve the sound reflecting off
of two surfaces before reaching the microphones are called second-order reverbera-
tions, and so on. This effect is illustrated in two dimension in Figure 1·1. The red
dashed line shows the direct path signal and the blue dashed lines show the first-order
reverberations.
The maximum-likelihood (ML) time difference of arrival (TDoA) approach pro-
posed in (Ribeiro et al., 2010) directly accounts for reverberations to accurately mea-
sure the location of a speaker in terms of azimuth, elevation, and range relative to
the center of the microphone array. However, both their simulated experiments and
experiments using data collected from a real conference room use a uniform circular
array (UCA) with a fixed radius of 0.135m. For fixed frequencies, as the radius of
the microphone array decreases, the angular resolution of their proposed algorithm
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Figure 1·1: Sound source in reverbant room with direct path (red)
and first-order reverberant paths (blue)
decreases, which negatively effects the performance of the elevation estimate and thus
range estimate.
This thesis is organized as follows. The rest of Chapter 1 reviews existing sound
source localization techniques. Chapter 2 discusses a maximum-likelihood based ap-
proach for sound source localization and how the angular resolution affects the perfor-
mance. Improvements that can be made to increase angular resolution are discussed.
Chapter 3 explains how the maximum-likelihood algorithm and improvements were
implemented and outlines experiments that were run. Chapter 4 shows results of
the proposed improvements, including applying a bandpass filter and a coarse-to-fine
search, applied to both simulation data and collected data. Conclusions are drawn in
Chapter 5.
1.1 Existing Sound Source Localization Techniques
Existing techniques used to locate a speaker in a reverberant environment can be
classified into four major categories: subspace-based methods, steered-response power




Subspace-based methods for sound source localization are a class of algorithms that
use the eigenvalue decomposition of the covariance matrix of the received signals to
separate the signal subspace from the noise subspace.
The first subspace based method for direction of arrival (DOA) estimation was
proposed by Schmidt (Schmidt, 1986). Called multiple signal classification, or MU-
SIC, his proposed algorithm assumes a signal model where the received signals, ~X,
at the M microphones can be written as
~X = ~A~F + ~N (1.1)
where ~A is an M × D time invariant matrix composed of steering vectors given by
[a(θ1) a(θ2) ... a(θD)] where M is the number of microphones and D is the num-
ber of source signals, ~F is a matrix of all the D transmitted source signals where
~F = [F1, F2, ... FD]
T , and ~N is the covariance matrix of noise received at each
microphone where ~N = [N1, N2, ... NM ]
T . It is necessary to assume that there are
more microphones than sources, the number of source signals D is known, and that
the signals are uncorrelated.
The covariance matrix of the received signals is S = E[ ~X ~X∗] = ~AE[~F ~F ∗] ~A +
E[ ~N ~N∗], where the ∗ operator represents a conjugation and transposition. Ignoring
the noise term, the first term is an M ×M positive semi-definite matrix with rank D,
so it has D non-zero eigenvalues and M −D zero eigenvalues. If ~q is an eigenvector
corresponding to one of the zero eigenvalues, then A∗~q = 0. There will be M − D
of these eigenvectors which are orthogonal to all D of the steering vectors. These
eigenvectors can be written in an M×(M−D) matrix called Qn. The pseudospectrum
1
‖QHn a(θ)‖2
will have peaks when the denominator is equal to zero, or when θ is the
direction of the source.
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In practice, ~AE[~F ~F ∗] ~A is unknown, but S can be estimated from the received
signals. Instead of using the M −D zero eigenvalues, the smallest M −D eigenvalues
will span the noise subspace. The corresponding eigenvectors are still orthogonal to
the signal, and the same pseudospectrum can be used to find the direction of arrival of
the signal. The D peaks in the pseudospectrum correspond to the D source directions.
MUSIC allows for an arbitrary placement of microphones but is computationally
expensive because the entire parameter space has to be searched to find the peaks
in the pseudospectrum. In the case of direction of arrival estimation, this means
all azimuth angles must be tested. In addition, it assumes precise knowledge of the
microphone locations, which may be hard to find. Roy and Kailath proposed another
subspace-based method for sound source localization that is much less computation-
ally burdensome than MUSIC (Roy and Kailath, 1989). However, their method re-
quires the microphones be organized in pairs called doublets where the microphones
are the same translational displacement vector apart. This ensures delay in a pair
of microphones is the same for all pairs of microphones. The microphones can be
expressed as two subarrays where one microphone from each pair is in one subarray,
and the other is in the second subarray. The signals received at each subarray are
related by a transformation that is dependent on the angle of arrival of the source
and the constant translational displacement vector. By creating the signal subspace
for each subarray, this transformation can be found and the direction of arrival can
be solved for.
The performance of the subspace based methods degrades in reverberant envi-
ronments because it appears there are multiple sources, and the number of sources
must be less than the number of receivers. A recent approach to make MUSIC more
robust to reverberation was given by (Birnie et al., 2019), but uses the room impulse
response which requires an extra step of processing to estimate.
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1.1.2 Time Difference of Arrival
Time difference of arrival (TDoA) methods use the relative delays of a signal at dif-
ferent sensors to locate the source signal. The delay between the time of transmission
and arrival of a signal to various microphones, τi where i = 1, 2, ...,M microphones,
is impossible to compute if the time of transmission is unknown. However, the source
signal will be delayed by different lengths of time at each microphone in a microphone
array due to the different path lengths to each microphone. The difference in arrival
times between a pair of microphones i, j is equal to τi − τj, and is called the time
difference of arrival.
The simplest way to compute the TDoA’s is by performing correlation analysis
on pairs of microphones. The cross-correlation between two signals is computed in








The cross-correlation function is a measure of similarity between the signals x1(t) and
x2(t) as one signal is shifted with respect to the other by τ . The peak in the cross-
correlation that occurs at some τ is the time shift that makes the two signals most
similar. For microphone array applications, the time difference of arrival between a
pair of microphones is found by finding the lag that maximizes the cross-correlation
function.
Once the TDoA’s are known for each microphone, the location of the source can
be computed. The distance corresponding to each TDoA can be computed by
∆di,j = c× (τi − τj) (1.3)
where c is the speed of sound in meters per second. If the pair of microphones i, j
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are centered on the x-axis separated by a distance D, ∆di,j can be written as











)2 + y2 + z2
(1.4)
Each of these equations correspond to a hyperboloid for each pair of microphones.
The solution to that system of non-linear equations is the source location (Gustafsson
and Gunnarsson, 2003).
In practice, the signals received at two different microphones will not be exactly
the same signal time shifted by different amounts because of noise and reverberation.
This can cause the maximum of the correlation function to occur at the wrong lag,
giving an incorrect TDoA. When a weighting function, W (ω) is be applied to the
signals when computing the cross-correlation to make it more robust to noise and
reverberation it is called Generalized Cross-Correlation (GCC). The expression for








The maximum-likelihood weighting function proposed by Brandstein is given in Equa-
tion 1.6 and approximates a frequency-dependent SNR (Brandstein and Silverman,
1997). The noise at each microphone, N1(ω) and N2(ω), is estimated during times





The Phase Transform (PHAT) is commonly used in reverberant environment ap-
plications, and uses only phase information at each frequency (Knapp and Carter,
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1976). The expression for the PHAT transform is given in Equation 1.7.
WPHAT (ω) = |X1(ω)X∗2 (ω)|−1 (1.7)
This is a whitening transform because by diving by the magnitude all frequencies will
have a magnitude of 1. When the PHAT weighting function is used, the algorithm is
referred to as the Generalized Cross Correlation Phase Transform, or GCC-PHAT.
One limitation of the TDoA approach is that it is a two step method, and the
performance of the localization is dependent on the ability to accurately estimate the
TDoA. Neural networks have been used in the second step, which is to the hyper-
bolic system of equations, but it is assumed the TDoA’s have already been found
(Chetupalli et al., 2018).
1.1.3 Steered-Response Power
Steered-response power (SRP) algorithms use the output power of a directed beam-
former for sound source localization. Compared to time difference of arrival methods,
which are two step approaches, SRP algorithms are a direct way to estimate the loca-
tion of a speaker using a filtered, weighted, and summed version of the signals received
at an array of microphones. The output power of a beamformer evaluated across a
grid of different locations is called the steered-response power. When the beamformer
is focused on the true position of the speaker, the steered-response power will be at a
global maximum. The accuracy of the source location estimate is largely dependent
on the coarseness of the sampling of the grid. For a more accurate estimate, a finer
grid should be used. However, this means the beamformer will have to be focused on
many more points on the grid, increasing the computational load.
The simplest beamformer used to compute the steered-response power is the
Delay-and-Sum (DAS) beamformer (DiBiase et al., 2001). In the DAS beamformer,
9
a time shift is applied to the received signal at each microphone to compensate for





where δi is is the delay expected if the source was at location ~p ∈ <3, and M is the
number of microphones in the array. The δi are used to focus the beamformer to
different locations.
In practice, the DAS beamformer is not robust to the effects of noise and rever-
berations. It has been shown that applying a filter to the signals before summing
them can improve performance in the presence of noise and reverberation, called the
Filter-and-Sum beamformer (DiBiase et al., 2001). In the frequency domain, the
Filter-and-Sum beamformer is given by





where Gi(w) is the Fourier transform of the filter applied to the i
th microphone,
and Xi(ω)e
jωδi is the Fourier transform of the shifted signal received at the ith mi-
crophone. The phase transform (PHAT) used for the Generalized Cross-Correlation
from Equation 1.7 is also used in the Filter-and-Sum beamformer. Just as in the
TDoA application, it whitens the signal, which sharpens the peaks when computing
the cross-correlation.
Using either the Delay-and-Sum or Filter-and-Sum beamformer, the SRP at each




The location ~p that maximizes the steered-response power P , is the estimated location
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of the source. When the phased transform is used in the Filter-and-Sum beamformer
to compute the steered-response power, it is called SRP-PHAT.
1.1.4 Data Driven Methods
More recent work has been done to create an end-to-end data driven sound source
localization approach that uses only the signals received by the microphones to es-
timate the speaker position. Vera-Diaz uses a convolutional neural-network (CNN)
to estimate the 3D position of a single speaker (Vera-Diaz et al., 2018). The CNN
is composed of five convolution layers and two fully connected layers. The training
is done in two steps, first the network is trained using semi-synthetic data by taking
recordings of close talk speech and simulating time delays and distortions. The sec-
ond step is to fine tune the network by using a small amount of real data collected
from a reverberant environment.
An advantage of the end-to-end data driven method is that it directly estimates
the sound source location, and does not rely on the accuracy of deriving features
first. However, one of the biggest limitations of supervised learning methods is that
for optimal performance they require large amounts of labeled training data. While
there are some labeled datasets available from data collected from real environments,
many solutions use a combination of real and simulated training data. Depending on
the quality of the simulated data, the data driven method may not perform as well
when tested on real data.
The sound source localization application will impact which method is used and
in some cases a combination of these methods may be used. For example, subspace
based methods do not work well in reverberant environments, and instead the SRP or
TDoA methods may be better. In addition, using a data driven method to solve part
of a problem as opposed to an end-to-end data driven approach can be beneficial.
A maximum-likelihood TDoA method will be proposed in Chapter 2, and it will be
11





In this chapter we discuss an existing method for sound source localization. This
method uses a maximum-likelihood based time difference of arrival approach to esti-
mate the azimuth, range, and elevation of a source speaker. It is shown that under
certain conditions, namely a high signal-to-noise ratio, this algorithm is equivalent to
evaluating the steered-response power of a beamformer. The angular resolution of a
beamformer and the effects of poor angular resolution will be discussed. Finally, we
will show using the Rayleigh criterion that by using higher incident frequencies or a
larger microphone array the angular resolution can be improved.
A time difference of arrival approach for sound source localization that is robust
to room reverberation is proposed by Zhang et. al (Zhang et al., 2008). Follow on
work was done by Ribeiro et. al. to use a similar maximum likelihood framework, but
additionally modeling the room reverberations to be able to also estimate the elevation
and range of sound source (Ribeiro et al., 2010). The details of their approach will
be discussed in Section 2.2 and Section 2.3. The authors have not addressed how
the angular resolution of their algorithm changes with circular microphone arrays of
different sizes. A discussion of angular resolution and the factors impacting it will be
presented in Section 2.4.
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2.1 Signal Model
The signal model assumes the signal received by an array of microphones is a far-field
signal. An isotropic point source transmits uniformly in all directions. It produces a
spherical wave whose amplitude decreases inversely proportionally to the distance to
the source and all of the points on the sphere will share a common phase. In the far
field, the radius of the sphere is so large that it can be considered a plane of constant
phase, called a plane wave (Krim and Viberg, 1996).
Given an uniform circular array (UCA) of i = 1, 2, ...,M microphones in a room
with one acoustic source, the signals received at each microphone can be modeled as
the transmitted signal convolved with the room impulse response (RIR) and additive
noise. Mathematically, this is given by
xi(t) = hi(t) ∗ s(t) + ni(t) (2.1)
where hi(t) is the room impulse response which models the room acoustics, s(t) is
the transmitted signal, and ni(t) is an additive noise term.
In a reverberant environment, such as a room, the room impulse response is com-
posed of delays and attenuations that model the direct path of the signal from the
source to the microphone and reverberations of the signal off of walls and other ob-
jects in the room. The direct path gain and delay can be separated from the RIR, so
hi(t), models only the reverberation.
xi(t) = gi × s(t− τi) + hi(t) ∗ s(t) + ni(t) (2.2)
where gi is the gain of the direct path of the signal to each microphone, τi is the delay,
and hi(t) is only the gain and delays due to the reverberations.
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In the frequency domain, this expression can be written as
Xi(ω) = giS(ω)e
−jωτi +Hi(ω)S(ω) +Ni(ω) (2.3)
or in vector form for all microphones,
~X(ω) = S(ω) ~G(ω) + S(ω) ~H(ω) + ~N(ω) (2.4)
where
~X(ω) = [X1(ω), ..., XM(ω)]
T
~H(ω) = [H1(ω), ..., HM(ω)]
T
~N(ω) = [N1(ω), ..., NM(ω)]
T
~G(ω) = [g1(ω)e




Without knowing the reverberations, S(ω) ~H(ω) can be treated as an additional un-
known noise term, so the total noise is given by
~Ntot(ω) = S(ω) ~H(ω) + ~N(ω) (2.6)
which is assumed to follow a zero-mean, independent between frequencies, joint Gaus-
sian distribution






where ~Q(ω) is the noise covariance matrix. Assuming the reverberation noise and the
additive noise are uncorrelated, the covariance of the total noise is
~Q(ω) = E{ ~Ntot(ω) ~NHtot(ω)} = E{ ~N(ω) ~N(ω)∗}+ |S(ω)|2E{ ~H(ω) ~H∗(ω)} (2.8)
Certain assumptions can be made about the additive background noise and the
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reverberant noise that will simplify the expression for the noise covariance so it is a
diagonal matrix. Assuming the background noise at each microphone is independent,
the first term of Equation 2.8 simplifies to a diagonal matrix, where each term on the
diagonal is E{|Ni(ω)|2} for i = 1, ...,M . An approximation for the second term is to
model the reverberation noise as a portion of the difference between the total received
energy at each microphone, |Xi(ω)|2, and the background noise power, E{|Ni(ω)|2}.
A weighting parameter, γ, between 0 and 1 determines how much of this difference
is due to reverberation. Using a portion of this difference defined by γ and assuming
the reverberation noise is uncorrelated at each microphone, the second term becomes
a diagonal matrix where each element is γ(|Xi(ω)|2 − E{|Ni(ω)|2}). If γ is equal to
0, no reverberation noise is modeled. If γ is equal to 1, the reverberation noise is
modeled as all of the received power except the background noise. Experiments done
by Ribeiro et. al. have shown that γ between 0.1 and 0.3 works well for different
environments (Ribeiro et al., 2010). Keeping the noise covariance matrix diagonal is
important because it will make the matrix inversion in 2.7 a much faster operation.
Using the above simplifications and assumptions, the total noise covariance can
be written as a diagonal matrix ~Q(ω) = diag(κ1, ..., κM) where each element on the
diagonal is given by
κi = γ|Xi(ω)|2 + (1− γ)E{|Ni(ω)|2} (2.9)
In practice E{|Ni(ω)|2} can be estimated during times when it is known no speech
is present.
2.2 Maximum Likelihood Sound Source Localization
Using the signal model described in Section 2.1, the likelihood of receiving the signals
~X(ω) which are independently and identically distributed with respect to ω, given
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the unknown transmitted signal S(w), the gain of the direct path signal ~G(ω), and




p( ~X(ω)|S(ω), ~G(ω), ~Q(ω)) (2.10)
Since ~Ntot(ω) = ~X(ω) − S(ω) ~G(ω), and the noise follows a zero-mean, independent
between frequencies joint Gaussian distribution
p( ~X(ω)|S(ω), ~G(ω), ~Q(ω)) = ρe−
1
2
[ ~X(ω)−S(ω) ~G(ω)] ~Q(ω)−1[ ~X(ω)−S(ω) ~G(ω)] (2.11)
The sound source localization method proposed in (Zhang et al., 2008) maximizes
the above likelihood given the received signals, ~X(ω), the noise covariance matrix
~Q(ω), and the gain matrix ~G(ω). ~G(ω) depends on the source location, so different
hypothetical source positions are tested and the likelihood is computed for each posi-
tion. The position that corresponds to the highest likelihood is the estimated source
position.
To simplify the likelihood expression, instead of maximizing the likelihood, the




[ ~X(ω)− S(ω) ~G(ω)]H ~Q(ω)
−1
[ ~X(ω)− S(ω) ~G(ω)] (2.12)
Taking the derivative of the negative log-likelihood with respect to the unknown









Substituting this expression for S(ω) into equation 2.12 and discarding the terms that















For each microphone i ~G(ω) is a gain factor gi(ω) and delay term e
jωτi . The gain
can be estimated from the data because the total received power is approximately
equal to sum of the power of the direct path and the power of background noise plus
reverberation noise, κi, from Equation 2.9.
|Xi(ω)|2 = |gi(ω)|2|S(ω)|2 + κi (2.15)
Solving for the gain term
gi(ω) =
√
(1− γ)(|Xi(ω)|2 − E[|Ni(ω)|2]/S(ω) (2.16)
Even though this expression depends on the unknown transmitted signal S(ω), it will
be cancelled in the final expression.
Using this expression for gi(w) and the approximation for ~Q(ω) from Equation
















Zhang et. al. calls this method the maximum-likelihood sound source localization
algorithm, or ML-SSL. It was shown that using a circular microphone array this
method will provide an accurate azimuth estimate and a rough elevation estimate,
but provides no range estimate (Zhang et al., 2008).
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2.3 Modeling Reverberation
Riberio et. al. show that modeling the major reverberations from the walls, floor, and
ceiling will provide enough information to accurately measure the elevation and range
of a sound source (Ribeiro et al., 2010). In the ML-SSL algorithm in the previous
section, the gain matrix ~G(ω) contained the gain factor of the direct path signal and
the reverberation was unknown and treated as an additional noise source. Given the
position of the walls, ceiling, and floor relative to the microphone array, the delays
and gain due to the reverberations off of these surfaces can explicitly be computed and
accounted for in the gain matrix. This will provide enough information to accurately
estimate the range.
Each term in the gain matrix will be written as the product of a gain and phase
shift for each modeled reverberation
Gi(ω) = gi(ω)e
−jφi(ω)




















where r is the rth reverberation. r = 0 corresponds to the direct path, so τ 0i is the
direct path delay and αi(ω)
0 is the direct path gain.
The gain term gi(ω) contains the direct path gain factor as well as the major
reverberation gain factor. It can be estimated from the data the same way as in
Equation 2.15 because the total received power is approximately equal to sum of the
power of the direct path and major reverberations, and the power of background noise
and other minor reverberations. The expression for the gain term is the same as in





(1− γ)(|Xi(ω)|2 − E[|Ni(ω)|2]/S(ω) (2.19)
The phase shift component of Equation 2.18, e−jφi(ω), can be simplified by assum-
ing the attenuation αi(ω)
r is mostly due to the reflection coefficient, ρ, of each surface
involved in the reverberation and the distance from the source to the microphone.
The reflection coefficient is a number between 0 and 1 and describes how much of
the incident signal is transmitted after the reflection. A perfectly absorptive material
would have a reflection coefficient of 0, while a more reflective material would have a
higher reflection coefficient. Also, the amplitude of the signal decreases as the inverse









where the reflection coefficient of the direct path, ρ0i , is 0 and ρ
r
i is the product
of all reflection coefficients involved in the rth reverberation. d0i is the direct path
length from the source to the ith microphone, and dri is the path length of the r
th


































This maximum-likelihood TDoA based algorithm explicitly models the major re-
verberations and can accurately estimate the range of a sound source. Ribeiro et. al.
refer to this algorithm as the R-ML-SSL (Ribeiro et al., 2010).
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2.3.1 Relation to Steered-Response Power
The ML-SSL and R-ML-SSL algorithms can be considered a time difference of arrival
method solved using a maximum likelihood approach. In Equation 2.17, at each
hypothesized location the received frequency domain signal at each microphone is
multiplied by a complex exponential with some delay in the exponent. In the time
domain, this is equivalent to shifting each signal. When the hypothesized position
matches the true source position, the delays applied to the signal at each microphone
will align the signals. When these shifted signals are added, they will be coherently
combined. The same is true for Equation 2.22, except that in addition to adding the
shifted signals based on the expected direct path delay, shifted signals based on the
reverberation paths delays are also added.
Zhang et. al. also show under high signal-to-noise ratios (SNR) Equation 2.17
is equivalent to the SRP-HAT equation in Section 1.1.3. A high SNR means that
|Xi(ω)|2 >> E[|Ni(ω)2|] so |Xi(ω)|2 − E[|Ni(ω)|2] ≈ |Xi(ω)|2 and κi ≈ γ|Xi(ω)|2.
Using these approximations, the TDoA approach is equivalent to the SRP-PHAT,
which relies on a beamformer to get the steered-response power.
2.4 Angular Resolution of Beamformers
One limitation of the SRP-PHAT sound source localization method is the angular
resolution of the beamformer. Angular resolution is the minimum angle between two
sources such that the two sources can can still be distinguished as separate. Although
in this problem only a single source is being localized, in a reverberant environment
the reverberations function as additional sources. Therefore, the angular resolution of
the beamformer will limit the performance of the ML-SSL and R-ML-SSL algorithms.
The angular resolution of a beamformer is defined by the width of the main lobe
of the beamformer, which is dependent on the location of the microphones and the
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frequency of the incident signals. The response of a microphone array from an incident
plane wave at a fixed frequency from various azimuth, θ, and elevation, φ, angles is
called the beam-pattern of an array. For narrow-band incident signals, the beam
pattern is given by





where Hi(ω) is the frequency response of the i
th microphone, mi is the position of the
ith microphone given that the center of the microphone array is the origin, and ~k is





Thus the response of the array for a fixed incident frequency and array geometry can
be found by varying azimuth and elevation angles in Equation 2.23. For the same
azimuth and elevations, the beam pattern will vary for different incident frequencies
and microphone positions (Trees, 2004).
The effects of changing these parameters are shown in Figure 2·1. A simple two-
microphone linear array is used and the azimuth cross-sections of the beam pattern at
0◦ elevation are shown. The lobe centered around 0◦ azimuth is called the main lobe.
The lobes next to the main lobes are called grating lobes, and are due to the fact that
the microphones are arranged further than a wavelength apart. As the frequency is
increased in Figure 2·1 (a) to (c) or (b) to (d), the width of the main lobe decreases.
As the distance between microphones increases, from (a) to (b) or (c) to (d), the
width of the main lobe also decreases. Therefore, to make the main lobe narrower
either a larger microphone array should be used, or higher frequencies should be used.
A smaller main lobe width of the beamformer means better angular resolution
when locating a source. In the steered-response power sound source localization
method, the main lobe of the beamformer is directed to different locations. If there
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Beam Pattern for 2 Element Microphone Array: Freq = 4000Hz, Microphone Separation = 10 cm
(a)
























Beam Pattern for 2 Element Microphone Array: Freq = 4000Hz, Microphone Separation = 15 cm
(b)























Beam Pattern for 2 Element Microphone Array: Freq = 8000Hz, Microphone Separation = 10 cm
(c)























Beam Pattern for 2 Element Microphone Array: Freq = 8000Hz, Microphone Separation = 15 cm
(d)
Figure 2·1: Azimuth cross section of linear microphone array of (a)
two microphones 10 cm apart with an 4000 Hz signal (b) two micro-
phones 15 cm apart with an 4000 Hz signal (c) two microphones 10 cm
apart with an 8000 Hz signal and (d) two microphones 15 cm apart
with an 8000 Hz signal
were two sources within the width of the main lobe, it would be difficult to tell them
as distinct sources and instead estimate them as a single source. However, deciding
when two sources are separated enough to tell them as two distinct sources can be
somewhat subjective.
The Rayleigh criterion is a common standard used to define angular resolution.
It was first developed for optical applications, but can be applied to acoustic appli-
cations. It says that two sources of equal amplitude are resolved when the maximum
of the main lobe of one source is located at the first minimum of the main lobe of the
second source. For a circular array of microphones, the minimum angle between two
sources for them to still be considered separable according to the Rayleigh criterion
23





where D is the diameter of the microphone array and λ is the wavelength of the
incident signal. The constant 1.22 comes from the first zero of the first-order Bessel
function of the first kind.
Figure 2·2 illustrates when two sources are considered resolve-able as two sources
based on the Rayleigh criterion. Each peak corresponds to the main-lobe of an ar-
bitrary beamformer pointed at a source. In (a), the maximum of one source is past
the first zero of the second source, so the two sources are considered resolveable. As
the two sources move closer together, their peaks move closer. In (b), the maximum
of one source occurs at the first zero of the other source. According to the Rayleigh
criterion, this is the closest the two sources can be and still be resolved. In (c), the
sources are even closer together and their peaks are so close that they cannot be
resolved as two separate sources.
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Figure 2·2: Two sources when they are (a) resolved as two sources (b)
at the Rayleigh criterion and (c) unable to be resolved as two sources




In this chapter, the MATLAB implementation of the ML-SSL and R-ML-SSL algo-
rithms discussed in Chapter 2 is detailed. MATLAB 2019a was used for all imple-
mentations. Both simulated data and data collected from real conference rooms were
used to test the algorithms and the proposed improvements. The implementation
was set up so that either a single frame of voice or an entire segment of speech could
be processed. The baseline ML-SSL and R-ML-SSL algorithms were implemented, as
well as a modified version which used either a bandpass filter of fixed frequency or a
dynamic bandpass filter.
3.1 Simulated Data Generation
Synthetic data was produced to simulate the signals received by the microphones
that would be used as an input to the ML-SSL and R-ML-SSL algorithms. The
simulated rooms were rectangular prisms and only omnidirectional uniform circular
arrays (UCA) that operated at a sampling frequency of 16000Hz were used. The speed
of sound was set to 343m/s. The number of microphones, size of the microphone array,
dimensions of the room, location of the microphone array and speaker, the reflection
coefficients of the walls, and the reverberation time were all controllable parameters.
Only a single stationary speaker was simulated using male speech signals between 2
and 5 seconds long from the TIMIT speech corpus as the transmitted signal.
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3.1.1 Room Impulse Response
The room impulse response (RIR) was generated using the image source method
proposed by Allen and Berkley (Allen and Berkley, 1979). The image source model
estimates the room impulse response by modeling how the sound reflects off of the
walls, ceiling, and floor of a room to estimate the expected delays and attenuation of
the transmitted signal at a sensor, or microphone. To model a sound reflecting off a
surface, a source can be placed symmetrically on the far side of the wall, called an
image source, as shown in Figure 3·1. The path length can be found using the source
location from the following
dpath length = ||pmic loc − pimage source|| (3.1)
where pmic loc is the location of the microphone in <3 and pimage source is the location
of the image source in <3.
Figure 3·1: Image source
The code provided by Eric Lehmann that implements the image source method
proposed by Allen and Berkley was used to find the RIR at each microphone (Lehmann,
2012). The reflection coefficient of the walls, ceiling, and floor could be adjusted in-
dependently for each wall when generating the RIR. If all reflection coefficients were
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zero, the sound would not reflect off the walls and this would simulate an anechoic
room. For the simulations the reflection coefficients for all surfaces was set to 0.77.
The reverberation time, which is the amount of time for sound to decay by a certain
amount once the transmitted signal is stopped, could be set in seconds. This time
could be set to correspond to the amount of time for the sound to decay by 60dB
or by 20dB. This parameter determined at what point to truncate the RIR. The
other inputs are the location of the microphones in the array and the room dimen-
sions. The signal received at each microphone was generated by convolving the room
impulse response with the transmitted TIMIT corpus speech and noise was added.
The noise was either additive white Gaussian noise (AWGN) or background noise
collected from real conference rooms. Using this process, time synchronized signals
at each microphone were simulated.
3.2 Real Conference Room Data Collection
Data was also collected in two real conference rooms using a UCA with eight micro-
phones and a radius of 0.0425m. Figure 3·2 shows a top-down view of Room 1 on
the left and Room 2 on the right. Room 1 was a rectangular prism shaped room
with dimension 2.64m x 3.87m x 2.57m. The microphone array was placed at 1.5m x
2.20m x 0.79m on a conference room table. Room 2 was approximately rectangular,
and had approximate dimension of 3.22m x 4.93m x 2.36m. For both rooms, the
azimuth angle, θ, was defined by the orientation of the microphone and array. The
room dimensions, microphone position, and true speaker position were measured us-
ing a measuring tape. The microphone array was placed on a conference room table
at a location of 1.91m x 2.46m x 0.80m. For both rooms male speech segments from
the Texas Instruments/Massachusetts Institute of Technology (TIMIT) speech corpus
were played on 2.5-inch cube speaker which emitted on three sides. All eight micro-
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phones recorded simultaneously to generate the time synchronized received signals.
Figure 3·2: Room layouts of two conference rooms, Room 1 (left) and
Room 2 (right), where real data was collected
3.3 Processing
Azimuth, elevation, and range were computed for 160ms long frames of voiced speech
using either simulated data or data collected from a conference room. At a sampling
frequency of 16000Hz, a 160ms frame corresponds to 2560 samples. A grid in the
azimuth, elevation, and range directions was sampled to determine the locations where
the maximum-likelihood functions were computed. Following the sampling method of
Riberio, azimuth was sampled every 4◦ between 0◦ and 359◦, elevation was sampled
ever 1◦ between 0◦ and 35◦, and range was sampled every 0.05m from 0.5m to 3m
(Ribeiro et al., 2010). Either a single frame that was known to have voice could be
processed, or an entire segment of speech could be processed.
In either the single frame or multi-frame processing, the noise power was estimated
first from frames when it was known no speech was present. The 2560 point Fast
Fourier Transform (FFT) of the 2560 point frame of the background noise signal
collected by each microphone was taken. The absolute value of the FFT at the positive
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frequencies was squared to compute the power spectral density for each microphone.
The frame was moved forward by 80ms, or 1280 samples, and the power spectral
density was computed the same way. The average power was computed at each
microphone for each frequency over all of the frames.
3.3.1 Single Frame
For the single frame results, the user defines the starting point of the frame to process,
either from simulated data or from the collected data. A 2560 point FFT of a 160ms,
or 2560 point, frame is taken at each microphone, starting at the user defined time.
Only the positive frequencies of the FFT are kept, so for each microphone the signal
is a 1281 point signal. Looping over all possible locations on the grid, the azimuth
was estimated using the ML-SSL equation from 2.17. To find the azimuth, only
frequencies between 200Hz and 4000Hz were used in the ML-SSL equation from both
the noise power and frequency domain signal. The azimuth that corresponded to the
maximum of the likelihood was used as the azimuth estimate.
After fixing the azimuth, the range and elevation were iterated over and the R-ML-
SSL was computed at each grid location. Only a subset of all of the frequencies were
used for the R-ML-SSL calculation. Either the band of 200Hz-4000Hz frequencies was
used to match what Riberio had done, or frequencies corresponding to a bandpass
filter determined by a method detailed in 3.3.1. In the R-ML-SSL calculation, the
reverberations from major reflectors are modeled. The major reflectors can be either
a single wall or the ceiling or the floor, or a combination of these surfaces. At each
location on the grid, the expected reverberations are found using the image source
method proposed by Allen and Berkley (Allen and Berkley, 1979). The range and
elevation that produce a global maximum of the likelihood are the estimated range
and elevation of the speaker for that frame.
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Bandpass Filter Selection
To decide which frequencies to pass, the power spectral density of voiced frames were
examined. An example of one is shown in Figure 3·3. The power spectral density
(PSD) of this frame shows that most of the power of the signal is between 0Hz and
1000Hz. However, to get the best angular resolution, we are interested in the highest
frequency of the signal that still contains voice data. While most of the power of
speech is between 200Hz and 4000Hz, higher frequencies still contain information
from the speaker, called unvoiced speech. There is an increase in the PSD between
about 5000Hz and 7500Hz. This peak was typical when looking at multiple frames
and thus this range was chosen for the fixed bandpass filter.
Instead of using a fixed pass band, a dynamic pass band was also tested. On each
frame, the frequency corresponding to the highest power between 5000Hz and 8000Hz
was found. This frequency range was used because most frames had a peak in power
around 4000Hz that was consistently stronger than peaks of higher frequencies, but
4000Hz was found to be too low to accurately estimate elevation. A 2000Hz pass-
band was defined using the frequency corresponding to the highest power peak as the
midpoint of the pass-band.
3.3.2 Multiple Frames
Instead of processing only a single frame, an entire segment of speech with multiple
frames was processed. The speech segment is processed in 160ms long frames, pro-
gressing the frame 80ms each time. This is done synchronously for all microphones,
and an example of two sequential overlapping frames for a single microphone is shown
in Figure 3·4.
After extracting an individual frame from all of the recorded microphone signals,
it is determined whether or not the frame contains speech. For each frame a voice
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Figure 3·3: Power spectral density of voiced frame, with peak in power
between 5000Hz and 7500Hz highlighted
activity detector (VAD) was used to decide whether or not voice was present (Brookes,
2006). The VAD used was developed as part of a pitch tracking algorithm, but returns
a probability that a frame is voiced based on a two-element feature vector. The first
feature is the log-mean power of the normalized time-frequency spectrum, which takes
advantage of the fact that the mean power of a voiced frame is typically higher than
the power of unvoiced frame. The second feature is a ratio that depends the frame’s
total power that is harmonically related compared to the total power in the frame. A
voiced frame will have peaks at pitch f0 and sub-harmonics. Two Gaussian Mixture
Models (GMM) are trained, one for voiced frames and one for unvoiced frames. The
two-element feature vector is used as an input to the GMM and the voiced speech






where pt,u is the probability at time frame t from the unvoiced GMM and pt,v is the
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Figure 3·4: Two sequential 160ms long frames with 80ms of overlap
probability at time frame t from the voiced GMM (Gonzalez and Brookes, 2011).
For this application, if a frame had a probability of at least 0.9 of being voiced,
it was considered voiced. If it was determined that the frame contained voice, the
process described in Section 3.3.1 was used on the frame to estimate azimuth, then
range and elevation. If no voice was detected, the next frame was processed to




We present results of experiments run using simulated data and data collected from
real conference rooms in this chapter. The results show that while the simulation
performed as expected when using a large aperture array, the elevation estimate per-
formance degraded when a smaller aperture array was used. Simulated experiments
showed that the angular resolution could be improved by either using higher incident
frequencies or by using a larger microphone array. Because the size of the microphone
array used to collect real data was fixed, experiments on collected data show applying
a bandpass filter either at fixed frequency or dynamically by searching for the best
pass-band significantly improve the elevation estimate.
4.1 Simulated Results
4.1.1 Large Aperture Array Simulation Results
Tests were done to verify that the initial ML-SSL and R-ML-SSL algorithm simulation
performed as expected using the same parameters used by Ribeiro (Ribeiro et al.,
2010). A rectangular shaped room with dimensions 6m x 7m x 3m was simulated
with a six-microphone circular array of radius 0.135m located at 4.5m x 3m x 1m.
Additive white Gaussian noise (AWGN) is simulated so that the received signal has
an SNR of 25dB. The speaker is located at a range of 1.3m, an elevation of 25◦,
and the azimuth is varied from 0◦ to 324◦ in 36◦ increments. A 3 second clip of a
male speaking from the TIMIT speech corpus was used as the transmitted signal.
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The azimuth, elevation, and range were estimated using ML-SSL and R-ML-SSL
algorithms described in Section 3.3.1 and Section 3.3.2 at each speaker location.
The results of processing a single voiced frame show that when using the ML-SSL
algorithm to estimate azimuth and the R-ML-SSL algorithm to estimate elevation and
range, the simulation was functioning as expected. Figure 4·1 shows the maximum-
likelihood surface for a voiced frame found by searching over range and elevation
after estimating the azimuth. The azimuth was first correctly estimated using ML-
SSL to be 72◦. In Figure 4·1 (a), if no reverberations were modelled in the R-ML-SSL
algorithm, which is the same as just using the ML-SSL algorithm, the elevation is
correctly estimated but there is little to no resolution in the range dimension. When
the reverberations from a single wall are modeled in the R-ML-SSL algorithm, the
maximum-likelihood surface has a ridge in a certain orientation, as seen in Figure
4·1 (b) and (c). Modeling reverberations from multiple walls creates multiple ridges
in different orientations, and where these ridges intersect produces a peak in the
maximum-likelihood surface, Figure 4·1 (d), which yields the final elevation and range
estimate.
Table 4.1: Error Rates for Simulated Data
Average Error Rates
VAD Frames |∆θ| > 10◦ |∆φ| > 5◦ |∆r| > 0.15m
2138 1.12% 1.22% 2.39%
The low error rates in Table 4.1 match those presented by Riberio et. al., which
confirms that the ML-SSL and R-ML-SSL were performing as expected.
Coarse-to-Fine Search
To generate the maximum-likelihood surface, a space is uniformly sampled to form a
grid of candidate locations. The azimuth direction was sampled every 4◦, elevation




Figure 4·1: R-ML-SSL result modeling (a) no reverberations (b) re-
verberation from wall at 0◦ (c) reverberation from wall at -90◦ and (d)
reverberations from all walls, floor, and ceiling
how precise the position can be: the finer the sampling, the more precise the re-
sult. However, to do a finer sampling increases the number of locations where the
maximum-likelihood needs to be computed, and thus increases computation time.
Instead of the brute force method of sampling over a fixed grid, a coarse-to-fine
sampling is used to improve the accuracy of the position estimate, and to decrease
the run-time. By first sampling the azimuth every 10◦ between 0◦ and 359◦, elevation
every 10◦ between 0◦ and 90◦, and range every 0.5 meters between 0.5m and 5m and
then iteratively decreasing the step size and limiting the search to a region around
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the previous maximum likelihood, a more accurate result can be found much faster.
After each iteration, the search range was compressed by a factor of 2 around the
previous location of the maximum, and the azimuth, elevation, and range step size
was decreased by a factor 10. The search was stopped when the location of maximum
likelihood had not changed within a threshold on subsequent iterations, in this case
if the change was less than 1e-3 for azimuth, elevation, or range.
The result of this coarse-to-fine grid search for a speaker located at 145.65◦ az-
imuth, 25.48◦ elevation, and 1.3m, are shown in Table 4.2 and compared to the brute
force approach. The coarse-to-fine search produces a solution 46 times faster than the
brute force search method. In addition, the solution gives a final range, azimuth, and
elevation resolution about 100 times finer than the brute force method which uses a
fixed range resolution. This method improves position accuracy when the speaker is
not located exactly on a roughly sampled grid.
Table 4.2: Coarse-to-fine search performance compared to brute force
search approach for a true range of 1.3m, true azimuth of 145.65◦, and
true elevation of 25.48◦
Coarse-to-fine Search vs. Brute Force Search
Adaptive Grid Search Brute Force Search
Position (az/el/rng) 1.3005, 145.76◦,25.43◦ 1.3m, 144◦,25◦
Run-time (sec) 7.096 326.831
Final Azimuth Resolution 0.01◦ 4◦
Final Elevation Resolution 0.01◦ 1◦
Final Range Resolution 0.0005m 0.05m
4.1.2 Small Aperture Array Simulation Results
The simulation was run using the parameters of the smaller microphone array and
conference room that would be available to collect real data using the brute-force
search method. The smaller microphone array is an eight-microphone uniform circular
array with a radius of 0.0425m. Room 1 from Figure 3·2 was simulated, where the
room dimensions were 2.64 x 3.87m x 2.57m and the microphone array was located
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at 1.5m x 2.2m x 0.79m. A single frame of speech was processed with the speaker at
a range of 1.05m, azimuth of 255◦, and elevation of 25◦. First, no walls were modeled
to generate results comparable to those in Figure 4·1 (a) but for the smaller array
and conference room. The azimuth was correctly estimated, but Figure 4·2 shows
that the estimated elevation with the small aperture array was 35◦ which is 10◦ off
from the true elevation.
Figure 4·2: R-ML-SSL result modeling no reverberations in a rever-
berant environment using the small aperture microphone array
The error in elevation estimate is due to the reverberant environment, which is
evident when comparing the result in Figure 4·2 to the result in Figure 4·3. Figure
4·3 shows the result of the same simulation parameters used to generate Figure 4·2
except the reverberation coefficients are 0 to simulate an anechoic room. Without
any reverberations, the elevation is accurately estimated.
Given a reverberant environment, there are two ways to improve the angular
resolution of a microphone array as discussed in Section 2.4: either increasing the
radius of the microphone array, or using higher frequencies. Figure 4·4 shows the
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Figure 4·3: R-ML-SSL result modeling no reverberations using the
small aperture microphone array in anechoic environment
effectiveness of the first method. For a uniform circular array with eight microphones
in a reverberant environment, as the radius is increased, the average elevation becomes
a good estimate of the true elevation, in this case 25◦. The average elevation was found
using ten trials of the same frame of speech from a TIMIT corpus file with randomized
additive white Gaussian noise (AWGN) in each trial, such that the received signals
had an SNR of about 25dB. Once the radius was about 0.1225m the elevation was
25.5◦, and stayed near the true elevation of 25◦ as the radius continued to increase.
The improvement of the elevation estimate with increased radius is due to im-
proved angular resolution of the larger aperture microphone array. This is clear when
looking at the beam pattern of an eight microphone array with a radius of 0.0425m
compared to the beam pattern of an eight microphone array with a radius of 0.1625m
in Figure 4·5. The beam pattern shows the power response in decibels of each micro-
phone array at different elevations and an azimuth of 0◦ for an incident signal with
a frequency of 4000Hz. Under these conditions, the main lobe width of the 0.0425m
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Average Elevation Using 8 Microphone UCA with Varying Radius
True Elevation
Estimated Elevation
Figure 4·4: Average elevation estimate found by varying radius of 8
microphone uniform circular array (UCA)
radius array is about 102◦ where the main lobe width of the 0.1625m radius array is
about 24◦.
According to the Rayleigh criterion, for this aperture array with a radius of
0.0425m an an incident signal with frequency 4000Hz, the minimum resolveable an-
gle is about 70◦ and for a microphone array with a radius of 0.1625m, the minimum
resolveable angle is 18◦. For the Room 1 simulation described above, in a reverberant
room the locations of the first-order reverberations are found using the image-source
model described in Section 3.1.1 and the elevation angles of those sources are listed in
Table 4.3. Since the true elevation is 25◦, the elevation angles from the image sources
are too close to the true elevation angle to be ignored by a beam pattern from the
small aperture array. However, the larger aperture array has a finer resolution, and
thus can better estimate the elevation.
While this shows that increasing the microphone array is an effective means of
increasing the angular resolution, in most applications the microphone array geometry
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Figure 4·5: Beam pattern 8 microphone uniform circular array (UCA)
with a radius of 0.0425 m (left) and a radius of 0.1625 m (right)
is fixed and cannot be adjusted.
4.1.3 Small Aperture Array with Bandpass Filter
Since the size of the available microphone array is typically fixed, higher frequencies
may be used to improve the angular resolution. The effects of using higher frequencies
are shown in Table 4.4. The average elevation was found from ten trials using a
single voiced frame from the TIMIT speech corpus with randomized additive white
Gaussian noise such that the received signals had an SNR of about 25dB. The first
line of Table 4.4 shows the average elevation estimate across these ten trials using
the frequency range proposed by Riberio, 200-4000Hz (Ribeiro et al., 2010). The
second line of the table shows the average elevation estimate across the ten trials
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Table 4.3: Azimuth and elevation angles of first-order image sources
First Order Image Source Azimuth and Elevation Angles







using a fixed frequency range of 4000-8000 Hz. Given that the sampling frequency is
16000 Hz, the highest frequency captured is 8000 Hz. Even using this naive approach
of using only the highest half of available frequencies, the elevation estimates are
significantly improved over using the lower frequency range. For each elevation, the
error is improved by at least 60% compared to using 200Hz-4000Hz.
Table 4.4: Average elevation using different bandpass filters
Average Elevation Estimates
Frequency Range (Hz) True φ = 0◦ True φ = 10◦ True φ = 20◦ True φ = 30◦
200-4000 26.5◦ 23.2◦ 31.2◦ 37.5◦
4000-8000 1.7◦ 14.9◦ 20.3◦ 29.7
% Error Improvement 93.6% 62.3% 97.3% 96.0%
The beampatterns for the eight microphone array with a radius of 0.0425m shows
that the main lobe width gets smaller as the incident frequency gets higher. The
main lobe width of the beampattern for the 4000Hz signal is 192◦, while for the
6000Hz signal the main lobe width is 46◦. According to the Rayleigh criterion, for
this aperture array at a frequency of 4000Hz, the minimum resolveable angle is about
70◦ and for a frequency of 8000Hz, the minimum resolveable angle is 35◦.
4.2 Collected Data Results
The algorithm was run using data collected in real conference rooms and the per-
formance was assessed. Two different rooms were used, shown in Figure 3·2. The
microphone array was an eight microphone uniform circular array with radius of
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Figure 4·6: Beam pattern of 8 microphone uniform circular array
(UCA) with a radius of 0.0425m for a 4000Hz incident signal (left) and
a 8000Hz incident signal (right) and 0◦ azimuth and elevation from -90◦
to 90◦
0.0425m. The microphone array was always placed on a conference room table, and
the speaker was placed at various stationary positions around the room.
4.2.1 Baseline Results
Initially, baseline results were generated using the algorithm as described by Ribeiro
in Section 3.2 from data collected in the rectangular room with an eight microphone
array with radius of 0.0425m instead of a six microphone array with radius of 0.135m.
Data was collected in the room corresponding to the Room 1 layout in 3·2. The room
had dimensions 2.64m x 3.87m x 2.57m and the microphone array was centered at
1.5m x 2.2m x 0.79m. The speaker was a male speech signal from the TIMIT speech
corpus located at an azimuth of 255◦, an elevation of 27◦, and a range of 1.05m.
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Only frequencies between 200Hz and 4000Hz were used in the ML-SSL calculation to
estimate azimuth and in the R-ML-SSL calculation to estimate elevation and range.
Fourteen frames were identified as voiced frames using the voice activity detector
(VAD) described in Section 3.3.2.
Figure 4·7 shows for the azimuth, elevation, and range the truth (solid green line),
the error bounds (dashed green line), and the estimate (solid blue line) for each voiced
frame. If the estimate falls outside of the error bounds, +/-10◦ for azimuth, +/-5◦
for elevation, and +/-0.15m for range, it is considered an error for that frame. The
azimuth estimate is within the error bounds for all but one frame, while the estimated
elevation is far from the true elevation for all frames. The range is also only within
the error bounds in two of the frames and varies from 2m to 0.9m. Because the
elevation estimate is so far off, varying between 51◦ and 60◦ - an error of 24◦ to 33◦,
the ridges from modeling the wall reverberation, as were seen in Figure 4·1 (b-d), will
not intersect at the correct location. Therefore, before using the R-ML-SSL method
to model the reverberation, the ML-SSL surface needs to have close to the correct
elevation.
These results match what was seen in simulation, for example in Figure 4·2, where
the smaller aperture array incorrectly estimates the elevation due to poor angular
resolution. Therefore the angular resolution needs to be improved to get a better
estimate of the elevation and thus range.
4.2.2 Bandpass Filter on Single Frequency for Elevation Estimation
Instead of using a male speech signal, a single frequency of 6000Hz was used as the
transmitted signal. Since the energy is concentrated around a single frequency, a
bandpass filter can be applied around that frequency. Room 2 from Figure 3·2 was
used to collect the single frequency data, and the microphone array was centered
at 1.91m x 2.46m x 0.80m on a conference room table. The sound was played for
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Figure 4·7: Azimuth, elevation, and range estimates with error
bounds for male speaker in Room 1 using 200-4000Hz
2 seconds at a range of about 1m, an azimuth of 90◦, and an elevation of 0◦, 9◦,
and 18◦ relative to the center of the microphone. For each test there were about 20
frames with sound. The azimuth was fixed to truth, and the elevation was estimated
without modeling any reverberation from the walls. The error rate was found from
the number of frames where the elevation estimate was more than 5◦ from the true
elevation. First frequencies between 4000Hz and 8000Hz were used to estimate the
elevation, and then a tighter band pass filter was applied so only frequencies between
5000Hz and 7000Hz were used.
The tighter band pass filter showed improved results over using a wider band.
Since it is known that the energy is centered at 6000Hz, power at other frequencies was
likely due to background noise from other locations. For the three different elevations,
percentage of frames where the elevation was outside of the error tolerance of +/-5◦
was less than 10%, or at most about 2 frames out of all frames with sound.
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Table 4.5: Single frequency (6000 Hz) (a) average elevation and (b)
error rates
(a) Average Elevation Estimates
Frequency Range (Hz) True φ = 0◦ True φ = 9◦ True φ = 18◦
4000-8000 3.30◦ 10.93◦ 21.04◦
5000-7000 0.0◦ 9.13◦ 13.04◦
(b) Elevation Error
Frequency Range (Hz) True φ = 0◦ True φ = 9◦ True φ = 18◦
4000-8000 22% 36% 44%
5000-7000 0% 5% 9%
4.2.3 Bandpass Filter on Voice for Elevation Estimation
A bandpass filter was applied to data collected in Room 1 and Room 2 to improve
the elevation estimate before modeling the wall reverberation. Both the fixed pass
band and dynamics pass band approaches described in Section 3.3.1 were tested. The
results comparing using the baseline 200-4000Hz, a fixed 5500-7000Hz pass-band, and
a dynamic 2000Hz pass-band between 5000Hz and 8000Hz are shown in Table 4.6.
The results were collected in Room 1 and Room 2, at different locations relative
to the microphone array. The speaker in Room 1 was at an elevation of 27◦ and the
speaker in Room 2 was at an elevation of 18◦. Male speech was used for all of the tests.
For the Room 1 test there were 14 voiced frames detected. For Room 2 test 1 there
were 18 voiced frames detected, and for Room 2 test 2 there were 31 voiced frames
detected. Using either the dynamic bandpass filter or the fixed frequency bandpass
filter significantly reduced the number of frames where the elevation estimate was
more than 5◦ from the true elevation. Although the dynamic bandpass filter had
better results on Room 1 data, it did not do as well on the Room 2 data. The fixed
bandpass approach more consistently improved the elevation error.
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Table 4.6: Bandpass filter applied to voice in (a) Room 1 and (b)
Room 2
(1) Room 1, True Position: Azimuth = 254◦, Elevation = 27◦, range = 1.05m
Frequency Range (Hz) Mean φ φ Error
200-4000 57.14◦ 100%
2000Hz Dynamic BPF 31.57◦ 14%
5000-7500 32.72 21%
(b) Room 2, True Position: Azimuth = 140◦, Elevation = 18◦, range = 1m
Test 1 Test 2
Frequency Range (Hz) Mean φ φ Error Mean φ φ Error
200-4000 30.27◦ 83% 34.90◦ 93%
5000-7500 13.50◦ 28% 17.50 26%
2000Hz Dynamic BPF 14.16◦ 37% 19.40◦ 40%
4.2.4 Modeling Wall Reverberation
Using the fixed bandpass filter, the elevation and range were estimated modeling
reverberation from the two closest walls: the ceiling, and the wall at 0◦ azimuth
relative to the microphone array. The data was collected in Room 1 using male
speech from the TIMIT speech corpus. The speaker was at an azimuth of 254◦, an
elevation of 27◦, and a range 1.05m. First, the azimuth was fixed to truth, and only
the elevation and range were estimated using R-ML-SSL using frequencies between
5000Hz and 75000Hz. Figure 4·8 shows the result of a single frame of processing.
A ridge is present from the wall reverberation as expected, and the peak of the
maximum-likelihood surface is at a range of 0.95m and elevation of 30◦. A summary
from all 12 frames that were processed is given in Table 4.7. The average elevation
is within 5◦ of the true elevation, and the average range is within 0.15m of the true
range.
Table 4.7: Average elevation and range estimates and errors for Room
1 modeling reverberation from 0◦ wall and ceiling using frequencies
between 5000Hz and 7500Hz
Average Elevation and Range Estimates and Errors
Frequency Range (Hz) Average φ φ Error Average Range Range Error
5000-7500 31.35◦ 21% 0.957m 14%
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Figure 4·8: Single frame range and elevation from Room 1 modeling
reverberation from ceiling and wall at 0◦ azimuth
Finally, to verify the end-to-end performance of applying a bandpass filter, the
same data used to generate the baseline Room 1 results shown in Figure 4·1 was run
but with a bandpass filter passing 5000Hz to 7500Hz. The results are shown in Figure
4·9. The average elevation was improved from 56◦ to 31.67◦ and the average range
estimate was improved from 1.53m to 0.94m. This is an 84% improvement in the
average elevation estimate and a 77% improvement in the average range estimate.
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Figure 4·9: Azimuth, elevation, and range estimates with error





In this thesis, a method to improve the accuracy of an existing maximum-likelihood
TDoA based sound source localization for small aperture uniform circular arrays was
proposed. In a reverberant environment, the reverberations act like multiple sources.
Without sufficient angular resolution, the multiple sources significantly degraded the
performance of the existing algorithm. Specifically, while the azimuth of the speaker
could still be accurately estimated, the elevation and range were not accurately esti-
mated. Either increasing the microphone array aperture or using higher frequencies
improve the angular resolution of the microphone array, and thus improve the accu-
racy of the algorithm.
After verifying the baseline results of the original algorithm, a coarse-to-fine search
method was implemented to improve the accuracy of the localization and reduce
computation time compared to a brute force method. It was shown that the coarse-
to-fine search reduced the total run time of by about 98%, reducing the run time
from about 326 seconds to 7 seconds. In addition, the coarse-to-fine achieved a much
more precise estimate of the speaker position when the position was not exactly on
the grid of possible locations.
Tests were first done in simulation to show that poor angular resolution in a
reverberant environment with a small aperture microphone array was causing the
poor elevation estimate. In an anechoic setting, the speaker azimuth and elevation
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was accurately estimated. However, when the same simulated setup was placed in a
reverberant environment, the elevation was off by 10◦. It was then shown that either
increasing the radius of the microphone array aperture or increasing the frequency
of the transmitted signal decreased the main lobe width of the beam pattern of the
microphone array. While the beam patterns were based off of a very narrow-band
transmitted signal as opposed to a wider band signal such as speech, it showed two
methods that would improve angular resolution overall, and thus could be applied to
wide-band signals as well.
For most applications, the geometry of the microphone array is fixed, so the
effectiveness of high pass filtering the received signal was investigated further, as
opposed to increase the aperture of the array. Two methods were implemented to
test the effectiveness of high pass filtering on the angular resolution: a fixed pass band
and a dynamic pass band. The fixed pass band was between 5000Hz and 7500Hz.
The dynamic pass band used a 2000Hz pass band centered around the highest peak
in power spectral density between 5000Hz and 8000Hz. The accuracy of the elevation
estimate of these different band pass methods was compared to using the baseline
frequencies of 200Hz to 4000Hz. Using either of the higher frequency pass band
methods significantly improved the average elevation estimate. It was then shown
that using the bandpass filtered signals and modeling the reverberation from walls,
the range could be more accurately estimated than using frequencies between 200Hz
and 4000Hz.
5.2 Future Directions
In the future, the collection of a comprehensive set of data across multiple con-
ference rooms with the speaker in various locations would be advantageous. With
enough data, the band pass selection algorithm could be further refined. Based on
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the collected data, a bandwidth of 2000Hz was chosen for the dynamic bandwidth,
but different bandwidths for different voice data may perform better. In addition, a
different bandwidth may prove more effective for estimating range.
Steps to reduce the run-time of the maximum-likelihood algorithm would make it
more suitable for real time applications. One way to do this would be to apply the
coarse-to-fine search using the high pass filtered data as opposed to using the brute
force search method. Also, as currently implemented a position is estimated for each
voiced frame by searching over an entire space. If the search grid space was limited
based on the previous frame’s location, the run time could be significantly reduced.
Combining the coarse-to-fine search method with a bounded search range based on
the previous frame output would improve run time and improve the accuracy of the
position estimate.
Finally, many sound source localization algorithms that find a solution based
on processing individual frames incorporate an element of tracking. In this work, a
baseline approach to use information from multiple frames was implemented to handle
the case when the maximum-likelihood surface was noisy. An azimuth, elevation, and
range was computed for each frame based on the peak of the maximum-likelihood
surface, however in each frame there were other local maxima in the maximum-
likelihood surface. Therefore, for a single frame, the locations of all local maxima were
maintained with a corresponding score. If on the next frame a local maxima occurred
at any of the same locations as the previous frame, the score for those locations was
increased. If there was no local maxima at the new frame that corresponded to the
last frame, the score was decreased. The position corresponding to the local maximum
with the highest score was returned as the most likely sound source location. While
this method worked reliably on simulation data, the algorithm would often get stuck
on the wrong local maximum when tested on collected data.
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A more refined approach such as a particle filter tracker would likely have better
results. Valin proposes using a particle filter to do tracking of the sound source across
frames (Valin et al., 2006). By using a particle filter, erroneous frames where the es-
timate is far from the current estimate can be discarded and not disrupt the sound
source location estimate. Using a type of filtering with the maximum-likelihood algo-
rithm would allow for the location estimate of multiple speakers and also potentially
to track moving speakers.
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