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It is shown that P*(p) # L$) if and only if there exists a probability measure Y 
with Y J. I( and lip /I l,V < Clip IIz,lr for all polynomials p and a fixed constant C< co. 
The relationship between this method and theorems of Berger and of Carey and 
Pincus concerning rationally cyclic vectors for powers of nonnormal subnormal 
operators is examined. 0 1985 Academic Press, Inc 
Let p be a positive compactly supported Bore1 measure in @ and let K 
denote a compact set containing the support of p. If d is a subalgebra of 
C(K), the continuous functions on K, and if e is a positive real number, 
then the closure of d in L”(p) will be denoted by AC(p). Whenever d 
denotes the polynomials or the rational functions (with poles off K), the 
closure of d in Le(p) will be denoted by P’(p) and Re(K, p), respectively. 
We are interested in determining when Al(p) # L’(p). For 
P(U)= Y”(p) (the weak-* closure of the polynomials in L”(p)) a 
very explicit characterization has been given by Sarason [24]. (See 
Chaumat [12], Conway [14].) When p is carried by the unit circle, the 
case P”(p) # L’(p) was settled by Szego [25] for ,D absolutely continuous 
with respect to Lebesgue measure on the circle and by Kolmogoroff and 
Krein (see [18]) for the remaining case. This was extended to a function 
algebra setting in Helson and Lowdenslager [22]. For general measures p 
the case P2(~)#L2(~) arose as a test question for the invariant subspace 
problem; more precisely, do subnormal operators have (nontrivial closed) 
invariant subspaces? Brown [8] gave an affirmative answer to this problem 
in his beautiful theory, but bypassed the question of characterizing 
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P*(p) # L*(p). As a first step toward an explicit determination of P*(p), we 
establish the following characterization: 
THEOREM 1. For e> 1, P”(p) # L/(p) if and only if there exists a 
probability measure v and a constant C-C CC with 
(a) v I p and 
(b) lI~lI1.v ~CIIPII,,, 
for all polynomials p. 
For subnormal operators the invariant subspace question reduces to the 
case of whether the operator multiplication by z on P*(p) has an invariant 
subspace [2]. Whenever v can be taken to be a point mass, 6,, in (a) and 
(b), then (b) defines a (nonzero) bounded linear functional whose kernel is 
the desired invariant subspace. Brennan [4-61 and Brennan and 
Hruschev [7] have shown that for dp = w  dm, (where m2 is area Lebesgue 
measure and w  E L (log + L);, (m2)), v can be chosen as a point mass. We 
do not know whether for general ,U this can always be done. We will show 
that the idea of Theorem 1 leads to a more enlightening proof for subnor- 
mal operators of an invariant subspace theorem of Berger [3]. In the same 
vein, we can easily obtain a weaker version of a difficult invariant subspace 
result due to Carey and Pincus [9]. However, we do not know if Brown’s 
invariant subspace theorem (for subnormal operators) follows from 
Theorem 1. 
If v = 6, satisfies (b) in Theorem 1, then the functional elements of P’(p) 
can be (boundedly) defined at the point w. In this case we say that P’(p) 
has a bounded point evaluation (b.p.e.) at w. As motivation for the type of 
extension entailed by Theorem 1, which is not (necessarily) a pointwise 
extension but rather an extension to a measure space singular with respect 
to the original one, consider the following examples. Let H,(R*) denote the 
Sobolev space of order 1 on R*. (See [ 17, p. 2401.) The elements of H,(R*) 
(which are a priori only defined almost everywhere with respect to area 
Lebesgue measure on C) have restrictions to linear subspaces of dimen- 
sion 1, which belong to Hi,*([Wl), even though these subspaces are m2 null 
sets. Moreover, there is no point in R2 at which all elements of H,(R2) are 
well defined (see [ 17, p. 2461). A similar phenomenon is encountered in 
harmonic analysis on R*, where the Fourier integral of an LP(m2) function 
for 1 < p < 4 is not only in LY(m2) (l/p + l/q = 1 ), but its restriction to the 
unit circle, an m2 null set, is in Lq13(da), where do is normalized Lebesgue 
measure on the unit circle [27]. 
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The following thereom will be proven: 
THEOREM 2. Let K denote a compact set containing the support of p and 
let ZZJ denote P(K) or R(K). Then A’(u) #L’(p) if and only tf there exists a 
probability measure v satisfying 
for all f E JJZ’ and a fixed constant C < co. 
It should be noted that it is this extra generality that makes the connec- 
tion between Theorem 1 and b.p.e.3 unclear. For example, consider the 
rational functions with poles off of the support of p. Theorem 2 charac- 
terizes when R*(u) #L*(p). However, it is known that there exists a Swiss 
cheese S, so that R*(m, IS) # L*(m, IS) but for which R*(m, Is) has no 
b.p.e.‘s [ 151. In the case p = m2 lK, other characterizations of 
R2(m2 IK) # L2(m2 IK) are known [l, 20,211. Also, if L > 2, it is easy to 
show that v may be taken to be a point mass in Theorem 2. (When d is 
the polynomial or rational functions, confer [4].) 
In order to prove Theorem 2 we will need several lemmas. The proof of 
the first lemma is very similar to Lemma 1 of [26]. When E is a Bore1 set, 
we say that Lp(p 1 E) c AP(p), if every function in Lr(p I E) is the restriction 
p - a.e. on E of a function in AP(p) which vanishes p - a.e. off E. (This is 
what is meant by saying that AP(u) has Lp(p I,) as a direct summand.) K 
will denote a compact set containing ~1. 
LEMMA 1. Suppose that d is u subalgebra of C(K), separating points 
and containing the constant functions. Suppose that L”(p JE) c A”(u) for 
some Bore1 set E and that 
ll.fll/,Y G c Ilf Ilm,p (1) 
for all f  E d and a fixed constant C < co. Then 
for all f  e d, 
(4 llfl C ~ E /I f,v 6 c if I @ --E 11 m,,, 
Ilf I E II /,,a d c Ilf I E II m,p 
and 
(ii) Le(v IE)= A’(v lE) and Lp(v I E) c A’(v), 
(iii) v lE+p IE and 
dv 
& EL%). 
E 
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Proof. We assume that m 2 1. A modification of the proof takes care of 
the cases 0 < m < 1. Let F be a Bore1 subset of E and choose f, E & so that 
Ilf, - xF I/ ~,m < l/n in L”Q). Then by (1) f,I -f in L!(v) for some 
f E L’(v). Now 
Ilfnfi - XF l/p,m d Ilfnfk -fnXF+fnXF-XFXFIlp,m 
d Ilfn II c1: llfk - XF II p,m + l/n. 
Choose k so large that I& - xF I/ ~,m < l/n llfn II cz. If we denote this k by k,, 
:;; we have f,,fk, -+ xF in Lm(p), so by (1) f,,fk, -+ g in L”(v) for some g. 
Llm Ilf, -fnfk,IIp,m = 0, n-00 
so 
Llm Ilf, -fnfk, /Iv,y = 0. n-m 
Thus g =f. By choosing subsequences converging pointwise, we see that 
f2 = f. Let T denote the bounded linear operator densely defined by (1 ), 
sending h t--+/r for h E d. The previous computation shows that T&) = xp 
in AC(v) for some Bore1 set F. Denote F by TF. We will show that 
xTF= xF in A/(v). 
For F a Bore1 subset of E, the hypothesis gives f XF E Am(p) for every f in 
d. Thus if f n + xF in A”(p) and {f n} c z?‘, then 
T(f xF) = Lim T(ff .) = Lim ff n 
n--r02 n-m 
=f;Jzf,=f;lz T(fJ 
Fix a function fed and choose a linear combination of characteristic 
functions of Bore1 sets converging in A”(p) to xFf. That is, as n + GO 
c adF,, -f xF in A”(p). (2) 
Applying T we get as n + cc 
c UinXTF,, + T(~xF) =f xw 
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Taking complex conjugates in (2), we see that 
TC~XF) = Lim T  = Lim c ~~,JTF,. 
n-m n+m i 
= Lirn xainXTF,,= TVXF)=~XTF. 
n-a, ; 
Let g be in d. Choose functions {f,,} in d converging to fxF in A*(p). 
Then 
T(gfxF) = Lim T(gf,) = Lim gf, =gLim T(f,2) 
n-m n-03 ,1 4 3c 
= gT(fXF) = ifX TF.  
By the Stone-Weierstrass theorem we may uniformly approximate a fixed 
continuous function h on K by sums of products of functions in s4 and 
functions in d. Hence for h continuous on K, T(hXF) = hXTF. Let H be any 
compact subset of K. Since z + xH(z) is an upper semicontinuous function 
on C:, there exists a bounded sequence of continuous functions, h,, with 
h,, L xH pointwise in an open set containing H and the supports of p and v. 
Hence T(xHxF) = xHxTF in A”(v). Letting F= H we see that xTH = xHn TH 
in A’(v), so THc H v - a.e. for H compact. Similarly TG c G for G 
relatively open in K. Since T(xHF) = T( 1 - xH) = 1 - x TH = xcTHjc, we have 
T(H”) = (TH)“. Thus (TH)’ = T(H”) c H’ v - a.e. for H a compact subset 
of K. It follows that H = TH v - a.e. From (1) I/x~II~,~= 
II T~Hllr.v dC II~Hllm,p, so v(H) 6 Cp(H). Hence by the regularity of p and 
v, v IE$,u jE and dv/dp IE< Cp--a.e. Since T(xF)= xF EA[(v) for all Bore1 
subsets of E, (i) and (ii) follow easily. 1 
We will need some definitions and lemmas concerning capacity and 
Hausdorff measures. The notation follows Garnett [19]. 
DEFINITION 1. For positive real numbers t and 6 and for E a bounded 
subset of C, let 
Aj&)(E)Einf { f (T,)‘: Ec U,:,S(ai, r,) and r,<6). 
j= I 
(Here S(a,, r j) is the closed square with center a j and radius r j. ) 
DEFINITION 2. For t > 0 and E a bounded set, the Huusdorff t-measure 
of E is 
/i,(E) = Lim A(‘) (E) 
6\0 r . 
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DEFINITION 3. For 0 < t and E a bounded set, 
m,(~)~inf { 2 (rj)‘: EC vi:, S(a,, ri)>, where 
j= 1 
aj=(p+iq)/2”+’ and r j = l/2”. (Here n is a positive integer and p and q 
are odd positive integers.) 
Note that m, is an outer measure which is useful for computations, but 
that in contrast to Hausdorff t-measure (if t is not an integer), m, does not 
give a measure on all Bore1 sets. 
DEFINITION 4. The Newtonian capacity of E is 
C(E) = sup {a(E): CJ > 0, support of 0 c E, and 
1 
-da(w)< 1 for 
0-a.e. z in C}. 
s [Z-WI 
DEFINITION 5. For g E L,‘(p) and 3, in @ let 
the Cauchy transform of the measure g dp at R. 
It is well known [ 19, Chap. 31 that j exists at each point of @ except for 
a set of at most 0 Newtonian capacity, g is in L,‘,, (m,), and g = 0 in 
L:,, (q) if and only if g=O in L’(p). 
LEMMA 2 (Lemmas 1.3 and 1.4 of [19, p. 611). m,(E)=0 iffA,(E)=O. 
LEMMA 3 (Corollary 4.2 of [ 19, p. 741). For 1 < s < 2 
LEMMA 4 (Theorem 59 of [23, p. 1241). Let 0 be a metric space. Suppose 
that every compact subset ?f Q with infinite A, measure (replace the squares 
in the definition of A, by closed balls in the metric) contains a subset offinite 
positive A, measure. Then every compact set of Sz of non-a-finite A, measure 
contains a system of c disjoint compact subsets of positive A, measure. 
Lemma 3 is essentially due to Frostman. For the case of Hausdorff 
measures in the plane, Lemma 4 is basically due to Besicovitch. One proof 
of Lemma 4 for Hausdorff measures in the plane can be based on dividing 
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the set by nested dyadic boxes and choosing as subsets appropriate inter- 
sections of certain subsequences of the dyadic boxes. 
The following lemma is the key for the proof of Theorem 2. Let K con- 
tain the support of p. 
LEMMA 5. Let d denote P(K) or R(K). Assume that A”(p) # L’(p) for 
some e > 1. Then there exists a probability measure v with 
(a) VIP, 
(b) 1lfllI.r 6C Ilfllc, 
for all f in d and some constant C < CO. 
Proof, Choose g E L’(p), g # 0, with g I A’(p). For f in .&’ and I in @ 
o=J f(z)-f(A)- z _ A g(z) 4(z), 
so 
rcn,&)=jf* dp(z), 
and 
(3) 
Notice that i is analytic off the support of g dp. Consider the case where 
the support of i is not contained in the support of p. On some open set 0 
in the complement of the support of ,u, Ii I is bounded below by some 
6 > 0. Let v be any probability measure whose support, K,, is contained in 
0 n K. Denote the distance from K, to the support of p by CI. Then from 
(3) 
llf Ill,” Gf; /lgll2,, Ilf ll2.p 
for all f in d. 
In the contrary case, we may assume that K is the support of .H and that 
$ = 0 off K. Let K, be a compact subset of K with m,(K,) > 0 and on which 
I i 1 is bounded below by some 6 > 0. We wish to find a compact subset K, 
of K, satisfying: 
(i) AK,) = 0, 
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and (ii) f 
or some nonzero measure v the support of v is contained in K, 
sup,? E @ s 1 - b(z) < 1. Kl lz-AI 
Suppose that (i) and (ii) hold for v. Integrating (3) with respect to v and 
using Fubini’s theorem gives 
s K, Ifl de; Ilgllr,, IlfIIr,p> 
for f in JG? and l/e’ + l/e = 1; so we’re done. To satisfy (a) and (b) it is 
enough to find a compact subset of K,, K,, with p(K,) = 0 and C(K,) > 0. 
By Lemmas 2 and 3, we need only find a compact set K, in K, with 
p(KI) = 0 and A,(K,) > 0 for some h with 1 < h < 2. Notice that /i,, is not a 
a-finite measure on K,. Otherwise, we can find Bore1 sets {K,}E i with 
K,= Up”=, Ki and A,(Ki) < GO for i= 1, 2,.... But A,(Ki) < cc gives 
A,(K,) =O, and hence m,(K,)=O. Thus m,(K,,) = 0, contradicting the 
choice of K,. By a result of Besicovitch (see [ 11, p. 111) /i I on @ has the 
property that every compact subset of infinite /1, measure contains a com- 
pact subset of finite positive /i, measure. We may now apply Lemma 4 to 
get pairwise disjoint compact subsets of K,, K,, 0 < t < 1, with 0 < A,(K,) 
and hence C(K,) > 0. Now p is a finite measure, so at most a countable 
number of K, have positive p-measure. Choose any K,, with p(K,,) = 0. 
Again by Besicovitch’s result there is a compact subset, FtO, with 
0 < /1,(F,,) < co. Let v be Hausdorff h-measure on F,, appropriately nor- 
malized. m 
Combining Lemmas 1 and 5 completes the proof of Theorem 2. 
II 
The main idea in the original proof of Berger’s theorem [3] is to connect 
the “principal function” (see [9, 133) for the rationally cyclic hyponormal 
operator H with the “principal function” for H” by using mapping proper- 
ties of principal functions. Here, motivated by an invariant subspace result 
of Foias and Sz.-Nagy [ 163, we associate to each rationally cyclic nonnor- 
ma1 subnormal operator area measure on a certain compact set. Then we 
use the rotation invariance of area measure to rule out rational cyclic vec- 
tors for all suhiciently high powers of the operator. The chief difficulty 
occurs in the case when the measure p associated to the rationally cyclic 
nonnormal subnormal operator is singular with respect to m,, area 
measure. In this case it must be verified that the compact set associated 
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with the subnormal operator is (q- a.e.) independent of the choice of 
rationally cyclic vectors for all high powers of the operator. This follows 
from the computational Lemmas 6, 7, and 8, which are motivated by 
Chaumat [ 121. 
LEMMA 6 (Claim 1.9 of [14]). Let {fO,f,,...} be a subset of 
Ball, (L’(p)). Then there exist positive numbers {ai}j’?=,, xi”=, a, = 1, so that 
if 
f= jJaifi2 then lfil dp<Jfl dp for i= 1, 2,.... 
r=l 
Recall that for K a compact set containing the support of CL, R2(K,p) 
denotes the L2(,u) closure of the rational functions with poles off K. For the 
remainder of the paper m will denote area measure on C. 
LEMMA 7. There exists a G in R2(K, p)’ satisfying 
161 drn<lf?l dm for all g in R2(K, p)l. 
TrooJ: Contider ‘3 5 { 6: g E R2(K, u)’ and llg II 2,P < 1 }. Define 
S(g) s {z E C: g(z) # 0, g E L2(p)}. (Note that S(i) is m - a.e. independent 
of the choice of function element of L’(p).) Let a-sup {m(S(i)): YES}. 
Choose ii in ‘3, i= 1, 2 ,..., with 
a = ,“..; m( S(jj)). 
It is easy to see that 2 vanishes off K so CI < co. Moreover, by Fubini’s 
theorem 
S, I ii I dm d CS, I gi I & G CP(K)“211 gi II 2,p d CP(K)“~, 
where C = supAEKjK l/ I;1 - z I dm(z). 
Applying Lemma 6, there exist positive numbers {a,}: 1, x2, ai = 1, so 
that if 
H= Fai&, then HE L’(K, m) 
i=l 
and Iti1 dmQHdm, i=O, l,.... But 11 gi II+ G 1 SO CE 1 ajgi E R2(K ~1~. 
Hence H = Cz I aiii = (c,“= 1 aigi2. Let 
GE ‘f aigi, 
i= 1 
then a = m(S(&). 
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For any j in 99 apply Lemma 6 to $, d, 0, O,... and get an g (which is a 
convex combination of g and C) with m(S(i) u S(C)\S(g)) = 0. Now 
m(S(E)) 2 m(S(Z)) 
>m(S(&JL@)) 
2 m(S(b)) + m(S(i)\S(S)) 
3 m(S(&), 
SO m(&)\S(e)) = 0. Thus 
A 
Let M denote multiplication by z on R2(K, p) and let 4 be a rationally 
cyclic vector for M”. 
LEMMA 8. There exists an H in R2(K, p)’ satisfying 
for all g in R2(K, p)‘. Thus 
m(S(qS)AS(8)) = 0. 
(Here AABr (A\B)u (B\A).) 
ProoJ Arguing as in Lemma 7, but with 
we get an H in R2(K, 11)’ satisfying 
1421 dm+ld% 
for all q$j in $f$. 
Let F be a Bore1 subset of S(q$\,S(d). 
by construction 
dm 
Then 161 =0 m-a.e. on F, so 
lb1 =o m - a.e. on F for all gE R2(K, p)‘. 
Fix any bounded Bore1 function j3 with support in F and define 
Fp(z) = sF( l/(w - z))b(w) dm(w). Fp is a convolution of a bounded 
function with compact support with an L&z”(m) function, so Fp is con- 
tinuous on C. Now 
= - 
s 
.@drn 
= 0 (4) 
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for all g in R*(K, p)‘. Thus Fp E R*(K, p). Since Fp is bounded, 
bFp E R*(K, p). Repeating the argument in (4) for g = H and #FB replacing 
FB gives 
O=i‘ fi&?drn. 
F 
But {a} is dense in L”(F, d?), so 42=0 m-a.e. on F. 
Similarly if F c S(&)\S(dI?), then $2 = 0 m - a.e. on F. Hence 
f&o m - a.e. on F for each g in R*(K, p)‘. 
Define FB as before. Again as in (4) 
thus F&E R*(K, p). Since 4 is rationally cyclic for M” there exist rational 
functions {rk}pC 1 with r,(z”)d(z) +k-a, 1 in R2(K, p). Hence 
r,(z”)&z)F&z) -+ F&z) in R2(K, 11). Repeating the calculation (4) gives 
O=JKFpcdp= -jpf16drn. 
But again by density 16 1 = 0 m - a.e. on F. 1 
After these computational lemmas, we are now able to prove 
THEOREM 3 [3]. Let S denote a nonnormal subnormal operator. Then 
for all large n, S” has no rationally cyclic vectors. 
Proof Without loss of generality we may assume that S has a 
rationally cyclic vector. Thus we may take S = M, on R2(K, p) for K a 
compact set containing the support of p [ 14, p. 1461. 
Fix any positive integer n. Assume that 4 E R2(K, p) is a rationally cyclic 
vector M:. Since z&z) E R*(K, p), there is a sequence of rational functions 
{rk}TC, with 
rk(Zn)b(Z) g  z4(z) in R2(K, p). (5) 
Choose H in R2(K, p)’ as in Lemma 8. Computing as in Lemma 5 for a 
rational function r with poles off K gives 
where C = sup,, KIK (l/ ) z - i I ) dm(1,). 
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BY/\(~) and the previous estimate, we have rk(zn) -+ k _ ,z in 
L’( ]4t7( dm). Thus for an appropriate subsequence, reindexed if necessary, 
r&f7 Tz-zZ pointwise m - a.e. on S(#%). 
By Lemma 8 this pointwise m - a.e. convergen% also occurs on S(e), 
where G is chosen as in Lemma 7. Clearly m(S(G)) > 0, else by construc- 
tion I$1 = 0 m - a.e. for all g E R’(K, ,u)’ and R*(K, p) = L2(K, p), con- 
tradicting M, nonnormal. Let K, denote a Bore1 set for which 
m(K,,) = m(S(dR)) = m(S(6)) and on which rk(zn) -+ k+ ,z pointwise for 
every z in K,. 
Define 9~ {eeZ+: ME has a rationally cyclic vector}. Repeat the 
argument for 1 each e E 9 to get K,. Define KO = r)/ E Y K,. Clearly 
m(K,) = m(S(G)). By construction, if /E 9 and if 19 = 27r/L, then the sets 
K,, e”K e3 eZieK t,..., e”” -lJeK, are disjoint. 
Hence K,, eieKO,...,e ‘(’ -lJeKO are pairwise disjoint (except possibly for the 
one point 0). But m(K,) > 0 and m is rotation invariant, so 9 must be 
finite. 1 
We now consider a weaker version of a theorem due to Pincus and 
Carey [lo]. We prove 
THEOREM 4. Let S be a nonnormal subnormal operator. Then for I’s in a 
set of positive area measure, (S- A)’ has no rationally cyclic vectors. 
Proof: As before we may assume that S = M, on R2(K, CL). Moreover, 
we may assume that K is the support of p and m(K) > 0, else the theorem 
follows from arguments similar to those of Theorems 2 and 3. 
Choose G from Lemma 7 with G in R2(K, p)’ and 1 i 1 dm < I 6 I dm for 
all g isR2(K, p)‘. Let /1 be any point of Lebesgue density (m-density one) 
for S(G). Suppose that 4 is a rationally cyclic vector for (M, - I)=. Choose 
H as in Lemma 8 and compute as in Theorem 3 to get 
s K lrl 1421 ~~~~II~~II~,,II~IIz,, (6) 
for rational r with poles off K. 
Since 4 is rationally cyclic for (M, - A)‘, we choose rational functions so 
that 
rk((z - ~)2M(z) z (z - nM(z) in R2(K, ,a). 
Then (6) gives 
rk((z-A)2)5;;;* (z-2) in L’( 1 &?I dm). 
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Thus by Lemma 8 for an appropriate subsequence, reindexed if necessary, 
Tk((Z - 4’) x (z-2) pointwise m - a.e. 
on S(6). Choose a Bore1 set K, with K, c S(6), m(K,) = m(S(d)), and 
f-/c((z - A)‘) x (Z-A) pointwise at every point in K, 
Then by construction, (K, - A) n - (K, - A) = a. But A is a point of den- 
sity for s(G), hence for K,, so 0 is a point of density of K, - I,, con- 
tradicting the equality above. Since MZ is not normal, m(S($) > 0, so 
m - a.e. 1 in S(e) has density one. 1 
We close with the following remarks: 
(1) The following question is raised by the proofs of Theorems 3 and 4. 
If M; is a pure subnormal operator on R’(p), can there exist a Bore1 set K, 
of positive area measure contained in the support of p such that b(z) = 0 
m2 - a.e. on K, for every gE R*(p)‘? (In an oral communication Jim 
Thomson and Bob Olin have informed me that the answer is yes.) 
(2) Note that one direction (Lemma 1) of Theorem 2 holds for very 
general subalgebras of C(K). It would be of interest to know if a similar 
embedding characterization of A’(p) # L’(p) holds for these more general 
subalgebras, .d. 
(3) The following example shows that Lemma 1 may fail for subspaces 
of C(K) which are not subalgebras. 
Let B denote the closed unit disc. Harmonic measure at 0 (normalized 
Lebesgue measure) on the boundary of D will be denoted by da and 6, will 
denote point mass measure at the origin. H(i)) will consist of the linear 
subspace of all continuous functions on B which are harmonic on D. Then 
(a) H(D) is dense in L’(do), 
(b) H(D) separates the points of B and contains the constants, 
(c) for all hEH(B) and 1 </<co l Ihl’&?,<Jlhl’da, but 
6, I da, 
so the conclusion of Lemma 1 fails. 
(4) To make the characterization of Theorem 1 in terms of operators 
on Hilbert space, it would be satisfying to replace the “1’ in Theorem 1 (b) 
by “2”. We do not know how to do this in general. Observe that if we 
simply try to find a nonzero measure o satisfying 
II P II 2,w d C’ IIP II 1.v 
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for 0 < C’ < co and all polynomials, then an application of Lemma 1 gives 
o<v, and since (in the difficult case) P’(v) = L](v), then P’(o) = L2(o). 
Such a “reverse” Hiilder inequality entails v having point masses. Thus if v 
is nonatomic this direct procedure fails. 
(5) It should be noted that Scott Brown in a recent preprint has settled 
the invariant subspace problem for a very large class of hyponormal 
operators, using his subnormal operator techniques together with some 
ideas of Putinar. 
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