Abstract-Algorithms for supervised classification problems usually do not consider imprecise data, e.g., interval collections, histograms, list of values, fuzzy sets among others that represent observed data. Moreover, fuzzy set theory is a natural choice to model imprecision and kernel methods are the state of the art in learning machines. Previous works describe a link between both areas: the interaction between fuzzy rules of Takagi-Sugeno-Kang (TSK) fuzzy systems and singleton fuzzy inputs are equivalent to positive definite kernels (PDK). Current research in fuzzy systems shows that nonsingleton fuzzy sets can be used to model imprecise data. In this work, we study the relationship between positive definite kernels and TSK fuzzy systems with nonsingleton inputs. As a result, we define an extension of TSK fuzzy systems to deal with nonsingleton fuzzy input and we show that the interaction between fuzzy rules and nonsingleton fuzzy inputs induces a new class of PDK, the nonsingleton TSK kernel class, which are close related, but not equal, to Vapnik's vicinal kernels. Finally, based on nonsingleton TSK kernels and distance substitution kernels we give a general procedure to formulate PDKs for interval data. Experiments conducted with interval datasets show better performance than the state of the art approaches.
I. INTRODUCTION
Machine learning algorithms are usually prepared to work with crisp data or with crisp representation of imprecise data. Imprecise data is due to measurement errors, or missing values, or noise values, or it is usually added by instruments, or by some preprocessing data transformations that involve sampling, randomness or numerical imprecision. Some real examples of imprecise data are: (1) gene-expression data -because of the complexity of the biological experiments, almost all causes above are present, in special, the final quantification of an expression value for a gene depends on the estimation of the parameters of a statistical with many sources of variation; (2) medical data -clinical data is prune to several problems, in special, missing values, for instance, in the diagnosis of dyslexia patients solve graphical tests which are subjectively evaluated by experts, in the form of linguistic terms (e.g., "near 10", "between 4 and 7"); (3) weather databases -Intervals represent climate indicators along the day, for instance, temperature between 3 and 7 degrees, CO 2 between 394.1 and 394.2 parts per million, Wind between 7 and 10 miles per hour, Humidity between 10 and 16 percent and Sea level between 2.3 and 3.5 meters. (4) economics -Histograms and intervals represent economic data, e.g., country's income distribution. In all the above examples, density-like distributions, fuzzy sets or intervals describe better observed data.
From this perspective, machine learning algorithms able to do some tasks using imprecise data would have a pragmatic importance. However, researches often process imprecise data to get a representative nominal value. The drawback is the loss of important information about the problem.
Fuzzy theory is a natural choice to deal with imprecise data. On the other hand, kernel methods such as Support Vector Machines (SVM) are the state of the art in Machine Learning. It is worth to note that fuzzy rule-base classifiers can be trained using SVMs, introducing some of the SVM's advantages in fuzzy classifier design [1] - [8] , such as the nonlinear mapping given by positive definite kernels.
A. Positive kernels and fuzzy rules
Using both techniques, fuzzy set theory and positive definite kernels for data analysis, we have identified two main categories in research done in machine learning. In the first one, fuzzy theory does not involve as a necessary consequence positive definite kernels or vice versa, in other words, specific fuzzy techniques and positive definite kernels solve jointly pattern classification problems. Some works in clustering [9] - [11] , classification problems with outliers or noises [12] , feature extraction [13] , discriminant analysis [14] among others are in this group.
In the second one, fuzzy set concepts always imply positive definite kernels (or vice versa), works in this group are:
(1) Kernels and fuzzy rules: using some T-norm operators and fuzzy membership functions, the interaction between the fuzzy system input and fuzzy rules induces positive definite kernels [3] , [15] . Papers [1] , [4] - [8] use this characteristic to train fuzzy classifiers with SVM.
(2) Kernels and fuzzy basis functions: the inner product of vectors with fuzzy basis function as components defines a positive definite linear kernel. Fuzzy basis functions are obtained by general fuzzy implication operators [16] .
(3) Kernels and fuzzy equivalence relations: positive definite kernels mapping to the unit interval with constant one in the diagonal of the kernel matrix are fuzzy equivalence relations, and vice versa under some assumptions [17] , [18] . A recent work [19] describes kernels that include some prior knowledge as fuzzy equivalence relations.
B. Contributions
To the best of our knowledge, all previous works relating the relationship between positive definite kernels to fuzzy rules only consider singletons fuzzy sets to model the fuzzy system input. Because nonsingleton fuzzy sets model imprecision in data, we will take them in consideration in our analysis of Takagi-Sugeno-Kang fuzzy systems. We claim the following contributions:
• Nonsingleton TSK fuzzy logic system. We present an extension of the classical TSK fuzzy systems to deal with nonsingleton fuzzy input.
• Nonsingleton TSK positive definite kernels. We show that the interaction between nonsingleton TSK fuzzy rules and nonsingleton fuzzy inputs induces a class of positive definite kernel functions.
• Kernels for interval data. Using nonsingleton TSK fuzzy kernels and distance substitution kernels, we give a new general view to build positive definite kernels for interval data. Using a Soft C-SVM [20] in datasets with samples containing missing and interval values, we conducted comparative experiments for all the proposed kernels.
II. FUZZY SYSTEMS
Fuzzy systems are universal approximators of functions [21] . They are composed of a set of if-then rules called the rule-base, a fuzzifier, and optionally they have an inference algorithm and a defuzzifier.
A. Fuzzy set, Rule base and T-norm
Let U be the universe of discourse. A fuzzy set F is the set defined on U and with a membership function (MF) µ F :
A rule-base is a set of If-Then rules indexed by l ∈ {1, 2, . . . , L}, of the form:
where
l are their respective linguistic values [22] . In fuzzy systems, linguistic values are represented by fuzzy sets. Rules can be completely described by fuzzy sets. For example, the rule given by Eq. (1) can be described by the fuzzy sets {F
Fuzzy relations, i.e., fuzzy sets defined in the Cartesian product of several universes of discourses, are used to represent the if part of rules or antecedent part. The MFs of such fuzzy relations are obtained by T-norms operators [23] which are used to implement conjunction in fuzzy logic and consequently fuzzy set intersection.
A triangular norm or T-norm is the function T :
boundary condition T (x, 1) = x. Using n ∈ N and associativity, a multiple-valued extension
We will use T to denote T or T n .
Definition II.1 (Rule antecedent part representation by fuzzy relation and T-norm). Let p j=1 U j be the Cartesian product of universes of discourse. Let
be fuzzy sets with their respective MFs
. The antecedent part of the l rule given by
is represented by the fuzzy relation
Using the above definition, the fuzzy rule given by Eq. (1) can be represented by the fuzzy relation
where I is some fuzzy implication operator (see [24] ).
B. Fuzzifier and fuzzy input
Because all the operations performed in fuzzy systems are done using fuzzy sets, it is necessary to turn crisp input into fuzzy sets, this is done by the fuzzifier.
The fuzzifier transform the crisp input (
The singleton fuzzifier converts a value x j ∈ R in a singleton fuzzy set whose support is a single value. i.e., the membership function satisfy µ Xj (x j ) = 1 and µ Xj (x) = 0 for all x ∈ R with x = x j .
On the other hand, the nonsingleton fuzzifier converts the value x j ∈ R in a fuzzy set whose support contains several values, for example, the Gaussian fuzzifier converts the point x j in a fuzzy set with membership function µ Xj (x) = exp(−γ(x − x j )
2 ), γ ∈ R + and the triangular fuzzifier in the fuzzy set with membership function
. . , X p ⊂ U p be the fuzzy sets with MFs {µ Xj :
We will call singleton fuzzy input if it was used the singleton fuzzifier or nonsingleton fuzzy input if it was used the nonsingleton fuzzifier.
C. Inference Algorithm
The third part of a fuzzy system is an inference algorithm whose arguments are the fuzzy input and the rule-base. In Mamdani fuzzy systems [25] , the inference algorithm uses fuzzy composition between the fuzzy input I (Def. II.2) and one element of the rule base given by R l (Eq. 5) to get the fuzzy set Y l with membership function
The system output is a fuzzy set given by computing
where ⊕ is a T-conorm operator [23] . Optionally, it can be used a defuzzifier to convert the output fuzzy set to a crisp value.
D. Takagi-Sugeno-Kang fuzzy system
Takagi-Sugeno-Kang (TSK) fuzzy system does not have a fuzzy set in the consequent part of their rules, it has a function of the p antecedents values instead, this implies that it is not necessary either fuzzy composition or defuzzification step. In first order TSK fuzzy systems each rule is written as
(7) The input space is divided into fuzzy regions by antecedents (if -part) and the system behavior in those regions is described by consequents in the form of functions g l (x) :
(II.1) and setting all the universe of discourses to be equal to R, each rule of a TSK fuzzy system defines a function f l : R p → R given by:
The output of the first order TSK fuzzy system is given by the combination of their L rules in the following manner
III. KERNELS AND FUZZY RULES
A Kernel is a function k from X × X to R, where X is an arbitrary finite set. The function k is called positive definite if the n × n matrix Q ij = k(x i , x j ) is positive semidefinite, that is, c Qc ≥ 0 for any choice of c ∈ R n and any choice of x i ∈ X (see [26] or [27] for details). In machine learning this property is important because k(x i , x j ) defines implicitly an inner product Φ(x i ), Φ(x j ) in a Reproducing Kernel Hilbert Space H k , using the implicit map Φ : X → H k . Also, positive definite kernels are useful to build optimization algorithms for machine learning problems, ensuring that kernel algorithms converge to a relevant solution.
A. Takagi-Sugeno kernel
By the form of consequents, there are two positive definite kernels induced from interaction between TSK fuzzy rules and fuzzy inputs.
Lemma 1 (PDFC kernel [3] ). If all the MFs of the fuzzy sets of the antecedent part of the l rule (Def. (II.1)) are generated by translating the positive definite functions u : R → [0, 1] defined as:
is a positive definite invariant translation kernel.
The proof can be found in reference [3] (Theorem 3.11). Lemma (1) assumes algebraic product as T-norm operator. By setting g(x) l = c 0 , where c 0 is some constant value. Eq. (8) can be rewritten as
It is worth to note that by using Gaussian functions in Eq. (10), the Gaussian RBF kernel is obtained. In general PDFC kernels are not RBF kernels [15] .
Lemma 2 (First order TSK-kernel [5] , [8] ). If all the MFs of the fuzzy sets of the antecedent part are Gaussian functions, and the consequent part is the function g l (x) = x, z , then the kernel k : R p × R p → R, given by:
is positive definite.
The proof was given in [5] , [8] . Using Lemma (2), Eq. (8) can be rewritten as
It is worth to note that a more general case can be derived using PDFC kernels for the antecedent part and the inhomogeneous polynomial kernel in the consequent part to represent TSK fuzzy rules, supported by the following fact.
. . , n be the consequent function, then the TSK fuzzy rule (Eq. (8)) defines the positive definite kernel
Proof: The inhomogeneous polynomial kernel is a positive definite kernel, the PDFC is positive definite. The product of two positive definite kernels is also positive definite.
IV. KERNELS AND NONSINGLETON FUZZY INPUT
Positive definite kernels related to TSK rules described in the previous section only consider singleton fuzzy inputs, In this section, we define an extension of TSK fuzzy systems for nonsingleton fuzzy inputs and then we relate the resulting fuzzy rules to positive definite kernel functions.
A. TSK fuzzy system with nonsingleton input
Nonsingleton fuzzy logic system (NFLS) [28] is a Mamdani fuzzy system that accounts for the uncertainty in the input. NFLS has been applied successfully in engineering applications [28] - [32] , with better results that singleton Mamdani fuzzy systems [33] . Its principal characteristic is the nonsingleton fuzzification step with the effect of noise suppression [28] .
In TSK fuzzy systems only the antecedent part of the rules is represented by fuzzy relations (Def. (II.1)), because the consequent is a function. For TSK fuzzy system can deal with nonsingleton fuzzy inputs we compute a representative value of the intersection between the fuzzy relations that represent the nonsingleton fuzzy input and rules. 
where µ A l ∩I :
is the MF of the fuzzy set A l ∩ I given by
and r is a representative positive value for the set µ A l ∩I (x).
Examples of r values can be defuzzification value, a measure or some function r :
Using the above definition, TSK fuzzy system can naturally extended to deal with nonsingleton fuzzy input.
Definition IV.2 (Output of nonsingleton TSK fuzzy system). The output of TSK fuzzy system with nonsingleton fuzzy input is given by the functionĥ :
In the same manner that classical TSK fuzzy systems, the output of the above formulation is a weighted combination of functions {g 
If the fuzzifier is a singleton fuzzifier, then the output of nonsingleton TSK fuzzy system (Def. (IV.2)) reduces to output of TSK fuzzy system (Eq. (9))
Proof:
B. Relation between TSK rules for nonsingleton fuzzy inputs and positive definite kernels Lemma 5 (Positivity of the nonsingleton TSK fuzzy kernel).
Let U = p j=1 U j be the Cartesian product of universes of discourse. Let
be the set of MFs of normal fuzzy sets. Let I be a nonempty and finite set of indices. Let µ i , µ j ∈ X for i, j ∈ I. Then, the kernel k : X × X → [0, 1] given by
Proof: By commutativity property of T-norms k is symmetric. Note that i,j∈I
Therefore k is positive definite.
Lemma 6. The function induced by the nonsingleton TSK fuzzy rule (Eq. (16)) can be written as
Proof: Let r be sup x∈U1×...Up {T (µ I (x), µ A l (x))}, substituting µ I = µ i , µ 
is positive definite. The above results mean that we could use whatever T-norm operator and MFs of normal fuzzy sets, we could obtain a positive definite kernel k.
Also, kernel given by Lemma (5) is a fuzzy equivalence relation [17] with respect to a given T-norm and can be represented by a fuzzy bi-implication formula [18] , because every positive definite kernel that maps to the unit interval with constant one in the diagonal fullfill these requeriments. Details are omitted due to space constraints.
C. Positive definite TSK Gaussian kernels
We follow with a classical result in NFLSs [28] . 
Let µ l A and µ I be given by Definitions (II.1) and (II.2) respectively. If the T-norm operator is the algebraic product then
The proof is given in [25] .
be the set of MFs of normal fuzzy sets. Let µ i , µ j ∈ X for i, j ∈ I = {1, 2, . . . , N }. The kernel k :
Proof: By Lemma (5), k is a positive definite kernel. 
Proof: Kernel g is positive by hypothesis. The same for k by the previous lemma. The resulting product kernel is then positive since the product of two positive kernels is positive. Therefore, Lemma (6) completes the proof.
Note that kernel k γ : X × X → [0, 1] given by
is also positive definite by the change of variables σ 2 = σ 2 + γ.
Parameter γ plays the same regularization role as it does in the RBF kernel. The kernels given by Eq. (22) and Eq. (24) are closed related, but not equal, to Gaussian vicinal kernels defined by Vapnik in [27] . In the same spirit that vicinal kernels, these kernels can viewed as kernels defined in a neighborhood where the vicinities are defined by the volume given by the spread of each feature.
D. kernels for interval data
Let us assume that imprecise data is given as the interval
. In this context, all the induced TSK kernels with nonsingleton fuzzy input can be used, e.g., it is possible to build a fuzzy data set by setting one fuzzy set X j with MF µ Xj for each interval [x j , x j ].
It is possible to derive new positive definite kernels for fuzzy data using the concept of distance substitution kernels [34] , for example the distance substitution Gaussian kernel:
only needs to define a specific distance measure.
Lemma 10. Let µ = (µ X1 , µ X2 , . . . , µ Xp ) and µ = (µ X1 , µ X2 , . . . , µ Xp ) two vectors of MFs with parameters:
2 ) have zero diagonal and are pseudometrics on X .
Proof: d 1 and d 2 are symmetric and have zero diagonal by construction. They are positive as the product of positive function and subadditive. Thus both functions are pseudometrics distances since they can be set to zero for some distinct variances values.
Lemma 11. The kernels
are positive definite
Proof: By definition of substitution kernel both kernels are positive definite Of course, many other kernels can be derived using this concept and this is a topic of further research.
V. EXPERIMENTS

A. Data and Implementation
Four low quality datasets from the KEEL-dataset repository [35] were used. Low quality data [36] refers to data with uncertainty about the actual value of a feature. These KEEL datasets contain samples with missing values and interval features. Table I contains a summary of these datasets. 
1) Description of the datasets:
• Long-4 is an athletic performance dataset with 4 features. A coach defined the two first in form of linguistic values or intervals; the other ones are measured three times producing uncertainty information represent as intervals.
• 100mlI-4 is an athletic performance dataset used to classify whether or not a mark in a 100 meters race is being achieved. The features are given by the weight to height ratio, reaction time, starting speed, and 40 meters speed. Measurements were made by three different observers.
• 100mlP-4 measurements were obtained by a subjective judgment of the coach in form of linguistic terms • Dyslexic-12-4 is a missing values dataset with twelve features and four classes. Table II shows two examples of Long-4 dataset where each feature is an interval. A detailed description of these datasets can be found in [36] , [37] . 2) Scaling and fuzzification: Some samples of these datasets belong to two different classes at the same time. Because it is not the purpose of this work, they were removed. Next, intervals were scaled (by a linear transformation) to be in the unit square.
For each (feature) interval [x j , x j ] of the four datasets, a fuzzy set with Gaussian MF µ Xj with m j = (x j + x j )/2 and σ i j = (x j − x j )/(2 √ 2 ln (2) , σ 2 , . . . , σ p ) obtained directly from the data.
In the case of missing values, we constructed an interval that spans the whole range of the variable.
B. Kernels Setting
We experimented with the kernels given by Equations (22), (23), (24), (26) , and (27) and the baseline was the RBF kernel. Table III shows three different setting for experiments. The first one considers model selection (see Section V-B1) over the kernels parameter γ. Kernels with id ∈ {0, 1, 2, 3, 4} are in this group.
Kernel with id = 5 is in the second group and it does not have model selection.
In the third group are kernels with id ∈ {6, 7, 8, 9} and experiments consider model selection over γ and multiple kernel setting for fuzzy rules, this is done by considering each fuzzy rule as the combination of two rules, as a result, we have a linear combination of two kernels:
3 . We set arbitrary β = 0.25. Kernel arguments in Table III denoted by x and x correspond to crisp values equals to the means of the intervals, i.e., x = (m 1 , m 2 , . . . , m p ) .
1) Model Selection: we performed model selection in the kernel parameter γ with values in {2 4 , . . . , 2 −10 } and SVM parameter C with values in {2 −1 , . . . , 2 14 } using grid search. For each point in the grid, we performed 10-fold crossvalidation using partitions from [35] . Finally, we reported the pair (C, γ) with best cross validation accuracy. Table IV shows the cross validation accuracy, number of support vectors (SVs) and the best parameters C and γ from the model selection step. We tested the proposed kernel with a soft C-SVM [20] . Our findings show that SVM with kernels 3, 4, 8 and 9 report better accuracies than the baseline accuracy for dataset Long-4 and less number of SVs, as for example, SVM with kernels 3, 4 and 8 have better accuracies and less number of SVs than the baseline. For the same dataset, SVM with kernel 4 has the same accuracy than baseline but with only 9.8 SVs on average vs 15.1, and SVM with kernel 3 has 85% of accuracy vs 73% of accuracy of the baseline, and also it has 13.2 SVs on average vs 15.1 of the baseline. SVM with 
C. Results
Multiple kernel setting and model selection over γ
a Function g was setting to the rbf kernel. b The γ parameter in k eq(26) was 1. c Function g was setting to the one-degree polinomial kernel. kernels 1, 8 and 9 have the same behavior for dataset 100mlP-4. In dataset dyslexic-12-4, SVM with kernel 9 improves accuracy from 36% to 44.10% and the SVs are reduced from 33 to 30.6 on average. This behavior is not the same for dataset 100mlI-4, SVM with kernels 1, 2, 5 and 7 improves accuracies but also increment the number of SVs. From this we conclude that the choice of the kernel is crucial and is highly dependent of the problem. SVM with kernels from group I and III (see Section (V-B)) have better behavior for data sets Long-4 and 100mlP-4, SVM with kernels from group I, II and III for dataset 100mlI-4 and SVM with kernels from group II and III for dataset dyslexic-12-4. Results show that proposed kernels, in most of the cases, outperform the RBF kernel for those datasets. Those results differ, showing that kernel choice is a crucial part of the problem.
VI. CONCLUSION
Real world applications of supervised classifiers involve imprecise data. This is due to the fact that no measurement instrument can produce an exact result, usually data is gathered by subjective opinions, and is better expressed by linguistic, interval or fuzzy values. In kernels methods, the choice of a kernel function is crucial because it constitutes prior knowledge about a task. No free lunch theorem states that learning algorithms with better generalization capabilities are obtained by using some prior information of the domain.
In this work, we show that the interaction between the rules of TSK fuzzy systems and nonsingleton fuzzy input induces a class of positive definite kernels. Also we give a formulation to build kernels for interval data using the concept of distance substitution kernels. Experiments performed in interval datasets show promising results.
