Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
Motivation
Fiscal policy at the sub-national level is one of the major fields in the decision-making of policy makers. For this purpose, reliable forecasts of economic aggregates (as gross domestic product or gross value-added) are necessary. At the regional level, e.g. states or counties, data limitations or a low publication frequency of national accounts make it difficult to predict macroeconomic aggregates and may cause higher forecast errors in comparison to countries' aggregate, e.g., total German gross domestic product (GDP). Additionally, the forecast for Germany may not be a good approximation for the economic development of sub-national (e.g., states) aggregates. The reasons are a high heterogeneity in regional economic structures and different regional business cycles. Whenever a shock such as the economic crisis of 2009 hits the German economy, not all states have to develop in the same way. Therefore, separate regional forecasts are needed. Only few attempts have been made to forecast regional macroeconomic aggregates. Bandholz and Funke (2003) predict turning points for the German state 1 Hamburg with a newly constructed leading indicator. The study by Dreger and Kholodilin (2007) employs a set of regional indicators to forecast the GDP of the German state Berlin. Kholodilin et al. (2008) predict the GDP of all German states simultaneously and account for spatial effects in a dynamic panel setup. Lehmann and Wohlrabe (2013) showed for three different regional units in Germany (the Free State of Saxony, Baden-Württemberg and Eastern Germany 2 ) that forecast accuracy of GDP at the regional level can be improved with a huge data set of indicators in comparison to simple benchmark models. At the level of Canadian provinces, Kopoin et al. (2013) evaluate the forecasting information of national (Canadian) and international indicators. While these few prominent studies focus on the prediction of aggregated GDP directly, this paper mainly concentrates, from a regional point of view, on the question whether it is possible to forecast gross value-added (GVA) for different sectors (e.g., manufacturing, construction etc.). Regional policy makers or credit institutes (e.g., for granting of credits) are not only interested in the development of the economy as a whole but also in forecasts for different branches of the economy. From a practioners point of view it is necessary to know which branches or aggregates drive future economic development, so that predicting sub-components makes the state of the economy more tangible. Another important point for disaggregated forecasts is the consideration that several indicators (e.g., the EU business survey for manufacturing) might be linked to sub-components even stronger than to macroeconomic aggregates (e.g., GDP or GVA). As mentioned above, missing quarterly sectoral GVA data at the regional level makes such an analysis impossible until yet. But our data set enables us to carry out such an analysis, since we have quarterly GVA data for one German state (Free State of Saxony). To the best of our knowledge, this is the only German state where quarterly GVA data for different sectors is available.
Additionally, this paper evaluates whether it is preferable to forecast an aggregate directly (total GVA) or to sum up its weighted sub-components (sectoral GVA) at the regional level. Recently, this question has become more and more attractive in the field of economic forecasting. For the euro area as a whole, forecast performance for different sub-somponents of GDP is analyzed by Hahn and Skudelny (2008) and Angelini et al. (2010) . Barhoumi et al. (2008) and Barhoumi et al. (2012) study this question for the French economy. A comparison of forecast accuracy of sub-components for Germany is made by Cors and Kuzin (2003) or Drechsel and Scheufele (2012a) . Whereas the first article only studies the production side (aggregation of sectoral GVA) of the German economy, the second study compares the different outcomes from the demand (e.g., private consumption, exports etc.) and supply side with those of aggregated German GDP. For the German labor market, the study by Weber and Zika (2013) finds an improvement of forecast accuracy for employment figures through disaggregation in the short term. They show that the aggregation of forecasts for different branches of the economy can produce lower forecast errors in comparison to the prediction of total employment. Studies for regional units, which evaluate aggregate vs. disaggregate forecasts, are missing.
The contribution of our paper is manifold. First, we evaluate forecast accuracy of different indicators for several branches of the economy and forecast horizons (one up to four quarters).
With such an analysis we make the state of the economy more tangible and can clearly specify what drives future economic development. Second, we apply different pooling strategies. It is well-known in the forecasting literature that the combination of forecasting output from competing models can yield lower forecast errors (Stock and Watson, 2006; Timmermann, 2006) . In numerous studies, the advantage of pooling was confirmed (Drechsel and Maurin, 2011; Eickmeier and Ziegler, 2008) . For three German regions, Lehmann and Wohlrabe (2013) find that pooling significantly produces lower forecast errors for regional GDP than an univariate benchmark model. Sub-national studies for different sectors are still missing. Third, this paper applies factor models as well. Several studies at the national level find significant improvements of forcast accuracy for this class of models (see, e.g., Schumacher (2007) and Schumacher (2010) for Germany, or Stock and Watson (2002) for the US). At the regional level, Lehmann and Wohlrabe (2013) find that factor models show no significant improvement for regional GDP in Germany. Finally, we compare direct and disaggregated forecasts of gross value-added with each other and ask whether there is an information gain when predicting sub-components. To carry out this analysis we use a huge data set at the regional level which incorporates quarterly national accounts for one German state (Saxony). We have information on GDP, total GVA and its sub-components as well as 317 different indicators from the international (USA, EU etc.), national (Germany) and regional level (Saxony). This study is closely linked to the one by Lehmann and Wohlrabe (2013) , since it focuses on regional forecasts. But in contrast, it studies sectoral forecasts instead of GDP and additionally asks whether it is preferable to predict sub-components instead of aggregates.
The paper is organized as follows. Section 2 describes our data, the aggregation method and our empirical setup. The results are discussed in Section 3. The last Section concludes our main findings.
Data and Methodology

Data
In general there are no temporal disaggregated macroeconomic data (e.g., quarterly GVA) available at the regional level in Germany. It is possible to use annual information, but this causes the problem of an insufficient number of observations. To the best of our knowledge, only Nierhaus (2007) provides quarterly data on GVA for different sectors. He calculates national accounts for the German state Saxony, which we use in this paper.
3 Gross value-added in real terms is available for six aggregated sectors: (i) agriculture, hunting and forestry; fishing (AGFI), (ii) mining and quarrying; manufacturing; electricity, gas and water supply (industry; IND), (iii) construction (CON), (iv) wholesale and retail trade; hotels and restaurants; transport (basic services; BS), (v) financial intermediation; real estate, renting and business activities (advanced services; AS), (vi) public administration; education; health and social work; private households (public and private services; PPS). 4 The methodological background for the computation of the quarterly data is the temporal disaggregation method developed by Chow and Lin (1971) . They suggest to employ a stable regression relationship between annual aggregates and indicators with a higher frequency (e.g., quarterly data). With this relationship it is possible to convert annual into quarterly data. But these quarterly information have to fulfill two restrictions: horizontal and temporal aggregation (see Nierhaus, 2007) . This means that first the sum of GVA of all sectors has to result in total GVA for every time period. Second, the average index of four quarterly data points has to equal the annual aggregate. We exclude those indicators from our analysis which were used for temporal disaggregation by Nierhaus (2007) . These indicators have to perform well for predicting sector-specific GVA. To avoid such a bias, the following indicators for Saxony are not part of the analysis: turnovers in the manufacturing and construction sector, turnovers for retail sale and wholesale trade. All GVA target variables are available in real terms and for the period 1996:01 to 2010:04. The data are seasonally adjusted with Census X-12-ARIMA and we transformed these into quarter-on-quarter (qoq) growth rates.
To get an impression on how the different sectors contribute to total GVA, Figure 1 shows 3 The data are available upon request from dresden@ifo.de. 4 These six sectors describe the whole economy so that the sum of these sectors equals total GVA.
the sectoral structure of Saxony. The figure shows the share of our six sectors of interest in total GVA for the years 1996 to 2010. For all years, the share of agriculture, hunting and forestry; fishing (AGFI) is negligible (in 2010: 1% After presenting the sectoral weights, Figure 2 shows the development of total and sectoral real GVA for our period of investigation. The most volatile figure is the one for the primary sector (AGFI). Mainly special events drive real GVA growth in this branch of the economy. The public sector (PPS) is the branch with no dynamics at all. Real GVA in the Saxon construction sector (CON) shrinks throughout until the year 2005. Afterwards this branch stabilizes and shows a lateral movement in growth rates. The two service sectors (basic services -BS and advanced services -AS) experienced a positive trend in real GVA growth for the whole period under observation. After the base year 2000, GVA in advanced services grew faster than value-added for basic services. The industrial sector (IND) is the branch with the highest growth rates in real GVA. The reason is the high export dependence of this sector. But on the opposite, the export dependence makes the industrial sector prone to negative external shocks such as the one observed in the global downturn years 2008 and 2009. Total Saxon GVA is mainly driven by the development in the industrial sector. To forecast sectoral GVA we use a huge data set containing 317 indicators which are grouped into seven categories: macroeconomic (95), finance (31), prices (12), wages (4), surveys (74), international (32) and regional (69). The category macroeconomic indicators contain German industrial production, new orders in manufacturing or foreign trade figures. Financial variables are, e.g., interest rates, exchange rates and government bond yields. Furthermore, we have price indices for exports and imports as well as consumer and producer prices. Qualitative measures are collected from different survey results. We have information from consumer surveys (Society for Consumer Research -GfK), business surveys (Ifo institute or European Commission) or expert surveys (Centre for European Economic Research -ZEW). Additionally, we add composite leading indicators for Germany obtained from the OECD and the Early Bird of the Commerzbank to this group. International indicators cover a wide range of information from large economies (US, China, France or Italy). Finally, we have qualitative (Ifo business survey results) and quantitative indicators (e.g., new orders or prices) from the regional level. As mentioned before, we excluded regional indicators which were used for temporal disaggregation of sector-specific GVA.
Most of the indicators are available on a monthly basis. To obtain quarterly information, we first seasonally adjust the data with Census X-12-ARIMA and then calculate a threemonth average. Stationarity is warranted through different transformations (either first differences or qoq growth rates), whenever the levels are non-stationary. For a complete description of our data set as well as the applied transformation for each indicator, see Table  4 in the Appendix.
Aggregation of GVA sub-components
National accounts provide two concepts for disaggregating GDP: (i) demand side and (ii) supply side. The first concept uses the identity that total production in an economy equals total domestic demand. So GDP is the sum of private and public consumption, investments, inventories and net exports (exports minus imports). The second concept looks at the production side of an economy. GDP is therefore the sum of gross value-added of every industry plus taxes minus subsidies. In our data set no information about quarterly demand side variables are available. Therefore we can only look at the supply side. Since the aggregate taxes minus subsidies is difficult to forecast, we concentrate on GVA rather than GDP. The qoq growth rate of total Saxon GVA (y GV A t ) could be expressed, for all t = 1, 2, ..., T , as:
. (1) Therefore, the total growth rate is a sectoral-weighted sum of the single sectoral GVA growth rates (ω s t ). As we can see from Equation (1), the weights are time-varying and we assume that the sum of all weights has to equal unity. Whenever a forecast is made, the weights are ex ante unknown to the forecaster. In our forecasting exercise we assume that the weights in every forecasting period are constant with respect to the last known value.
5 For example, imagine we want to make a forecast for the first quarter of 2010 and information are available until 2009:04. Then we use the last known shares in total GVA from 2009:04 and apply them to aggregate sector-specific GVA forecasts in 2010:01.
Forecast procedure
We employ the autoregressive distributed lag (ADL) model,
to generate our forecasts, where y s,k t+h denotes the h-step-ahead forecast of real GVA for sector s (including total) and x k t stands for one of our 317 exogeneous indicator. The variable k relates to one of these indicators. We allow a maximum of 4 lags, both for the endogeneous and exogeneous variables. The Schwarz Information Criteria (BIC) is used for the optimal lag length selection of p and q. Equation (2) is estimated in a recursive way and we use the data from 1996:01 to 2002:04 (T E = 28) as the initial estimation period. Afterwards we enlarge the estimation period successively by one quarter, at which the model of Equation (2) is respecified. So we obtain for every forecast horizon h the first forecast for our target variables at 2003:01 and the last at 2010:04. h is defined as {1, 2, 3, 4}.
6 We apply a direct-step forecasting approach, so that for every forecasting horizon and indicator T F = 32 forecasts are generated. This is obtained by adjusting Equation (2) in such a way that for each forecast horizon the first forecast is calculated for the first quarter 2003. Our benchmark model is a standard AR(p) process. We define y agg,k t+h if the forecast is generated directly for total GVA and y dis,k t+h for a weighted forecast from all sub-components.
Pooling
The outcome of a pooling-based forecast y 
As Equation (3) shows, the weights are indexed by time and thus varying with every estimation of our model. K stands for the number of models which are used for pooling. We apply six different weighting schemes. A very simple scheme are (i) equal weights:
For this weighting scheme, the sheer number of models is important. To control for outliers, we additionally apply (ii) a median approach. We follow the studies by Drechsel and Scheufele (2012b) or Lehmann and Wohlrabe (2013) and calculate weights from two additional categories: in-sample and out-of-sample measures. Whereas weights from in-sample measures use criteria on how good the model fits the data, weights from out-of-sample measures are based on past forecast errors.
We apply two in-sample measures: (iii) BIC and (iv) R 2 . The weights from these two measures are time-varying and have the following form:
with
The difference between the two schemes is straightforward. Whereas a model with a lower BIC gets a higher weight, the importance of a single model for pooling increases with higher values of R 2 .
For the application of out-of-sample weights, it is appropriate to use past forecast errors from different models. First, we apply a so called (v) trimmed mean. Indicators with a bad performance are filtered and not considered for pooling. In accordance with the existing literature, we include the best 25%, 50% or 75% performing indicators. The outcome of all remaining indicators are combined with equal weights. Second, (vi) discounted mean squared forecast errors (MSFE) are applied to calculate the weights, which have the following form:
represents the sum of discounted 7 (δ) forecast errors of the single-indicator model k. As the weighting scheme indicates, more recent forecast errors get a higher weight than older ones. Since the weighting schemes depend on the number of indicators considered for pooling, we either combine forecasts from all indicators of the full sample (FS) or only use indicators for Saxony (S).
Factor models
Next to pooling, another way of dealing with large cross-sectional data sets are static and dynamic factor models. The literature finds that these class of models perform very well (see, e.g., Stock and Watson, 2002; Marcellino et al., 2003; Forni et al., 2005) . The idea behind factor models is straightforward. Because standard econometric approaches cannot handle all available indicators (in our paper: 317) at the same time, factor models summarize the information of many time series in few common factors. With this approach we are able to specifiy a parsimonious model, thereby reducing the biases in parameter estimates (see Giannone et al., 2008) . In this paper, we apply three different methodologies to extract the common factors from our indicator series. For details, see the cited literature for each approach. First, the standard principal components (PC) method is the easiest way to extract the common factors. In line with Giannone et al. (2008) , the second approach is the two-step estimator proposed by Doz et al. (2011) . This procedure uses principal components and Kalman filtering (PCKF) and shows efficiency improvements over standard PC methods. Third, we extract the common factors via quasi-maximum likelihood estimation (see Doz et al., 2012) .
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For all three approaches we have to decide how many factors to extract from the series. We decide to choose a maximum of three common factors. The factors can either be estimated from the full sample of indicators (FS) of only extracting them from the regional series (S). Another decision has to be made according to the frequency. We extract the factors from the quarterly series (Q). To generate the forecasts for real GVA, we have another two possibilities. First, we can directly put the factors in the ADL model from equation (2), instead of using single indicators (ADL). Second, as proposed by Giannone et al. (2008) , we can run a simple OLS estimation, where real GVA is explained by a constant and the extracted factors available at different points in time (OLS). Whereas the first method considers lagged values of the dependent variable and the factors, the OLS approach does not. In the end, this gives us 36 factor models for every Saxon branch of the economy as well as total GVA. t+h is the forecast error from the autoregressive benchmark model. In a second step, we choose the root mean squared forecast error (RMSFE),
as the loss function to get an assessment of the overall forecast accuracy of model k. The RMSFE for the AR(p) process is RM SF E s,AR h
. With the ratio
we can assess the performance of a single indicator forecast in comparison to the autoregressive benchmark. If the rRM SF E is smaller than one, the specific indicator is performing better than the AR(p) process and therefore preferable.
To test whether an indicator-based forecast produces lower forecast errors in comparison to the benchmark model, we apply the Diebold-Mariano test (Diebold and Mariano, 1995) . Since we have a relatively small sample, we use the correction proposed by Harvey et al. (1997) . The null hypothesis states the equality of expected forecast errors for two competing models. Or in other words, the expected difference between the forecast errors is zero,
Whenever the null can be rejected, the specific indicator or combination strategy produces smaller forecast errors than the autoregressive benchmark.
To conclude whether the direct or disaggregated approach performs better, we only consider the forecasts from our several pooling strategies. Therefore, we compare the forecast errors from the predictions y agg,P ool t+h and y dis,P ool t+h with each other. The modified DieboldMariano test (MDM) is used again for testing the difference in the produced forecast errors. Additionally, we apply a forecast encompasing test to check whether disaggregated forecasts have more information content than the direct approach. Granger and Newbold (1973) showed that it is insufficient to compare only the forecast mean squared errors of competing forecasts. They suggest that a preferred forecast is not necessary optimal and does not have to comprise all available information. This is known as "conditional efficiency". If a competing forecast has no more additional information, then the preferred forecast encompasses the competitor (see Clements and Hendry, 1993) . In our setup we examine whether the disaggregated approach ( y dis,P ool t+h ) contains more information than the direct one ( y
agg,P ool t+h
). For this purpose we use a modified version proposed by Harvey et al. (1998) . A regression of the form
is performed, using corrected standard errors with the method of Newey and West (1987) . The null hypothesis of this test is than H 0 : λ = 0. If the tests rejects the null, the disaggregated approach contains more information beyond the direct one.
Results
We start by presenting our disaggregated results for the six different sectors: (i) agriculture, forestry and hunting; fishing, (ii) industry, (iii) construction, (iv) basic services, (v) advanced services as well as (vi) public and private services. Then we show the results for the aggregated forecasts of total GVA. Finally, we discuss the findings of the comparison between direct and disaggregated predictions. To make the tables easier to read, we add acronyms by the indicator categories, pooling strategies and factor models. Indicators from the national (German) level are denoted with (N). The acronyms for international and regional indicators are (I) and (R) respectively. The combination strategies are indicated by (C) and factor models with (F). Acronyms for the indicators can be found in Table 4 in the Appendix. In general it is possbile to forecast GVA more accurately than the autoregressive benchmark model. This holds for every forecasting horizon. But there exists a large heterogeneity in forecast accuracy between the sectors. Indicators from each level (international, national and regional) are able to predict GVA and beat the AR process. In the short term (h = 1), forecasting signals predominantly come from regional (R) or international (I) indicators, whereas national (N) ones are important for medium and long term predictions (h = 2, 3, 4). As we can conclude from the table, the forecasting performance of different pooling strategies is overwhelming. For all sectors and forecasting horizons, at least one forecast outcome from pooling is within the top five. Mainly MSFE weights or trimming (25% or 50% either with the full sample or only with regional indicators) produce significantly lower forecast errors than the autoregressive benchmark. In comparison to that, factor models are not that competitive at all. This class of models produce lower forecast errors than the benchmark only in some cases, but are not able, with some exceptions, to reach a higher forecast accuracy than indicator models or pooling. Since the results differ notably between the sectors, we will briefly discuss sectoral results subsequently.
Disaggregated Results
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The improvement of forecast accuracy with indicator-based models for the Saxon Agricultural Sector is only minor, as the results for GVA in Table 1 suggest. We have ratios which are smaller than one, but in most cases, forecast errors from indicators or pooling are not statistically different from those of the autoregressive benchmark. International indicators are negligible for this sector. The best performance have regional indicators or pooling strategies (MSFE weighted or trimming). Factor models are only in the top five in the short forecasting horizon. However, the improvement against the AR process is not very large.
For the Saxon Industrial Sector, regional and national indicators are important for predicting GVA one quarter ahead (see h = 1 for GVA industry). International indicators are able to forecast industrial GVA in Saxony for all forecasting horizons better than the benchmark. Considering pooling, we see that trimming (25%) and MSFE weights significantly beat the AR(p) process. Factor models show no significant improvement at all. A closer look reveals that regional surveys send important forecast signals. For example, the Ifo business climate for Saxon manufacturing (IFOBCMANSAX, rRM SF E = 0.849) or the Ifo business expectations in the manufacturing sector (IFOBEMANSAX, rRM SF E = 0.889) produce lower forecast errors in comparison to the autoregressive benchmark. Macroeconomic variables such as domestic new orders of German intermediate good producers (NOMANINTD) or domestic turnovers from German capital goods producers significantly improve forecast accuracy. These results are straightforward, because the Saxon manufacturing sector is dominated by intermediate and capital goods producers. Approximately 82% of total turnovers in 2011 were achieved by firms from these two main groups, whereas capital goods producer have the highest share (45%) of total turnovers.
The third part of Table 1 shows the results for the Saxon Construction Sector. As for the agricultural sector, regional and national indicators yield the best forecasting results for construction. In the short term, regional indicators produce the lowest forecast errors. National indicators are more important for long term predictions. In contrast, international indicators are more or less negligible. This result is not surprising, because construction firms mainly operate on domestic markets. As we could see from the manufacturing sector, pooling (trimming 25% and MSFE weights) is also favorable to forecast GVA of the Saxon construction sector. In addition to these more general results, there are some specific indicators that have to be highlighted. Regional survey indicators such as the Ifo assessement of the business situation for the Saxon construction sector (IFOBSCONSAX, rRM SF E = 0.867) or the Ifo business climate either for building engineering or civil engineering (IFOBCBUEN-SAX, IFOBCCIENSAX) have a higher forecast accuracy than the autoregressive benchmark model. Turnovers from housing construction in Saxony, with a share of approximately 9% of all regional turnovers, significantly produce lower forecast errors.
As for construction, regional and national indicators produce the lowest forecast errors in Basic Services; international indicators do not play a role. These results are in line with the focus of this sector, because basic services are predominantly traded in a certain region. Gross value-added in retail trade, tourism or restaurants is mainly generated by regional demand. Survey indicators obtained from regional or national business surveys (Ifo and European Commission) are again important for the prediction of GVA in this aggregated sector (see, e.g., IFOBCMOTSAX). These findings are also reflected in forecast accuracy of macroeconomic variables. For example, new orders from public (PCNOSAX) and industrial construction in Saxony or domestic new orders from German capital goods producers (NOMANCAPD) produce lower forecast errors in comparison to the autoregressive benchmark. Wholesale and retail trade as well as the transport sector react with a time lag to the development in manufacturing and construction. Since GVA in basic services is mainly generated by regional demand, consumer surveys should perform really well. The national indicators obtained by the GfK significantly beat the autoregressive benchmark.
Advanced Services comprise the sectors financial intermediation, real estate, renting and business activities. Therefore, credit institutes as well as research and development are part of this aggregate. The best forecasting results are observed for advanced services. Here, we are able to produce approximately 40% lower forecast errors than the autoregressive benchmark model. These results are obtained with MSFE weighted combination approaches. Another result is the importance of international and national indicators for this sector. This importance is described by two reasons. First, regional credit institutes and other services highly depend on decisions of the European Central Bank (ECB) or the Central Bank of Germany (DB). This is why, e.g., financial indicators such as money supply produce lower forecast errors than the AR(p) process. Second, regional indicators for different subsectors are missing. However, regional survey results from the Saxon manufacturing sector have a good forecasting performance. Since business activities such as tax or business consultancy depend on the development in the manufacturing sector with a specific time lag, indicators from the industrial sector have important forecasting signals. In addition, consumer surveys have good forecasting properties. Saving or income expectations of private households can significantly increase forecast accuracy. A reason for this result is the fact that regional credit institutes (e.g., saving banks) mostly lend money to private persons, inter alia (see German Council of Economic Experts, 2008).
Our last aggregate is Public and Private Services. This is the only sector in our sample, where factor models show the lowest forecast errors in comparison to the benchmark. But this result only holds for the short term. Forecast accuracy for this sector can also significantly be improved by pooling. Almost all weighting schemes, either for the full sample or only with Saxon indicators, produce lower forecast errors than the autoregressive benchmark model. There is no indicator (international, national or regional) which beats the forecasting outcome of pooling. Especially in the medium and long term (h = 3, 4), no indicator is in the top 10. The reason for this is that there are no indicators available for this sector. Only consumer surveys produce lower forecast errors than the autoregressive process for public and private services. This result ist straightforward because GVA of clubs, culture, sports and education are part of this sector and demand for these services is mainly generated by private households.
Aggregated results
Our results for total GVA are presented in Table 2 . The structure of this table is the same as for our disaggregated results. Table reports the best five indicators due to the smallest rRMSFE for single indicator forecasts, pooling or factor models for total GVA. MDM presents significance due to the modified Diebold-Mariano test. Acronyms: FS: Full Sample, S: Saxony and GVA: gross value-added. (I) international, (N) national, (R) regional indicators, (C) combinations and (F) factor models. Table 4 in the Appendix shows the acronyms used for the different indicators. * * * , * * and * indicates significant smaller forecast errors at the 1%, 5% and 10% level.
We are able to beat a simple autoregressive benchmark model for all forecast horizons. In the short and long term, especially regional indicators and pooling lead to a higher forecast accuracy than the AR(p) process. The medium term is dominated by national indicators and combination strategies. An important leading indicator 11 , namely the Ifo business climate for industry and trade in Saxony (IFOBCITSAX), is within the top 5 in the short term forecasts. As for the disaggregated results, MSFE weights or trimming (25% and 50%), either for the full set of indicators or the Saxon sample, perform best within our considered pooling strategies. Our results are in line with the existing pooling literature. The improvement of factor models is negligible. In the end, the aggregated results are perfectly in line with those of Lehmann and Wohlrabe (2013) . The top 5 indicators shown in Table 2 can be found within the top 20 for Saxon GDP. Whereas the ranking and the ratios of the indcators or combination strategies differ between the two studies, all qualitative results (e.g., that factor models are not that competitive) remain the same. The differences between our results and those found by Lehmann and Wohlrabe (2013) are explained by the fact that we consider GVA instead of GDP.
Comparison of the two approaches
This section presents the comparison of our results from the aggregated and the disaggregated approach. As our forecast outcome shows, a disaggregated approach is preferrable for short term predictions. Nearly all combination strategies (with all indicators as well as only with Saxon ones) significantly beat the direct approach. For medium and long term predictions, a direct approach produces lower forecast errors in comparison to disaggregated predictions. However, the ratios are not statistically significant. The forecast encompassing tests clearly state that there is an information gain from disaggregated forecasts in comparison to direct ones for all considered pooling techniques in the short term. We can conclude that direct predicitions of GVA significantly neglect information. Our results are in line with the existing literature. Drechsel and Scheufele (2012a) find that the supply-side approach produces in some cases lower forecasts errors. This holds especially for the short term. We think that the disaggregated approach loses its power against the direct one in the medium and long term since many indicators (e.g., surveys or new orders) only have a lead of up to three months or provide forecasting signals contemporaneously. Whenever the forecast horizon becomes larger, the performance of those indicators for sector-specific forecasts is negligible. We leave this for future research.
The pooling results suggest that it makes no difference whether to use the whole set of indicators (FS) or just the one restricted to Saxon indicators (S). We find no systematic pattern so that either FS or S lead to a higher forecast accuracy for the disaggregated approach. This holds for all combination strategies and forecast horizons. However, outof-sample weighted combination strategies perform better than in-sample weights or simple averages. Using a trimmed mean for the 25% best performing indicators in the full sample, a disaggregated approach produces on average nearly 8% smaller forecast errors than the direct approach (Trimmed 25 (FS), rM SF E = 0.918).
For short term predictions we can conclude that disaggregated forecasts have a higher forecast accuracy than direct ones. Since we are able to predict sectoral GVA with different indicators better than an autoregressive benchmark model, practitioners and forecasters should use the available information to forecast the state of the economy in the short term. For long term predictions, they should predict the whole aggregate directly in addition to sectoral forecasts.
Conclusion
With our empirical setup, we are able to predict sectoral GVA (e.g., for manufacturing) more accurately than a benchmark model. But forecast accuracy significantly differs between different sectors of the economy. These results are important for regional policy makers, practitioners or regional credit institutes. We are able to make the state of the economy more tangible. If external shocks only hit a few sectors, regional policy makers can systematically align their future policy. For credit institutes it is important to know how different sectors will develop in the near future. Especially for granting credit, such information are necessary.
All in all, we find that for short term predictions (one quarter ahead) disaggregated forecasts for GVA are preferable in comparison to direct ones. The resulting forecast errors could be reduced by about 8% on average. This outcome is straightforward, because we find that different indicator are linked to sectoral GVA even stronger than to total outcome. To predict GVA in the medium (two and three quarters) and long term (four quarters), a direct approach for total GVA produces lower forecast errors.
Regional indicators (e.g., business surveys) produce significantly lower forecast errors than the benchmark, especially in the short term. This result may explain, why the weighted sum of disaggregated predictions is more accurate than a direct forecast of total GVA, since the information surplus of these regional indicators is most present in the short term. National and international indicators are more important in the medium and long term. Whenever it is possible to use regional indicators, forecasters should include those information in their analysis. Pooling performs really well for the different sectors and total GVA, too. Factor models are not that competitive at the regional level.
Our analysis has shown that indicator-based sectoral forecasts produce smaller forecast errors and that forecast accuracy of total GVA can be improved by disaggregated forecasts. This gives a more detailed picture of the development of the economy and makes economic policy more assessable. Due to data limitations, our paper focuses exclusively on the Free State of Saxony. To the best of our knowledge, this is the only German state for which quarterly national accounts for different sectors are available. However, we think that such forecast improvements can be found for other German states or other regions too. If official statistics are able to provide quarterly data at the regional level, then such an analysis could be extended to other regional units. In the end, the results of our analysis suggest that forecasts for total German GDP could be improved by aggregation of state level GDP predictions. We leave this for future research. 
