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ABSTRACT
TICKNET: A LIGHTWEIGHT DEEP CLASSIFIER FOR TICK RECOGNITION
FEBRUARY 2021
LI WANG
B.E., TAIYUAN UNIVERSITY OF TECHNOLOGY
M.B.A., BEIJING UNIVERSITY OF POSTS AND TELECOMMUNICATIONS
M.S.E.C.E., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Lixin Gao

The world is increasingly controlled by machine learning and deep learning. Deep
neural networks are becoming powerful, encroaching on many tasks in computer vision
system areas previously seen as the unique domain of humans, such as image classification,
object detection, semantic segmentation, and instance segmentation. The success of a deep
learning model at a specific application is determined by a sequence of choices, like what
kind of deep neural network will be used, what data to be fed into the deep model, and
what manners will be adopted to train a deep model.
The goal of this work is to design a practical, lightweight image classification
model built and trained from scratch which serves as an assistant to researchers and users
to recognize if a small bug is a tick. Some of the images used in this work were collected
by specialists using a microscope in the Laboratory of Medical Zoology (LMZ) at the
University of Massachusetts Amherst.
v

The following techniques are used in this work. We generated four datasets by
collecting 53,150 images of small bugs and cleaning the data by deleting images with low
quality. Both preprocessed images and augmented images were used in the training and
validation processes. Initially, we proposed the use of five lightweight CNNs. We trained
each network on the same training dataset and evaluated them using the same validation
dataset. After comparing these five architectures, we chose the one with the best
performance, named TickNet. We compared TickNet and five other classical image
classification architectures used for large-scale image recognition tasks. We determined
TickNet outperforms the five classical networks in model size, number of parameters,
testing time on both a CPU and GPU with a tradeoff in testing accuracy. We deployed
applications on an Android mobile phone to do binary classifications and four-class image
classifications to conclude the research.

Disclaimer: This work or any part of it should not be used as guidance or instruction
regarding the diagnosis, care, or treatment of tick-borne diseases or supersede existing
guidance.
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CHAPTER 1
1. INTRODUCTION

This chapter begins with the motivation of how humans can benefit from modern
deep learning technology in the domain of biology, especially in distinguishing ticks from
mites, spiders, and other small bugs by using an artificial intelligence system. A brief
introduction to various ticks in their different life stages is presented. Our research goals
are given in the context of efficiently recognizing a small bug. Both the methodology and
experimental details are provided in Chapters 4 and 5. An overview of TickNet can be
found in Chapter 5. In this work, binary classifications and four-class image classifications
were completed using TickNet and its variants deployed on an Android mobile device. In
this work, binary classification is the task of classifying a set’s images into two groups
based on a classification rule. Four-class image classification classifies the images of
another set into four groups based on another classification rule.

1.1 Motivation
We are motivated by interdisciplinary research in the domains of deep learning and
biology. As vectors of many diseases, ticks are widely distributed in warm and humid areas
in the United States. Reports of Lyme disease, a tick-borne disease, have had about 300,000
annual cases over the past 20 years [1][2]. In the United States, the number of high
incidences of Lyme disease has increased by over 300% in the northeastern part and about
250% in the north-central part [3].
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Researchers and health care practitioners continue to discover emerging disease
agents and new medical conditions associated with tick bites[3]. Simultaneously, there is
no specific solution in the research areas across computer vision and biology to recognize
a tick using deep learning techniques. The goal of this work is to propose and build a deep
neural network to train an image classifier from scratch by adopting deep learning
techniques to recognize if a small bug is a tick.
We generated four datasets in this research. We used datasets consisting of images
of ticks, mites, spiders, Miridae, blister beetles, legume blister beetles, Xylotrechus, and
rice water weevils to obtain a binary classifier. We used a dataset consisting of images of
American Dog Tick, Blacklegged Tick, Lone Star Tick, mites, spiders, and Miridae to get
a four-class image classifier.
A person with a tick bite should seek medical consultation with a medical provider
when he/she realizes he/she has been bitten.

1.2 Tick-Borne Diseases
Tick-borne diseases are considered a serious and growing public health concern.
There are 13 illnesses caused by tick bites and approximately 18 tick-borne infections
pathogens. In December 2017, the Tick-Borne Disease Working Group, entailing a sixyear process, founded based on the 21st Century Cures Act passed by Congress in 2016. It
is reported to the Centers for Disease Control and Prevention (CDC) that Lyme disease,
with an annual 300,000 new cases growth in the United States, is a growing public health
threat across all 50 states [3].
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Figure 1: Lyme Disease's geographic expansion for 2001 to 2016 in the Northeast, Mid-Atlantic States, and
Upper Midwest. The number of cases changed from 17,029 in 2001 to 36,429 in 2016. The first case of Lyme
disease was found in Connecticut in 1975 [3].

1.3 Computer Vision
In engineering, computer vision is an interdisciplinary research domain concerning
how computers automatically extract high-level understanding from given digital images
or videos in a similar way to the human visual system. "Computer vision is concerned with
the automatic extraction, analysis, and understanding of useful information from a single
image or a sequence of images. It involves the development of a theoretical and algorithmic
basis to achieve automatic visual understanding." [8][9][10][11]. Scientifically, computer
vision is concerned with the theory behind artificial intelligence systems that extract
information from images in video sequences, views from multiple cameras, or
multidimensional data from a medical scanner [12].
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1.4 Deep Learning
In classification tasks, it is difficult to know what features are to be extracted in
given tasks in the real world. One way to solve this problem is to use machine learning to
discover both the mapping from representation to output and the representation itself. Deep
learning is widely adopted to address the challenge that tasks are easy for people to perform
but difficult for people to describe hierarchically.

By gathering knowledge from

experience, deep learning models make the computer learn from experience and understand
the world hierarchically without human operators to specify all the knowledge the
computer needs formally. Deep learning enables the computer to build concepts out of
more straightforward ideas. A deep learning model's depth is the longest path from input
to output in a defined computational step [13].
It is hard for a computer to understand an input image's meaning because everything
is a number. The input image presents a set of pixel values. The figure below shows a deep
learning model represents complicated mappings by different layers of the model. The
input image is a pixel value with the image's features fed to the input layer. A sequence of
hidden layers extracts features from the input image. The hidden layers determine what
features are to be extracted without being given any value. Features, like edges, contours,
corners, and a whole part of an object, are sequentially extracted by a series of hidden
layers. Finally, the output layer identifies the object based on various functions.

4

Figure 2: A structure of a deep learning model.

1.5 Image Classification
A human can easily recognize objects, while it is a challenge for a computer vision
system to distinguish a range of objects in the real world. Image classification is a classical
supervised machine learning [29] task in computer vision. Given a defined set of target
classes, one trains a model to recognize input images using labeled example images. The
task is to decide which of the classes the input image belongs through an algorithm [14].
Convolutional neural networks (CNNs) enables image classifiers to perform
classification at a success rate close to humans [15]. A CNN consists of neurons with
learnable weights and biases. Each neuron receives inputs and then performs a dot product
followed by optional non-linearity. The input image is in RGB channels. A CNN
transforms the input image volume into an output volume. A convolutional layer in a CNN
computes the output of neurons connected to local regions in the input. Every neuron
computes a dot product between their weights and a small region connected to the input
5

volume. In a CNN, filters are utilized as feature detectors to extract features. For instance,
if the number of filters we use is 64, and the input image is 224 x 224 (image width x image
height), the resulting volume will be 224 x 224 x 64.

1.6 Mobile Machine Learning
TensorFlow Lite [55] is an open-source deep learning framework designed to allow
TensorFlow models to run on-device. Like image classification and object detection,
everyday computer vision tasks could be run on-device by using TensorFlow Lite. In this
work, we focus on image classification on an Android device. Take the binary image
classifier, for example. In the first step, we attained two TensorFlow models by separately
training TickNet on two different datasets and then converted the two TensorFlow models
to TensorFlow Lite models. Finally, the converted models were separately deployed on an
Android mobile device to conduct binary classification tasks.

1.7 Reading Roadmap
It is essential to understand ticks, specifically the ecology of ticks and the tickborne disease. A detailed introduction can be found in the first part of Chapter 2. Beyond
conventional biological and ecological methods, microbiology and genetics tools are
essential to understanding tick distribution, disease ecology, and risks to human health. A
brief introduction of artificial neural networks, deep neural networks, and convolutional
neural networks is given in Chapter 2. LeNet [23], AlexNet [46], VGG 16 [47], Inception
V3 [48], ResNet50 [50], DenseNet121 [52], and MobileNet V2 [51], are given in Chapter
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3. Methodology and experiments are shown in Chapter 4 and Chapter 5. The main
contributions and conclusions of this work are given in Chapter 6.
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CHAPTER 2
2. BACKGROUND

2.1 Tick Ecology, Distribution and Risks to Human Health
Ticks, arachnids of three millimeters to five millimeters long, are external parasites
that feed on the blood of humans, dogs, deer, and some amphibians. There are mainly two
kinds of ticks worldwide: the Ixodidae (hard ticks) and the Argasidae (soft ticks). There is
a beak-like structure at the front mouthparts on hard ticks and a rigid shield on their dorsal
surfaces, while soft ticks have their mouthparts on the underside of their bodies.

Figure 3: Case counts of tick-borne diseases in the United States, 2004-2016 [3].
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2.1.1 Tick Ecology
Ticks have four stages to their lifecycle, egg, larva, nymph, and adult. Hard ticks
have three hosts, taking at least a year to complete their life cycle. Soft ticks have up to
seven nymphalid stages (instars), each one requiring a blood meal. Three kinds of ticks
commonly bite humankind: Ixodes Scapularis (Blacklegged Tick), Amblyomma
Americanum (Lone Star Tick), and Dermacentor Variabilis (American Dog Tick) [5].

Figure 4: An illustration of the Blacklegged Tick's life cycle and the transmission of Lyme Disease (Borrelia
Burgdorferi). Lyme disease occurs through a single year, while the risk is higher in spring and summer than
in fall and winter. Nymphs transmit a significant portion of infections to human beings [3].

2.1.2 Tick Distribution and Risks to Human Health
Ticks prefer to live in a warm and humid environment. The Blacklegged Tick is the
vector for Lyme disease caused by Borrelia miyamotoi. Ixodes Scapularis and Ixodes
9

Pacificus ticks are found in about 50% of counties in the United States. The range
expansion of ticks is affected by climate change, bird migrations, and an increasing
population of hosts [16]. Ticks are vectors of many diseases and transmit infections,
including African tick bite fever, Rocky Mountain spotted fever, Flinders Island spotted
fever, and Queensland tick typhus (Australian tick typhus) [4]. Other tick-borne diseases
include Lyme disease and Q fever [5], the Heartland virus [6], etc. Red-meat allergies,
known as mammalian meat allergy and Alpha-gal allergy in the United States, are caused
by Lone Star Tick bites [7].

Figure 5: The distributions of Blacklegged Ticks and Western Blacklegged Ticks in the United States. The
left image shows the distribution of the two kinds of ticks between 1907 and 1996. The right image shows
the distribution of the two types of ticks between 1907 and 2016 [3].

The Ixodes Scapularis (Blacklegged Tick), which transmits Borrelia burgdorferi,
causes Lyme disease and is widely found across the eastern U.S. Nymphs and adult females
are usually found on people. Ticks in all life stages bite humankind [17]. Amblyomma
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americanum (Lone Star Tick) lives in the south and east of the U.S. They transmit Ehrlichia
chaffeensis and E. ewingii that causes human ehrlichiosis. In addition, allergic reactions
associated with red meat consumption have been reported among people who are bitten by
lone star ticks [17]. Dermacentor variabilis (American Dog Tick) are found east of the
Rocky Mountains, and a small number can be found on the Pacific Coast. Adult females
are most likely to bite humans during spring and summer [17].

2.2 Neural Networks
The recent rapid development of artificial intelligence techniques has been
stimulated by deep learning, another name for neural networks proposed by Warren
McCullough and Walter Pitts in 1944 [18]. In the 1960s, neural networks research focused
on both neuroscience and computer science. As a result of the innovation and increased
computing power of graphics chips, neural network techniques have experienced a
renaissance. The modern graphics processing unit (GPU) dramatically reduces a neural
network structure to less than 50 layers.
Today, neural networks recognize underlying relationships in a set of given data in
a similar fashion to how the human brain operates. The first trainable neural network was
the Perceptron proposed by Frank Rosenblatt in 1957 [19]. There are thousands or millions
of interconnected neurons in a neural network organized into layers of nodes to receive and
send data. In each connection, a node assigns a value known as a "weight" associated with
a threshold adopted to decide whether the value is passed to the next layer. During the
training process of a neural network, both the weight and threshold are continually adjusted.
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In contrast, the weight and threshold value are initialized to a random value at the beginning
of training [20].

2.2.1 Artificial Neural Networks (ANNs)
Artificial Neural Networks (ANNs) attempt to model the human brain's architecture
to implement tasks that traditional algorithms have little ability to tackle. Each neuron is
known as a node, and each connection is known as an edge in an ANN. A score function
computes the input to a neuron from its predecessor neurons' outputs and their connections
as a weighted sum [21]. A bias term can be added to the result of the forward propagation
[22]. A hyperparameter is a parameter whose value is fixed before the training process.
Both the learning rate and batch size are hyperparameters. A cost function is defined to
calculate the gap between the predicted output and ground-truth output. Backpropagation
[23] is adopted to calculate the derivative of the cost function in each state with associated
weights to adjust the connection weights to compensate for each error found during
learning. ANNs are widely used in system identification, face identification, pattern
recognition, data mining, machine translation, social network filtering, and other domains
because of their ability to model and simulate nonlinear processes.

2.2.2 Deep Neural Networks (DNNs)
A deep neural network is defined as an ANN with multiple layers between the input
and output layer [24][25]. The network represents the linear or nonlinear relationship
between the input and the output. There is a function to calculate the possibility of each

12

output. Various deep architectures find success in specific tasks. DNNs are typically
feedforward structures, while recurrent neural networks (RNNs) use data flow in any
direction. RNNs are widely used in language modeling [26], and convolutional neural
networks (CNNs) are commonly adopted in the computer vision domain [27].
During the training process of DNNs, overfitting can occur as a result of added
layers in the network. These layers enable the rare model dependencies in training data.
Another aspect to be considered is computational complexity, which is being addressed
with advanced machine learning algorithms and more efficient training fashions.

2.2.3 Convolutional Neural Networks (CNNs)
A convolutional neural network (CNN), a kind of deep neural network, is a tool for
addressing computer vision and pattern recognition problems. A CNN is made up of
neurons with learnable weights and biases. A convolutional neural network represents a
score function and a loss function from the input raw image pixels to the output scores.
In a CNN, there are one input layer, several hidden layers, and an output layer. The
hidden layers consist of sequential convolutional layers that convolve with a dot product.
Activation functions, normalization layers, and pooling layers are likely to be applied in
hidden layers. Hyperparameters are present in some, but not all layers.

2.2.3.1 Kernels and Convolutional Layers
Convolutional neural networks use convolution in at least one of their layers.
Generally, features in an image are translationally invariant. Convolutional neural
13

networks are proposed to capture lower-level features in the first several layers and then
combine them with higher-level features in the following layers. By considering that the
pixels of an image are presented in order, the adoption of linear filters (kernels) ensure
extracted features are in corresponding orders. Such an operation is known as convolution.
Mathematically, convolution is a specific linear operation, a sliding dot product.
Generally, convolutional layers take a feature map (known as a matrix) as input and
generate another feature map. The number of feature maps is the same as the number of
filters used. The raw input is a tensor. In image classification, the dimension of the tensor
is equal to ((the number of images) * (image height) * (image width) * (image depth)). The
input images become a feature map in the shape of ((number of images) * (feature map
height) * (feature map width) * (feature map depth)) after going through a convolutional
layer. Filters are used to serve as sliding windows during the forward process in training.
During the forward process, each filter slides across the raw input size's width and
height and calculates dot products between the entries of the filter and the input at any
position. After this process, a two-dimensional feature map is generated. The network will
learn filters when they see visual features (like edge, corner, or contour) and eventually
learn features on the network's high layers. For example, we utilize n filters. There are n
features maps generated as output after a convolution operation where previous feature
maps are used as input to corresponding convolutional layer.
The convolutional layer parameters can be calculated by the sum of the numbers of
weights and the numbers of biases. For instance, if the input image is 224*224*3 (image
height * image width * image depth), and the filter size is 3*3, then for each neuron, the
number of weights is filter size * input depth = 3*3*3=27. The number of biases is equal
14

to the number of neurons in the current layer. Parameter sharing is used in convolutional
layers to control the number of parameters in the whole network.
A filter or a kernel consists of a set of weights. A pattern detected by a filter is
named as a feature. The bigger the receptive field is, the more intricate features acquired
from the original image. There are three hyperparameters in the convolutional layers: the
number of kernels, the stride, and the padding. More than one kernel is utilized. The
number of kernels is usually set to 32, 64, 128. The value of the stride is greater than or
equal to one. The value of padding that is greater than or equal to zero is set depending on
the network designer.

Figure 6: Convolution process visualization. Left side: a convolutional neural network with an input layer,
two hidden layers, and one output layer. Right side: a convolutional operation converts the input image (with
the shape of image height * image width * image depth) to a feature map (with shape of feature map height
* feature map width * feature map depth).

2.2.3.2 Pooling Layers
A pooling layer is used to reduce the spatial size of the representation of a
convolutional neural network by decreasing the number of parameters and computational
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complexity. It is inserted between sequential successive convolutional layers. In this case,
an overfitting issue is also controlled. Max-pooling that works better in practice is used
much more than average pooling.
Max-pooling is a process commonly used to do down-sampling on input images by
reducing the input’s dimensions while saving features. Max-pooling is a useful technique
to address overfitting and save computational cost by decreasing learnable parameters.
Max-pooling works separately on each input slice. A max filter is used for subregions of
the input representation.
In the pooling layer, input size (input width W1 * input height H1* input depth D1)
and hyperparameters (the stride S, filter F) are required to calculate the output size (output
width W2 * output height H2 * output depth D2).
W2 = (W1 - F) / S + 1
H2 = (H1 - F) / S + 1
D2 = D1

Figure 7: Max-pooling layer. The pooling layer works independently on each depth slice of the input image.
Left side: the input size is 224x224x224; the filter size is 2x2; the stride is equal to 2. The output size is
112x112x224. Right side: the filter size is 2x2; the stride is equal to 2. In each reflect zone, the maximum
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value is chosen to generate the output feature map. In this process shown above, each max is taken over four
numbers (decided by the filter size 2x2).

2.2.3.3 Fully Connected Layers
A CNN successfully and independently converts input images to feature maps. In
a classification task, these maps are fed into a fully connected structure to form the final
classification decision to predict the best labels to describe input images. The fullyconnected structure goes through its backpropagation process to acquire the most accurate
weights.
Mathematically, a fully connected input layer (a flatten layer) is fed with the
previous layers' output. The input is then flattened to a vector that can be fed to the next
stage. Neurons in a fully connected layer are connected to all activations in the previous
layer. Activations can be computed with a matrix multiplication with a bias offset. The first
fully connected layer takes the output generated in the flatten layer and uses weights to
predict corresponding labels. The last fully-connected layer produces the final decision
(could be probabilities or binary representations) for each label.
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Figure 8: Fully-connected layers. The first fully-connected layer takes the output generated in the flatten layer
and applies weights to predict corresponding labels. The last fully-connected layer produces the final decision
for each label.

2.2.3.4 Batch Normalization Layers
In the training process on a deep neural network, Internal Covariate Shift (ICS) is
caused by dynamic changes in the distribution of learnable parameters in each layer. In this
case, a lower learning rate is required, and the training process is slow. At the same time,
it gets more challenging to train saturating nonlinearities [30].
Sergey Loff and Christian Szegedy proposed batch normalization in 2015 to reduce
ICS by recentering and rescaling [31][32] the corresponding layer's inputs to accelerate the
training process make the training more stable. Batch normalization enables the network
to avoid vanishing or exploding gradients with a higher learning rate and make the network
address overfitting without using dropout. The training process benefits from batch
normalization, while the working scheme is still under discussion.
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Batch normalization is achieved by fixing the means and variances of each layer's
inputs. It is difficult and impractical to use global information over the whole training
dataset. Hence, normalization is implemented in each mini-batch during the training
procedure. When we train a neural network, we expect the output to only rely on input. In
this research, batch normalization is only adopted in the training process instead of
inference. Adding batch normalization to an image classification model has proved to be a
substantial speedup in a neural network's training procedure [30].
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CHAPTER 3
3. RELATED WORK

Progress has been made in image classification because of the development of
convolutional neural networks (CNNs). Given a computer vision task, the balance among
accuracy, speed, and memory is a trade-off work on various frameworks. In this chapter,
we give a brief overview of seven convolutional neural networks for the image
classification problems.

3.1 Convolutional Neural Networks used in Image Classification
Nowadays, more and more deep neural networks become deeper with more
hyperparameters. There are many techniques to address image classification problems.
With a given input, deep neural networks process features to allow the computer to
understand the input and generate corresponding output. Several classical CNNs are
represented below.

3.1.1 LeNet
LeNet [23], also known as LeNet-5, is a convolutional neural network proposed by
Yann LeCun et al. in the 1990s. Before LeNet-5, traditional pattern recognition was
implemented by two modules: a feature extractor module and a trainable classifier module.
The LeNet prototype combined a CNN with backpropagation algorithms [22] to recognize
handwritten zip code numbers provided by the US Postal Service. LeNet consists of seven
layers, including convolutional layers, pooling layers, and fully connected layers [23]. The
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input is a 32x32 pixel image. The input plane receives approximately size-normalized and
centered images of characters. Each unit in a layer receives inputs from a set of units
located in a small neighborhood in the previous layer.

Figure 9: Architecture of LeNet [27]. The test error rate on MNIST (a handwritten-digits database) [45] is
0.8%. There are seven layers in the network: a convolutional layer, a scaled average pooling layer, a second
convolutional layer, a scaled average pooling layer, and three fully connected layers. The number of
parameters is 61,710.

3.1.2 AlexNet
AlexNet was proposed by Alex Krizhevsky et al. in 2012. AlexNet is a trained deep
neural network that can classify 1.2 million images of 1,000 classes in ImageNet LSVRC2010. AlexNet has five convolutional layers, three max-pooling layers, and three fully
connected layers in a network with 60 million parameters and 650,000 neurons [46].
In AlexNet, the first convolutional layer filters the input image that is in a shape of
224 x 224 x 3 with 96 kernels in a shape of 11 x 11 x 3 with a stride of 4 pixels. There are
256 kernels in the shape of 5 x 5 x 48 in the second convolutional layer. The remaining
three convolutional layers are sequentially connected without any pooling or normalization
layers. The kernels in these three layers are in the shape of 3 x 3 x 256, 3 x 3 x 192, and 3
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x 3 x 192. The number of kernels in these three layers are 384, 384, and 256. The following
two fully connected layers have 4096 neurons in each, and there are 1000 neurons with
softmax activation function [36] in the last layer. The softmax function is also known as
normalized exponential function. It is commonly used as the last activation function of a
neural network to normalize the output of a network to a probability distribution over
predicted output classes.

Figure 10: The AlexNet architecture [46].

3.1.3 VGG-16
VGG is a convolutional architecture proposed by researchers in the Visual
Geometry Group in Oxford for a large-scale image classification competition in 2014.
There are 16 layers in VGG-16. It is distinguished from AlexNet by adopting 3 x 3 filters
with more in-depth network architecture. There are 138,357,544 parameters in total [47].
The input image to VGG-16 is in the shape of 224 x 224 x 3. Subtracting the mean
RGB value pixel-wise is adopted as image pre-processing on the training dataset. VGG-16
consists of thirteen convolutional layers, five max-pooling layers, and three fullyconnected layers.
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3.1.4 GoogleNet, Inception V2, and Inception V3
GoogleNet [48] was developed to reduce computational cost while achieving high
classification quality. There are several popular inception networks, such as Inception V1,
Inception V2 and Inception V3 [37].
The below figure shows the “naïve” inception module [48]. The inception module
computes filters in the shape of 1 x 1, 3 x 3, and 5 x 5 in parallel while adding 1 x 1 filters
before reducing the parameters. In Inception V2, 5 x 5 filters are replaced by two successive
layers with 3 x 3 filters. Furthermore, filter factorization is applied in Inception V2 to
reduce the number of parameters. Batch normalization is applied in Inception V3.

Figure 11: Inception module, naïve version [48].
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3.1.5 ResNet50
He et al. applied a residual learning framework to train deep neural networks from
18 layers to 152 layers [50]. The ensemble of residual networks gets a 3.57% error on the
ImageNet test dataset. ResNet50 was used to classify 1,000 classes in ImageNet.

3.1.6 MobileNetV2
MobileNetV2 is a mobile architecture that consists of 32 filters and 19 residual
bottleneck layers. All spatial convolutions use 3 x 3 kernels. The model size is between
1.7M and 6.9M parameters [51].

3.1.7 DenseNet121
DenseNet is built based on the idea that convolutional networks can be much deeper,
more accurate, and more efficient with fast connections between layers close to the input
and layers near the output in a feed-forward way [52]. In DenseNet121, a convolutional
layer with 7 x 7 kernels on this layer is followed by a max-pooling layer, three dense blocks
with a transition layer after each block, another dense block, and a fully connected layer
with softmax to conduct classification.

Figure 12: The architecture of a deep DenseNet with three dense blocks. The convolutional layer and pooling
layer between two blocks is known as transition layers used to change feature-map sizes [52].
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CHAPTER 4
4. METHODOLOGY

Developing convolutional neural networks accelerate image classification, object
detection, semantic segmentation, instance segmentation, and other tasks. There is no
specific classifier to recognize if there is a tick in a given image. To decrease the gap, we
designed and trained an image classifier to distinguish ticks from mites, spiders, and some
other small bugs using lightweight convolutional neural networks. To improve the
research’s usefulness, we deployed a binary classification model on an Android device to
help people recognize ticks. We then expanded the task to a four-class image classification
task to help people sense three kinds of ticks (American Dog Tick, Blacklegged Tick, and
Lone Star Tick) that bite people and animals [5].
In this work, we used the following methods. In the first phase, we trained five
lightweight convolutional neural networks on the same dataset and evaluated them on the
same validation dataset. After comparing the five architectures, we chose the best
performance architecture and then trained the classifier. The best performance architecture
is named TickNet. In the second phase, we ran experiments to compare TickNet against
five other classical convolutional neural networks. In the third phase, we expanded the
dataset and trained the modified version of TickNet with two neurons in the last fully
connected layer. And then, we deployed two binary classifiers on an Android mobile device.
We segmented ticks into three categories in the fourth phase and combined mites, spiders,
and Miridae as NOT Tick. In this phase, we altered the number of neurons in the last fully
connected layer from two to four to change the task to a four-class image classification task
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from a binary classification task. We trained another modified version of TickNet from
scratch and then deployed the model to an Android device to serve as a four-class image
classification assistant.

4.1 Growing and Pruning Approach
The topology of a neural network is crucial in determining the number of
parameters, the number of floating-point operations (FLOPs), the required memory, and
the features being learned. The choice of topology is mainly based on trial-and-error. There
are three general approaches to automatic topology learning: growing a network from a
minimal network, pruning parameters, and genetic approaches.
Growing approaches for topology learning start with a minimal network that only
has the necessary number of input nodes with the number of output nodes determined by
the application and input features. A criterion is applied to insert new layers/neurons into
the network.
Pruning approaches attempt to prune a network that is bigger than necessary. The
motivation to prune a network with the desired accuracy is to save storage for model
sharing, memory for easier deployment, and FLOPs to reduce inference time and energy
consumption. For embedded systems, deployment is a challenge, and low energy
consumption is essential. The pruning workflow first trains a given network until a
reasonable solution is obtained; then, the number of weights are pruned according to a
pruning criterion.
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For the topology of a neural network, this research adopted the method of growing
a network from a minimal network of input nodes and output nodes determined by a tick
classifier and input features. New neurons and layers are then added to the network. While
a node is not connected to other nodes in the same layer, each node is connected to all the
input and output nodes. The network's weights are then trained with activation functions
and optimization techniques until the model converges and loss can no longer be decreased.
We trained different neural network sizes until we achieved a trade-off in the
classifier's size and performance. In this procedure, pruning approaches were adopted to
prune a bigger than necessary network. We use pruning approaches to reduce inference
time and energy consumption. We trained a given network first and then decreased the
weights while maintaining the desired accuracy.

4.2 Hierarchical Convolutional Architectures
We proposed a hierarchical architecture design formula for building various
convolutional neural networks (CNNs).
H = [(CONV + BN + ReLU) * N + MAX * M ] + (FC + ReLU) * K, sigmoid or softmax
H denotes a CNN architecture.
CONV denotes a convolutional layer.
BN denotes a batch normalization layer.
MAX denotes a max-pooling layer.
FC denotes a fully connected layer.
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N denotes the number of convolutional layers.
M denotes the number of max-pooling layers.
K denotes the number of fully connected layers.
‘sigmoid or softmax’ denotes which activation function is utilized in the last layer.
In the above formula, each convolutional layer is followed by a batch normalization
layer and an activation function layer. The Rectified Linear Unit (ReLU) is a non-linear
activation function broadly used in convolutional neural networks. A sigmoid function is
used to output the predicted value of the corresponding label for a binary classification task.
Traditionally, the sigmoid function (logistic) is used to get activation values corresponding
to neurons in neural networks. Binary cross entropy [60] is used as the loss function. A
softmax function is used to output the predicted value of the corresponding label for a fourclass image classification task. In a four-class image classification task, categorical cross
entropy [60] is used as the loss function.

4.3 Five Proposed Convolutional Neural Networks
To limit architecture sizes, we considered networks with under ten layers. We did
not use architectures with over ten layers because the parameter increase did not improve
test accuracy. Based on the above design principle, we developed five convolutional neural
network architectures which include between six and ten layers (the number of layers
represents the layers with trainable parameters). The number of neurons is set to different
layers. In all the five networks, there are two fully connected layers (named head). The last
fully connected layer with activation function is utilized to predict labels for input images.
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This leads to a detailed overview of the five architectures, including layer types, output
shape, and parameters on each layer. The number of parameters was generated by using
APIs in Keras 2.0. We used a growing and pruning approach to change the network
architecture, training, and validating various architectures on the same dataset to choose
the one with best performance named TickNet.

Figure 13: Five proposed convolutional neural network architectures. N = [4, 8]; M = [4, 6]; K = [2, 3]. The
kernel size selected in this work is 3 x 3. The number of neurons in each layer grows from 64 to 128 or 128
to 256 on different layers.

In the following five tables, layer types, output shape after each layer, and the
number of parameters are shown in each convolutional neural network architecture.
There are trainable parameters in convolutional layers, batch normalization layers
and fully connected layers. There are non-trainable parameters in batch normalization
layers. The convolutional layer parameters can be calculated by the sum of the number of
weights and the numbers of biases. Parameter sharing is used in convolutional layers to
control the number of parameters in the whole network.
In the six-layer architecture, there are 2,621,249 parameters, including 2,620,481
trainable parameters and 768 non-trainable parameters. In the seven-layer architecture,
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there are 708,737 parameters, including 707,841 trainable parameters and 768 nontrainable parameters. In the eight-layer architecture, there are 1,215,041 parameters,
including 1,213,249 trainable parameters and 1,792 non-trainable parameters. In the ninelayer architecture, there are 1,252,225 parameters, including 1,250,305 trainable
parameters and 1,920 non-trainable parameters. In the ten-layer architecture, there are
1,596,929 parameters, including 1,594,753 trainable parameters and 2,176 non-trainable
parameters. The input shape for all five architectures is 224 * 224 * 3.
In the six-layer architecture, there are four convolutional layers, four batch
normalization layers, four activation layers, four max-pooling layers before the flatten layer.
There are two fully connected (dense) layers and two activation layers after the flatten layer.
The six-layer architecture has more parameters than the other four architectures because
the number of parameters in the flatten layer is the greatest among the five architectures.
In the first convolutional layer, the input image is 224 * 224 * 3 (image height *
image width * image depth), and the filter size is 3 * 3. The number of weights for each
neuron is filter size * input depth = 3 * 3 * 3 = 27. The number of neurons in the first
convolutional layer is 64. The number of weights is in the first convolutional layer equal
to 64 * 27, which is 1,728. The number of biases is equal to the number of neurons in the
current layer, 64. There are 1,792 parameters in the first convolutional layer. In the first
batch normalization layer, there are 256 parameters because four parameters per filter on
the previous layer are calculated to make the batch normalization work during training and
keep track of the distributions of each normalized dimensions. There is no parameter on
the first activation layer and the first max-pooling layer.
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In the second convolutional layer, the input shape is 112 * 112 * 64, and the filter
size is 3 * 3. The number of weights for each neuron is filter size * input depth = 3 * 3 *
64 = 576. The number of neurons in the second convolutional layer is 64. The number of
weights is in the second convolutional layer equal to 64 * 576, which is 36,864. The number
of biases is equal to the number of neurons in the current layer, 64. There are 36,928
parameters in the second convolutional layer. In the second batch normalization layer, there
are 256 parameters because four parameters per filter on the previous layer are calculated
to make the batch normalization work during training and keep track of the distributions of
each normalized dimensions. There is no parameter on the second activation layer and the
second max-pooling layer.
In the third convolutional layer, the input shape is 55 * 55 * 64, and the filter size
is 3 * 3. The number of weights for each neuron is filter size * input depth = 3 * 3 * 64 =
576. The number of neurons in the third convolutional layer is 128. The number of weights
is in the third convolutional layer equal to 128 * 576, which is 73,728. The number of
biases is equal to the number of neurons in the current layer, 128. There are 73,856
parameters in the third convolutional layer. In the third batch normalization layer, there are
512 parameters because four parameters per filter on the previous layer are calculated to
make the batch normalization work during training and keep track of the distributions of
each normalized dimensions. There is no parameter on the third activation layer and the
third max-pooling layer.
In the fourth convolutional layer, the input shape is 26 * 26 * 128, and the filter
size is 3 * 3. The number of weights for each neuron is filter size * input depth = 3 * 3 *
128 = 1,152. The number of neurons in the fourth convolutional layer is 128. The number
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of weights is in the four convolutional layer equal to 128 * 1,152, which is 147,456. The
number of biases is equal to the number of neurons in the current layer, 128. There are
147,584 parameters in the fourth convolutional layer. In the fourth batch normalization
layer, there are 512 parameters because four parameters per filter on the previous layer are
calculated to make the batch normalization work during training and keep track of the
distributions of each normalized dimensions. There is no parameter on the fourth activation
layer and the fourth max-pooling layer.
The flatten layer is also known as the transition layer. The number of neurons in
this layer is input height * input width * input depth = 12 * 12 * 128 = 18,432. There is no
parameter in this layer.
In the first fully connected (dense) layer, the number of neurons is 128. The number
of weights in this layer is the number of neurons in the previous layer (flatten layer) * the
number of neurons in the current layer = 18,432 * 128 = 2,359,296. The number of biases
is equal to the number of neurons in the current layer, 128. There are 2,359,424 parameters
in the first fully connected layer.
In the second fully connected (dense) layer, the number of neurons is 1. The number
of weights in this layer is the number of neurons in the previous layer (flatten layer) * the
number of neurons in the current layer = 128 * 1 = 128. The number of biases is equal to
the number of neurons in the current layer, 1. There are 129 parameters in the first fully
connected layer.
The number of trainable parameters in the six-layer architecture is the sum of
trainable parameters in each layer, 1,792 + 256 + 36,928 + 73,856 + 512 + 147,584 +
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2,359,424 + 129 = 2,620,481. The number of non-trainable parameters in this architecture
is 256 + 512 = 768. The number of parameters in this architecture is 2,620,481 + 768 =
2,621,249.
The number of parameters in the other four architectures can be calculated using
the same method.
Layer Type
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Flatten
Dense
Activation
Dense
Activation
Total
Trainable
Non-trainable

Output Shape
(None,
224,
(None,
224,
(None,
224,
(None,
112,
(None,
110,
(None,
110,
(None,
110,
(None,
55,
(None,
53,
(None,
53,
(None,
53,
(None,
26,
(None,
24,
(None,
24,
(None,
24,
(None,
12,
(None,
(None,
(None,
(None,
(None,
parameters:
parameters:
parameters:

224,
224,
224,
112,
110,
110,
110,
55,
53,
53,
53,
26,
24,
24,
24,
12,

No. of Parameters
64)
64)
64)
64)
64)
64)
64)
64)
128)
128)
128)
128)
128)
128)
128)
128)
18432)
128)
128)
1)
1)

1,792
256
0
0
36,928
256
0
0
73,856
512
0
0
147,584
512
0
0
0
2,359,424
0
129
0
2,621,249
2,620,481
768

Table 1: Six-layer Architecture. There are 2,621,249 parameters in this network, including 2,620,481
trainable parameters and 768 non-trainable parameters. The model size is 31.5M. The model size is 31.5M.
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Layer Type
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Flatten
Dense
Activation
Dense
Activation
Total
Trainable
Non-trainable

Output Shape
(None,
224,
(None,
224,
(None,
224,
(None,
112,
(None,
110,
(None,
110,
(None,
110,
(None,
55,
(None,
53,
(None,
53,
(None,
53,
(None,
26,
(None,
24,
(None,
24,
(None,
24,
(None,
12,
(None,
10,
(None,
10,
(None,
10,
(None,
5,
(None,
(None,
(None,
(None,
(None,
parameters:
parameters:
parameters:

224,
224,
224,
112,
110,
110,
110,
55,
53,
53,
53,
26,
24,
24,
24,
12,
10,
10,
10,
5,

No. of Parameters
64)
64)
64)
64)
64)
64)
64)
64)
128)
128)
128)
128)
128)
128)
128)
128)
256)
256)
256)
256)
3200)
128)
128)
1)
1)

1,792
256
0
0
36,928
256
0
0
36,928
256
0
0
73,856
512
0
0
147,584
512
0
0
0
409,728
0
257
0
708,737
707,841
896

Table 2: Seven-layer Architecture. There are 708,737 parameters in this network, including 707,841
trainable parameters and 768 non-trainable parameters. The model size is 8.62M.
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Layer Type
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Flatten
Dense
Activation
Dense
Activation
Total
Trainable
Non-trainable

Output Shape
(None,
224,
(None,
224,
(None,
224,
(None,
112,
(None,
110,
(None,
110,
(None,
110,
(None,
55,
(None,
53,
(None,
53,
(None,
53,
(None,
26,
(None,
24,
(None,
24,
(None,
24,
(None,
12,
(None,
10,
(None,
10,
(None,
10,
(None,
5,
(None,
3,
(None,
3,
(None,
3,
(None,
1,
(None,
(None,
(None,
(None,
(None,
parameters:
parameters:
parameters:

224,
224,
224,
112,
110,
110,
110,
55,
53,
53,
53,
26,
24,
24,
24,
12,
10,
10,
10,
5,
3,
3,
3,
1,

No. of Parameters
64)
64)
64)
64)
64)
64)
64)
64)
128)
128)
128)
128)
128)
128)
128)
128)
256)
256)
256)
256)
256)
256)
256)
256)
256)
256)
256)
1)
1)

1,792
256
0
0
36,928
256
0
0
73,856
512
0
0
147,584
512
0
0
295,168
1,024
0
0
590,080
1,024
0
0
0
65,792
0
257
0
1,215,041
1,213,249
1,792

Table 3: Eight-layer Architecture. There are 1,215,041 parameters in this network, including 1,213,249
trainable parameters and 1,792 non-trainable parameters. The model size is 14.7M.
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Layer Type
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Flatten
Dense
Activation
Dense
Activation
Total
Trainable
Non-trainable

Output
224,
224,
224,
112,
110,
110,
110,
55,
53,
53,
53,
51,
51,
51,
25,
23,
23,
23,
11,
9,
9,
9,
4,
2,
2,
2,
1,

(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
parameters:
parameters:
parameters:

Shape
224,
224,
224,
112,
110,
110,
110,
55,
53,
53,
53,
51,
51,
51,
25,
23,
23,
23,
11,
9,
9,
9,
4,
2,
2,
2,
1,

64)
64)
64)
64)
64)
64)
64)
64)
64)
64)
64)
128)
128)
128)
128)
128)
128)
128)
128)
256)
256)
256)
256)
256)
256)
256)
256)
256)
256)
256)
1)
1)

No. of Parameters
1,792
256
0
0
36,928
256
0
0
36,928
256
0
73,856
512
0
0
147,584
512
0
0
295,168
1,024
0
0
590,080
1,024
0
0
0
65,792
0
257
0
1,252,225
1,250,305
1,920

Table 4: Nine-layer Architecture. There are 1,252,225 parameters in this network, including 1,250,305
trainable parameters and 1,920 non-trainable parameters. The model size is 15.2M.
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Layer Type
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
Conv2D
BatchNormalization
Activation
Conv2D
BatchNormalization
Activation
MaxPooling
Flatten
Dense
Activation
Dense
Activation
Total
Trainable
Non-trainable

Output
224,
224,
224,
112,
110,
110,
110,
55,
53,
53,
53,
51,
51,
51,
25,
23,
23,
23,
11,
9,
9,
9,
7,
7,
7,
5,
5,
5,
2,

(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
(None,
parameters:
parameters:
parameters:

Shape
224,
224,
224,
112,
110,
110,
110,
55,
53,
53,
53,
51,
51,
51,
25,
23,
23,
23,
11,
9,
9,
9,
7,
7,
7,
5,
5,
5,
2,

64)
64)
64)
64)
64)
64)
64)
64)
64)
64)
64)
128)
128)
128)
128)
128)
128)
128)
128)
128)
128)
128)
256)
256)
256)
256)
256)
256)
256)
256)
256)
256)
1)
1)

No. of Parameters
1,792
256
0
0
36,928
256
0
0
36,928
256
0
73,856
512
0
0
147,584
512
0
0
147,584
512
0
295,168
1,024
0
590,080
1,024
0
0
0
262,400
0
257
0
1,596,929
1,594,753
2,176

Table 5: Ten-layer Architecture with 1,596,929 parameters in total. The model size is 19.3M.
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4.3.1 Convolutional Layers in Proposed CNNs
In this work, the filter size is equal to the feature map size [34]. The numbers of
feature maps are 64, 128, and 256.

Figure 14: Visualization of a single convolutional layer with n filters. Kernel size is 3 x 3 x 3. Stride s = 1.
The input image is in the shape of 224 x 224 x 3. The number of feature maps is equal to the number of filters.
In the above figure, the number of filters is n.

4.3.2 Batch Normalization Layers in Proposed CNNs
Batch normalization should be performed before the activation function in its
original proposed paper [30]. In this work, a batch normalization layer is located after a
convolutional layer.

4.3.3 Activation Function
An activation function is a crucial part of an artificial neural network because it
introduces non-linear characteristics. An activation function determines the output
behavior of each neuron in the network. Without non-linear activation functions, the
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network exponentially increases the processing power and time. Activation functions are
in fixed form, while weights are learned during the training phase.

Figure 15: An activation function. X denotes input. W denotes weights. B denotes biases.

ReLU is a linear identity for all positive values and has a zero output for nonpositive values. Mathematically, ReLU is defined as y = max(0,x). In training deep neural
networks with ReLU, the model takes less time to train or run than the training processes
without ReLU, and the model converges faster. The ReLU function can accelerate the
training speed compared to traditional activation functions. A ReLU neuron is dead when
it gets stuck on the negative side and always outputs zero. Such neurons are useless during
the training process.
Mathematically, a sigmoid function has an S-shape curve. The below formula
defines a sigmoid function:

𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
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1
1+ 𝑒

Figure 16: A sigmoid function curve [58].

A sigmoid function is commonly used to show a return value in the range 0 to 1.
Another commonly used range is from -1 to 1 [58].
The softmax function is a generalization of the logistic function to multiple
dimensions. It is often used as the last activation function of a neural network to normalize
a network's output to a probability distribution over the predicted output class.

4.3.4 Pooling Layers in Proposed CNNs
In this work, max-pooling [35] is used in all five proposed networks with the stride
s = 2.

4.3.5 Transition Layer (Flatten layer)
Transition layers are used when there is a limitation of computational resources or
architectural design choice. A convolutional layer i with k filters of the shape 1 x 1 x k i-1 is

40

added to reduce the number of feature maps while keeping sufficient related information
in the network. In all the proposed networks, the flatten layer works as a transition layer
while keeping features captured in the previous layer.

4.3.6 Optimizer
There are a number of tuning techniques. In this work, Adam [41] is used to
optimize the model’s performance. Adam is an algorithm for first-order gradient-based
optimization of stochastic objective functions based on adaptive estimates of lower-order
moments. There are several pros to using Adam in the training process: it is
computationally efficient, has low memory requirements, has robust performance with
constant learning rate, and is well suited for broad terms of data and parameters [41].

4.3.7 Loss Function
The loss function, known as the cost function, is a function that assigns a real value
to the predicted class of a feature vector in a classification problem. Cross entropy loss,
also known as log loss, measures the performance of a classification model whose output
is a probability value between 0 and 1 [59]. The cross entropy loss is defined as [60]:

Where ti and si are the ground truth and the CNN score for each class i in C. An activation
function (sigmoid / softmax) is applied to the scores before the cross entropy loss
computation [60].
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In a binary classification problem, the cross entropy loss is defined as [60]:

Where there are two classes: C1 and C2.
In a multi-classification problem, the cross entropy is defined as [60]:

Where there are i classes. In case of multi-class image classification, the predicted labels
are one-hot. Only the positive class keeps its term in the loss [60].

4.4 Metrics used to Evaluate a Model
In a two-class classification problem, metrics like precision, recall, and accuracy
are widely used to evaluate a model. The speed of evaluation for new images, latency, and
model size are criteria used to evaluate a model’s performance. Practically, the speed of
evaluation for new images, latency, power consumption, and model size are also used as
criteria to evaluate a model’s performance.

4.4.1 Accuracy
Accuracy is a metric used to evaluate classifiers. The definition of accuracy is the
number of correct predictions over the total predictions.
For a binary classifier, accuracy can also be presented as the sum of true positive
(TP) and true negative (TN) over the sum of predictions. A true positive is an outcome
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where the model correctly predicts the positive class, while a true negative (TN) is an
outcome where the model correctly predicts the negative class. A false positive is an
outcome where the model incorrectly predicts the positive class, while a false negative (FN)
is an outcome where the model incorrectly predicts the negative class. To evaluate the
ability of a classifier, precision and recall must both be calculated.

4.4.2 Precision and Recall
In binary classification tasks, precision and recall are commonly used with accuracy
to evaluate a model’s performance. Precision is the proportion of correct positive
identifications. It can be presented as the number of true positives over the sum of true
positives and false positives. A recall is the proportion of actual positives correctly
identified. It can be presented as the number of true positives over the sum of true positives
and false negatives.

4.4.3 Confusion Matrix
A confusion matrix [57] is an error matrix used to visualize an algorithm's
performance, typically used in supervised learning. Each row represents the instances in a
predicted class in the matrix, and each column represents the instances in the actual class.

In summary, design choices for the five proposed convolutional neural networks
implementation are presented in Table 6 below.
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Six-layer CNN

Seven-layer CNN

Eight-layer CNN

Nine-layer CNN

Ten-layer CNN

Input shape

224 * 224 * 3

224 * 224 * 3

224 * 224 * 3

224 * 224 * 3

224 * 224 * 3

CONV

4

5

6

7

8

BN

4

5

6

7

8

ReLU
with CONV

4

5

6

7

8

MAX

4

5

6

6

6

Flatten
layer

1

1

1

1

1

FC

2

2

2

2

2

ReLU
with FC

2

2

2

2

2

sigmoid

Yes

Yes

Yes

Yes

Yes

softmax

No

No

No

No

No

Parameters

2,621,249

708,737

1,215,041

1,252,225

1,596,929

Model size

31.5M

8.62M

14.7M

15.2M

19.3M

Optimizer

Adam

Adam

Adam

Adam

Adam

Learning rate

0.0002

0.0002

0.0002

0.0002

0.0002

Loss function Binary cross entropy Binary cross entropy Binary cross entropy Binary cross entropy Binary cross entropy

Metrics

# of trainable
parameters
model size
Top-1 accuracy

# of trainable
parameters
model size
Top-1 accuracy

# of trainable
parameters
model size
Top-1 accuracy

# of trainable
parameters
model size
Top-1 accuracy

# of trainable
parameters
model size
Top-1 accuracy

Table 6: Design choices for five proposed convolutional neural networks. CONV denotes the number of
convolutional layers in a network. BN denotes the number of batch normalization layers in a network. ReLU
with CONV denotes the number of activation layers with convolutional layers. MAX denotes the number of
max-pooling layers. FC denotes the number of fully connected layers in the network. ReLU with FC denotes
the number of activation layers with fully connected layers.

Design choices for the modified versions of TickNet for binary classification and
four-class image classification will be introduced in Chapter 5.
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CHAPTER 5
5. EXPERIMENTS

The following techniques are used in this work. We generated four datasets by
collecting 53,150 images of small bugs and cleaning the data by deleting images with low
quality and images in four color channels (cyan, magenta, yellow, and key (black)). Both
preprocessing images and augmenting images in both the training dataset and the validation
dataset were used. We changed the training setup (such as changing the batch size from 64
to 32, using different TensorFlow versions, etc.).
Introducing various datasets and dataset split details can be found in section 5.1.
Image preprocessing techniques, data augmentation, and experiment settings can be found
in section 5.2. We compared the five proposed convolutional neural networks to get
TickNet and then experimented with comparing TickNet with five other classical image
classification networks. The results can be found in Sections 5.3 and 5.4. Section 5.5
discusses about the binary classifier preparation and its deployment on an Android device,
while Section 5.6 describes the four-class image classifier preparation and its deployment
on an Android device.

5.1 Datasets
In this work, Dataset I, II, and III were used for binary classification, while Dataset
IV was used for the four-class image classification. All the images used in this work were
downloaded from ImageNet, LMZ at UMass Amherst, and IP102 [54].
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Image Source

Dataset I

Dataset II

Dataset III

Dataset IV

ImageNet

2,194

2,194

2,194

918

LMZ at UMass Amherst

4,552

4,556

27,135

868

IP102

-

4,254

23,821

202

Total

6,746

11,000

53,150

1,988

Table 7: The number of images in the four datasets. Dataset I consists of 6,746 images of ticks, mites, and
spiders. Dataset II consists of 11,000 images of ticks, mites, spiders, and Miridae. Dataset III consists of
53,150 images of ticks, mites, spiders, Miridae, blister beetles, legume blister beetles, Xylotrechus, and rice
water weevils. Dataset IV consists of American Dog Ticks, Blacklegged Ticks, Lone Star Ticks, mites,
spiders, and Miridae. There are 1,988 images in Dataset IV.

We selected images from a range of different species to give a sense of the presence
of these small bugs.

Figure 17: Images of ticks from ImageNet and LMZ at UMass Amherst. The first row shows flat ticks. The
second row highlights ticks engorged by feeding on the blood of humans, dogs, deer, or other animals. The
other two rows are images of ticks downloaded from ImageNet.
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Figure 18: Images of mites downloaded from ImageNet.

Figure 19: Images of spiders downloaded from ImageNet.

Figure 20: Images of Miridae downloaded from IP102.

Figure 21: Images of blister beetles downloaded from IP102.
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Figure 22: Images of legume blister beetles downloaded from IP102.

Figure 23: Images of Xylotrechus downloaded from IP102.

Figure 24: Images of rice water weevils downloaded from IP102.

5.1.1 Images Sources
5.1.1.1 Images Downloaded from ImageNet
ImageNet, a large-scale hierarchical image database, was presented by Li Fei-Fei
et al. to provide benchmarks to the computer vision community. ImageNet consists of 12
subtrees with 5,247 synsets and 3.2 million images [39]. In this paper, images of ticks,
mites, and spiders are downloaded to classify tasks.
In ImageNet, a tick is defined as any insect belonging to the two families of small
parasitic arachnids with a barbed proboscis that feeds on humans' blood and warm-blooded
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animals [40]. Both ticks and mites are acarine, while acarine and spiders belong to the
arachnid. All three of the adult bugs have eight legs.

Figure 25: Images of ticks downloaded from ImageNet. Images of mites and spiders are used as negative
samples, while images of ticks are used as positive samples.

5.1.1.2 Images Provided by LMZ at UMass Amherst
The LMZ at the University of Massachusetts is one of several nationwide tick and
mosquito testing centers. The Lab analyzes tick samples sent by customers using their
developed susceptible and uses highly specific tests to determine if the sampled ticks are
infected.
After receiving a tick, a lab analyst takes photos of its deck and back using a stateof-the-art microscope. The Lab utilizes a traditional biomedical method to do tests and
analysis. To accelerate the analysis process and save biomedical solution costs, the Lab
provided us with original images to generate a modern deep learning model to filter objects
that are not ticks in the first step.
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Figure 26: Images of ticks Provided by LMZ. All the images of ticks provided by LMZ were taken by using
a microscope in their lab.

5.1.1.3 Images Downloaded from IP102
IP102 is a large-scale benchmark dataset for insect pest recognition used in
agricultural product yield [54]. In IP102, over 75,000 images belong to 102 categories. In
this work, we selected 23,821 images belonging to 34 classes with mites and spiders used
as negative samples, while 27,694 images of ticks are used as positive samples.

5.1.2 Train/Validation/Test Dataset Split
The test dataset is used to evaluate TickNet’s recognition ability on new unseen
data. Precision, recall, and accuracy are used as metrics to evaluate the trained models. In
a classification task, the quantity and quality of data are vital to obtaining an effective
classifier.
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5.1.2.1 Training / Validation / Test Dataset Split for Dataset Ⅰ
2,194 images were downloaded from ImageNet for this research [33].
Dataset Ⅰ (Tick & NOT
Tick)

# of Images from
LMZ

# of Images from
ImageNet

2,700

1,453

Validation Dataset

928

401

Test Dataset

924

340

Training Dataset

Table 8: Tick and NOT Tick Dataset Ⅰ. There are 4,552 images provided by LMZ at UMass Amherst.
Another 2,194 images are downloaded from ImageNet for academic research only.

Figure 27: Dataset Ⅰ is used for the first phase of experiments to train and get the best deep neural network
and best performance model to do binary classification. There are two classes in this dataset: Tick and NOT
Tick. All the images are from ImageNet and LMZ at UMass Amherst.
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There are 6,746 images in the dataset split into three subsets roughly 60%: 20%:
20%: 4,153 images in the training dataset, 1,329 images in the validation dataset, and
another 1,264 images in the test dataset.
Dataset Ⅰ (Tick & NOT Tick)

# of Tick Images

# of NOT Tick Images

Training Dataset

3,150

1,003

Validation Dataset

1,028

301

963

301

Test Dataset

Table 9: Training / Validation / Test Dataset Ⅰ split. There are 6,746 images in the dataset, including 5,141
Tick images and 1,605 NOT Tick images. We split the dataset into three parts (roughly in a portion of 60%:
20%: 20%): the training dataset consists of 4,153 images; the validation dataset consists of 1,329 images,
and the test dataset consists of 1,264 images.

5.1.2.2 Training / Validation / Test Dataset Split for Dataset Ⅱ
The motivation for extending the previous dataset of 6,746 images to 11,000 images
is to make sure the number of images of class Tick is the same as the number of images of
class NOT Tick. We choose 4,254 images from five classes in the IP102 dataset[54]. We
then divide these images into a training dataset, validation dataset, and test roughly in the
proportion of 60%: 20%: 20%.
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Dataset Ⅱ (Tick & NOT
Tick)
Training Dataset

# of Images
from LMZ

# of Images
# of Images from
from ImageNet
IP102

2,700

1,453

2,550

Validation Dataset

928

401

850

Test Dataset

924

340

854

Table 10: Tick and NOT Tick Dataset Ⅱ. There are 4,552 images provided by LMZ at UMass Amherst.
There are 2,194 images downloaded from ImageNet for academic research only. Another 4,254 images are
downloaded from the IP102 dataset for academic research only.

Dataset Ⅱ (Tick & NOT Tick)

# of Tick Images

# of NOT Tick Images

Training Dataset

3,150

3,553

Validation Dataset

1,028

1,151

963

1,155

Test Dataset

Table 11: Training / Validation / Test Dataset Ⅱ split. There are 11,000 images in the dataset, including
5,141 Tick images and 5,859 NOT Tick images. We split the whole dataset into three parts (roughly in a
portion of 60%: 20%: 20%): the training dataset consists of 6,703 images; the validation dataset consists of
2,179 images, and the test dataset consists of 2,118 images.
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Figure 28: Dataset Ⅱ used for the second phase of experiments to train and get the best deep neural network
and best performance model to do binary classification. There are two classes in this dataset: Tick and NOT
Tick. All the images are from ImageNet, IP102, and LMZ at UMass Amherst.

5.1.2.3 Training / Validation / Test Dataset Split for Dataset Ⅲ
The motivation for extending the previous dataset of 11,000 images to 53,150
images is to make sure the number of images of class Tick is the same as the number of
images of class NOT Tick.

Dataset Ⅲ (Tick &
NOT Tick)

# of Images
from LMZ

# of Images
# of Images from
from ImageNet
IP102

Training Dataset

16,280

1,453

14,293

Validation Dataset

5,427

401

4,731

Test Dataset

5,428

340

4,797

Table 12: Tick and NOT Tick Dataset Ⅲ. There are 27,135 images provided by LMZ at UMass Amherst.
There are 2,194 images downloaded from ImageNet for academic research only. Another 23,821 images
are downloaded from the IP102 dataset for academic research only.
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Figure 29: Dataset Ⅲ used for the second phase of experiments to train and get the best deep neural network
and best performance model to do binary classification. There are two classes in this dataset: Tick and NOT
Tick. All the images are from ImageNet, IP102, and LMZ at UMass Amherst.

We choose 23,821 images from five classes in the IP102 dataset[54]. We then split
these images into a training dataset, validation dataset, and test dataset roughly in the
proportion of 60%: 20%: 20%.
Dataset Ⅲ (Tick & NOT
Tick)

# of Tick Images

# of NOT Tick Images

Training Dataset

16,730

15,296

Validation Dataset

5,527

5,032

Test Dataset

5,467

5,098

Table 13: Training / Validation / Test Dataset Ⅲ split. There are 53,150 images in the dataset, including
27,694 Tick images and 25,426 NOT Tick images. We split the whole dataset into three parts (roughly in a
portion of 60%: 20%: 20%): the training dataset consists of 32,026 images; the validation dataset consists
of 10,559 images, and the test dataset consists of 10,565 images.
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5.1.2.4 Training / Validation / Test Dataset Split for Dataset IV
Dataset IV is designed to serve for the four-class image classification task in this
research. There are four classes: American Dog Tick, Blacklegged Tick, Lone Star Tick,
and NOT Tick (which consists of mites, spiders, and Miridae). This dataset is also divided
based on the same rule as the previous three datasets in the training process.
Image Source

Class Name

# of images

LMZ

American Dog Tick

259

ImageNet

American Dog Tick

249

LMZ

Blacklegged Tick

272

ImageNet

Blacklegged Tick

264

LMZ

Lone Star Tick

337

ImageNet

Lone Star Tick

192

ImageNet

NOT Tick

213

IP102 (class 70)

NOT Tick

202
Total

1,988

Table 14: An overview of Dataset IV for the four-class image classification task.

5.2 Data Preparation and Experiments Settings
5.2.1 Image Pre-processing
All the images in the dataset are in varied sizes. Before putting them into a DNN
training process, all these input images are resized to 224 x 224 x 3 (in the shape of image
height x image width x image channels). The shape of 224 x 224 x3 is commonly used in
neural networks, such as AlexNet. To save computational cost, we rescaled the image
pixel-wise from [0, 255] to [0, 1] using data normalization in the training procedure.
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Figure 30: Image resizing from various original shapes to 224 x 224 x 3.

5.2.2 Data Augmentation
The recent development in DNN models has been dramatically attributed to the
quantity and diversity of data collected. Data augmentation [61] is commonly utilized to
get researchers to increase the data in the training dataset and validation dataset, which are
used for training deep models without time-consuming collections. Cropping, padding,
horizontal flipping, rotation, rescaling, and shifting are commonly adopted as data
augmentation techniques. In this work, these settings are: rescale = 1./255, rotation_range
= 45, width_shift_range = 0.15, height_shift_range = .15, horizontal_flip = True,
zoom_range=0.5.

Figure 31: Data augmentation on the training dataset. A mite image has been converted to another five new
images.
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5.2.3 Experiment Settings
The training, validation, and testing processes in the experiments were
implemented using Keras 2.0 with TensorFlow 2.0. The classifiers are trained from scratch
on an NVIDIA® Quadro® 5000 Graphics Processing Unit (GPU). The batch size is set to
32 based on the GPU’s computational capability.
We used TensorFlow Lite to deploy the converted classifiers on an Android mobile
device. We utilized a deployed model to classify whatever it sees from the device’s back
camera. TensorFlow Lite JavaAPI [62] is adopted to perform inference. We ran the
experiments on both the CPU and GPU.
Android Studio 4.1 was installed on a Windows machine and used as an IDE to
generate the application named Tick Recognition which was used to implement binary
classification tasks and four-class image classification tasks on Android device with
Android 6.0.1, OPPO A57 [42]. The main programming language is Java [62].

Table 15: OPPO A57 device information. The Android version on OPPO A57 is 6.0.1.

There are 38,700 iterations in the training process in both experiment one and
experiment two. In experiment three, there are 62,700 iterations in the training process on
58

Dataset II, while there are 100,000 iterations in the training process on Dataset III. There
are 14,972 iterations in the training process on Dataset IV.

5.3 Experiment One: Train and Evaluate Five Proposed CNNs on Dataset Ⅰ
In the experiments, five fully connected neural networks: six-layer network, sevenlayer network, eight-layer network, nine-layer network, and ten-layer network were trained
and then compared to get the best model by trading off model size and accuracy (figure
32). In all the five networks, the number of neurons was set to 64, 128, 256. These
architectures were then compared, and five with fewer parameters were chosen to conduct
experiments.

5.3.1 Experiment One Results
We trained these networks simultaneously on NVIDIA® Quadro® 5000 until the
loss no longer decreased. It showed that the network with eight layers outperformed the
other four architectures in top-1 accuracy with a trade-off on model size and trainable
parameters. There are 1,213,249 trainable parameters in the eight-layer network with a
model size of 14.7M. We named this architecture TickNet, which performed more stable
than the other four architectures. In our observations, the top-1 accuracy for this
architecture is 97.33% on the validation dataset. In TickNet, the dimensions of input for
the first fully connected layer are 1 x 1 x 256, which helps the network extract sufficient
features to generate corresponding feature maps.
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Figure 32: Experiment results on comparing five proposed convolutional neural networks’ Top-1 accuracy
and model size. The eight-layer architecture is selected in a trade-off of accuracy and model size.

For the performance of training accuracy, all five proposed architectures perform
well. The eight-layer network performs best after 300 training epochs. One epoch is when
an entire dataset is passed forward and backward through the neural network only once.

Figure 33: Experiment results of training accuracy on Dataset Ⅰ. TickNet (tickEight in the above image)
performs more stable than the other four architectures on training Dataset Ⅰ.
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For the performance of validation accuracy, the seven-layer network, eight-layer
network, nine-layer network, and ten-layer network outperformed the six-layer network.
There were weird spikes for tickSix (the six-layer architecture) during the validation
epochs in our observations. Spikes happen when there is new unseen data input to the
classifier. In the six-layer architecture, the output dimension is 12 x 12 x 128 with 18,432
parameters. It was difficult for this network to perform robustly at the beginning of the
validation process. From the 120th epoch, the six-layer network performed in a more stable
fashion than initially, although with lower validation accuracy in almost the whole
validation process than the other four architectures.

Figure 34: Experiment results of validation accuracy. TickNet (tickEight in the above image) performs more
stable than the other four architectures on validation Dataset Ⅰ. Spikes occurred when tickSix was evaluated
on the validation dataset because of utilizing batch normalization.
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5.3.2 Best Performance Architecture: TickNet
TickNet (Figure 36) consists of eight layers with 1,215,041 parameters (Table 18).
Before the flatten layer, each convolutional layer is followed by one batch normalization
layer used to reduce the computational cost, one activation layer (ReLU), and one maxpooling layer used as a down-sampling method. These layers form a block. There are six
such blocks. In its head, the two fully connected layers are followed by an activation
function for each.
The input image size is 224 x 224 x 3 (image width * image height * image
channels). The stride is set to 2 for downsampling to reduce computational costs. For the
first and second convolutional layers, there are 64 kernels in the shape of 3 x 3 in each. For
the third and fourth convolutional layers, there are 128 kernels in the shape of 3 x 3 in each.
For the fifth and sixth convolutional layers, there are 256 kernels in the shape of 3 x 3 in
each. An output of 1 x 1 x 256 is generated after the six blocks and then fed into a fully
connected layer. Finally, there is one neuron in the second fully connected layer with a
sigmoid activation function to decide if the input image is a tick or not.
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Figure 35: TickNet architecture overview. There are eight layers with trainable parameters, including six
convolutional layers and two fully connected layers. A batch normalization layer, an activation layer (ReLU),
and a max-pooling layer follow each convolutional layer in the network. The two fully connected layers form
the head of TickNet.
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Layer Type
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Flatten
Dense
Activation
Dense
Activation
Total
Trainable
Non-trainable

Output Shape
(None,
224,
(None,
224,
(None,
224,
(None,
112,
(None,
110,
(None,
110,
(None,
110,
(None,
55,
(None,
53,
(None,
53,
(None,
53,
(None,
26,
(None,
24,
(None,
24,
(None,
24,
(None,
12,
(None,
10,
(None,
10,
(None,
10,
(None,
5,
(None,
3,
(None,
3,
(None,
3,
(None,
1,
(None,
(None,
(None,
(None,
(None,
parameters:
parameters:
parameters:

224,
224,
224,
112,
110,
110,
110,
55,
53,
53,
53,
26,
24,
24,
24,
12,
10,
10,
10,
5,
3,
3,
3,
1,

No. of Parameters
64)
64)
64)
64)
64)
64)
64)
64)
128)
128)
128)
128)
128)
128)
128)
128)
256)
256)
256)
256)
256)
256)
256)
256)
256)
256)
256)
1)
1)

1,792
256
0
0
36,928
256
0
0
73,856
512
0
0
147,584
512
0
0
295,168
1,024
0
0
590,080
1,024
0
0
0
65,792
0
257
0
1,215,041
1,213,249
1,792

Table 16: TickNet Architecture. There are 1,215,041 parameters in TickNet, including 1,213,249 trainable
parameters and 1,792 non-trainable parameters.
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5.3.3 Evaluate TickNet on Training and Validation Dataset Ⅰ
In this specific binary classification task, precision and recall with accuracy are
applied to evaluate TickNet. All three metrics were applied to the training dataset and
validation dataset, as the figures show below. Precision is the metric that describes what
proportion of positive identifications was correct. A recall is a metric utilized to describe
what proportion of actual positive samples were identified correctly. In our observations,
both precision and recall are above 0.95 on the training dataset and validation dataset.

Figure 36: TickNet’s precision, recall on training Dataset Ⅰ and validation Dataset Ⅰ.

5.4 Experiment Two: Compare TickNet with Baselines on Dataset Ⅰ
To implement all the six architectures with the same head, we modified all the heads
to a two fully connected layer network similar to TickNet.
TickNet is trained with Adam[43] with an initial learning rate of 0.0002, a batch
size of 32 for at least 300 epochs with data augmentation. A 60%, 20%, 20% split is applied
to the dataset. Kernel weights are initialized according to the uniform initialization scheme
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of [44]. The Rectified Linear Unit (ReLU) was the activation function in the backbone of
the network. A sigmoid function is used in the last fully-connected layer of the head.
Baseline architectures are fed with an input image size of 224 x 224 x 3. Every
convolutional layer has no padding with max-pooling to decrease the feature map to 1 x 1
before the map is fed into the dense layer.

5.4.1 Experiment Two Results
We trained all the networks on an NVIDIA® Quadro® 5000 until the loss no longer
decreased. It highlighted that TickNet outperformed another five architectures in model
size, the total trainable parameters, testing time on both a CPU and a GPU with a trade-off
in Top-1 accuracy. TickNet has the fewest trainable parameters, smallest model size, fastest
test speed on both a CPU and GPU, although all these architectures ran fast.

Figure 37: Experiment results comparing TickNet with VGG16, ResNet50, DenseNet121, Inception V3, and
MobileNet V2. TickNet outperformed all five other networks in the number of parameters, model size, testing
time on both CPU and GPU with a top-2 performance on Top-1 accuracy.
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Figure 38: Experiment results of training accuracy on Dataset Ⅰ. TickNet is more robust than the other five
architectures on training Dataset Ⅰ.

Figure 39: Experiment results of validation accuracy on Dataset Ⅰ. TickNet is more robust than the other five
architectures on validation Dataset Ⅰ.
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5.4.2 Evaluate TickNet on Test Dataset Ⅰ
We tested TickNet on 1,264 images not seen during the training process and
validation process. The test accuracy is 96.28%. The precision is 97.41%. The recall is
97.72%. All the testing results were generated by using the Keras 2.0 APIs. A confusion
matrix was generated to describe the number of predicted samples: true positive, true
negative, false positive, and false negative. There were 941 true positive samples, 276 true
negative samples, 22 false negative samples, and 25 false positive samples. We set the
threshold for the sigmoid function to 0.5 to predict a positive sample if the probability
calculated by TickNet is greater than or equal to 0.5. A sample is predicted to be negative
sample if the probability calculated by TickNet is less than 0.5.

Figure 40: A confusion matrix was generated at the point of the threshold being set to 0.5 to describe the
predictions using TickNet on testing Dataset Ⅰ.
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5.5 Experiment Three: Binary Classifiers Deployment
5.5.1 Train and Evaluate Modified TickNet on Dataset Ⅱ and Dataset III
To display each neuron's probability in the binary classification task's output, we
modified TickNet as follows: we changed the number of neurons from one to two and
changed the activation function from sigmoid to softmax in the last fully connected layer.
Figure 41 shows a modified TickNet architecture for binary classification. Table 17
shows layers, output shape, and the number of parameters.

Figure 41: Modified TickNet architecture for a binary classification task. There are two neurons in the last
fully connected layer with a softmax function to show the corresponding probabilities for each class.
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Layer Type
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Flatten
Dense
Activation
Dense
Activation
Total
Trainable
Non-trainable

Output Shape
(None,
224,
(None,
224,
(None,
224,
(None,
112,
(None,
110,
(None,
110,
(None,
110,
(None,
55,
(None,
53,
(None,
53,
(None,
53,
(None,
26,
(None,
24,
(None,
24,
(None,
24,
(None,
12,
(None,
10,
(None,
10,
(None,
10,
(None,
5,
(None,
3,
(None,
3,
(None,
3,
(None,
1,
(None,
(None,
(None,
(None,
(None,
parameters:
parameters:
parameters:

224,
224,
224,
112,
110,
110,
110,
55,
53,
53,
53,
26,
24,
24,
24,
12,
10,
10,
10,
5,
3,
3,
3,
1,

No. of Parameters
64)
64)
64)
64)
64)
64)
64)
64)
128)
128)
128)
128)
128)
128)
128)
128)
256)
256)
256)
256)
256)
256)
256)
256)
256)
256)
256)
2)
2)

1,792
256
0
0
36,928
256
0
0
73,856
512
0
0
147,584
512
0
0
295,168
1,024
0
0
590,080
1,024
0
0
0
65,792
0
514
0
1,215,298
1,213,506
1,792

Table 17: A modified version of TickNet architecture for binary classification. There are 1,215,041
parameters in TickNet, including 1,213,249 trainable parameters and 1,792 non-trainable parameters.
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We then trained the modified TickNet on Dataset Ⅱ and III to get two TensorFlow
models converted to TensorFlow Lite models. There were 62,700 iterations in the training
process on Dataset Ⅱ while there were 100,000 iterations in the training process on Dataset
III.

Table 18: Training information on Datasets Ⅱ and III.

Comparing these three models’ performances on the test dataset, the model trained
and validated on Dataset Ⅱ with balanced image distribution performs better than the model
trained and validated on Dataset Ⅰ. The model trained and validated on Dataset III performs
best because of a larger number of images.

Table 19: Comparison of model performance trained by using Datasets Ⅰ, Ⅱ, and III.
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Figure 42: Confusion matrices present two classifiers’ performance on testing dataset in Dataset Ⅱ (left) and
Dataset III (right). In dataset Ⅱ, the number of true positive predictions is 933; the number of true negatives
is 1131; the number of false positives is 24; the number of false negatives is 30. In Dataset III, the number of
true positive predictions is 5421; the number of true negatives is 5092; the number of false positives is 11;
the number of false negatives is 46.

5.5.2 Deploying Binary Classifiers on an Android Device
In the training process, the TensorFlow models were converted to TensorFlow Lite
models. Subsequently, we exported the application named Tick Recognition and deployed
it on OPPO A57. We recommend always putting the subject of the image in the center of
the screen frame when making an inference. The inference time ranges from 200ms to
600ms to process a single image.
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Figure 43: Binary classifier on OPPO A57. There are two User Interface designs to display the recognition
result. Inference time for a single image is a range in 200ms to 500ms. The left two images show the predicted
result as "Tick" with the tick's ground truth input image. The right two images show the predicted result as
"NOT Tick" with the mite's ground truth input image.

5.6 Experiment Four: Four-class Image Classifier Deployment
In this section, we conducted two experiments to compare the performance of a
modified version of TickNet on Dataset IV. We modified the number of neurons from one
to four with a softmax function in the last fully connected layer in TickNet with six batch
normalization layers for the four-class image classification task. In the second phase, we
altered the number of batch normalization layers from six to two. The loss increased when
batch normalization layers were decreased. Finally, we trained the modified TickNet with
six batch normalization layers on Dataset IV to prepare the TensorFlow model for
conversion to a TensorFlow Lite model.
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Figure 45 shows a modified TickNet architecture for four-class image classification.
Table 20 shows layers, output shape, and the number of parameters. There are 1,215,812
parameters in the modified architecture.

Figure 44: Modified TickNet architecture for the four-class image classification task. There are four neurons
in the last fully connected layer with a softmax function to show corresponding probabilities for each class.
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Layer Type
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Conv2D
BatchNormalization
Activation
MaxPooling
Flatten
Dense
Activation
Dense
Activation
Total
Trainable
Non-trainable

Output Shape
(None,
224,
(None,
224,
(None,
224,
(None,
112,
(None,
110,
(None,
110,
(None,
110,
(None,
55,
(None,
53,
(None,
53,
(None,
53,
(None,
26,
(None,
24,
(None,
24,
(None,
24,
(None,
12,
(None,
10,
(None,
10,
(None,
10,
(None,
5,
(None,
3,
(None,
3,
(None,
3,
(None,
1,
(None,
(None,
(None,
(None,
(None,
parameters:
parameters:
parameters:

224,
224,
224,
112,
110,
110,
110,
55,
53,
53,
53,
26,
24,
24,
24,
12,
10,
10,
10,
5,
3,
3,
3,
1,

No. of Parameters
64)
64)
64)
64)
64)
64)
64)
64)
128)
128)
128)
128)
128)
128)
128)
128)
256)
256)
256)
256)
256)
256)
256)
256)
256)
256)
256)
4)
4)

1,792
256
0
0
36,928
256
0
0
73,856
512
0
0
147,584
512
0
0
295,168
1,024
0
0
590,080
1,024
0
0
0
65,792
0
1,028
0
1,215,812
1,214,020
1,792

Table 20: A modified version of TickNet architecture for four-class image classification. There are
1,215,041 parameters in TickNet, including 1,213,249 trainable parameters and 1,792 non-trainable
parameters.
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5.6.1 Train and Evaluate Modified TickNet on Dataset IV
Dataset IV consists of 1,988 images from four classes: American Dog Tick,
Blacklegged Tick, Lone Star Tick, and NOT Tick (mites, spiders, and Miridae). We trained
the modified TickNet with four neurons in the last layer with a softmax activation function
from scratch and deployed the four-class image classifier on OPPO A57. The model size
is 15.5MB.

Table 21: Trained and evaluated modified version of TickNet with four neurons in the last layer.

5.6.1.1 Evaluate Modified TickNet on Dataset IV
In each validation epoch, there were 7 iterations for 204 images in the validation
dataset; a spike happened when a new unseen image was fed into the classifier. The test
accuracy of the best model we achieved by training modified version of TickNet in the
experiment is 96.70%.
Figures 45 and 46 show the experimental results on the training and validation
processes on Dataset IV.
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Figure 45: Experimental results of training accuracy and validation accuracy on Dataset IV.

Figure 46: Experimental results of precision and recall on training dataset IV and validation dataset IV.

5.6.2 Deploy Four-class Image Classification Model on-device
The inference time ranges from 200ms to 600ms to process a single image for ondevice processing on a CPU. The inference time is less than 200ms to process a single
image for on-device processing on a GPU.
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Figure 47: Four-class image classifier on OPPO A57. There are two User Interface designs to display the
recognition result. Inference time for a single image is the range of 200ms to 600ms. The left two images
show the predicted result as “Blacklegged Tick” with the ground truth input image of Blacklegged Tick. The
right two images show the predicted result as “Lone Star Tick” with the ground truth input image of Lone
Star Tick.

In this section, we introduced the four generated datasets and ran four experiments
on these datasets separately. In experiment one, we obtained TickNet, with the best
performance in Top-1 accuracy and model size. In experiment two, we determined TickNet
beats VGG16, ResNet50, DenseNet121, Inception V3, and MobileNet V2 in model size,
number of parameters, test speed on a CPU and GPU with a 97.02% Top-1 accuracy. In
experiment three, we trained the modified version of TickNet from scratch and deployed
the binary classifier on OPPO A57. We trained another modified version of TickNet from
scratch in experiment four and deployed the four-class image classifier on OPPO A57.
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CHAPTER 6
6. CONCLUSION

In the first phase of this work, we proposed and trained a specific image classifier
to recognize and distinguish ticks from mites, spiders, and some other small bugs by using
state-of-the-art, incredibly lightweight CNNs. Initially, we proposed five lightweight
CNNs, and then we trained these networks on the same dataset and evaluated them on the
same validation dataset. After comparing these five architectures, we chose the one with
best performance, named TickNet. Then, we conducted experiments to compare TickNet
with five other classical CNNs. TickNet beat the five classical CNNs by 1.2M parameters,
with a 5ms test speed on a GPU, a 33ms test speed on a CPU, and some trade off in Top-1
test accuracy. To deploy the binary classifier on an Android device, we modified TickNet
by changing the number of neurons from one to two in the last fully connected layer. And
then we trained the modified network from scratch and converted the saved TensorFlow
model into a TensorFlow Lite model.
In the second phase of this work, we modified the task from a binary classification
to a four-class image classification. Images used in this part are from ImageNet, LMZ and
IP102. We modified TickNet again by changing the number of neurons from two to four
in the last fully connected layer with a softmax activation function to predict each output’s
probability. The modified TickNet was trained from scratch on a dataset which consists of
four classes (American Dog Tick, Blacklegged Tick, Lone Star Tick and NOT Tick).
Android Studio 4.1 was used as an IDE to generate the application named Tick
Recognition which was used to implement binary classification tasks and four-class image
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classification tasks on OPPO A57 with Android 6.0.1. The on-device inference time of a
single classification on a CPU is from 200ms to 600ms. We recommend putting the subject
of an image in the center of the 480 * 480 screen frame when making an inference.
There are limited images of ticks online. Most images were not labeled to specific
species which we needed during the experiments. The creation of a large-scale image
dataset of ticks, collecting and labeling images taken by users or photographers outside of
professional biology laboratories, could be a benefit for researchers who are interested in
interdisciplinary research across computer vision and ticks. TickNet could serve as a
baseline for future related research.
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