We consider the Cauchy problem for the (strictly hyperbolic, genuinely nonlinear) system of conservation laws with relaxation
Introduction
We consider the Cauchy problem for the following system of conservation laws with relaxation term ( have total variation and L 1 { norm su ciently small.
Here we are concerned with the system (1.1) where the stress function satis es the assumptions 0 (u) > 0; (strict hyperbolicity) 00 (u) 6 = 0: (genuine nonlinearity) ( 
1.4)
Moreover, we require that either satis es the condition 2 0 (u) 000 (u) ? 3 00 (u) 2 (1.6) Condition (1.5) is a technical assumption and is satis ed, for instance, in the nonlinear cases (u) = u ; u > 0; 0 < < 1; (u) = ?u ? ; u > 0; 0 < < 1:
However, (1.5) is not satis ed in the main case of interest for isentropic gas dynamics, namely (u) = ?p(u) = ?u ? with 1 < < 3.
Concerning (1.6) , it corresponds to the case of = 1 (isothermal ow). Observe that, for given by (1.6), conditions (1.4) are satis ed for all u 6 = 0, while the quantity in (1.5) vanishes identically.
On the source term, we require that r v 0; r u (u; v) r v (u; v) p 0 (u) 8 (u; v) 2 U R (1.8) and assume that there exists a C 1 equilibrium curve A(u) such that r(u; A(u)) = 0 8 u 2 U:
(1.9)
Condition (1.8) amounts to require that the source term in (1.1) is weakly dissipative, in the sense that satis es the weak diagonally dominant condition (see 8] ). (1.11)
In our case, (1.11) is clearly not satis ed since, by (1.8) , there holds B ii + P j6 =i B ji = 0.
On the other hand, we can state the following existence theorem. We remark that , L and the Lipschitz estimate (1.14) do not depend on ". Moreover,
we do not require any assumptions on the L 1 { norm of the initial data.
Let us now turn to the case of (1.6), namely to the system ( has a global weak (entropic) solution (u; v)(t), satisfying (1.13), (1.14), (1.15).
The proofs of Theorem 1.1, 1.2 are based on a wave-front tracking algorithm (see 2, 3] ) combined with a fractional step method (see 8, 6] ). The key point is the special de nition (2.5) (see also 11]) for the amplitude of waves, which ts well both with the geometry of the curves for the homogeneous system
and with the presence of the source term in (1.1). This allows us to de ne global in time approximate solutions for the system (1.1). As remarked before, it is not possible to apply here the methods and results in 8].
More precisely, using this choice of the wave size, it is possible to control the growth of total variation due to the source term, across the time steps. This works for a general increasing and strictly convex (or concave) , provided that the dissipativity condition (1.8) is satis ed.
On the other hand, if satis es either (1.4){(1.5) or (1.6), only the linear part of the Glimm functional is enough to control the total variation for the approximate solutions of the homogeneous system. We remark that if either (1.4){(1.5) or (1.6) are satis ed, then the homogeneous system (1.18) belongs to the class cited in Liu 11, Sect. 2] (previously de ned in a paper in Russian by Bakhvarov).
In the case = 1, our de nition (2. By condition (1.4), if u 2 U, then 00 (u) has constant sign and the system (1.1) becomes genuinely nonlinear. Now we assume 00 (u) < 0 (in the other case, a completely similar procedure can be followed). The rarefaction-shock curve of the rst characteristic family, starting at the point (u o ; v o ), is given by the equations (see Figure 1 Moreover, for a rarefaction wave, the size corresponds to the distance of the v coordinate, jv`? v r j.
Similarly to 1, 3] , in order to have piecewise constant approximate solutions, we adopt a piecewise constant Riemann solver for the homogeneous system (1.18). Shocks are not modi ed and satisfy exactly Rankine-Hugoniot relations. For a xed parameter > 0, a rarefaction of size " is approximated by a fan of N waves, N = h " i + 1, of equal size " N (which is smaller than ), and speed equal to the characteristic speed of the state at the right.
This approximation is applied for all newly generated rarefactions, while preexisting rarefactions can be simply prolonged by a single discontinuity with speed, again, equal to the characteristic speed of the state at the right.
The Solve each Riemann problem, arising at the points of jump, with the approximate Riemann solver for (1.18) introduced before. Then (u; v)(t; ) is de ned until no interactions occur.
By slightly changing the speed of some waves, we can assume that only two wavefronts interact at any single time. When this occurs, the solution is prolonged by solving the Riemann problem arising at the interaction point.
Assuming that the approximate solution is de ned at some time k t, k 1, the damping term is added, which a ects only the v variable u(k t+; x) = u(k t?; x); v(k t+; x) = v(k t?; x) + t " r(u; v)(k t?; x): The solution is then prolonged by solving the Riemann problems arising at the points of jump.
Again we can assume that no interactions occur at a time k t. Let us denote by x i < x i+1 , i = 1; : : :; N(t), the points at which (u; v)(t; ) is discontinuous, for some integer N(t). Using the de nition (2.5) for the strength of the waves, we introduce the functional
for any time t > 0 at which no interactions occur. We set V (0) : provided that (u; v)(0; ) is contained in a compact set Q U R and has su ciently small total variation. The constant C depends only on the compact set Q. Moreover, for t > 0, V (t) is equivalent to the total variation of (u; v)(t; ), on every set in which 0 remains bounded and away from 0. In other words, for any compact set K 0 U there exists a constant C(K 0 ) > 1 such that if u(t; x) 2 K 0 8x 2 R, there holds We claim that, until (u; v)(t; ) is de ned, the functional V is non-increasing. Indeed, let us consider the di erent cases (for a complete description of waves interactions, see 4]).
Assume that, at the time t, (k ? 1) t < t < k t, two wave-fronts interact. Denote by (u`; v`), (u m ; v m ), (u r ; v r ) the left, middle and right states respectively (see Figure 2 ), and by (u ; v ) the middle state after the interaction time. Then one has V = "(U`; U ) + "(U ; U r ) ? "(U`; U m ) ? "(U m ; U r ):
In the case of a 2-shock and a 1-shock interacting (see Figure 3) , we have the following for "(U`; U m ) 2 = minf 0 2 ; 1 C g.
In the remaining cases, one has u m ; u 2 minfu`; u r g; maxfu`; u r g]; (2.25) that implies V = 0. Assume now that t = k t. Denote by (u l ; v l ) and (u r ; v r ) the states at the left and at the right of a wave approaching the time step, and by (u l ; v + l ), (u ; v ), (u r ; v + r ) respectively the left, middle and right states after the time step (see Figure 4) . Inequality (2.26) and the invariance of shock{rarefaction curves with respect to translations along the v direction ensure that u 2 minfu l ; u r g; maxfu l ; u r g] (see Figure 5 ) which implies V = 0. As a consequence there hold:
i. a rarefaction of the 1 th family becomes a smaller 1-rarefaction followed by a small 2-shock; ii. a shock wave of the 1 th family becomes a smaller 1-shock followed by a 2-rarefaction; iii. a rarefaction of the 2 th family produces a small 1-shock followed by a 2-rarefaction; iv. a shock of the 2 th family produces a small 1-rarefaction followed by a 2-shock. The other cases to be considered are (2s : 1r ! 1r : 2s) and (2r : 1s ! 1s : 2r) (when a shock and a rarefaction of the same family interact, the rarefaction cannot increase because there is a compensation that can be seen with a computation similar to (2.24)). In the rst one, for instance, proceed as in the proof of Lemma 2. Then the number of interactions, in the region 0; T) R, is nite.
Proof. It is not restrictive to assume a 2 < 0 < b 1 . Suppose by contradiction that there is an in nite number of interactions. We can assume that in 0; t]; t < T there is a nite number of them and that T is an accumulation point. Therefore there is a sequence I of interactions which occur at the points (t i ; x i ), i = 1; 2; : : :. Without loss of generality we can assume that t 1 < t 2 < : : : and that (t i ; x i ) tends to a point (T; x) as i tends to in nity.
Denote by F the set of all the segments that can be joined to some point of I, forward in time, by a continuous path along the wave-fronts. For instance, all the segments interacting at the points (t i ; x i ), i 2 N, belong to F. Call F 1 (resp. F 2 ) the set of all elements of F which belong to the rst (resp. second) family. Then we partition all the interaction points in the following sets.
I 1 : the set of all interaction points in which there are exactly two outgoing segment belonging to F, one for each family.
I 2 : the set of all interaction points in which the two in-going waves belong to F and there is at most one outgoing wave belonging to F. I 3 : the set of all interaction points in which no in-going wave belongs to F. I 4 : the set of all interaction points in which the two in-going waves both belong to F and there are at least two outgoing waves of the same family belonging to F. We remark that, by assumption, I 4 is nite, that all the in-going waves of the interactions of I 1 , I 2 , I 4 belong to F and that the out-going waves of the interactions of I 3 do not belong to F. Note also that the points (t i ; x i ), i 2 N, do not belong to I 3 . We de ne the potential V(t) 0 as the number of all the segments belonging to F present at the time t. Observe that, except from the points of the nite set I 4 , V(t) is non increasing across interaction points, moreover it decreases of one or two across the points of I 2 . Since V(0) is bounded, then I 2 is nite.
As a consequence, all the points (t i ; x i ), i 2 N, except at most a nite number, belong to I 1 .
We start now from (t 1 ; x 1 ), and try to go forward in time with two continuous lines: the rst one made of segments of F 1 ( rst family) and the second one using segments of F 2 (second family). In doing this possibly we have to stop when we reach an interaction point ( e t; e x), with e t < T, belonging to I 2 or I 4 (obviously we cannot reach points of I 3 ). If this happens we take a point (t j ; x j ) with t j > e t, and start again.
Since I 2 and I 4 are nite sets we have to nd a point (t ; x ) 2 I from which we can draw two lines 1 (t), 2 (t) until the time T: the rst one made of segments of F 1 and the second using segments of F 2 . The bounds on the velocities imply 1 (t) x + a 2 (t ? t ); 2 (t) x + b 1 (t ? t ):
De ne = (T ? t )(b 1 ? a 2 )=5 > 0 and x t n with (t n ; x n ) 2 I satisfying ja 1 j(T ? t n ) ; jb 2 j(T ? t n ) :
Since 1 is composed by segments of F, the point (t n ; 1 (t n )) can be joined to some point of I. Therefore the bounds on the velocities imply that there must be a point (t h ; x h ) 2 I To apply the lemma we need to prove that, between two time steps, the number of interactions in which there are more than one outgoing wave of the same family is nite. In each strip, the interactions in which there are more than one outgoing wave of the same family can occur only in the case of two shocks of the same family interacting (of size " 1 and " 2 ), because a rarefaction (of size ") of the other family appears and we have possibly to split it. If this happens, there holds " C" 1 " 2 : To apply Helly's theorem we need estimates on the dependence on t of the approximating functions. These estimates are given by the following lemma. This proof is similar to the previous one. We have only to change the points in which we used the hypothesis (1.5) or the smallness of the total variation. We remark that with (u) = ? 1 u , one has 2 0 (u) 000 (u) ? 3 00 (u) 0; moreover the waves measure, de ned at (2.5), here reads as follows "(U`; U m ) = log uù r (see also 13] for an independent approach, using the Glimm scheme, to the case = 1).
First of all we observe that we can always solve the Riemann problem, even if the data are arbitrarily large 4] and that Remark 2.1 holds without requiring the smallness of the total variation of (u; v)(0; ). The rst thing that does not work here is Lemma 2.1. We substitute it with Lemma 3.1. In the following, as before, we will denote by U l = (u l ; v l ), U m = (u m ; v m ), U r = (u r ; v r ) respectively the left, middle and right state before an interaction of two waves, and by U = (u ; v ), the middle state after the interaction (see Figure 2) . It is easy to verify that (3.1) represents the unique solution of (3.3). Using (3.1) it is easy to check that (U l ; U m ) = (U ; U r ); (U m ; U r ) = (U l ; U ):
This completes the proof.
Next, we need to prove that V does not increase when a shock and a rarefaction of the same family interact, since in the previous proof we used the smallness of the interacting waves. Therefore we state the following more general Lemma that will be useful later and whose proof is given in the appendix. We denote by V s and V r the splitting of V into shocks and rarefactions respectively: are not increasing.
We remark that in Lemma 3.2 taking = 1 one has that independently of u l ; u m ; u r ; u the potential V (t) is not increasing across the interaction of a shock and a rarefaction of the same family.
Hence we can state the corresponding of Lemma 2.2. In other words, until the approximate solution exists, u (t; x) belongs to a compact set K 0 (0; +1) that depends only on K and M. Therefore, since V (t) is equibounded, also the total variation is equibounded.
Finally to prove that the approximate solutions can be de ned for all times t > 0 we apply Lemma 2.3. To apply this Lemma we have to show that except a nite number of interactions, there is at most one outgoing wave of each family for each interaction. We consider the potential de ned in Lemma 3.2: V 0 (t), where 0 depends on the compact set K 0 .
We know that this potential is not increasing across interactions of shocks and rarefactions of the same family. Moreover due to Lemma 3.1 it does not change across interactions of waves of di erent families. The only case in which we have more then one outgoing wave for each family is the interaction of two shocks of the same family. In this case we have to split the rarefaction if its strength is greater than > 0. Since in these interactions there holds V = V s + V r = 0, we have V s ? and therefore V 0 = ( 0 ? 1) V s + V ?( 0 ? 1) . But this can happen only a nite number of times because V 0 is non increasing and it is nite after any time steps.
Lemma 2.4 and the subsequent considerations hold for the present case without any change.
Zero relaxation limit
In this section we study the convergence to zero of the relaxation parameter ", proving Theorem 1.3. Let K be a compact subset of U and denote with L; ; C the constants in Hence the lemma is proved and (2.42), (2.43) hold with a larger constant L .
We recall that the constant L at (4.5) does not depend on ". By the assumptions on the initial data, the constant L " , at (4.5), can be bounded uniformly, as " ! 0, on any set of the With a diagonalization argument, the sequences u " n n ; v " n n converge, as n ! 1, to e u, e v respectively, on (0; 1) R, then (4.13) holds on the region (0; 1) R. Since the sequence v " n n is equibounded, the convergence takes place in 0; 1) R. Inequality (4.14) is satis ed for any t; s > 0 and for all n 2 N. Hence there exists, in L 1 loc , the limit where the last inequality in (A.21) is obtained observing that here there holds u l ; u r > u m .
The proof for the 1r{1s and 2r{2s is completely similar.
On the other hand, if the outgoing waves are a shock and a rarefaction then u is no longer de ned by (A.12) and (A.13). We consider only the example 2r{2s with a 1s and a 2r outgoing from the interaction, the other cases being similar. The proof is complete.
