Let Ω be a smooth bounded domain in R n , n > 1, let a and f be continuous functions on Ω, 1 = n n−1 . We are concerned here with the existence of solution in BV (Ω), positive or not, to the problem:
Introduction
Let Ω be a bounded open subset of R n , whose boundary is piecewise C 1 , let a and f be smooth (at least continuous onΩ), f being positive somewhere, a being such that there exists some constant c > 0 such that for all u ∈ W 1,1
(1.1) 3) Later we shall impose to u in (1.2) to be non negative, and we shall replace sign u by sign + u defined as sign + u.u = u + .
In order to find solutions to (1.2) one can consider the following minimisation problem inf {u∈W 2). In a previous paper [6] (see also [13] ), we were concerned with the existence of solutions u ∈ W 1,p (Ω) and we proved by using a method of concentration that there exists a non zero solution, as soon as
where K(n, p) denotes the inverse of the best constant for the embedding from W 1,p (Ω) into L p (Ω). Since the method employed in [6] cannot be applied to our problem, we shall approximate it by a problem analogous to (1.5) , with a right hand side f |u| 1 −2 u, and let p tend to 1. Of course, passing to the limit when p → 1 will lead us to consider BV (Ω) in place of W 1,1 (Ω), and to define several things, as σ.∇u when ∇u is only a measure and σ ∈ L ∞ (Ω), and to give sense to the trace of u on the boundary of ∂Ω when u is only in BV (Ω). As the "limit" will be obtained by weak convergence in BV (Ω), we shall be led to overcome the lack of the weak continuity of the trace map by introducing the concept of "relaxed problem": these problems are used in the theory of minimal surfaces and plasticity, and with a slightly different meaning, in the theory of weakly harmonic functions. Here the relaxed problem is defined as:
and we shall see later that it has the same infimum as (1.4).
As an illustration of what may occur, let us consider the problem of the best constant for the Sobolev embedding of W 1,1 (Ω) into L 1 (Ω), which corresponds to the case where a = 0 and f = 1. Let us define
We have
This problem has been studied by many authors (see [1, 14] , also [4] and others...). They proved that for any open set Ω of
for simplicity in the sequel) and that the infimum is never achieved on W 1,1 (Ω), but in some sense, it is achieved on BV (Ω), since every characteristic function of ball whose closure is included in Ω realizes this supremum. As a consequence, λ(Ω, 0, 1)
To be more correct, the characteristic functions of balls are solutions of (1.8) defined as:
and also of its relaxed form:
This infimum has also the value K(n, 1) −1 , as one can see by using approximation of functions in BV (Ω) by regular functions for a topology related to the narrow convergence of bounded measures, which will be precised later.
In order to give sense to equations (1.2), when u is only in BV (Ω), we need to define σ.∇u when σ ∈ L ∞ (Ω, R n ) and u ∈ BV (Ω) (this is possible as soon as div σ ∈ L n (Ω)):
, and define
∇u is a bounded measure on Ω which is absolutely continuous with respect to |∇u|.
We now give the results of this paper: for simplicity in the sequel we drop the terms Ω, a, and f in the definition of λ(Ω, a, f). Moreover, we assume that Ω is invariant under some subgroup G of the orthogonal group on R n , O(R n ), as well as a and f . Since every G-invariant function is also G-invariant one can assume that G is compact. We denote by O G (x) the orbit of x under G, and we are looking for a solution of (1.2) which is G-invariant. Of course, whenever Ω does not present any symmetries, one must take G = Id and 
n < 1, there exists a solution to the relaxed problem:
Moreover this solution verifies the P.D.E.
(1.12) Finally, we have another theorem which gives sufficient conditions when Ω is invariant under some symmetries, to get nodal solutions (i.e. which change sign): we assume now that G is some subgroup of O(R n ) and s is some involution, such that G and s commute weakly: 
Moreover u solves the partial differential equation:
(1.14)
The plan of this paper is as follows: in the first section, we give an existence theorem for (1.11) and (1.12), by using both the theory of concentration compactness and the method employed in [6] . The solution belongs to BV (Ω), satisfies (1.11) but not necessarily the condition u = 0 on ∂Ω. Let us point out that we have no regularity result on u. This will probably be a difficult task, which will be the object of a future work.
In the second section, we use test functions to prove that the sufficient condition proposed previously can be traduced by very simple conditions on a and f and their derivatives on a point x 0 ∈ Ω where f achieves its maximum and then to conclude to the existence of a solution.
In the third section, we give specific examples.
1. Existence's theorems
Preliminary results on BV functions
Let us recall the definition of the space
where Ω is an open set of R n , M 1 (Ω) denotes the space of bounded measures on Ω, i.e. the dual space of C b (Ω), the space of continuous bounded functions on Ω. Of course, endowed with the norm
BV (Ω) is a Banach space. The main results about BV (Ω) that we need to know here are the following: (the interested reader can consult Giusti [8] for more complete results on BV functions.)
-BV (Ω) is continuously embedded in L q (Ω), for q ≤ n n−1 = 1 , and these embeddings are compact for q < n n−1 = 1 . Other topologies than the topology of the norm introduced above, are of importance: -The weak topology, which can be defined as follows:
-The narrow topology, defined by
Let us note that the third condition in (1.16), jointed to the first one, implies the second one and also the vague convergence of |∇u n | towards |∇u|. -There exists a map from BV (Ω) into L 1 (∂Ω), which is linear and continuous for the strong topology and coincides with the restriction on the boundary for functions in BV (Ω) ∩ C(Ω). This map is not continuous for the weak topology, but it is continuous for the narrow topology. (cf. [5] ) -There exists some density result of
for the narrow topology defined above:
Another density result is the following: Suppose that Ω is an open set in R n whose boundary is piecewise C 1 , and that u ∈ BV (Ω). Then, there exists a sequence
As a corollary of this result, one obtains that the inequality in (1.1) can be extended to functions of BV (Ω) in the following manner: There exists some constant C > 0 such that for all u ∈ BV (Ω)
The proof of this approximation result is postponed in the fifth step in part II, since it is a key ingredient to prove that inf(1.11) = inf(1.10). We shall also need a generalization of Green's formula, which gives some sense to σ.∇u when σ ∈ L ∞ (Ω) and
(This result has already been announced in the introduction.)
, and u ∈ BV (Ω). Then there exists a distribution, denoted as σ.∇u, which is defined as follows:
The distribution σ.∇u is a bounded measure which satisfies:
-Suppose that U ∈ BV (R N ), and define for u ∈ BV (Ω) the functionũ as 
and σ · ∇ũ is absolutely continuous with respect to |∇ũ|, with the inequality
We end this section by enouncing a lemma which is classical in the theory of BV -functions:
Remark. Lemma 1 is a mere consequence of a stronger result which says that |∇u|(A) = 0 as soon as the (n-1)-Hausdorff measure of A is zero.
A proof of this stronger result can be found in [8] . We give here an elementary one.
Proof of Lemma 1. We must prove that
where [u] denotes the jump of the trace of u on the hyperplan x n = 0. Since it belongs to L 1 (Ω ∩ {x n = 0}), one has lim
On another hand, |∇u| being a bounded measure on Ω 
This yields the desired conclusion.
Proof of Theorem 1
A first step when one tries to prove Theorem 1 consists in approximating (1.11) with the following minimization problem
where is some positif parameter. This problem can be solved by classical methods in the calculus of variations, since 1 is strictly less than the critical power for the embedding of
In order to prove that equation (1.21) may be extended to every ϕ ∈ D(Ω) , suppose by contradiction that there exists ϕ ∈ D(Ω) such that
Using the existence of a Haar measure dµ on G, the G-invariance of Ω, a and f , and integrating this with respect to the Haar measure dµ on G one obtains
. Since ϕ G is G-invariant and compactly supported in Ω, one obtains a contradiction with (1.21).
As a consequence, u is a non trivial solution of
, and let δ > 0 be given and
Let now u be a solution of (1.20). Then, it is bounded in W 1,1+ (Ω). Therefore, we may extract from it a subsequence, still denoted u , such that
(the second assertion is a consequence of Hölder's inequality
(mes(Ω)) 1+ ).
We need now to recall a result of concentration compactness, which is a consequence of Lions' concentration compactness theory [11] :
weakly, there exists two nonnegative bounded measures on Ω, ν and µ, a numerable set (x i ) i∈N ∈Ω, and some numbers
where δ xi denotes the Dirac mass on x i . Moreover
if the functions u have their support included in some fixed compact set K the conclusion is the same with
with support in K, and the points x i belong to K. Remark. If u is G-invariant for all , so are the measures µ and ν, and so is the set {x i }.
Proof. It suffices to prove that |∇u | is bounded in W 1,1 (Ω) and has a limit (up to subsequences) less than the limit of |∇u | 1+ , and to use the results of Lions ([11] , see also [5] ). For that aim, let ϕ ∈ D(Ω), ϕ ≥ 0. By Hölder's inequality we have:
Since the last integral on the right tends to 1, we obtain the conclusion.
Third step: We obtain σ = " ∇u |∇u| " as the weak limit of σ = |∇u | −1 ∇u .
, for a subsequence, and for all q < ∞. For that aim, let < , then 1+ < 1+ , and by Hölder's inequality, We need to prove that |σ| ∞ ≤ 1. For that aim, let η be in
This implies that |σ| ≤ 1. On the other hand, by passing to the limit in (1.23), one gets:
and u is G-invariant, as the limit almost everywhere of G-invariant functions.
Fourth step: Extension of u outside Ω and convergence towards a solution of (1.11).
Letũ be the extension of u by 0 in R n −Ω. Thenũ ∈ W 1,1+ (R n ), since u = 0 on ∂Ω, and (ũ ) is bounded in W 1,1 (R n ). Then, one may extract from it a subsequence, still denoted (ũ ) such that
with v = 0 outside of Ω. We denote by u the restriction of v to Ω. In addition:
Moreover there exists two nonnegative measures µ and ν, with support inΩ, a numerable set {x i } inΩ, and some reals µ i and ν i , such that
Multiplying (1.23) byũ ϕ where ϕ ∈ D(R n ), and integrating by parts, one obtains:
By assuming that < 1 n−1 , σ tends weakly towards σ in L n+α (Ω) for some α > 0, and then, sinceũ tends strongly towards v in every L q , q < n n−1 , one obtains that R n σ ũ · ∇ϕ tends to R n σv · ∇ϕ. By passing to the limit in the last equation above, one obtains
Using generalised Green's Formula in Proposition 1 and (1.27) one obtains that
(1.29)
Subtracting (1.29) from (1.28), one gets for ϕ ∈ D(Ω) By the remark done about the 1-coercivity of a, we deduce that Ω f |v| 1 ≥ 0, and replacing this in the equation
CardOG(xi) . Then, summing over the orbit of x i one obtains a contradiction with
Using this inequality one obtains also that CardO G (x i ) = ∞ implies that ν i = 0. We now write, using proposition 2, the assumption
n < 1 for all x ∈Ω, and (1.26): Then u is a solution of (1.12), if we are able to prove that u is not identically zero. In fact, since for all i, ν i = 0, we get from the previous computations that
vaguely on R n , and then
As a consequence, u cannot be zero, and
Moreover, the convergence of |∇ũ | is tight onΩ, which means that
Fifth step: u is a solution of (1.11). Let us recall the relaxed form of (1.10), for which we shall prove the existence of a solution.
As we already mentioned it before, this problem makes sense, because of the embedding of BV (Ω) into L n n−1 (Ω), and due to the existence of a trace map from BV (Ω) into L 1 (∂Ω). We must prove first that inf(1.11) = inf(1.10).
First, it is obvious that inf(1.11) ≤ inf(1.10). For the reverse inequality, let u be in BV (Ω). Since Ω is piecewise C 1 , there exists a covering of Ω by a relatively compact set Ω 0 and a finite number of balls, B(x j , δ), 1 ≤ j ≤ k, x j ∈ Ω, such that Ω ∩ B(x j , δ) is starshaped with respect to x j , for all j. Let ϕ j be a partition of unity subordinate to this covering. We have
We always denote by v the extension of u by zero outside Ω. Let λ be close to 1, λ > 1, such that the functions
Let now be less than the distance of the support of (ϕ j v) λ to ∂Ω. The functions ρ (ϕ j v) λ (where ρ are standard mollifiers) are C ∞ and have compact support. Moreover
for λ close to 1 and small enough. We have
and then the function
Finally, let µ be the Haar measure on G and let
, which yields the desired result. We prove now that the limit u in the two previous steps is a solution of (1.11). For that aim, let us recall that Ω f |v| 1 = 1. By lower semi-continuity, we get:
Using the fact that
one obtains that u is a solution of the relaxed problem.
Existence of nonnegative solutions
We consider the same problem as previously, with the additional assumption that u is nonnegative. So we are looking for a non trivial solution of
where λ(G) has been defined in the previous section and sign + u has been defined in the introduction. As in the previous section, we shall find u as a nonnegative solution to the relaxed problem (1.11). To solve this problem, we follow the arguments in the proof of Theorem 1. First, there exists a nonnegative solution to problem (1.20), since if u ∈ W 1,1 (Ω), so is |u |, and
Let then u be a solution of (1.20) which is non negative, then σ = |∇u | −1 ∇u verifies
Definingũ as in the proof of Theorem 1, one sees thatũ is bounded in W 1,1+ (R n ) and σ is bounded in L 1+ (Ω), and then, by extracting subsequences, one obtains
, v = 0 outside of Ω, and σ σ in every L q (Ω), for all q < ∞, with |σ| ≤ 1. By passing to the limit, one gets
As in the proof of Theorem 1, one obtains in the same time that
and arguing as in the previous section, one can show that u is a nonnegative solution to the relaxed problem (1.11).
Existence of nodal solutions
We are now under the assumptions of Theorem 2:
Theorem 2. Let Ω be a bounded open set of R n whose boundary is piecewise C 1 . Let s be an involution of R n , and G a subgroup of O(R n ), such that G and s commute weakly, i.e. O G (s(x)) = s(O G (x)). Let H = [G, s] be the subgroup generated by G and s. We assume that Ω is invariant under H as well as f and a, and that a verifies the assumption of coercivity (1.1), that f is positive somewhere. Define
Assume that for all x ∈Ω,
Then there exists some function u ∈ BV (Ω) which is G-invariant and s-antisymmetrical such that
Proof. The proof of Theorem 2 follows both [6] and the proof of Theorem 1. We consider the following partial differential equation:
This problem possesses a solution that we denote by u , which satisfies the following equation:
In order to prove that equation (1.42) may be extended to every ϕ ∈ D(Ω), suppose by contradiction that there exists ϕ ∈ D(Ω) such that 
Finally, one obtains that u is a solution of (1.40). Now, it is not difficult to see that lim →0 λ s (G) =λ s ≤ λ s (G), as we did in Section 1.2.
Letũ be the extension of u by 0 outside of Ω. Thenũ ∈ W 1,1+ (R n ) and is bounded in W 1,1 (R n ). Then, up to a subsequence, it converges weakly to some v ∈ BV (R n ). By the compactness of the embedding from and multiplying (1.40) byũ φ one has
Using Proposition 3, one can assume that there exist two nonnegative and H-invariant measures µ and ν onΩ, a numerable set (x i ) ⊂Ω also H-invariant, and some non-negative reals µ i and ν i , such that for all ϕ ∈ D(R n ), one has (by passing to the limit in (1.44))
Substracting (1.43) from (1.45), one obtains
In addition σ verifies:
in Ω. We must prove that under the assumption ( By the 1-coercivity of a, one obtains that Ω f |v| 1 ≥ 0, and replacing this in the equation
CardOH(xi) . Then, summing over the orbit of x i one obtains a contradiction with
Using this inequality one obtains also that as soon as CardO H (x i ) = ∞, ν i = 0. We now write, using Proposition 1 and the assumption λ
n < 1 for all x ∈Ω:
where c < 1. This implies that for all i, µ i = ν i = 0, and one concludes as in the previous section. . We shall prove, developing a and f around x 0 , that for small,
Estimates and test functions
where
Arguing as in [6] , Lemma 6, one has for all J and K
Suppose now that k a < k f , then 2k a + 1 < 2k f , and the first non zero term to consider in the expansion of powers of above is
. Hence the result follows as soon as
Then the first non zero term in the expansion of powers of
|Sn−1|k!f (x0)) 1/n−1 which is strictly negative. The result follows.
Some specific examples
We present in this section some concrete situations where the results of the preceding section can apply: 
Then there exists a radial solution to the relaxed problem (1.11).
Proposition 3.2.
Assume that a = 0 and f is not constant and positive somewhere. Suppose that there exists x 0 ∈ Ω on which f achieves its maximum, and that . Since for every x = 0, cardO G (x) = ∞, one gets by Theorem 1 that (1.11) possesses a nonnegative radial solution. For the second assertion of the Theorem, let P be some hyperplan of R n such that 0 ∈ P , and let D P be the orthogonal complement of P , 0 ∈ D P . We denote by G P the group of rotations around D P and by s P the orthogonal symmetry with respect to P . In order to verify the sufficient condition (1.37) in Theorem 2, we distinguish two cases: either x 0 ∈ D P ∩ Ω and then cardO H (x 0 ) = cardO G (x 0 ) = 2. Then the assumptions on a and f and Proposition 3.1 imply that λ K(n,1) . If x 0 ∈ D P ∩Ω, cardO G (x 0 ) = ∞ and condition (1.37) is once more verified. By Theorem 2, one gets the existence of a nodal solution u P ∈ BV (Ω). In particular, the properties of symmetry of u P imply that u P1 = u P2 (in the sense of distributions for example). Since P is arbitrary, this proves the second part of the proposition. 
there exists a solution to the problem
−div σ + a(x)sign u = f |u| 1 −2 u σ.∇u = |∇u| u is not identically zero, −σ.nu = |u| on ∂Ω.
The analogous of Pohozaev identity
since G(0) = 0 and u = 0 on ∂Ω. The last integral tends to zero when j goes to infinity. We now treat the integral on the left hand side:
By integrating by parts once more, one obtains
One can remark that the integrals Ω |∇u|(x i − x i )ϕ j,i and Ω σ i u ,i ϕ j,i tend to zero when j goes to infinity. By passing to the limit when j goes to infinity, summing over i, using Ω |∇u| = Ω u 1 and the fact that since u = 0 on ∂Ω, ∇u is parallel to n on ∂Ω, one finally gets the identity:
(n − 1)
When g(u) = u 1 −1 , one obtains:
We have no contradiction as it was the case for the equations
loc (Ω) with p > 1.
