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POSITIVE SEMIGROUPS AND GENERALIZED FROBENIUS
NUMBERS OVER TOTALLY REAL NUMBER FIELDS
LENNY FUKSHANSKY AND YINGQI SHI
Abstract. Frobenius problem and its many generalizations have been exten-
sively studied in several areas of mathematics. We study semigroups of totally
positive algebraic integers in totally real number fields, defining analogues of
the Frobenius numbers in this context. We use a geometric framework re-
cently introduced by Aliev, De Loera and Louveaux to produce upper bounds
on these Frobenius numbers in terms of a certain height function. We discuss
some properties of this function, relating it to absolute Weil height and ob-
taining a lower bound in the spirit of Lehmer’s conjecture for algebraic vectors
satisfying some special conditions. We also use a result of Borosh and Treybig
to obtain bounds on the size of representations and number of elements of
bounded height in such positive semigroups of totally real algebraic integers.
1. Introduction
Let n ≥ 2 be an integer and let
(1) 1 < a1 < · · · < an
be relatively prime integers. We say that a positive integer t is representable by the
n-tuple a := (a1, . . . , an) if
(2) t = a1x1 + · · ·+ anxn
for some nonnegative integers x1, . . . , xn, and we call each such solution x :=
(x1, . . . , xn) of (2) a representation for t in terms of a. Let s ≥ 0 be an inte-
ger, then the s-Frobenius number of this n-tuple, gs(a), as defined by Beck and
Robins in [6], is the largest positive integer that has at most s distinct representa-
tions in terms of a. This is a generalization of the classical Frobenius number g0(a),
i.e., the largest positive integer that has no such representations. The Frobenius
number has been studied extensively by a variety of authors, starting as early as
late 19th century; see [13] for a detailed account and bibliography. The condition
(3) gcd(a1, . . . , an) = 1
implies that gs(a) exists for every s. The algorithmic Frobenius problem, known to
be NP-hard, is to determine g0 (or more generally gs for s ≥ 1) given n and the
relatively prime n-tuple a1, . . . , an on the input. The hardness of this problem in
particular implies that no general closed form formulas for the Frobenius numbers
exist, sparking interest in upper and lower bounds.
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A geometric approach to the classical Frobenius problem has been pioneered in
the influential paper of R. Kannan [11], leading to a polynomial-time algorithm to
find the Frobenius number for each fixed n. Bounds on the classical Frobenius num-
ber stemming from further geometry of numbers applications have been obtained
in [9] and [2]. These ideas have also been extended to the more general s-Frobenius
problem in [10] and [1]. A higher-dimensional analogue of the Frobenius problem
has also been considered in the recent years by several authors, notably in [3], [4],
and [5].
This note is inspired by the work of Aliev, De Loera and Louveaux [5]. We use
the geometric setup and results of [5] (described in Section 2) to define a natural
extension of the Frobenius problem to totally real number fields and to give bounds
on the s-Frobenius numbers in this context. Let K be a totally real number field
of degree d over Q with embeddings σ1, . . . , σd : K → R. Let
Σ := (σ1, . . . , σd) : K → Rd
be the Minkowski embedding of K. Let OK be the ring of integers of K, and O+K
the additive semigroup of totally positive elements in OK , i.e.
O+K := {α ∈ OK : σi(α) ≥ 0 ∀ 1 ≤ i ≤ d} .
Let n > d and let α1, . . . , αn ∈ O+K be a collection of elements so that
(4) OK = spanZ{α1, . . . , αn}.
Such a collection always exists, since there exist bases for OK in O+K . Indeed, let
ω1, . . . , ωd be a Z-basis for OK , where ω1 = 1, and suppose it is not in O+K . Let
M =
[
max
1≤i,j≤d
|σi(ωj)|
]
+ 1,
where [ ] stands for integer part. Then 1,M + ω2, . . . ,M + ωd ∈ O+K and it is still
a Z-basis for OK . Write α = (α1, . . . , αn). Define the semigroup generated by α
to be
Sg(α) :=
{
n∑
i=1
αixi : x ∈ Zn≥0
}
,
and the rational cone spanned by α to be
CQ(α) :=
{
n∑
i=1
αixi : x ∈ Qn≥0
}
.
Then it is clear that Sg(α) ⊆ CQ(α)∩OK ⊆ O+K , and Sg(α) is not necessarily equal
to CQ(α) ∩ OK .
Example 1. Indeed, consider for instance the real quadratic field K = Q(
√
2) and
take
α1 = 1, α2 = 4 +
√
2, α3 = 6 + 2
√
2.
One easily checks that these three elements are in O+K and
OK =
{
a+ b
√
2 : a, b ∈ Z
}
= {(a− 4b)α1 + bα2 : a, b ∈ Z} .
Then
Sg(α) = {(x1 + 4x2 + 6x3) + (x2 + 2x3)
√
2 : x1, x2, x3 ∈ Z≥0}.
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On the other hand,
3 +
√
2 =
1
2
α3 ∈ CQ(α) ∩ OK ,
but it is clearly not in Sg(α).
Further, for each s ≥ 1 let Sgs(α) be the set of all points β ∈ Sg(α) for which
there are at least s distinct points x ∈ Zn≥0 such that
∑n
i=1 αixi = β, then Sg(α) =
Sg1(α).
Now, let β ∈ O+K be in the interior of the cone CQ(α) and take the ray tβ as
t ∈ Z≥0. Shifting the cone CQ(α) along this ray and intersecting it with OK we
will eventually land in the semigroup Sg(α) (this observation will follow from our
results). In other words, there exists a positive integer t such that
int (tβ + CQ(α)) ∩ OK ⊆ Sg(α).
More precisely, for each s ≥ 1 we can define
gs(α, β) := min {t ∈ Z>0 : int (tβ + CQ(α)) ∩ OK ⊆ Sgs(α)} ,
and let
gs(α) := max
{
gs(α, β) : β ∈ int(CQ(α)) ∩ O+K
}
.
We refer to gs(α) as the s-Frobenius number of α.
We can see that when K = Q this construction reduces to the usual s-Frobenius
numbers. Indeed, if K = Q then OK = Z and O+K = Z≥0, and (4) simply means
that α1, . . . , αn are positive relatively prime integers. Then Sg(a) is the semigroup
of all positive integers representable by α, CQ(α) = Q≥0, and so CQ(α)∩Z≥0 = Z≥0.
Then
max
β∈Z≥0
min {t ∈ Z>0 : int (tβ +Q≥0) ∩ Z ⊆ Sgs(α)}
≤ min {t ∈ Z>0 : int (t+Q≥0) ∩ Z ⊆ Sgs(α)}
is precisely the smallest integer t so that all integers > t have at least s represen-
tations by α.
We present an upper bound on gs(α). To state it, we need to introduce a certain
measure of arithmetic complexity of α. Let us write [n] := {1, . . . , n} and define
J (n, d) := {I ⊂ [n] : |I| = d}. For each I = {i1, . . . , id} ∈ J (n, d), let us write
disc(αI) for the discriminant of the subcollection αi1 , . . . , αid . We also write ∆K
for the discriminant of K, and define
(5) D(α) := 1|∆K |
∑
I∈J (n,d)
| disc(αI)|.
Notice that absolute values in this definition are not necessary in case of a real
number field, since all the quantities are positive; we put them there so that this
definition can be naturally extended to any number field. We now state our theo-
rem.
Theorem 1.1. With notation as above,
gs(α) ≤ 1
2
√
n− d+ 1
(
(n− d)D(α) + (s− 1) 1n−dD(α)n−d+12(n−d)
)
.
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We prove Theorem 1.1 in Section 2. Now suppose that β ∈ Sg(α), hence there
exists x ∈ Zn≥0 such that
∑n
i=1 αixi = β. It is natural to ask for the smallest such
representation for β. In other words, given β ∈ Sg(α) we want to find x ∈ Zn≥0
such that
∑n
i=1 αixi = β with |x| := max{|xi| : 1 ≤ i ≤ n} as small as possible.
This is our next result. To state it, let α(β) := (α1, . . . , αn, β) ∈ Kn+1 and define
(6) M(α, β) := 1|∆K |1/2 maxI∈J (n+1,d) | disc(α(β)I)|
1/2.
We also briefly recall the definition of a standard Weil-type height on K. Let us
write M(K) for the set of places of K, and for each v ∈ M(K) let dv := [Kv : Qv]
be the local degree of K at v; in particular,
∑
v|u dv = d for each u ∈ M(Q). Let
us normalize absolute values so that the product formula reads∏
v∈M(K)
|a|v = 1
for all nonzero a ∈ K. Then the usual inhomogeneous height function HK : Kn →
R, which extends Weil height on K is defined as
(7) HK(α) =
∏
v∈M(K)
max{1, |α1|v, . . . , |αn|v}.
We can now state our next result.
Theorem 1.2. With notation as above, let β ∈ Sg(α). Then there exists x ∈ Zn≥0
such that
∑n
i=1 αixi = β, and for any such x we have
1
n
(
HK(β)
HK(α)
)1/d
≤ |x| ≤ M(α, β).
We discuss some properties of D(α) and M(α, β) in Section 3, viewing them as
kinds of height functions. We use these properties along with Theorem 1.1 to obtain
a lower bound on absolute Weil height of α in the spirit of Lehmer’s conjecture on
heights of algebraic numbers.
We use a result of Borosh and Treybig [7] to prove Theorem 1.2 in Section 4.
This theorem also allows us to obtain a counting estimate on the number of points
of bounded height in the positive semigroup Sg(α).
Theorem 1.3. With notation as above, let T1, T2 ∈ R≥0 with T1 < T2, and define
Sgs(α, T1, T2) = {β ∈ Sgs(α) : T1 ≤ HK(β) ≤ T2} .
Additionally, for each β ∈ Sg(α) define r(β) = max{s : β ∈ Sgs(α)}. Then∑
β∈Sg1(α,T1,T2)
r(β) ≤
(
d!HK(α)
|∆K |1/2
T2 + 1
)n
−
[
T
1/d
1
nHK(α)1/d
]n
.
In particular,
(8) | Sgs(α, T1, T2)| ≤
1
s
{(
d!HK(α)
|∆K |1/2 T2 + 1
)n
−
[
T
1/d
1
nHK(α)1/d
]n}
.
On the other hand, for T ≥ 1,
∑
β∈Sg1(α,1,T )
r(β) ≥
[
T
1/d
1
nHK(α)1/d
]n
.
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Theorem 1.3 is also proved in Section 4. It is instructive to compare the bounds of
Theorem 1.3 to the known estimates on the number of algebraic integers of bounded
height in a fixed number field. A result attributed to S. Lang (see [14] for details)
asserts that in our case of a totally real number field K,
|{β ∈ OK : HK(β) ≤ T } | = O
(
T d
2
(logT )d−1
)
.
This implies that our bound (8) is nontrivial when n ≤ d2. We are now ready to
proceed.
2. Polyhedral semigroups and proof of Theorem 1.1
We start by briefly describing the setup and some results of [5]. Let A be a d×n
integer matrix, and for each set I ∈ J (n, d) let AI be the d × d submatrix of A
whose columns are indexed by I. Assume that
(1) gcd(det(AI) : I ∈ J (n, d)) = 1,
(2) {x ∈ Rn≥0 : Ax = 0} = {0}.
Define the additive semigroup
Sg(A) :=
{
b ∈ Zd : b = Ax for some x ∈ Zn≥0
}
,
and for each s ≥ 1 let Sgs(A) be the set of all points b ∈ Sg(A) for which there are
at least s distinct points x ∈ Zn≥0 such that Ax = b. Thus Sg(A) = Sg1(A). Let
CR(A) =
{
Ax : x ∈ Rn≥0
}
be the convex polyhedral cone spanned by the column vectors of A, then it is clear
that
Sg(A) ⊆ CR(A) ∩ Zd,
and this containment is often proper, i.e. in general Sg(A) 6= CR(A) ∩ Zd. For each
b ∈ int(CR(A)) ∩ Zd, define
gs(A, b) = min
{
t ∈ Z>0 : int (tb+ CR(A)) ∩ Zd ⊆ Sgs(A)
}
,
and let
gs(A) := max
{
gs(α, β) : β ∈ int(CR(A)) ∩ Zd
}
.
This is the s-Frobenius number of A as defined in [5]. The upper bound on gs(A)
proved in [5] (Theorem 2) is
(9) gs(A) ≤ 1
2
√
n− d+ 1
(
(n− d) det(AA⊤) + (s− 1) 1n−d det(AA⊤)n−d+12(n−d)
)
.
We can now use this result to prove our Theorem 1.1. Our strategy is straight-
forward: we use the Minkowski embedding to convert our setup into that of a lattice
in a Euclidean space, prove that our resulting ingredients satisfy the hypotheses of
Theorem 2 of [5], apply their bound (9), and then re-interpret it in terms of the
original setup in the number field.
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Proof of Theorem 1.1. Let the setup be as in Section 1. Let α1, . . . , αn ∈ O+K be
a collection of elements satisfying (4), and let us fix ω1, . . . , ωd, a Z-basis for OK .
Then there exist integers aij , where 1 ≤ i ≤ n, 1 ≤ j ≤ d so that
αi =
d∑
j=1
aijωj .
Let us write A = (aij)
⊤ for the d× n matrix of these integer coefficients. Let
B =
(
Σ(ω1) . . . Σ(ωd)
)
,
then ∆K = det(B)
2 and
C :=
(
Σ(α1) . . . Σ(αn)
)
= BA.
Since α1, . . . , αn satisfy (4), we must have Σ(OK) = CZn. On the other hand,
certainly Σ(OK) = BZd, hence BZd = B(AZn), which means that AZn = Zd.
This implies that row vectors of A are extendable to a basis for Zn. By Lemma 2
on p.15 of [8], this is equivalent to the condition that
gcd(det(AI) : I ∈ J (n, d)) = 1.
Now suppose x ∈ Rn≥0 and assume Ax = 0. Then
Cx = B(Ax) = 0,
but entries of C are of the form σi(αj), which are all positive real numbers, since
αj ∈ O+K . Therefore x must be equal to 0, and so
{x ∈ Rn≥0 : Ax = 0} = {0}.
Thus matrix A satisfies conditions (1) and (2) above, and so we can apply (9) to
get a bound on gs(A).
Now notice that Σ(CQ(α)) = BCQ(A), where
CQ(A) :=
{
Ax : x ∈ Qn≥0
}
,
and int(CR(A)) ∩ Zd = int(CQ(A)) ∩ Zd. Indeed, it is clear that
int(CQ(A)) ∩ Zd ⊆ int(CR(A)) ∩ Zd,
so let us show containment in the opposite direction. Suppose z ∈ int(CR(A))∩Zd,
then there exists x ∈ Rn≥0 such that
Ax = z.
In fact, this equation defines a hyperplane in Rn, which is defined over Q (since
A and z have integer coordinates), and hence points with rational coordinates are
dense in it. Thus taking a sufficiently small open ball in this hyperplane centered
at x, we can find a rational point with positive coordinates satisfying the same
equation. This means that z ∈ int(CQ(A)) ∩ Zd.
With this setup in mind, let β ∈ int(CQ(α)) ∩ O+K and let b ∈ Zd be such that
Σ(β) = Bb. Then for t ∈ Z>0 we have:
int (tβ + CQ(α)) ∩ OK ⊆ Sgs(α)
⇐⇒ int (tBb+BCQ(A)) ∩BZd ⊆ B Sgs(A)
⇐⇒ int (tb+ CR(A)) ∩ Zd ⊆ Sgs(A).
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This implies that gs(α) = gs(A), and so we only need to express det(AA
⊤) in terms
of α. Notice that
det(AA⊤) = det
(
(B−1C)(B−1C)⊤
)
=
1
det(B)2
det(CC⊤).
Now, det(B)2 = ∆K , and by the Cauchy-Binet formula
det(CC⊤) =
∑
I∈J (n,d)
det(CI)
2,
where for each I = {i1, . . . , id},
det(CI)
2 = det
(
Σ(αi1) . . . Σ(αid)
)2
= disc(αI).
Combining these observations with (9) completes the proof. 
3. Height functions
In this section we study some basic properties of the functions D(α) andM(α, β)
that we introduced in (5) and (6), respectively. Since we view these functions as
certain measures of arithmetic complexity, it makes sense to compare them to a
traditional height function on number fields.
Until further notice, let K be any number field of degree d, not necessarily totally
real as above. As in (7) above, we write HK for the inhomogeneous height on K.
We can also define the absolute version of Weil height by H(α) = HK(α)
1/d: this
height no longer depends on the field of definition. Let us establish some basic
properties of D and M as defined in (5) and (6), respectively.
Lemma 3.1. Let K be a number field of degree d over Q, n ≥ d, and let α ∈ Kn,
β ∈ K. Then the following are true:
(1) D(α) = 0 if and only if spanQα 6= K, and M(α, β) = 0 if and only if
spanQα(β) 6= K.
(2) If α ∈ OnK , then either D(α) = 0, or D(α) ≥ 1; similarly, if β ∈ OK , then
eitherM(α, β) = 0, orM(α, β) ≥ 1. Furthermore, D(α),M(α, β) ∈ Z≥0.
(3) D(α) ≤ (d!)2|∆K |
(
n
d
)
HK(α)
2, M(α, β) ≤ d!
|∆K|1/2
HK(α)HK(β).
Proof. To prove (1), notice that D(α) = 0 if and only if discriminant of every
d-tuple of coordinates of α is equal to 0. This happens if and only if every d-
tuple of coordinates of α is linearly dependent over Q, meaning that spanQα 6= K.
Similarly, M(α, β) = 0 if and only if discriminant of every d-tuple of coordinates
of the vector α(β) is equal to 0, which happens if and only if spanQα(β) 6= K.
To prove (2), assume that α ∈ OnK and D(α) 6= 0. Then there exists some
I = {i1, . . . , id} ∈ J (n, d) such that disc(αI) 6= 0. Since coordinates of α are
algebraic integers, it must be true that for each 1 ≤ j ≤ d,
αij = uj1ω1 + · · ·+ ujdωd,
where ω1, . . . , ωd is a Z-basis for OK and ujk are integers such that the matrix
U = (ujk)1≤j,k≤d is nonsingular. Therefore disc(αI) = ∆K det(U)
2, and hence
D(α) ≥ | disc(αI)||∆K | = det(U)
2 ∈ Z>0.
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The argument for M(α, β) is analogous, replacing α with (α, β) and J (n, d) with
J (n+1, d), and then observing thatM(α, β) ≥
∣∣∣disc(α(β)I)∆K
∣∣∣1/2 ∈ Z>0. In particu-
lar, D(α),M(α, β) ∈ Z≥0.
To prove (3), let I = {i1, . . . , id} ∈ J (n, d) and consider the matrix
Σ(αI) :=


σ1(αi1 ) . . . σ1(αid)
...
. . .
...
σd(αi1) . . . σd(αid)

 .
The archimedean absolute values on K are v1, . . . , vd, given by |a|vi = |σi(a)|dvi for
each a ∈ K. Hence we have
| disc(αI)|1/2 = | det(Σ(αI))| =
∣∣∣∣∣
∑
τ∈Sd
sgn(τ)σ1(αiτ(1) ) · · ·σd(αiτ(d))
∣∣∣∣∣
≤
∑
τ∈Sd
|σ1(αiτ(1))| · · · |σd(αiτ(d))|
≤ d!
d∏
j=1
max
{
1, |σj(αi1)|dvj , . . . , |σj(αid)|dvj
}
= d!
∏
v|∞
max{1, |αi1 |v, . . . , |αid |v},(10)
where sgn(τ) = ±1 is the sign of the permutation τ . Therefore
D(α) = 1|∆K |
∑
I∈J (n,d)
| disc(αI)| ≤ (d!)
2
|∆K |
(
n
d
)∏
v|∞
max{1, |α1|v, . . . , |αn|v}


2
≤ (d!)
2
|∆K |
(
n
d
) ∏
v∈M(K)
max{1, |α1|v, . . . , |αn|v}


2
=
(d!)2
|∆K |
(
n
d
)
HK(α)
2.
This gives the desired bound on D(α) in terms of HK(α). Now, in a manner
completely analogous to (10), we can obtain
| disc(α(β)I)|1/2 ≤ d!
∏
v|∞
max{1, |α1|v, . . . , |αn|v, |β|v}
≤ d!
∏
v∈M(K)
(max{1, |α1|v, . . . , |αn|v}max{1, |β|v})
= d!HK(α)HK(β),
and so M(α, β) ≤ d!
|∆K|1/2
HK(α)HK(β). This completes the proof of the lemma.

Part (3) of Lemma 3.1 and its proof show that D(α) and M(α, β) measure
the arithmetic complexity of α and α(β), respectively, at the archimedean places,
allowing for a comparison to the more traditional height function HK(α). Notice,
however, that D(α) andM(α, β) are different from traditional heights in the sense
that they do not take into account information at the non-archimidean places and
do not satisfy Northcott’s finiteness property, as does HK(α): for each c ∈ R>0,
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the set {α ∈ Kn : HK(α) ≤ c} is finite, but, say, the set {α ∈ Kn : D(α) ≤ c} is
not. Well, clearly D(α) = 0 for any α with spanQα 6= K (part (1) of Lemma 3.1
above), but even sets like{
α ∈ (O+K)n : spanZα = OK ,D(α) ≤ c
}
do not have to be finite.
Example 2. Indeed, let for instance K = Q(
√
2), t ≥ 2 be a rational integer, and
α1 = 1, α2 = t+
√
2, α3 = 2t+ 2
√
2 ∈ O+K .
It is easy to see that
√
2 = α2 − tα1, hence
OK = spanZ {α1, α2, α3}
for every t. On the other hand,
D(α) = 1
8
(8 + 32 + 0) = 5,
also for every nonzero t ∈ Z. Hence the set
{α ∈ (O+K)3 : spanZα = OK ,D(α) ≤ 5}
in this case is infinite.
Remark 3.1. One can think of D(α) as Euclidean norm of the vector of Grassmann
coordinates of the matrix Σ(α), normalized by the discriminant ∆K . Transpose of
such a matrix can be viewed as a basis matrix for a lattice of rank d in Rn, and
choosing any other basis for this lattice does not change the value of D(α). Indeed,
rewriting Example 2 in the notation of Section 2, we have Σ(α) = C = BA, where
B =
(
Σ(1) Σ(
√
2)
)
=
(
1
√
2
1 −√2
)
, A =
(
1 t 2t
0 1 2
)
,
and so
A⊤ =

 1 0t 1
2t 2

 =

1 00 1
0 2

(1 0
t 1
)
is a basis matrix of the lattice
spanZ



10
0

 ,

01
2



 ,
where
(
1 0
t 1
)
∈ GL2(Z) is just a change of basis matrix. More generally, if Σ(α) =
BA then for any matrix U ∈ GLd(Z) the matrix C = B(A⊤U)⊤ = B(U⊤A) is equal
to Σ(α′) for some α′ ∈ OK with D(α′) = D(α), hence there are infinitely many
such α′. Choosing U carefully, it is easy to construct such examples with α′ ∈ O+K .
An analogous observation also applies to the function M(α, β).
The above observations in particular imply that there cannot exist a general
lower bound on D(α) in terms of HK(α): if such a bound existed, we would have
{α ∈ Kn : D(α) ≤ c1} ⊆ {α ∈ Kn : HK(α) ≤ c2}
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for some appropriate constants c1, c2. It is therefore interesting to obtain lower
bounds on D(α) besides the trivial one in part (2) of Lemma 3.1. Hence, in situ-
ations when, say, g1(α) is known (with the setup of Section 1), one can conversely
think of Theorem 1.1 as providing a lower bound on D(α):
D(α) ≥ 2
√
n− d+ 1
n− d g1(α).
For instance, in a situation when n = d + 1 and g1(α) ≥ 1 (a rather common
situation, as in Example 1, for instance), we obtainD(α) ≥ 2√2 (and hence D(α) ≥
4, since it is an integer), which is already better than that of part (2) of Lemma 3.1.
In fact, g1(α) ≥ 1 whenever Sg(α) 6= CQ(α)∩OK , and hence we have the following
immediate corollary.
Corollary 3.2. Let the notation be as in Theorem 1.1 and assume that Sg(α) 6=
CQ(α) ∩ OK . Then
D(α) ≥ max
{
1,
2
√
n− d+ 1
n− d
}
.
This lower bound is greater than 1 as long as n ≤ d+ 4.
Combining Corollary 3.2 with part (3) of Lemma 3.1, we also obtain the following
lower bound on the absolute Weil height of α.
Corollary 3.3. Let the notation be as in Theorem 1.1 and assume that Sg(α) 6=
CQ(α) ∩ OK . Then
H(α) ≥
(
2|∆K |
√
n− d+ 1 (n− d− 1)!
d! n!
)1/2d
.
The lower bound of Corollary 3.3 is > 1 when |∆K | is large in comparison to n.
For instance, in case K is a quadratic number field and n = 3, we have
H(α) ≥
( |∆K |
3
√
2
)1/4
,
while |∆K | can be arbitrarily large (for a general totally real field, Minkowski bound
guarantees that |∆K | ≥
(
dd/d!
)2
).
These observations should be viewed in the light of Lehmer’s Problem on lower
bound for absolute Weil height of algebraic numbers and the great amount of work
done in this direction (see [12] for detailed information). Lehmer’s conjecture dating
back to 1933 states that there exists a constant c > 1 such that for every algebraic
number α of degree d, H(α) > c1/d. While the conjecture is still open, there is
a great number of partial results and generalizations in a variety of special cases.
Our lower bound on H(α) for the special types of algebraic n-tuples α is a small
contribution in that general direction.
4. Proofs of Theorems 1.2 and 1.3
Let us start from reviewing what we may call a “positive” version of Siegel’s
lemma as established by Borosh and Treybig [7]. The name Siegel’s lemma often
refers to results about the size of solutions of systems of linear equations. The
particular version we are interested in is concerned with non-negative solutions to
inhomogeneous integer linear systems. Let A be a d × n integer matrix such that
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the equation Ax = 0 has no nonzero solutions x ∈ Zn≥0. Let b ∈ Zd and let (A b)
be the augmented d× (n+ 1) matrix. Define
M(A, b) = max {| det ((A b)I) | : I ∈ J (n+ 1, d)} .
Theorem 4 of [7] asserts that every x ∈ Zn≥0 such that Ax = b satisfies
(11) |x| ≤ M(A, b).
We now use this result to prove Theorem 1.2.
Proof of Theorem 1.2. Let β ∈ Sg(α), then for some x ∈ Zn≥0 we have
∑n
i=1 xiαi =
β. This means that
Σ(β) =
n∑
i=1
xiΣ(αi) = Σ(α)x.
Using the same notation as in Section 2 above, we write C = Σ(α) = BA, and so
β = Cx = BAx = Bb,
where b ∈ Zm, hence Ax = b. Suppose now that for some y ∈ Zn≥0 such that
Ay = 0. Then
BAy = Cy = Σ
(
n∑
i=1
yiαi
)
= 0,
which implies that
∑n
i=1 yiαi = 0. Since α1, . . . , αn ∈ O+K , this is only possible if
y = 0. Then every x ∈ Zn≥0 such that Ax = b satisfies (11), and for each such x
we have β =
∑n
i=1 αixi. Observe also that for each I ∈ J (n+ 1, d),
| det ((A b)I) | = | det
(
(B−1C B−1Σ(β))I
) |
=
| det ((Σ(α) Σ(β))I ) |
| det(B)| =
∣∣∣∣disc(α(β)I)∆K
∣∣∣∣
1/2
,
which implies that M(A, b) = M(α, β). This completes the proof of the upper
bound of the theorem.
To establish the lower bound, let α ∈ Kn and x ∈ Zn, and let β = ∑ni=1 αixi.
We will prove
(12) HK(β) ≤ nd|x|dHK(α).
Indeed, if v | ∞ in M(K), then
|β|v ≤
n∑
i=1
|αi|v|xi|v ≤ n|x|max{|α1|v, . . . , |αn|v}.
If v ∤∞ in M(K), then
|β|v ≤ max
1≤i≤n
|αi|v|xi|v ≤ max{|α1|v, . . . , |αn|v},
since x ∈ Zn ⊆ OnK , and so |xi|v ≤ 1 for every v ∤∞ and 1 ≤ i ≤ n. Therefore
HK(β) =
∏
v∈M(K)
max{1, |β|v}
≤
∏
v|∞
(n|x|max{1, |α1|v, . . . , |αn|v})×
∏
v∤∞
(max{1, |α1|v, . . . , |αn|v})
≤ nd|x|dHK(α).
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The lower bound of Theorem 1.2 now follows from (12). 
Proof of Theorem 1.3. Let 1 ≤ T1 < T2 be real numbers, then for each x ∈ Zn≥0
such that β =
∑n
i=1 αixi ∈ Sg1(α, T1, T2), by Theorem 1.2 and Lemma 3.1 we have
1
n
(
T1
HK(α)
)1/d
≤ 1
n
(
HK(β)
HK(α)
)1/d
≤ |x| ≤ M(α, β) ≤ d!|∆K |1/2HK(α)HK(β) ≤
d!HK(α)
|∆K |1/2 T2.
Now, let
Z+(α, T1, T2) =
{
x ∈ Zn≥0 :
1
n
(
T1
HK(α)
)1/d
≤ |x| ≤ d!HK(α)|∆K |1/2 T2
}
,
and notice that
(13) |Z+(α, T1, T2)| ≤
(
d!HK(α)
|∆K |1/2 T2 + 1
)n
−
[
T
1/d
1
nHK(α)1/d
]n
.
To each β ∈ Sg1(α, T1, T2) there correspond r(β) vectors in Z+(α, T1, T2). There-
fore
(14) | Sg1(α, T1, T2)| ≤
∑
β∈Sg1(α,T1,T2)
r(β) ≤ |Z+(α, T1, T2)| .
Further, for each β ∈ Sgs(α, T1, T2) there are at least s distinct x in the set
Z+(α, T1, T2), and so
(15) | Sgs(α, T1, T2)| ≤
1
s
|Z+(α, T1, T2)| .
On the other hand, for T > 1 and each β ∈ Sg1(α, 1, T ) there are r(β) points in
the set {
x ∈ Zn≥0 : |x| ≤
1
n
(
T
HK(α)
)1/d}
,
and so
(16)
∑
β∈Sg1(α,1,T )
r(β) ≥
[
T
1/d
1
nHK(α)1/d
]n
.
The theorem now follows upon combining (13) with (14), (15) and (16). 
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