Neuronal circuitry is often considered a clean slate that can be dynamically and arbitrarily molded by experience. However, when we investigated synaptic connectivity in groups of pyramidal neurons in the neocortex, we found that both connectivity and synaptic weights were surprisingly predictable. Synaptic weights follow very closely the number of connections in a group of neurons, saturating after only 20% of possible connections are formed between neurons in a group. When we examined the network topology of connectivity between neurons, we found that the neurons cluster into small world networks that are not scale-free, with less than 2 degrees of separation. We found a simple clustering rule where connectivity is directly proportional to the number of common neighbors, which accounts for these small world networks and accurately predicts the connection probability between any two neurons. This pyramidal neuron network clusters into multiple groups of a few dozen neurons each. The neurons composing each group are surprisingly distributed, typically more than 100 μm apart, allowing for multiple groups to be interlaced in the same space. In summary, we discovered a synaptic organizing principle that groups neurons in a manner that is common across animals and hence, independent of individual experiences. We speculate that these elementary neuronal groups are prescribed Lego-like building blocks of perception and that acquired memory relies more on combining these elementary assemblies into higher-order constructs.
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cell assemblies | Edelman | Hebb | brain development | learning H ebb's (1) contributions to the theory of learning and memory have shaped psychological, philosophical, and neuroscientific theories for over 60 y. Three of the concepts that he put forward were particularly important. The first defines a correlation-based learning rule, namely that when one neuron persistently drives another, then the connection between them will be strengthened. The second states that this leads to the formation of clustered synaptic coupling of neurons into cell assemblies whose network topologies are molded by experience; the third suggests that such elementary cell assemblies are synaptically linked by the same learning rule to form trains of percepts (a phase sequence), constituting thoughts (1-6). There is a vast body of evidence for all three concepts (5, (7) (8) (9) (10) .
Despite this evidence, theorists have pointed out that the first postulate would cause synapses within cell assemblies to saturate, restricting their dynamic range and limiting memory storage capacity (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) . Experimental studies have confirmed that saturated long-term potentiation (LTP) is unfavorable to learning and memory (21, 22) . Although Hebb (1) had suggested a mechanism for passive weakening of unused synaptic connections, these objections suggested the need for an active depressive mechanism (16, 17, 23) , inspiring the discoveries of long-term depression (LTD) (24) and bidirectional and spike timing-dependent plasticity (STDP) (25) . Bidirectional plasticity provided a plausible mechanism for synaptic weights to assume arbitrary values depending on correlated activity among neurons. In artificial neural networks incorporating these modified Hebbian mechanisms, experience can mold the network topology of cell assemblies, endowing them with remarkable information processing and memory capabilities (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) . However, these models are based on two key assumptions. The first is that memory is stored in the configuration of the connectivity of neurons in an assembly and in the set of synaptic weights of the connections; the second is that experience can freely mold the network connectivity and synaptic weights.
What is known about the network topology of cortical microcircuits? Intracellular recordings from multiple neurons have shown that different types of neurons have different connection probabilities and different numbers and distributions of synapses (26) (27) (28) (29) (30) . Connection probabilities between neocortical neurons also vary according to the layer in which they reside (31, 32) , the brain regions to which they project, and the brain regions from which they receive input (33, 34) . Although these findings provide evidence for synaptic clustering, it is likely that these forms of clustering also involve genetically determined, topographical, and neuron-specific connectivity principles (35) (36) (37) (38) .
Evidence for synaptic clustering between neurons of the same type in a microcircuit began with the finding that layer 5 pyramidal neurons are reciprocally connected more often than expected from their unidirectional connection probabilities (39) . A systematic study of triplets of these same pyramidal neurons by Song et al. (40) led to the discovery of three-cell motifs of connectivity.
There is considerable evidence for circuit plasticity between neocortical pyramidal neurons. When neurons lie within about 50 μm of each other (i.e., within the dimensions of a minicolumn), the axon of every pyramidal neuron is structurally connected to the dendrites of virtually every other pyramidal neuron in the immediate vicinity (41) . This structural tabula rasa offers enormous opportunities for functional rewiring of neuron connectivities without major growth and reorganization of their neural arbors (42) (43) (44) . Indeed, the synaptic circuitry of these layer 5 pyramidal neurons dynamically rewires after stimulation (45) , indicating that activity can influence synaptic connectivity. Transmission across these established synaptic connections also undergoes lasting changes (46) driven by the relative timing of spikes emitted by pre-and postsynaptic neurons (47) , providing a mechanism for stimuli to specifically mold the synaptic weights. Indeed, numerous models have shown that timing-dependent bidirectional plasticity rules have the potential to uniquely configure cell assemblies in ways that represent specific stimuli, allowing assemblies to learn from experience (48) (49) (50) (51) (52) . What is not known, however, is whether such plasticity mechanisms have free range to arbitrarily mold neuron assemblies starting from a clean slate, as suggested by the structural tabula rasa, or whether they must operate under constraints of some prescribed synaptic organization. It is, therefore, important to know whether there exists any preferred synaptic connectivity between neurons at early stages of brain development.
In this paper, we present a study in which we searched for synaptically clustered neurons in the neocortex of neonatal animals (postnatal day 14) in the same neocortical region (somatosensory) and on the same layer 5 pyramidal (thick-tufted subcortically projecting) neurons on which a vast number of structural, functional, and plasticity studies have already generated extensive evidence for experience-dependent plasticity. We studied the topology and weights of the synaptic networks of groups of up to 12 simultaneously recorded neurons using a newly designed multineuron patch-clamp set-up.
Results
Distance-Dependent Connectivity Profiles. We recorded simultaneously from up to 12 thick-tufted layer 5 pyramidal neurons in somatosensory cortical slices (300 μm thick) from Wistar rats (postnatal days [14] [15] [16] (Fig. 1 A and B) -a model system extensively used in previous studies of cortical neurons and plasticity (39, 40, (45) (46) (47) (53) (54) (55) (56) (57) (58) . Connectivity was determined by applying trains (5-15 spikes at 20-70 Hz) of pulses of current (∼2 nA for 2.5-4 ms) to each recorded neuron and measuring the response of the other neurons, in the form of excitatory postsynaptic potentials (EPSPs), in current-clamp mode ( Fig. 1 C  and D) . In 270 experiments, we took measurements from 1,345 neurons and 3,446 pairs of neurons. To ensure statistical robustness, each measurement was repeated at least 20 times. This procedure readily revealed synaptic connections and provided reliable measurements of their strength (Materials and Methods).
The arbors of neurons that are farther apart in space naturally intersect more rarely than those of close neighbors. It follows that connectivity among neurons decreases with intersomatic distance (42) . This implies that even randomly connected neurons show distance-dependent local clustering. To account for this phenomenon, we quantified distance-dependent connectivity using infrared differential interference contrast microscopy, capturing the precise x, y, and z coordinates of all recorded neurons and computing connection probability as a function of intersomatic distance for unidirectional, bidirectional, and combined connectivity configurations (Fig. 1 E-G) . As expected, P decreased with distance in all configurations (P < 0.02; Kruskal-Wallis test), with a less abrupt decrease for unidirectional than bidirectional connections. These data also confirm previous reports that bidirectional connections are more than two times as frequent than predicted by chance (P < 0.001; t test) (39, 40) .
Distributed Cell Assemblies. To detect possible patterns of nonrandom connectivity, we measured the number of connections between neurons in all possible groupings containing between three and eight neurons (n = 4,199, 8,202, 11,544, 12,012, 9,306, and 5,319, respectively). To compute expected connection probabilities, we constructed 1,000 simulated sets of networks in which the positions of neurons reflected the measured positions of the neurons obtained from our recordings and connection probabilities matched unidirectional or bidirectional connection probability profiles found earlier (Fig. S1 ). Finally, we compared the expected and observed distributions. In groups of three and four neurons, we found no significant differences (P = 0.7 and 0.6, respectively; two-sample Kolmogorov-Smirnov test). However, a more detailed analysis of specific connectivity patterns confirmed results from Song et al. (40) showing that certain three-and four-neuron motifs ( Fig. S2 ) were significantly overrepresented (P < 0.01; z test and Bonferroni correction for multiple comparisons). Significant differences in the overall distribution of the number of expected connections first appeared in groups containing six neurons (P < 0.001; two-sample Kolmogorov-Smirnov test) (Fig. 2) . This result could be expected if the smaller motifs previously described are not elementary units in their own right but parts of larger assemblies.
We then proceeded to analyze the principles governing clustering within these cell assemblies. There was no significant correlation between the intersomatic orientation of the neurons and their connection probability (P = 0.23; Kruskal-Wallis test) ( Fig.  3 A and B) . This is evidence against a lattice-like arrangement of synaptically connected neurons. Testing for neurons with an excessive number of incoming or outgoing connections showed no evidence of hubs (P = 0.6; two-sample Kolmogorov-Smirnov test) (Fig. S3) , which characterize scale-free networks (59) .
Multineuron patch-clamp recordings normally focus on neurons that are within about 50 μm of each other. We therefore searched for synaptic clustering over greater distances (up to 200 μm). Contrary to expectations, we found that the average number of connections in groups of six neurons initially increased rather than decreasing monotonically with mean intersomatic distance (Fig. 3C) (P < 0.01; two-sample KolmogorovSmirnov test). The highest numbers of connections were thus not in the most compact groups but in groups of neurons separated by a mean distance of 100-125 μm. This phenomenon was clearly apparent, despite the fact that longer-range connections are more likely lost during the in vitro slicing procedure than the shorter-range connections. This suggests that the peak in the number of connections in this range may be even higher in vivo. Synaptic clusters of neurons are, thus, not confined within in-
Connection Probability dividual minicolumns, but extend across distances equivalent to the diameter of a functional neocortical column (300-500 μm).
Constraints on Network Topology. There are many possible network topologies ranging from Erdös-Rényi random networks to Watts-Strogatz networks, that additionally exhibit various degrees of clustering, to highly organized, scale-free networks that contain hubs; each type implies different degrees and kinds of clustering with particular functional capabilities (60) .
Our experimental data showed that, at any given distance, the connection probability for a pair of neurons with at least one common neighbor was significantly higher than the expected value (Fig. 4A) (P < 0.001, P < 0.001, P < 0.001, P = 0.017, P = 0.0156; paired t test) and that pairs of neurons sharing more than one common neighbor occurred significantly more often than expected (Fig. 4B) . The connection probabilities rose linearly with the number of common neighbors (Fig. 4C ) (R = 0.969). Connection probabilities, therefore, follow a strict rule and can be accurately predicted. This common neighbor rule is reminiscent of the mutual acquaintance rule described for social networks (61) but without the typical hub-like arrangement. Interestingly, two neurons were more likely to be connected when they both received input from the same common neighbor rather than projecting to a common neighbor, alluding to an even more refined rule relating connection probabilities and types of common neighbors in these directed networks (Fig. S4) .
To test whether the common neighbor rule could explain the experimental data, we implemented it in a network model. We first constructed a network of 2,000 point neurons in which neurons were connected according to the average distance-dependent connection probabilities found earlier (Fig. 5 A-C) . We then recomputed the connection probabilities using the measured relationship between numbers of common neighbors and average connection probabilities and iterated this procedure until the clustering coefficient converged (Fig. 5D and SI Materials and Methods). Simulated patch-clamp recordings mimicking experiments were performed on the model. No evidence for hubs or a lattice-like organization of connections was found. As in the experimental data, evidence of clustering was stronger in larger than smaller groups of neurons (Fig. 5 E and F) . The spatial distribution of clusters was similar to the distribution found in experiments. Taken together, these findings indicate that the common neighbor rule is sufficient to explain the synaptic clustering of neurons we observed in the experiments. This constraint suggests that experience cannot arbitrarily mold the network topology of cell assemblies but must abide by the common neighbor rule.
Constraints on Synaptic Weights. We next measured the synaptic weights in cell assemblies as they became more clustered. We identified all possible groups of six neurons and calculated the average amplitude of excitatory postsynaptic synaptic potentials (EPSPs) for groups with different numbers of connections. The analysis showed that, as groups became more interconnected, average EPSPs increased progressively in amplitude (Fig. 6A ). In groups with six or more connections, average EPSPs were already close to saturation. The variance of the average amplitude of EPSPs tended to decrease with increased clustering, indicating a reduction in the dynamic range of the mean synaptic weights across different assemblies (i.e., all assemblies, even in different animals, with the same number of connections tend to the same mean synaptic weight) (Fig. S5A) .
To test the significance of the tight correlation between synaptic weights and numbers of connections, we shuffled the EPSP data, assigning each connection a randomly selected value from our pool of measured amplitudes and removing the value from the pool. For 100 repetitions of this procedure, we consistently measured a significant difference between observed and shuffled data (two-sample Kolmogorov-Smirnov, Bonferroni-corrected test). Plots of average synaptic strengths for groups of six neurons with different mean intersomatic distances showed a relationship with distance that was almost identical to that between distance and connection probabilities (Fig. 6B) . This suggests that the distribution of synaptic weights can also be predicted from the number of common neighbors. This finding is supported by the observation that the distribution of synaptic weights shifts to the right with higher numbers of common neighbors (Fig. S5B) .
Interlaced Cell Assemblies. We used our model network with 2,000 neurons to extrapolate beyond the experimental results and explore the likely characteristics of separable cell assemblies in neural microcircuits. We first identified clusters using an affinity propagation algorithm (62) in which affinity was defined by the number of common neighbors. The results showed that each instance of the model contained an average of 38.2 ± 1.9 clusters, with 53.1 ± 35.3 neurons per cluster; all clusters interlaced in the same space. The mean connection probability for pairs of neurons in the same cluster (P in = 0.14 ± 0.02) was more than two times the probability for pairs belonging to different clusters (P out = 0.07 ± 0.005). Although these estimates are naturally sensitive to assumptions about neuron density, they were remarkably stable over a wide range of strictness values in the clustering algorithm. These results suggest that the average cluster contains a few dozen neurons and that typical microcircuits contain a few dozen such clusters (Fig. S6) . To the upper limits for cluster strictness, the number of clusters increased, indicating that clusters contain clusters within clusters. Some of these subclusters may correspond to the three-cell motifs reported in previous work and to the three-and four-cell motifts reported here.
We proceeded to explore the network topology of the cell assemblies generated in our model network. The degree of clustering was significantly higher than expected for a random network in which clustering depends only on distance (Fig. S7A) . The average shortest path between neurons within clusters was 1.80 ± 0.04 hops (1.9 ± 0.3 for the overall network). The distribution of the number of connections per neuron (degree) was binomial-like, with a right skew, and it showed no resemblance to the power-law distributions typical of scale-free networks that have so far characterized virtually all biological and social networks ( Fig. S7 B and C) (63) . The degree of separation is much smaller than, for example, protein interaction networks with 3°s eparation, social acquaintances within 6°, and Internet web pages with even higher degrees of separation. The network topology that we found is significantly different from the Erdös-Rényi random models and scale-free models, bearing a closer resemblance to the Watts-Strogatz model (64) .
Discussion
This study reports a form of synaptic clustering in neocortical microcircuits, where cell assemblies are not arranged randomly or in a lattice but as small world networks without hubs. These assemblies extend beyond the diameter of neocortical minicolumns, probably contain only a few dozen neurons, and are interlaced with other assemblies within the same space. We found that connection probability between any two neurons increases linearly with the number of their common neighbors, that the mean synaptic weight depends on the number of connections in a group of neurons, and that this mean value increases to saturate after only a small fraction of the maximal clustering is reached. The grouping of neurons into elementary cell assemblies across animals is, therefore, governed by a powerful synaptic organizing principle.
The finding that connection probability between neurons and the mean synaptic weight within groups of neurons is predictable and tightly related to each other indicates that experiences cannot freely mold network topology and synaptic weights. The predictability of network topologies and synaptic weights is particularly surprising if we consider that our study was conducted with early postnatal animals. In such young animals, one might have expected to find a configuration of neural circuitry closer to a clean slate on which any new configuration could be moldeda notion that has profoundly influenced philosophical and psychological theory since the 17th century (65) .
We speculate that this synaptic organizing principle is genetically prescribed and developmentally expressed, because it applies across different animals. However, STDP does mold synaptic weights (47) , and long-term microcircuit plasticity (LTMP) does mold the connectivity between these pyramidal neurons (45, 66) in this same preparation. The specific neurons involved in a group may, therefore, be selected by experience, but because of the powerful connectivity constraints that we found, these forms of plasticity is likely to add only minor variations to functioning of neuronal groups.
The synaptic clustering we found provides experimental evidence for the primary repertoires proposed earlier by the theory of neuronal group selection by Edelman (67) . Unlike Hebb's proposal (1), this theory suggests that functional neural circuitry arises by selection among neuronal groups that already emerged during embryonic development independent of experience. In Edelman's theory, subsequent experience selects neuronal groups to form secondary repertoires that have survival value (67, 68 (67, 68) . The elementary assemblies that we found are interconnected by fewer and weaker strands of connections than within assemblies, which are more amenable to experience-dependent modification (69) . This suggests that experience could uniquely mold overall neuronal circuitry by differently combining elementary assemblies into unique superassemblies or secondary repertoires. The various possible combinations of elementary assemblies plus the numerous ways that one assembly could be connected to another (through different neurons, different weights between each neuron, different synaptic dynamics, different directions, or different degrees of reciprocity) may not only provide for vast combinatorics and hence memory storage capacity, but also ensure stability of memories in the face of ongoing activity.
Materials and Methods
Electrophysiological Recordings. Whole-cell recordings were made from pyramidal neurons at 34 ± 1°C in rat somatosensory cortex (λ-5, medio-lateral 2) slices from animals at postnatal days 14 to 16. Neuronal connectivity was established with trains of current pulses (5-15 pulses at 20-70 Hz).
Data Analysis. Data were analyzed using IGOR (WaveMetrics), MATLAB (MathWorks), and C++. The cortical layer 5 neuron models were assembled with 2,000 cells in a cube layout using MATLAB. Data are presented as mean ± SEM.
Computer-Assisted Patch Clamp. Recordings were achieved with custom C++ software that controlled manipulators, amplifiers, oscilloscopes, pipette pressure, and video display.
Additional details are in SI Material and Methods. 
