Abstract. In this article, we are concerned with the semilinear elliptic equation
Introduction and main results
The nonlinear elliptic equation where n > 2 and p > 1, arises from various topics such as astrophysics, combustion, and differential geometry. To cite an instance, let (M, g) be a Riemannian manifold of dimension n with n ≥ 3, and let K be a prescribed function on M . In order to find a new metric g 1 on M with K as its scalar curvature, which is conformal to the original one g (that is, g 1 = ψg for some function ψ > 0 on M ), we write ψ = u 4 n−2 . Then this problem is equivalent to finding positive solutions of the equation
where Δ g and k are the Laplacian and scalar curvature in the g metric, respectively. If M = R n and g = (δ ij ), then k = 0, and hence the above equation can be reduced to (1.1) with p = n+2 n−2 after a suitable scaling and sign changing of K. In the above example, we call (1.1) the scalar curvature equation.
In this paper, we are concerned with the radial solutions u for (1.1), i.e., u = u(r), r = |x|. Then (1.1) is reduced to the ordinary differential equation with λ = (n − 2)p − (n + 2) 2 and α ∈ R is a given initial value. We know that (1.2) possesses a unique solution on [0, ∞), and we denote it by u(r; α).
One of the major purposes in this article is conducting the uniqueness of the finite total curvatures, which is described in the following context, associated with solutions of (1.2) with respect to the initial values. To achieve our goal, set and assume that σ is finite throughout this paper. In addition, we consider the following assumptions involving K(r) in different situations:
for r > 0. Generally, we call T (α) the total curvature associated with the solution u(r; α) for (1.2). Many research efforts have been dedicated to the structure of solutions of (1.1). In [13] , some uniqueness and nonuniqueness results of positive radial solutions have been made for the case where (1.8) is satisfied. Moreover, by considering the growth rate of K different from (1.3), [7] studied the weighted p-Laplacian equation. In a more recent work, [6] dealt with the positive radial solutions of (1.1) when the monotonicity assumption (1.3) fails. See also, for example, [9] , [11] , [15] , [17] , [18] , and the references therein.
By means of Theorem 1 in [16] , we see that (1.2) possesses a unique positive solution with finite total curvature if (1.5) holds. Some interesting questions about the total curvature arise: Under what conditions on K does (1.2) possess more than one positive solution with finite total curvature? Furthermore, are the finite total curvatures uniquely determined by u(r; α) and hence by α? On the other hand, [10] shows that the solutions of (1.2) may separate from each other entirely or meet infinitely many times depending on various situations for K and p. We wonder whether or not only two situations stated above may occur for solutions of (1.2). To answer these questions partially, we establish our first main consequence in the following. The concept of the linearization (see, e.g., [1] , [8] ) plays a significant role in deriving many qualitative properties of solutions. We will apply the arguments involving the linearized equations which were used in [3] and [4] to verify Theorem 1.1 in Section 2.
For accomplishing the second part of our results, we introduce two initial value problems as follows:
where K(r) satisfies (1.3) and (1.4), and θ, η, β ∈ R are given initial data. Conventionally, we denote the solutions of (1.10) and (1.11) by u(r; θ, η) and u(r; β), respectively, if there is no confusion. Obviously, both u(r; α), which is a solution of (1.2), and u(r; β) are solutions of (1.10).
Moreover, we define the following curves on the (θ, η)-plane as γ ± 1 (±α) = (u(1; ±α), u (1; ±α)) (u(r; ±α) are solutions of (1.2)), (1.12) γ ± 2 (±β) = (u(1; ±β), u (1; ±β)) (u(r; ±β) are solutions of (1.11)) (1.13) for α, β > 0. We note that all curves defined in (1.12) and (1.13) are smooth by (1.4), and we let Γ One of our aims in this paper is to conduct the number of zeros of solutions for (1.10) in terms of the initial data in the (θ, η)-plane, which can be classified into certain regions characterized by γ ± 1 and γ ± 2 under specific conditions on K(r) and p. Furthermore, based on the Pohozaev identity and openness for the regions of initial data corresponding to certain types of solutions, which is known as the shooting method (see, e.g., [5] ), we also obtain the whole structure of solutions of (1.10) depending on various situations as mentioned in (1.5)-(1.8).
In addition, according to the behaviors at the origin and infinity, we introduce various types of solution u(r) to (1.10) as follows:
Type R + - * (resp., R − - * ): u(r) is regular at r = 0, i.e., u(r) converges to a positive (resp., negative) constant as r → 0. Type S ± - * : u(r) is singular at r = 0, i.e., u(r) → ±∞ as r → 0. Type O- * : u(r) has infinitely many zeros near r = 0. Type * -R + (resp., * -R − ): r n−2 u(r) converges to a positive (resp., negative) constant as r → ∞. Type * -S ± : r n−2 u(r) → ±∞ as r → ∞. Type * -O: u(r) has infinitely many zeros near r = ∞. To discuss the zeros of solutions in the following context, we put an additional symbol over the hyphen in the notation of various types to indicate the total number of zeros on (0, ∞). For instance, we say that u(r) is a solution of Type R + k * , which means that it is of Type R + - * and has exactly k zeros on (0, ∞). By virtue of Yanagida [16] , it is well known that the numbers of zeros and the behaviors at infinity for solutions of (1.2) can be clarified under certain conditions related to K(r), as mentioned below.
Theorem A. Suppose that (1.5) holds. Then the following assertions concerning the solution u(r; α) of (1.2) are true.
, and u(r; α) is of Type R + 2k S + (resp., 
and {0}, and containing
Furthermore, u(r; γ
The types of solutions associated with initial data on Γ According to Remark 1.2 and Theorem 1.2, we obtain the whole solution structure of (1.10), as pictured in Figure 1 , for the case of (1.5) and p ≥ For γ ∈ R and n > 10 + 4γ, we define
The following three theorems are related to the structures of solutions of (1.10) under various conditions (1.6)-(1.8) on K(r). 
and u(r; p ± ) are the unique solutions of Type
and is of Type * -S + (resp.,
Following Theorem 1.3, we depict the structure of solutions of (1.10) in Figure  2 for the case of (1.6), n > 10 + 4σ and p > max 
and u(r; q ± ) are the unique solutions of Type
and is of Type S + - * (resp., S − - * ) if (θ.η) lies on the region bounded by Γ ± 1 and {0}, and containing
As shown in Figure 3 , we attain the solution structure for (1.10) in the case of (1.7), n > 10 + 4(2λ − ), and max
by virtue of the above theorem. Remark 1.4. In addition to including the conclusions of Theorem 2 in [16] (Theorem B), we also establish, as depicted in Theorems 1.3 and 1.4 above, that the solutions of (1.2) and (1.11) will converge towards uniquely certain types of solutions as the initial data tend to infinity (or minus infinity) under further conditions of p. We illustrate the structure of solutions based on Theorem 1.5 in Figure 4 . Finally, we conclude this section with two specific examples related to (1.10) as follows.
n−2 , the structure of solutions for (1.10) with K = K 1 is the same as that depicted in Figure 2 based on Theorem 1.3; (b) if n n−2 < p < n+2 n−2 , the structure of solutions for (1.10) with K = K 1 is the same as that depicted in Figure 1 based on Theorem 1.2.
We remark that equation (1.10) with K = K 1 and n = 3 in the above example is well known as the Matukuma equation (see, e.g., [12] , [14] , [19] ), which was introduced by Matukuma as a mathematical model for a global cluster of stars. This article is organized as follows. In the next section, the complete verification of Theorem 1.1 will be given. In Section 3, we make preparations for the demonstrations of our remaining main conclusions. We introduce the Pohozaev identity and derive the properties of openness to conduct various types of solutions for (1.10). Moreover, we also attain the monotonicity of the numbers of zeros for solutions with respect to the η-axis in the (θ, η)-plane. In fact, these preliminary works are the essential elements to realize the structure of solutions. Finally, we present the complete proofs of Theorems 1.2-1.5 in Section 4. 
In order to prove Theorem 1.1, we need several lemmas stated as follows.
Remark 2.1. In Theorem 1.1, the proof of (a) and the existence of a solution for the prescribed total curvature in (b) follow the fact of (b) in Theorem 1.5, which will be confirmed in Section 4. Therefore, we have that r n−2 u(r; α) tends to some positive constant (depending on α) as r → ∞ for all α > 0. 
From (1.2) and (2.2), we obtain that for r ≥ 0,
We complete the proof of this lemma. Proof. We prove this lemma by the following three steps.
Step 1 
where V 0 (r) is defined as in the proof of Lemma 2.1. This leads to a contradiction, and we finish this step.
Step 2. φ(r) has exactly one zero on (0, ∞).
Let r 1 be the first zero of φ(r) on (0, ∞) and set c = −
u(r 1 ) . Then, applying the comparison method to V c and φ, we get c = 2+λ p−1 . Moreover, we also obtain that φ(r) has exactly one zero on (0, ∞) via the comparison method, Lemma 2.1 and the fact that f (r; c) ≡ 0.
Step 2 is established.
Step 3. lim r→∞ r n−1 φ (r) > 0.
Let w(r) = V n−2 (r) + C, where V n−2 is defined as in the proof of Lemma 2.1, C = −V n−2 (r 1 ), and r 1 is set in Step 1. Then w(r) verifies
where
Since lim r→∞ Q(r) = −∞ and Q (r) ≤ 0 on [0, ∞), we see that Q(0) > 0 and Q(r 1 ) < 0. Hence
From (2.4) and using the comparison method, we attain that
which shows that lim
According to Steps 1-3, we complete the proof.
Lemma 2.3. Suppose u(r; α) is a positive solution of (1.2). If
for α > 0.
Proof. Let γ(α) = lim r→∞ r n−2 u(r; α). Then γ(α) ∈ C(0, ∞)
by Lemma 2.1 and the Lebesgue dominated convergence theorem. Moreover, since (r n−2 u(r; α)) ≥ 0 on (0, ∞), we obtain that T (α) ∈ C[0, ∞) by the Lebesgue dominated convergence theorem again.
Claim. lim r→∞ φ(r; α) is continuous for α ∈ (0, ∞).
Proof of the Claim. Let u i (r) = u(r; α i ) and φ i (r) = φ(r; α i ) for α i > 0, i = 1, 2. Then, by (2.1),
Combining (2.6) and the fact that T (α) ∈ C(0, ∞), and by using the Lebesgue dominated convergence theorem again, we have that g(α 1 , α 2 ) → 0 as α 1 → α 2 . Therefore, |φ 1 (r) − φ 2 (r)| → 0 uniformly on [0, ∞) as α 1 → α 2 from (2.5). We finish the proof of this claim. From the above claim and standard arguments, we easily obtain that T (α) ∈ C 1 (0, ∞), and the proof of this lemma is complete.
Due to Lemma 2.2, for any α > 0 there exists a unique R(α) > 0 such that φ( R(α); α) = 0. The following fact gives us the monotonicity for R(α) with respect to α > 0.
Lemma 2.4. R(α) is strictly decreasing on (0, ∞).
Proof. Let α 2 > α 1 > 0 and there exists 0 < R ≤ ∞ such that u(r; α 2 ) > u(r; α 1 ) for 0 ≤ r < R, u(R; α 2 ) = u(R; α 1 ).
We divide the proof into two steps.
Step 1. R ≤ R(α 1 ).
To establish this step, we need the following assertion.
Claim. If R ≥ R(α 1 ), then R(α 2 ) < R(α 1 ).
Proof of the Claim. On the contrary, suppose R(α 2 ) ≥ R(α 1 ). Then applying the comparison method to φ(r; α 1 ) and φ(r; α 2 ), we obtain that
This contradiction completes the proof of this claim.
Now, suppose R > R(α 1 ). Then there exist R(α
Combining (2.7) and the claim above with the continuous dependence of solutions on initial values, we see that, for
This contradiction finishes this step. Next, let δ 0 > 0 be fixed and define
Then R = R(α 1 + δ 1 ) > 0 for some δ 1 ∈ [0, δ 0 ] due to the fact that φ(0; α) = 1 for α > 0 and the continuity of φ(r; α) with respect to α.
Step 2.
which contradicts the assertion mentioned in Step 1, and thus this step is done.
Since α 1 > 0 and δ 0 > 0 are arbitrary, we complete the proof of this lemma owing to Step 2. 
where r 2 (α) is the second intersection point of u(r; α) and u(r; α 1 ). Since r 2 (α) is strictly decreasing on (α 1 , α 2 ] by Lemma 2.5, there exists a sequence {ᾱ i } such that α i → α 1 and r 2 (ᾱ i ) →r as i → ∞ for somer < R(α 1 ) due to (2.8) and Lemma 2.4. Hence, φ(r, α 1 ) = 0, which yields a contradiction, and we conclude that any two distinct solutions of (1.2) intersect exactly once on (0, ∞). In addition, for any α 0 > 0, we also obtain that R(α) is strictly decreasing on (α 0 , ∞) and tends to zero as α → ∞ by Lemmas 2.5 and 2.4. Therefore, we prove (c). Finally, combining Lemmas 2.2-2.3, we attain that φ(r; α) has exactly one zero on [0, ∞) and T (α) < 0 for all α > 0. Then, the uniqueness consequence in (b) is proved. Indeed, if u(r; α 1 ) > u(r; α 2 ) on [0, ∞), then T (α 1 ) > T (α 2 ). This is impossible since α 1 > α 2 . We complete the proof of this theorem except (a) and the existence consequence in (b) which will be assured in Section 4.
Zeros and structure of entire solutions
In this section, we derive some fundamental properties of solutions for (1.10) involving the openness consequences about the regions of initial data corresponding to certain types of solutions in the (θ, η)-plane and the increment of the number of zeros with respect to the η-axis.
To this end, we need to introduce an auxiliary function related to solutions of (1.10), which yields a well-known identity to help us characterize the behaviors of solutions at the origin and infinity. For any solution u(r) of (1.10), define
for r > 0. Then, it is easy to verify that
for r > 0, which is known as the Pohozaev identity associated with the solution u(r). Occasionally, we denote P (r; u(r; θ, η)) by P (r; θ, η) for convenience.
Lemma 3.1. Suppose u(r)
is a solution of (1.10). Then the following properties hold.
Proof. In the proofs of (a) and (b), we only show the case of u(r) > 0; the proofs for the case of u(r) < 0 are similar. 
Remark 3.1. We note that L(s), defined in (3.4), also satisfies (1.3) and (1.4) with respect to s.
The following assertions give us the classification of solutions of (1.10) in terms of P (r; u), which plays a significant role in clarifying the whole structure of solutions. Proof. We refer the proofs of (a)-(c) to Lemma 2.3 in [16] or Lemmas 2.3-2.4 in [5] . Moreover, by using the Kelvin transform as described in the proof of Lemma 3.1(b), we omit the details of the proofs for (d)-(f).
In order to manage the zeros of solutions and simplify the statements, we say that a solution of (1.10) is of Type X k 1 -Y k 2 if it is of Type X-Y and has exactly k 1 zeros on (0, 1] and
The following lemma is also crucial for us to conduct the structure of solutions, which depicts the openness of the regions of initial data associated with Types * -S ± and S ± - * of solutions. Proof. (a) We divide this proof into two steps.
Step 1. There exists δ 0 > 0 such that u(r; θ, η) is of Type * -S ± for (θ, η) ∈ B δ 0 ((θ 0 , η 0 )).
From Lemma 3.2(b), there exists a sequence {r j } such that r j → ∞ as j → ∞ and P (r j ; θ 0 , η 0 ) < 0 for all j. Choosing j 0 so that r j 0 > R, then P (r j 0 ; θ, η) < 0 for (θ, η) ∈ B δ 0 ((θ 0 , η 0 )) with some δ 0 > 0. Hence, (3.5) and (3.2) show that P (r; θ, η) < 0 and P (r; θ, η) is nonincreasing for r ≥ r j 0 and (θ, η) ∈ B δ 0 ((θ 0 , η 0 )). We finish this step by Lemma 3.2 again.
Step 2. There exists 0 < δ < δ 0 such that u(r; θ, η) has exactly k zeros on [1, ∞) where Finally, for all m we have that for all (θ, η) ∈ C with θ > 0 by Lemma 3.4 again. Select a sequence {(θ j , η j )} ⊂ C with θ j > 0 for all j such that (θ j , η j ) → (0, η 0 ) as j → ∞. Then depending on the continuity of solutions with respect to initial data, we conclude that m = 1 and r j →r as j → ∞, where r j andr are the largest zeros of u(r; θ j , η j ) and u(r; 0, η 0 ), respectively. Now, without loss of generality, we may assume that u(r; 0, η 0 ) > 0 for r >r. Then, for j large, we have that u(r; θ j , η j ) > 0 for r >r with somer > 0. This is impossible since u(r; θ j , η j ) < 0 for r > r j for all j. Therefore, this case cannot happen as well. The situation that u(r; θ 2 , η 2 ) is of Type * -S −(k−m) with 1 ≤ m ≤ k being an odd positive integer is similar. We complete the proof of this claim.
We note that the above Claim itself also assures that u(r; 0, η) is of Type * -S +k for all (0, η) ∈ C if u(r; 0, η 0 ) is of Type * -S +k for some (0, η 0 ) ∈ C. Using similar arguments based on the proof of the above Claim, the remaining respective situations can also be attained.
We complete the proof of Lemma 3.5. Proof. We obtain these results by using the Kelvin transformation and Lemma 3.5.
Proofs of Theorems 1.2-1.5
We give the complete verifications of our main consequences, Theorems 1.2-1.5, in this section.
Proof of Theorem 1.2. From Step 1 in the proof of Lemma 3.3(a), we conclude (a) and (b). Moreover, combining Lemmas 3.4-3.6, the assertions of (d) and (e) are attained. Finally, (c) follows Theorem A, and we complete the proof of this theorem.
To demonstrate Theorems 1.3 and 1.4, an auxiliary lemma is needed. Lemma 4.1. Suppose (1.6) (resp., (1.7)) holds and u(r; α) (resp., u(r; β)) is a solution of (1.2) (resp., (1.11)). If sup α>0 |u(1; α)| (resp., sup β>0 |u(1; β)|) is finite, then so is sup α>0 |u (1; α)| (resp., sup β>0 |u (1; β)|).
Proof. Suppose there exists a sequence {α i } such that |u (1; α i )| → ∞ as i → ∞. Since (1.6) holds and by (3.2), we have that P (1; u(r; α i )) ≤ 0; that is,
for all i. Therefore,
which yields a contradiction. The respective situation can be obtained in a similar way. Indeed, combining (1.7), (3.2) , and the fact that lim r→∞ P (r; u(r; β)) = 0 for all β > 0, we also get that P (1; u(r; β)) ≤ 0 for all β > 0. We complete the proof of this lemma. Now, we are in a position to show the remaining main results described in Section 1.
Proof of Theorem 1.3. Without loss of generality, we consider the curves Γ Proof of the Claim. Let u i (r) ≡ u(r; θ i , η i ) be of Type * -S − for all i. Suppose (θ i , η i ) → (θ, η) as i → ∞ and u(r) ≡ u(r; θ, η) is of Type * -S + . Without loss of generality, we may assume that u i (r) has zeros on (1, ∞) for all i. Set r i to be the largest zero of u i (r) for all i. Then it is easy to see that r i goes to the infinity as i → ∞. From (1.6), we have that P (r; u i ) > 0 on (0, r i ) for all i, which implies P (r; u) ≥ 0 on (0, ∞). This contradicts the fact that u(r) is of Type * -S + , and we complete the proof of this claim and hence (c). Proof of Theorem 1.5. Since (1.8) holds, P (r; θ, η) equals identically to some constant depending on (θ, η). Hence, we get that Γ This proves (a). Moreover, since P (1; θ, η) < 0 (resp., P (1; θ, η) > 0) and hence P (r; θ, η) < 0 (resp., P (r; θ, η) > 0) on (0, ∞) if (θ, η) ∈ F + (resp., (θ, η) ∈ F − ), u(r; θ, η) is a solution of Type S + -S + (resp., Type S − -S − ) by Lemma 3.2. On the other hand, if (θ, η) / ∈ F + ∪ F − , then P (r; θ, η) = P (1; θ, η) > 0 on (0, ∞) and thus u(r; θ, η) is a solution of Type O-O due to Lemma 3.2 again. This proves (b) and (c). The proof of this theorem is complete.
