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Markov Chain Monte Carlo (MCMC) is nowadays a standard approach to
numerical computation of integrals of the posterior density π of the parameter
vector η. Unfortunately, Bayesian inference using MCMC is computationally
intractable when π is expensive to evaluate. In this work, we develop practical
methods that approximate π with radial basis functions (RBFs) and Gaussian
processes (GPs) interpolants and use the resulting cheap-to-evaluate surfaces in
MCMC.
In Chapter 1, π arises from a nonlinear regression model with transforma-
tion and dependence. To build the RBF approximation, we limit evaluation of
the computationally expensive regression function to points chosen on a high
posterior density (HPD) region found using a local quadratic approximation of
log(π) at its mode. We illustrate our approach on simulated data for a pollu-
tant diffusion problem and study the frequentist coverage properties of credible
intervals.
In Chapter 2, we relax the assumptions about π made in Chapter 1 and de-
velop a derivative-free procedure GRIMA to approximate the logarithm of π us-
ing RBF interpolation over a HPD region of π estimated using the RBF surface.
We use GRIMA for Bayesian inference in a computationally intensive nonlinear
regression model for real measured streamflow data in the Town Brook water-
shed.
In Chapter 3, we study statistical models where it is possible to identify a
minimal subvector β of η responsible for the expensive computation in the eval-
uation of π. We propose two approaches to approximate π by interpolation that
exploit this computational structure. Our primary contribution is derivation of
a GP interpolant that provably improves over some of the existing approaches
by reducing the effective dimension of the interpolation problem from dim(η) to
dim(β). When dim(η) is high but dim(β) is low, this allows one to dramatically
reduce the number of expensive evaluations necessary to construct an accurate
approximation of π.
Our experiments indicate that our methods produce results similar to those
when the true expensive posterior density is sampled byMCMCwhile reducing
computational costs by well over an order of magnitude.
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CHAPTER 1
BAYESIAN CALIBRATION OF COMPUTATIONALLY EXPENSIVE
MODELS USING OPTIMIZATION AND RADIAL BASIS FUNCTION
APPROXIMATION
1.1 Introduction
1 A common problem throughout science and engineering is the calibration of
scientific models (e.g., Benaman, Shoemaker and Haith (2005), Tolson and Shoe-
maker (2007a, 2007b), Shoemaker, Regis and Fleming (2007)). Calibrationmeans
estimation of unknown parameters, for example, initial conditions or reaction
and diffusion rates in a system modeled by partial differential equations. In
this paper, we propose a Monte Carlo-based strategy for Bayesian calibration
when the models are specified by computationally expensive computer codes,
also referred to as simulators.
Our focus is on computer codes that, in a single run, produce determin-
istic d-dimensional output vectors f(X,β) for all vector “indices” X in some
specified set and a given parameter vector β. For example, the numerical solu-
tion of a partial differential equation produces output at all points on a space-
time grid for a fixed vector of coefficients β. We assume that one has a sam-
ple Y1, . . . , Yn of observation vectors in R
d that correspond to the model val-
ues f(X1,β), . . . , f(Xn,β), and the goal is to make inferences about β. The
vector Xi, which may contain covariates for the statistical model, is assumed
1This chapter was published as a separate paper (Bliznyuk et al., 2008) with Nikolay
Bliznyuk as the primary author. The copyright belongs to American Statistical Association, Insti-
tute of Mathematical Statistics, and Interface Foundation of North America. This chapter is included
here with the permission from Journal of Computational & Graphical Statistics.
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to be known to the experimenter and can thus be regarded as a label for the
model f(Xi;β) for Yi. We are motivated by environmental engineering prob-
lems where Yi’s are vectors of observed concentrations of chemical species and
Xi’s include the temporal instants and spatial locations where the concentra-
tions were measured, although our methodology is applicable to a wider range
of problems. Evaluating f(X1,β), . . . , f(Xn,β) for a single value of β can be
computationally expensive taking, for example, 2.5 hours of CPU time in a
groundwater bioremediation problem studied by Mugunthan, Shoemaker and
Regis (2005) and Mugunthan and Shoemaker (2006). Thus accurate calibration
of such models is infeasible without special methods such as those introduced
here.
Given that Yi is f(Xi,β
(0)) plus noise for value β(0) of β, calibration is seen to
be a nonlinear regression problem. However, ordinary (nonlinear) least squares
is not recommended since practitioners often find that the variation of Yi about
f(Xi,β) is non-normally distributed with nonconstant variance and correlated
across time and space. We accommodate the non-normality and heteroscedas-
ticity by the transform-both-sides methodology of Carroll and Ruppert (1984)
– we assume that, after a suitable transformation, Yi’s are normally distributed
and homoscedastic. To model dependencies in the noise, we use a parametric
space-time covariance model. The statistical model will be stated precisely in
Section 1.2.
Specifying the likelihood of the data Y1, . . . , Yn and prior densities for param-
eters, we obtain the expression for the unnormalized posterior density. Even
though our interest is in the models with the likelihood specified in Section 1.2,
any alternative form of the likelihood can be used. We assume that the posterior
2
density has a single mode in the interior of the parameter space and is differ-
entiable twice; however, derivatives of the simulator with respect to β are not
assumed to be given.
Our algorithm has four main steps: (1) use numerical optimization to lo-
cate the region of the parameter space having high posterior probability; (2)
evaluate the model on a suitable set of parameter values in the region of high
posterior probability; (3) use the evaluations in steps (1) and (2) to construct a
radial basis function (RBF) interpolant of the logarighm of the posterior density;
and (4) draw a sample from the approximate posterior density using a Markov
Chain Monte Carlo (MCMC) algorithm. As a result, the computational burden
is reduced considerably since step (4) does not require expensive function eval-
uations. Using the sample from the approximate posterior distribution allows
us to solve the problems of Bayesian calibration and of prediction for F (β) by
estimating moments and quantiles of the posterior distributions of β and F (β).
Here, F is a function whose computation, for a given β, involves evaluation of
f(·,β) for multiple values ofX ; more precisely, F (β) is the value of a functional
of f(·,β).
Empirical studies show that our algorithm can produce estimates of poste-
rior densities for β and F (β) that are nearly the same as when sampling from
the exact posterior density. However, our methodology requires far fewer eval-
uations of the simulator than are needed if the exact posterior density were sam-
pled, e.g., in our application approximately 150 expensive function evaluations
are used but the RBF approximation is evaluated 10,000 times.
To the best of our knowledge, this is the first investigation that uses a non-
parametric approximation to the posterior density on a region of high posterior
3
probability found by derivative-free optimization. In Section 1.4.1 we introduce
a new transformation family, which is more attractive from the Bayesian per-
spective than the usual power family and allows a systematic treatment of data
transformation, which is typically carried out in an ad hoc fashion.
The outline above reflects the organization of the paper: Section 1.2 speci-
fies the statistical model for the data, Section 1.3 deals with the approximation
to the posterior density and contains details of the algorithm, Section 1.4 re-
ports the results of a simulation study of a synthetic diffusion problem, and
Section 1.5 discusses alternative approaches to calibration of computationally
intensive models.
1.2 Description Of The Statistical Model
We assume that Yi is f(Xi,β) perturbed by noise, which could include model
misspecification and measurement error. In many applications, the components
of Yi show right-skewed variation about f(Xi,β) with variability that increases
with f(Xi,β). The transform-both-sides methodology of Carroll and Ruppert
(1984, 1988) is particularly well suited for such data.
Denote by Yi,j and fj(Xi,β) the jth components of Yi and f(Xi,β), respec-
tively, where j = 1, . . . , d. Let {h(·, λ) : λ ∈ Λ} be a parametric family of dif-
ferentiable increasing transformations that are indexed by λ and whose range is
the real line for every λ. We assume that, for some λj, h(Yi,j, λj) is distributed
N
[
h{fj(Xi,β), λj}, σ2j
]
, where σj is constant as a function ofXi; later in this sec-
tion we discuss a possible extension to account for simulator inadequacy. Stated
differently, h(·, λj) is both a normalizing and variance-stabilizing transforma-
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tion for Yi,j. In addition, we require that the Yi’s can be transformed to have
a joint multivariate normal (MVN) distribution. In Section 1.4.1 we describe a
new transformation family that we have used in our application.
It is important to notice that both Yi,j and fj(Xi,β) are transformed in the
same way. This implies that fj(Xi,β) is the conditional median of Yi,j given Xi,
so, unlike when Yi,j alone is transformed as in Box and Cox (1964), fj(Xi,β)
continues to be a model for Yi,j. In fact, the model for Yi,j is
Yi,j = h
−1 [h {fj(Xi,β), λj}+ ǫi,j , λj] , (1.1)
where, for a fixed λ, h−1(·, λ) is the inverse of h(·, λ), and ǫi,j ∼ N(0, σ2j ). For
example, if h(·, λj) is the log transformation, then
Yi,j = exp [log{fj(Xi,β)}+ ǫi,j ] = fj(Xi,β) exp(ǫi,j),
so the model has multiplicative, lognormal variation about the conditional me-
dian, fj(Xi,β).
Let Y =
[
Y T1 , . . . , Y
T
n
]T
be the nd-dimensional column vector of observed
responses and f(β) =
[
f(X1,β)
T, . . . , f(Xn,β)
T
]T
be the corresponding value
of the regression function. Define λ = (λ1, . . . , λd)
T, and denote by h{Y ,λ} and
h{f (β),λ} the coordinate-wise transformations of Y and f (β), where every co-
ordinate corresponding to the jth outcome is transformed by h(·, λj). Our statis-
tical model is then h{Y ,λ} ∼ MVN [h{f(β),λ},Σ(θ)] with the corresponding
likelihood function
[Y |β,λ, θ] =
exp
(
−0.5‖h{Y ,λ} − h{f (β),λ}‖2
Σ(θ)−1
)
(2π)nd/2|Σ(θ)|1/2 · |Jh(Y ,λ)|, (1.2)
where Jh(Y ,λ) is the Jacobian of the transformation from Y to h{Y ,λ} and
Σ(θ) belongs to a family of covariance matrices parameterized by θ. Here we
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use the now standard notation that [list] is the joint density of the random vari-
ables in list and [list 1|list 2] is the conditional density of the random variables
in list 1 given those in list 2. We also use the conventional notation for the gen-
eralized norm, ‖x‖2A = xTAx.
Define the noise vectors ǫi = (ǫi,1, . . . , ǫi,d)
T = h{Yi,λ} − h{f(Xi,β),λ} for
i = 1, . . . , n, ǫ•,j = (ǫ1,j, . . . , ǫn,j)
T for j = 1, . . . , d, and ǫ = (ǫT1 , . . . , ǫ
T
n)
T. The
covariance between ǫi,j and ǫi′,j′ is modeled parsimoniously using a separable
covariance function of the form Cj,j′ · ρST (Xi, Xi′;γ), where C is a d × d co-
variance matrix for ǫi and ρST (Xi, Xi′;γ) is a space-time correlation function
parameterized by γ. Let S(γ) be the n × n space-time correlation matrix with
Si,i′(γ) = ρST (Xi, Xi′;γ). Then Var{ǫ•,j} = Cj,j · S(γ) and, more generally,
Var{ǫ} = Σ(θ) = S(γ) ⊗ C, where θ = (γ,C) and ⊗ denotes the Kronecker
product of two matrices.
In equation (1.1) we assume that the Gaussian noise term ǫi,j is the sum of
a model misspecification error (model inadequacy function) and the observa-
tion error, which is in the spirit of Higdon, Lee and Holloman (2003) and Craig,
Goldstein, Rougier and Seheult (2001). In general, it is impossible to separate
these two types of errors, and only their sum is identified. Only with additional
assumptions can the individual errors be identified. For example, Kennedy
and O’Hagan (2001) assume that the observation errors are independent. In
this case, if one assumes that the model misspecification errors are a continu-
ous Gaussian process, then the observation error is a nugget effect and can be
identified. Whether the observation errors are independent will, of course, be
application-specific. In some cases, it will be not clear whether a specific type
of error should be considered “observation error” or model inadequacy. For ex-
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ample, in our current work with a stream runoff model, we have observed that
often, after a large rainfall event, the residuals are consistently either positive
or negative. This pattern is not surprising, since there are large sampling errors
when rainfall is estimated from a few gauges. Sampling error in rainfall could be
called observation error or model inadequacy, depending on one’s viewpoint.
In fact, we would rather consider it a third type of error, measurement error in
a covariate (rainfall). (In our notation, covariates are included inX .) Because of
the difficulties in identifying the different sources of error, we only model their
sum. Hence,Σ(θ) is the sum of the various covariance matrices.
If there is evidence, a priori or from intermediate diagnostics (see, for ex-
ample, Bates and Watts (1988)), that the simulator is a deficient representation
of the underlying physical process that generates observations, equation (1.2)
can be generalized as in Kennedy and O’Hagan (2001), by replacing h{f (β),λ}
with [h{f (β),λ} + g(β,η)] or with h{f(β) + g(β,η),λ}. The vector-valued
function g(β,η) is the (statistical) model for the mean of the model inadequacy
function that may involveXi’s as well as additional predictors. However, Beven
(2001) cautions that “. . . experience with Monte Carlo simulations for complex
environmental models used in the generalized likelihood uncertainty estimate
(GLUE) . . . suggest that it may be very difficult to formulate an inadequacy
function.”
Unless n is very large, computation of f usually presents the main computa-
tional challenge in evaluation of the likelihood. In our algorithm of Section 1.3,
we take advantage of this to evaluate the likelihood for multiple values of non-
simulator parameters for each run of the simulator.
When the goal of the study is the posterior distribution of the value, F (β), of
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some functional of f(·,β), as well as the joint posterior density for β, it may be
necessary to evaluate the expensive function for additional space-time indices
Xn+1, . . . , Xn∗ , for which no response Yi was observed, in order to compute or
approximate F (β); further details are found in Section 1.3.3. We assume that,
for a single value of β, a run of the expensive model produces the entire vector
f∗(β) =
(
f{β}T, f{Xn+1,β}T, . . . , f{Xn∗ ,β}T
)T
. (1.3)
This leads to computational savings, for example, in models relying on numer-
ical meshes or grids, for which it is often more beneficial to obtain values of
f(Xi,β) for all valuesXi of interest in a single step rather than to compute them
in two stages (i.e., first for f (β) and then for f(Xi,β) for all i > n).
1.3 Methodology
1.3.1 An Approximation to the Posterior Density
Since our procedure approximates the posterior density by an interpolant, it is
subject to the curse of dimensionality. In this subsection we briefly review ways
to lower the dimension of the argument of the posterior density and introduce
some new notation.
Given a prior density [β, ζ], one has a posterior density
[β, ζ|Y ] = [Y |β, ζ] · [β, ζ]∫
[Y |β, ζ] · [β, ζ]dβ dζ . (1.4)
As before, β is the argument of the simulator and ζ is the vector of non-
simulator parameters. We associate ζ with nuisance parameters {λ, θ} from
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the previous section. The case with model inadequacy function parameters η
can be treated similarly and is not considered.
In applications, β is the primary parameter and interest centers on its
marginal posterior density [β|Y ] = ∫ [β, ζ|Y ]dζ. It is often possible to inte-
grate out a sub-block of parameters in ζ either analytically, by using a conjugate
family of prior densities as shown in Appendix 1.6.4, or numerically. In what
follows, let ζ be the subvector of the remaining non-simulator parameters after
the integration. Also, Y is always regarded as fixed and [β,Y ] and [β, ζ,Y ]
refer, respectively, to arbitrary unnormalized marginal and joint posterior den-
sities.
If f were inexpensive to evaluate, we could sample from [β, ζ|Y ] using
[β, ζ,Y ] with a Metropolis-Hastings (M-H) algorithm, and the sample of β
would be a sample from [β|Y ]. However, drawing large samples is compu-
tationally prohibitive in our setting.
Our goal is to obtain an accurate and cheap-to-evaluate nonparametric ap-
proximation to [β,Y ] or [β, ζ,Y ] based on a relatively small number of evalu-
ations of f . One can use the resulting surface as a surrogate for the respective
unnormalized posterior density in a M-H algorithm, as the sampler does not
require specification of normalizing constants. (In Section 1.5, we contrast the
proposed procedure with similar approaches in the literature.) When the ex-
pression for [β,Y ] is not available, we first approximate [β,Y ] heuristically. For
a fixed value of β, let ζ̂(β) be the maximizer of [β, ζ,Y ] with respect to ζ. One
possible heuristic approximation is the profile posterior density
πmax(β,Y ) = sup
ζ
[β, ζ,Y ] = [β, ζ̂(β),Y ]. (1.5)
A more sophisticated Laplace approximation of Tierney and Kadane (1986) mul-
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tiplies (1.5) by a correction factor. A simplification to (1.5), referred to as pseu-
doposterior density, is obtained by replacing ζ̂(β) by ζ̂(β̂), where (β̂, ζ̂(β̂)) is the
maximum a posteriori (MAP) estimator, the mode of the joint posterior density
[β, ζ|Y ]. Each of these approximations to [β,Y ] attempt to avoid the more diffi-
cult task of integrating out nuisance parameters by maximization. It should be
kept in mind, though, that neither the integration nor the maximization requires
extra evaluations of f . In the sequel, the notation π(·,Y )will be used to refer to
any of these heuristic approximations to [β,Y ].
As a nonparametric approximation, we use interpolation of the logarithms
of π(·,Y ) or [β, ζ,Y ] by radial basis functions (RBFs). We state our algorithm
for π(·,Y ) as the surface of interest. The treatment of [β, ζ,Y ] is similar.
1.3.2 The Algorithm
In our algorithm, f ∗ is evaluated only during the optimization stage in order to
find the MAP estimate (Step 1) and for values of β in a high posterior density
region (Step 2) in order to approximate the logarithm of the posterior density
accurately by an RBF surface (Step 3). The approximate posterior surface is
subsequently sampled using MCMC in Step 4.
For ease of exposition, we assume that the posterior density has a single
mode located in the interior of the parameter space and that f is twice differen-
tiable in a neighborhood β̂, but we are currently generalizing the approach to
multimodal densities. While selecting “design points” (the values of β at which
to evaluate f ∗) we try to keep as small as possible the number of “uninforma-
tive” points – those very close to some point, at which the value of f ∗ is known,
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or far away from the mode.
Finding the MAP (Step 1)
For a given value β(0) of β, the gradient and Hessian of log{[β(0), ζ,Y ]}with re-
spect to ζ are available analytically, and so this function can be maximized effi-
ciently to produce ζ̂(β(0)) and thus to compute log{πmax(β(0),Y )} from (1.5). We
perform this maximization using a constrained minimization routine (sequen-
tial quadratic programming) with analytical gradients and Hessians, imple-
mented in MATLAB’s fmincon. Consequently, we maximize log{πmax(β,Y )}
with respect to β to find β̂ and then log{[β̂, ζ,Y ]}with respect to ζ to determine
ζ̂(β̂) and hence the MAP. The use of a gradient-based algorithm for maximiza-
tion with respect to β is not recommended unless the Jacobian of f comes at low
cost along with f because finite differencing to estimate derivatives produces
clusters of “uninformative” design points. We maximize log{[β̂, ζ,Y ]} using
publicly available software CONDOR described by Vanden Berghen and Bersini
(2005), which implements a derivative-free trust-region algorithm UOBYQA of
Powell (2000). Other derivative-free optimization methods could also be used in
this step including those applied (without accompanying uncertainty analysis)
to environmental calibration problems as discussed in the papers by Shoemaker
et al. (2007) and Tolson and Shoemaker (2007a).
The Experimental Design (Step 2)
Ideally, we would like to fit the RBF surface over a highest posterior density
(HPD) region of [β|Y ], defined as CR(α) = {β : [β,Y ] > κ(α)}, where κ(α) is
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chosen so that the credible region CR(α) contains the fraction 1− α of the mass
of [β,Y ]. Here α is a tuning parameter, for example, 0.05 or 0.01.
The size (1 − α) HPD region cannot be computed accurately – not only for
[β,Y ], but also for [β, ζ,Y ] and for any of the heuristic approximations to [β,Y ]
from the previous section – without a prohibitive number of evaluations of
f . We obtain an approximate HPD region, ĈR(α), using a Taylor expansion
of log{[β, ζ,Y ]} near the MAP (β̂, ζ̂), which corresponds to the approximation
to [β, ζ|Y ] by a multivariate normal density. Specifically, let Î be the negative
of the Hessian of log{[β, ζ,Y ]} with respect to (β, ζ) evaluated at (β̂, ζ̂). By
partitioning Î
−1
into blocks corresponding to β and ζ one gets β
ζ
 approx.∼ MV N

 β̂
ζ̂
 ,
 Îββ Îβζ
Î
ζβ
Î
ζζ

 , where (1.6)
Î
−1
=
 Îββ Îβζ
Îζβ Îζζ

−1
=
 Îββ Îβζ
Î
ζβ
Î
ζζ
 . (1.7)
Estimation of Î by finite differences is wasteful as it does not produce new
informative design points. We estimate Î by fitting a quadratic surface to
log{[β, ζ,Y ]} in a neighborhood of (β̂, ζ̂). This procedure, stated in detail in
Appendix 1.6.1, allows one to reduce the number of wasteful design points and
to reuse the points from the optimization trajectory from Step 1. To avoid new
notation, from now on we use the old notation for the true Î and its blocks from
(1.7) to refer solely to the estimated Hessian and its blocks.
We define
ĈR(α) =
{
β : (β − β̂)T
[
Î
ββ
]−1
(β − β̂) ≤ χ2p,1−α
}
, (1.8)
where Î
ββ
=
[
Îββ − Îβζ · Î−1ζζ · Îζβ
]−1
and χ2p,1−α is the (1− α)th quantile of the
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χ2p distribution, with p being the dimension of β. This approximate HPD region
is the size-(1−α)minimum volume confidence ellipsoid for the (marginal) nor-
mal approximation to [β|Y ] based on equation (1.6). We will use evaluations
of f on this region at the same set of values of β to fit RBF surfaces to any of
the posterior surfaces from Section 1.3.1, possibly all of them. This substep of
determining an approximate design region is referred to as Step 2A.
We remark that Î is crucial for subsequent analysis. IfH is any square full-
rank matrix such that Î
ββ
= HHT, for example, a Cholesky factor of Î
ββ
, then
we apply the linear transformation H−1 to β to ensure the same scale and to
reduce correlation in parameters. Extra design points are chosen with respect
to the maximum separation criteria on this transformed space. We fit our RBF
surface on the transformed space as well, but choose not to introduce new nota-
tion to emphasize this. Finally, Î is also used in the MCMC stage to define one
of the scale parameters of the proposal density.
Let BO and BH be sets of values of β at which f∗ is evaluated during op-
timization in Step 1 and during estimation of Î in Step 2A, respectively. In
general, points in BO∪BH do not cover ĈR(α) adequately to enable us to approx-
imate the chosen posterior surface accurately over the whole approximate HPD
region. We augment these points with an approximate maximin experimental
design BE . Specifically, we require that points in BE be well-separated and do
not lie close to those in BO ∪ BH , with between-point distances measured after
the mentioned linear transformation. (When working with [β, ζ,Y ], we evalu-
ate the joint posterior density for multiple values of non-simulator parameters
ζ for each given evaluation of the simulator.) Further details and motivation are
provided in Appendix 1.6.2. We refer to the step of choosing BE by Step 2B.
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Finally, we let BD = (BO ∪ BH ∪ BE)∩ ĈR(α′) for α′ ≤ α and defineN = |BD|,
the size of BD. The points in BD will be used to build the RBF approximation.
The motivation is that the optimization trajectory points BO lying far outside of
ĈR(α) rarely improve the quality of approximation. We typically use α ≤ 0.1
and α′ = 0.01 or 0.005 in practice.
The RBF Approximation (Step 3)
We use radial basis functions (Buhmann 2003, Powell 1992) to approximate the
logarithm of the posterior surface by an interpolant of l(·) = log{π(·,Y )} at the
design points BD = {β(1), . . . ,β(N)} of the form
l˜(β) =
N∑
i=1
aiφ(‖β − β(i)‖2) + q(β), (1.9)
where β ∈ Rp, a1, . . . , aN ∈ R, q ∈ Πpm (the space of polynomials in Rp of degree
less than or equal tom), ‖·‖2 denotes the Euclidean norm, and the basis function
φ has one of the following forms: (1) surface spline: φ(r) = rκ, κ ∈ N, κ odd, or
φ(r) = rκ log r, κ ∈ N, κ even; (2) multiquadric: φ(r) = (r2 + γ2)κ, κ > 0, κ 6∈ N;
(3) inverse multiquadric: φ(r) = (r2 + γ2)κ, κ < 0; (4) Gaussian: φ(r) = exp(−γr2);
where r ≥ 0 and γ is a positive constant. The purpose of the polynomial tail is to
ensure that the interpolation matrix is invertible. In the numerical experiments,
we use the cubic form φ(r) = r3 with a linear tail q(β) = (1,βT) · c.
Our choice of RBF approximation over alternatives was influenced by suc-
cess with application of this method to related problems reported in Regis and
Shoemaker (2007a, 2007b). However, other interpolation methods could be
used. The closely related technique of kriging assumes that l is a realization
of a Gaussian process (GP), determined by mean and covariance functions, and
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uses best linear prediction as a means of interpolation. The RBF interpolation
model is a form of universal kriging with a generalized (not necessarily positive
definite) covariance function (Cressie 1991, sec. 4.4.5). Unlike a general RBF
model, kriging allows one to use the covariance function of the GP (conditional
on the process values at design points) to assess prediction uncertainty, which
may be used to sequentially select design points for additional simulator runs.
In our case study with synthetic data in Section 1.4, we found that the RBF
interpolant gave results that were virtually indistinguishable from the exact re-
sults. Nonetheless, the ability to assess the uncertainty of prediction is useful,
especially in higher dimensional problems, or under other circumstances, where
the RBF interpolant is likely to be less accurate. It may be possible to devise a
similar measure in the case of RBF interpolation, and we intend to investigate
this in the future.
Selection of extra design points BE in our implementation of RBF model is
guided by the convergence results of l˜ to l (Buhmann 2003, chap. 5) that sug-
gest that the rate of convergence is governed by the maximum (over all points
in ĈR(α)) distance from any point in ĈR(α) to the closest design point in BD
(coverage radius). We are not aware of similar convergence results for a kriging
model, in part because the covariance function is typically chosen for other rea-
sons. (However, see Appendix 1.6.2 for design optimality considerations for GP
interpolation.)
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MCMC Sampling (Step 4)
In Step 4 of the algorithm we draw an MCMC sample from the density propor-
tional to π˜(·,Y ) = exp{l˜(·)} restricted to the approximate HPD region ĈR(α′),
see the end of Section 1.3.2 and equation (1.9). This is done to prevent sam-
pling of π˜(·,Y ) in the low-probability regions of [β|Y ] where π(·,Y ) is not ap-
proximated well enough. Sampling can be carried out using any MCMC algo-
rithm that does not require the normalizing constant of π˜(·,Y ) to be known. We
work with the autoregressive Metropolis-Hastings algorithm (Tierney (1994))
that uses a (vector) AR(1) process to generate candidate points βc given the
current state β(t) of the chain, i.e., βc = µ + ρ(β(t) − µ) + et, where µ is the
location parameter, ρ is the autoregressive parameter (matrix), and et’s are i.i.d.
noise vectors from a density g. The algorithm allows much freedom in tuning
its performance and includes the popular random walk M-H (when ρ = 1) and
the independence M-H (when ρ = 0) algorithms as special cases. In our exper-
iments, g is taken to be a finite mixture of multivariate normal and Student’s
t densities centered at zero with dispersion matrices proportional to Î
ββ
. The
location parameter µ is set to the MAP β̂. We observed that negative values of
ρ help to reduce serial correlation in the Markov chain. To improve mixing, we
recommend that the tuning parameters for the sampler be calibrated to a partic-
ular application individually by conventional methods reviewed, for example,
in Gelman et al. (2004), as at this stage MCMC does not require evaluation of f .
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1.3.3 Bayesian Inference
Once theMCMC sample BM from the approximate posterior density is obtained
as discussed in Section 1.3.2, inference about β can proceed using standard
methods. A problem of particular concern in environmental engineering is es-
timation of the value F (β) of some functional of f(·,β), for example, f(X,β)
itself at values of X whose time coordinate is in the future. In this case, the set
{F (β) : β ∈ BM} is a sample from the approximate posterior distribution of
F (β).
Since F (β) is determined by f(·,β), it is also computationally expensive, and
hence approximation is necessary to evaluate it at the points from the MCMC
run. However, assuming as in Section 1.2 that F (β) is a function (or can be
approximated by a function) of components of f∗(β), it may be sufficient to
compute its values only on the approximate HPD region for β. Since we have
already evaluated f ∗ at the design points in BD, it is cheap computationally to
interpolate F (or an approximation to it) at the points in BD and to evaluate the
resulting interpolant at the points in BM . This approximate sample from the
posterior distribution of F (β) can be subsequently used to estimate functionals
of the posterior of F (β).
1.4 An Environmental Application
In this section, we consider calibration of an environmental model for the con-
centrations of pollutants and illustrate our methodology on a synthetic test
problem. The test problem was chosen such that f(X,β) is given in closed form
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and can be evaluated inexpensively. Unlike with the expensive model functions
used in many applications, this allows us to carry out an extensive Monte Carlo
study comparing the coverage properties of the approximate Bayesian credible
intervals based on RBF surfaces that require a relatively small number of evalu-
ations of f ∗ with those of the exact credible intervals that require thousands of
evaluations of the expensive exact posterior density.
Examples of methods designed for calibration and uncertainty analysis of
computationally expensive environmental models are Mugunthan et al. (2005)
and Mugunthan and Shoemaker (2006), respectively. The methods in both of
these papers are applied to a remediation problem at an US-DOD site that has
been contaminated with chlorinated ethenes in the soil and groundwater. The
simulation model there takes 2.5 hours to run. Neither of these earlier methods
base analysis on the joint posterior density of the parameters as is done in this
paper.
Before starting with the details of the environmental application, it is neces-
sary to define a new transformation for positive data that are common in sci-
ence.
1.4.1 A New Transformation Family
Since we are modeling concentrations, we assume in our application that both
the vector of observed concentrations Y and the simulator f(X,β) are positive.
The usual transformation family used with the transform-both-sides method
for such data is the Box-Cox family where hBC(y, λ) is (y
λ − 1)/λ if λ 6= 0 and
is log(y) = limλ→0(y
λ − 1)/λ if λ = 0. In typical applications, λ takes values
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between 0 and 1. Lower values of λ define more concave transformations.
Notice that the requirement of Section 1.2 that the range of h(·, λ) is the real
line does not hold for hBC(·, λ) except when λ = 0. Then one needs to “trun-
cate” the normal distribution of ǫi,j in equation (1.1) to the set where the inverse
of hBC(·, λ) is defined. Consequently, to make the expression in equation (1.2) a
valid density, one must multiply it by a normalizing constant, whose computa-
tion is feasible only for the simplest models.
To avoid this difficulty, we propose the COnvex combination of Identity and Log
(COIL) family defined as
hC(y, λ) = λy + (1− λ) log(y), 0 < λ ≤ 1. (1.10)
As in the Box-Cox family, λ similarly controls the degree of concavity.
Our simulation experiments with the transform-both-sides method show
that the entire Box-Cox family for λ ∈ [0, 1) can be approximated well by our
family. The empirical study of the COIL family, including its generalizations to
more concave transformations, will be reported in a separate paper.
1.4.2 Environmental Assessment of a Chemical Spill: Formula-
tion
Consider a chemical accident that has caused a pollutant to spill at two locations
into a long and narrow holding channel. Assume it is known that the samemass
M was spilled at each location (0 and L) and that the vector of the location and
time of the first spill is (0, 0). However, the location L and time τ of the second
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spill are unknown as is the value ofM and the diffusion rate D in the channel.
We want to estimate the average concentration of the pollutant at the one point
the channel and assess the uncertainty associated with this value since harmful
effects to the environment are usually estimated from pollutant concentrations.
We want to know the joint posterior distribution of all the parameters, but the
parameter L is of special interest because L locates the as-yet-unidentified in-
dustry that will need to pay for its share of the clean-up costs.
A first-order approach to modeling the concentration of substances in such
channels is to assume that the channel can be approximated by an infinitely long
one-dimensional system in which diffusion is the only transport device. We
assume that the spills are each of mass M and occur instantaneously at space-
time points (s, t) = (0, 0) and (s, t) = (L, τ) and that the diffusion coefficientD is
constant in both time and space. This leads to the concentration representation
(for t > 0 and s ≥ 0):
C(s, t;M,D,L, τ) =
M√
4πDt
exp
[−s2
4Dt
]
+
M√
4πD(t− τ) exp
[−(s− L)2
4D(t− τ)
]
·I(τ < t),
(1.11)
where I is the indicator function. We take β to be the vector of the four unknown
environmental parameters (M,D,L, τ) and consider the scaled concentration
f{(s, t),β} = √4πC(s, t;β).
We assume that each of the five monitoring stations fixed at spatial loca-
tions sj = 0, 0.5, 1, 1.5, 2.5 record 200 concentration readings at times tk =
0.3, 0.6, . . . , 50.7, 60. The corresponding expensive model function is f(β) =
{f(X1,β), . . . , f(X1000,β)}T, where Xi = (sj, tk) if i = (j − 1) · 200 + k. In this
example f(Xi,β) is scalar because there is only one pollutant.
The ultimate goal of the study is to assess the space-time prediction uncer-
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tainty associated with the average concentration at the end of the channel, cor-
responding to s = 3, over the time interval [40, 140]. To this end we consider the
function F (β) =
∑20
i=0 f{(3, 40 + 5i),β} which requires evaluation of f at the
additional points {(3, 40), (3, 45), . . . , (3, 140)}. As discussed in Section 1.2, the
expensive model of equation (1.3) that we evaluate is
f∗(β) =
(
f{β}T, f{(3, 40),β}, . . . , f{(3, 140),β})T .
An intermediate goal is estimation of the posterior density of β, which is par-
tially captured by the marginal densities of its components.
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Table 1.1: Parameter spaces and true parameter values, mean and (stan-
dard deviation) of Monte Carlo mean, mean and (standard de-
viation) of ratios of lengths of RBF to exact credible intervals,
based on 1000 dataset replications and [β, λ,Y ] as the surface.
The RBF approximations use, on average, 150 expensive func-
tion evaluations compared to 10,000 for the exact results.
MC mean ratio of lengths of cred. int.’s
domain true exact RBF size 0.9 size 0.95 size 0.99
β1 [7, 13] 10 10.0057 10.0061 0.9969 0.9961 0.9844
(0.0866) (0.0893) (0.0602) (0.0624) (0.0738)
β2 [0.02, 0.12] 0.07 0.07008 0.07008 0.9910 0.9888 0.9687
(0.00097) (0.00101) (0.0592) (0.0612) (0.0673)
β3 [.01, 3] 1 1.0005 1.0005 0.9671 0.9662 0.9604
(0.0136) (0.0134) (0.0785) (0.0765) (0.0750)
β4 [30.01, 30.295] 30.16 30.1610 30.1610 0.9786 0.9709 0.9403
(0.0096) (0.0096) (0.0779) (0.0818) (0.0835)
F (β) – 128.998 129.063 129.067 0.9959 0.9937 0.9841
(1.087) (1.100) (0.062) (0.0628) (0.0695)
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The vector Y of observed concentrations is generated from models of equa-
tions (1.2) and (1.11) with λ = 0.333 for the COIL family given by (1.10) and
the values of βi’s and respective parameter spaces (domains) given in Table 1.1.
The likelihood from equation (1.2) is discontinuous since C(si, tj ;β) in equa-
tion (1.11) explodes when β3 ≡ L = si and β4 ≡ τ approaches tj from below.
To avoid discontinuities, the parameter space for β4 was restricted to the inter-
val containing the true value of the parameter, given in Table 1.1. Components
of Y are independent, with variance of h(Yi, λ) for every i equal to the sample
variance of h{f(X1,β), λ}, . . . , h{f(X1000,β), λ}, computed for the true (fixed)
values of β and λ and multiplied by a scaling constant c2. Here, c controls the
amount of noise in the transformed observed data relative to the variability of
the corresponding transformed model values. For illustrative purposes – to en-
sure that the likelihood has a single dominant mode – c is set to .3. We put a uni-
form prior density on (β, λ) over the parameter spaces mentioned earlier and an
overdispersed inverse-gamma prior density on σ2. This is a special case of the
earlier model for multiple chemical species, and, as shown in Appendix 1.6.4, σ2
can be integrated out analytically. Thus [β, λ,Y ] is the unnormalized posterior
density from which we derive π(·,Y ) as discussed in Section 1.3.1.
1.4.3 Analysis
We applied our algorithm to a large number of dataset replications with the
same statistical model and parameter values but a different realization of the
noise. Themaximizer (β̂, λ̂) of [β, λ,Y ]was found by CONDOR via maximization
of πmax(·,Y ) given by equation (1.5), and Î was estimated by fitting a quadratic,
as explained in Sections 1.3.2 and 1.3.2 and Appendix 1.6.1. The mean and stan-
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dard deviation of the number of function evaluations to find the MAP when
started at a random point from the uniform distribution on the parameter space
were around 100 and 20, respectively. Nearly all of the points in BO produced in
Step 1were sufficiently separated to be used as part of the experimental design.
However, usually just over one third of themwere actually valuable for Hessian
estimation or surface approximation while the rest were outside of ĈR(α
′) and
hence too far away from the mode. Based on 1000 dataset replications, the mean
and median numbers of new design points to estimate Î by fitting a quadratic,
including the 8 points corresponding to forward differencing to obtain an esti-
mate of the diagonal, were 20 and 19, respectively. A small correlation between
β and λ and small variance of λ, as estimated by the entries of Î
−1
, indicate that
[β|Y ] is likely to be close to the conditional density [β|λ = λ̂,Y ].
Experiments were run for elliptical design regions ĈR(α) given by equa-
tion (1.8), with α in {0.2, 0.1, 0.05, 0.01} and numbers of extra experimental de-
sign points (|BE|) in {0, 10, 20, . . . , 100}. It was observed that the estimates of the
posterior densities based on MCMC samples from approximate surfaces are not
very sensitive to the volume of ĈR(α) provided there are enough extra design
points, with larger regions requiring greater numbers of extra design points.
Also, for a fixed α, there is usually little (visual) improvement in density esti-
mates when the size of BE grows above 50, and the quality of approximation is
often unsatisfactory for the sizes of BE below 20.
All graphical summaries of posterior densities for β and F (β) that we report
for a single representative dataset correspond to the ĈR(0.1) region with 30 extra
design points for β, the same for every surface. In the case of RBF interpolation
of log{[β, λ,Y ]}, for each β(i) ∈ BD, we choose 10 design points for λ and fit the
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RBF surface at the design points {(β(i), λij) for i = 1, . . . , N and j = 1, . . . , 10},
chosen as outlined in Appendix 1.6.2. All tabular summaries pertain to this RBF
approximation to [β, λ,Y ] and the true surface [β, λ,Y ]. All results are reported
for the autoregressive M-H sampler with ρ = −0.25, the density g being the
equal-weight mixture of a multivariate normal and Cauchy distributions and
with other parameters chosen as discussed in Section 1.3.2.
Samples from the approximate posterior distribution of F (β)were obtained
by first interpolating F at β ∈ BD by the (cubic) RBF surface of the form given
by the right-hand side of equation (1.9) and then evaluating the resulting inter-
polant at the MCMC samples from the RBF approximations to the pseudopos-
terior, to the profile posterior (with and without Laplace correction) and to the
joint posterior densities; see Section 1.3.3 for a discussion. Likewise, the sample
from the true posterior distribution of F (β)was obtained by evaluating F at the
sample from [β|Y ].
Figure 1.4.3 presents plots of the differences between sample quantiles of the
components of β based onMCMC samples from the approximate posterior sur-
faces and the corresponding sample quantiles based on an MCMC run using
the exact joint posterior surface (ordinate) against the sample quantiles of the com-
ponents of β based on an MCMC run using the exact joint posterior surface
(abscissa). Figure 1.4.3 overlays similar plots based on sample quantiles for
the exact and approximate posterior distributions of F (β). (MCMC samples
of length 30,000, rather than 10,000, were used for all plots to reduce the vari-
ability in the estimates of tail quantiles.) Comparing the magnitudes of the dif-
ferences between the sample quantiles to the respective interquartile range or
to some other measure of dispersion, one can appreciate the accuracy of these
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RBF approximations. The plots of the differences between the sample quantiles
appeared the most informative to us because the q-q plots of the MCMC sam-
ple quantiles from the RBF approximation against those from the exact surface
looked like a straight line with slope 1.
Overlaid plots of kernel density estimates (not reported in this paper) for
the marginal densities of the components of β (and similar plots for F (β)) using
MCMC samples from the exact joint posterior density and the approximate pos-
terior densities showed close agreement between the estimates of the exact and
approximate densities. Striking similarities between the exact and RBF results
in Table 1.1, Figure 1.4.3 and Figure 1.4.3 suggest that our method is capable of
achieving nearly the full accuracy of estimation at the expense of only a small
fraction of the computational cost required to carry out MCMC sampling using
the exact posterior surface.
For each of the 1000 replications of Y under the same model and parameter
values but a different realization of noise, we found the MAP and Î. We then
took an MCMC sample of size 10,000 using the true surface [β, λ,Y ] and the
respective RBF surface with approximate HPD region ĈR(0.1) and the number
of extra experimental design points |BE| = 30. Table 1.2 reports the observed
coverage proportions of components of β by symmetric credible intervals of
sizes 0.9, 0.95 and 0.99, along with the standard errors. The last three columns
of Table 1.1 give means and standard deviations for the ratios of the lengths of
RBF and exact credible intervals over all datasets.
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Figure 1.1: Interpolated pairwise differences between sample quantiles of βi
based on MCMC samples from each approximate posterior
surface and the respective sample quantiles of βi based on an
MCMC run using the exact joint posterior surface (ordinate)
against the sample quantiles of βi based on an MCMC run us-
ing the exact joint posterior surface (abscissa). All plots are of
the form (approximate minus exact) vs exact quan-
tiles for the RBF approximations to the joint posterior (*), pro-
file posterior with (+) and without (o) the Laplace correction
and pseudoposterior (∆) densities. Markers are placed at the
(−0.05 + 0.1 · j)th sample quantiles for j = 1, 2, . . . , 10. These
RBF approximations for a single representative dataset use
ĈR(0.1) and |BE| = 30. MCMC run length is 30,000.
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Figure 1.2: Interpolated pairwise differences between sample quantiles of F (β)
based on MCMC samples from each approximate posterior
surface and the respective sample quantiles of F (β) based on
an MCMC run using the exact joint posterior surface (ordi-
nate) against the sample quantiles of F (β) based on an MCMC
run using the exact joint posterior surface (abscissa). Mark-
ers are placed at the (−0.025 + 0.05 · j)th sample quantiles for
j = 1, 2, . . . , 20. The dataset, exact and RBF surfaces and sam-
ples BM , as well as the plot identifiers, are the same as in Fig-
ure 1.4.3.
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Table 1.2: Observed probabilities of coverage with (standard errors) of
symmetric credible intervals based on 1000 dataset replications
and joint posterior density as the surface for MCMC. The RBF
approximations use, on average, 150 expensive function evalu-
ations compared to 10,000 for the exact results.
size 0.9 cred. int. size 0.95 cred. int. size 0.99 cred. int.
exact RBF exact RBF exact RBF
β1 0.905 0.904 0.950 0.944 0.986 0.990
(0.009) (0.009) (0.007) (0.007) (0.004) (0.003)
β2 0.908 0.903 0.954 0.951 0.991 0.987
(0.009) (0.009) (0.007) (0.007) (0.003) (0.004)
β3 0.916 0.899 0.953 0.954 0.989 0.988
(0.009) (0.010) (0.007) (0.007) (0.003) (0.003)
β4 0.904 0.909 0.947 0.945 0.988 0.987
(0.009) (0.009) (0.007) (0.007) (0.003) (0.004)
F (β) 0.904 0.902 0.947 0.937 0.994 0.980
(0.009) (0.009) (0.007) (0.008) (0.002) (0.004)
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These results show that the coverage properties and lengths of the credible
intervals based on exact and approximate surfaces are similar. The tables also
suggest that the approximate credible intervals can serve as frequentist confi-
dence intervals, as the observed coverage proportions are close to the nominal
confidence coefficients.
1.5 Discussion
1.5.1 Survey of Literature
Most of the literature dealing with Bayesian calibration of complex computer
models focuses on reducing the number of expensive function evaluations via
approximation of f .
Papers can be roughly divided into two groups. In the first group, papers
by O’Hagan, Kennedy and Oakley (1998) and Kennedy and O’Hagan (2000) as-
sume that the model can be run at different levels of complexity and accuracy.
(In Kennedy and O’Hagan (2001), the unobservable physical model, approxi-
mated by a complex code, plays the role of the top-level code.) Craig et al. (2001)
model the unobserved physical process that generates measurements Y as a
sum of simulator and inadequacy functions, the latter assumed to have mean
zero and a covariance matrix determined by an expert. Goldstein and Rougier
(2004, 2006) develop a logical framework for inference about the physical sys-
tem using multiple simulators (some of them hypothetical) of different quality.
In each of these three papers, the simulator f is approximated component-wise.
We remark that so long as the likelihood of the data Y can be evaluated, our al-
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gorithm of Section 1.3.2 can be applied to any of the models from these papers.
In the second group of papers, Higdon, Lee and Holloman (2003) run coarse
and fine (corresponding to the original expensive model) Markov chains in tan-
dem and use information from the faster-mixing coarse chain to improvemixing
of the fine chain. Christen and Fox (2005) use a cheap-to-evaluate approxima-
tion to the unnormalized posterior density, to evaluate the expensive posterior
density only for the MCMC moves that are likely to be accepted. The empha-
sis, however, is on the models for which approximation to the posterior density
is obtained by replacing f by an approximation, for example, by linearization.
The approach of Rasmussen (2003) uses a GP interpolant of the logarithm of
the posterior density and of its first derivatives to generate proposal states for a
Hybrid Monte Carlo algorithm. Each of these three papers requires at least one
evaluation of the expensive posterior density for each accepted state.
1.5.2 Differences from Earlier Approaches
The route we take is significantly different from those mentioned. First, we do
not use coarse and inexpensive versions of the expensive code, because in our
experience these often do not exist. Second, given our interest in the sample
from the posterior density for β, we approximate the (scalar-valued) posterior
density directly, and not through approximation of the high-dimensional model
output f . Third, we realize that in many problems sampling thousands of times
from the exact posterior surface is not computationally feasible and thus work
solely with the approximation, unlike Higdon et al. (2003) and Christen and Fox
(2005).
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By virtue of working with GP interpolants (see our Section 3.2.3), the pa-
per of Rasmussen (2003) has a number of similarities with ours, although our
attention is not restricted to Hybrid Monte Carlo. The main requirement that
the two approaches share is that the logarithm of the posterior density must be
approximated well on a HPD region. However, in order to make a GP or RBF
approximation strategy practical, one needs to resolve several issues, which are
not addressed in Rasmussen’s work. First, since interpolation suffers from the
curse of dimensionality, it makes sense to separate explicitly the argument of
the posterior distribution into simulator (β) and non-simulator (ζ) parameters.
When evaluation of f is the main computational bottleneck, it is beneficial to
evaluate the posterior density for multiple values of ζ for the same β, which
can increase the number of design points by orders of magnitude. Second, the
sequential design procedure of Rasmussen does not guarantee that the whole
HPD region is covered when the number of allowed runs of f is fixed and
small. We avoid this problem by defining the design region explicitly. Third,
any sampler drawing from an approximate posterior density must be restricted
to the region where the approximation is good (the approximate HPD region);
otherwise, a large mass of the proposal density may be in a region of low proba-
bility under the exact posterior distribution. Fourth, if one attempts to generate
variates from the exact posterior distribution, the computational budget needs
to be split in advance into parts for approximation and sampling. If the approx-
imation is accurate, there is not much extra benefit from evaluating the exact
posterior density in the MCMC run, as Rasmussen’s first example shows; other-
wise, the sampler will be wasting simulator runs for the states rejected by M-H.
Since accurate approximation is possible only at the expense of the MCMC run
length, we allocate the whole budget to interpolation and sample only the ap-
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proximate density. With our approach, optimality of placement of design points
can (potentially) be enforced, whereas, even if design points from the sampling
stage are re-used to improve the approximation (which Rasmussen does not
consider), one has no control of their placement. Our work addresses all of
these concerns.
1.5.3 Other Considerations (Limitations and Extensions)
A potential weakness of our algorithm is its reliance on the quadratic approx-
imation of the logarithm of the posterior density used to define the design re-
gion. If the MAP happens to lie on the boundary of the parameter space, it will
not be possible to obtain an approximate HPD region using equation (1.8); how-
ever, encountering this situation is likely to be a sign of a misspecified model or
parameter space. If there is extreme skewness in the posterior density, then an
asymmetric approximation to a HPD region is expected to be superior to our
elliptical region.
In order to ensure that the design region ĈR(α) covers the true HPD region
adequately, the parameter α that controls the size of the region should be tuned
in practice. Starting with a “smaller” ĈR(α0) and design points on it, let α1 < α0
and choose additional design points in the region ĈR(α1) that contains ĈR(α0).
Then MCMC samples from the two approximate densities restricted to the re-
spective design regions can be obtained and compared by means of a distribu-
tion test, controlling for dependence. Ideally, one would continue to “grow” the
design region until a “discrepancy” between consecutive MCMC runs becomes
small. To allowmore general region shapes, one would start with an initial (e.g.,
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elliptical) region and “grow” it outwards in the directions where the RBF sur-
face is highest using the feedback from preceding MCMC runs. This is one of
the lines of our current work.
Using an MCMC sample from the approximate posterior surface restricted
to a HPD region is likely to produce accurate estimates of non-extreme quan-
tiles, but estimated moments may be misleading. We are not aware of work on
approximation of expensive models that resolves this issue.
In applications, the component-wise output of f may be discontinuous on a
very fine scale due to discretization, e.g., when an appropriate system of differ-
ential equations is solved numerically. Theoretical convergence results for the
corresponding exact posterior densities are not applicable. Nevertheless, our
approach still captures the shape of the true surface – by maintaining separa-
tion of design points we are essentially interpolating a smooth version of the
exact posterior density.
Consider two methods for approximating the posterior density. The direct
method, which we use, approximates the logarithm of the posterior density it-
self. The indirect method approximates each component of f and plugs these into
the logarithm of the posterior density. One advantage of the direct method is
that it approximates the scalar-valued log-posterior surface, whereas the indi-
rect method must approximate a surface whose dimension can be quite high,
e.g., 1,000 in the example in Section 1.4—although this is a synthetic exam-
ple, it is typical of many actual applications. With the indirect method, there
is an interpolation error for each component of f , and the cumulative effect
of component-wise approximation errors is unclear but could be large. If the
indirect method is applied by modeling f as a multivariate GP, then specifica-
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tion of the cross-covariance matrix requires substantial subject-matter expertise,
whereas interpolation of the log-posterior surface by the direct method can be
automated.
A referee asked whether, because the direct method does not interpolate f ,
one can check the goodness-of-fit of the model. For diagnostics, one would
normally use the simulator output only at a single point estimate of β, say the
MAP β̂, to compute residuals. This value f(β̂) is known from Step 1 of the
algorithm, so no extra computation is required.
1.5.4 Summary and Conclusions
This paper presented a Bayesian calibration method suitable when the allowed
number of evaluations of the computationally expensive simulator f∗ is rela-
tively small and no inexpensive approximation to it is available. Sampling the
exact posterior distribution many thousands of times during an MCMC run is
questionable, if feasible, under such restrictions.
The main contribution is the algorithm of Section 1.3.2, which re-uses a sub-
set of well-separated design points from a derivative-free optimization search
(Step 1), augmented with additional design points (Step 2), to build an RBF
approximation for the posterior density on the region of high posterior proba-
bility (Step 3). This allows one to draw arbitrarily long samples from the cheap
proxy to the true expensive posterior density in Step 4. Derivative-based op-
timization routines that use finite differences are undesirable for Step 1 since
they produce clusters of nearby design points that carry little new information
about the log-posterior surface once the surface value at any one of these points
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is known. Furthermore, all points in each cluster cannot be re-used in the RBF
interpolation without creating numerical instability in the linear system (1.12)
of Appendix 1.6.3.
In our experiments presented in Section 1.4, a very accurate approximation
to the exact posterior density was obtained, on average, using 150 runs of the
simulator (Step 1 and Step 2). The computational effort of our approach is well
over an order of magnitude below that required to carry out several thousands
of steps in an MCMC run using the exact posterior density. Our method hence
shows promise as a means for doing a rigorous Bayesian uncertainty analysis
on some functions (including simulation models) for which there currently does
not exist a numerically feasible alternative method.
1.5.5 Further Developments
Our current work focuses on extending the approach to deal with f under less
restrictive smoothness assumptions, posterior densities with multiple impor-
tant modes and pronounced skewness, and on developing a sequential proce-
dure for determining an approximate HPD region and an experimental design
on it. Under the GP model, we have devised and are currently studying the
properties of algorithms to sample from the densities determined by the indi-
vidual realizations of the conditional GP and to integrate out the uncertainty
due to approximation by MCMC. A systematic study of the effect of space-time
dependence is also needed. After more insight into these issues is gained, the
methodology will be applied to a truly expensive model.
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1.6 Appendix
1.6.1 Estimation of Î
Let p = dim(β) and u = dim(ζ). To approximate the Hessian Î of
− log{[β, ζ,Y ]} at (β̂, ζ̂) by forward differences generally requires (around)
(p+ u+ 1)(p+ u+ 2)/2 function evaluations. Partition Î as in equation (1.7). In
our problem, Îζζ can be found analytically, and the off-diagonal blocks of Î can
be computed entirely from the evaluations of f used to estimate the diagonal of
Îββ.
Unfortunately, the (p + 1)(p + 2)/2 points for evaluation of f by finite dif-
ferences to compute Îββ are very close to β̂ and are not valuable for surface
approximation. However, one can lower the number of uninformative design
points using the approach below.
Taylor’s theorem suggests the approximation
log{[β, ζ̂(β̂),Y ]} ≈ const − 1
2
‖β − β̂‖2
Îββ
on the ellipsoid E(c) = {β : ‖β − β̂‖2
Îββ
≤ c2} for some c. We propose to choose
(p+ 1)(p+ 2)/2 design points that are well-separated inside E(c), fit a quadratic
surface through them and estimate Îββ by the Hessian of the quadratic. The
task is to ensure that these points lie inside E(c) without knowing the shape
and orientation of the ellipsoid. Denote by ei the ith standard basis vector for
R
p and notice that the boundary of E(c) passes through points β̂ ± bi, where
bi = ei · c/
√
Îββ(i, i) and Îββ(i, i) is the ith diagonal entry of Îββ. The convex
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hull of these points
H(c) =
 β : β = β̂ +
∑p
i=1(ψi,1 − ψi,2)bi such that
∑2
j=1
∑p
i=1 ψi,j = 1
and ψi,j ≥ 0 for i = 1, . . . , p and j = 1, 2

is a subset of E(c), and so it is guaranteed that any experimental design onH(c)
also lies in E(c). Hence one only needs to estimate the diagonal of Îββ by for-
ward differences using at most 2 · p extra function evaluations, half of which are
reused in computation of the off-diagonal blocks Îβζ. (Thus we have reduced
the number of “uninformative” design points roughly by (p+ 1)(p− 2)/2.)
The argument c in the definition of the ellipsoid is to be chosen by the exper-
imenters in accord with their beliefs. It is helpful to think of c2 as a quantile of
the χ2p distribution that defines a confidence ellipsoid for the multivariate nor-
mal approximation to [β|ζ = ζ̂,Y ]. Large values of c often yield Hessians that
are inaccurate or not positive definite, and very small values result in new de-
sign points close to β̂. We had some success with the following procedure to
estimate Î and to produce the set BH from Section 1.3.2:
1. Initialization:
(a) Choose a moderate initial value of c, say,
√
χ2p,0.1.
(b) Set BH = BO and remove from BH points very close to each other.
The set BH will contain values of β for which f ∗ has been computed.
Assume for now that |BH | ≤ (p+ 1)(p+ 2)/2.
2. Augment BH with new well-separated points so that |BH ∩ H(c)| = (p +
1)(p+ 2)/2 and evaluate f ∗ at the new points.
3. Fit a quadratic surface through the points in BH∩H(c) and plug its Hessian
into the expression for Î . If the resulting estimate of Î (not only that of Îββ)
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is not positive definite, reduce c and return to the previous step. Otherwise
terminate; return Î and (the set difference) BH = BH − BO.
If |BH | > (p+ 1)(p+ 2)/2 in step 1(b) above, then no new design points are nec-
essary and one starts by working with subsets of BH . Once they are exhausted,
one moves to Step 2.
1.6.2 Choice of Design Points
While forming BH and BE , we require that the new design points lie far from
each other and from the points where f ∗ has been evaluated previously (“fixed
points”). This objective is related to the maximin criterion that attempts to
maximize the minimum between-point distance over all pairs of design points
(Santner, Williams and Notz (2003, sec. 5.3)). Generating such designs exactly
is computationally difficult, and usually one is happy to obtain a good approx-
imate maximin design (Trosset 1999).
As we remarked in Section 1.3.2, ideally we would like a design that mini-
mizes the coverage radius of design points (minimax design). Johnson, Moore
and Ylvisaker (1990) argue that minimax design minimizes maximum predic-
tion variance in GP interpolation when intersite correlation is low, thereby link-
ing optimality of designs for GP and RBF interpolation. As a heuristic, we
bound the minimax distance by the intersite distance of the optimal maximin
design, and then find an approximate maximin design.
We devised a simple “greedy” algorithm to update the set of fixed points
withNE extra design points: (i) choose κ > 1 and draw ⌈κ ·NE⌉ candidate points
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uniformly at random on the design region; (ii) at the jth iteration, find the pair
of points closest to each other that has at least one candidate point; if it has a
single candidate point, delete it, otherwise delete the one that is closest to the
remaining (fixed and candidate) points, until only NE candidate points remain.
This algorithm is applied to update BO to produce BH and then to augment
BO ∪ BH with BE . As an intermediate step, one has to sample uniformly inside
polytopes and spheres; for discussion, see Devroye (1986, chap. 5).
To obtain the (joint) experimental design for β and ζ for fitting an RBF sur-
face to log{[β, ζ,Y ]}, we start with a (marginal) design for β on ĈR(α) as in
Section 1.3.2 and augment each design point β(i) ∈ BD with a (conditional) de-
sign for ζ based on the multivariate normal approximation to [ζ|β = β(i),Y ],
derived from equation (1.6). As a consequence, the increase in the dimension
of the argument of the posterior density (going from π(·,Y ) to [β, ζ,Y ]) in this
problem need not translate into the increase in the number of evaluations of f .
1.6.3 Details for Fitting the RBF Surface
We now describe the procedure for fitting the RBF interpolation model of Sec-
tion 1.3.2 with the cubic basis function and a linear polynomial tail q(β) =
(1,βT) · c. Discussion of fitting for other choices of basis functions is in Pow-
ell (1996).
Define the matrix Φ ∈ RN×N by: Φi,j = φ(‖β(i) − β(j)‖2), for i, j = 1, . . . , N .
Let P ∈ RN×(p+1) be the matrix with (1, {β(i)}T) as the ith row for i = 1, . . . , N .
The coefficients for the RBF surface that interpolates l(·) = log(π(·,Y )) at the
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points β(1), . . . ,β(N) are obtained by solving the system Φ P
P T 0

 a
c
 =
 L
0
 , (1.12)
where L =
[
l(β(1)), . . . , l(β(N))
]T
, a ∈ RN and c ∈ Rp+1.
The coefficient matrix in equation (1.12) is invertible if and only if the rank of
P is p+ 1 (Powell 1992). For the case of a cubic RBF with a linear tail, this holds
if and only if the set of (distinct) design points contains p+ 1 points that are
affinely independent. For stability purposes, we solve equation (1.12) by means of
matrix factorizations, as described in Powell (1996).
1.6.4 Details on IntegratingC out
Let Z = Z(β,λ) be the matrix with the ith row [h{Yi,λ} − h{f(Xi,β),λ}]T
for i = 1, . . . , n, R be the upper-triangular Cholesky factor of S(γ) and Z˜ =
R−TZ. Notice that, under the separable covariance model Σ(θ) = S(γ)⊗C of
Section 1.2, the likelihood equation (1.2) implies that the rows Z˜1,•, . . . , Z˜n,• of
Z˜ are i.i.d. MVN(0,C). Notice that
[Y |β,λ, (γ,C)] ∝ |Jh(Y ;λ)| · |S(γ)|−d/2|C|−n/2
n∏
j=1
exp
(
−0.5 · ‖Z˜j,•‖2C−1
)
= |Jh(Y ;λ)| · |S(γ)|−d/2|C|−n/2 exp
(
−0.5 · tr{C−1Z˜TZ˜}
)
.
We put a Wishart prior density on C−1 and assume that, a priori, C and
(β,λ,γ) are independent, so that
[β,λ,γ,C−1] ∝ |∆|a|C−1|a−(d+1)/2 exp (−tr{∆C−1}) · [β,λ,γ],
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where a > (d − 1)/2, ∆ ∈ Md, the space of d × d symmetric positive definite
matrices, and tr(·) is the trace operator. This allows us to integrate C out of the
joint posterior density analytically:
[β,λ,γ,Y ] =
∫
Md
[Y |β,λ, (γ,C)] · [β,λ,γ,C−1]dC−1 ∝ c(β,λ,γ) ·
·
∫
Md
exp
(
−tr{C−1(Z˜TZ˜/2 + ∆)}
)
|C−1|a+(n−d−1)/2dC−1
∝ c(β,λ,γ) · |Z˜TZ˜/2 + ∆|−(a+n/2)
= [β,λ,γ] · |Jh(Y ;λ)| · |S(γ)|−d/2 · |ZT[S(γ)]−1Z/2 + ∆|−(a+n/2).
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CHAPTER 2
A DERIVATIVE-FREE APPROACH TO APPROXIMATION OF
COMPUTATIONALLY EXPENSIVE POSTERIOR DENSITIES, WITH
APPLICATION TO PARAMETER UNCERTAINTY ANALYSIS FOR A
WATERSHEDMODEL
2.1 Introduction
The key step of Bayesian inference is expression of uncertainty about model pa-
rameters η given the observed data Y using the posterior density π of η. In most
practical applications, functionals of π, such as integrals with respect to π, can-
not be found in closed form and can only be estimated from a Markov Chain
Monte Carlo (MCMC) sample from π. However, when π is computationally
expensive to evaluate, long MCMC runs are intractable, which causes the esti-
mation error to be high. Therefore, it is necessary to construct an approximation
π˜ of π.
The focus of our work is reduction of the cost of MCMC via nonparamet-
ric approximation of computationally expensive posterior densities for which
derivatives are not available. After an accurate approximate posterior density π˜
has been produced, one can sample π˜ using MCMC, which is computationally
inexpensive, to obtain arbitrarily large effective sample sizes.
Of particular interest to us are posterior densities that arise in computation-
ally intensive nonlinear regression problems. In such problems, the nonlinear
regression function is simulated by a complex computer code f , known as sim-
ulator. For example, in the watershed modeling problems analyzed in Shoe-
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maker et al. (2007) and Tolson and Shoemaker (2007a, 2007b), for a given pa-
rameter value β a single run of the simulator produces a vector f(β) of time
series of daily average water flows. The vector of observed data Y is modeled
as Y = f(β) + e, where f is a nonlinear regression function and e is the vector
of errors whose distribution depends on additional parameters ζ . Specification
of the density of e and of the prior densities for β and ζ determines the joint
posterior density π. (The exact posterior density specification for our model is
provided in Section 2.4.) Obtaining large MCMC samples from π is computa-
tionally intractable since acceptance of a candidate state in the Markov chain
requires an evaluation of f . Each run of f can take from several seconds to a
few hours depending on the application.
The primary contribution of this paper is an algorithm to approximate π by
interpolation using radial basis functions (RBFs) on the high probability density
(HPD) region under π. Approximation of π over the whole parameter space E
for η is computationally wasteful since the volume of E typically exceeds that of
the HPD region by orders of magnitude. Building the approximation is nontriv-
ial since the shape of the HPD region is unknown and only a limited number of
evaluations of π is allowed because of the constraints on the computational bud-
get. The problem is further complicated by potential nonsmoothness of π due
to discretization in the simulator (Shoemaker et al. (2007), Benaman et al. (2005),
Mugunthan et al. (2005), Mugunthan and Shoemaker (2006)). This roughness
makes existing approximation approaches that assume derivatives (Rasmussen,
2003; Bliznyuk et al., 2008) unattractive.
After having introduced our algorithm in Section 2.3, we apply it to estimate
the posterior density of the simulator parameters given the real data from the
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Town Brook watershed. The statistical model that we introduce in Section 2.4
can accomodate non-normality of errors via transformations, as well as depen-
dence in the data.
The procedure we propose is a derivative-free extension of the approach
of Bliznyuk et al. (2008). The initial approximate HPD region is reached by a
derivative-free optimization algorithm. Our iterative algorithm GRIMA is based
on the interplay of two steps: (i) determination of the approximate HPD region
(design region) using a cheap-to-obtain MCMC sample from the surrogate den-
sity π˜ and (ii) choice of additional knots for interpolation on the design region
in order to improve the approximation π˜ to π. This typically entails enlarging
(“growing”) the initial design region during early stages of the algorithm and
improvement of the approximation during the later stages. (Hence the acronym
GRIMA—“Grow the (design) Region and IMprove the Approximation”.) The al-
gorithm is terminated when a discrepancy measure, such as the total variation
norm, between consecutive approximate densities becomes negligible.
Because of its generality, our algorithm can be appliedwithout modifications
to approximation of posterior densities in contexts other than nonlinear regres-
sion. For example, in our current work we successfully approximated the poste-
rior density for parameters in a high-dimensional linear model with space-time
dependence (Bliznyuk et al, 2008, in preparation or submitted). GRIMA only
requires that one can evaluate the unnormalized posterior density for a given
parameter value; closed-form specification of the posterior density is not neces-
sary.
This paper is organized as follows: Section 2.2 contains a brief survey of the
current literature, contrasts our approach with existing methods and explains
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why GRIMA is necessary. In Section 2.3.1 we concentrate on the main ideas be-
hind our algorithm and summarize the features of the problem of density ap-
proximation by interpolation. We outline the GRIMA algorithm and discuss its
practical implementation in Section 2.3.2. It is illustrated and is compared to
the results of Rasmussen (2003) in Section 2.3.3 on his 2-dimensional test prob-
lem. This section enables the reader to visualize the progress of GRIMA without
the need to follow all technical details of Section 2.3.2. In Section 2.4 we search
for an adequate statistical model for the real time series Y of the water flow in
the Town Brook watershed and apply GRIMA to estimate the posterior density
of the simulator parameters β given the data Y . Possible extensions are briefly
outlined in Section 2.5. Appendices provide information necessary for efficient
implementation of the procedures discussed in this paper.
2.2 Earlier Work and Our Contribution
Bayesian inference about parameters of the nonlinear regression function is
known in the literature as Bayesian calibration (Kennedy and O’Hagan, 2001).
A recent review of the work on Bayesian calibration appears in Section 5 of
Bliznyuk et al. (2008). Here we review some of this literature relevant to the
approximation of the computationally intensive posterior densities in nonlinear
regression problems.
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2.2.1 Literature Review and Our Contribution
The landmark paper by Kennedy and O’Hagan (2001) emphasized the impor-
tance of finding the set of sites where to run the simulator for calibration (design
points). Even though Kennedy and O’Hagan argue that design points for the
vector of calibration parameters needs to be chosen sequentially “over the range
covered by its posterior distribution” (Kennedy and O’Hagan, 2001, p. 441),
they do not pursue this path and instead use a Latin hypercube design over the
whole parameter space. Doing this may be meaningful for their application but
we have serious reservations about the appropriateness of this design when the
HPD region is a small subset of the parameter space. For example, in our appli-
cation in Section 2.4 it turns out that the volume of the HPD region containing
nearly all of the mass of the posterior density constitutes only about .002% of
the volume of the parameter space. This implies that nearly all of the design
points would be wasted if the approximation were done over the whole param-
eter space. In Section 5.1, Kennedy and O’Hagan conjectured that a sequential
design procedure similar to that used for optimization of complex computer
codes using surrogate surfaces (Bernardo et al. 1992, Aslett et al. 1998) may be
used for experimental design. Unfortunately, this is not the case because knowl-
edge of the values of the objective function (posterior density in our paper) for
the optimization trajectory by itself does not contain any information about the
HPD region. To approximate the HPD region, it is necessary to use the design
points to specify an approximate probability density to which the HPD region
conforms. Such a surrogate density can be obtained using interpolation.
Two papers that approximate the scalar-valued density by interpolation di-
rectly, not through the component-wise approximation of the multidimensional
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simulator f , are Rasmussen (2003) and Bliznyuk et al. (2008). Rasmussen (2003)
uses best linear unbiased prediction (BLUP) under a Gaussian processes (GPs)model
to interpolate the logarithm l of π and its gradient (assumed to be available) to
obtain a proposal density for the Hybrid Monte Carlo sampler. However, since
his approximation is not restricted to a high probability density (HPD) region,
the sampler is susceptible to wasting evaluations for the candidate states where
proposal density is high due to approximation error but the target density is
low. The paper of Bliznyuk et al. (2008) uses an RBF interpolant of l over an
estimated HPD region of π to obtain an approximation π˜ to π. The HPD region
is estimated by a confidence ellipsoid from the local quadratic approximation of
l at the mode of π, assumed to be unique, which is reached using formal opti-
mization. However, if the curvature of l near the mode carries little information
about the shape of the HPD region or the mode is at the boundary of the param-
eter space, the estimated HPD region may be misleading or even undefined. To
summarize, the major drawback of both of these approaches is in their reliance
on the existence of at least one derivative of l, which is not available in a host of
practical problems that we pointed at in Section 2.1.
In this work, we build on the approach of Bliznyuk et al. (2008). Our prac-
tical iterative scheme constructs a surrogate surface l˜ by interpolation of the
logarithm l of the posterior density π. Our goal is to choose design points on
the unknown HPD region under π. Notice that exp(l˜) is a valid unnormalized
probability density that is cheap to evaluate. We estimate the minimum height
of l˜ over the HPD region (of a given level) for exp(l˜) using an MCMC sample
from exp(l˜). This information is used to decide whether l˜ is “high enough” at
a candidate design point η∗ (chosen a certain distance away from the existing
design points) and whether the true log-posterior l should be evaluated at η∗ to
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refine the surrogate density. This is the main idea of our approach.
The choice of which class of interpolants to use, RBFs or BLUPs under GPs
(known in spatial statistics as kriging), as well as whether to interpolate l directly
or via interpolation of each component of f , is of secondary importance. Any of
these interpolants may be used to define a surrogate density in our framework.
Below we outline why the direct RBF model may be preferable.
2.2.2 Choice of the Interpolant
For a given value of basis or covariance function parameters, coefficients of the
RBF or kriging interpolants can be computed by solving the linear system of
dual kriging equations (chap. 4.4.5 of Cressie, 1991), which have the same form
for either interpolant. An advantage of RBF interpolants is in the lack of basis
function parameters for some practical RBF choices, which makes RBF fitting
easier than fitting a kriging model that requires estimation of parameters of the
covariance function.
We found the assumption that the log-posterior l is a realization of a GP
to be often misleading and, consequently, estimation of the covariance func-
tion parameters by MLE to be inefficient. For example, approximation to a
fixed accuracy of a quadratic function (that corresponds to the logarithm of a
multivariate normal density) by kriging with parameters estimated by MLE
under a GP model requires considerably more (e.g., twice as many for a 10-
dimensional problem) design points than when the parameters are estimated
by K-fold cross-validation under the same model without the assumption of
normality. An RBF interpolant used in this paper performs on par with or bet-
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ter than kriging with K-fold cross-validation.
Bliznyuk et al. (2008) noted in Section 3.2.3 that prediction error variance
from the kriging predictor may be used to select sites for new simulator runs.
This does not appear to us to be a great advantage of the kriging over RBF
model because the prediction error variance under the GP model is completely
determined by the (subjective) choice of the covariance function and locations
of the design points (e.g., Cressie, 1991). Put differently, unlike the BLUP itself,
the variance of the error from prediction with the BLUP does not depend on
the GP values at the design points. Choosing new design points to reduce the
maximumprediction error variance can be used to maintain separation between
design points. In our work, we control the interpoint distance explicitly.
Indirect approximation of l via interpolation of each component of the sim-
ulator f is also possible but is not considered in this paper. In our other work,
indirect approximation of l using RBFs produced results similar to the direct
interpolation of l under RBF and kriging models. Modeling and fitting issues
for the indirect approximation under the kriging model are nontrivial when the
dimension of f is high.
To summarize, we did not find kriging to perform better than RBF interpo-
lation. We use RBFs mainly because of the simplicity of fitting.
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2.3 GRIMA Algorithm for Density Approximation
2.3.1 Initial Observations and Main Ideas Behind the Algo-
rithm
Prior to formally stating the algorithm to find the high probability density
(HPD) region, it is helpful to make a few observations to illustrate main ideas
behind the algorithm and to summarize our experience in approximating prob-
ability densities by interpolants. It is assumed that the probability density to be
approximated is unimodal or multimodal but the HPD region is connected.
As we noted in Section 2.1, applicability of our approximation algorithm is
not limited to nonlinear regression problems. For this reason, the exposition
below treats π as a “black-box” unnormalized density.
Estimation of HPD Regions for Unnormalized Probability Densities
Suppose one has a continuous multivariate unnormalized probability density π
with support E. Let CR(α) := {η : π(η) ≥ c(α)} for some constant c(α) chosen
in such a way that ∫
CR(α)
π(η)dη = (1− α) ·
∫
E
π(η)dη, (2.1)
so that CR(α) is a HPD region of size (1− α) for π.
If ĉ(α) is an estimator for c(α), then the set ĈR(α) := {η : π(η) ≥ ĉ(α)} is an
approximation to C(α). For example, if η(1), . . . , η(k) is (possibly but not neces-
sarily) an i.i.d. sample from π, then the α-th sample quantile of π(η(1)), . . . , π(η(k))
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is a reasonable estimator for c(α). Furthermore, if π˜ is an unnormalized proba-
bility density that is “close” to π with respect to some measure of distance and
η˜(1), . . . , η˜(k) is a sample from π˜, then it is meaningful to approximate c(α) by the
α-th sample quantile of π˜(η˜(1)), . . . , π˜(η˜(k)).
Estimation of c(α) using an MCMC sample from a cheap-to-evaluate surro-
gate density is one of the key steps of our algorithm that will be stated later in
this section.
Constructing Approximate Posterior Densities by Interpolation
The approach of Bliznyuk et al. (2008) can be used to obtain accurate approxi-
mations π˜ to π when the exact HPD region is approximately elliptical, but it is
not robust if the curvature of logatithm of π near themode does not capture the
shape of the HPD region well. (For example, this is the case when the domi-
nant mode of the exact density is located at or very close to the boundary of
the parameter space E.) Earlier papers assume existence (Bliznyuk et al., 2008)
and availability (Rasmussen, 2003) of derivatives of the logarithm of π, mak-
ing the methods proposed therein inapplicable to a host of practical problems
(Shoemaker et al., 2007; Tolson and Shoemaker, 2007a; 2007b).
The approach developed in this paper does not make any smoothness as-
sumptions about the exact posterior. The only restriction is that π is “practically
continuous”, meaning that it is either continuous or is obtained from a continu-
ous function using a discretization on a fine grid.
As in Bliznyuk et al. (2008) and in Rasmussen (2003), the approximation to
the logarithm of π is based on an interpolant at design points (or knots), which is a
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form of universal kriging with generalized covariance functions (Cressie, 1991).
As in the former paper, however, our focus is on interpolation using radial basis
functions, but any other class of interpolants can be used.
It is instructive to make a few observations about the main features of den-
sity interpolation problem that a practical approximation algorithm must take
into account.
1. Design points must be chosen in the region of high probability under the
density π. Choice of the knots in the low-probability region is meaningless
if π is poorly approximated over the HPD.
2. Since the approximation π˜ becomes less reliable as one moves away from
design points, the support of the approximate density must be restricted
explicitly to some neighborhood of the set of design points.
3. Our experiments indicate that the quality of interpolation by radially sym-
metric functions (such as RBFs) is sensitive to the parameterization of π.
Approximation of π to a fixed level of accuracy typically requires a signif-
icantly greater number of design points if there are directions around the
mode(s) of the posterior density along which the logarithm of π changes
much more rapidly than along others. For example, if log(π) is a (posi-
tive definite) quadratic function, then the higher the condition number of
the matrix that defines the quadratic, the more design points are required.
Therefore, it may be problematic to obtain an accurate approximation to
π given a fixed number (but not the locations) of knots, unless a (linear)
change of variables is done prior to interpolation.
4. Enforcing separation between design points is necessary to avoid clumps
of nearby knots that provide little new information (relative to their neigh-
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bors) about the function being interpolated.
Keeping these observations in mind, we move on to the formal definition of
the GRIMA algorithm, which addresses all of them.
2.3.2 Outline of the Algorithm
Notation and Definitions
The purpose of this subsection is to collect all relevant notation in one place for
easy reference.
All variables are assumed to be (column) vectors or matrices of size specified
in the appropriate definition; this will not be emphasized by bold-face notation.
The notation ‖ · ‖ will refer to a generalized Euclidean norm, defined as ‖x‖A =
√
xTAx for a column vector x and a positive definite matrix A. Unless specified
explicitly, A is taken as the identity matrix of appropriate size. Also, define the
distance between a point x and a set S as dist(x,S) = infx′∈S ‖x−x′‖. Only when
applied to a vector, a single subscript notation is used to “extract” components,
e.g., xi is the i-th component of x. Finally, for sets S1 and S2, S1\S2 will denote
the set of elements of S1 that are not in S2 and |S1| will give the number of
elements in S1.
As before, π is the exact unnormalized posterior density for the vector of
parameters η ∈ E ⊂ Rdim(η), where E is the parameter space.
Let l˜i be an RBF interpolant of l := log(π) at the set of design points Di
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available at the stage i of the algorithm, defined as
l˜i(η) :=
|Di|∑
j=1
ajφ(‖η − η(j)‖) + p(η), (2.2)
where φ is a basis function and p is a low-order polynomial. For details of fitting,
see our Appendix A.2 or Appendix A.3 of Bliznyuk et al. (2008, in press).
The corresponding approximation π˜ to π is defined as
π˜i(η) := exp{l˜i(η)} · I(η ∈ Ni) for all η ∈ E, (2.3)
where, for a positive coverage radius r > 0 (to be discussed shortly),
Ni := {η ∈ E : dist(η,Di) ≤ r} (2.4)
is a neighborhood of Di and I is the indicator function. Thus the approximation
is restricted to a neighborhood of design points as was noted in Section 2.3.1,
observation 2.
GRIMA Algorithm to Approximate π by π˜
The algorithm of this section is a derivative-free alternative to the exploratory
stage of GPHMC algorithm of Rasmussen (2003) or to steps 2 and 3 of the proce-
dure of Bliznyuk et al. (2008, in press). It assumes that the maximum a posteriori
(MAP) estimator η̂ for η has been found (or, more generally, that some of the ini-
tial design points D0 are “not far” from the true HPD region). Such information
is often available from preliminary non-Bayesian parameter estimation (e.g., by
MLE).
After outlining the initialization and the main iteration of GRIMA, we state
the it formally as Algorithm 2.3.1 and, in the next subsection 2.3.2, provide mo-
tivation and details for practical implementation.
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Maximization of l := log(π) by derivative-free optimization routines pro-
duces a set of widely separated design points DOPT . We retain a subset D0 of
DOPT , by discarding design points at which the values of l are “extremely low”,
and obtain an interpolant l˜0 of l at D0 as in equation (2.2). Choosing the starting
radius r in such a way that the neighborhood N0 of D0 is connected (since the
true HPD is assumed to be), we define π˜0 by means of equation (2.3).
At the i-th iteration of GRIMA, an MCMC sample from the cheap-to-evaluate
π˜i is obtained and is used to determine the lower bound on l˜i over the size-
(1 − α) HPD region for π˜i (lines 4-5 of Algorithm 2.3.1). Subsequently, l˜i is
maximized over the boundary ofNi and if the value of l˜i is “high enough” at the
maximizer η∗, l is evaluated at η∗ and the RBF interpolant l˜i is updated (lines 6-
16). By allowing coverage radius r to shrink or to increase depending the height
of l˜i at a point η
∗ at a given iteration (lines 17-21), GRIMA algorithm attempts
to choose candidate points η∗ on the boundary of Ni as far as possible from Di,
provided that the prediction l˜i(η
∗) for l(η∗) is above the threshold c˜i(α)− δ. If r
grows (more knots from the boundary ofNi are added), so does the approximate
HPD region; as r shrinks, the approximation to π over the HPD region tends
to improve. The algorithm is allowed to terminate before the computational
budget has been exhausted if extra evaluations of π do not improve the quality
of approximation significantly as judged from diagnostics (lines 22-26).
Algorithm 2.3.1 GRIMA
Require: r > 0, δ > 0, α ∈ (0, 1), ρ ∈ (0, 1), J , T as specified below
Require: i = 0, D0, N0, l˜0, π˜0 as defined above
1: while computational budget has not been exceeded do
2: i← i+ 1, Di ← Di−1, l˜i ← l˜i−1
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3: set Ni as in equation (2.4) and π˜i as in equation (2.3)
4: obtain an MCMC sampleMi from π˜i of length T
5: find c˜i(α), the α-th sample quantile of the sample {l˜i(η) : η ∈Mi}
6: for j = 1, . . . , J do
7: C ← {η ∈ Ni : dist(η,Di) = r}
8: find η∗ ∈ C such that l˜i(η∗) ≈ maxη∈C l˜i(η)
9: if l˜i(η
∗) ≥ c˜i(α)− δ then
10: Di ← Di ∪ {η∗}
11: evaluate l at η∗
12: update l˜i so that it interpolates l at Di (in particular, at η∗)
13: else
14: set j ← j − 1 and break the for loop
15: end if
16: end for
17: if j < J then
18: set r ← ρ · r
19: else
20: set r ← ρ−1 · r
21: end if
22: if diagnostics suggest that sequence {π˜k}ik=1 has “practically” converged
then
23: break the while loop
24: else
25: re-estimate scaling matrix and parameters of the MCMC sampler
26: end if
27: end while
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28: return π˜ ← π˜i
Discussion and Practical Implementation
As follows from earlier works (Bliznyuk et al. (2008, in press), Rasmussen
(2003)), the design points from the optimization run, DOPT , at which l takes
extremely low values hardly improve the approximation to l on the HPD re-
gion, and often make the quality of approximation deteriorate if not removed.
To obtain the initial set D0 of knots for interpolation, we discard such points
using a cutoff value q, which may be suggested by the asymptotic properties
(as the dimension of Y increases) of the MAP estimator and of the likelihood
ratio test statistic in nonlinear regression models (see Wu (1981) for an example
of regularity conditions). In the frequentist framework, 2 (l(η)− l(η̂))may often
be approximated by a chi-squared distribution with dim(η) degrees of freedom.
Consequently, we define
D0 := {η ∈ DOPT : −2l(η) ≤ −2l(η̂) + q}, (2.5)
where q is chosen to be a tail (e.g., .99-th) quantile of this distribution. (If neces-
sary, additional points from DOPT may be incorporated into the approximation
at later stages of GRIMA.)
The initial coverage radius r is chosen in such a way that the initial design
region N0, defined in equation (2.4), is connected. This is necessary to ensure
that N0 can be traversed by an MCMC sampler and since it was assumed that
the true HPD region is connected. IfM = maxj dist(η
(j),D0\{η(j)}), the maximin
distance between design points in D0, then connectedness of N0 is ensured if
r ≥ 0.5 ·M . In applications, we use (and recommend) initialization r = M .
58
As in Bliznyuk et al. (2008, in press), we fit an RBF surface with cubic basis
functions φ(x) := x3 and a linear tail p(η) := [1, ηT] · b, where b ∈ Rdim(η)+1.
Our experiments with other basis functions produced results similar to those
we report.
Having defined the approximate posterior π˜0, let’s consider the i-th iteration
of GRIMA.
In lines 4-5, we generate an MCMC sample of size T from π˜i to determine
the minimum height of l˜i over the HPD of size (1 − α) for π˜i. The value T can
be estimated based on existing consistency and asymptotic normality results
for sample quantiles (e.g., Shao (1999), sec. 5.3) controlling for serial correlation
in the Markov chain. In our experience, very accurate estimation of the true
quantile is not necessary and several thousandMarkov chain steps are sufficient
under fast mixing. TheMCMC sampler is always initialized at the knot η(k) ∈ Di
at which l is highest, which makes the length of the burn-in period negligible.
We remind that π˜i is restricted to the neighborhood Ni in order to prevent
the MCMC sampler from escaping to the poorly approximated low-probability
(with respect to π) regions, where l˜i may be high due to approximation error.
The purpose of the for loop (lines 6-16) is to attempt to choose J design
points from Ni in such a way that (i) the candidate points η∗ are no closer than
distance r to any point in Di and (ii) the value l(η∗) is at least as high as in the
approximate HPD region. Since l(η∗) is unknown before it is computed, we use
the known value l˜i(η
∗) of the logarithm of the approximate density to make the
decision (line 9), adjusting for the uncertainty with the help of δ. The candidate
points η∗ that maximize l˜i are chosen by uniform random sampling on C, which
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is easy to do efficiently; formal optimization (over the boundary of the union of
ellipsoids) is non-trivial and is not recommended. In applications, we choose δ
to be a small multiple (e.g., .3 as in subsequent sections) of themaximum change
of l over η ∈ Di, for which l exceeds c˜i(α). If the condition of line 9 is satisfied,
the exact density is evaluated at η∗ and the RBF interpolant of l is updated.
An update can be performed using O(|Di|2) rather than O(|Di|3) flops if the
factorization of the interpolation matrix is re-used as outlined in Appendix A.2.
The value J needs to be chosen based on comparison of the computational
costs to carry T Markov chain steps and to evaluate π once. If a single evaluation
of π takes significantly more time, then re-estimation of c˜i(α) after each update
of l˜i can be enforced by setting J = 1.
Although it is omitted in the statement of the GRIMA algorithm, there is a
possibility that
l˜i(η
•) > max{l(η) : η ∈ Di}, (2.6)
where η• := argmax{l˜i(η) : η ∈ Mi}. Typically this signifies that either r is too
large or that l(η•) exceeds the right-hand side of equation (2.6) (as it turns out
to be the case in the application of Section 2.4.2). As a rule of thumb, if l˜i(η
•)
exceeds max{l(η) : η ∈ Di} by more than 1, we evaluate l at η•, update the
approximation, reduce r and move on to the next iteration of the while loop.
If the for loop terminates because fewer than J new design points could
be added for a given value of r, r is reduced by a factor ρ ∈ (0, 1); otherwise,
GRIMA attempts to increase r. A value around .9 is suggested for ρ, in order not
to have many design points becoming disconnected in the design region Ni+1
in the following iteration if r shrinks.
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If a substantial number of well-separated design points have been chosen,
and the sequence of the approximate densities π˜i appears to have converged,
there is little value in continuing the selection of new knots. One may use a
combination of graphical and numerical tools for diagnostics. Among graphical
summaries, we recommend examining plots of estimates of marginal densities
of components of η based on the MCMC samples from approximate (joint) den-
sities π˜i from each iteration. As far as numerical summaries are concerned, we
use an estimate of the total variation (TV) norm between marginal densities of
the components ηi of η of subsequent approximate densities; see Appendix A.1
for details.
As we remark in Section 2.3.1, fitting of radially symmetric interpolants (like
those using RBFs) is sensitive to the parameterization of π. We recommend to
estimate the sample covariance matrix Ci from the MCMC sampleMi (or from
a longer run during the diagnostic step) (lines 22-26) and to refit the RBF sur-
face from scratch after the linear change of variables η 7→ H−1i η, where Hi is
any square matrix satisfying HiH
T
i = Ci (e.g., a Cholesky factor of Ci). This is
especially important at early stages of the algorithm, and the role of refitting
is diminished after the approximation has stabilized. In what follows, the sur-
face l˜i is always fitted after a linear change of variables; we emphasize this by
using the generalized (‖·‖) rather than standard Euclidean (‖·‖2) norm in equa-
tion (2.2). However, when evaluating π˜ and l˜i, we pass the argument η on the
original scale.
In applications, we do diagnostics and change parameterization (roughly)
every 2 · J − 3 · J evaluations of π.
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2.3.3 Illustration on a Synthetic Problem
Before applying GRIMA to a model with real data in Section 2.4, we compare our
algorithm with the results presented by Rasmussen (2003) for the density
π(η) ∝ exp{−0.5 · [(ηTη − a)/b]2} for η ∈ R2, (2.7)
where a = 1 and b = 1/4. The set of modes of π is the boundary of the unit circle,
and the HPD region is a two-dimensional torus (Figure 2.3.3). Even though
l is twice differentiable, the curvature at any of the (infinitely many) modes
carries little information about the shape of the HPD region, so the approach of
Bliznyuk et al. (2008, in press) is not applicable.
Since GRIMA algorithm does not assume availability of derivatives of l,
we use a derivative-free minimization routine CONDOR (Vanden Berghen and
Bersini (2005)) in order to find a MAP η̂ for initialization, although any other
algorithm can been used. Optimization search was started far from the HPD
region at η = [20; 20] and took 26 evaluations of π to converge.
The initial set of design points D0, chosen as discussed in the beginning of
Section 2.3.2 with q taken to be the .99-th quantile of chi-squared distribution
with dim(β) = 2 degrees of freedom, contains 9 points from the optimization
run. Even though the χ22 approximation to the likelihood ratio statistic is not
justified here, it provides some guidance as to which values of the log-posterior
density are high.
The parameters of GRIMA were chosen as T = 5 · 103, J = 4, α = .01 and
ρ = .9; r and δ are updated as discussed in Section 2.3.2. We use random walk
Metropolis-Hastings algorithm for MCMC (Tierney (1994)). Diagnostics of ap-
proximation were done periodically (every 7-10 evaluations of the exact poste-
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Figure 2.1: True HPD region and progress of GRIMA algorithm on Ras-
mussen’s density of equation (2.7). The HPD regions, listed
in the order of diminishing average intensity of grey, contain
.5, .7, .9 and .995 of the total mass of the density. Markers de-
note initial design points after optimization (+) stage (9 knots),
additional knots added in the design region growth (x) stage (40-
9=31 knots) and additional knots added in the approximation
improvement (o) stage (67-40=27 knots).
rior) using an MCMC run of length 105. The scaling matrix Hi for the linear
change of variables when fitting the RBF surface (Section 2.3.2) was taken to be
the lower-triangular Cholesky factor of the MCMC sample covariance matrix Ci
after each diagnostic run. A multiple of Ci that ensures acceptance rate between
.2 and .3 and lag one autocorrelation coefficient of around .9 in Markov chain
was used as a covariance matrix in the multivariate normal proposal density of
the random walk sampler.
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We illustrate the progress of GRIMA in Figure 2.3.3. It can be seen that the
knots retained from the optimization run (marked with +) cover only a small
part of the HPD region. The approximate HPD region tends to grow until about
31 new knots (marked with x) are added, after which the maximin distance be-
tween the knots tends to shrink as extra knots (marked with o) are added.
The decision to terminate GRIMAwas based entirely on examination of plots
similar to that of Figure 2.3.3. The plot shows how different (with respect to the
estimated TV norm — see Appendix A.1) the successive MCMC samples from
marginal densities obtained from π˜j (based on design points Dj for j = 0, . . . , i)
are, relative to the MCMC sample from the approximate density from π˜i that
uses all available design points Di. It is seen that the approximations change
little after 58 knots are used; the algorithm is terminated at 67 design points (9
out of which came from optimization).
Figure 2.3.3 compares plots of the estimates of the marginal densities of η1
and η2 based on initial, intermediate and terminal approximate densities with
those based on an i.i.d. sample from the exact density π that we draw efficiently
using Algorithm 2.6.2 of our Appendix 2.6.1. The closeness of the terminal ap-
proximate marginal densities to their exact counterparts gives support to our
termination criterion.
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Figure 2.2: Estimated total variation norm between intermediate and ter-
minal (based on 67 knots) approximate densities for η1 and η2
(for Rasmussen’s density) as a function of the number of knots
used to obtain intermediate approximate densities.
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Figure 2.3: Kernel-smoothed estimates of marginal densities of η1 and η2
(for Rasmussen’s density) using 105 samples from exact (no
marker) and approximate initial (+, 9 knots), intermediate (x,
40 knots) and terminal (o, 67 knots) bivariate densities. For the
exact density, the samples are i.i.d.; for approximate - drawn
using random-walk MCMC.
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Our results (84=26-9+67 knots and no gradients) compare favorably to those
reported by Rasmussen (2003), where for the interpolation of the logarithm of
the exact posterior, l, by Gaussian processes he uses 100 evaluations of l and of
its gradient, although it is not clear where he initializes the optimization search.
Apart from applicability of our approach in the contexts where derivatives are
computationally expensive to obtain (or are not available or meaningful), we
provide a measure of approximation quality and a termination criterion, with-
out which any non-trivial practical application of the density approximation is
hardly possible. Our additional experiments (not reported here) suggest that
our algorithm is not very sensitive to the choice of the optimization routine and
of the starting point.
2.4 Case study: Town Brook
2.4.1 Background
The Town Brook watershed is a 37 km2 subwatershed inside the larger Can-
nonsville watershed (1200 km2) located in the Catskills Region of New York
State. The vector Y of measured flow data used in the analysis consists of
1096 daily observations (from October 1997 to September 2000) for water en-
tering the Delaware River from Town Brook watershed based on readings by
the U.S. Geological Survey. The nonlinear regression function is produced by
the SWAT2000 simulator (Arnold et al. (1998)), which has been used by over a
thousand agencies and academics worldwide in analysis of water flow and nu-
trient transport in watersheds (e.g., Eckhardt et al. (2002), Grizzetti et al. (2003),
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Shoemaker et al. (2007), Tolson and Shoemaker (2007b)). The water draining the
Town Brook and rest of the Cannonsville watershed collects in the Cannonsville
Reservoir, from which it is piped over a hundred miles to New York City for
drinking water. The quality of this drinking water is threatened by phosphorus
pollution and, if not protected, could result in the need for a water filtration
plant estimated to cost over $8 billion. For this economic reason as well as for
general environmental concerns, there is great interest in quantifying the pa-
rameter uncertainty for this model.
The input information of the SWAT2000 computer code for the Town Brook
model formulation, subsequently referred to as the Town Brook simulator f , is
discussed briefly in Tolson and Shoemaker (2007a) and in more detail in Tol-
son and Shoemaker (2004). Earlier work (Shoemaker et al. (2007) and Tolson
and Shoemaker (2007a)) revealed that the output of f is discontinuous due to
discretizations inside SWAT2000. Additional experiments showed that, when
all parameters are varying, the output has very large jump discontinuities that
cannot be attributed to discretization alone. After fixing some of the input pa-
rameters at meaningful values after consultation with a subject matter expert,
the jump discontinuity appears to be absent. Currently we collaborate with hy-
drologic scientists in order to understand the reason for the discontinuities and
to expand the set of calibration variables. In order to illustrate GRIMA, we work
with a subset of 4 parameters for which uncertainty assessment is most critical.
The values of the fixed parameters are provided in Table 2.1.
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Table 2.1: Fixed and variable flow-related parameters for the Town Brook
simulator. Ranges of parameters that vary during calibration are
in Table 2.2.
# SWAT ID Brief description (units) Value
(if fixed)
1. SFTMP Snowfall temperature (C) 1
2. SMTMP Snow melt temperature threshold (C) 1.75
3. SMFMX Melt factor for snow (mm H2O/C/d) 3
4. TIMP Snow pack temperature lag factor 1
5. SURLAG Surface runoff lag coefficient 1
6. GW DELAY Groundwater delay time (days) β1
7. ALPHA BF Baseflow alpha factor (days) β2
8. GWQMN Threshold groundwater depth 100
for return flow (mm)
9. LAT TIME Lateral flow travel time (days) β3
10. ESCO Soil evaporation compensation factor .7
11. CN2 f Runoff curve number multiplicative factor β4
12. AWC f Available water capacity factor 0
13. Ksat f Saturated hydraulic conductivity factor 0
14. DepthT f Soil profile depth factor 0
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2.4.2 Statistical Model and Analysis
In this subsection we use a statistical model that transforms both the vector of
observations Y and the environmental model (simulator) values f(β). We start
with an initial statistical model that assumes that the errors in the observed flow
are independent; subsequently, the model is refined to explain temporal correla-
tion in Y . Once an adequate model is found, we illustrate the GRIMA algorithm
to approximate the posterior density of the simulator parameters β conditional
on Y and the vector of best-fitting non-simulator parameters.
Initial Model and Refinements
Following the suggestions in Bliznyuk et al. (2008, in press), we use the general
transform-both-sides (Carroll and Ruppert (1984, 1988)) model of the form
h(Yi, λ) = h{fi(β), λ}+ ǫi, (2.8)
where h(·, λ) is an element of a transformation family indexed by λ, fi is the non-
linear regression model for the observed flow Yi at the i-th temporal instant, and
ǫ1, . . . , ǫn are errors that have a multivariate normal distribution with mean zero
and covariance matrix Σ(θ), parameterized by θ.
Since we are modeling flow in the stream, the vector of responses Y and the
values of the simulator f(β) are positive. A popular family of transformations
for such data is the Box-Cox power family {hBC(·, λ) : λ ∈ R} (Box and Cox
(1964)), defined for a positive scalar y as
hBC(y, λ) :=
 (y
λ − 1)/λ if λ 6= 0
log(y) = limλ→0(y
λ − 1)/λ if λ = 0
(2.9)
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For right-skewed data, such as those in our application, λ ≤ 1.
However, since the support of ǫi in the equation (2.8) is R, it is implied that
the image of h(·, λ) must be R for every value of the parameter λ (otherwise,
the inverse of h(·, λ) is undefined), which does not hold for hBC . We “repair”
this defect of the Box-Cox family for concave transformations by perturbing hBC
using the logarithmic transformation
h(y, λ) := (1−∆) · hBC(y, λ) + ∆ log(y), (2.10)
where ∆ is a small positive constant (e.g., 10−4) and λ ≤ 1. (An advantage of
this transformation over the one suggested by Bliznyuk et al. (2008, in press) is
that the parameter λ retains its conventional interpretation.)
The logarithm of the (unnormalized) likelihood of parameters β and ζ given
the data Y is
L(β, ζ |Y ) := −1
2
log det Σ(θ)− 1
2
‖h(Y, λ)− h{f(β), λ}‖2Σ(θ)−1 +
n∑
i=1
log
∂h(Yi, λ)
∂Yi
,
(2.11)
where ζ = [λ, θ] is a vector of non-simulator parameters and h(·, λ) is applied
component-wise to vectors. Further, we define the profile log-likelihood as
L̂(β) := sup
ζ
L(β, ζ |Y ). (2.12)
Since derivatives of L with respect to the vector ζ of non-simulator parameters
are available analytically, the value L̂(β) typically is cheap to compute numer-
ically once f(β) has been computed. (We do this by quadratic programming
routine FMINCON in Matlab.)
We fit the initial model that assumes that the errors ǫi are i.i.d. N(0, θ
2
1). Fol-
lowing the suggestions in Bliznyuk et al. (2008, in press), we estimate β by maxi-
mization of L̂ to obtain theMLE β̂ for β usingminimization routine CONDOR and
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recover the MLE ζ̂ for ζ by maximizing L(β̂, ·) with respect to ζ . In the absence
of information about the location of β̂, CONDOR is initialized at the center of the
parameter spaceB. Optimization required 91 runs of the simulator to converge.
(The starting and terminal estimates for β for the models we consider, as well as
parameter spaces for model parameters, are reported in Table 2.2.)
Even though the simulated flow f(β̂) predicts the observed flow Y well (the
hydrograph of Figure 2.4.2 is similar to that in Shoemaker et al. (2007)), the resid-
uals
ei := h(Yi, λ̂)− h{fi(β̂), λ̂} (2.13)
exhibit serial correlation: the plot of the autocorrelation function (ACF) shows
(roughly) exponential decay, and the plot of the partial autocorrelation function
(PACF) has a spike of height close to .8 at lag 1.
Consequently, correlation was incorporated into the statistical model of
equation (2.8) by modeling ǫi as an autoregressive process of order 1 (AR(1)
process). Even though
Cov(ǫi, ǫj) = θ
2
1 · θ|i−j|2 (2.14)
under the AR(1) model implies that Σ(θ) is a dense matrix, the inverse of Σ(θ)
is tridiagonal (e.g., Hamilton (1993), chap. 5). Hence, for a known f(β), L(β, ·)
can be evaluated in time O(n), and the overhead to maximize L(β, ·) in order to
compute L̂(β) is insignificant.
72
Table 2.2: Values of β and ζ (with appropriate parameter spaces) that max-
imize the log-likelihood L found by optimization by CONDOR for
models with i.i.d. and AR(1) errors and in the course of
GRIMA for AR(1) model with non-simulator parameters ζ held
fixed at ζ̂.
# of
stage β ζ −2L(β̂, ζ̂) extra
runs
β̂1 β̂2 β̂3 β̂4 λ̂ θ̂1 θ̂2 of f
CONDOR i.i.d. ǫi 6.12 .646 34 .892 −.039 .647 0 −112.6 91
CONDOR AR(1) ǫi 6.97 .66 27.11 .75 −.152 .454 .814 −1135.7 65
GRIMA AR(1) ǫi 7.85 .995 26.27 .751 −.152 .454 .814 −1145 113
lower bound .001 .001 .001 .75 −10 0 −1 − −
upper bound 500 1 180 1.25 1 100 1 − −
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The second run of CONDOR to maximize L̂ under the AR(1) model for errors
was initialized at the MLE β̂ under the i.i.d.model for errors. This second stage
of maximization took 65 runs of the simulator. Figure 2.4.2 shows plots of the
observed flow Y and of the simulated flow f(β̂) for the MLE β̂ under the AR(1)
model.
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Figure 2.4: Hydrograph of the average weekly observed flow for the
Town Brook watershed data and of the average weekly sim-
ulated flow obtained from f(β̂) for the MLE β̂ obtained us-
ing CONDOR for the log-likelihood of equation (2.11) under the
AR(1) model for errors.
Examination of the ACF and PACF plots of the AR(1)-corrected residuals,
obtained from the residuals ei of equation (2.13) as
ui := ei+1 − θ̂2 · ei (2.15)
for i = 1, . . . , n− 1, reveals a little (less than .2) correlation at lag 2. The starting
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and terminal estimates for β and estimates for ζ for the two models that we
consider are reported in Table 2.2. We choose not to refine the model further so
as not to obscure the main goal of the paper which is density approximation.
Approximation
Having settled on the statistical model, wemove on to approximation of π using
GRIMA algorithm.
We focus our attention entirely on the conditional distribution of the simula-
tor parameters β given the data Y keeping the non-simulator parameters ζ fixed
at their estimated values ζ̂. Intelligent exploitation of the computational savings
derived from L being cheap to evaluate with respect to ζ when selecting extra
design points is technical and will be reported in a separate paper.
After putting a uniform prior distribution on β over the parameter space B,
we define
π(β) := exp{L(β, ζ̂|Y )} · I(β ∈ B). (2.16)
We associate η with β and E with B of Section 2.3. The rest of the definitions for
the application of the GRIMA algorithm were presented in Section 2.3.2.
We use the approximation of equation (2.5) and choose q to be .99-th quan-
tile of the chi-squared distribution with dim(β) = 4 degrees of freedom, which
allows us to reuse 22 points from the optimization run to create an initial ap-
proximation l˜0 to l. (Recall the notation from Section 2.3.2.)
We initialize T = 104, J = 4 and the rest of the parameters as in Section 2.3.3.
Every 12-14 evaluations of the exact posterior π we do a long MCMC run of
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length 105 to assess the quality of approximation and to re-estimate the scaling
matrix Hi for the MCMC sampler and in order to refit the RBF surface; we reset
r after this new linear change of variables. The Markov chain mixes well, with
lag one autocorrelation being less than .9 for each βi and the overall acceptance
rate between .2 and .3.
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Figure 2.5: Estimated TV norm between intermediate and terminal (based
on 135 knots for the Town Brook posterior density with AR(1)
errors) approximate densities for βi, i = 1, . . . , 4, as a function
of the number of knots used to obtain intermediate approxi-
mate densites.
Figure 2.4.2 compares estimates of the TV distance between terminal (i.e.,
“most recent”) and preceding approximate marginal distributions of βk. (More
precisely, we compare samples from marginal distributions of βk based on π˜j
with 22, 34, . . . , 123 knots with those from π˜i with 135 knots.) Examination of
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this plot and of plots of estimates of preceding densities suggest that, for each
βk the approximation improves little after the number of design points used in
interpolation grows beyond 111. (Recall that 22 of these points come from the
CONDOR run.) Consequently, we terminate the algorithm at 135 knots.
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Figure 2.6: Kernel-smoothed estimates of marginal densities of βi, i =
1, . . . , 4, using MCMC samples from exact (solid line) and ap-
proximate initial (dash-and-dot line, 22 knots), and terminal
(dashed line, 135 knots) multivariate posterior densities (for
the Town Brook statistical model with AR(1) errors). For the
exact density, the sample size is 2 · 104; for approximate - 105
(drawn using random-walk MCMC in all cases).
For the sake of comparison, we do an MCMC run of length 2 · 104 using the
exact posterior density π. In Figure 2.4.2, we overlay plots of estimates (from re-
spective MCMC runs) of marginal densities of βk’s using the initial approximate
posterior density π˜0, the terminal approximate posterior density π˜ and the exact
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posterior density π. The plots in Figure 2.4.2 and in Figure 2.4.2 and Table 2.2
suggest that π is maximized when β is at its upper boundary, but CONDOR termi-
nated prematurely. Remarkably, GRIMAwas able to recover from this deficiency
and to produce a very accurate approximation to π in 113 (or fewer) extra runs
of the simulator f . (The value of β at which π is highest, reached within 41 extra
evaluations of π by GRIMA, is reported in the third row of Table 2.2.)
From Figure 2.4.2 one can also appreciate the virtues of local (done over
a HPD region) rather than global approximation to π. It is seen that nearly
all of the mass of the posterior is contained in the hyper-rectangle with lower
bound [4, .7, 22, .75] and upper bound [12, 1, 32, .79] of volume .96, which
constitutes about .002% of the volume of the parameter space B. Therefore, the
naı¨ve approach that approximates π over the whole B would waste nearly all
of the computational budget on the unimportant low-probability region.
2.5 Discussion and Conclusions
In this paper, we presented a major extension of the procedure of Bliznyuk et
al. (2008) for Bayesian treatment of computationally expensive nonlinear regres-
sion problems. The method proposed herein uses interpolation of the logarithm
l of the exact posterior density using RBFs in order to construct a gradually im-
proving sequence of logarithms l˜i of the approximate posterior densities π˜i. As
the approximate posterior densities become more accurate, so do the approxi-
mate HPD regions. As a consequence, the knots for RBF fitting, selected to sat-
isfy amaximum separation criterion, are chosen on a true HPD region for π. Our
approach has a considerable advantage over the approximation over the whole
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parameter space E (Kennedy andO’Hagan, 2001) in keeping low the proportion
of knots chosen on the unimportant low-probability region. Unlike in the earlier
papers, GRIMA does not require derivatives of π and is applicable to the prob-
lems with connected HPD regions of arbitrary shapes. Our stopping criterion,
which is based on the estimated total variation norm (Appendix A.1) between
the “most recent” and all of the preceding approximate densities, allows ter-
mination of the algorithm when the approximate densities become sufficiently
accurate, thereby reducing the waste of simulator runs.
We illustrated the progress and robustness of GRIMA on a synthetic test prob-
lem of Rasmussen (2003) in Section 2.3.3. Subsequently, our algorithm was ap-
plied to solve the Bayesian parameter calibration problem for a real data set
from the Town Brook watershed. Our results indicate that our algorithm is ca-
pable of reducing the computational load (relative to MCMC sampling from the
exact posterior density), at least, by an order of magnitude.
In the applications considered in this paper, we attribute the success of
GRIMA to doing the linear change of variables before RBF fitting (discussed in
the end of Section 2.3.1 and in the end of Section 2.3.2) and on doing the ap-
proximation only over the approximate HPD region. The merits of updating
of the RBF surface (Appendix A.2) over refitting it from scratch, although not
manifested in these applications, will be realized when the number of knots for
interpolation is on the order of thousands.
In this paper, we assumed that the HPD region is connected, which is cru-
cial for ensuring that the randomwalk MCMC sampler traverses the support of
the target distribution easily. However, it is possible to extend the algorithm to
deal with multimodal posterior densities with disconnected modes: one would
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apply GRIMA locally around each high-probability mode, represent the approx-
imate posterior density as a mixture density and then proceed as discussed in
Tjelmeland and Hegstad (2001). Thus, one can view GRIMA as a procedure for
local parameter uncertainty analysis.
It is notable that, with only minor modifications, GRIMA can be parallelized.
Indeed, one just needs to replace the for loop of the Algorithm 2.3.1 (lines 6–16)
with an assignment of (at most) J candidate points to (at most) J processors, so
that the exact posterior density π can be evaluated in parallel at the candidate
points. It is also not hard to spread the computational load of the MCMC simu-
lation over multiple processors, e.g., by running several shorter Markov chains
in parallel.
Currently, our research involves the exploitation of computational gains that
arise from having the likelihood function being cheap to evaluate with respect
to non-simulator parameters (held fixed in the application of Section 2.4.2) when
constructing the RBF approximation, in order to reduce the impact of the curse
of dimensionality inherent to interpolation.
2.6 Appendix
2.6.1 Independent Sampling of Rasmussen’s Density
In this section we outline an algorithm for i.i.d. sampling from an unnormalized
probability density defined as
π(η) := exp{−0.5 · [(ηTη − a)/b]2} for η ∈ R2.
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Algorithm 2.6.2 sample from Rasmussen’s density
Ensure: X is a realization from Rasmussen’s donut density π.
1: draw Z ∼ Normal(a, b2)
2: while Z < 0 do
3: draw Z ∼ Normal(a, b2)
4: end while
5: drawW ∼ Normal(0, I2) and setW ←W/‖W‖2
{alternatively, draw U ∼ Uniform(0, 2π) and setW ← [cos(U), sin(U)]T}
6: return X ←W · √Z
Examination of π reveals that ‖η‖22 follows a truncated normal distribution
and that π is radially symmetric. These two observations, incorporated in the
Algorithm 2.6.2, completely determine the probability density. It is required
that the collection of random variables generated in the course of algorithm is
independent.
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CHAPTER 3
BAYESIAN INFERENCE USING EFFICIENT INTERPOLATION OF
COMPUTATIONALLY EXPENSIVE DENSITIES WITH VARIABLE
PARAMETER COSTS
3.1 Introduction
The core of Bayesian inference is formalization of beliefs about model parame-
ters η given the observed data Y using the posterior density π of η. For most
nontrivial problems, analytical derivation of characteristics of individual com-
ponents ηi, such as posterior moments, quantiles or other functionals of the
marginal density of ηi, is intractable and one has to resort to Markov Chain
Monte Carlo (MCMC) to sample from π in order to estimate the desired quan-
tities from the sample. Each transition of the Markov chain typically requires
an evaluation of the target density π at a candidate state drawn from a proposal
density. Therefore, when π is computationally expensive to evaluate, only short
MCMC runs are feasible, which is not sufficient for accurate estimation.
The focus of our work is reduction of computational burden of MCMC via
efficient construction of approximate posterior densities in settings where η is
high-dimensional but there is structure in the computation to evaluate the ex-
act posterior density π or its logarithm l. In many such problems, it is possible
to identify in η the minimal subset β of variables responsible for the expen-
sive computation, and thereby to partition η as η = [β, ζ ]. Consequently, l can
be evaluated at a new parameter value η∗ = [β∗, ζ∗] in two steps: (i) a com-
putationally expensive step v = GE(β
∗), followed by (ii) a cheap calculation
GC(v, β
∗, ζ∗) or even GC(v, ζ
∗), so that l([β∗, ζ∗]) = GC [GE(β
∗), β∗, ζ∗].
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For example, consider the linear model Y = Xb + e, where e has a multi-
variate normal (MVN) distribution with a zero mean and a covariance matrix
V := V (γ) parameterized by γ. If the dimension of the vector of observations
Y is large, V −1 is not available in closed form and V does not have exploitable
sparsity structure, as is often the case in spatio-temporal models, the cost of
evaluation of the posterior density of [b, γ] is dominated by the factorization of
V , which plays the role of GE , while the cost to complete the rest of the compu-
tations GC is of smaller magnitude.
Another class of examples comes from the field of computationally expen-
sive inverse problems, discussed in Kennedy and O’Hagan (2001). In the simplest
case, the vector of observed data Y is modeled as Y = f(β) + e, where f is
the vector-valued computationally expensive “black-box” nonlinear regression
function (known as simulator) and e is the vector of errors that has a multivariate
normal density. Evaluation of f at β∗ presents themain computational challenge
which we associate with GE , and once the value f(β
∗) is known, the remaining
computation GC to evaluate l is cheap.
In this paper, we are concerned with systematic examination of computa-
tionally tractable approaches to approximate l when its argument η separates
into the “expensive” and “cheap” blocks. The main idea is simple: evaluate GE
at a set of points on a high-probability region for β and use the values GE(β
(i))
to approximate l by an interpolant l˜. The resulting cheap-to-evaluate surrogate
surface l˜ can be used to define a proposal density for MCMC sampling from π
that produces candidate states with a high probability of being accepted (Chris-
ten and Fox, 2005; Rasmussen, 2003), or as a substitute for l if the approximation
is accurate enough (Bliznyuk et al., 2008).
83
Reduction of computational burden for such models via approximations to
π (or its logarithm l) attracted considerable attention in recent years. To improve
the efficiency of MCMC, Rasmussen (2003) uses best linear unbiased prediction
(BLUP, known in geostatistics as kriging) to interpolate l directly, i.e., at the knots
chosen on the η-space, under the assumption that l is a realization of a Gaussian
process (GP). As a consequence, his heuristic approach is sensitive to the “curse
of dimensionality” and only posterior densities with dim(η) around 15 are con-
jectured to be tractable (Rasmussen, 2003, p. 659).
The main contribution of our paper is extension of Rasmussen’s interpolant
to high-dimensional models where only a subvector β of η is “expensive”. In
the class of zero-mean GPs with separable correlation functions (as defined in
Section 3.3), we are able to derive a direct optimal interpolant, for which the
interpolation error is controlled only by the placement of knots in β, rather than
in η. This causes the effective dimension of the interpolation problem to drop
from dim(η) to dim(β), and is capable of reducing the number of expensive com-
putations GE necessary to construct a direct interpolant by orders of magnitude
when dim(β) is low and dim(η) is high. As we illustrate in Section 3.4.2 for the
above linear model example with dim(η) = 34 and dim(β) = 3, fewer than 50
β-knots are required to obtain a very accurate approximation to l. To address
situations in which these assumptions on the GP may be overly restrictive, we
discuss generalizations in Section 3.5.
In addition, we extend the idea of the indirect approximation from the field
of inverse problems (e.g., Kennedy andO’Hagan, 2001) to general computation-
ally intensive statistical problems with variable parameter costs. We propose
to use the indirect interpolants of l of the form l˜([β∗, ζ∗]) = GC [G˜E(β
∗), β∗, ζ∗],
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where the ith component of G˜E interpolates the ith component of the “output”
of GE. To the best of our knowledge, this simple idea has not been considered
outside of the literature on approximation of the simulator f in inverse prob-
lems. The dimension of each subproblem of interpolating a component of GE
is dim(β). We recommend and use interpolation under a radial basis function
(RBF) model, which is a lot cheaper to fit than kriging models when the dimen-
sion of the “output” of GE is very large (Sections 3.2 and 3.5.2).
The paper is structured as follows: Necessary notation and definitions for
the interpolants we use are introduced in Section 3.2. Section 3.3 is devoted
to derivation and analysis of properties of the optimal direct interpolant. Ap-
plication of both of the proposed methods, direct and indirect, is illustrated in
Section 3.4. Possible extensions of the proposed direct interpolant and relative
merits of direct and indirect approximations are discussed in Section 3.5.
3.2 Notation and Definitions of Interpolants
In this section, we introduce relevant notation and we define the RBF and krig-
ing interpolants that are used in this paper.
3.2.1 Notation
All variables are assumed to be (column) vectors or matrices of size specified
in the appropriate definition; this will not be emphasized by bold-face nota-
tion. We define the distance between a point x and a set S as dist(x,S) =
infx′∈S ‖x − x′‖2. Only when applied to a vector, a single subscript notation
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is used to “extract” components, e.g., xi is the ith component of x. For sets S1
and S2, S1\S2 will denote the set of elements of S1 that are not in S2 and |S1|
will give the number of elements in S1. We represent sets as lists with lexico-
graphic ordering of elements. The direct (Cartesian) product operator ⊕ is used
to “merge” elements from lists S1 and S2 as
S1 ⊕ S2 := {[x(i), y(1)], . . . , [x(i), y(|S2|)] : i = 1, . . . , |S1|}
(To emphasize the ordering of elements in the list S1⊕S2 necessary for the proof
of Proposition 2 of Appendix 3.7.1, we did not use the conventional notation, ×,
for the Cartesian product of two sets.)
For a scalar-valued function g : (x, y) 7→ g(x, y), we extend its definition to
finite sets as g : (S1,S2) 7→ g(S1,S2), where g(S1,S2) is a |S1| × |S2|matrix whose
ijth element is g(x(i), y(j)) for x(i) ∈ S1 and y(j) ∈ S2. We use an analogous
extension for functions of a single vector argument.
3.2.2 Definitions of Interpolants
In the most general form, an RBF or a kriging interpolant of a scalar-valued
function g at a set of points D = {x(1), . . . , x(K)} is given by
g˜(x) =
K∑
i=1
aiφ(x, x
(i); θ) + q(x; c), (3.1)
where φ is a basis function parameterized by θ and q is a “model” for the sys-
tematic variation in g. We restrict attention to “tails” q that are linear in c such as
low-degree polynomials in x with coefficients c. The basis function parameters θ
enter into the Equation (3.1) in a nonlinear way, whereas the interpolant is linear
in the coefficients a = [a1, . . . , aK ]
T and c.
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In the case of kriging, φ(·, ·; θ) is a positive definite function. In the instances
of simple krigingwe consider later, we use a Gaussian basis function defined as
φ(x, y; θ) = exp
−
dim(x)∑
j=1
θj(xj − yj)2
 (3.2)
Simple kriging assumes that the mean function of the GP is known (Cressie,
1991) and the BLUP is computed after it has been subtracted from the GP. For
RBF interpolation, we use a cubic basis function φ(x, y; θ) := ‖x − y‖32 and a
linear tail q(x; c) := [1, xT] · c. Kriging and RBF interpolation with these choices
of basis functions were used by Rasmussen (2003) and Bliznyuk et al. (2008),
respectively. Merits of kriging and RBF interpolation were discussed in Cressie
(1991, sec. 4.4) and Bliznyuk et al. (2008).
For a fixed vector θ of basis function parameters, the vectors of coefficients
a = [a1, . . . , aK ]
T and c can be obtained by solving the system of dual kriging
equations given in Cressie (1991, sec. 4.4.5), which requires O(K3) flops. The
right-hand side of this system is determined by the values g takes at D and
linear constraints on a and c to ensure existence and uniqueness of the solution.
Our focus is interpolation of the log-posterior l that can be represented as
l(β, ζ) = GC [GE(β), β, ζ ], where evaluation of GE is expensive, but that of
GC is cheap. The indirect approximation (INDA) we consider has the form
l˜(β, ζ) = GC [G˜E(β), β, ζ ], where G˜E is the component-wise interpolant of the
“output” of GE . We use the cubic RBF defined above since fitting does not re-
quire estimation of basis function parameters (because φ does not depend on
θ) and, consequently, only a single matrix factorization is required to solve the
interpolating equations for multiple right-hand sides determined by values of
components of GE at the knots D. The direct optimal interpolant of l by sim-
ple kriging (DOSKA) after l has been “recentered” to have a zero mean will be
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derived in Section 3.3.1 and fitting issues will be addressed in Section 3.3.3.
As we noted in the introduction, knots for DOSKA and INDA are chosen on
β-space rather than η-space. It is crucial that these be selected on a high prob-
ability density (HPD) region for β. The true HPD region for β is unknown but
can be approximated using a local quadratic fit or a more general nonparamet-
ric approximation of l as discussed in Bliznyuk et al. (2008) and Bliznyuk et
al. (2008, submitted), respectively. Here we follow fitting recommendations out-
lined in these papers. In particular, to reduce the sensitivity of the interpolants
to scaling of variables, we fit the interpolants upon a “sphering” (sec. 7.3 of
Scott, 1992) transformation β 7→ H−1β, where H is any square matrix satisfying
HHT ≈ V ar(β).
If l˜ is a direct or an indirect interpolant of l, the approximate posterior den-
sity π˜ is defined as
π˜([β∗, ζ∗]) = exp{l˜([β∗, ζ∗])} · I{β∗ ∈ N}, (3.3)
where I is the indicator function and N is some neighborhood of the β-knots
B used for interpolation. Thus we restrict the support of π˜ to the region where
l˜ is well-approximated. A more extensive discussion of the knot selection and
fitting issues can be found in Bliznyuk et al. (2008) and Bliznyuk et al. (2008,
submitted).
88
3.3 DOSKA — Direct Optimal Separable (Simple) Kriging Ap-
proximation
The focus of this section is derivation and study of the properties of the direct
interpolant of l that distinguishes between expensive and cheap computations
in the evaluation of l. We proceed under the assumption that l is a realization of
a GP with mean 0, constant variance σ2 and a correlation function satisfying the
separability condition
Cη([β
(1), ζ (1)], [β(2), ζ (2)]) = Cβ(β
(1), β(2)) · Cζ(ζ (1), ζ (2)). (3.4)
The implications and possible relaxations of this assumption are discussed in
Sections 3.3.2 and 3.5. In Section 3.3.1, we derive an optimal interpolant as
a solution to the following adaptive design problem: given a finite set B of β-
knots, construct a set of knots
D([β∗, ζ∗]) = {[β(j), ζ (i,j)] : 1 ≤ i ≤ Kj , β(j) ∈ B} (3.5)
to minimize the error of prediction of l([β∗, ζ∗]) with the best linear unbiased
predictor (BLUP) E{l([β∗, ζ∗])|l(D)}. Thus the set B is “fixed” and the “ex-
pensive” subvector of each element of D([β∗, ζ∗]) is an element of B. In Sec-
tion 3.3.2 we study the properties of the proposed interpolant. Fitting issues are
addressed in Section 3.3.3.
3.3.1 Derivation of DOSKA
Let D = {[β(j), ζ (i,j)] : 1 ≤ i ≤ Kj, β(j) ∈ B} be any finite set of η-knots that
can be created using β-knots from B. Define Z∗ := {ζ∗} ∪ {ζ (i,j) : [β(j), ζ (i,j)] ∈
D for some j}
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By Proposition 1 proved Appendix 3.7.1,
V ar{l([β∗, ζ∗])|l(D)} ≥ V ar{l([β∗, ζ∗])|l(B ⊕ Z∗)},
as D ⊂ B ⊕ Z∗. Since E{l([β∗, ζ∗])|l(D)} and E{l([β∗, ζ∗])|l(B ⊕ Z∗)} are both
unbiased, the latter predictor improves over the former.
From Proposition 2 proved in Appendix 3.7.1 it follows that, under separa-
bility of Cη of Equation (3.4), V ar{l([β∗, ζ∗])|l(B ⊕ Z∗)} = V ar{l([β∗, ζ∗])|l(B ⊕
ζ∗)}. Hence E{l([β∗, ζ∗])|l(B⊕ζ∗)} improves over E{l([β∗, ζ∗])|l(D)} and cannot
be improved upon no matter what D is constructed using the knots in B. The
resulting Direct Optimal Separable (Simple) Kriging Approximant (DOSKA) has
the form
l˜D([β
∗, ζ ]) := E{l([β∗, ζ∗])|l(B ⊕ ζ∗)} = Cβ(β∗,B) · Cβ(B,B)−1 · l(B ⊕ ζ∗) (3.6)
We suppressed dependence of Cβ on the correlation function parameters θ,
which will be examined in Section 3.3.3 when we discuss fitting.
In Figure 3.3.1, we visualize the derivation of DOSKA when dim(η) = 2 and
dim(β) = 1. One is given the set B of 10 β-knots, denoted by ∆. The goal is to
predict l(η∗) at a new site η∗ = [β∗, ζ∗], marked by x. A reasonable strategy for
creation of the set D of η-knots (marked by o) attempts to cover the (elliptical)
HPD region for η. To improve the prediction error of the BLUP given D, one (i)
projects {η∗}∪D onto the ζ-space to obtain Z∗ = {ζ∗} ∪Z (with ζ∗ marked by ∗
and Z marked by ⊲) and (ii) constructs B ⊕ Z∗ (marked by +, large and small).
Under the above assumptions on l, the BLUP given the knots B⊕Z∗ is the same
as BLUP given the knots B ⊕ ζ∗ (marked by large +).
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Figure 3.1: Illustration of derivation of DOSKA: The goal is to obtain a pre-
diction of l at η∗ = [β∗, ζ∗] (x) using the set B of β knots (∆). Top:
the knots D (o) are selected to cover the elliptical HPD region.
{η∗} ∪ D is projected onto the ζ-space to produce Z∗ (⊲ and ∗).
Bottom: B⊕Z∗ is marked by large and small +; B⊕ζ∗ is marked
by large +.
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3.3.2 Analysis
In this section we make a few important observations about DOSKA.
1. The predictor of Equation (3.6) does not assume that either Cβ or Cζ is
separable, although this assumption is often made out of convenience in
applications of kriging (Rasmussen, 2003). Remarkably, under the above
assumptions on the GP, DOSKA does not depend on the choice of Cζ at all,
as can be seen from Equation (3.6).
2. It follows by Taylor’s expansion of l˜D of Equation (3.6) in the neighbor-
hood of its maximizer [β̂, ζ̂] that, under the assumed separability of the
correlation function of Equation (3.4), the unnormalized approximate pos-
terior density exp(l˜D) implies neither the independence of β and ζ , nor the
separability of the covariance matrix of β and ζ .
3. If β∗ ∈ B, then l˜D([β∗, ζ∗]) = l([β∗, ζ∗]). In this case, the gradients with
respect to ζ of the left- and right-hand sides are equal, but the gradients
with respect to β are not.
4. The derivatives of DOSKA are available analytically so long as Cβ is dif-
ferentiable and l is differentiable in ζ . They can be used for efficient
sampling from the approximate posterior density using gradient-based
MCMC samplers such as Langevin diffusions (Robert and Casella, 1999).
5. Given a compact set S and a set of n knots Dn ⊂ S ⊂ Rd, the minimax
distance between Dn and S is defined as m(Dn, S) = maxx∈S dist(x,Dn).
This is the minimum value of the coverage “radius” r that ensures that
every point in S is within distance r fromDn. Convergence of interpolants
to the underlying function g is governed by m(Dn, S), and often the rate
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is O(m(Dn, S)α), where α > 0 is determined by the smoothness g, by the
choice of the interpolant and by the Lp norm used to measure distance
between g and the interpolant. It is possible to show that the fastest rate,
at which m(Dn, S) shrinks is O(n−1/d). For example, if S = [0, 1] ⊂ R,
m(Dn, S) ≥ 1/(2n).
If the full direct approximation to (continuous) l is used (like in Ras-
mussen, 2003) and the set Dn of η-knots is chosen on some subset S of
R
dim(η) to minimizem(Dn, S), the point-wise convergence rate of the krig-
ing interpolant to l is O(n−1/dim(η)), where dim(η) = dim(β) + dim(ζ). On
the other hand, the corresponding convergence rate for DOSKA is not in-
fluenced by dim(ζ), and is O(n−1/ dim(β)). Stated differently, DOSKA inter-
polates each element of the family of functions {l([·, ζ ]) : ζ ∈ Z} using
the same set of knots Dn chosen in Rdim(β), and is optimal within the rich
class of kriging interpolants under the assumptions of this section. (Of
course, direct interpolants other than DOSKA are possible for this family of
functions and we discuss extensions in Section 3.5).
We are not aware of the results about Lp convergence rates for interpola-
tion by kriging, but we expect that the results similar to those for RBFs
(e.g., Buhmann 2002, chap. 5) may be possible.
3.3.3 Fitting of DOSKA
Unlike many popular RBF interpolants that involve no basis function parame-
ters, successful application of kriging requires estimation of parameters θ of the
correlation function Cβ. In this section we review two methods of estimation,
maximum likelihood and K-fold cross-validation. We assume that one has (i)
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knots D = B ⊕ Z in a high-probability region of π and (ii) values of l at these
points. For consistency with the assumption of zero mean Gaussian process
made about l, we re-center l by subtracting from it the mean of l(B ⊕ Z), as
was done in Rasmussen (2003). This does not influence the interpretation of the
log-posterior l since it is only known up to an additive constant.
The assumption that l is a realization of a Gaussian process allows one to
write down the likelihood of l(B ⊕ Z). This is a multivariate normal density
with mean 0 and covariance matrix σ2 · Cβ(B,B) ⊗ Cζ(Z,Z), by separability of
Cη and our choice of knots D. Thanks to the Kronecker product representation,
the log-likelihood can be evaluated efficiently.
An alternativeK-fold cross-validation criterion (KfCV) reuses subsets of the
“data” l(D) for validation, thereby guarding against overfitting. In our setting,
its form is
F (θ) :=
K∑
i=1
‖l˜i,θ(Bi ⊕Z)− l(Bi ⊕ Z)‖2F , (3.7)
where
l˜i,θ([β
∗, ζ∗]) := Cβ(β
∗,B−i; θ) · Cβ(B−i,B−i; θ)−1 · l(B−i ⊕ ζ∗), (3.8)
{B1, . . . ,BK} is a partition of B, B−i := B\Bi is the set difference and, for a matrix
A, ‖A‖2F =
∑
i,j A
2
i,j (squared Frobenius norm of A). To compute l˜i,θ(Bi ⊕ Z) for
a given value of θ, it is necessary to obtain a factorization of Cβ(B−i,B−i; θ) and
to evaluate l(B−i⊕ ζ) for all ζ ∈ Z . The overall cost of factorizing Cβ(B−i,B−i; θ)
for all i can be made equal to a small multiple of |B|3, as opposed to O(K ·
|B|3) in a naı¨ve implementation, if one computes QR or Cholesky factorizations
of Cβ(B−i,B−i; θ) by downdating a single factorization of Cβ(B,B; θ) for each i
(Golub and Van Loan, 1996, sec. 12.5). For example, for the choice K = |B|/4
that we use, computational savings can be enormous if |B| is large.
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Many of the popular correlation functions are differentiable in θ, and so both
F and the negative of the log-likelihood function can be minimized efficiently
by numerical optimization. In our experiments, either of these criteria often
has multiple minimizers, and so multiple starting points for optimization are
necessary.
In our experiments to determine which method requires fewer knots, we
had more success with KfCV. In particular, for Rasmussen’s test problem 2 dis-
cussed below in Section 3.4.1, MLE required roughly twice as many β-knots as
KfCV when dim(β) is above 7 and dim(η) = 10. For this reason, we use the
KfCV criterion in the experiments of this paper.
3.4 Simulation Studies
In this section, we examine our direct and indirect interpolants on cheap-to-
evaluate densities from which a long sample can be obtained efficiently for ref-
erence purposes. Section 3.4.1 contrasts DOSKA with the direct interpolant that
ignores distinction between “expensive” and “cheap” parameters. Section 3.4.2
explains and illustrates how DOSKA and INDA can be applied to a computa-
tionally expensive linear model problem outlined in the introduction, for which
application of the direct interpolant of Rasmussen is infeasible.
The entering paragraphs of each subsection provide high-level overviews of
the contents.
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3.4.1 MVN Density with Correlation
The study of this section was inspired by the work of Rasmussen (2003) that
chose knots on the η-space for his GP interpolant under the Gaussian correla-
tion function. We adopt his “equicorrelation” test problem 2 that assumes that
l is the logarithm of a 10-dimensionalMV N(0,Σ) density, with the entries of Σ
on the main diagonal equal to 1 and all off-diagonal entries equal to .908. We
treat thisMVN density as a “black-box” posterior density for a 10-dimensional
parameter vector η. We investigate the impact of partitioning of the argument
η = [β, ζ ] of l into the “expensive” and “cheap” blocks on the number of knots re-
quired to ensure an accurate approximation of l by DOSKA. In our experiments,
dim(η) = 10 and dim(β) ranges from 1 to 10. (The distinction between “expen-
sive” and “cheap” parameters is artificial in this syntethetic test problem.)
The β-knots are chosen to cover the exact .99 HPD region for β after “spher-
ing” (see Section 3.2.2). To select knots we use the “greedy” maximin heuristic
from Appendix A.2 of Bliznyuk et al. (2008). For each value of dim(β) studied,
we start with the terminal number of knots for dim(β)− 1 and add extra knots
in 20% increments until a discrepancy measure between the exact and approxi-
mate posterior densities falls below a specified threshold δ. As the discrepancy
measure, we use the total variation (TV ) norm – defined in Appendix A.1 –
for each component of η under the exact and approximate posterior densities.
More precisely, suppose that N(d− 1, δ) β-knots are sufficient to ensure that the
TV norm for each component of η is below δ when dim(β) = d − 1. When
dim(β) is increased from d− 1 to d, we initially choose K = N(d − 1, δ) β-knots
and estimate the component-wise TV norms for η. If the TV norm between
the “exact” and “approximate” samples for some ηi exceeds δ, we augment the
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set of K knots with additional K0 ≈ .2K knots, set K ← K + K0, and refit
DOSKA so that a new “approximate” sample can be collected from the updated
interpolant for comparison with the “exact” sample. This process is repeated
until the maximum component-wise TV norm falls below δ, in which case we
set N(d, δ) = K and increase dim(β) from d to d + 1. We note that N(d, δ) is a
random variable because the knot selection procedure is stochastic.
We estimate the component-wise TV norms as outlined in Appendix A.1.
For that purpose, we use an i.i.d. sample from the exact posterior density exp(l)
and a sample from the approximate posterior density exp(l˜D) obtained using
a Metropolis-Hastings independence sampler (Tierney, 1993) with exp(l) as the
proposal. If DOSKA is accurate, exp(l) ≈ exp(l˜D) and an MCMC sample from
exp(l˜D) is essentially an i.i.d. sample. Each sample is of size 10
4.
For each trial, dim(η) = 10 and dim(β) varies from 1 to 9. We repeated
each trial 9 times with different placements of knots. The parameters θ of the
Gaussian correlation function [Equation (3.2)] used in DOSKA were estimated
by KfCV as discussed in Section 3.3.3. The value δ = .03 was used as an up-
per bound on the maximum component-wise TV norm, which corresponds
to a very accurate approximation. For example, the TV norm between two
i.i.d. normal samples of size 104 (estimated using 100 simulated data sets) has
sample mean and standard deviation of about .015 and .004, respectively.
The results of our study are summarized in Figure 3.4.1, where we plot
against dim(β) the sample median and confidence bounds of level .9 for
N(dim(β), δ). Based on a separate experiment with 20 trials, N(10, .03) is
about 70 with little variability about this value. Comparison of values of
N(dim(β), .03) on this plot withN(10, .03) allows one to appreciate the potential
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computational savings of exploiting the separation of η into the “expensive”
and “cheap” blocks. For example, DOSKA requires between 10 and 18 knots
when dim(β) = 3, whereas 70 knots are necessary if separation is ignored.
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Figure 3.2: MVN problem of Section 3.4.1: Sample median and confidence
bounds of level .9 for the estimated minimum required num-
ber of β-knots necessary to achieve maximum component-wise
TV norm less than δ = .03. The plot is based on 9 trials. KfCV is
used to estimate DOSKA parameters.
3.4.2 A Linear Model With Unstructured Covariance Matrix
Here we examine the impact of separation of the “expensive” and “cheap” com-
putations in evaluation of the log-likelihood (or log-posterior) function for a
high-dimensional linear model (LM) with normal errors. The parametric corre-
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lation matrix for the errors is assumed to have little or no structure which makes
evaluation of the log-likelihood computationally expensive. Such problems are
abundant in spatio-temporal modeling when the dependence is modeled par-
simoniously using a low-dimensional parametric correlation function. As can
be seen from Gneiting (2002b), it is unusual to have more than 5 correlation
function parameters in such models.
This section is organized as follows: In Section 3.4.2 we provide a “big pic-
ture” view of approximation framework without a particular correlation func-
tion in mind. Our strategy is illustrated in Section 3.4.2 for a linear model with
errors following an autoregressive (AR) process.
Approximation Framework for Linear Model (LM)
The log-likelihood function given by
L(γ, b, σ2) = −1
2
{
n log(σ2) + log |V |+ (Y −Xb)T(σ2V )−1(Y −Xb)} , (3.9)
where Y is the n × 1 vector of observations, X is the n × p design matrix (of
predictors), and V := V (γ) is the n × n correlation matrix parameterized by
a vector γ, so that Cov(Yi, Yj) = σ
2Vij(γ). For many correlation functions of
interest, V does not have computationally exploitable structure, and the cost
to factorize V in order to evaluate the determinant |V | and the quadratic form
(Y − Xb)TV −1(Y − Xb) is O(n3) in the worst case. For example, if n = 104,
computing a Cholesky factorization of V takes about 100 seconds on a modern
workstation, and so a fully Bayesian analysis using MCMC sampling of all of
the parameters is computationally prohibitive.
Examination of the log-likelihood reveals that after log |V (γ)|, Y T[V (γ)]−1Y ,
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Y T[V (γ)]−1X and XT[V (γ)]−1X have been computed using a single factoriza-
tion of V (γ) for a given value of γ, the extra cost to evaluate the log-likelihood
is O(p2). Thus, we associate the parameter vector β with γ responsible for the
“expensive” computation GE of all the quantities above that involve γ, and the
parameter ζ with [b, σ2] responsible for the remaining “cheap” computation GC .
Since the dimension of the “output” of GE does not depend on n, the cost to
store the values of GE at the points β
(i), at which GE(β
(i)) has been computed,
is negligible, and so is the cost to evaluate L(β(i), ζ∗) for a new value of ζ∗.
Unlike in Section 3.4.1, here we do not assume that the β-knots for interpo-
lation are available. We need to produce them on the unknown HPD region of
the true marginal posterior density of β. We do this using our recent algorithm
GRIMA that has shown good performance on “irregular” densities (those having
non-elliptical high-probability regions and modes occurring on the boundary of
the parameter space), on which existing approaches, such as that of Bliznyuk et
al. (2008), can fail. After a run of an optimization algorithm to reach the HPD
region, GRIMA reuses the points from the optimization trajectory to build a re-
sponse surface that is used to select those sites for new expensive evaluations
that are likely to belong to the true HPD region. The response surface is up-
dated after each new expensive evaluation thereby becoming more accurate.
The approximate HPD region is being refined until an accurate approximation
to the exact HPD region and to the true posterior density over it are obtained.
(More details are available in the attached draft for the GRIMA paper, submitted
to another journal.)
As a heuristic approximation to the logarithm of the marginal posterior den-
sity for β, we use the profile log-likelihood for β, which is available analytically
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as
L̂(β) := sup
ζ
L(β, ζ) = −1
2
{
log detV + n log([Y −Xb̂]TV −1[Y −Xb̂])
}
+ const,
(3.10)
where V := V (β) and b̂ := b̂(β) = (XTV −1X)−1XTV −1Y . Alternatively, one
can use the profile log-posterior defined similarly as supζ l([β, ζ ]), which would be
similar to L̂ if the effect of the prior is small. This surface is used in GRIMA to
generate β-knots for DOSKA and INDA, but these interpolants are fitted to the ex-
act joint posterior density of η as was discussed in Sections 3.2.2 and Section 3.3.
Illustration on LM with AR(3) errors
Belowwe compare the Bayesian inference using DOSKA and INDA on a test prob-
lem with V determined by the correlation function of the AR(d) process. This
test problemwas chosen so that the likelihood can be evaluated usingO(n) flops
(due to the conditional independence property of the AR processes) and a long
MCMC run from the exact posterior density could be drawn inexpensively for
reference purposes. To avoid forming V which would takeO(n2) flops, we used
a different parameterization of the model
L(β, b, τ 2) = const− 1
2
·
(n− d) log τ 2 + 1τ 2
n∑
i=d+1
(
ei −
d∑
j=1
βjei−j
)2 , (3.11)
where ei = Yi − Xib and Xi is the ith row of X . This is the conditional log-
likelihood of ed+1, . . . , en given e1, . . . , ed (Hamilton, 1993, sec. 5.3). We put
flat bounded priors on all parameters so that, for practical purposes, the log-
posterior density is the same as the log-likelihood of Equation (3.11). (These
restrictions are made to simplify the exposition, and can be easily relaxed in a
serious application.) The Equation (3.11) can be maximized analytically with
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respect to ζ := [b, τ 2] to define the profile log-likelihood like we did in Equa-
tion (3.10).
The dataset Y was simulated for d = 3, p = 30, n = 103. The true parameter
values we used are β = [.5, .3, .1]T, τ 2 = 100, entries of X being i.i.d. standard
normal and b being the 30× 1 vector of zeros.
To produce β-knots on the high-probability region in order to initialize
GRIMA, the profile log-likelihood was maximized by a derivative-free optimiza-
tion algorithm CONDOR (Vanden Berghen and Bersini, 2005), but unlike in the
earlier work of Bliznyuk et al. (2008), obtaining an accurate solution is unnec-
essary. The search was initalized at β = [0, 0, 0]T and took 32 evaluations of GE
to complete; 4 well spread-out knots were used to build an initial direct cubic
RBF approximation in GRIMA. (In the retrospect, it is notable that only 2 of the
4 knots belonged to the true HPD region of level .99 and these 2 interior knots
were quite far from the mode.)
GRIMA was allowed to add new β-knots sequentially until the improvement
in the response surface approximation of the profile log-likelihood from adding
new knots became negligible. More precisely, we monitored the component-wise
TV norms between samples from the “current” approximate density and the
preceding ones that used fewer knots. For example, judging from Figure 3.4.2,
it is seen that the extra reduction in the TV norms from using more than 38
knots is negligible, and we terminate GRIMA after it has added 46 new knots to
the 4 that came from optimization.
DOSKA and INDA were fitted to the logarithm l of the full joint posterior
density of η = [β, b, σ2] using the same set of 50 β-knots that were produced by
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Figure 3.3: Summaries for the linear model: estimated TV norms be-
tween samples from RBF approximations to profile likelihood
of Equation (3.10) with 50 knots and with smaller numbers of
knots. The sample size is 3 · 104.
GRIMA. The “sphering” matrix as well as the approximate HPD region, to which
the direct and indirect interpolants are restricted (see the end of Section 3.2.2)
were produced by GRIMA.
For the purpose of reference, an MCMC sampleM of size 105 from the ex-
act joint posterior density of Equation (3.11) was collected using a random walk
Metropolis-Hastings (M-H) algorithm (Tierney, 1993). The parameters of the
sampler, estimated using a pilot run, resulted in a rapidly mixing Markov chain
with a lag-1 autocorrelation of about .8 for each component of η. We obtained
samples of size 105 from the approximate densities by resampling the avail-
able “exact” sampleM and the corresponding values l(M). The resulting inde-
pendence M-H sampler reduced the typical component-wise lag-1 autocorrela-
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tion in the Markov chain from .8 to .2. The same resample of size 105 fromM
was used both for INDA and DOSKA. This reduced the MCMC variability of the
component-wise TV norms between the “exact” and “approximate” samples
for the two approximations. The use of the same resample can be viewed as an
application of the common random numbers technique (e.g., see Asmussen and
Glynn, 2007).
From the plot of component-wise TV norms for the two approximations in
Figure 3.4.2, it is seen that either of them is very accurate, with typical TV norm
values of about .01. To summarize, only 32+46=78 evaluations ofGE were neces-
sary for very accurate fully Bayesian inference using MCMC when dim(η) = 34
and dim(β) = 3.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
index i of component of η
co
m
po
ne
nt
−w
ise
 T
V 
no
rm
 
 
exact − INDA
exact − DOSKA
Figure 3.4: Summaries for the linear model: estimated component-wise
TV norms between samples from the exact and approximate
densities for DOSKA (∇) and INDA (o). MCMC sample size is
105.
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3.5 Extensions and Computational Issues
3.5.1 Extensions
Recall that, to ensure optimality, DOSKA uses all of the knots B, at which the
expensive computation GE has been performed. Therefore, fitting of the model
is infeasible if the size of B measures in tens or hundreds of thousands, as is
the case in some applications (Taddy et al., 2008, submitted). Also, separability
of the basis function assumed by Equation (3.4) may be unappealing for the
models with very high degree of dependence between β and ζ , especially when
the number of allowed β-knots is small. These concerns can be resolved by
using the following generalization by localization: Instead of constructing D of
Equation (3.1) from the full set of knots B as was done in Section 3.3, D can be
chosen adaptively depending on the new prediction site η∗ = [β∗, ζ∗] as
D([β∗, ζ∗]) = {[β(j), ζ (i,j)] : 1 ≤ i ≤ Kj , β(j) ∈ B(β∗)} (3.12)
where B(β∗) ⊂ B are knots in some neighborhood of β∗, and ζ (i,j)’s are knots
in a neighborhood of ζ∗. Notice that fitting is now done on the η-space, rather
than β-space, and a general interpolant of Equation (3.1) with a nonseparable
basis function and a nonzero tail q may be used. This local interpolant can arise
naturally when one uses basis or covariance functions with bounded supports
discussed in Buhmann (2002, chap. 6) and Gneiting (2002a), respectively, since
the influence of the knots whose supports do not include [β∗, ζ∗] is expected to
be negligible on prediction of l([β∗, ζ∗]). (More precisely, the estimated coeffi-
cients a and c of Equation (3.1) depend on all knots but the basis functions are
non-zero only for neighbors of η∗.) The cost to estimate parameters of the local
interpolant using the knots D([β∗, ζ∗]) is low if the size of D([β∗, ζ∗]) is modest.
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However, this cost is incurred every time the evaluation of the approximation
at a new site is required.
It is expected that if D([β∗, ζ∗]) includes the knots B(β∗) ⊕ ζ∗, the local di-
rect interpolant will behave similarly to DOSKA. In the simplest case when
D([β∗, ζ∗]) ≡ B(β∗) ⊕ ζ∗, this local approximation amounts to interpolating the
function l(·, ζ∗) at the knots B(β∗) as we remarked near the end of Section 3.3.2.
Because of the loose assumptions on the form of this local interpolant, it is un-
likely that any kind of optimality can be proved.
3.5.2 Computational Considerations
We conclude this section with a detailed account of the relative computational
advantages of direct and indirect interpolants under the assumption of ideal
practical implementation of each method. Computationally, the choice only
matters if very large MCMC samples from the surrogate density are required,
since neither approximation evaluates GE . As far as the quality of the interpo-
lation is concerned, we doubt that a definitive recommendation can be given as
to when to use each type of approximation.
Let dim(GE) be the dimension of the “output” ofGE and cost(GC) be the flop
count of the cheap computation. If K is the number of β-knots and c is the cost
to evaluate a basis function once, the cost to evaluate an interpolant of a one-
dimensional function is cK. Each evaluation of DOSKA costsK ·cost(GC) flops to
compute l[B(β∗)⊕ζ∗] plusK2 flops to solve the dual kriging system (Section 3.2)
with the right-hand side l[B(β∗) ⊕ ζ∗] using a precomputed factorization of the
interpolation matrix. The cost of evalution of INDA is cK · dim(GE) flops to
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obtain G˜E(β
∗) plus cost(GC) flops to compute GC [G˜E(β
∗), β∗, ζ∗]. Therefore, the
“global” version of DOSKA is less attractive than INDA when K and cost(GC)
are high and is more attractive when K and cost(GC) are low but dim(GE) is
large. As an illustration, consider the inverse problem example from Section 3.1.
If n = dim(f) is large and the covariance matrix for e is unstructured so that
cost(GC) = O(n3), then DOSKA is roughlyK times more “expensive” than INDA.
On the other hand, if the covariance matrix for e is diagonal, DOSKA may be
preferable (depending on the magnitude of c).
When “local” direct and indirect interpolants are used with the same basis
function and tail [recall Equation (3.1)], DOSKA becomes more attractive because
of the lower cost to refit the interpolant for each new evaluation. If F is the
cost to fit a local interpolant with K knots, the refitting cost for DOSKA is F
flops. However, INDA costs F + K2 · dim(GE) flops under some RBF models (if
factorization of interpolation matrix can be reused – see end of Section 3.2) and
F · dim(GE) under most kriging models, since a separate interpolant needs to
be fitted for each component of the “output” of GE. Because F = O(K3), the
difference in overall fitting and evaluation cost can be quite considerable for the
two “local” interpolants.
3.6 Conclusions
In this paper we presented two interpolation approaches, direct and indirect,
that allow one to carry out fully Bayesian inference with the help of the approx-
imate density when the exact posterior density π of the parameter vector η is
computationally expensive to evaluate. The key to success is identification of
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the subvector β of η that is responsible for the dominant computational cost in
the evaluation of π. This identification can be done in a host of practical prob-
lems such as large-scale inverse problems and high-dimensional models with
parametric spatio-temporal dependence.
The primary contribution is derivation of the optimal direct interpolant
DOSKA (in Section 3.3) that provably improves over the existing direct GP in-
terpolants of the logarithm l of π such as that of Rasmussen (2003). Since the
quality of approximation by our interpolant of l is governed by dim(β) rather
than by dim(η), a gain of several orders of magnitude over the naı¨ve approaches
that interpolate l on the η-space is expected when dim(η) is high but dim(β) is
low.
We supported our analytical findings by simulation experiments of Sec-
tion 3.4. In Section 3.4.1 we showed that intelligent exploitation of separation
of η into the “expensive” and “cheap” subvectors allows one to decrease the
number of expensive evaluations GE by roughly an order of magnitude rela-
tive to the already very efficient approach of Rasmussen’s. In Section 3.4.2 we
provided an example of accurate fully Bayesian inference using the proposed
direct and indirect interpolants for the linear model that has dim(η) = 34 and
dim(β) = 3 using fewer than 80 evaluations of GE .
These very encouraging results support application of our methods to high-
dimensional structured statistical problems for which there currently do not ex-
ist computationally tractable alternatives.
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3.7 Appendix
3.7.1 Proofs
The notation used in these proofs was introduced in Section 3.2.
Let l be a GP indexed by η, with mean 0 and covariance function Cη. Let
E1, E2, E3 be any finite disjoint sets of values of η. Define Σij = Cη(Ei, Ej) for
1 ≤ i, j ≤ 3. Since all finite-dimensional distributions of l are Gaussian, it is
seen that
•
E[l(Ei)|l(Ej)] = ΣijΣ−1jj l(Ej), (3.13)
•
V ar{E[l(Ei)|l(Ej)]} = ΣijΣ−1jj Σji, (3.14)
•
l(Ei)|l(Ej) ∼ MVN (E[l(Ei)|l(Ej)],Σii − V ar{E[l(Ei)|l(Ej)]}) (3.15)
Notice that V ar[l(Ei)|l(Ej)] is the variance of the error from prediction of l(Ei)
using the BLUP E[l(Ei)|l(Ej)].
Proposition 1: Under the above assumptions,
V ar[l(E1)] ≥ V ar[l(E1)|l(E3)] ≥ V ar[l(E1)|l(E2), l(E3)],
where A ≥ B iff A−B is non-negative definite.
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Proof: The first inequality follows from Equation (3.15). The inequality
on the right-hand side is obtained by deriving the conditional distribution
of {l(E1), l(E2)} given l(E3) and then applying Equation (3.15) again to notice
that V ar(l(E1)|l(E2), l(E3)) = V ar[l(E1)|l(E3)] − V ar{E[l(E1)|l(E2), l(E3)]}, where
V ar{E[l(E1)|l(E2), l(E3)]} is a non-negative definite matrix.
Proposition 2: Let B be a finite set of β-points and Z be a finite set of ζ-points.
Define Z∗ = {ζ∗} ∪ Z . If the covariance function for l is separable in a sense of
Equation (3.4), then
E[l([β∗, ζ∗])|l(B ⊕Z∗)] = E[l([β∗, ζ∗])|l(B ⊕ ζ∗)]. (3.16)
Proof: Without loss of generality, assume that σ2 = 1 (because of Equa-
tion (3.13)), and that ζ∗ is the first element of the list Z∗.
Notice that, under the assumed separability,
• V ar[l(B ⊕Z∗)] = Cη(B ⊕Z∗,B ⊕Z∗) = Cβ(B,B)⊗Cζ(Z∗,Z∗), where ⊗ is
the Kronecker product,
• Cov[l(B ⊕ Z∗), l(B ⊕ ζ∗)] = Cη(B ⊕Z∗, β∗ ⊕ ζ∗) = Cβ(B, β∗)⊗ Cζ(Z∗, ζ∗).
•
[V ar(l(B ⊕Z∗))]−1Cov[l(B ⊕Z∗), l(β∗ ⊕ ζ∗)] =
Cβ(B,B)−1Cβ(B, β∗)⊗ Cζ(Z∗,Z∗)−1Cζ(Z∗, ζ∗) =
Cβ(B,B)−1Cβ(B, β∗)⊗ e1,
where e1 is the first standard basis vector for (|Z∗|+1)-dimensional vector
space. [This is true since Cζ(Z∗, ζ∗) is the first column of Cζ(Z∗,Z∗), by
definition of Z∗.]
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Therefore, E[l(η∗)|l(B ⊕ Z∗)]
= l(B ⊗ Z∗)TCβ(B,B)−1Cβ(B, β∗)⊗ e1
= [Cβ(B, β∗)TCβ(B,B)−1 ⊗ eT1 ] · l(B ⊗ Z∗)
= vec{eT1 · unvec[l(B ⊕ Z∗)] · Cβ(B,B)−1Cβ(B, β∗)}
= l(B ⊕ ζ∗)TCβ(B,B)−1Cβ(B, β∗).
In this equation, vec(·) is the vectorization operator defined for a m × n matrix
A as vec(A) = [AT1 , . . . , A
T
n ]
T, where Ai is the ith column of A. The jth column
of unvec[l(B ⊕Z∗)] is the column vector l(B ⊕ ζ (j)), where ζ (j) is the jth element
of Z∗. We are using the identity vec(ABC) = (CT ⊗ A) · vec(B) for any matri-
ces A,B,C of such dimensions that the product ABC is defined (Harville 1997,
chap. 16).
The proof follows by observing that E[l(η∗)|l(B ⊕ Z∗)] does not depend on
Z , and is equal to E[l(η∗)|l(B ⊕ ζ∗)], which can be verified by taking Z to be an
empty set.
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APPENDIX A
COMPUTATIONAL DETAILS
A.1 Estimation of the Total Variation Norm by Importance
Sampling
A Monte Carlo (MC) method to estimate the total variation (TV) norm is pre-
sented in this section.
For probability measures GX and GY with densities gX and gY the TV norm
is defined as
TV (GX , GY ) = sup
A∈R
|GX(A)−GY (A)| = 1
2
∫
R
|gX(t)− gY (t)|dt.
Notice that∫
R
|gX(t)− gY (t)|dt =
∫
R
|gX(t)− gY (t)|
g(t)
g(t)dt ≈ 1
M
M∑
i=1
|gX(Vi)− gY (Vi)|
g(Vi)
,
where V1, . . . , VM are i.i.d. from g. If the importance density is g =
1
2
gX+
1
2
gY , the
randomvariable |gX(Vi)− gY (Vi)|/g(Vi) is supported on the interval [0, 2] and, as
a consequence, its variance is bounded by 1 from above. (The variance is much
lower if the true TV norm is small.) Hence, an MC estimate of the TV norm to a
desired accuracy can be easily obtained.
If the densities gX and gY are unknown, but the respective univariate sam-
ples x1, . . . , xn and y1, . . . , ym are available, estimates of gX and gY can be used
as in Algorithm A.1.3 below. (It is assumed that the sample quantiles for the
two samples are consistent; independence is not necessary.)
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Algorithm A.1.3 sample from Rasmussen’s density
Require: x1, . . . , xn ∼ gX ; y1, . . . , ym ∼ gY ;M
1: estimate gX and gY using kernel smoothing by g˜X and g˜Y from x1, . . . , xn
and y1, . . . , ym
2: for i = 1, . . . ,M do
3: draw Bi ∼ Bernoulli(1/2)
4: if Bi = 0 then
5: set Vi ← xj with probability 1/n for j = 1, . . . , n
6: else
7: set Vi ← yj with probability 1/m for j = 1, . . . , m
8: end if
9: set
Zi ← |g˜X(Vi)− g˜Y (Vi)|
g˜X(Vi) + g˜Y (Vi)
10: end for
11: return sample mean and sample variance of Z1, . . . , ZM
We use a pilot run to estimate the variance of Zi and choose M to make the
MC error of the estimated TV norm negligible. In our applications, xi’s and yi’s
are produced byMCMC runs from the cheap-to-evaluate approximate posterior
densities whose length can be chosen by the user to control the accuracy of g˜X
and g˜Y .
For components of ηi of η, we estimate the TV norm between the “most re-
cent” diagnostic MCMC sample and each of the preceding diagnostic MCMC
samples. The plot of the estimated TV norm values against the number of knots
used in the intermediate approximate densities is examined to make the deci-
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sion to terminate GRIMA. Monitoring of scalar-valued functions of η other than
projections ηi and extensions of Algorithm A.1.3 to multivariate samples are
possible but are not pursued in this work.
A.2 Efficient Updating of the Response Surface
Review
In what follows, all quantities in bold font are vectors or matrices. All vectors
(except zero) without a transposition operator are column vectors.
Fitting of RBF or kriging interpolant to data is accomplished by solving a
nonsingular linear system
An
 α
γ
 =
 Φn F n
F Tn 0

 α
γ
 =
 Y n
0
 , (A.1)
where Φn is an n× n Gram (e.g., covariance in case of kriging) matrix, F n is an
n× q matrix of predictors (in case of kriging) or a tail part of interpolant in case
of RBF, Y n is an n× 1 vector of observations/function values, and 0 is a matrix
of zeros of appropriate size. (This formulation allows F n to be empty. Also,
usually n >> q.)
Computational load to solve the system (A.1) is O((n + q)3). A straightfor-
ward approach is via LU factorization of An. A more elaborate (and stable)
approach is as follows:
1. Compute a QR factorization of F n:
F n = QnRn = [Cn,Nn]Rn, (A.2)
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whereRn is upper-triangular, Cn is an orthogonal basis for column space
of F n and Nn is an orthogonal basis for the null space of F
T
n , so that
CTnNn = 0. The work is O(n
3).
2. Notice that the second equation of the system (A.1) implies that F Tnα = 0,
so that α =Nna.
3. Solve the system for a
Ψna :=
(
NTnΦnNn
)
a =NTnY n (A.3)
and use definition of previous item to get α = Nna. Here, Ψn is a (n −
q) × (n − q) matrix. Operations of computing Ψn and factorizing it each
takes work O((n− q)3).
4. Solve the system
F nγ = Y n −Φnα via QR factorization as (A.4)
γ = Rn(1 : q, 1 : q)\[CTn(Y n −Φnα)]. (A.5)
Solving this system is cheap once Rn andQn are known.
The approach to build design region (for the Town Brook problem) requires
sequential selection of each new design point using the fit of interpolant to the
previous design points. Therefore, refitting the surface from scratch (a O(n3)
operation) is wasteful. What follows below proposes an approach that uses QR
factorization to update solution of the system (A.1) with (n + 1) points (from
all information about factorizations from previous system with n points) that
requires O(n2) work per update.
115
An updating procedure
The goal of the section is to show how to reduce the work required by eachO(n3)
step above to O(n2). The approach is stated for the case when a new design
point is added to the “top” of previous design points, e.g., Y n+1 = [Yn+1;Y n],
F n+1(2 : n + 1, :) = F n, etc. It assumes that one needs to solve the system (A.1)
forAn+1 and has at the disposal
• QR factorization F n = QnRn = [Cn,Nn]Rn;
• Ψn =NTnΦnNn;
• Cholesky factorization either (i) of Ψn or (ii) of P TnΨnP n, where P n is a
square permutation matrix.
Recall that “products” P TnΨn and ΨnP n do not require O(n
3) work since
effectively one just permutes rows or columns of Ψn. The cost is O(n
2)
since one needs just to read and write the elements of Ψn, which takes
O((n− q)2) work.
We also assumed that Φn is positive definite so that Ψn is also positive defi-
nite. Relaxation of this assumption is discussed in the end of this section.
The method has the following steps:
1. Use Givens rotations to compute the QR factorization of F n+1 using that
of F n. A conventional approach described in Golub & Van Loan’s “Matrix
Computations” requires O(nq) work.
An important observation is that the resulting basis for the null space of
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F Tn+1 has the following structure:
Nn+1 =
 b1 0
b2 Nn

2. Using the observation above, compute Ψn+1 = N
T
n+1Φn+1Nn+1 using the
above partition ofNn+1 and of
Φn+1 =
 φ1 φT2
φ2 Φn

in O(n2) time to obtainΨn+1 partitioned as
Ψn+1 =
 ψ1 ψT2
ψ2 Ψn

3. Recompute the Cholesky factorization.
(a) If one has a Cholesky factorization Ψn = G
T
nGn, where Gn is upper-
triangular, then notice that
Ψn+1 = G
T
n+1 ·Gn+1 ψ1 ψT2
ψ2 G
T
nGn
 =
 u1 0
u2 U
T
3
 ·
 u1 uT2
0 U 3
 (A.6)
=
 u21 u1uT2
u1u2 U
T
3U 3 + u2u
T
2
 ,
where U 3 is upper-triangular. Finding u1 and u2 is trivial using O(n)
work. ComputingU 3 seems daunting, but it can be done usingO(n
2)
effort if one notices thatUT3U 3 = Ψn−u2uT2 and reuses the Cholesky
factorization ofΨn (cholupdate in Matlab).
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(b) If one has a Cholesky factorization
Ψ˜n := P
T
nΨnP n = G
T
nGn,
where Gn is upper-triangular, it is easy to find a permutation matrix
P n+1 such that
Ψ˜n+1 = P
T
n+1Ψn+1P n+1 = G
T
n+1Gn+1 Ψ˜n k2
kT2 k3
 =
 UT1 0
uT2 u3
 ·
 U 1 u2
0 u3

=
 UT1U 1 UT1u2
uT2U 1 u
T
2u2 + u
2
3
 . (A.7)
Therefore, U 1 = Gn and one can compute u2 = U
T
2 \k2 and u3 using
work O(n2).
It is as easy to solve the linear system (A.1) using a Cholesky factor-
ization of Ψ˜n as it iswith the Cholesky factorization ofΨn.
Remark
In the case of RBF interpolation, Φn is not necessarily positive definite. How-
ever, if one chooses the polynomial tail as in Powell (1996), then either Ψn or
−Ψn is positive definite for all n such that the RBF interpolant exists and is
unique. IfΨn is positive definite, the above updating scheme is applied without
modification. Otherwise, one applies our updating scheme upon multiplication
of the left-hand and right-hand sides of Equation A.1 by -1.
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