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Bulk metallic glasses (BMG) are multi-component alloys that have an amorphous atomic structure. This 
new family of alloys exhibits a unique combination of high strength/hardness and high elastic limit, 
which is ideal for the formation and retention of a sharp edge. At a high temperature above glass 
transition temperature, BMG transitions to a supercooled liquid regime, so that thermoplastic forming 
process can be applied. BMG has therefore been identified as an alternative material for precision surgical 
blades with the potential of tremendous cost savings. 
Zhu [8] has recently developed a controller of the testbed that successfully manufactures high-quality 
sharp edge surgical blades from BMG in terms of surface roughness, straightness and edge radius. 
However, the controllers employed in the testbed lack repeatability and the process is not predictable and 
consistent due to large errors of the controlled process settings including temperature and feed rate. This 
error is critical to the BMG thermoplastic forming since both parameters can significantly affect the type 
of deformation of BMG, which ultimately result in blade edge shape. In this research, temperature 
control, using Fuzzy logic is implemented along with Auto-Regressive eXogenous, ARX model to the 
test bed, which can maintain the steady state temperature within the range of ± 2.5 K. In terms of the 
thermoplastic drawing process, a cascade P-PI controller is deployed. This controller improves the 
consistency of the position tracking performance while controlling the feed rate. Both precise temperature 
and feed rate control can lead to more consistent surgical blades manufacturing. 
Experiments have shown similar or better results of multi-facet blade geometries manufactured by Zhu 
[8] with type 3 deformation process settings. The blade samples are successfully manufactured with 
surface roughness of 18.9 nm with a standard deviation (SD) of 3.78 nm. The straightness of the blade is 
on the average of 18.9 nm with a SD of 3.78 nm. The average edge radius is found to be 25.7 nm with a 
SD of 6.3 nm. Further, the position, velocity, and force profiles during the blade manufacturing are found 
iii 
 
to be consistent with better tracking. As a result, the process parameters can be predicted with certainty to 
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Chapter 1: Introduction 
1.1 Background and Motivation 
The existing market for the precision surgical blades shows the demand of low-cost yet high-quality 
blade, especially in corneal surgeries. The study has shown that higher quality blades result in shorter 
recovery time, less trauma to eye and reduction in surgical complication [1]. With high hardness and 
ability to form exceptionally sharp edges of around 40 nm edge radius, single crystalline such as diamond 
has been used. The cost of a diamond blade knife is between $2000 - $3000 [2]. Apart from the cost of 
the diamond itself, the majority of the cost comes from mechanical lapping, thermos-chemical lapping, 
chemically assisted mechanical polishing and planarization (CAMPP) and reactive ion etching to achieve 
the required blade’s edge radius [3]. Stainless steel can be manufactured through coining and 
electrochemical polishing, but it can only achieve a large edge radius blade up to 600 nm resulting in 
longer heal times and poor cutting performance [3]. 
Bulk Metallic Glass (BMG) was originally discovered in the 1960’s. Not until 1990’s that more studies 
had shown more stable multi-component alloy where lower critical cooling rates could be found. During 
the processing, rapid cooling (1 K/s) during solidification from melting temperature allows it to enter a 
metastable condition where this amorphous structure exists at room temperature. It has been identified as 
an economically viable alternative material for precision surgical blades. Vitreroy-1, 
Zr41.2Ti13.8Cu12.5Ni10.0Be22.5, is a Zirconium-based BMG developed by Liquid Metal Technologies [4]. 
Vitreroy-1 is ideal for use as surgical blade due to its amorphous structure below glass transition 
temperature. It has high strength (1900 MPa) and high hardness (534 HV), which are equivalent to tool 
steels [4]. It is ideal for forming and retaining the shape of the sharp edge. It also has 2% elongation prior 
to failure that is better than high strength brittle metals and ceramics. Furthermore, Zirconium-based 
alloys are fully biocompatible [5,6] and can be sterilized with any current medical method. At high 
temperatures above the glass transition temperature (~625 K for Vitreloy-1), BMG transitions to a 
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supercooled liquid regime allowing the use of several thermally-assisted manufacturing methods that are 
not typically available to metals and other hard materials (i.e. thermoplastic forming). This economical 
manufacturing process can produce a blade with high quality, which has low edge radius, smooth surface, 
straightness and small wedge angle compared to precision diamond blades. 
Recently, a novel hybrid thermoplastic forming process was developed to manufacture blades with edge 
radii in order of 20 nm in various shapes. The first testbed showed potential that the balance between 
necking and elongation can result in high-quality blade [7]. The second testbed was developed for 2D- 
configuration so it is applicable to more complicated shapes. For microplastic drawing, supervisory of 
force and feed rate controller shows that various geometry such as lancet and crescent shapes can be 
formed with specific setpoint values [8]. However, this type of controller requires a specific range of 
force and feed rate combination to obtain specific shapes, so the selection of parameters is limited to a 
narrow range. It is also found that instability can occur especially in high force control. This instability 
causes the inhomogeneous formation on the blade edge, hence unfavorable jagged edge with edge radius 
order of 300 µm are formed. In addition, there is a protuberance of the tip that is typically biased to one 
side due to uneven stress distribution since two controllers are independent of each other. Apart from 
drawing module that controls feed rate, temperature control is also critical to the behavior of BMGs in 
glass transition temperature. PID controller with pulse width modulation (PWM) was implemented to 
regulate the temperature of the process. This controller is tuned to meet specifications of steady state error 
of 5 K to maintain the temperature dependent parameters. However, this temperature change is rather 
large that parameters such as the viscosity of the sample can be varied to up to 3-4 times of its steady 
state. This uncertainty of viscosity fluctuates the disturbance force of the drawing controller, so it is more 
difficult to control and easier to instability and inhomogeneity. To produce the blade that has such quality 
with more consistent rate, it is essential to develop a new set of controller scheme for both temperature 
and feed rate that can better accurately process with more repeatability. 
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1.2 Research Objectives, Tasks, and Outline 
1.2.1 Research Objectives 
The objective of this research is to construct a new set of robust controllers for current hybrid 
thermoplastic forming testbed that manufactures multi-facet surgical blades. System identification of the 
heating, molding and drawing process of the BMG material will be investigated. Both heating and 
drawing module controllers will be developed in order to improve the repeatability of the blade 
manufacturing. The requirements of the blades remain the same as referred in [8], which include edge 
radius of less than 50 nm and surface roughness of less than 20 nm. The specific objectives of this 
research are, 
1. Design a controller of the heat exchanger that is able to control temperature with less than 2 K 
steady state error for the temperature range of 600 to 700 K  
2. Design a controller of the drawing module that is able to control feed rate with a steady state error 
less than 1% with high robustness and stability. 
3. Coordinate these two controllers so that the testbed can produce similar blade shape with higher 
repeatability than the previous study with the same set of parameters settings used. 
Precision surgical blades are available in a variety of shapes and sizes as shown in Figure 1.1. In this 




Figure 1.1 Multi-facet blade geometries [9] 
We will compare the new blades manufactured with the new controllers to the original ones. Symmetric 
multi-facet blade types will be analyzed through a series of performance measures that show repeatability 
of the manufacturing process.  In this study, the hybrid thermoplastic forming process [7] will be limited 
to a commercially available BMG, Vitreloy-1 (Zr44Ti11Cu10Ni10Be25), developed by Liquid Metal 
Technologies [4]. However, this process can be applied to any other types of metallic glass materials. 
1.2.2 Research Tasks 
Tasks of this research are outlined below. 
Task 1: Perform system identification of the heat exchanger and their controllers 
• Perform system identification to find the best fit model of the heat exchanger 
• Simulate and apply the most applicable controller of the heat exchanger to the system 
• Implement such controller of the heat exchanger to the Labview Compact 
reconfigurable IO Modules (CompactRIO) system based on the controller design 
Task 2 Perform system identification of the drawing modules and their controllers 
• Perform system identification to find the best fit model of the drawing modules 
• Simulate and apply the most applicable controller of the voice coil actuator to the system 
5 
 
• Implement such controller of the voice coil actuator to the Labview compactRIO system based on 
the controller design 
Task 3 Performance Evaluation of the blades and comparison to previous studies 
• The custom testbed with a developed controller will be used to experimentally create the multi-
facet blade drawing process 
• Blade quality in terms of edge radius, blade surface roughness, straightness, and wedge angle will 
be evaluated and compared to the blades from controller from the previous study 
• A function of process parameters to get a better understanding of the mechanism 
• Process parameters will be evaluated to produce high-quality blades along with its repeatability. 
1.2.3 Outline of thesis 
Chapter 2 provides a literature overview of BMG formation and processing. The mechanisms and 
formulation will be discussed. This includes the discussion of thermodynamics and its kinetics. Several 
constitutive models of BMGs will also be discussed along with the stress-strain behavior of the BMG 
over temperature range especially in glass transition temperature This chapter will be followed by various 
manufacturing techniques that can be applied to BMG materials such as machining process and 
thermoplastic forming process. After that, the work of the previous generation of the testbed [7], [8] will 
be analyzed in detail. Finally, the blade quality assessment will be discussed. 
Chapter 3 provides the system identification analysis of the module components in the test bed for 
improvement of the blade manufacturing. This chapter will be divided into 3 main subsections. The first 
section discusses the system identification and the controllers of the heat exchanger. The second section 
will go over the molding actuator changes made. The last section analyzes the system identification of the 
drawing module and its controller.  
Chapter 4 discusses the implementation of the controller that will be built in the compactRIO FPGA 
controller along with challenges. The controller developed in Chapter 3 is then discretized and then 
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implemented into FPGA programming of the DAQ. Results of each controller from the simulation and 
experiments will be compared along with sensitivity and its robustness.  
Chapter 5 describes the thermoplastic forming process with regards to multi-facet manufacture. This 
chapter initially investigates the preliminary process settings based on bi-axial drawing technique in 
previous studies [7,8]. Several initial qualitative observations of the overall blade geometry and tip 
formation in Scanning electron microscope (SEM) are made along with force, position and feed rate 
profiles. After high-quality blades are identified, repeatability of the process is quantitatively evaluated 
through the included force and velocity profile, drawing distance, rake face surface roughness, blade 
straightness, edge radius and overall shape feature.  
Chapter 6 provides several conclusions based on the work accomplished. Recommendations for future 










Chapter 2: Literature Review 
2.1 Introduction  
Bulk metallic glasses (BMG) are multi-component alloys that have formed an amorphous atomic 
structure. This new family of alloys exhibits a unique combination of high strength/hardness and high 
elastic limit. At a high temperature above glass transition temperature, BMG transitions to a supercooled 
liquid regime. This thermoplastic forming ability does not occur in other metals, which are unique to this 
material. It is critical that the knowledge of BMG behavior is addressed. In addition, the previous 
controllers of the testbed will be reviewed along with the discussion of system identification and 
controllers that will be options to be implemented in the test bed for better consistency. 
In this chapter, the formation mechanism of metallic glass and its discovery will be discussed. After that, 
crystallization governed by two major mechanisms: thermodynamic driving force and crystallization 
kinetics will be analyzed. The crystallization process is the key to understand and construct the time-
temperature-transformation (TTT), which is critical to understand the time and temperature range of the 
formation of the BMGs. The mechanical properties of BMG especially, Vitreloy-1 will then be 
considered to understand its behavior at room temperature. This will be followed by its properties at high 
temperature, especially in the supercooled liquid region. From the behavior of BMGs at the undercooled 
and supercooled region, deformation map can be constructed where the modes of deformation can be 
categorized. After that in the atomistic view of deformation at a temperature above glass transition 
temperature, two mechanistic theories are proposed namely, Shear transformation zone and single atomic 
jump. The processing of the metallic glass including direct casting, thermoplastic forming, laser 
processing, and machining will be studied. These processes apart from thermoplastic forming are crucial 
in sample preparation for blade manufacturing. Then the hybrid thermoplastic forming of the two 
previous studies will be discussed. The controller of both configurations of the test bed will be presented 
along with the results of the blades. 
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This chapter will be followed by system identification and controller review. The system identification 
section will discuss three types of output model predictions, which are gradient-based model, Kalman 
filter model, and Auto-Regressive eXogenous, ARX model. These three types of model can be applied to 
the current test bed so that the mathematical model can be evaluated. Finally, three types of controllers 
will be discussed namely PID controller, Fuzzy Logic Controller and Cascade controller. These 
controllers are along with the system identification can be used in the simulation so that a new set of feed 
rate and temperature controller can be implemented and tested to the actual modules. 
The last section of the chapter will discuss blade quality assessment and how the blade sharpness is 
qualified. Edge radius, wedge radius, straightness roughness and overall formation will be discussed. 
These parameters are used to define the sharpness of the blade. Finally, gaps in knowledge will be 
addressed. 
2.2 Formation of Metallic Glasses 
The first glassy alloy was originated in 1959 by Klement et al. [19]. The silicon-gold alloy was splat-
quenched from 1300 °C to room temperature at the order of Ks-1. The crystallization was suppressed due 
to this rapid quenching procedure, resulting in the vitrification of the liquid melt. The silicon-gold alloy 
retained its amorphous structure in a metastable configuration. The compositions of the glassy alloys were 
initially close to eutectic points. Since the discovery of metallic glass, intensive research has been 
conducted to improve the formability of larger samples up to 10 mm, known as bulk metallic glass 
(BMG) [19-27]. 
In the past twenty years, new families of multicomponent glass forming alloys have been discovered with 
high thermal stability and much less required cooling rate. This discovery leads us to invent a new type of 
materials that have potential in various fields of study. Metallic glasses are a unique class of materials that 
has no crystalline defects, high strength/hardness, high elastic limit, superior strength-to-weight ratio, and 
high corrosion and wear resistance [10–20]. Metallic glasses provide a combination of high strength and 




Figure 2.1: Comparison of structural properties of metallic glass alloys with traditional materials [10] 
Through rapid quenching of multi-component alloy, metallic glasses can be formed. The amorphous 
structure of the liquid must be stabilized during cooling process so it suppresses crystallization during 
solidification [12]. The glass forming ability (GFA) gauges an alloy’s aptitude for suppressing of 
crystallization during solidification and ultimately dictates the critical cooling rate that is required to form 
the metastable amorphous atomic structure. With quenching above the particular critical cooling rate of 
each alloy, thermally-driven atomic movement rearranges the atomic structure into a thermodynamically 
stable crystalline state [19].  
Turnbull proposed a ratio called the reduced glass transition temperature as a measure for the GFA of an 




         (2.1) 
where 𝑇𝑔 is the glass transition temperature and 𝑇𝑚 is the melting or liquidus temperature. 
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Turnbull’s criterion [26] states that an alloy possessing 𝑇𝑟𝑔> 2/3 will gain the ability of a liquid to form 
glassy structure at reasonably low cooling rates. With this criterion, the alloy exhibits sluggish 
crystallization kinetics and therefore only crystallizes within a narrow temperature range. It has also been 
one of the key principles guiding the development of various metallic glass systems up to now [19]. 
Another important criterion that helps GFA is known as confusion principle, which states, “More 
elements involved the lower the chance that the alloy will form crystal structures” [29]. During 
solidification, the larger number of components in an alloy system destabilizes competing crystalline 
phases, which may form during cooling [19]. For multi-component metallic alloys, Inoue [30–34] has 
empirically identified three major guidelines that encourage high GFA [12].  
1. A multi-component alloy consisting of three or more elements.  
2. Significant atomic size mismatch of over 12% among the three primary elements.  
3. The negative heat of mixing the compound.  
Multicomponent metallic glasses proposed by Inoue [13] shows three characteristic features. First, these 
alloys will typically possess a dense, randomly packed structure, which in most cases is energetically 
favorable [33]. The dense atomic packing reduces the average atomic free volume thereby decreasing the 
atomic mobility facilitating crystallization kinetics [24,30,34]. Second, the atomic structure will contain 
new local atomic configurations that are significantly different from typical crystalline phases. Finally, 
the amorphous phase will have long-range homogeneity with attractive interactions [14,31]. These three 
characteristics lead to a reduction in glass transition temperature. The mechanism for stabilizing a 
supercooled liquid originating from Inoue’s three empirical rules for improving GFA [13,14] is illustrated 




Figure 2.2: Mechanism for improving GFA of a metallic glass [31] 
Research involving several BMG material systems has been heavily focused in the past decades. Up to 
date, BMGs can be classified to mainly 3 types by its feature as illustrated in Figure 2.3 [12]: 
• Metal–metal-type glassy alloys as exemplified for Zr–Al–Ni–Cu and Zr–Be–Ti–Ni–Cu systems 
are composed of icosahedral-like ordered atomic configurations. 
• Pd–transition metal–metalloid-type glassy alloys such as the Pd–Cu–Ni–P system consists of 
highly dense packed configurations of two types of polyhedra of Pd–Cu–P and Pd–Ni–P atomic 
pairs 
• metal–metalloid-type glassy alloys of Fe–Ln–B and Fe–(Zr,Hf,Nb)–B ternary systems have 
network-like atomic configurations, in which a distorted trigonal prism and an anti-Archimedean 
prism of Fe and B are connected with each other in face- and edge-shared configuration modes 




Figure 2.3: Schematic illustrations of the structural features of metal-metal, Pd-metalloid and metal-
metalloid types of glassy alloys [13] 
Recently, more structural models have been reported from computer simulation methods. Molecular 
dynamics simulation method has been utilized to create a dense random packing structure to discover and 
clarify the new features of the glassy structure. 
2.3 Crystallization of Metallic Glasses  
Any types of crystallization during solidification of thermoplastic forming can severely result in  
brittle and weak material. Crystallization must be avoided, and it is important to understand the effect. 
During solidification and processing of BMG, crystallization is governed by two major mechanisms: 
thermodynamic driving force and crystallization kinetics. The amorphous atomic structure is 
thermodynamically driven towards competing for crystalline phases at a temperature below melting 
temperature [25,36,37]. As the temperature is decreased, the atomic mobility is further restricted due to 
kinetic constraints, which is correlated to the temperature-dependent viscosity of the material [36-38]. 
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These two contributions lead to BMG properties that have unusually high viscosities and low 
thermodynamic driving forces towards crystallization [25]. 
2.3.1 Thermodynamic Driving Force 
The first contribution to the crystallization is the thermodynamics driving force. The Gibbs free energy 
difference, ∆𝐺, is used to measure the thermodynamics driving force of between the supercooled liquid 
phase and the competing crystalline phases [25,35-38]. ∆𝐺 can be experimentally determined from [3] 












where ∆𝐻𝑓 is the enthalpy of fusion, ∆𝑆𝑓 is the entropy of fusion, 𝑇𝐺 is the temperature, where Gibbs free 
energy of the crystal is equal to the that of the liquid, and ∆𝑐𝑝 is the difference in specific heat capacity 
between the liquid and crystalline phase. 
Figure 2.4 (top) shows the specific heat capacity of several glassy alloys, within the supercooled liquid 
regime. In Figure 2.4 (bottom), the calculated Gibbs free energy is plotted for a selection of BMG 
systems. Both Figures are plotted against a temperature scale that is normalized to the alloy’s melting 
temperature. It is found that the increasing difference in specific heat capacity leads to the reduction in 
Gibbs free energy difference. BMG systems usually have smaller entropies of fusion and therefore 
smaller gradients in ∆𝐺 at the melting point [17,18,24].  The  low  driving  force  results  in  low 





Figure 2.4: Specific heat capacities (top) Difference in Gibbs free energy between the liquid and 
crystalline states (bottom) for various BMG alloys in the supercooled liquid regime 
(critical cooling rates are listed beneath composition labels) [25] 
2.3.2 Crystallization Kinetics 
The viscosity of the liquid melt is an important parameter in crystallization kinetics that can determine 
GFA of BMG. From the experiment, the viscosity is highly depended on the temperature. As the BMG is 
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cooled through the supercooled liquid regime, the viscosity will significantly increase, which results in a 
decrease in atomic mobility. This is the second contribution to crystallization of the BMG. Temperature-
dependent viscosity for glass forming materials is well described by the following Vogel–Fulcher–
Tammann (VFT) relation: [25,37,38] 




]         (2.3) 
where 𝜂 is viscosity, 𝜂0is viscosity at infinite temperature, 𝐷
∗ is a measure of the kinetic strength of the 
liquid (i.e. inverse of kinetic fragility, usually around 20-100), and 𝑇0 is the Vogel–Fulcher temperature. 
In Vitreloy-1, it is found that its viscosity is in the middle of the strong glass and fragile glass, which 
corresponds to sluggish crystallization kinetics. This low mobility limits the precipitation of nuclei and 
crystal growth that results in high thermal stability in the supercooled liquid state. High thermal stability 
would lead to the stability of molecules in BMG, which has more resistance to decomposition, 
crystallization and phase separation.  In addition, the viscosity is also an important parameter to obtain 
effective diffusivity for nucleation rate and growth rate. 
The rate of nucleation and crystal growth velocity is expressed as [25,37,38] 
𝐼𝑠 = 𝐴𝐷𝑒𝑓𝑓exp (−
∆𝐺∗
𝐾𝑏 ∗ 𝑇
) , 𝐷𝑒𝑓𝑓~exp (−
𝑄𝑒𝑓𝑓
𝐾𝑏 ∗ 𝑇




(1 − exp (−
∆𝐺∗
𝐾𝑏 ∗ 𝑇
))                   (2.5) 
where  𝐷𝑒𝑓𝑓 is the effective diffusivity with 𝑄𝑒𝑓𝑓 = 1.2 eV, 𝑇 is temperature, and A is a fitting constant. 




            (2.6) 
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where 𝜎 is the interfacial energy between liquid and solid, 0.04 𝐽/𝑚2, and ∆𝐻 is the driving force for 
crystallization obtained from Section 2.3.1.  
Noting that for temperature higher than 850 K, the value of effective diffusivity is set proportional to the 
inverse of the viscosity due to dominating factor of kinetics. From the rate of nucleation and growth 
velocity, the peak of maximum nucleation rate occurs at much lower temperature than the peak of 
maximum growth rate, so we can conclude that in the thermoplastic region, the dominant factor that 
causes crystallization is the rate of nucleation shown in Figure 2.5.  
 
Figure 2.5: Temperature dependence of nucleation (Is) and growth rate (u) [25]. 
2.3.3 Time-Temperature-Transformation diagram 
The two contributions discussed can lead to the construction of a time-temperature-transformation (TTT) 
diagram as illustrated in Figure 2.6. This diagram illustrates the time span prior to crystallization for a 
given temperature. Decreases in temperature results in an overall decrease in atomic mobility in the 
supercooled liquid region and an increase in thermodynamic driving force towards crystallization. The 
characteristic nose shape represents a local maximum in crystallization rate as a result of these two 
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competing mechanisms [25]. This implies the maximum linear cooling rate before the crystallization 
occurs. 
This diagram is then compared with the crystallization of Vitreloy-1. The experimental data agree with 
the two contributions, which the diagram shows the similar nose shape as seen in Figure 2.7 where the 
experimental data obtained through electrostatic levitation and high purity carbon crucibles [46,47] 
Crystallization time as a function of temperature can be calculated according to Ullmann and Davis [25]. 







          (2.7) 
where 𝑥 is a small volume fraction, 𝐼𝑠 is nucleation rate and 𝑢 is nucleation growth rate. 
 
Figure 2.6: TTT diagram is highly contributed from kinetics at high temperature and from 




Figure 2.7: Crystallization behavior of BMG alloys in the supercooled liquid regime at T<850K (dashed 
line) on TTT diagram for Vitreloy-1 with experimental data obtained through electrostatic levitation (red) 
[46] and high purity carbon crucibles (blue) [25]   
Since the change in heating rate can affect both glass transition temperature, 𝑇𝑔, since it is not a unique 
physical property of the glass, but rather a thermal-history dependent kinetic quantity. It is not surprising 
that a slight change in 𝑇𝑔 with respect to heating rate was observed when constructing TTT diagram. Two 
values of glass transition temperatures, which are onset temperature 𝑇𝑜𝑛𝑠𝑒𝑡 and end temperature 𝑇𝑒𝑛𝑑 are 
investigated where ∆𝑈 is the difference between the two. The previous study also finds the relationship of 
onset temperature of the glass transition versus heating rate as shown in Figure 2.6 and 2.7 [48]:   
𝜏 =  𝜏0 exp (
𝐷∗𝜏0
𝑇𝑔∗ − 𝑇0
)  𝑤ℎ𝑒𝑟𝑒  𝜏 =
∆𝑇𝑔
𝑅
                 (2.8) 
where 𝑇𝑔∗ is the glass transition temperature in the center of onset temperature and end temperature, ∆𝑇𝑔 




2.4 Bulk Metallic Glass Mechanical Behavior 
BMGs have a unique combination of properties so they can be used in a wide range of application. Inoue 
summarizes the application fields that have been developed at present for glassy type alloys in Japan 
listed in Table 2.1 [50]. The fields have been extended very widely in the recent years. For the material 
properties for Vitreloy-1 of interest, several main parameters are given in Table 2.2. 
Application fields Characteristic  
Structural materials High strength, high hardness, high fracture strength  
Sensor materials High magnetostriction, giant magneto-impedance effect 
Spring materials High fatigue strength 
Sporting goods materials High strength and large elastic elongation limit  
Wear-resistant coating materials High wear resistance 
Corrosion resistant materials High corrosion resistance 
Magnetic materials Excellent soft-magnetic properties, high electrical resistivity 
Micro-technology materials Micro-formability, transferability 
Nanotechnology materials Nanoscale imprintability 
Data storage materials  
Biomedical materials Biocompatibility, high wear, and corrosion resistance  
Fuel cell separator materials  









Parameter Notation Unit Value  
 
Young's modulus E GPa 96 for 𝑇0 < 𝑇𝑔 
𝐸(𝑇0, 𝜀̇) for 𝑇0 > 𝑇𝑔 
Poisson's ratio 𝜈 - 0.36 
Glass transition 
temperature 
𝑇𝑔  K 625 
Melting temperature 𝑇𝑚 K 993 
Density 𝜌 kg/m3 6125 
Specific heat at 
constant volume 
𝑐𝑣 J/(kg-K)  400 
Frequency of atomic 
vibration 
𝑓 𝑠−1 1E13 
Average atomic volume 𝛺 𝐴3 25 
Critical volume 𝑉∗  20 
Critical free volume 
concentration 
𝜉𝑐 - 0.065 
Geometrical factor 𝛼 - 0.05 for 𝑇0 < 𝑇𝑔 




−1 10.1E-6 for 𝑇0 < 𝑇𝑔 
Table 2.2 Mechanical properties and parameters of Zr41.25Ti13.75Cu12.5Ni10Be22.5 (Vitreloy-1) BMG 
adapted from [51] 
The theoretical strength of any materials can be expressed with a yield stress and Young’s modulus on 
Ashby plot shown in Figure 2.8. It is obvious that metallic glass alloys are unique outliers on the upper 




where 𝜎𝑦 is the yield strength. In atomistic point of view, the structure of atomic arrangement is random 
and lacks dislocation and slip plane unlike in crystalline materials. This implies that metallic glasses have 
exceptionally high elastic strain limit and can store a magnificent amount of elastic energy per volume 




Figure 2.8: Ashby chart plotting elastic limit against Young's modulus for a selection of BMG alloys 
along with traditional materials [47] 
Metallic glasses under the load exceeding yield threshold, however, can cause macroscopic brittle fracture 
at ambient temperature. The crystalline structure has plasticity grounded on dislocation on slip plane but 
for metallic glasses, they experience inhomogeneous deformation, where strain is highly localized into the 
shear band. The shear band is the result of strain softening and instability of deformation. Once an 
increment of strain that is applied to a local volume exceeds the yield threshold, softening causes 
continued localized deformation with increasing strain rates, ultimately causing instability and brittle 
fracture [16]. 
Strain in Bulk metallic glass can be accommodated at the atomic level through changes in the 
neighborhood. Atomic bonds can rearrange and reform without concerns such as rigidity of bond angles 
in covalent solid or balance of charges in ionic solid. However, BMG does not have long-range 
translational symmetry. The local arrangement of atoms in metallic glasses is also a relatively high-
energy or stress process unlike in crystals dislocations. 
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2.5 Deformation of BMG at high temperature 
Apart from elastic behavior, the deformation behavior at room temperature occurs when the stress applied 
exceeds yield. As mentioned, this type of deformation is called shear localization, which is 
inhomogeneous. Inhomogeneous deformation appears throughout the temperature range of BMGs. When 
the temperature is increased to about 0.8𝑇𝑔, the elastic portion of BMG disappears and the structure is 
behaving in viscous state or homogeneous deformation. Homogeneous deformation of BMG can be 
classified to 2 modes depending on temperature and stress (or strain rate). Newtonian flow is typically 
experienced with combinations lower stress (or strain rate) whereas Non-Newtonian flow is experienced 
at higher stress (or strain rate). A deformation map of the transition between these two modes is illustrated 
in Figure 2.9 [16]. The thick solid line indicates the maximum operational strength for of the metallic 
glass prior to strain localization for a given temperature. 
Figure 2.9: Deformation map of BMGs [16] 
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The values of steady state flow stress for Vitreloy-1 are plotted in Figure 2.10 with respect to strain rate 
for various temperatures [51].  Noting that at a lower temperature, the steady state stress flow is higher 
due to its high viscosity, but the range of the stress is less. Flow stress initially exhibits a linear 
relationship with strain rate, however, as stress (or strain rate) is increased, the experimental relationship 
exhibits a decrease in strain rate sensitivity. This nonlinearity signifies a transition into the non-
Newtonian flow and a corresponding decline in flow stability [16,51].  In addition, non-Newtonian flow 
is initially presented with a transient stress overshoot phenomenon, which is seen explicitly in the stress-
strain curves provided in Figure 2.11. In stress-stain response, the effect of a decrease in temperature and 
increase in strain rate have similar results. The stress overshoot is considered to be the result of rate-
limited structural relaxation. During Newtonian flow, the stress-induced free volume is quickly 
redistributed via rearrangements of local atoms thereby allowing perfectly plastic behavior. As the stress 
is increased, structural relaxation is unable to counteract free volume created. Stress, therefore, drops on 
load-bearing capacity.  
Further increases in strain rate or decreases in temperature restrict diffusional rearrangement of the local 
atomic structure. Inelastic behavior is not shown since dynamic equilibrium between stress-induced free 
volume creation and diffusional relaxation is unable to be achieved. It leads to localized strain softening 
and formation of intense shear bands or inhomogeneous deformation [52]. This deformation mode is 
typically the behavior BMG materials exhibit at room temperature suddenly after the elastic mode as 




Figure 2.10: Vitreloy-1 steady state flow stress as a function of strain rate for various temperatures [51] 
 
Figure 2.11: Vitreloy-1 stress-strain curves [51] varying temperature with 𝜀̇ = 1E-1 s-1 (left), varying 
strain rate with T = 643 K (right) [51] 
The experimental data obtained from Lu et al. can then construct the mode of deformation regarding the 
relationship of temperature and strain rate. The strain rate-temperature deformation map distinguishing 
Newtonian, non-Newtonian, and shear localization behavior for Vitreloy-1 is illustrated in Figure 2.12 
[51]. It is noted that the Newtonian behavior occurs roughly at a temperature above 600 K where 
thermoplastic forming can be performed. As the temperature is increased, the Newtonian region is larger, 




Figure 2.12: Vitreloy-1 strain rate-temperature deformation map [51] 
One of the proposed models that are used to simulate the behavior of the stress-strain at high 
temperature is called fictive stress model presented by Kato, Hidemi, et al. [53]. The fictive stress 
model is used for predicting instantaneous deformation and subsequent continual deformation with time. 
The model starts with Maxwell’s solid model for viscoelastic materials, which is later adapted by Lu et al. 
for Vitreloy-1 [51]. 






               (2.10) 
where 𝐸 is Young’s Modulus, which us a function of temperature, 𝜀 is the strain, 𝜎 is the stress and 𝜆 is 
the relaxation time. 
If 𝜆 is the only function of temperature, steady state stress gives 𝜀 = 𝜀̇𝜆. The flow stress can be presented 
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             (2.12) 
At steady state, fictive stress equals to actual steady state flow stress consistently with the assumption. 














           (2.13) 
Fictive Stress Model predictions are shown in Figure 2.13 along with the experimental data at T=643 K. 
This model can be used to predict stress-strain curve of the deformation and steady state stress. It can 
model the transition from Newtonian to non-Newtonian flow quite accurately. However, the prediction of 




Figure 2.13: Fictive Stress Model predictions at T=643 K based on the fictive stress model, E=22 
GPa, 𝜎∗=650 MPa, 𝜆𝑁=7 s: stress-strain curves with dashed lines correspond to the experimental data and 




2.6 Mechanistic Theories of Deformation 
A unit process of deformation in a metallic glass is not fully resolved. A number of proposed 
mechanistic theories agree well with the mechanical properties of metallic glass observed over a 
wide range of temperatures and strain rates. Among those, two proposed mechanisms have received 
general acceptance as suitable deformation mechanisms, which are 
1. Shear Transformation Zone (STZ): The STZ model proposed by Argon [54] describes a 
cluster of several dozen atoms rearranging locally to accommodate an applied shear stress, as 
illustrated by Figure 2.14 (top). 
2. Single Atomic Jump: A model based on the redistribution of free volume, where a single 
atom jumps from an area of low free volume to an area of higher free volume proposed by 
Spaepen [52] as illustrated by Figure 2.14 (bottom). 
 
Figure 2.14: Atomistic deformation mechanism in metallic glass [16] (a) STZ model proposed by Argon 




Both mechanisms based on atomistic distortion events, which are thermally activated and biased in the 
direction of shear stress. Both of the theories can be modeled as a simple rate law as a function of state 
variables. Evolution of both mechanisms can be modeled as simple rate laws for activation as a function 
of state variables, such as stress, temperature, and local structural order parameters (i.e. free volume) [55].   
2.6.1 Shear Transformation Zone  
STZ theory claims that the local clusters of atoms that undergo cooperative rearrangement in the 
presence of shear strain result in inelastic deformation. The first quantitative model of STZ behavior 
was developed by Argon who treated the problem in the context of an Eshelby-type inclusion. The 
STZ operation occurs within the elastic confinement of the surrounding glass matrix. The free energy 












] 𝜇(𝑇)𝛾0𝛺0          (2.9)
 
where 𝑣 is the Poisson’s ratio, 𝜏0 is the a thermal shear stress, at which the STZ transforms, 𝜇(𝑇) is 
the temperature dependent shear modulus, the second term in the brackets captures the dilatational 
energy associated with STZ operation, 𝛽 is the ratio of the dilation to the shear strain based on the 
analog model of glass plasticity, 𝛾0is a characteristic strain of an STZ that usually on the order of 
~0.1, and 𝛺0 is the characteristic volume of an STZ usually on the order of ~100 atoms from 
simulations and indirect experiments.  
STZs have been widely observed in the form of concurrent and collective motion of several dozens 
of atoms in both 2D and 3D atomistic simulations [84–102]. Due to the transient nature of STZs [16], 
it is difficult to measure the size of these events. The free energy of an STZ is usually on the order of 
1–5 eV, or 20–120𝑘𝑇𝑔, with 𝑘 the Boltzmann constant, and 𝑇𝑔 the glass transition temperature. It is 
estimated that these local clusters of atoms are ~30-100 atoms in size with a volume of ~0.5-3.7 nm3 
[55].   
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2.6.2 Single Atomic Jump   
An alternative mechanism based on the classical free-volume model was proposed by Turnbull and 
coworkers [56,57] then was specialized for glass deformation by Spaepen [52]. This model views 
deformation as a series of discrete atomic jump into a vacant site in the glass structure. The jumps are 
favored near sites of high free volume, which are readier to accommodate them as illustrated in 
Figure 2.14 (bottom).  The readiness of the volume site depends on the presence of a shear stress 
gradient causing the atomic jumps to be biased in the direction of stress. This effect leads to 
microscopic plastic shear and the redistribution of free volume in the glass [17].   
It is not clear why local diffusive jumps would be biased by shear (deviatoric) stresses, and a single 
atomic jump does not accommodate shear strain [54]. Nonetheless, the free-volume model introduces 
a simple state variable to the system, free volume. This state variable grants us to model and 
implement in a constitutive framework, particularly in finite element analysis. Nevertheless, it should 
be noted that this model does not contain physical basis since single atomic jump cannot relax local 
shear stress.  [55] 
High shear stress conditions initiate the accumulation of free volume and weaken the specimen 
locally by decreasing the effective density at an atomic jump site similar to STZ theory [51]. 
Localized shear bands form due to the generation of free volume [58-60] and the subsequent 
decrease in macroscopic viscosity of the glass [51,58,60,61,62]. It has also been alternatively 
hypothesized that viscosity can decrease locally in the shear band due to local adiabatic heating 
above the glass transition temperature [63,64,65]. 
Specialized constitutive equations are required to properly capture the stress-strain response of BMG 
due to its sensitivity to both temperature and strain rate. In particular, an elastic-viscoplastic 
constitutive framework specifically developed for the thermoplastic forming process is adapted for 
von-Mises plasticity [66] and provided as an example for implementation in a finite element (FE) 
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framework. This model is limited to isothermal situations without temperature gradients. In addition, 
the pressure-sensitivity of flow and hence, the internal coefficient of friction is assumed to be 
negligible.   
2.7 Processing of metallic glasses 
Original glassy alloys were first produced in thin film restricted to techniques such as splat quenching or 
melt spinning in 1959 [19].  The main idea was to increase the cooling rate possible required to prevent 
crystallization. Discovery of compositions close to eutectic points (frozen metallic liquid) greatly reduced 
the cooling rate required in Pd-Cu-Si and Pd-Ni-P alloys. This allows the production of glassy alloys in 
bulk size of around 10 mm in through near-net-shape manufacturing. A molten BMG alloy with specified 
compositions fills a mold cavity through either die casting or suction casting. While filling the mold, the 
BMG alloy must simultaneously achieve the critical cooling rate to avoid crystallization as well as 
maintain adequate flow to avoid cold shuts and low porosity. This is the first method to process BMG 
illustrated in Figure 2.15 
The second method is to reheat BMG sample above glass transition temperature but below crystallization 
temperature. It allows BMG to perform thermoplastic forming in the supercooled liquid region. In this 
temperature range, BMG is softened with viscosities order of 1012 to 105 Pa-s. The cooling rate is not 
restricted in this case as seen in Figure 2.15. This method is useful for casting certain features of the parts, 




Figure 2.15: Near-net shape processing paths overlaid on TTT diagram [8] 
2.7.1 Direct casting 
Direct casting method is a challenging task since to achieve high-quality cast, the cooling rate has to be 
high to avoid crystallization and also low enough to accommodate complex geometries, filling and 
porosity of the finish parts. Suction casting can yield high-quality parts with low porosity, whereas die 
casting can be mass produced and scalable. One example of die casting that is commercialized is the high-
volume production of Zr-based BMG parts by Liquidmetal Technologies. BMG castings are excellent at 
retains its volume from thermal contraction. They only experience 0.4% shrinkage unlike those of 




Figure 2.16: Examples of BMG castings produced commercially by Liquidmetal Technologies [67] 
2.7.2 Thermoplastic forming 
As mentioned, thermoplastic forming utilizes the supercooled liquid region to create thermal softening of 
the material so that it can be molded through its viscous flow. At the appropriate temperature and strain 
rates, BMG can undergo thermoplastic forming, which is highly feasible process neglecting the cooling 
rates. At supercooled liquid region, the material becomes metastable and oxidation is minimal near glass 
transition temperature. Thermal stresses can also be reduced by lowering its cooling rate. Owing to no 
crystallized structure, it has very high fillability, ability to fill in the mold to net-shape and possess 
excellent replication ability. Features of size from 250 μm to 100 nm have been successfully replicated 




Figure 2.17: Micro- and nano-replication ability across different length scales (a) electroplated nickel 
mold (b) silicon mold (c) Pyrolyzed SU-8 mold (d)-(f) porous alumina mold [68] 
 
Figure 2.18: Discrete 3D micro part examples (a) complex Zr35Ti30Cu8.25Be26.72gear (b) spiral 
Zr35Ti30Cu8.25Be26.75spring with 20 µm thickness (c) micro-tweezers (d) sharp micro-scalpels with 1 
µm radius of curvature (e) rolled BMG mesh to form a stent (f) BMG membrane with 50 µm pores (g) 
free standing 150 nm nanorods [68] 
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2.7.3 Laser processing 
In laser application, various processes have been experimented on BMGs. Laser welding, laser coating, 
and additive layer have been tested and found crystallization on the product [69]. These methods are used 
in improving the material properties of the parts especially on the surface. However, in terms of structural 
change, it is not favorable since the heat generation is high and crystallization is formed. As shown in 
Figure 2.19, BMG surface shows sign of crystallization from laser processing. 
 
Figure 2.19: Morphology of Vitreloy-1 after being reradiated by a nanosecond laser [69]. 
2.7.4 Machining 
In machining of BMGs, there are major parameters involved in order to successfully perform machining. 
The main goal is to machine the sample such that BMG does not reach crystallization phase. Low spindle 
speed is preferred since heat generation is less. Low feed rate has to be avoided from material rubbing, 
which produces friction and heat respectively. High thermal conductivity of the tool helps absorb the heat 
generated during machining. Light emission approach can detect the quality of machining. Low light 
emission from the machining process signals successful performance [70,71]. 
The chip formation is studied in SEM shown in Figure 2.20. There are 4 regions of chip formation from 
the machining process [71]. The first region is the thin oxide outermost layer only appeared in high 
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cutting speed. This is due to BMGs reaching a very high temperature above crystallization temperature so 
oxidization can occur. The second phase is the layer next to the first one, which is the leaf sharp dark gray 
crystalline phase. The third layer is the amorphous region and eutectic crystalline region, where the 
eutectic region is the crystallization site.  
The result BMG parts machined has better surface roughness since it contains no crystallization. 
However, the tool wear from the machining is rather high due to the properties of BMG [70].  
 
Figure 2.20: SEM of the chips cross-section with 4 regions including eutectic, amorphous and oxidized 
region [71]. 
2.8 Hybrid Thermoplastic Forming Process for Precision Blade Manufacture  
Two novel hybrid thermoplastic forming machines combining thermally assisted micro-molding 
thermally-assisted micro-drawing was previously developed to create precision knife [3,8]. Micro-
molding was chosen for its ability to quickly and efficiently manufacture the geometry of the BMG blade 
while micro-drawing was used to create the nano-scale features of the cutting edge through the inherent 
necking of the material. Through testing it was found that a good balance between necking and elongation 
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could be achieved during drawing, creating a strong stable cutting edge [3]. The first-generation machine 
prototype could be able to manufacture blade with edge radii of less than 30 nm but limited to 1-D 
configuration [3]. The second-generation prototype could manufacture blade with the multi-facet 
configuration in 2-D with edge radii of less than 20 nm. Both of the prototypes will be discussed  
2.8.1 1-D configuration 
The first prototype machines consist of 2 dies, which are movable top die and static bottom die used as 
molding and drawing mechanism. At first, the dies are heated to supercooled liquid temperature regime of 
Vitreloy-1. The top die is moved down to maintain a gap of 20 μm then the drawing process starts when 
the clamp on the right draws the sample horizontally. This yields the plastic deformation and the necking 
of the sample respectively as seen in Figure 2.21. The material failure happens, where the sharp edge is 
produced at the end of micro-drawing.  The setup and the layout of sensors and actuators are shown in 
Figure 2.22 and 2.23 respectively. 
 
Figure 2.21: Test sample design; (a) Strip machined from the bulk material; (b) Blade forming process; 




Figure 2.22: Hybrid thermoplastic forming process diagram [7] 
 
Figure 2.23: Layout of actuators and dies [7] 
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2.8.1.1 Temperature control 
Heating was accomplished through 4 embedded resistive cartridge heaters; three at the upper die and two 
at lower die as shown in Figure 2.23. Thermocouples are placed close to the die inserts to provide 
accurate temperature measurement. 15 A Watlow EZ-Zone PM No-Arc Relays was implemented to 
controlled through PID algorithm. The accuracy of ±1K is achieved on both dies. The drawing 
mechanism does not contain any temperature control components. 
2.8.1.2 Feed rate control 
Aerotech ATS100-050-U-20P-NM-NC-9DU-STD stage and BMS60-AD25-E1000ASH motor are used 
to operate the drawing mechanism. SOLOISTCP10-MXU single axis controller is implemented with PID 
force limit algorithm. This controller is also used to control the LVDT gap length between upper and 
lower dies. The PLC code is written in ladder logic as is typical of most PLCs. The Aerotech code is 
written in a proprietary AeroBasic code, but follows a similar format to any typical in-order coding 
language such as C++. 
2.8.1.3 Results and Discussion 
Experiments were conducted across five drawing feed rates (100, 250, 500, 750, and 1000 µm/s) and 
three temperatures (650, 660 and 670K). The variation of force is due to the combined strain rate and 
temperature dependence of bulk metallic glass within its supercooled region. As feed rate increases, the 
peak force for all the temperatures increases, but the drawing distance until failure quickly decreases. 
Additionally, as the feed rate increases the shape of the plot shifts from an almost flat line to a gradual 
drop off, to eventually a quick rise and fall at the highest feed rates and lowest temperatures. The result 
shows that the combination of feed rate and temperature that will be discussed later can help us 
manufacture the blades.  
In the first prototype, the edge of the blades showed curling, which resulted in a geometry that made the 
blades produced not viable as a surgical blade or to use to measure cutting performance. In addition, the 
consistency and repeatability of the test results were not acceptable. 
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The second prototype is the adaptation of the first one, where in order to solve the curling problem the 
lower die is a symmetric version of the upper die as shown in Figure 2.24. The top die is lowered to 
maintain a gap of 30 μm instead of 20 μm in the first prototype. The gap length was done to help 
minimize the influence of surface defects in the dies as well as reduce the stress during initial 
deformation.  
 
Figure 2.24: Second prototype of 1-D thermoplastic forming process diagram (adapted from [3]) 
From the experiments, it is found that temperatures above 670 K experienced difficulties due to 
temperature-induced crystallization, whereas tests performed at temperatures below 650 K exhibited 
strain-localization behavior that resulted in non-homogeneous edge formation.  Similar to the first 
prototype, the formation of the blade highly depends on the federate of the drawing and temperature. 
Tests were performed at same three temperatures (650 660 and 670K) and five feed rates (100 250 500 
750 1000 μm/s). The gap of the molding chamber is fixed constant to 30 μm for all cases. Edge of the 
blade is analyzed quantitatively by observing blade shape and material flow on JOEL 6060LV SEM as 
shown in Fig 2.25. As seen in Figure 2.25 b, c, i, j, and q, the SEM image from JEOL 6060LV shows that 
with the combination of feed rates and temperatures, the good quality blades can be manufactured. Figure 
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2.25 shows the relationship between temperature and feed rate for ideal conditions to make good blade 
edges. In each image, the dotted line marks the start of deformation corresponding to the point of thinnest 
cross-section during molding. 
 
Figure 2.25: SEM images of edge deformation [7] (a) entire blade with box of detailed area 
(b) [T=650 K, v=100 μm/s] (c) [T=650 K, v=250 μm/s] (d) [T=650 K, v=500 μm/s] (e) [T=650 
K, v=750 μm/s] (f) [T=650 K, v=1000 μm/s] (g) [T=660 K, v=100 μm/s] (h) [T=660 K, v=250 
μm/s] (i) [T=660 K, v=500 μm/s] (j) [T=660 K, v=750 μm/s] (k) [T=660 K, v=1000 μm/s] (l) 
[T=670 K, v=100 μm/s] (m) [T=670 K, v=250 μm/s] (n) [T=670 K, v=500 μm/s] (o) [T=670 





From these tests, Alex concluded that there are three distinct types of edge formation  
observed from a combination of temperatures and feed rates as shown in Figure 2.26 [3]. 
Type 1 deformation is generally exhibited by tests with a combination of high temperature and low 
drawing feed rate and is characterized by low drawing forces and high elongation. This type of 
deformation is distinguished by significant elongation resulting in a thin, flimsy edge, as shown in Figure 
2.25 g, h, l, m, n. 
Type 2 deformation is generally exhibited by tests with a combination of low temperature and high 
drawing federate and is characterized by a high peak drawing force and low elongation to failure. This 
type of deformation is distinguished by sharp necking over a short distance prior failure. Due to the high 
rate of necking, tests that follow this type of deformation tend to fail in a manner that creates a jagged 
uneven edge, as shown in Figure 2.25 d, e, f, k. 
Type 3 deformation is generally exhibited by tests with combinations of intermediate temperatures and 
drawing federate relative to type 1 and type 2 deformation. This type of deformation is ideal for cutting 
edge formation since it maintains a balance between elongation and necking to produce a stable, 
consistent edge, as shown in Figure 2.25 b,c, i,j,o,p. 
 
Figure 2.26: Temperature versus feed rate showing ideal conditions [7] 
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The concept of using magnetic drawing arises for manufacturing of curvilinear blade since unidirectional 
drawing is not capable of producing due to the geometry of blades. The prototype of magnetic drawing 
was tested, but the force generated from the current of 40 A was not sufficient for drawing. In a couple of 
tests, however, the evidence of material shows the edge of the samples. 
2.8.2 2-D configuration 
The second prototype of the machine consists of three primary modules: the lever arm module, the 
molding module, and the drawing module. Figure 2.27 shows the general configuration of the various 
modules.  
Lever Arm Module: This module is designed to utilize the mechanical advantage of a lever arm design 
and to improve repeatability and force capabilities of the molding operation. The lever arm topology adds 
a multiplication factor of 3 to force and repeatability. This results in a maximum effective molding force 
of 2640 N and an effective accuracy of ±1 µm.  
Molding Module: This module consists of a linear air bearing stage that guides the molding operation 
while ensuring precise alignment of the dies. The stage is connected to the lever arm module through a 
slider-crank type mechanism. An additional LVDT sensor is located directly on the molding flexure with 
a resolution of 10 nm. Molding dies are polished to a surface finish of 20 nm (Ra). It is expected that the 
surface finish of the mold dies will transfer to the BMG blade during molding, resulting in a near-
equivalent surface finish. Tolerances on the mold dies are set to ensure the molded gap variations remain 
below 20% across the entire edge. 
Drawing Module: Drawing is performed in a bi-axial configuration that is applicable to a wide range of 
multi-facet and curvilinear blade types. The dual voice coil-driven drawing stage is designed to pull in 
two directions, offset by 90°, with time-varying drawing force profiles. A dual drawing stage, offset 90° 
from each other, is designed to apply force in two directions for multi-facet/curvilinear blade 
manufacture. Time-varying drawing force profiles are possible with voice-coil actuators. To grip the 
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BMG prior to drawing, a gripping clamp flexure has been included in the design. The flexure clamp is 
designed to be pneumatically actuated while still providing highly repeatable gap control and alignment 
of drawing dies. A fluid damper is also introduced to improve the stability of the voice coil actuators as 
well as attenuate the sudden jerk encountered during edge failure. 
 
 
Figure 2.27: Configuration of hybrid thermoplastic forming testbed for multi-facet/curvilinear blades (a) 
lever arm module (b) molding module (c) drawing module [8] 
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The process can be shown in steps below 
1. Enable temperature controllers. 
2. Perform homing operation (both molding and drawing actuators). 
3. Calibrate force sensors as a function of position. 
4. Mold the BMG blank with the lever arm module to a pre-specified gap size. 
5. Grip onto the BMG blank using the pneumatic clamps located on the two drawing stages. 
6. Begin the oblique drawing process in two directions. 
7. After edge failure, release the molding dies and remove the BMG blade specimen. 
The controller of the system, NI-9074 from National Instruments, was implemented in three levels, 
namely, the host computer, the real-time processor, and the field programmable gate array (FPGA). All 
three levels are implemented in the software package LABVIEW. The host computer primarily acts as a 
human-machine-interface (HMI), where it transmitted input command to the controller as well as output 
command such as plots and data to the UI on screen. The real-time processor performs several 
miscellaneous tasks such as signal conditioning for all of the data generated (both RTD sensors and 
LVDT sensors) as well as transmitting data acquisition signals back to the host computer. It also houses 
the temperature controllers of all 6 heat cartridges and the lever arm module controller that regulates the 
mold gap of the molding chamber. The FPGA is a reconfigurable chip that implements complex digital 
computations using a hardware description language (HDL). The FPGA is composed of pre-built logic 
blocks and a set of programmable routing resources to produce customizable hardware functionality. 
Labview has a built-in module that builds FPGA configurations directly from standard Labview code. 
The FPGA architecture allows for true parallel processing as well as high performance based on hardware 
timing. The FPGA gets all the routed incoming and outgoing signal to the machine. The controllers for 
the drawing operation, which is critically time dependent are also implemented directly into FPGA. 
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2.8.2.1 Temperature control 
Two heat exchangers are located on the molding module while the other four are on each gripping teeth of 
the drawing module as shown in Figure 2.28. Six resistance detectors (RTD) are installed nearby each 
heat exchanger to measure the local temperature at each location, two on top and bottom dies (RTD1 and 
RTD2) and four on each grip (RTD3 and RTD4 on the left and RTD5 and RTD6 on the right) 
respectively.  All the heating elements are encased inside ceramic insulation to isolate the heat source 
from the ambient temperature. Water blocks have also been added to the linear stage and around both 
modules to prevent overheating from the excess heat that leaks through the insulation plate. Water pump 
cycles the heated water to the finned radiator, which helps dissipate heat through ambient temperature. 
The original controller used was PID-algorithms with a temperature setpoint feedforward term. The PID 
algorithm is used to set the duty cycle from 0 to 100% of a PWM signal for relay control of the heaters. 
The control loop had a cycle time of 5 seconds to minimize mechanical wear on the relays. This algorithm 
addresses the error of ±5 K from temperature setpoint. 
 
Figure 2.28: Heat exchanger location on the drawing and molding module of the testbed. Two heat 
exchangers and one RTD sensor are installed for each module [8]. 
 
2.8.2.2 Feed rate control 
Drawing actuator is a voice coil-drive linear stages with MicroE SP4800 encoder with a resolution of 1.22 
nm per position count feedback. The drawing actuators are offset by 90° aiming to grip and draw the 
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BMG sample as shown in Figure 2.29 (top). The gripping mechanism consists of U shape flexure clamp 
attached to pneumatic actuator shown in Figure 2.29 (bottom). The pneumatic actuator outputs vertical 
force to the gripping teeth that lock and hold the BMG sample during the drawing process. A maximum 
stress of 88.16 MPa was measured for a force input of 300 N (limited by maximum force output of 
pneumatic press). The average gap formed was 127.7 ± 2.4 µm. The gap size was found to be nearly 
independent of force input. The maximum misalignment of dies was 0.542 µm, which in this case is 
negligible. The fluid damper is also installed in the back of each voice coil-drive actuator to mitigate a 
sudden jerk at high frequency as the BMG sample rapidly necks prior to failure and leads to poor 
repeatability. In addition, it also helps the controller as the stability of the system increases as the 
damping coefficient is increased. The fluid damper is submerged in Mobil Velocite #10 Spindle Oil, 














The drawing process of the testbed utilizes supervisory control algorithm developed to address the 
requirements of the oblique drawing process. Each of the control algorithms is a typical PID controller, 
which each control position, velocity and force.  
During the initial stage, the drawing is controlled by force-feedback PID controller. The setpoint of the 
force profile can be varied depending on the shape of the blade. The lancet shape uses constant force 
profile, whereas the curvilinear shape uses ramp trajectory profile to obtain a successful result. The 
drawing process is checked in the velocity threshold algorithm. Once it exceeds the threshold, the 
supervisory controller switches from velocity to force control that has switching signal to interpolate the 
output of two controllers during the transition. The general overview of this supervisory controller can be 
shown in Figure 2.30 
 
Figure 2.30: Overview of supervisory controller [8]. 
The transition between two controllers is called bumpless transfer. The goal of this controller is to 
eliminate the instability when controlling two parameters at the same time, force and velocity. Two 
variables are introduced as the weighting constant for each controller, 𝛼𝑣 and 𝛼𝑓 for velocity and force 
control respectively. Both controller each outputs control effort and transfer to the supervisory controller. 
Initially, switching parameter 𝜎 is zero meaning the velocity threshold is not reached when the drawing 
starts. Once the force controller is taking control at the first portion of the drawing process, velocity 
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feedback is increased and can be monitored by the supervisory control. The first timestamp that the 
velocity profile exceeds the threshold value is noted 𝑡𝑖. The linear interpolation starts from 𝑡𝑖 over a 
period of specified 𝑡𝑑 duration. 𝑣𝑏𝑖𝑎𝑠 is calculated to ensure the same velocity for both velocity and force 
controllers. The algorithm is shown in below. 
 
Force and velocity setpoints are altered based on the following guidelines based on the edge formation 
characteristics obtained from Krejchie et al. 
1.  If the edge exhibits thin and highly elongated, drawing force is increased.  
2.  Conversely, if the edge exhibits jagged failure, drawing force is decreased.  
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3.  Velocity setpoints are generally set as high as possible without generating excessive overshoot during 
the interpolation period. 
2.8.2.3 Results and Discussion 
SEM images are taken of the blades to qualitatively evaluate the edge formation on a multi-facet blade. 
Test results can be categorized based on the edge deformation types proposed by Krejcie et al. from the 
first prototype [7]. Type 1 deformation edges are shown in Figure 2.31 and 2.32 a, b, c, d, e, f, g, h, i, j, m. 
With moderate feed rate and force input type 3 deformation, which is seen in Figure 2.31 and 2.32 k, l, o 
can be produced. This favorable type of formation is uniform, resulting in relatively straight cutting 
edges. Figure 2.31 and 2.32 p can be classified as type 2 deformation as the feed rate and force setpoints 






Figure  2.31: SEM  images  of  45°  lancet  blade  morphology,  dotted  line  marks  the  start  of drawing 
deformation (a) [F=30 N, v=0.35 mm/s] (b) [F=30 N, v=0.8 mm/s] (c) [F=30 N, v=1.5 mm/s] (d) [F=30 
N, v=2.10 mm/s] (e) [F=40 N, v=0.35mm/s] (f) [F=40 N, v=0.8 mm/s] (g) [F=40 N, v=1.5 mm/s] (h) 
[F=40 N, v=2.10 mm/s] (i)  [F=50 N, v=0.35 mm/s] (j) [F=50 N, v=0.8 mm/s] (k) [F=50 N, v=1.5 mm/s] 
(l) [F=50 N, v=2.10 mm/s] (m) [F=60 N, v=0.35 mm/s] (n) [F=60 N, v=0.8 mm/s] (o) [F=60 N, v=1.5 




Figure 2.32: SEM images of 45° lancet blade edge formation, dotted line marks the start of drawing 
deformation (a) [F=30 N, v=0.35 mm/s] (b) [F=30 N, v=0.8 mm/s] (c) [F=30 N, v=1.5 mm/s] (d) [F=30 
N, v=2.10 mm/s] (e) [F=40 N, v=0.35mm/s] (f) [F=40 N, v=0.8 mm/s] (g) [F=40 N, v=1.5 mm/s] (h) 
[F=40 N, v=2.10 mm/s] (i)  [F=50 N, v=0.35 mm/s] (j) [F=50 N, v=0.8 mm/s] (k) [F=50 N, v=1.5 mm/s] 
(l) [F=50 N, v=2.10 mm/s] (m) [F=60 N, v=0.35 mm/s] (n) [F=60 N, v=0.8 mm/s] (o) [F=60 N, v=1.5 





Both high-temperature annealing and large strain deformation have been shown to induce the 
restructuring of the BMG atomic configuration, leading to crystallization of the sample [25,72]. TEM 
sample is created using an FEI Dual Beam 235 FIB to cut a cross-section as shown in Figure 2.33. The 
blade sample is first sputter coated with a gold/palladium alloy then deposited with platinum for surface 
protection. The cross-section is then milled from both sides to create a 50 nm thickness sample that can be 
welded to the TEM grid. In TEM, a beam of electrons is transmitted through an ultra-thin sample, which 
is capable of generating high-resolution images as shown in Figure 2.34. There is a slight degree of 
nanocrystallization appearance on the sample. 
In addition, the diffraction pattern can be used to identify the atomic structure of a localized region of a 
specimen, known as selected area diffraction. This method is used to differentiate between crystalline and 
amorphous atomic structures. In Figure 2.34, the selected area diffraction pattern of the BMG material 
obtained locally at the edge is shown. The rings, which represent average interatomic spacing, clearly 
indicate that the BMG material retains its amorphous state.   
For force setpoints above 60 N, the drawing actuators begin exhibiting instability during the interpolation 
sequence of the supervisory controller. It is observed that during necking and failure, the higher forces or 
feed rates tend to make the switch less ideal and the interpolation process becomes more difficult to 
control. The inherent time scale for edge formation also becomes much shorter as forces/velocities are 
increased due to the deformation behavior of BMG. This results in premature jagged edge formation. The 
overshoot of feed rate, which represents a loss of control over the drawing process, ultimately causes 
lower repeatability in the edge quality.  
There are two primary defects that are observed across a majority of the blades. At low force and low-
velocity conditions, the tip of the blade protrusion is biased to one side due to uneven stress distribution 
that occurs at the tip of the blade. The bi-axial drawing forces intersect creates more variability in the 
formation of the tip especially when the failures of two sides do not occur at the same time. The second 
defect occurs at either end of the blade, where there is a formation of “tail” features. The gripping jaws on 
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the drawing actuators are configured at a 22.5° angle. The drawing force cannot be directly applied 
uniformly across the edge, which delays the failure at the ends of the blade and the formation of the “tail” 
features occur.  
 
Figure 2.33: TEM sample preparation procedure (a) selectively plate region of interest (Pt) (b) ion mill 
both sides to create X-section (c) perform rough thinning (d) transfer sample to TEM the grid (e) weld 




Figure 2.34: shows a high-resolution TEM image of the blade edge cross-section with an edge radius of 
approximately 15 nm [8]. 
2.9 Deformation Behavior of Hybrid Thermoplastic Forming Process  
The deformation of bulk metallic glass is influenced by three factors namely, the development of free 
volumes, the subsequent ability of the material to eliminate these free volumes, and the formation of 
nanocrystals. Free volumes are voids developed through material flow during deformation at high 
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temperature. When the mobility of the molecules (structural relaxation) is high enough, it can fill the 
voids eliminating of these free volumes. The formation of nanocrystals, on the order of 2-30 nm, is the 
result of the material returning to its stable state either due to high -temperature annealing or strain. The 
free volume behavior of bulk metallic glass is enhanced by the formation of nanocrystals.  
The high-temperature mechanical behavior of BMG can be described as either homogeneous flow or 
inhomogeneous deformation. Each deformation type exhibits a distinct drawing force profile, where can 
be shown in Figure 2.35. Strain-based crystallization increases with an increase in elongation and affects 
the deformation of bulk metallic glass in two ways proposed by Krejcie et al. Type 1 deformation is 
associated with strain-induced nanocrystallization that increases the strength and hardness in the necked 
region [7]. This creates a strain hardening effect in stabilizes the neck and distributes the stress to the 
surrounding undeformed regions, thereby increasing elongation. By eliminating the free volume, stress 
concentrations are also eliminated and the deformation is spread over a larger area. This, in addition to the 
nanocrystallization, allows significant elongation. Type 2 deformation is believed that the strain softening 
effect due to the creation of free volume balances with the strain hardening effect of nanocrystal 
formation. In this situation, deformation is still classified as homogeneous, but the stress is confined to a 
small necked region, which is smaller than type 3. This results in shorter edge surface formation and 
higher wedge angle of the blade.  
From previous studies, it is shown that temperature, strain rate, and nanocrystallization has the effect on 
the structural relaxation of bulk metallic glasses by limiting atomic mobility and relaxation time. It allows 
the material to eliminate free volumes resulting in the three distinct types of deformation discussed. Type 
1 deformation with high structural relaxation and deformation distributed over a large amount of 
elongation creates a thin, flimsy edge. Type 2 deformation with very little atomic mobility and high-stress 
concentrations causes inhomogeneous deformation and possible fracture or sometimes homogeneous 
deformation within confined space. Finally, type 3 deformation shows a balance of necking through 
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minor free volume generation and stress concentration creating a uniform, strong, stable edge. The force 
profile of type 3 deformation is shown in Figure 2.36. 
 
Figure 2.35: Force profile of three types of edges formation [7]. 
 
Figure 2.36: Elastic and necking region of the type 3 deformation force profile [7]. 
2.10 System Identification Review 
System identification is an important aspect so that the plant behavior is analyzed correctly. Any 
controllers cannot successfully control the model that does not mathematically represent the actual plant 
well. Mathematical modeling of the plant is the first step so that the controller can be implemented 
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afterward. This section will go over the basic of heat equation specifically the convection heat transfer, 
which most models can be empirically based on. Three methods of predicting the output from the plant 
will be discussed namely, gradient-based method, Kalman filter method, and ARX model.  
2.10.1 Gradient Based Method Model 
To approximate the parameters of the model, parameter estimation algorithms minimizing some cost 
function that reflects the quality of estimation is reviewed. We consider gradient method, which is the 
most basic algorithm where the model is [73] 
𝛻𝑓(𝑥∗ ) =  0        (2.18) 
?̇?  =  −𝛤𝛻𝑓(𝑥) 𝑤ℎ𝑒𝑟𝑒 𝛤 =  𝛤𝑇  >  0     (2.19) 
 where 𝑥 are the state parameters, 𝛤 is the scaling matrix, 𝑥∗ are the global minimum (assumed to exist) 
The idea is to minimize candidate Lyapunov function 𝑉 (𝑥) ∶=  𝑓(𝑥)  −  𝑓(𝑥∗) along the trajectory of 
Eq.2.19 as the solution converge and satisfy Eq. 2.18 
For one dimensional plant, we consider 
?̇? = −𝑎𝑥 + 𝑏𝑢      (2.20) 
where 𝑎 > 0 and 𝑥, 𝑢 are bounded. 




         (2.21) 
The update laws are  
?̇̂? = 𝑥𝑒         (2.22) 
?̇̂? = −𝑢𝑒     (2.23) 
The estimator is 
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?̇?  =  −𝑎𝑚(?̂? − 𝑥) − ?̂?𝑥 + ?̂?𝑢     (2.24) 
The state prediction errors are defined  
𝑒 ∶= 𝑥 − 𝑥, ?̃? ≔ ?̂? − 𝑎, ?̃? ≔ ?̂? − 𝑏     (2.25) 
?̇? =  −𝑎𝑚𝑒 − ?̃?𝑥 + ?̃?𝑢     (2.26) 
The above equation is stable with respect to 𝑥, and 𝑢 and has the autonomous contraction rate 𝑎𝑚. In 
particular, if ?̃?, ?̃? are 0 or converge to 0, then e → 0  
2.10.2 Discrete Kalman filter model 
The Kalman filter is used to estimate the process by using a form of feedback control to obtain another 
feedback in forms of measurements [74]. Two sets of equations are used consisted of time update and 
measurement update equations. The time update equations project the current state and error covariance 
estimates for the next time step from the previous time step. The measurements equations are used to 
obtain an improved estimate from the priori ones.  
A complete picture of the operation of the Kalman filter is shown in Figure 2.37. The initial guess 
estimate of is used to predict the state ahead of the time step. The first task during the measurement 
update is to compute the Kalman gain, 𝐾𝑘. The next step is to actually measure the process to obtain 𝑧𝑘 , 
and then to generate a posteriori state estimate by incorporating the measurement. The final step is to 
obtain a posteriori error covariance estimate. The process is repeated with the previous a posteriori 





Figure 2.37: Schematic algorithm of Kalman Filter [74] 
2.10.3 ARX Model 
Auto-Regressive eXogenous, ARX, input model can be used for system identification in a system with 
high uncertainty on system dynamics, especially in the chemical and thermal system. These types of 
systems, in particular, are hard to accurately model. ARX model is used to predict the output 
measurements from the model obtained from the experiment directly with some justifications of 
constitutive equations. ARX model is expressed as [75] 






+ 𝜀   (2.27) 
where 𝜀 is the Gaussian noise, 𝑎𝑖 and 𝑏𝑖 are the model parameters, 𝑟 and 𝑠 are the order of the model 
input of 𝑎𝑖 and 𝑏𝑖 respectively, 𝑛 is the time delay between input and output. 
Eq. (2.27) can be represented in a matrix form of  
𝐴(𝑞)𝑦(𝑡)  =  𝐵(𝑞)𝑢(𝑡 −  𝑛)  +  𝑒(𝑡) (2.28)  
𝑤ℎ𝑒𝑟𝑒: 𝐴(𝑧) = 1 + 𝑎1𝑧
−1 + ⋯ + 𝑎𝑟𝑧
−𝑟 
𝐵(𝑧) = 1 + 𝑏1𝑧




𝑧 is a delay operator defined as 𝑢(𝑡 − 1) =  𝑧−1𝑢(𝑡) 
Once the input and output data from the experiment is obtained, 𝐴(𝑧) and 𝐵(𝑧) can be estimated using 
the least-square method. 
2.11 Controller Review 
This section will go over three types of the controllers that are widely used in the existing control 
applications, which are PID controller, Fuzzy logic controller, and cascade controller respectively 
2.11.1 PID Controller 
PID type controllers are widely used in industry due to its simplicity and a wide range of applications. 
The proportional part generates a control action, which is proportional to the error signal, the integral 
parts on the integral of the error signals, and the derivative parts on the changing rate of the error signal. 
These three parts can be implemented as  
𝑢(𝑡) = 𝑘𝑠 [𝑒(𝑡) +
1
𝑡𝑖
∫ 𝑒(𝑡)𝑑𝑡 + 𝑡𝑑
𝑑
𝑑𝑡
𝑒(𝑡) ]        (2.29) 
where 𝑢(𝑡) is the control effort signal, 𝑘𝑠 is the proportional gain, 𝑡𝑖 is the integral gain time constant, 
and 𝑡𝑑 is the derivative gain time constant. 
𝑘𝑠
𝑡𝑖
 can also be called integral gain and 𝑘𝑠𝑡𝑑 can be called derivative gain. The implementation of PID 
controller is built in a closed loop form around the plant where the sensor receives the feedback data and 
send it to the controller to calculate the input data. Three values of gain can be tuned so that the output 
response is desired and meet the specifications. Proportional gain helps increase the speed of the 
response. Too large proportional gain, however, introduces oscillation and instability. Integral gain sums 
the error over time, which reduces oscillation as this term keeps increasing if the error is not zero. Integral 
windup, which happens when the integral term exceeds the saturation, must be prevented. Usually the 
lim,it of integration term is set to some threshold. Derivative term acts like the damping portion of the 
controller. When the output changes rapidly, the derivative term will help by exert output against the 
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direction so that the response is slowed down. However, the derivative term can cause instability if the 
sensor feedback is noisy or the loop time step is too slow.  
2.11.2 Fuzzy Logic Controller 
The fuzzy control system is a logic-based controller based on the mathematical system, which is the 
continuous values between 0 and 1 [76,77]. It is a nonlinear mapping of an input data vector into the 
scalar output. It is a very robust controller that is easy to modified and simple. There are three steps to 
construct a fuzzy controller. The first step is to construct membership functions and their values from 
input and output respectively. Each set of data can be divided into ranges. The input data can be arbitrary 
whereas the output data has to be on a range of 0 to 1. Usually, this step can be represented by triangular 
or trapezoid shapes of the membership function. The table rule is then created between inputs to evaluate 
the output data. The final step is the defuzzification process where several methods of integration can be 
used such as the center of area or mean of maximum. It takes the input values and inverse map with an 
account of the corresponding weights. With a knowledge base of the system, the decision making in the 
rule table have a significant impact in terms of the performance of the controller. The block diagram 
schematic of the fuzzy logic controller is illustrated in Figure 2.38 
 
Figure 2.38: Fuzzy logic controller block diagram [78] 
2.11.3 Cascade Controller 
Cascade controller is a combination of feedback controllers where two or more parameters of interested 
are controlled with one input. The primary controller serves as a set point for the secondary controller. 
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The inner loop is faster than the outer loop so it must react faster than the outer loop so that it has enough 
time to correct the disturbance to the outer loop.  The inner loop disturbances are less severe than the 
outer one. 
In basic velocity control servo loop, the simplest algorithm to implement is either PI or PID controller. In 
most cases, the velocity control loop is sufficient for some applications as it can react to rapidly changing 
commands and resist to high-frequency load disturbances. However, only velocity loop cannot ensure that 
the machine stays in the desired position over long periods of time. This can come from slipping, friction 
and rounding errors of the velocity estimation. Since most machines require position control, the velocity 
loop must be augmented. 
To overcome this, the cascade version of both position and velocity is introduced. There are many 
versions that can be applied. The main idea of the controller can be shown in Figure 2.39. The servo 
controller has outer position loop with one set of controllers and another inside velocity loop. Both signals 
are coming from position feedback. The idea is to compensate the position error into the velocity loop 
when the position error is too high. Some other variations can be found such as the additional feedforward 
or more sophisticated control law for both position and velocity loop, which can also be non-linear. The 
tuning process starts from the inner loop then the outer loop. 
Some controllers also include current loop, which is the innermost loop that can be implemented. The 
current loop controller handles electrical part of the servo system so that it has much higher bandwidth 
than the velocity and position loop. Thus, the transfer function of the electrical component can be 




Figure 2.39 Cascaded loop motion controller [193] 
In addition, most controllers can also include the feedforward portion in addition to the feedback portion 
as shown in Figure 2.40. The control variable adjustment is usually based on set point and knowledge 
about the process model and disturbances in the form of a mathematical model. This portion of the 
controller can also include friction compensation model. 
 
Figure 2.40 Cascaded loop motion controller with feedforward terms [78] 
2.12 Blade Quality Assessment 
The blade quality is evaluated by several parameters that defined sharpness and straightness. In this study, 
only images from blade geometry will be focused. According to the sharpness of straight edge blades in 
cutting soft solid, three main geometric parameters are assessed to form blade sharpness index: edge 
radius of the tip, the wedge angle of the blade, and the blade surface profile [79]. Blade surface profile 
can be evaluated by two parameters namely blade surface roughness and straightness of the blade. 
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2.12.1 Edge Radius 
Edge radius is evaluated by fitting the largest circle possible into the edge of the tools, in this case, the tip 
of the blade. Usually, it is performed under microscope or SEM. In this study, edge radius cannot be 
measured directly. According to previous studies, the sample to measure the edge radius is a cross-section 
cut using FEI Dual Beam 235 FIB. The sample is first sputter coated with gold/palladium alloy to prevent 
charging of a specimen with an electron beam and also increase the signal to noise ratio in the TEM. On 
the FIB, ion beam induced deposition of platinum is locally deposited on the edge. This deposition can 
protect nano-scale features during ion-beam milling. The milling is performed on both sides to create the 
cross-section layer. After that, the edge radius of the sample can be measured in the FIB directly or 
transferred to a Hitachi S4700 High-Resolution SEM. We can evaluate the largest circle possible to find 
the edge radius of the blade using non-linear least square circle fitting. 
2.12.2 Wedge Angle 
The wedge angle of the blade is measured on the Dektak 3030 profilometer. Line scan measurements of 
100 µm with a cutoff frequency of 50 µm are taken across the cross-section of the blade edge. Line scan 
measurements are repeated along various regions on the blade edges. 
2.12.3 Straightness 
Blade straightness is characterized from both a top view (X-Y plane) as well as from a side view (X-Z 
plane) as shown in Figure 2.41. Both data points are gathered from SEM images. Noting that, the side 





Figure 2.41: Blade straightness orientations for evaluation (a) top view (X-Y plane) (b) side view (X-Z 
plane) [3] 
 
2.12.4 Blade Roughness 
The surface roughness is measured on the Dektak 3030 profilometer. Roughness measurements are taken 
along 500 µm line scan measurements that are repeated along the molded rake face with a cutoff 
frequency of 50 µm. Line scan measurements are repeated along various regions on the molded rake face. 
2.12.5 Blade overall formation 
For blade formation, the ability to produce a blade with angle according to dies are evaluated. The 
included angle of the mold dies geometry is nominally 45°. The coordinate data of the edge location is 
found from an SEM image.  Least squares regression linear fitting is used on both edges, so the included 
angle is measured. Regions around the tip and the extreme edges are disregarded due to the curvature of 
these areas. 
2.13 Gaps in Knowledge  
The discovery of bulk metallic glass allows researchers to focus on understanding both the crystallization 
process and the material behavior for a wide range of BMG compositions. Vitreloy-1 is shown to be a 
viable alternative material for manufacturing precision surgical blades with very high strength (1900 
MPa), hardness (534 HV) and wear resistance. This is ideal for forming and maintaining a strong stable 
cutting edge. Additionally, thermoplastic forming is one of the processes that have potential applications 
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that this material can be shaped at large supercooled region (625-705K). This creates the micro-forming 
process of the blade geometry and edge blades to potentially reduce the costs.    
In previous studies, Krejcie et al. [7] and Zhu et al. [8] demonstrated excellent edge formation capability 
in a 1D and 2D configuration respectively. In 2D configuration, various blade shapes such as multi-facet 
and curvilinear have been achieved. The blade qualities such as edge radius, straightness, and surface 
roughness have been addressed and met the specifications. However, both testbeds cannot consistently 
produce blade shapes from the same set of parameters. A new combination of temperature and feed rate 
controllers must be implemented in order to maintain the overall blade quality and improve the 





Chapter 3: System Identification and Controller Selection 
The system identification of the heater and the actuator is essential for the development of a controller to 
accurately regulate its parameters. For heaters, the process of thermoplastic molding and drawing is 
highly dependent on temperature due to its temperature-dependent viscosity. [36–38] Controlling 
temperature precisely would lead to consistency of the blade manufacturing. In addition, it may lead to a 
better understanding of the relationship between temperature and feed rate of the drawing process that 
affects stress-strain rates to the bulk metallic glass (BMG) flow stress. Since the process of thermoplastic 
drawing is highly dependent on feed rate control, the precise control of feed rate would also lead to 
significant improvement of blade manufacturing process in terms of repeatability and surface finish. [7,8] 
 
This chapter will begin with the system identification and development of the controller for heaters of the 
test bed. The system identification of the heater will be performed using the number of models including 
first-order system, gradient based-model, Kalman filter and finally, ARX modeling approach. Two 
controllers namely, PID and Fuzzy logic control of the heaters will also be discussed in this chapter. The 
controller of the molding actuator will also be discussed. For the linear actuator, the system identification 
and the controller of the drawing module will be developed and analyzed. The comparison of the tracking 
performance from the simulated controllers can help us choose the candidate controllers to be 
implemented in Chapter 4.   
3.1 System Identification of the Heaters 
A mathematical model of the heat exchangers will be developed in this section so that it can be 
implemented to the testbed for temperature control. 
3.1.1 Assumptions 
Six heat exchangers and six resistive temperature detectors (RTD) on this testbed are located on two 
drawing modules and one on molding module (two on each module). During steady state, each heater can 
be modeled as a simple point heat source with heat conduction and convection to the ambient 
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temperature. For simplicity of the analysis, the temperature of the profile is assumed to be evenly 
distributed around the tip of the flexure. In addition, the lumped analysis is performed. Biot (𝐵𝑖) number 




    (3.1), 
where ℎ is the natural convection coefficient of air (estimated from 1-100 𝑊/𝑚2𝐾) [197], 𝐴 is the area of 
the heating module, 𝑘 is the thermal conductivity of the carbon steel [86]. 
In this study, 𝐵𝑖 is estimated roughly to be 0.041 ± 0.03 << 1. Thus, lumped parameter formulation can be 
suggested since the heat conduction inside the heater is much faster than the heat convection resulting in 
negligible temperature gradient inside the heater. 
Further investigation is focused on the effect of water coolant to the cooling since in the model, heat 
transfer due to flowing water has to be considered. The heat exchanger of upper molding module was 
heated up to 393 K and two cases of cooling were studied. In the first case, the water was cycled through 
the system with the pump while the second case was performed without cycled water. The temperature of 
the two experiments as a function of time is shown in Figure 3.1. The result shows that when the water is 
cycled through the system, the cooling rate is slightly faster. However, for such system with a large time 
constant, this effect can be neglected. In addition, the water cooling is not turned on during the molding 
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process since it introduces oscillation to the mount station, which makes the drawing actuator 
uncontrollable. 
 
Figure 3.1: Heat transfer of water flowing can be neglected due to the similar temperature output 
3.1.2 First-order temperature output 
From the convective heat transfer point of view, the heat transfer between a body and its surroundings, 
which is convection boundary, can be expressed as Newton’s Law of cooling as; 
𝑞𝑐𝑜𝑛𝑣 = ℎ(𝑇 − 𝑇∞)       (3.2), 
where 𝑞𝑐𝑜𝑛𝑣 is heat flux, ℎ is the heat transfer coefficient, and 𝑇∞ is the bulk temperature of the 
surrounding environment. 
For lumped parameter estimation, the energy exchange mechanism is only convection through Eq (3.2) 
and the heat source from the heater, so the energy balance equation becomes; 
−𝑚𝑐𝑝𝑑𝑇 = ℎ𝐴(𝑇 − 𝑇∞)𝑑𝑡 + 𝑞𝑢,      (3.3),    
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where 𝑚 is the mass of the heating module, 𝑐𝑝 is the specific heat of the carbon steel, 𝐴 is the surface area 
of the heating module, and 𝑞𝑢 is the heat flux from the heat source. 
The analysis shows two cases of the operation of the cooling case when the heater is turned off and the 
heating case when the heater is turned on. Integrating both sides of Eq (3.3) yields a first order response, 
which can be expressed as; 












 , and 𝑇(0) is the initial temperature of 673 K. 
At first, the cooling case is considered. We consider Eq (3.4) with 𝑞𝑢 = 0. Ambient temperature, 𝑇∞, is 
assumed to be at 298 K. Since we do not have information about time constant of the cooling, with 𝑞𝑢 =
0, we can determine this term in the experiment using linear curve fitting of the logarithm of temperature, 
at which the slope is −
ℎ𝐴
𝑚𝑐𝑝
 and y-intercept at 𝑙𝑛(𝑇(0) − 𝑇∞). All six heaters in the experiment are heated 
to 673 K with a step function and then cooled down to ambient temperature. This temperature value is 
selected from the temperature that will be used in the thermoplastic process. The fitting parameters 𝑡𝑐 of 
each heater is calculated and shown in Table 3.1. The heaters of upper and lower mold, upper and lower 
left drawing actuators, and upper and lower right drawing actuators is labelled as RTD 1 to 6, 
respectively. Temperature data as a function of time in cooling compared to experiment is shown in 
Figure 3.2. Without the heating element, 𝑞𝑢, the first order response during the cooling can show 
exponential decaying temperature from the model matching the experiment well. For molding module, 
the first-order model fits better compare to the drawing module since the molding module are located in a 
more compact system and has a larger mass. It is less sensitive to the temperature change compared to the 






Table 3.1: Time constants of each heat exchanger 
 
Figure 3.2: Drawing module (left) and molding module (right) temperature comparison between 
experimental data and first order model. 
Similar to the cooling case, the heating case scenario without control can also be expressed by Eq (3.4). 
For simplicity of the model, the body heat flux from the input source, 𝑞𝑢, is assumed to be constant and 
evenly distributed throughout the heater body. In addition, in this case, temperature, 𝑇 > 𝑇∞ so that 𝑞𝑢 
cannot be negative. 𝑞𝑢 can be estimated from the experiment from time constant obtained from the 
cooling case, but the ambient temperature is fixed to 298 K as opposed to the data obtained. Two 
experiments were performed in upper molding heater initially with a goal to obtain some information on 
𝑞𝑢. At first, a step function is the input signal so that the body heat source can be calculated as shown in 
Figure 3.3 (left). A step function is a control input (1 V) to the heater that is heated from room 
temperature to 673K. In this model, 𝑞𝑢 is initially assumed to have a linear relationship with control effort 
input signal, 𝑢. The analysis does not agree with the linear relationship assumptions made. It is found that 
 RTD 1 RTD 2 RTD 3 RTD 4 RTD 5 RTD 6 
𝑡𝑐 (s) 673.9 762.2 529.9 540.8 550.3 426.8 
𝑇(0) − 𝑇∞  (K) 634.4 633.6 532.7 572.1 575.5 579.2 
𝑇∞ (K) 308.9 307.9 376.6 327.11 323.7 333.2 
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apart from ℎ, 𝑞𝑢 is also a nonlinear function of 𝑇. As the temperature is higher, q is decreased as seen in 
Figure 3.3 (left). For simplicity, 𝑞𝑢  is estimated in just temperature range of operation, which is at 673 K 
instead of the whole temperature range.  
Further investigation is performed to see some other effects of the heater. The first investigation involves 
the time delay of the input to the heater. A square wave signal of 0 V and 1 V with 0.1 Hz is sent to the 
heater as shown in Figure 3.3 (right). The temperature response is found to be delayed by 0.6 s when the 
control effort is set to 1 or 0. This effect is consistent throughout the temperature range. All the heater 
models will be compensated with 0.6 s delay. 
 
Figure 3.3: Temperature rises as a step function (left) and square wave input (right) 
The trial first order model was constructed based on the temperature range of 300 to 400 K. The model of 
the upper molding heater and its experimental data are shown in Figure 3.4. The model fits quite well 
with the experiment in terms of tracking temperature, but it is obvious that this heat exchanger needs 
higher order model in order to output more accurate temperature data due to temperature rate of change 
term and nonlinear body heat source. Further investigation also confirms as the rate of the temperature 
change is not constant with time. A model with a higher order or some other methods have to be 
employed in order to fully describe the behavior of heat exchanger. In addition, considering the only 
region of operation of thermoplastic molding and drawing process of BMG, which is from 650 to 690 K, 
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to evaluating time constant in that region can be hard to compute due to non-linearity effect of both ℎ and 
𝑞𝑢. Hence, other methods need to be implemented, and will be described in the next section.  
 
Figure 3.4: A trial model of first-order response and experimental data of the upper molding heater with 
0.1 Hz square wave input (300 – 400 K temperature range) 
3.1.3 Model Prediction with Gradient-Based Model 
As discussed in Section 3.1.2, the first-order model could not successfully be used to present the heater 
model. An alternative method is to estimate parameters of the plant using a gradient-based method. This 
method is significant in a sense that the identification parameters can be updated online. Thus, the plant is 
modeled as a first-order stable model with varying parameters. This specifically is true since the heat 
transfer coefficient and heat source are proportional to the temperature. For initial analysis, we consider 
one-dimensional plant as; 
?̇? = −𝑎𝑇 + 𝑏𝑢    (3.5). 




The update laws used are; 
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?̇̂? = 𝑥𝑒       (3.6), 
?̇̂? = −𝑢𝑒      (3.7), 
where 𝑎 and 𝑏 are the true parameters of the heaters and input, ?̂? and ?̂? are the estimated parameters, 𝑒 is 
the error output signal. 
The goal of this model is to predict the heater parameters namely, ?̂? and ?̂? to update the temperature from 
the input signal. The experimental data was collected from each heater while the input signal was set to 
the a simple bang-bang rule. If the temperature feedback is less than 663 K, the output signal will be 1 
and if the temperature feedback is above 653 K, the output signal will be 0. The data is collected through 
LABVIEW with a time step of 0.1 s. The data is then imported to MATLAB where the algorithm was 
simulated in Simulink. The output data is shifted forward by 0.6 seconds to compensate for time delay. 
Figure 3.5 illustrates the block diagram according to Eq (3.5).  
The simulation shows that ?̂? and ?̂? converge as expected as well as an error signal, 𝑒. It is noted that the 
steady state values of ?̂? and ?̂? fluctuate as the input changes. This suggests that the plant cannot be 
considered as a one-dimension model and also implies the plant is non-linear. Another issue with this 
model is that it takes more than 200 seconds to reach a steady state of the estimation after the temperature 
reaches 663 K. In terms of implementation, this model is not likely to succeed with the practical 
implementation as the time constant of the system is too high. The model would be very slow to correctly 
estimate the values. Even though the gradient-based model can be employed to estimate at a higher order 
to improve accuracy, this method has to be performed in matrix notation. It is highly computer intensive 
in Field-programmable gate array (FPGA) to implement matrix caluculation block. As a result, the 




Figure 3.5: Simulink diagram of gradient-based method 
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3.1.4 Model Prediction with Kalman Filter Approach 
One of the modifications that can be made to the model regarding temperature is to implement Kalman 
filter so that the prediction of temperature could be done accurately. In addition, the system dynamics of 
this system is slow so it is possible to use Kalman filter to compute several steps ahead of time. The 
dataset used in this section is from Section 3.1.2, which is 0.1 Hz square wave signal. Initially, the state 
space model identification method available in MATLAB is used to identify the plant. The singular 
values decomposition clearly shows the drop off in values from the second order to the third order. As a 
result, the second order discrete Kalman filter implementation is selected to predict each heater mode. 
In FPGA implementation, it is more convenient to implement matrix calculation in one large dimension 
rather than many smaller ones so that the block operation can be minimized. For all 6 heaters to be coded 
in compact form, a 12-by-12 state space equation of all six heaters containing temperature, input and 
temperature rate of each heater is constructed. This model is implemented directly to LABVIEW along 
with full state feedback control and will be discussed in Chapter 4. 
3.1.5 Model Prediction with ARX Approach 
Due to the complexity of the heat exchanger, Auto-Regressive eXogenous (ARX) input model can be 
used to predict temperature. Since the dynamics of the plant is very difficult to be accurately modeled, 
ARX structure is used in this kind of situation that deep knowledge model is not necessary. The ARX 
model is chosen in this case for its simplicity and fast implementation yet accurately predicts the system 
output temperature. Predicted temperature, ?̂?𝑡, from ARX model is expressed as 






+ 𝜀 ,   (3.8), 
where 𝑇𝑡 is the temperature at time 𝑡, 𝑢𝑡 is the controller input at time 𝑡, 𝜀 is noise signal and 𝑐0, 𝑎𝑖, and 
𝑏𝑖 are fitting constants. The model order is represented by ARX(p,q) 
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A regression model of the temperature can be expressed by input and history of temperature feedback. Six 
ARX models were tested, which are ARX(1,1) ARX(1,2) ARX(2,2) ARX(2,3) ARX(3,2) and ARX(3,3), 
respectively. The time step of ARX model is 0.1 seconds to accommodate LABVIEW real-time resource 
in the testbed. These simulations are then compared with each other. ARX(1,1) and ARX(1,2) are not 
sufficient for the predictions due to large errors, which agree to the previous sections that the heater plant 
is not the first-order model. It is found that the model of larger orders can correctly predict the 
temperature. This also agrees with singular values decomposition, where the singular values of the models 
higher than first-order drastically decrease. It is found that the errors of the prediction of ARX(2,2) to 
ARX(2,3) are similar with less than 0.5% RMS error difference. To avoid over-parameterization, a model 
with the least order, which is ARX(2,2) is chosen for this prediction for control purpose as;  
?̂?𝑡(𝑘 + 1) = 𝑎1𝑇(𝑘) + 𝑎2𝑇(𝑘 − 1) + 𝑎3𝑢(𝑘) + 𝑎4𝑢(𝑘 − 1),            (3.9), 
where ?̂?𝑡 is the predicted temperature, 𝑇 is the temperature data, 𝑢 is the discrete input data (0 or 1), and 
𝑎𝑖  is the fitting parameters respectively. Table 3.2 shows 𝑎𝑖 of the ARX(2,2) model for each heater, 
respectively. 
 𝑎1 𝑎2 𝑎3 𝑎4 
RTD 1 17.427 -16.427 0.3714 0.614 
RTD 2 18.802 -17.802 0.164 0.513 
RTD 3 14.942 -13.948 2.022 2.334 
RTD 4 16.173 -15.177 1.402 1.789 
RTD 5 16.357 -15.361 1.212 1.943 
RTD 6 14.968 -13.974 2.204 2.171 
Table 3.2: ARX(2,2) fitting parameters of the heaters 
The model is verified with the experimental data, for which the input data set similar to a bang-bang 
controller with upper and lower threshold of 665 and 670 K, respectively as shown in Figure 3.6 (bottom) 
is used. The controller will change from 0 to 1 V when the temperature is below the threshold of 665 K 
80 
 
and switch back to 0 V when it is above the upper threshold of 670 K. The comparison data between the 
experimental data and the ARX(2,2) of one of the heaters (RTD 1) is shown in Figure 3.6 (top). The 
ARX(2,2) can predict the temperature quite well. All temperature predictions of six heater models agree 
with the experimental data within less than 1% root-mean-square error (RMSE). 
 
Figure 3.6: Input signal to the heater Comparison of temperature between AR(2,2) model and 
experimental data of the heat exchanger (bottom). 
With n-step forecasting, we can use ARX model to predict ?̂?𝑡+𝑛 by using an auto-regression model to 
estimate by substituting prior data into the original AR model. The output can then be substituted again to 
predict ?̂?𝑡+𝑛. This method will affect the uncertainty of the auto regressive model and reduce the 
confidence level of uncertainty as n increases. In addition, as n is increased, the memory of the controller 
becomes larger, which is difficult to accommodate. Initially, the ARX(2,2) model with 4-step forecasting 
is performed. The experiment and the model results are shown in Figure 3.7. The plot shows that the n-
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step predicted temperature can be made with a sacrifice of accuracy. The maximum error of this 4-step 
forecasting is around 2.5K. The n-step forecasting is useful to predict the temperature that has a large time 
constant and delay especially as it is in this case where it can be implemented on the testbed. 
 
Figure 3.7: Comparison of temperature between 4-step ARX(2,2) model and experimental data of the 
heat exchanger. 
3.2 Controller of the Heaters 
The temperature controller is designed to be implemented inside the Real-Time (RT) portion of the data 
acquisition system (DAQ) since it does not require fast controller compared to the actuators. The main 
concern of the heater controller is the ability to implement due to limited computational resources. As a 
result, these controllers, after system ID and model predictions, will be implemented to the LABVIEW 
directly without simulation in order to maximize the CPU performance as well as reduce the steady state 
error. We explore two candidate controllers, which are PID and fuzzy logic control for the heaters. 
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3.2.1 PID Controller 
The PID algorithm is used to set the duty cycle of a PWM signal for relay control of the heaters. This 
controller has already been applied to the temperature feedback in LABVIEW implementation in the 
previous study [8]. The control loop is retuned to a cycle time of 4 seconds instead of 5 seconds for better 
performance yet minimizing mechanical wear on the relays. There are some concerns regarding the PID 
controller. The first one is the long the cycle time, which makes the PID not effective especially the 
integration term. Another concern is the integration term with the n-step forecasting estimation. The 
integration term can start overcompensating the error during the hold cycle, which makes the tuning 
difficult. The performance analysis of the controller will be compared with other controllers in Chapter 4. 
3.2.2 ARX Predictive Fuzzy Logic Control 
The temperature control steady state error of the heaters may not be effectively controlled by PID 
controller due to long cycle time. Fuzzy logic control is a logic-based control that analyzes input 
temperatures in terms of continuous values between discrete values, which are 0 and 1. It is a simple 
concept that can be implemented to control such system that is hard to model or maybe too expensive for 
computer processing. This type of controller has potential to be practical since the relay switches cannot 
be switched too frequently. Fuzzy logic control can be implemented with much less amount of resource 
and result in similar or better outcome, especially, in a much slower system like temperature. In addition, 
we can implement another predictive portion of the controller to better get feedback temperature data in 
the control loop. Again, this controller will be implemented directly to the LABVIEW in Chapter 4 due to 
limitations of the CPU resources. 
3.3 Mold Gap Control 
The gap measurement is a critical parameter to determine the preprocess dimension of the blade 
formation. To accurately control the mold gap is essential since it is one of the parameters that have been 
highly involved in the success of the blade manufacturing. It is reported in the previous studies that the 
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appropriate mold gap according to its geometry can lead to high-quality blade formation [7],[8]. It is also 
a control parameter in this study, which can be further studied in the future. 
The molding actuator converts arc motion of the lever arm into translational motion with help of air 
bearings. The module consists of a lever arm forming a slider-crank driven by a linear actuator. The arc 
motion from the lever arm is then constrained by 3 air bearings to create translational motion on to the 
dies. The connector rod joints are located along the axis of molding force to minimize torque generated 
during molding. During molding, this mechanism creates high mechanical advantage yet retains accurate 
alignment of the motion between the dies. The assembly is shown in Figure 3.8. The molding mechanism 
module includes two cartridge heaters and one RTD sensor on each upper and lower die. Water blocks 
have also been added to the linear stage to prevent overheating. The distance between the lower and upper 
mold is measured with LVDT sensor along with calculation from the inverse kinematics of the stage. 
The inverse kinematics of the linear guide rail stage coupled to the lever arm mechanism is necessary to 
compute the distance between the molded gap. The labeled parameters on the front view of the molding 
module are shown in Figure 3.9. Homogeneous transformation matrices in the Denavit-Hartenberg 
convention can be used to derive the molded gap distance as a function of the lever arm angle as 
discussed in [8]. 
𝑑4 = 𝑏1 sin(𝜃1 − 𝜃𝑝𝑖𝑛) − 𝑑𝑦𝑦 − √𝑏2
2 − 𝑑𝑥𝑥
2 + cos(𝜃1 − 𝜃𝑝𝑖𝑛) − 𝑏1
2 cos(𝜃1 − 𝜃𝑝𝑖𝑛)
2
,     (3.10), 
where 𝑏1 = 160.503, 𝑏2 = 31.365, 𝑑𝑥𝑥 = 160, 𝑑𝑦𝑦 = 44.065, 𝜃𝑝𝑖𝑛 = 4.538° , 𝜃1 is the angle of lever 





Figure 3.8: Inside linear guide rail stage (a) stage base with lower die (b) upper and lower dies with 
heater cartridge (c) full assembly with the lever arm connected via a rod 
 
Figure 3.9: Front view of modeling actuator 
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Another mold gap distance measurements are measured by LVDT sensor that is connected to the lower 
die of the testbed. Both of the measurements from LVDT and 𝑑4 from the calculation using Eq. (3.10) are 
compared. It is found that the distance from LVDT is less sensitive to thermal expansion and hysteresis 
from the motion of the lever arm. Thus, in this study, only distance from LVDT is used to determine the 
mold gap of the sample in the molding chamber. 
It is observed that during temperature control, transient thermal expansion responses slowly to a high 
temperature of the molding module. This effect causes an increase in gap length due to thermal expansion 
of the dies and the module itself. The plot of gap distance is shown in Figure 3.10 when the heater is 
heated from ambient temperature to 683 K. The gap length significantly increases initially from 0 µm in 
the first 200 s. This increase is mainly due to thermal expansion that the modules experience from an 
increase in temperature. At around 400 s the thermal expansion at its peak starts to gradually decrease 
from the overshoot until it reaches a steady state value at around 900 s. In order to maintain consistency 
and accurately measure the gap length. The thermoplastic drawing controller has to let thermal expansion 
reach steady state for at least 900 s before performing the deformation. 
 

































3.4 System Identification of the Drawing Actuators 
Voice coil-drive actuator on both sides could be simply modeled as a mass-damper system in the ideal 
situation, which is a second-order model. We explore both time and frequency model to get a better 
understanding of the drawing module. At first, frequency model is explored. To obtain more information 
confirming the analysis, frequency analysis was performed experimentally. Sending pulse signal with 
varying frequency to the system and collecting velocity and position as a function of frequency can help 
investigate and plot frequency response of the system. The input signal is a sinusoidal wave with ramping 
frequency from 1 to 10 Hz with an increment of 0.5 Hz per frequency step for 5 seconds each frequency. 
Frequency response plots of velocity and position are shown in Figure 3.11.  
 
 





















































































Frequency Response of Velocity and Control Effort
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Due to limitations of the data sampling rate from FPGA to host computer, the maximum sampling rate of 
the collected signal can be obtained only up to 200 Hz. At frequency higher than 200 Hz, the frequency 
response has no useful information since it contains purely noisy data from FPGA. In addition, slipping 
occurs frequently during the experiment, which leads to hysteresis and ultimately inaccurate model. The 
frequency analysis would have been useful for modeling if the DAQ is not limited to just 200 Hz. Due to 
time step limitations, transfer function model is developed from theory based on the physical and 
electrical model. 
3.4.1 Transfer Function Identification 
The model of the drawing module can be expressed mathematically by a mass damper system connected 
to a linear actuator. The mechanical portion can be expressed in frequency (Laplace, s) domain as; 
 𝐹(𝑠) = 𝑚𝑠2𝑋(𝑠) + 𝑐𝑠𝑋(𝑠)   (3.11), 
where 𝐹(𝑠) is the force from the actuator, 𝑚 is the mass of the moving drawing module including the 
heating chamber, the gripping teeth and the connecting rod to the dashpot, 𝑐 is the damping coefficient of 
the dashpot. 




       (3.12) 




+ 𝐾𝑏𝑠𝑋(𝑠)     (3.14) 
𝐸𝑎(𝑠) = 𝑃(𝑠)𝑈(𝑠) =  𝑅𝐼(𝑠) + 𝐿𝑠𝐼(𝑠) + 𝑉𝑏(𝑠) ,      (3.15) 
where 𝐼(𝑠) is the electrical current from the controller,  𝐾𝑏 and 𝐾𝑓 are actuator constants, 𝑉𝑏(𝑠) is the 
emf voltage, 𝑅 is the electrical resistance of the actuator, 𝐿 is the electrical inductance of the actuator, 
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𝐸𝑎(𝑠) is the input voltage from the servo amplifier, 𝑃(𝑠) is the transfer function of the servo-controller 
amplifier, and 𝑈(𝑠) is the input voltage from the LABVIEW. 















           (3.16). 
Parameters are listed: 𝐾𝑏 = 26.8
𝑉
𝑚2
, 𝐾𝑓 = 26.8 𝑁/𝐴, from the specs sheet of the manufacturer, 𝑅 = 21.85 
𝛺, 𝐿 = 30.1 𝑚𝐻. It is noted that the electrical inductance mode of the system is much lower than 
resistance. This will generate pole that is on the far left of the system, which can be neglected. The 





𝑅(𝑚𝑠 + 𝑐) + 𝐾𝑏𝐾𝑓
                     (3.17). 





            (3.18). 
However, during the testing of servo amplifier time constant, the time constant of the servo-controller is 
much faster than the fluid damper, we can also neglect this pole and reduce it to just DC gain. The final 















𝑅(𝑚𝑠 + 𝑐) + 𝐾𝑏𝐾𝑓
            (3.19). 
The original expression is a transfer function with 1 fast pole and 1 slow pole. The reduced transfer 






3.4.2 Preload and Force Measurement of Drawing Actuator 
Stellar Technology VLC856 button-type load cell with a 222 N capacity is installed on each side of the 
actuator to measure applied drawing force. The force signal from the load cell is amplified with 
Honeywell DV-10 bridge amplifiers and calibrated as provided in Figure 3.12 [8] 
 
Figure 3.12: Force signal and load cell measurements calibration [8] 
The load cell is modified to be pre-loaded with a disc spring located between the adapter housing plate 
and the load cell as shown in Figure 3.13. This preload allows the load cell to measure negative force 
during the process as well as better respond to the low force signal. From studies in [7] and [8], the 
maximum drawing force is 60 N. The initial force signals on both sides are preloaded to around 100 N 
and then set to 0 N. This would give the reading to be able to measure from -100 N to 100N. During 
drawing process, the drawing force load is transferred through the load cell to the voice coil winding. A 




Figure 3.13: Cross-section view of the drawing module housing (adapted from [8])  
In addition, from Zhu’s experiment [8], it is found that slip occurs during the drawing process of blade 
formation as shown in Figure 3.14, which might be assumed to be caused by two actions. The first action 
is the gap produced between the load cell housing plate and the adapter plate because they were not 
attached together properly due to lack of preload. When horizontal actuator force is applied, the gap can 
cause slipping. The second action is the slip from the gripping teeth and the BMG sample due to 
insufficient normal force that is required for friction. The solution to the first problem is the installation of 
preload disc spring so that they eliminate the gap. The air pressure of the pneumatic teeth is also increased 




Figure 3.14: Velocity feedback show slipping effect from the drawing process 
3.4.3 Servo-Amplifier Actuator Gain 
The servo-amplifier actuator gain is the ratio of the force output and input voltage at steady state 
condition. Manipulating Eq (3.11) and (3.19), we can obtain DC Gain when the frequency is 0 









         (3.20). 
The force sensor attached on both sides measuring the force data when the actuator is at rest can measure 
the ratio between force and input voltage. To measure the gain of the actuator experimentally, the actuator 
is held at a fixed position. The input voltage of 1 to 5 V with an increment of 0.5 V is applied to the 
actuator and the load cell measures the stall force amplitude. The actuator force as a function of voltage 
input of each actuator is shown in Figure 3.15. The plot clearly shows the non-linearity effect of the load 
cell at lower input voltage. In theory, this plot should intercept at 0 when no input is fed to the system. It 
clearly shows that the modified load cell cannot accurately measure the force data. It has some error at 



































still be used. Both models are then substituted into Eq. (3.20)  to obtain G for both sides, which are 
5.7510 and 5.8806 on the left and right actuator respectively. 
 
Figure 3.15: Left actuator (top) and right actuator (bottom) gain of input voltage vs force output  
3.4.4 Mass and Damping Coefficient Identification 
From Zhu’s experiment, the value of damping coefficient was not determined. To measure the damping 
coefficient, steady state response was used to analyze in this case due to fast transient profile. Step 
response of magnitude 0.3 to 1 with an increment of 0.5 V is applied to the actuator. As the system 
reaches steady state, the acceleration term becomes negligible so that we can apply least squares 
estimation to find the damping coefficient. The damping coefficient of the left and the right actuator is 
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found to be 2.924E3 N/mm/s and 2.203E3 N/mm/s, respectively. In order to increase stiffness and 
stability of the controller and the drawing process, increasing damping coefficient is beneficial to the 
system for two reasons. The first reason is the stability of the controller is increased as the damping is 
increased. The second reason is that the effective mass can be measured since the transient portion of the 
step response will be slower. The damping coefficient was increased to roughly around 3.5E3 N/mm/s by 
adjusting the knob of the fluid damper manually until the steady state velocity of the actuator is met at 
around 2 mm/s when the step input function is sent to the drawing actuator. This calculation is based 
steady state relationship of the actuator.  
Since the damping coefficient is not expressed directly from the supplier, two experiments were 
performed. Constant mass with weight 9.7 12.7 and 15.7 N was attached to the actuator module while the 
actuator itself is detached from the system. The actuator is placed initially at stationary and pulled with 
the respected constant mass. During the transient state, the analytical solution of the velocity of the 
system can be expressed linearly in logarithm plot versus time. The slope of the plot can be expressed as 
−𝑐/𝑚 with a y-intercept of 𝑙𝑛(𝐹). In the steady state response, the damping coefficient can be expressed 
as the ratio between the mass weight and the steady state velocity. Both transient and steady state data can 
be used to find mass and damping coefficient, respectively. The mass of the actuator module was also 
initially measured directly for comparison. The data of mass and damping coefficients of both left and 
right modules are shown in the Table 3.3 
 Actual Mass (kg) Mass from the fitting (kg) Fitting Damping coefficient (Ns/m) 
Left 5.53 5.67 3.87E3 
Right 5.53 5.73 3.83E3 
Table 3.3: mass and damping coefficient from the experiment 
3.4.5 Final Transfer function model 
The final transfer function can then be constructed in the frequency domain from both second-order 











        (3.21) 










where 𝑉(𝑠) is the velocity output and 𝑈(𝑠) is the voltage input. 
As mentioned that the system order can be estimated to just first-order transfer function since the pole of 
the electrical portion is much faster than the one of mechanical. Figure 3.16 shows the step response plot 
comparison between the two models. Transient response of step input shows that it takes only about 4 ms 
to reach steady state level. The difference in transient is negligible. 
 
Figure 3.16: Step response of estimated first and second order drawing actuator model. 
In the simulation, the actuator is simulated in Simulink as shown in Figure 3.17. The transfer function 




Figure 3.17: Block diagram of the drawing actuator in Simulink 
3.4.6 Model verification of reduced first order transfer function model 
The first order transfer function model from Eq. (3.21) and (3.22) are then compared with the 
experimental data to verify its accuracy. The first one is a step response comparison. Since the step 
function can potentially damage the system causing jittering movement, step input with a pre-filter 
setpoint of 0.5, 1, 1.5, 2, 3, 4 and 5 V are the inputs to the actuator plants. Both actuators behave 
similarly. Figure 3.18 shows the results and comparison response of the right actuator. It is obvious that 
this actuator plant is not linear as the input signal is larger. This is potentially due to two contributions. 
The first one is the varying damping coefficient that gets smaller as the velocity increases. At high 
velocity, the velocity is less damped. Another one is the friction that contributes to the low-speed 
response so that the velocity is more damped. Since the actual drawing operation of the blade does not 
exceed 2 mm/s, the model is valid and represents the plant well up to the limited range. As a result, this 




Figure 3.18: Comparison of step response between the simulation (dotted) and the right actuator (solid). 
The second verification is the sinusoidal input. A sinusoidal wave of 0.5 and 2.5 Hz with an amplitude of 
1 is the input signals. Figure 3.19 shows the result of both input signals. The model predicts the plant 
quite well. As the frequency of the input gets higher, the amplitude of the response is higher. Some more 
sinusoidal inputs with higher frequency up to 10 Hz also show an increase in amplitude. This can be 




Figure 3.19: Comparison of sinusoidal response between the simulation (dotted) and the right actuator 
(solid). 
3.4.7 Drawing Process Model Identification 
The drawing force observed from the previous studies performed by Zhu and Krejchie [7], [8] can be 
divided into 2 phases of drawing. The first section is the blade surface formation where the force is 
ramped up to a constant set point and feed rate gradually catches up to a steady state value. The formation 
spans about 0.5 mm, which equals to the blade rake face length. The next section is edge formation, 
which starts with the transition phase of the controller. The velocity is gradually increasing from terminal 
velocity if there is no necking. This happens when the force is reduced since the cross-section is 
diminished. As a result, velocity increases to a higher value as the same force is applied. The controller 
used in [8] switches to velocity set-point to accommodate constant feed rate as the edge is formed. This 
velocity set-point from Zhu et. al [8] experiment behaves similarly to Krejchie’s results [8]. Feed rate and 
temperature combination from Zhu agrees with Figure 2.36 from Krejchie. It can be assumed that the 
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force profile of the drawing process starts with ramp response to a steady state value and then the force 
will suddenly drop down to 0 when the necking occurs.  
 
3.5 Controllers of Drawing Actuator 
The controller of the drawing actuator is constructed and simulated in Simulink. At first in this section, 
velocity and acceleration estimation are addressed. The controllers namely PID and cascade P-PI 
controllers are analyzed along with its discretized version. The pre-filter setpoint is then implemented to 
the controllers. Friction model is also introduced to be implemented in the testbed. Finally, the drawing 
process model is simulated with controllers to verify the analysis. 
3.5.1 Velocity and Acceleration Estimation 
In Zhu’s studies [8], the velocity signal is calculated with M method, which uses a regular discrete 
difference of two position points. M method [82,83] is the most common method where a fixed time step 
of 500 µs is used to calculate velocity from the difference between two position points. The resolution of 
this method for this application is 2.44E-3 mm/s. This method has constant resolution and provides decent 
resolution of velocity. Exponential moving average (EMA) was implemented on both velocity and 
acceleration estimation to mitigate noise of the signal. EMA filter was aimed to smooth out the 
fluctuations of the data after the velocity is calculated. The expression of EMA filter is expressed as; 
?̂?(1) = 𝑌1       (3.23), 
?̂?(𝑡) = 𝛼𝑌𝑡 + (1 − 𝛼)𝑌𝑡−1       (3.24).           
The threshold between short-term and long-term depends on the application determine the values of the 
parameter 𝛼. In this case, it is set to 0.01, which is similar to [8]. 
Regarding velocity estimation from the position encoder, two major approaches are considered, model-
based and non-model based. The model-based velocity estimation includes matrix manipulation with a 
time step, Kalman filter approach, kinetic Kalman filter or using observer matrix. These methods involve 
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matrix manipulation and various steps of calculation, which is significantly slower compared to the non-
model-based method. In FPGA programming the non-model based is preferred. There are several non-
model-based approaches including T method, adaptive windowing method, and using digital filters. 
T method [82,83] is a position-based calculation where the velocity resolution depends on the clock speed 
of the controller and the frequency of the loop. The resolution provided in this method provides better 
resolution at high speed, which can be as low as 1.957E-4 mm/s for the velocity of 1 mm/s. Lower 
resolution also comes with the price of more division operators in the algorithm. As a result, this method 
is not preferable due to low resolution at high speed and more division blocks required. 
Adaptive windowing method [84] is the adaptation of Euler approximation reducing velocity error 
variance and maximizing accuracy. The algorithm adapts the velocity signal depending on the window 
timeframe. This method has a drawback that the time window has to be picked case by case. The 
advantage of this method is that the resolution increase for slow velocity. This method is also preferable 
to this application. For testing, this method is implemented to the FPGA but the algorithm is too complex, 
so the consumption of the FPGA algebraic block is high. Due to lack of available computational 
resources, this method is then not preferable in this application.  
For digital filters apart from using EMA filter, we can combine several filters with different functions so 
that the performance of signal-to-noise ratio is increased as well as the accuracy of the resulting velocity 
and acceleration calculation. To increase signal-to-noise ratio Butterworth filter of specific cutoff 
frequency can be implemented. Butterworth filter is preferable since EMA filter can totally eliminate 
some high-frequency range. In addition, EMA filter can lead to high amplification of high-frequency 
noise, unlike Butterworth filter. Butterworth filter behaves similarly on the low-frequency range, but it 
can also amputate the high-frequency noise. The drawback of higher order Butterworth filter to 
LABVIEW is that it is highly computational intensive only lower order filter can be used. 
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Alternatively, the most efficient way is to combine both velocity calculation and the first order 
Butterworth filter to one filter called derivative filter. This can significantly reduce calculation time since 




   (3.25), 
where 𝛾 is the derivative constant. 
The results of all three approaches can be easily seen in Figure 3.20. The frequency response of the filters 
shows that EMA filter has one more zero than pole, so the response magnification will increase with the 
presence of noise. This is not favorable in the system. Note that Butterworth filter and derivative filter 
maintain the bandwidth of the closed-loop control system. In terms of phase, EMA and the derivative 
filter do not crossover the -180˚, so the derivative filter is the most favorable in this case. In addition, the 
derivative filter requires less computation resource compared to Butterworth filter. Once the derivative 
filter is implemented to the plant, the Bode plot comparison to the actual velocity is shown in Figure 3.21. 
The magnitudes of three filters are similar up to 100 rad/s. The frequency of the derivative filter starts to 
lag by 45˚ at 200 rad/s. This will lead to a slower response of the controller at high frequency, but the 
effect is minimal since the frequency of operation is low, which most of the reference signals for drawing 




Figure 3.20: Bode plot of velocity estimation comparison 
 
Figure 3.21: Bode plot comparison between velocity output and velocity filter.  
102 
 
3.5.2 PID and PI controller 
From the previous studies [8], PID controller was used in the actuator for control the feed rate (in this 
analysis will be called velocity) and force. The PID controller in discrete representation is represented by 
Eq (3.26) to (3.28). For feed rate control, the derivative term is essentially the acceleration feedback of 
the response as shown in Eq (3.28).  
𝑢(𝑘) = 𝐾𝑣𝑝𝑒(𝑘) + 𝐾𝑣𝑖𝐼𝑒(𝑘) + 𝐾𝑣𝑑𝐷𝑒(𝑘)      (3.26) 
𝐼𝑒(𝑘) = ∑ 𝑒(𝑘𝑖)
𝑘−1
𝑖=0
        (3.27) 
𝐷𝑒(𝑘) = 𝑎(𝑘)        (3.28), 
where 𝐾𝑣𝑝, 𝐾𝑣𝑖, and 𝐾𝑣𝑑 denote proportional integral and derivative gain respectively and 𝑒(𝑘) is the 
error signal between output and reference. 
Transfer function model of the drawing module from 3.4.1 along with the controller can be simulated in 
the Simulink. Figure 3.22 shows the block diagram of the controller and external signals for analysis. 
𝑅(𝑠), 𝐹(𝑠), 𝐸(𝑠), 𝐶(𝑠), 𝑈(𝑠), 𝐷(𝑠), 𝑃(𝑠), 𝑁(𝑠), and 𝑉(𝑠) represents reference signal input, pre-filter 
transfer function, error signal, controller transfer function, input signal, disturbance signal, plant transfer 
function, noise, and output signal in frequency domain, respectively. 
 
Figure 3.22: Block diagram of the feedback controller of the drawing actuator 
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The feedback analysis contributing from the PID Controller is analyzed. The transfer function between 





𝐹(𝑠)(𝑅𝑚𝑠2 + (𝐾𝑏𝐾𝑓 + 𝑅𝑐)𝑠)
(𝑅𝑚 + 𝐾𝑣𝑑𝐾𝑓𝐺)𝑠
2 + (𝐾𝑏𝐾𝑓 + 𝐾𝑓𝐾𝑣𝑝𝐺 + 𝑅𝑐)𝑠 + 𝐾𝑣𝑖𝐾𝑓𝐺
     (3.29). 
A reference step function 𝑢(𝑡) of velocity set-point at constant 𝑉0 is considered in the first case where 




𝑒(∞) = 0. The next case, we consider velocity with ramp set point of slope 𝑉0, the 𝑟(𝑡) = 𝑉0𝑡𝑢(𝑡), finite 
value theorem shows that the steady state error is non-zero constant 𝑅(𝑠) =
𝑉0
𝑠2




Noting that for 𝐹(𝑠) such as first order filter with gain 1, the closed loop analysis is still the same with no 
𝐹(𝑠) in the system. 
The disturbance rejection of the system is analyzed. From the previous assumption, the disturbance 
consists of a ramp and a constant signal, which is the first and second input types. Since 𝑁(𝑠) has a 
significantly less external effect compared to 𝐷(𝑠). Transfer function between output and reference 






(𝑅ท + 𝐾𝑣𝑑𝐾𝑓𝐺)𝑠2 + (𝐾𝑏𝐾𝑓 + 𝐾𝑓𝐾𝑣𝑝𝐺 + 𝑅𝑐)𝑠 + 𝐾𝑣𝑖𝐾𝑓𝐺
    (3.30). 
The steady state error, 𝑒(∞), is found to be dependent on the class of the disturbance force and the set-
point reference shown in Table 3.4. For a step reference and constant disturbance, the steady state error 












































   
Table 3.4: Steady state error of PID and PI controller 
Since the actuator plant is assumed to be first order reduced from second order, the closed loop plant with 
PI controller can also lead to zero steady state error up to the first order input. Both first and second order 
will yield the same result. Eliminating derivative terms helps reduce the complication of the derivative 
block. In Zhu studies, derivative terms are substituted with velocity and acceleration terms for position 
and velocity control, respectively. These terms essentially do not behave like derivative terms since the 
error signal is not calculated and feedback to the controller. In addition, the calculation of derivative term 
needs to be fast, so high computational resource is required. Slow derivative filter proposed cannot keep 
up with the frequency of the controller. As an alternative, derivative term is dropped so that the feedback 
analysis of PI controller is analyzed. A similar analysis can be applied where the transfer function 





𝐹(𝑠)(𝑅𝑚𝑠2 + (𝐾𝑏𝐾𝑓 + 𝑅𝑐)𝑠)
(𝑅𝑚)𝑠2 + (𝐾𝑏𝐾𝑓 + 𝐾𝑓𝐾𝑣𝑝𝐺 + 𝑅𝑐)𝑠 + 𝐾𝑣𝑖𝐾𝑓𝐺
     (3.31). 
As the constant velocity set-point, 𝑉0, is considered in the first case, finite value theorem can be applied, 
which the steady state error can approach zero as same as the PID case: 𝑅(𝑠) =
𝑉0
𝑠
 → 𝑒(∞) = 0. Finite 
value theorem of ramp signal also yields the same result: 𝑅(𝑠) =
𝑉0
𝑠2












(𝑅𝑚)𝑠2 + (𝐾𝑏𝐾𝑓 + 𝐾𝑓𝐾𝑣𝑝𝐺 + 𝑅𝑐)𝑠 + 𝐾𝑣𝑖𝐾𝑓𝐺
    (3.32). 
The only difference is the 𝑠2 term of the denominator. The error is found to be dependent on the values of 
the disturbance force and the set-point shown in Table 3.4, which is the same as PID case. 
The frequency analysis of the controller is also performed to see the robustness of the controller. Initially, 
the position controller is assessed and tuned. The comparison of Bode plot between the plant and the plot 
with a tuned controller is shown in Figure 3.23. The original open loop gain and phase margin of the plant 
is 72.7 dB at 1.97E3 rad/s and 89.9˚ at 1.03 rad/s, respectively. The tuned open loop gain and phase 
margin of the plant is 58.3 dB at 1.97E3 rad/s and 89.5˚ at 5.17 rad/s, respectively. Robustness of the 
controller of 14.4 dB is sacrificed to compensate for the tracking and steady state response of the system. 
The phase margin does not change after about 1 rad/s. 
 
Figure 3.23: Position open-loop Bode plot of the linear actuator with and without PI position controller  
For velocity controller, the controller is tuned as shown in Figure 3.24, where the open loop Bode plot 
compares the response of velocity from the plant and the plant with PI controller. The original open loop 
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gain and phase margin of the plant is 22.4 dB at 2.45E3 rad/s and 159˚ at 121 rad/s respectively. The 
tuned open loop gain and phase margin of the plant is 16.2 dB at 2.43E3 rad/s and 80˚ at 727 rad/s 
respectively. This controller is not that robust in terms of disturbance rejection. The phase margin is 
desirable, but the gain margin is quite poor. 
 
Figure 3.24: Velocity open-loop Bode plot of the linear actuator with and without PI position controller  
3.5.3 Cascade P-P and P-PI controller 
Sometimes only velocity loop cannot ensure that the machine stays in the desired position over long 
periods of time. This can come from slipping, friction, non-linearity effect and rounding errors of the 
velocity estimation.  The idea is to compensate the position error into the velocity loop when the position 
error is too high so that the cascade controller is constructed. The closed-loop bandwidth of the inner 
velocity loop is higher than the bandwidth of the outer position loop. Cascade controller structure requires 
that the bandwidth (speed of response) of each loop increases from outer loop to inner loop so that the 
dynamic delay caused in the inner loop could be ignored by the outer loop. The dynamic delay can also be 




Figure 3.25: Block diagram of cascade controller 
The first cascade controller tried in the simulation is the P-P controller, which has both of the position and 
velocity loop controllers to be just P controllers with a gain of 𝐾𝑝𝑝. The position output denoted as 𝑋(𝑠) 
can be shown as the combination of the three inputs, which are the reference signal, 𝑅(𝑠), the disturbance, 











𝑅𝑚𝑠3 + (𝑅𝑐 + 𝐾𝑏𝐾𝑓 + 𝐾𝑓𝐾𝑣𝑝𝐺)𝑠
2 + (𝐾𝑝𝑝𝐾𝑓𝐾𝑣𝑝𝐺)𝑠






𝑅𝑚𝑠2 + (𝐾𝑏𝐾𝑓 + 𝐾𝑓𝐾𝑣𝑝𝐺 + 𝑅𝑐)𝑠 + 𝐾𝑝𝑝𝐾𝑣𝑝𝐾𝑓𝐺
        (3.35). 
The error can be expressed as; 
𝐸𝑥(𝑠)
= 𝐹(𝑠)
(𝑅𝑚)𝑠 + (𝐾𝑏𝐾𝑓 + 𝑅𝑐)




(𝑅𝑚)𝑠2 + (𝐾𝑏𝐾𝑓 + 𝑅𝑐 + 𝑅𝑚 + 𝐾𝑣𝑝𝐾𝑓𝐺)𝑠 + (𝐾𝑏𝐾𝑓 + 𝑅𝑐 + 𝐾𝑣𝑝𝐾𝑝𝑝𝐾𝑓𝐺)
𝐷(𝑠)        (3.36) 
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The feedback analysis contributing from the cascade P-P Controller is analyzed. In this analysis, the pre-
filter is assumed to be 1. As the constant velocity set-point is considered, 𝑅(𝑠) =
𝑉0
𝑠
 . Finite value theorem 
can be applied, which the steady state error can approach a constant value:  𝑒𝑥(∞) →
(𝐾𝑏𝐾𝑓+𝑅𝑐)
(𝐾𝑏𝐾𝑓+𝑅𝑐+𝐾𝑣𝑝𝐾𝑝𝑝𝐾𝑓𝐺)
𝑉0. With ramp set point, finite value theorem shows that the steady state error does 
not exist as 𝑒𝑥(∞) → ∞. 
The disturbance rejection of the system is analyzed. First and second order inputs are analyzed and 𝑇𝑑(𝑠) 
will only be considered similar to Section 3.5.2. The steady state error of the constant disturbance is found 
to be:  𝑒𝑥(∞) →
𝐺𝐾𝑓
(𝐾𝑏𝐾𝑓+𝑅𝑐+𝐾𝑣𝑝𝐾𝑝𝑝𝐾𝑓𝐺)
𝑉0. With both error from reference and disturbance P-P controller is 
not suitable since it will experience instability as the input type of the disturbance or reference is more 
than first order.  
The integrator gain is then added to the velocity loop to solve the steady state error problem. Adding one 
integrator to the controller add one zero poles to the closed loop system, so that the system can be 
stabilized up to second order input. Cascade P-PI controller shows that the position output can be shown 






2 + (𝐾𝑝𝑝𝐾𝑣𝑝𝐾𝑓𝐺)𝑠 + (𝐾𝑝𝑝𝐾𝑣𝑖𝐾𝑓𝐺)
𝑅𝑚𝑠4 + (𝑅𝑐 + 𝐾𝑏𝐾𝑓 + 𝐾𝑓𝐾𝑣𝑝𝐺)𝑠
3 + (𝐾𝑓𝐾𝑣𝑖𝐺 + 𝐾𝑝𝑝𝐾𝑣𝑝𝐾𝑓𝐺)𝑠
2 + (𝐾𝑝𝑝𝐾𝑣𝑖𝐾𝑓𝐺)𝑠






𝑅𝑚𝑠3 + (𝐾𝑏𝐾𝑓 + 𝐾𝑓𝐾𝑣𝑝𝐺 + 𝑅𝑐)𝑠
2 + (𝐾𝑓𝐾𝑣𝑖𝐺 + 𝐾𝑝𝑝𝐾𝑣𝑝𝐾𝑓𝐺)𝑠 + 𝐾𝑝𝑝𝐾𝑣𝑖𝐾𝑓𝐺
        (3.38). 
The error can be expressed as; 
𝐸𝑥(𝑠)
= 𝐹(𝑠)
(𝑅𝑚)𝑠2 + (𝐾𝑏𝐾𝑓 + 𝑅𝑐)𝑠
(𝑅𝑚)𝑠3 + (𝐾𝑏𝐾𝑓 + 𝑅𝑐 + 𝑅𝑚 + 𝐾𝑣𝑝𝐾𝑓𝐺)𝑠




(𝑅𝑚)𝑠3 + (𝐾𝑏𝐾𝑓 + 𝑅𝑐 + 𝑅𝑚 + 𝐾𝑣𝑝𝐾𝑓𝐺)𝑠
2 + (𝐾𝑏𝐾𝑓 + 𝑅𝑐 + 𝐾𝑣𝑖𝐾𝑓𝐺 + 𝐾𝑣𝑝𝐾𝑝𝑝𝐾𝑓𝐺)𝑠 + 𝐾𝑣𝑖𝐾𝑝𝑝𝐾𝑓𝐺
𝐷(𝑠)        (3.39). 
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As the constant velocity set-point is considered in the first case, finite value theorem can be applied, 
which the steady state error, 𝑒𝑥(∞), can approach zero: 𝑅(𝑠) =
𝑉0
𝑠
 → 𝑒𝑥(∞) = 0. For ramp set point, 
finite value theorem shows that the steady state error is non-zero constant: 𝑅(𝑠) =
𝑉0
𝑠2




The disturbance rejection of the system is analyzed. First and second order inputs are analyzed. The error 
is found to be dependent on the values of the disturbance force and the set-point shown in Table 3.5. It is 
shown that during the steady state of the drawing, which implies step function of both reference and 
disturbance, the P-PI cascade controller can fully stabilize the system while it also rejects disturbance 
force with some constant errors similar to PID controller. This is due to the integration term of the 
controller  






































   
Table 3.5: Steady state error of P-PI controller  
The frequency analysis of the controller is also performed. Initially, the position controller is assessed and 
tuned. The controller is also implemented with the derivative filter. The comparison of Bode plot between 
the plant and the plot with a tuned controller is shown in Figure 3.26. The original open loop gain and 
phase margin of the plant is 72.7 dB at 1.97E3 rad/s and 89.9 at 1.03 rad/s respectively. The tuned open 
loop gain and phase margin of the plant is 58.3 dB at 1.97E3 rad/s and 89.5 at 5.17 rad/s respectively. The 
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phase margin of both PID and P-PI appears to be similar, but the gain margin of P-PI controller is more 
desirable than the PI controller. This controller will be used to implement in the testbed since it is shown 
to be more robust theoretically in terms of gain margin. 
 
Figure 3.26: Velocity open-loop Bode plot of the linear actuator with and without PI position controller  
3.5.4 Discretized controller 
So far, all of the controllers are implemented in the continuous fashion. In terms of implementation, 
controller algorithm is discretized for the use and versatility. It is also easier to implement and faster in 
terms of performance in the FPGA code. 
The integrator windup is implemented within the controller algorithm without complicated integrator 
windup loop algorithm. For discrete control, the integrator windup is implemented to set 𝑒(0) to be 0 at t 
is 0 and has a saturation for 𝑒(𝑘) signal. We consider the full form of the controller where the P-PI 
controller is considered. Other controllers are the modified version of the discretized P-PI one and will be 
discussed. We first obtain transfer function if the P-PI controller from the block diagram. The expressions 






− 𝑋(𝑠)  (3.40), 
𝑈𝑣(𝑠) = 𝑅(𝑠) − 𝑉(𝑠) + 𝐾𝑝𝑝𝐸𝑥(𝑠)  (3.41), 
𝑈(𝑠) = 𝑈𝑣(𝑠) (
𝐾𝑣𝑖
𝑠
+ 𝐾𝑣𝑝)       (3.42), 
where 𝑈𝑣(𝑠) is the control signal after position controller and 𝑈(𝑠) is the controlled signal to the actuator. 






. We can then obtain the input signal from the controller in discretized from at the k-th timestep 
to be; 
𝑢 = 𝑢(𝑘 − 1) + [
𝐾𝑣𝑖𝐾𝑣𝑝𝑇
2
+ 𝐾𝑝𝑝𝐾𝑣𝑝] 𝑒𝑥(𝑘) + [
𝐾𝑣𝑖𝐾𝑣𝑝𝑇
2
− 𝐾𝑝𝑝𝐾𝑣𝑝] 𝑒𝑥(𝑘 − 1) + [
𝐾𝑣𝑖𝑇
2




− 𝐾𝑣𝑝] 𝑒𝑣(𝑘 − 1)      (3.43).  
This expression can be directly used for the P-PI controller that will be implemented to FPGA. For 
simplicity, the coefficients values for each error value are represented by 𝐾1 to 𝐾4 respectively, so we 
obtain; 
𝑢 = 𝑢(𝑘 − 1) + 𝐾1𝑒𝑥(𝑘) + 𝐾2𝑒𝑥(𝑘 − 1) + 𝐾3𝑒𝑣(𝑘) + 𝐾4𝑒𝑣(𝑘 − 1)      (3.44). 
For the implementation of PI position controller, we can design the signal such that the outer loop will 
carry 𝑒𝑥 to the inner loop. We set 𝐾𝑝𝑝 = 1, 𝑒𝑣 = 0, and 𝑣𝑟 = 𝑒, so the last two terms in (3.43) disappear. 
In addition, the inner loop is also changed to PI for position control rather than velocity so 𝐾𝑣𝑝 and 𝐾𝑣𝑖 
from (3.43) will be  𝐾𝑝𝑝 and 𝐾𝑝𝑖, respectively. We obtain; 
𝑢 = 𝑢(𝑘 − 1) + [
𝐾𝑝𝑖𝑇
2
+ 𝐾𝑝𝑝] 𝑒𝑥(𝑘) + [
𝐾𝑝𝑖𝑇
2
− 𝐾𝑝𝑝] 𝑒𝑥(𝑘 − 1)        (3.45). 
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In frequency analysis of the discretized controller, open loop Bode plot is shown in Figure 3.27. The plot 
shows similarity up to 100 rad/s where the discrete PI controller starts to diverge to -180º faster than the 
continuous controller due to the Nyquist frequency of 1 kHz of the controller. 
 
Figure 3.27: Comparison of Bode plot between continuous and discrete PI position controller 
For the implementation of PI velocity control, the outer loop gain is set to 0 (𝐾𝑝𝑝 = 0 and 𝑒𝑥 = 0), so 
𝑣𝑟 = 𝑒𝑣. Similar to Eq (3.45), we can reduce Eq (3.43) to; 
𝑢 = 𝑢(𝑘 − 1) + [
𝐾𝑣𝑖𝑇
2
+ 𝐾𝑣𝑝] 𝑒𝑣(𝑘) + [
𝐾𝑣𝑖𝑇
2
− 𝐾𝑣𝑝] 𝑒𝑣(𝑘 − 1)            (3.46). 
In frequency analysis of the discretized controller, open loop Bode plot of PI and P-PI controller is shown 
in Figure 3.28 and 3.29 respectively. Both plots show similarity up to 100 rad/s, then the discrete 
controllers start to diverge to -180º faster than the continuous controller due to the Nyquist frequency of 1 




Figure 3.28: Comparison of open-loop Bode plot between continuous and the discrete PI velocity 
controller 
 




These discretized controllers can be simulated in the Simulink as shown in Figure 3.30. These three 
implementation approaches listed reduce the computation time since the implementation of the discretized 
version makes it possible to transform all the controllers discussed into one setup as expressed in Eq 
(3.44). The format of the discretized versions of the controllers can be coded in one algorithm with 
changes of 𝐾1 to 𝐾4 and several reset counters in the algorithm. In addition, this form of controller, after 
some modifications of the switching controller gain algorithm in LABVIEW code, can be used for PI 
position control as well as shown in Eq (3.45).  
Figure 3.31 shows the comparison of step response in simulation between continuous and discretized 
controller. The setpoint velocity of the simulation is a combination of step function of 0.5 mm/s at 1 s and 
1.5 mm/s at 5 s. The results are exactly the same, so it is shown that this discretized version can be used in 
the FPGA code. These tuning gains are preliminary parameters to be implemented in the actual test bed. 
 




Figure 3.31: Comparison of the continuous and discretized P-PI controller 
3.5.5 Pre-filter Setpoint 
Pre-setpoint filters are applied to both position and velocity setpoint. This prevents sudden command 
signal, which can potentially damage the actuators, especially in the velocity case. Figure 3.32 shows the 
closed loop position Bode plot of the controller with and without pre-filter setpoint and its step response. 
As expected, the rise time of the one with pre-filter setpoint is larger resulting in a slower response. In 





Figure 3.32: closed loop position Bode plot of the controller with and without pre-filter setpoint and its 
step response 
The effect of pre-filter response is more obvious in the velocity control case. Figure 3.33 shows the closed 
loop velocity Bode plot of the PI controller with and without pre-filter setpoint and its step response, 
respectively. Figure 3.34 shows the closed loop velocity Bode plot of the P-PI controller with and without 
pre-filter setpoint with step response, respectively. In both PI and P-PI controllers the pre-filter setpoint 
helps reduce rise time so that the sudden oscillation does not occur. In terms of blade drawing process 
point of view, the blade it is very favorable since jagged edge profile is not desired. It is noted that 
derivative term can also achieve the same result, but it requires more FPGA resources.  
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In conclusion, pre-filter set point reduces the robustness of the system at high frequency, but it helps 
eliminate the wear of the actuator in long-term use. The balance of the pre-filter set point parameter is 
tuned so that the robustness is still achieved, and the jittering is eliminated at the transient response. 
 
Figure 3.33: Closed-loop velocity Bode plot of the PI controller with and without pre-filter setpoint (top) 





Figure 3.34: Closed loop velocity Bode plot of the P-PI controller with and without pre-filter setpoint 







3.5.6 Friction Identification 
Friction identification of the system can be useful for the implementation of the controller as the friction 
model can be added to the controller. This can compensate the friction force during the motion especially 
in low-velocity control where friction can be a major issue to the controller as shown in model 
verification section. Friction feedforward compensation pre-calculates the friction based on the desired 
reference trajectory, which does not require an additional real-time closed-loop calculation and does not 
affect the closed loop stability. Once the closed loop analysis is performed, feedforward can be applied 
directly to the application. The downside from this is that for the use of dynamic friction models the 
internal state cannot be measured. The friction feedback controller is able to adapt to this error since it 
uses the actual output in contrast to feedforward compensation. 
Friction identification is also investigated in both drawing actuator and was applied to the model. Step 
input with range of 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, and 0.75 V are applied to the linear motor. The static 
friction is determined when the drawing module is about to move from stationery or start drifting at a 
minimum of 0.01 mm/s. The friction curves of the right actuators are shown in Figure 3.35. The friction 
model of both left and right actuators are similar so they are assumed to be the same model. For simplicity 
in the implementation, the friction model is assumed to be a Coulomb friction, which is the combination 
of viscous and static friction. Only static friction part will be added to the compensation. This is because 
the feedback model has already included the viscous part, which is mainly contributed by the fluid 




Figure 3.35: Friction model of the right actuator 
3.5.7 Simulation results with the drawing process model 
The drawing force of the process described in Section 3.4.7 is considered. The simulation is performed 
with the maximum disturbance force possible of 50 N from previous studies [7,8]. Figure 3.36 shows the 
result of velocity feedback as the disturbance force of ramping signal up to 50 N is applied to the actuator. 
The results are similar for continuous and discrete version except during the necking of the drawing 
process. The discretization of the controller has some effect in disturbance rejection as the discretized P-
PI controller shows slightly higher peak compared to the continuous one. Overall the controller can 
maintain the velocity reference with the presence of disturbance force. 
 

















The system identification of the heater is performed in detail and several models have been proposed. It is 
found that ARX model can accurately predict the temperature well. Kalman filter approach also has 
potential to predict the temperature but the feasibility of the implementation is yet to be tested until the 
RT controller is implemented in Chapter 4. For temperature control, PID controller and Fuzzy logic 
controller are discussed in this chapter. Both controllers will be implemented to the RT in Chapter 4 since 
the main concern is the implementation resource available in RT controller.  
The transfer function model of the actuator is also estimated according to the second order model. Due to 
the nonlinearity of the damping coefficient, the model is estimated and well represented up to an only 
range of 2 mm/s, which is the maximum range of drawing operation. Several controllers are analyzed 
theoretically in terms of steady state error, stability. Frequency analysis was also performed to address 
gain and phase margin of each controller. PI and P-PI controllers proposed are discretized and will be 
implemented in the actual testbed in Chapter 4. Derivative filters, pre-filter setpoint, and friction 
identification are also addressed in this chapter to improve the performance of the controller. The 












Chapter 4: Implementation of Controllers 
In Chapter 3, the theoretical models of the heater and the drawing module are identified along with the 
analysis of drawing actuator controllers using simulation. In this chapter, the controller will be 
implemented to the testbed connected to the data acquisition controller named Compact-RIO 9074 by 
LABVIEW with 8 C-series modules.  
For heater predictive model, Kalman filter and ARX model will be implemented to test the performance 
of the prediction. For controller of the heater, both PID and Fuzzy logic control are implemented on the 
real-time (RT) processor and compared. The combination of the model and the controller that can be 
successfully implemented in terms of producing the least steady state error and consumes computational 
resource less than the limit of Compact-RIO 9074 will be chosen. For actuator controller, the discretized 
PI and P-PI controllers will be implemented in field-programmable gate array (FPGA). Both 
implementations have the same logic structure discussed in Chapter 3, so the controller with better 
tracking of position and velocity will be selected. 
This chapter starts with the overview of Compact-RIO by its components. The program can be organized 
into three subsections namely, host computer, RT processor, and FPGA. This chapter will then discuss the 
discretized temperature controllers that were introduced in Chapter 3 along with the implementation and 
the selection choice. Finally, both PI and P-PI actuator controllers will be implemented to compare its 
performance. 
4.1 Overview of the controllers in Compact-RIO 
The controllers are implemented in Compact-RIO 9074 by LABVIEW with 8 C-series modules that have 
I/O interface to control various actions of the process. NI 9214 is the first module that is used to control 
the molding arm. Two NI 9505 blocks are used to receive the encoder count of both left and right 
actuators of the drawing module. One NI 9263 is used to control both left and right actuator of the 
drawing module by sending signal up to 10 V to the servo amplifier. Two NI 9217s are used to measure 
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seven temperature data including molding, drawing and water temperature of the test bed. NI 9215 is used 
to measure force and linear variable differential transformer (LVDT) data. Lastly, NI 9472 is used to 
output digital signal of temperature control and pneumatic clamps. The overall structure of the program is 
shown in Figure 4.1. The Host virtual instrument (VI) is located in the computer host with subprograms 
that initialize the parameter states such as drawing parameters. The Compact-RIO 9074 contains two 
main VIs, which are RT controller in the chassis and the FPGA controller in FPGA target. 
The host computer primarily acts as a human-machine-interface (HMI). It contains a terminal where a 
user can start, stop, and monitor or alter process variables of the hybrid thermoplastic forming. Any 
commands generated from the GUI will be transmitted through a network stream to the real-time 
processor for further processing. It also monitors the drawing and molding parameters that the Compact-
RIO is controlling.  Figure 4.2 provides several control panels that are accessible through the host 
computer. The top panel of the interface is the temperature control along with corresponding graphs 
containing the temperature setpoint and feedback. The bottom panel involves both drawing and molding 
modules activities. The graphs on the molding actuator show the position of the mold and the gap 
distance of the mold chamber. The control UI of the molding module is located on the left.  For drawing 
actuators, position, velocity, force, control effort, acceleration and predicted velocity data of the actuator 








Figure 4.2: The host interface of the control panel 
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The real-time processor is embedded in the compactRIO hardware processing within a deterministic 
operating system. Commands and process parameters sent by the host computer are received by the real-
time processor. These commands are used to drive both temperature control and molding motion control, 
which require slower computation compared to FPGA. The temperature control loops running 
simultaneously on the real-time processor are combined into just one loop to reduce the CPU load. At 
first, the raw data from RTD sensors are calibrated in the RT portion. The temperature controllers that 
presented in Chapter 3 are implemented and tested. The controller algorithm is then used to set the duty 
cycle of a PWM signal. The real-time processor also acts as an interface to send commands down to the 
FPGA and transmit data back to the host computer. In addition, the real-time processor performs several 
miscellaneous tasks such as signal conditioning for both RTD and LVDT sensors. 
The FPGA is a reconfigurable chip that implements set of algorithms using a hardware description 
language (HDL). It contains pre-built logic blocks and a set of programmable routing resources to 
produce customizable hardware functionality. For this application, the FPGA is primarily involved with 
implementing a custom controller for the drawing actuator. The controller can be built from FPGA 
configurations directly via FPGA blocks provided by LABVIEW. The code is unique since it can be 
achieved in parallel programming with hardware-based timing and high performance. Control loop cycle 
times are set to 2kHz and computations are performed using fixed-point data. FPGA is known to be very 
fast and reliable processor, but the code needs to be compiled. The compilation process in the previous 
studies can take up to 12 hours, which is not preferable when the controller has to be changed. In addition, 
there is a limitation of a number of multiplication blocks and LUTs that are the collection of logic gates 
and memory, so the code is limited to those constraints. In order to implement a fully functional code, 
timing requirement and these limitations have to be taken into account so that the code can be 
successfully compiled. 
The modified FPGA controller consists of 5 timing loops with asynchronous timing frequency. The first 
loop is the main timing loop that registers the time of the FPGA to host computer. The next two loops 
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contain the computation of the encoder count loops of each actuator. The fourth timing loop computes the 
velocity and acceleration of both drawing modules as well as the force amplitude. The fifth loop is the 
main discretized controller of drawing modules and the last timing loop routes the temperature controller 
output and signal and LVDT signal. After modification of FPGA programming, mainly the discretization 
of the controller, the compilation time is reduced to 2 hours, which is much more preferable. 
4.2 Temperature control implementation 
The original PID controller was used to control the temperature of molding and drawing modules in the 
real-time processor. The control loop is tuned to a cycle time of 4 seconds instead of 5 seconds for better 
performance yet minimizing mechanical wear on the relays. This controller will be a benchmark for the 
rest of the newly implemented controllers in terms of errors and performance. Six temperature values are 
located at the top and bottom dies (RTD1 and RTD2), and the top and bottom left drawing module (RTD3 
and RTD4), and the top and bottom right drawing module (RTD5 and RTD6). 
At first, the Kalman filter model is implemented for feedback temperature to the PID controller. The 
controller is then tuned and test for performance. Figure 4.3 shows the code of this algorithm, for which 
the Kalman filter model is implemented directly to the controller loop. The comparison feedback 
temperature at steady state of drawing module is shown in Figure 4.4 where the set point temperature is 
673 K. It is obvious that the PID controller with Kalman prediction model has much less steady state 
error. The average steady state error of all 6 controllers is ±2.5 K over a temperature range of 663 to 683 









Figure 4.3: Kalman filter implementation 
The implementation of Kalman filter can predict the state parameters of the heaters namely the 
temperature gradient and predicted temperature feedback with high accuracy. During the implementation 
testing, only one controller for the upper mold was implemented and tested. The implementation of all six 
RTD significantly increase computer memory and calculation time so the algorithm could not be 
performed within 0.1 seconds timeframe, especially when the time delay of 2 seconds is taking into 
account. The memory allocation cannot handle a large amount of matrix multiplication that is regulated 
by Kalman filter. These controllers consume RT resource up to 90% of the total RT allocated memory. 
This is not favorable for the implementation since other required installed components would make the 
total requirements exceed the computational limit of the RT. Due to its impractical implementation, this 





Figure 4.4: PID Controller comparison with PID with Kalman prediction model in LABVIEW 
Another alternative controller mentioned in chapter 3 is the fuzzy logic controller. The fuzzy logic control 
has 3 design steps. The first step is to construct membership functions and their values from input and 
output respectively. Initially, two inputs are the predictive temperature difference to set point and 
predictive temperature gradient from the ARX model. The selection of the first input, the temperature 
difference is based on the either ARX or direct feedback temperature with a time delay of 0.6 seconds. 
The predictive temperature gradient represents the rate of change or the first order derivative of the 
model, which is the difference between the current temperature and the temperature of the previous 
timestep again from either ARX or direct feedback temperature. The output, in this case, is the heater 
control effort on a range of 0 to 1. The membership function is essentially the mapping of input to output 
data. The simplest model to choose initially would be a combination of the linear model so the triangular 
and trapezoidal shapes are chosen. This is because the linear model would be the simplest algorithm that 
does not require significant resources of RT portion. The range of the temperature gradient and the 
temperature difference data is initially divided into just two action outputs, which are positive and 
negative. During tuning process both membership functions are later divided into four action outputs, 
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which are negative (neg), small positive (sml), medium positive (med) and large positive (lrg) shown in 
Figure 4.5 and 4.6 respectively. 
 
Figure 4.5: Temperature gradient input membership function 
 
Figure 4.6: Temperature difference input membership functions 
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The second step is to construct table rule, which is essentially the tuning parameter gain of this type of 
controller for each heater. At first, the rule of RTD1 and RTD2 is constructed shown in Table 4.1. The 
table is constructed initially from the intuition that if the temperature difference is negative meaning that 
it exceeds the set point, the output should be off of negative (neg). If the temperature difference is high 
the output should be high. If the temperature difference is low, the output can either be medium or off 
depending on the temperature gradient and so on. The temperature gradient is taken in to account after the 
temperature difference. The drawing heaters are then implemented with this type of controller with the 
same settings initially and then slight modifications are made until the steady state response is preferable 
as shown in Table 4.2 for RTD3 and RTD5, and Table 4.3 for RTD4 and RTD6 respectively. The 
modifications are mainly focused on the negative temperature difference in a way that the heat in the 
drawing modules dissipated to the environment faster. Any negative gradient temperature data requires 
compensated output to be either medium or high. 
The final step is the calculation of the output. The center of the area is calculated then it takes the input 
values and inverse map with an account of the corresponding weights. The output is then stored in an 
array of variables to construct PWM signal of 4 seconds. The tuning process is back and forth between 
the first and the second step, which results in the steady state desired. The code implemented in the real-
time processor is shown in Figure 4.7 (left) in a single for loop where it computes all of the heaters as an 
array. Figure 4.7 (right) shows the block diagram inside the Fuzzy control which can be divided into 3 
sections: the ARX predictive model, the fuzzy control, and the PWM computation. ARX predictive model 
can be turned on or off to compare the performance. The signal is then routed to FPGA shown in Figure 
4.8 where the temperature feedback data is routed from FPGA and the control effort is routed back from 





IF Temp diff is And Grad Temp Then Output 
Low Neg Med 
Low Low Off 
Low Med Off 
Low High Neg 
Med Neg Med 
Med Low Med 
Med Med Off 
Med High Off 
High Neg High 
High Low Med 
High Med Med 
High High Med 
Neg Neg Off 
Neg Low Off 
Neg Med Neg 
Neg High Neg 
















IF Temp diff is And Grad Temp Then Output 
Low Neg Med 
Low Low Off 
Low Med Neg 
Low High Neg 
Med Neg Med 
Med Low Med 
Med Med Off 
Med High Off 
High Neg High 
High Low Med 
High Med Med 
High High Off 
Neg Neg Med 
Neg Low Neg 
Neg Med Neg 
Neg High Neg 
















IF Temp diff is And Grad Temp Then Output 
Low Neg Med 
Low Low Med 
Low Med Off 
Low High Neg 
Med Neg Med 
Med Low Med 
Med Med Off 
Med High Off 
High Neg High 
High Low Med 
High Med Med 
High High Off 
Neg Neg Med 
Neg Low Neg 
Neg Med Neg 
Neg High Neg 




Figure 4.7: Fuzzy logic controller implementation in the real-time processor (left), a block diagram of the 




Figure 4.8: Signal routing from RT to FPGA 
Two new controllers, namely fuzzy logic controller and fuzzy logic controller with predictive ARX model 
are then compared with PID with Kalman filter and the original PID controller. Figure 4.9 shows the 
comparison of the temperature feedback between all four controllers, which the setpoint temperature is 
673 K. The fuzzy logic controller with ARX model performs the best among four controllers. In addition, 
the CPU load of the fuzzy logic controller with ARX model consumes only 20% of the total load, which 
is 60% lower than the PID with predictive Kalman filter. As a result, the fuzzy logic controller with 
predictive ARX model is used as a final algorithm for the temperature control in this application. The 
temperature feedback along with steady state errors with 3 set point temperatures are shown in Table 4.4. 
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The set-point temperature data are set to 663 673 and 683 K to see the variation of reference set-point. All 
the errors of the temperature feedback are within the range of ± 2.5 K. 
 
Figure 4.9: Comparison of temperature between Fuzzy logic control with ARX, Fuzzy logic control, 
Kalman State Space control and PID controller 
RTD Temperature SP (K) Temperature Feedback (K) 
RTD #1 Molding 683 682.8 ± 2.3 
RTD #2 Molding 683 683.4 ± 1.2 
RTD #3 Drawing 673 673.7 ± 0.73 
RTD #4 Drawing 673 672.3 ± 0.77 
RTD #5 Drawing 663 663.3 ± 0.39 
RTD #6 Drawing 663 662.8 ± 0.37 
Table 4.4: The temperature feedback along with steady state errors of the fuzzy logic controller with 
ARX predictive model 
4.3 Actuator control implementation 
The actuator controller is implemented in the FPGA where 5 loops are involved. The first loop calculates 
the encoder count from raw data. The second loop contains the velocity, acceleration and forces feedback 
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filters from the count data of the first loop and the raw data of the force sensors. The third loop is the 
trajectory generation and the gain selection. The forth loop involves the timing of the data storage. 
Finally, the fifth loop is the controllers itself where PI and P-PI controllers are implemented and output 
the signal to the actuator. This section will go over all five loops of the FPGA block diagram. 
The first loop, the encoder count, is performed at 40 MHz matching the maximum frequency of the FPGA 
chip to accommodate velocity of the drawing actuators and prevent encoder miscount. Figure 4.10 shows 
the block diagram of the algorithm in FPGA. Both phase A and B of left and right encoders are the input 
values. The for-loop code calculates the total counts of both sides based on simple quadrature encoder 
algorithm. The encoder resets are used to calibrate or set the encoder count back to 0. The encoder count 
is in 32-bit integer format, which will be changed to fixed point format in later loops.  
 
Figure 4.10: Block diagram of the encoder count 
The block diagram of the velocity, acceleration and force post-processing algorithm is shown in Figure 
4.11. The velocity and acceleration filters are implemented according to Eq (3.25) in discretized form, 
where the time step is 200E-6 s. The discretized transfer function is then converted to difference equation 
in terms of position and its past output data expressed; 
?̂?(𝑘) = 𝑎[𝑥(𝑘) − 𝑥(𝑘 − 1)] + 𝑏?̂?(𝑘 − 1) , (4.1)    
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where ?̂? is the estimated velocity, 𝑥 is the position, 𝑎 and 𝑏 are the parameters calculated from the 
continuous transfer function. 
Force data is calibrated and then input to the first order filter with a time constant of 0.01 s in discretized 
form. Both calibrated velocity acceleration and force data are converted to fixed-point format.  
 
Figure 4.11: Block diagram of the velocity, acceleration and force post-processing  
The third loop contains the trajectory generation and gain selection for controllers of the algorithm. The 
trajectory of the position set-point is generated at 5 kHz, which has frequency range more than twice of 
that of the control loop according to Nyquist criterion. The trajectory generation is created from the input 
velocity and the current position feedback of the actuators shown in Figure 4.12. The trajectory is updated 




The gain selection in this loop switch the gain values of each controller as mentioned in Section 3.5.4. All 
the controllers simulated in Chapter 3 can be fitted in this configuration. The whole block diagram is 
shown in Figure 4.13. This approach allows the simplicity of the controller so that it can be implemented 
into a single loop with least amount of FPGA mathematical blocks.  
 




Figure 4.13: Block diagram containing trajectory generation and gain selection of the algorithm 
The timing loop shown in Figure 4.14 is as fast as the encoder count loop at 40 MHz where it times the 
process of interest, specifically the drawing process. It also converts to fixed-point data and sends the log 




Figure 4.14: Block diagram of the timing loop 
For control loop, the discretized controller is implemented in a full form as shown in Eq (3.50). The 
implementation block diagram is shown in Figure 4.15. The sampling time of the controller is 500 µs. 
This loop contains the calculation of the pre-filter setpoint, the discretized controller algorithm, friction 
compensation, saturation, and signal routing of the controller selection as well as data type conversions. 
The discretized controller in this fashion makes it easier to implement as the 4 gains can be adjusted 
accordingly to the purpose as mentioned previously. The setup can accommodate all 3 modes of the 
controller, PI-position controller, PI velocity controller and P-PI velocity controller. The output of the 




Figure 4.15: Block diagram of all three controllers 
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All three controllers that are tuned from the simulation in the previous chapter are used as a baseline for 
the implementation of the test bed. For position controller, the controller has tuned in a way that it focuses 
on the steady state tracking and robustness rather than the transient response since it is only used to 
position the clamp and minimize steady state error. Initially, the only proportional gain is used to match 
the simulation with the test bed until the rise time is met and the stability is maintained. The steady state 
error is minimized when the integral gain is fed in starting from zero. The introduced integral action helps 
maintain the steady state to zero but slows down bandwidth so more oscillatory response is noticed. The 
tuned proportional gain and integral gain are found to be less than the theoretical values, but the 
performance of the tracking is met. The discretized gain values of each controllers are shown in Table 4.5 
and 4.6 
Controller 𝐾1 𝐾2 𝐾3 𝐾4 
PI Position 20.0225 -19.9775 0 0 
PI Velocity 0 0 3.005 -2.995 
P-PI Velocity 30.0025 -29.9975 30.0025 -29.9975 
Table 4.5: Discretized Gain Values of the Left Actuator 
Controller 𝐾1 𝐾2 𝐾3 𝐾4 
PI Position 20.0225 -19.9775 0 0 
PI Velocity 0 0 3.005 -2.995 
P-PI Velocity 30.00125 -29.99875 30.025 -29.9975 





The clamp was also successfully turned on and off to test the stability of the system and the controller 
forces the position back to the setpoint with peak error of less than ±0.02 mm. Figure 4.16 shows the 
comparison between the simulation and the experiment. The step setpoint position of 1, 2 and 3 mm for 5 
s each is fed as a reference signal to compare with the simulation. The response feedback shows that it 
tracks the reference signal very well.  
 
Figure 4.16: PI position feedback between the simulation and the experimental data of the left actuator. 
The comparison of velocity estimator from the actual test bed and the position controller are also shown 
in Figure 4.17. The velocity estimator shows that it can accurately estimate the velocity from the 




Figure 4.17: Velocity estimator comparison between the left actual test bed and the simulated controller 
For PI velocity control, the tuning approach is similar to that of position control, but the integral gain is 
significantly reduced to prevent oscillation. The tuned controller is then tested with a velocity reference of 
0.75, -0.5 and -0.25 mm/s for 5 s each, respectively. The data is then compared with the simulation. 
Figure 4.18 shows the result of the velocity feedback from the simulation and the experiment. Compared 
to high-velocity reference signal (0.75 mm/s) that generates high oscillation, the low-velocity reference 
signal performs better with fewer oscillations. The root-mean-square error (RMSE) of the velocity 
feedback is 0.038 mm/s. For low setpoint, the steady state RMSE is 0.02 mm/s whereas the steady state 
RMSE of high-velocity reference signal is 0.05 mm/s. 
For P-PI velocity control, the tuned PI velocity control is implemented first to the controller. The position 
gain is gradually increased to the system. Similar to the PI velocity control case, the tuned test bed is then 
used to control a velocity set point of 0.75, -0.5 and -0.25 mm/s for 5 s each, respectively. The data is then 
compared with the simulation, which Figure 4.19 shows the result of the velocity feedback from the 
simulation and the experiment. The root-mean-square error (RMSE) of the velocity feedback is 0.037 
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mm/s, which is similar to PI case. In terms of steady state tracking, the P-PI controller can achieve less 
steady state RMSE of 0.03 mm/s and 0.02 mm/s on high and low-velocity reference signal, respectively.  
 
Figure 4.18: PI velocity feedback between the simulation and the experimental data of the left actuator. 
 
Figure 4.19: P-PI velocity feedback between the simulation and the experimental data of the left actuator. 
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From the experimental results, both P-PI and PI controller behaves similarly in terms of velocity 
feedback. The steady state error of the P-PI has a slight edge in terms of performance. Another aspect of 
the performance is measured by the position tracking along the velocity to prevent slip. In terms of 
position error, however, the P-PI tracks the position better since it takes the position feedback into 
account. The RMSE of the position feedback for the P-PI is 0.003 mm and the PI is 0.026 mm. This 
shows about 85% improvements in terms of position tracking. Moreover, the longer the control process is 
taking the higher the position error will be. Figure 4.20 shows the absolute error of both controllers. The 
absolute position error of the P-PI controller tends to be regulated to 0 whereas the absolute position error 
of the PI controller drifts to higher values in every cycle. When the disturbance force from the process is 
high, the position tracking error can be significantly higher and the formation of the edges of both sides 
can be totally different. Hence the P-PI is favorable in terms of position tracking so that the controller has 
control to the blade edge formation.  
 




In this chapter, both temperature and actuator controllers are coded and implemented into the Compact-
RIO that controls the testbed. The implementation and the tuning process are based on the simulation and 
model acquired from the previous chapter. After implementation of the temperature control, the controller 
with the best performance is the Fuzzy control with ARX model. The steady state error of the temperature 
control of the testbed improves from 5 K to 2.5 K. For drawing process, both simulation and experimental 
data from Chapter 3 and 4 show that the newly developed actuator controller namely P-PI controller 
improves the consistency of the position tracking performance by 85% while controlling the feed rate. 
This improvement allows us to use such controllers to provide more accurate temperature and feed rate, 
respectively, which results in more consistent surgical blades. The results of the manufactured blade 
















Chapter 5: Experiment and Evaluation 
5.1 Preliminary process settings 
 
In order to compare the consistency of high-quality blade manufacturing, the process settings of the blade 
are initially based on the previous studies [8,9]. The 1-D configuration [8] thermoplastic drawing of BMG 
will be based on the first generation of the prototype studied by Krejcie as discussed in Section 2.8.1. The 
2-D configuration [9] will be based on Zhu’s oblique thermoplastic drawing data discussed in Section 
2.8.2. For comparison, the temperature is set to 653 K and the feed rate was varying from 50 to 300 µm/s 
The position of both molding and drawing modules are calibrated when the temperature reaches the set 
point to overcome thermal expansion.  
Initially, the mold gap was set to 50 µm based on the oblique blade manufacturing according to [8]. 
However, during the experiment, the drawing process introduces frequent instability due to saturation of 
the actuator. Instability occurs during the necking of the failure since the saturated controller cannot 
regulate the sudden necking, which drastically decreases the required drawing force. Since, the drawing 
force required would be less with the reduced mold gap, the mold gap is reduced to 25 µm to maintain 
consistency. This also agrees with the previous studies of crescent drawing that has the mold gap distance 
to be 25 µm. With a smaller gap, the drawing distance can be potentially decreased since the thickness of 
the drawing surface is reduced and also decreases the total required drawing force. 
The molding and drawing process starts with temperature control where both modules are heated to the 
temperature setpoint. This process takes about 15 minutes to have both modules reach the temperature 
setpoint and allow thermal expansion to reach steady state. The molding is then moved to home position 
and to the floor of the lower mold to make a zero reference. The molding actuator is then moved up and 
the sample is inserted into the mold chamber. The molding actuator is then moved down at a speed of 10 
µm/s until the gap length is reached. The drawing actuators are then set to reference and set to 300 µm on 
both sides to create a slight gap for the pneumatic clamp. The pneumatic clamp is then activated to grip 
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the sample piece. Finally, the drawing process with P-PI controller is activated and both drawing modules 
start to move at the set feed rate until either the position of 4 mm is reached or the module experiences 
unstable condition or the saturation of 10V is reached. 
The feed rate range in this type of controller with 2-D configuration has much-limited range compared to 
the 1-D configuration. From previous work, Krejcie suggests that the range of feed rate from 100 to 300 
µm/s at a temperature of 653 K would result in type 3 deformation, which signifies good quality blades. 
However, with experiment with P-PI controller, after varying the feed rate while the temperature is held 
constant at 653 K, the successful blades are produced from feed rate of only around 250 to 300 µm/s. For 
feed rate of 50 100 150 and 200 µm/s, the drawing process is too slow resulting in long and flimsy edges 
as shown in Figure 5.1. In some cases, the tailing effect is also observed. On the other hand, the feed rate 
of 400 µm/s leads to failures in two different ways. Most of the time the jagged edges, which are type 2 
deformation is observed as shown in Figure 5.2. Sometimes saturation of the drawing module is reached 
resulting in slipping and damage to the pneumatic clamp. This suggests that the Newtonian region in 2-D 
configuration of thermoplastic drawing that achieves type 3 deformation is much smaller than the 1-D 
counterpart. This can be from the difference in dimension of the preloaded sample especially the 
thickness. 
Slipping can occur when the feed rate setpoint is too high. Initially, the time constant of the pre-filter 
setpoint is set to 0.5 seconds. The slipping occurs resulting in bad quality blades due to too abrupt change 
in feed rate. More than 10 peaks of velocity feedback are observed showing that the slipping of the clamp 
occurs. The pre-filter setpoint is then increased to 1, 2, and until 2.5 seconds, of which the slipping is less 
observed. 
Some other temperature range is also explored. With the higher temperature at 683 K, the low feed rate at 
250 µm/s yields flimsy edges as expected. However, at a higher feed rate, the controller starts to 




Figure 5.1 Flimsy edges are observed from type 1 deformation from feed rate of 150 µm/s at 663 K 
 
Figure 5.2 Jagged edges are observed from type 3 deformation from feed rate of 400 µm/s at 663 K 
5.2 Position velocity and force profile 
According to P-PI controller, the drawing distance should be consistent on both sides. The faces of the 
blade drawn by both left and right actuators should have similar width compared to the previous studies, 
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where both controllers rely on force and velocity feedback. Figure 5.1 shows the position feedback of 
both left and right actuator with velocity feedback of 300 µm/s. It is noted that both actuators follow the 
same position and velocity setpoint with only different position initial condition from the clamp. During 
clamping, the controller is not operated so slight drift in position occurs. From 1.5 to 3.5 seconds, several 
slipping occurs but the drawing modules can maintain the position throughout the process. 
 
Figure 5.3 Position profile of the drawing process of 300 µm/s at 653 K 
The velocity profile is shown in Figure 5.2. From the profile, it is observed that slipping occurs initially 
during the elastic deformation from 0 to 3.5 seconds. The plastic deformation takes place from 3.5 to 
around 6.5 seconds. This plastic deformation shows structural relaxation during the drawing process. 
During this time, the cross-section area of the drawing is gradually decreased, and deformation occurs 
only in and near the necked region. The feed rate reaches the setpoint value of 300 µm/s. Finally, the 
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elongation can occur on the cross-section until the failure takes place after 6.7 seconds of the drawing 
process.  
 
Figure 5.4 Velocity profile of the drawing process of 300 µm/s at 653 K 
In term of force profile, the drawing force of the successful blade agrees with the deformation type that 
Krejcie proposed in the previous study. As seen in Figure 5.5, elastic deformation occurs at the initial 100 
µm of the drawing then plastic deformation takes place until 450 µm and 300 µm on the left and right 
actuator, respectively. Finally, the necking and the edge failure appears as the force is drastically reduced. 
In this 2-D configuration, the distance drawn is slightly higher than the 1-D configuration [7]. This might 
be from the distance drawn with 45º angle that creates the uneven drawing area, so the required distance 
is higher than the 1-D process. In addition, the drawing force in our study is less than the 1-D 
configuration profile. This is due to the fact that the force drawn in our study is 45º from the drawing 
plane and only half of the sample is drawn each side separated by the notch. The combined decomposed 
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peak force from the drawing plane of both left and right actuators is found to be 20.6 N, which is 
comparable to 27 N obtained from [7]
 
Figure 5.5 Force profile of the drawing process of 300 µm/s at 653 K compared to 1-D configuration [7] 
During some experiments with temperature at 663 K, and feed rate at 300 µm/s, the force data on the left 
actuator is less than the one on the right side. This is due to the uneven deformation of the sample and the 
notch of the sample. The placement of the sample does not stay exactly in the middle throughout the 
process, so the force required on each side are not equal. This does not have a major effect on the result of 
the blade but some more consideration of the sample placement should be taken in the future. 
Noting that in some cases during the elastic deformation, slipping occurs very frequently and the clamp 
slides away from the sample with a distance of more than around 100 µm. This leads to failure of 
thermoplastic drawing. The clamp would grip the sample, which creates another drawing location edge 
instead of the original location shown in Figure 5.6. The dash lines represent the initial clamping position. 
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In this example the right clamp slip for some distance. This creates a new deformation area that is not in 
the molding chamber. The thickness of the new deformation area is much higher than the original one in 
mold dies. Slipping keeps occurring since the normal force of the clamp cannot generate sufficient 
friction to the sample, which is much less than the required drawing force. This leads to instability of the 
drawing and failure of the blade manufacturing. Sometimes, slipping occurs until the clamp manage to 
perform the drawing but the deformation area is too far from the original area, so the blade has a flimsy 
profile from the slipping. 
 
 
Figure 5.6 Change in deformation area due to slipping 
Another experiment that was tested is to see the effect when the drawing process is performed 
individually at a time. At first, the left actuator is clamped to the sample then performed thermoplastic 
drawing. After the left actuator finished drawing, the right actuator then performs. Some of the cases the 
drawing works, however, it is not consistent due to several reasons. The result shows that and the blade 
shape is pushed towards the drawing direction, so the slight shift of the blade location is observed. When 
the right actuator draws the sample the blade shape returns to the original position, but it is skewed due to 
uneven drawing force. Several times in this experiment, the control effort reaches saturation, so it cannot 
make a successful drawing. It is concluded that individual thermoplastic drawing is not preferred in this 
testbed since it creates uneven blade profile on each side. 
After several adjustments of the actuator and gap length, the thermoplastic drawing using P-PI controller 
results in better and more consistent drawing. The velocity setpoint of the process is set to 300 µm/s. As 
Original deformation area 
New deformation area 
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shown in Figure 5.7 that the necking of the drawing process occurs during the transient response of the 
setpoint around 250 to 300 µm/s. The velocity profile is slightly predictable in a sense that the necking 
usually occurs after the last peak of the profile. Once the necking occurs the force required in the drawing 
process is significantly reduced making velocity higher. The P-PI controller then compensates for the 
effect and stabilize the velocity back to the original setpoint. Also, the position is maintained at setpoint 
throughout the drawing process.  
 
Figure 5.7 Velocity profile of 3 samples with a temperature of 653K and velocity of 300 µm/s 
From the previous experiment, the force profile of the sample on each side does not equal due to uneven 
deformation and notch location. After some adjustments of the notch location and the mold gap length, 
the force on left and right side become closer as seen in Figure 5.8. However, the mold gap length, which 
is not easily controlled is very sensitive to force required. This results in different force required in each 





Figure 5.8 Force profile of 3 samples with a temperature of 653K and velocity of 300 µm/s 
5.3 Blade quality 
This section will discuss the blade quality assessment after the manufacturing. One of the most important 
qualities of the blade is the blade sharpness. There are three main parameters that increase the blade 
sharpness: wedge angle, surface finish, and tip radius. The first parameter, wedge radius is dependent on 
the mold die wedge angle, which is a constant value of 45°. This fixed angle could be further explored in 
future work to see the effect of this parameter. Surface finish can be determined by two factors, which are 
surface roughness and straightness of the blade. Tip radius or edge radius is the third parameter that has 
the most impact on the blade sharpness. Some other parameters that determine the quality of the blade are 




5.3.1 Surface roughness 
The surface roughness (Ra) of the blade surface is measured using DEKTAK 3030 Profilometer. The 
measurements are taken along the rake face of 500 µm with cut off frequency of 50 µm. The result of the 
measurements is similar to [8]. the maximum Ra is measured to be consistently less than 30 nm. Since the 
dies are polished to a surface roughness of approximately 20 nm, the identical mold dies transfer from the 
die surface to the sample surface would also lead to the same level of roughness. A total of 10 surface 
roughness measurements is taken from 5 blades (one measurement each side). The blade is manufactured 
from the feed rate and temperature setting of 300 µm/s at 653 K respectively. Average Ra surface finish 
on the rake faces is measured to be 18.9 nm with a standard deviation (SD) of 3.78 nm. This result is as 
expected and will be almost identical to all cases of drawing parameters. 
5.3.2 Straightness 
Blade straightness is measured from SEM along the XY plane as shown in Figure 5.9 [8]. The 
straightness analysis is performed on the 2 mm distance along the edges of 5 samples with a total of 10 
data set. The images acquired from SEM are stitched together and the coordinates are recorded along the 
profile with an increment of 30 µm as shown in Figure 5.10. RMS Blade straightness on each sample is 
shown in Table 5.1. The data is similar to the previous experiment with slightly better straightness. The 
average straightness of the blade is 3.66 µm with a SD of 0.51 µm. 
 




Figure 5.10 Blade straightness measurement along the 2 mm blade face with an increment of 30 µm on 
each data point 
Sample RMS Straightness (µm) 
#1 Left 3.25 
#1 Right 3.41 
#2 Left 4.67 
#2 Right 4.32 
#3 Left 3.44 
#3 Right 3.65 
#4 Left 3.18 
#4 Right 3.97 
#5 Left 3.15 
#5 Right 3.56 
Table 5.1: RMS straightness data of 5 blade samples from the temperature of 653K and velocity of 300 
µm/s 
5.3.3 Edge radius 
After the drawing process is performed in the test bed, the blade sample is transferred to FEI Dual Beam 
235 FIB to cut a cross-section as outlined in Section 2.11.1. The setup is illustrated in Figure 5.11. At 
first, the sample is sputter coated with gold-palladium alloy for surface protection. Platinum is also locally 
deposited on the surface of the milling area to protect nano-scale feature from ion- beam milling. The 
cross-section is performed on above and below the area of interest to create a thin layer of the blade edge. 
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This milling process allows us to take measurements and images of the milling area from the FIB directly 
using electron beam as long as the milling window is sufficiently large.  
 
Figure 5.11 Area of deposition and milling in FIB 
The tilting angle of 52° allows e-beam scope on the FIB to take images of the milling area as seen in 
Figure 5.12. E-beam can be used to take images with further magnification without damaging the sample 
drastically.  
 
Figure 5.12 E-beam images of the milling area for edge radius study 
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It is later found that the Pt deposit sometimes can mill out the sample material rather than protect the 
surface. One experiment was performed with the deposit window slightly shifted away from the edge of 
the blade so that the edge is not protected with Pt. Even with the lowest current available of the I-beam in 
FIB machine of 1pA 30 kV, the surface of the blade is still slightly milled as seen in Figure 5.13. This 
results in inaccuracy of the edge radius measurement. The surface of the edge can potentially be thinner 
with deposited Pt. This leads to smaller edge radius measurement compared to the original one. The Pt 
deposit is not deployed in the edge measurement in this study. 
 
Figure 5.13 Effect of Pt deposit leading to the slightly milled surface of the blade 
For the blade formation with a feed rate of 300 µm/s at 653 K, ten measurements from five blade samples 
are taken. The edge radius is consistently lower than 50 nm, which is the desired specification of the good 
quality blade sharpness. The average edge radius is 25.7 nm with a SD of 6.3 nm. It is noted that blade 
radius has high measurement error biased towards user since it is difficult to observe the edge radius of 
the blade, especially without the Pt deposit as seen in Figure 5.14. Some other methods are explored to 




Figure 5.14 Edge radius measurement of the blade sample 
 
The first alternative method is to utilize SEM to take the image on the tip of the blade. The blade sample 
is mounted to a 90-degree platform so that the blade is facing upward. It is then transferred to SEM to 
perform edge radius measurement. The SEM scope is focused on the tip of the edge, so the line of the tip 
is formed. This method is very difficult initially during the adjusting the SEM so that the edge of the 
blade is in focus. Figure 5.15 shows the images of the edge line of the blade sample. This method has an 
advantage over the FIB method in terms of non-destructiveness and more data can be collected over the 
edge lines instead of just one measurement per milling area. However, the accuracy of this approach can 
be from the focus of the SEM. This can introduce some measurement errors. Five samples are measured 
with this method. The result shows average edge radius of 28.8 nm with a SD of 5.4 nm. This method is 
faster than the FIB due to less setup time and no milling is required in this measurement. The edge radius 
measurements of 5 samples on both sides are shown in Table 5.2 
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Figure 5.15 Edge radius measurement using SEM 
Sample Edge radius (nm) 
#1 Left 22.4 
#1 Right 32.5 
#2 Left 35.9 
#2 Right 34.8 
#3 Left 23.9 
#3 Right 29.8 
#4 Left 24.8 
#4 Right 33.5 
#5 Left 21.4 
#5 Right 28.6 
Table 5.2: Edge radius of 5 blades from the temperature of 653K and velocity of 300 µm/s 
 
Another method that is explored is to utilize the profilometer to measure the tip of the blade. The blade 
sample is mounted vertically on the base plate so that the tip faces up. The tip of the profilometer travels 
and glides along the edge of the tip. The tip of the profilometer is round with known radius so it is 
possible to find the edge radius of the blade numerically. However, there are issues with this method. The 
deflection of the tip and the blade causes the measurement to be lower than the actual measurement with 
other methods. In some cases, the profile of the measurements results in negative edge radius values. This 
leads to inaccurate and unreliable measurements. 
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5.3.4 Overall shape feature 
The overall shape of the blade manufactured from the newly developed P-PI controller has consistency in 
terms of shape with the same parameter settings. As discussed in Section 5.2, blades manufactured from 
the same settings have a similar profile in terms of position and velocity feedback on both sides. This 
makes the process more predictable in the manufacturing process. In addition, the process is repeatable as 
five samples produce similar blade shape as shown in Figure 5.16 without showing signs of failure in the 
drawing process. Three blade samples from process settings with temperature of 653K and velocity of 
300 µm/s are shown in Figure 5.16 top left, top right, and bottom left, respectively. The first sample 
shows the SEM image from 45º tilted stage since the feature of the mold is most visible at this angle. The 
shape of the blade satisfies the requirements with symmetric blade shapes on both side and no taling is 
observed. Figure 5.16 (top right) and (bottom left) shows SEM images of the blade sample 2 and 3 with 
no tilting angle to show the top view of the thermoplastic drawing. Both blades are symmetric from 
thermoplastic drawing. Some minimal tailing effect is observed on both ends. Figure 5.16 (bottom right) 
shows the tailing effect from sample 4 at the end of the blade edges. 
One observation made from sample 2 and 3 is that the shape of the molded region is expanded 
horizontally due to the mold gap. The reduced gap length of the molding process leads to BMG sample 
getting squeezed more. This creates an excess material region on bode sides of the blade outer edges that 
extend beyond the drawing region, so the clamps cannot reach the material on that section leaving the 
excess material on the mold as seen in sample 2 and 3. This can be potentially solved by manufacturing 
the sample to be thinner so that the material volume is lower. 
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Figure 5.16 Blade samples from the temperature of 653K and velocity of 300 µm/s: sample 1 (top left), 
sample 2 (top right), sample 3 (bottom left), tail from sample 4 (bottom right) 
Fewer defects are observed in the experiment. The tailing effect that appears in Zhu’s experiment is 
observed less frequently and the shape is less extruded. This is due to the higher feed rate initially that this 
controller offers so that the necking of the cross-section does not experience the delay of the deformation 
on blade edges. Opposing to the switching control, the setpoint of the force can result in lower federate 
initially so the delay of the necking on the far side of the clamp can be observed more frequent.  
Nanocrystallization can potentially be from the original BMG sample piece before the thermoplastic 
process. The original Vitreloy-1b sample is placed in SEM for study. Some of the nanocrystallization can 
be observed on the surface as seen in Figure 5.17 (left). The surface of the sample after thermoplastic 
drawing and molding process is also studied but the effect is barely noticeable as seen in Figure 5.17 
(right). Some nanocrystals on the surface appears on the surface that touched the mold dies. Nano-crystals 
do not appear significantly more than the original one, so it is concluded that the thermoplastic drawing 
Feature of the mold 
Minimal tailing with some 
squeezed material 
Minimal tailing with some 
squeezed material 
Tailing effect at the end of 




and molding do not highly introduce more nanocrystallization. This observation was also stated by Zhu 
[8] over transmission electron microscopy (TEM) on the edge of the blade sample. The image shows 
different diffraction pattern, which can be further identified the localized atomic structure. The localized 
crystallization in TEM is not studied in this paper, but the result is expected to be the same. 
   
Figure 5.17 Some nanocrystallization on the original Vitreloy 1-b sample (left) and on the blade edge 
(right) 
5.4 Conclusion 
In this chapter, the P-PI controller is used in the thermoplastic molding and drawing process to produce 
blade from Vitreloy-1b sample. Preliminary process settings address the adjustment of the mold gap, feed 
rate, and thermal expansion so that the blades are successfully made. Position, velocity, and force profiles 
are then discussed to show the consistency of P-PI controller that is implemented. The feed rate used in 
this controller agrees with the previous study by Krejcie. Finally, the blade quality is assessed. The results 
of the quality of the blades are similar to the switching controller in terms of surface roughness, 
straightness and edge radius. Overall, shape feature of the blade is acceptable with fewer defects. Since 
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Chapter 6: Conclusion and Future Recommendation 
6.1 Conclusion 
In this thesis, the system identification of the heaters in both molding and drawing modules along with the 
drawing actuators of the hybrid thermoplastic forming testbed has been performed. After the 
mathematical models are acquired, various controllers are explored to be implemented on the testbed. To 
improve consistency the thermoplastic forming of the BMG surgical blades, Fuzzy logic control with 
Auto-Regressive eXogenous, ARX(2,2) is implemented. This temperature controller provides better 
accuracy and less variation during steady state resulting in more consistent temperature throughout the 
thermoplastic drawing and drawing process. For actuator controller, a cascade P-PI controller is 
implemented so that the performance tracking on both sides of the actuators are precise and symmetric. 
After the controllers are implemented, the blades are manufactured based on the process settings that are 
used in the previous studies [7,8] for comparison. The evaluation of the blades shows similar quality as 
produced in the earlier tests in terms of surface roughness, straightness and edge radius but with fewer 
defects. This makes the process more consistent and predictable due to accurate tracking performance of 
the controller. The following subsections provide specific conclusions drawn from this work. 
6.1.1 System Identification and Controller Implementation 
1. The system identification of the heater is performed in detail. Several models have been proposed 
including the first-order response from the energy balance equation, the gradient-based model, 
predictive model with Kalman filter and ARX approach. The candidate models are implemented into 
the testbed to prove its feasibility in terms of computational resources. The Fuzzy logic control with 
ARX model shows 60% decrease in Realtime (RT) computational resource compared to Kalman filter 
with the similar performance in terms of temperature steady state error. Fuzzy logic control with 
ARX model is then chosen due to its high performance and low computational power in RT. 
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2. The temperature control algorithm consists of ARX predictive model, the fuzzy control, and the 
PWM computation. Fuzzy control with ARX model is implemented in the RT portion of the code in a 
for loop with computational time step of 0.1 s and output cycle of 4 s. It can improve the steady state 
error to ± 2.5 K at the temperature set point of blade manufacturing.  
3. The transfer function model of the actuator is initially estimated according to the second order model 
of mass and damper system. This analytical model can be expressed as a second order transfer 
function between the voltage input and the velocity with two poles. The model is then reduced to just 
first order since one of the poles involving the electrical dynamics of the actuator is much faster than 
the mechanical dynamics. This reduced model is then used in the simulation of the controller. 
4. The load cell is modified with a pre-loaded spring allowing the load cell to measure negative force 
during the process as well as better respond to the low force signal. This modification also eliminates 
the gap between the actuator and the clamp so that the hysteresis and slipping are reduced. 
5. Mass, damping coefficient and the servo-amplifier actuator gain are found through model fitting in 
the experiments. These parameters are substituted in the reduced transfer function and will be used in 
the feedback analysis of proposed controllers. 
6. Several controllers are analyzed theoretically in terms of steady state error and stability. Frequency 
response analysis helps the controller design in the simulation before implementation. For position 
control, the feedback analysis of the PI controllers yields similar robustness and tracking error with 
PID controller. The derivative term is dropped to save computational resources for other tasks. For 
feed rate control, P-P and P-PI cascade controllers are introduced with a goal to correct slipping, 
friction, non-linearity effect and rounding errors of the velocity estimation. From both feedback 
analysis and simulation results in MATLAB, the P-PI controller is chosen since it has better gain 
margin. As a result, it can achieve better disturbance rejection. In addition, it can also control position 
precisely though the regulation of the outer loop, which result in more consistent surgical blades. 
7. The prefilter setpoint is implemented to minimize the jittering action and abrupt change of the 
position and velocity profile during transient response. The drawback of this implementation is that it 
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reduces the robustness of the system at high frequency. The balance frequency cutoff of the pre-filter 
set point parameter is tuned so that the robustness is still achieved.  
8. Friction identification is performed on the drawing module. It is assumed to be a Coulomb friction, 
which is a combination of viscous and static friction. It is implemented in feedforward fashion outside 
the feedback closed loop, so the closed loop analysis is not affected by this compensation. Only static 
friction is included in the model since the model already includes the damper force, which dominates 
the viscous portion.  
9. Cascade P-PI controller, pre-filter setpoint, friction compensation and the velocity estimation 
proposed are discretized and implemented in the testbed. The drawing algorithm consists of 3 loops 
function in field programmable gate array (FPGA). The first loop contains encoder count. Velocity 
and acceleration estimation is computed in the second loop. The discretization of the controllers in the 
third loop minimizes the complexity of the implementation by reducing the variables in FPGA block 
and the number of function to just one main loop. It includes all the main discretized controllers, the 
pre-filter setpoint and friction compensation. As a result, the compilation time is reduced from 
approximately 12 hours to 2 hours. 
10. The result of the implemented P-PI controller shows similar performance compared to switching 
controller introduced by Zhu [8]. In addition, it improves the position tracking performance by 85% 
while controlling federate. This consistency improvement of the P-PI controller allows us to obtain 
more accurate feed rate, which results in more consistent surgical blades. 
6.1.2 Experiment and evaluation of the manufactured blades 
1. The P-PI controller used in the thermoplastic drawing process and Fuzzy logic controller with 
ARX(2,2) used to control temperature are implemented to produce blade from Vitreloy-1b sample. 
The process settings are based on the previous studies [7,8]. The thermoplastic forming process at 
temperature of 653 K with feed rate of 50 – 200 µm/s, 250 – 300 µm/s, and above 400 µm/s 
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demonstrate type 1, 2 and 3 deformations, respectively. The feed rate and temperature used in this 
controller agrees with the previous study by Krejcie [7]. 
2. To demonstrate repeatability of the blade manufacturing, type 3 deformation with temperature 
settings of the temperature of 653K and velocity of 300 µm/s is chosen. The position, velocity, and 
force profiles show the consistency of the P-PI controller. Samples manufactured with the same 
settings provide similar velocity profile without instability. The controller also maintains the position 
at setpoint throughout the process. The force profiles are consistent in terms of shape even they show 
slight different values on each side of the drawing due to the imperfect placement of the sample. 
3. Since the drawing parameters are precisely controlled, the final blade shape is easily predictable from 
the process settings. In addition, P-PI controller experiences less instability compared to switching 
control used in earlier study [8]. This is due to two reasons. The first reason is that the mathematical 
model of the actuator, as well as the heaters, are analyzed so that the behavior of the response is more 
predictable and controllable. The second reason is that the drawing process controller does not 
involve switching, which occasionally leads to instability. 
4. To demonstrate repeatability of the blade manufacturing, type 3 deformation with temperature 
settings of the temperature of 653K and velocity of 300 µm/s is chosen. The blade samples are 
successfully manufactured with a surface roughness of 18.9 nm with a standard deviation (SD) of 
3.78 nm, similar to the previous study [8]. The straightness of the blade has an average of 18.9 nm 
and a SD of 3.78 nm. The average edge radius is 25.7 nm with a SD of 6.3 nm. 
5. Several techniques to measure edge radius of the blade edges are explored. The original method 
proposed by Krejcie [7] and developed by Zhu [8] was initially adopted. The SEM method proposed 
is a non-destructive and faster method which is also comparable to the original method. 
6. The overall shape feature of the blade is acceptable with better consistency and fewer defects. This 
includes less observation of tailing and better straightness. However, some undesired squeezed 
material from the mold is observed since the gap length is lowered resulting in less molding volume.  
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Thermoplastic forming process does not induce more nanocrystallization since it is both observed on 
original and manufactured blade samples  
6.2 Future recommendation 
Numerous opportunities to improve the hybrid thermoplastic forming process as well as extend the scope 
of this research topic are listed. 
1. During the controller design, Optimization in terms of variables allocation and sample time can 
potentially make the code more efficient and faster. This would help disturbance rejection and 
tracking performance of the controller. The temperature control would be more accurate due to 
frequent feedback data from the sensors. In addition, more controlling assisted tools can be used 
to implemented to the system. Real time system identification and modeling such as online 
parameter estimation and disturbance rejection discussed in Chapter 3 would help the controller 
to be more robust and reliable.  
2. Some other more complicated controllers can be explored if the DAQ in the testbed is not 
computational resources limited. More sophisticated disturbance [88] and feed forward [89] 
compensation can be utilized to assist the main controller. H-infinity [90,91] based design 
controller can also be optimized in this application. Adaptive robust control [92-95] with the 
effect of nonlinearities coming from external load and inertia can be helpful in this application. 
The framework of the controller can be divided into on-line parameter estimation and 
compensation on the nonlinearities resulting in more robustness without sacrificing tracking 
performance.  
3. Some other control methods such as model reference adaptive control or neuron approach [96] to 
construct the controller can be applied in this application. Since the fundamental understanding of 
the thermoplastic drawing process are not fully understood, these types of controllers can 
effectively control the process by using the preselected desired response that can be controlled. 
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However, they do not provide additional insights of the process to gain further knowledge of the 
behavior of BMG.  
4. Inconsistent mold gap cannot be accurately controlled due to 2 main reasons. The first main 
reason is the thermal expansion. Even the molding process is performed after the thermal 
expansion reaches almost steady state but the time constant of this effect is high, so the mold gap 
cannot be accurately set. The error of the mold gap is ± 5 µm. This error causes the inconsistency 
drawing force data from each sample. Solution to this is to leave the heater for a longer period of 
time before the experiment until the steady state expansion of the mold is reached. In addition, the 
low moment stiffness of the stage cause tilting, causing an inconsistent mold gap. This can be 
improved by changing the mechanism of the molding with higher horizontal stiffness. 
5. The synchronization in a form of feedback between left, right actuator and the molding actuator 
can be beneficial to the final BMG blade shapes. In this study, the feedback of these three 
controllers are decoupled. The mold gap is maintained constant throughout the drawing process. 
The force, velocity and position of the left actuators do not send any information to the right ones 
and vice versa. A new controller can be developed such that the framework of the architecture 
includes all three motions of the isolated actuators, so that the feedback of all modules can be 
utilized with other modules. If the necking of one side is performed, the velocity and force 
feedback can be sent to the other side, so that the compensation can be computed. This can also 
be applied to the mold gap to output any errors from the mold gap distance. 
6. Profile of the pre-filter setpoint with the higher order such as 2nd order can be used instead of 1st 
order filter to smooth out the initial drawing profile. During the experiment, the drawing actuator 
exerted force and cause initial slip to the sample before the actual gripping happens. This is due to 
sudden velocity setpoint in the first one second timeframe that makes the slipping effect. The 2nd 
order pre-filter setpoint would gradually increase the velocity profile so that the slipping is less 
likely to happen. 
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7. More experimental data regarding individual draw would help us understand the thermoplastic 
drawing process better. Drawing actuators and clamping grips with higher force would potentially 
eliminate saturation and slipping issues. 
8. Tissue cutting performance of the manufactured blade is necessary to be evaluated in terms of 
sharpness, reusability, and strength of the blades.  
9. Finite element model framework of BMG at glass transition temperature has been developed 
using theoretical studies of the inhomogeneous non-Newtonian deformation behavior of BMGs 
including a free volume concentration model [87], a fictive stress model [51,53], and a self-
consistent dynamic free volume model [52-55,58-61,66]. In most cases, the analysis is limited 
thermoplastic behavior at the lower range of strain rate. Further analysis of the BMG failure at 
high strain rate has to be studied and modeled in order to fully understand the mechanism of the 
edge formation. 
10. Molecular dynamics simulation could be helpful to simulate the drawing process at nano-scale. 
Interatomic interaction such as shear transformation zones (STZs) could be used to model. 
Several attempts have been successfully simulated the structure of a bi-component amorphous 
structure. To be able to simulate multi-component like Vitryloy1-b, much further understanding is 
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