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INERTIA AND RANK CHARACTERIZATIONS OF SOME MATRIX
EXPRESSIONS∗
DELIN CHU† , Y. S. HUNG‡ , AND HUGO J. WOERDEMAN§
Abstract. In this paper we consider the admissible inertias and ranks of the expressions A −
BXB∗ − CY C∗ and A − BXC∗ ± CX∗B∗ with unknowns X and Y in the four cases when these
expressions are: (i) complex self-adjoint, (ii) complex skew-adjoint, (iii) real symmetric, (iv) real skew
symmetric. We also provide a construction for X and Y to achieve the desired inertia/rank that
uses only unitary/orthogonal transformation, thus leading to a numerically reliable construction. In
addition, we look at related block matrix completion problems
[ A B C
±B X E
±C ±E Y
]
with either two
diagonal unknown blocks and
[ A B X
±B D C
±X ±C E
]
with an unknown off-diagonal block. Finally, we
also provide all admissible ranks in the case when we drop any adjointness/symmetry constraint.
Key words. rank, inertia, partial matrix, completion, matrix equation
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1. Introduction. Throughout this paper the following notation will be used:
• F = C (complex number field) or F = R (real number field);
• For a self-adjoint/symmetric matrix A = A ∈ Fn×n, its inertia
In(A) = (I+(A), I−(A), n− I+(A) − I−A))
is the triple consisting of the number of positive, negative, and zero eigenval-
ues of A, counting multiplicity;
• For a skew-adjoint/skew-symmetric matrix A = −A ∈ Fn×n, its inertia
In(A) = (I+(A), I−(A), n− I+(A)− I−(A))
is the triple consisting of the number of eigenvalues with positive, negative,
and zero imaginary part, again counting multiplicity. As A = −A implies
that−iA is Hermitian, we have that the eigenvalues ofA are purely imaginary,
and In(A) = In(−iA), where the latter refers to the inertia of a Hermitian
matrix.
In matrix theory and applications, many problems are closely related to the ranks
and inertias of some matrix expressions with variable entries, and so it is necessary
to explicitly characterize the possible ranks and inertias of the matrix expressions
concerned. The study on the possible ranks and inertias of matrix expressions can
be traced back to the late 1980s [1, 11, 13]. Recently, the extremal ranks of some
matrix expressions have found many applications in control theory [4, 5], statistics,
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and economics [14, 15, 20, 22], and hence this topic has been revisited in [2, 6, 7, 8,
10, 12, 16, 17, 19, 21, 23, 24, 25, 26].
In this paper we will study the admissible ranks and inertias of matrix expressions
of the forms
M :=
⎡
⎣ A B C±B X E
±C ±E Y
⎤
⎦ ,(1)
or
M := A−BXB − CY C,(2)
or
M := A−BXC ± CXB,(3)
or
M :=
⎡
⎣ A B X±B D C
±X  ±C E
⎤
⎦ ,(4)
where the matrices have elements in the field F and where X,Y,X ,Y are the un-
knowns. Whenever we write ± in a statement, we are really making two statements:
one in which one should take all ± to be +, and one in which one should take all
± to be −. We consider both the case of complex matrices and real matrices, and
the completion will be required to have the same structure as the given data. The
possible structures for M we consider are
(i) self-adjoint: F = C and M = M∗,
(ii) skew-adjoint: F = C and M = −M∗,
(iii) symmetric: F = R and M = M∗ = MT ,
(iv) skew-symmetric: F = R and M = −M∗ = −MT .
In cases (i) and (iii) we are interested in the rank and numbers of positive and neg-
ative eigenvalues (I±(M)) of a completion of M, while in cases (ii) and (iv) we are
interested in the rank and numbers of eigenvalues with positive and negative imagi-
nary part (also denoted by I±(M)). Note that when M = −MT ∈ RN×N , we have
that I+(M) = I−(M) as the eigenvalues of a real matrix appear in conjugate pairs.
As a consequence, we have that the rank of a real skew-symmetric matrix is always
even. We will see that the skew-symmetric case distinguishes itself from the other
cases because of these observations.
Our first result concerns the expression A−BXB∗ − CY C∗.
Theorem 1. Let A = ±A ∈ Fn×n, B ∈ Fn×m, and C ∈ Fn×p. Denote
kmin = ∗2 rank
[
A B C
]
+ rank
[
A B
C 0
]
− rank
[
A B C
B 0 0
]
− rank
[
A B C
C 0 0
]
.
(a) If F = C, then
{rank(A−BXB − CY C) | X = ±X ∈ Fm×m, Y = ±Y  ∈ Fp×p}
= {s | s is integer, kmin ≤ s ≤ rank
[
A B C
]},(5)
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and for any given integers I+ and I−, there exist matrices X = ±X ∈ Fm×m and
Y = ±Y  ∈ Fp×p such that
In(A−BXB − CY C) = (I+, I−, n− I+ − I−)
if and only if⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
rank
[
A B C
]
+ I+
⎛
⎝
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦
⎞
⎠− rank
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦ ≤ I+,
rank
[
A B C
]
+ I−
⎛
⎝
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦
⎞
⎠− rank
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦ ≤ I−,
kmin ≤ I+ + I− ≤ rank
[
A B C
]
.
(6)
(b)
• If F = R and A = AT , then{
rank
(
A−BXBT − CY CT ) | X = XT ∈ Rm×m, Y = Y T ∈ Rp×p}
= {s | s is integer, kmin ≤ s ≤ rank
[
A B C
]},(7)
and for any given integers I+ and I−, there exist matrices X = XT ∈ Rm×m
and Y = Y T ∈ Rp×p such that
In
(
A−BXBT − CY CT ) = (I+, I−, n− I+ − I−)
if and only if (6) holds.
• If F = R and A = −AT ,
(i) when
rank
[
A B C
BT 0 0
]
+ rank
[
A B C
CT 0 0
]
= rank
[
A B C
]
+rank
⎡
⎣ A B CBT 0 0
CT 0 0
⎤
⎦ ,
rank
[
A B C
]
= rank
[
A C
BT 0
]
,
and
rank
[
A B C
BT 0 0
]
− rank
[
A C
BT 0
]
,
rank
[
A B C
CT 0 0
]
− rank
[
A C
BT 0
]
are both odd, then{
rank
(
A−BXBT − CY CT ) | X = −XT ∈ Rm×m, Y = −Y T ∈ Rp×p}
=
{
s | s is even integer, kmin ≤ s ≤ rank
[
A B C
]− 2} ,(8)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1190 DELIN CHU, Y. S. HUNG, AND HUGO J. WOERDEMAN
and for any given integers I+ and I−, there exist matrices X = −XT ∈
Rm×m and Y = −Y T ∈ Rp×p such that
In
(
A−BXBT − CY CT ) = (I+, I−, n− I+ − I−)
if and only if
I+ = I−, kmin ≤ 2I+ ≤ rank
[
A B C
]− 2;(9)
(ii) otherwise,{
rank
(
A−BXBT − CY CT ) | X = −XT ∈ Rm×m, Y = −Y T ∈ Rp×p}
=
{
s | s is even integer, kmin ≤ s ≤ rank
[
A B C
]}
,(10)
and for any given integers I+ and I−, there exist matrices X = −XT ∈
R
m×m and Y = −Y T ∈ Rp×p such that
In
(
A−BXBT − CY CT ) = (I+, I−, n− I+ − I−)
if and only if
I+ = I−, kmin ≤ 2I+ ≤ rank
[
A B C
]
.(11)
The above theorem settles a conjecture proposed in [21, Conjecture 2.7] regarding
the maximal and minimal ranks of A − BXB − CY C in the case of F = C. The
authors correctly identified the minimal and maximal admissible ranks for the self-
adjoint/skew-adjoint cases. It must be highlighted, however, that the ranges of the
admissible ranks of the expression A − BXBT − CY CT are substantially different
in the real skew-symmetric case. Of course, as we observed before, the rank is only
allowed to be even. But that is not the full story, as the following example shows.
Example 1. Let
A =
[
0 0
0 0
]
, B =
[
1 0
0 0
]
, C =
[
0 0
0 1
]
.
Then, letting X = −XT , Y = −Y T ∈ R2×2, we get that A− BXBT − CXCT must
equal 0, and thus the maximal rank of this expression is rank
[
A B C
]−2. If we
consider the complex analogue, we can indeed achieve rank
[
A B C
]
by choosing,
for instance, X = Y = iI2.
The next corollary is a direct application of Theorem 1.
Corollary 2. Let A = ±A ∈ Fn×n, B ∈ Fn×m, and C ∈ Fn×p. Then the
matrix equation
A−BXB − CY C = 0
is solvable, with X = ±X ∈ Fm×m and Y = ±Y  ∈ Fp×p if and only if
2 rank
[
A B C
]
+rank
[
A B
C 0
]
= rank
[
A B C
B 0 0
]
+rank
[
A B C
C 0 0
]
.
Next we address the expression A−BXC∗ ± CX∗B∗.
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Theorem 3. Let A = ±A∗ ∈ Fn×n, B ∈ Fn×m, and C ∈ Fn×p. Denote
kmin = max
{
I+
([
A B
±B∗ 0
])
+ rank
[
A B C
] − rank[ A B C
B∗ 0 0
]
,
I+
([
A C
±C∗ 0
])
+ rank
[
A B C
]− rank [ A B C
C∗ 0 0
]}
+ max
{
I−
([
A B
±B∗ 0
])
+ rank
[
A B C
]− rank [ A B C
B∗ 0 0
]
,
I−
([
A C
±C∗ 0
])
+ rank
[
A B C
]− rank [ A B C
C∗ 0 0
]}
and
kmax = min
{
rank
[
A B
B∗ 0
]
, rank
[
A C
C∗ 0
]
, rank
[
A B C
]}
.
(a) If F = C, then{
rank(A−BXC ± CXB) | X = Fm×p}
= {s | s is integer and kmin ≤ s ≤ kmax},(12)
and for any two integers I+ and I−, there exists an X ∈ Fm×p such that
In(A −BXC∗ ± CX∗B∗) = (I+, I−, n− I+ − I−)
if and only if⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
I+ ≥ max
{
I+
([
A B
±B∗ 0
])
+ rank
[
A B C
]− rank [ A B C
B∗ 0 0
]
,
I+
([
A C
±C∗ 0
])
+ rank
[
A B C
]− rank[ A B C
C∗ 0 0
]}
,
I− ≥ max
{
I−
([
A B
±B∗ 0
])
+ rank
[
A B C
]− rank [ A B C
B∗ 0 0
]
,
I−
([
A C
±C∗ 0
])
+ rank
[
A B C
]− rank [ A B C
C∗ 0 0
]}
,
I+ ≤ min
{
I+
([
A B
±B∗ 0
])
, I+
([
A C
±C∗ 0
])}
,
I− ≤ min
{
I−
([
A B
±B∗ 0
])
, I−
([
A C
±C∗ 0
])}
,
I+ − I− ≥ −I−
([
A B
±B∗ 0
])
− I−
([
A C
±C∗ 0
])
+ rank
[
A B C
]
,
I+ − I− ≤ I+
([
A B
±B∗ 0
])
+ I+
([
A C
±C∗ 0
])
− rank [ A B C ] ,
I− + I+ ≤ rank
[
A B C
]
;
(13)
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(b) If F = R and A = AT , then{
rank
(
A−BXCT − CXTBT ) | X = Rm×p}
= {s | s is integer and kmin ≤ s ≤ kmax},
(14)
and for any two integers I+ and I−, there exists an X ∈ Rm×p such that
In
(
A−BXCT − CXTBT ) = (I+, I−, n− I+ − I−)
if and only (13) holds;
(c) If F = R and A = −AT , then kmin is reduced to
kmin = max
{
rank
[
A B
BT 0
]
+ 2
(
rank
[
A B C
]− rank [ A B C
BT 0 0
])
,
rank
[
A C
CT 0
]
+ 2
(
rank
[
A B C
]− rank [ A B C
CT 0 0
])}
,
and {
rank
(
A−BXCT + CXTBT ) | X ∈ Rm×p}
= {s | s is even integer and kmin ≤ s ≤ kmax};
(15)
furthermore, for any two integers I+ and I−, there exists an X ∈ Fm×p such that
In
(
A−BXCT + CXTBT ) = (I+, I−, n− I+ − I−)
if and only
I+ = I−, kmin ≤ 2I+ ≤ kmax.
The above theorem settles another conjecture proposed in [21] regarding the max-
imal and minimal ranks of A − BXC ± CXB in the case of F = C. The authors
correctly identified the maximal possible rank but incorrectly identified the minimal
possible rank. Indeed, they suggested the following quantity for the minimal rank:
k = max
{
rank
[
A B
±B∗ 0
]
+ 2 rank
[
A B C
]− 2 rank[ A B C
B∗ 0 0
]
,
rank
[
A C
±C∗ 0
]
+ 2 rank
[
A B C
]− 2 rank[ A B C
C∗ 0 0
]}
.
The following example shows the difference between this guess and kmin from Theo-
rem 3.
Example 2. Let
A =
[
1 0
0 −1
]
, B =
[
1
0
]
, C =
[
0
1
]
.
Then, letting X ∈ C, we get that A−BXC∗−CX∗B∗ =
[
1 −X
−X −1
]
has minimal
rank 2 (as the determinant is −1 − |X |2 = 0 for all X ∈ C). Indeed, in this case
we find that kmin in Theorem 3 equals 2. However, the quantity k above equals 1.
For an example in the skew-adjoint case, one can consider iA − BXC∗ + CX∗B∗ =[
i −X
X −i
]
which also has minimal rank 2.
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The possible ranks in Theorem 3 for the case when C = I appeared recently in
[12]. The next corollary is a trivial consequence of Theorem 3.
Corollary 4. Let A = ±A∗ ∈ Fn×n, B ∈ Fn×m, and C ∈ Fn×p. Let kmin be
defined in Theorem 3. Then there exists an X ∈ Fm×p such that
A−BXC ± CXB = 0
if and only if
kmin = 0.
The paper is organized as follows. In section 2 we present our result regarding
the admissible ranks and inertias of the matrix M of the form (1). Subsequently, we
will prove Theorem 1 as a corollary. In section 3, we will provide an alternative proof
of Theorem 1 that uses only unitary/orthogonal transformations. The importance
of this alternative proof is threefold: (i) it provides a numerically reliable way to
construct parameter matrices X and Y yielding the desired rank (or inertia) of A−
BXB − CY C for all cases with F = C or F = R and A = ±A; (ii) such a proof
can also be applied to the completions of the partial matrix M of the form (1), since⎡
⎣ A B C±B X E
±C ±E Y
⎤
⎦ =
⎡
⎣ A B C±B 0 E
±C ±E 0
⎤
⎦−
⎡
⎣ 0I
0
⎤
⎦ (−X )
⎡
⎣ 0I
0
⎤
⎦

−
⎡
⎣ 00
I
⎤
⎦ (−Y)
⎡
⎣ 00
I
⎤
⎦

:= A−BXB − CY C;
(iii) its main building components will be used in the proof of Theorem 3. Conse-
quently, a numerically reliable method for constructing the parameter matrix X to
achieve any desired rank is embedded in the proof of Theorem 3. While it is essential
theoretically to determine the range of achievable ranks and inertia, the numerically
reliable computation is equally important in applications. In section 4 we prove The-
orem 3. Finally, in section 5 we remove the (skew) adjoint/symmetry conditions to
characterize all admissible rank of the partial matrix
[ A B C
D ? E
F G ?
]
and the expression
A−BXC −DY E.
2. Ranks and inertias of partial matrices with two unknown block di-
agonal entries. We study the rank and inertia of the partial matrix M of the form
(1) in this section. Our main result is the following.
Theorem 5. Let A = ±A ∈ Fn×n, B ∈ Fn×m, C ∈ Fn×p, and E ∈ Fm×p.
Denote
Kmin = 2 rank
[ A B C ]+ rank[ A C±B E
]
− rank [ A B ]− rank [ A C ] .
(a) If F = C, then⎧⎨
⎩rank
⎡
⎣ A B C±B X E
±C ±E Y
⎤
⎦ | X = X  ∈ Fm×m, Y = Y ∈ Fp×p
⎫⎬
⎭
= {s | s is integer, Kmin ≤ s ≤ rank
[ A B C ]+m+ p},
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and for any given integers I+ and I−, there exist matrices X = ±X  ∈ Fm×m and
Y = ±Y ∈ Fp×p such that
In
⎛
⎝
⎡
⎣ A B C±B X E
±C ±E Y
⎤
⎦
⎞
⎠ = (I+, I−, n+m+ p− I+ − I−)
if and only if ⎧⎨
⎩
I+(A) + rank
[ A B C ]− rank(A) ≤ I+,
I−(A) + rank
[ A B C ]− rank(A) ≤ I−,
Kmin ≤ I+ + I− ≤ rank
[ A B C ]+m+ p.(16)
(b)
• If F = R and A = AT , then⎧⎨
⎩rank
⎡
⎣ A B CBT X E
CT ET Y
⎤
⎦ | X = X T ∈ Rm×m, Y = YT ∈ Rp×p
⎫⎬
⎭
= {s | s is integer, Kmin ≤ s ≤ rank
[ A B C ]+m+ p},
and for any given integers I+ and I−, there exist matrices X = X T ∈ Rm×m
and Y = YT ∈ Rp×p such that
In
⎛
⎝
⎡
⎣ A B CBT X E
CT ET Y
⎤
⎦
⎞
⎠ = (I+, I−, n+m+ p− I+ − I−)
if and only if (16) holds;
• If F = R and A = −AT ,
(i) when⎧⎨
⎩
rank
[ A B ]+ rank [ A C ] = rank(A) + rank [ A B C ] ,
rank
[ A B C ] = rank [ A C−BT E
]
,
(17)
and
both m+ rank
[ A C ]− rank [ A C−BT E
]
and p+ rank
[ A B ]− rank [ A C−BT E
]
are odd,(18)
then⎧⎨
⎩rank
⎡
⎣ A B C−BT X E
−CT −ET Y
⎤
⎦ | X = −X T ∈ Rm×m, Y = −YT ∈ Rp×p
⎫⎬
⎭
= {s | s is even integer, Kmin ≤ s ≤ rank
[ A B C ]+m+p−2},
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and for any given integers I+ and I−, there exist matrices X = −X T ∈
Rm×m and Y = −YT ∈ Rp×p such that
In
⎛
⎝
⎡
⎣ A B C−BT X E
−CT −ET Y
⎤
⎦
⎞
⎠ = (I+, I−, n+m+ p− I+ − I−)
if and only if
I+ = I−, Kmin ≤ 2I+ ≤ rank
[ A B C ]+m+ p− 2;
(ii) otherwise,⎧⎨
⎩rank
⎡
⎣ A B C−BT X E
−CT −ET Y
⎤
⎦ | X = −X T ∈ Rm×m, Y = −YT ∈ Rp×p
⎫⎬
⎭
= {s | s is even integer, Kmin ≤ s ≤ rank
[ A B C ]+m+ p},
and for any given integers I+ and I−, there exist matrices X = −X T ∈
Rm×m and Y = −YT ∈ Rp×p such that
In
⎛
⎝
⎡
⎣ A B C−BT X E
−CT −ET Y
⎤
⎦
⎞
⎠ = (I+, I−, n+m+ p− I+ − I−)
if and only if
I+ = I−, Kmin ≤ 2I+ ≤ rank
[ A B C ]+m+ p.
We will need some auxiliary results for the proof of Theorem 5.
Lemma 6. Let A = −AT ∈ Rn×n. Then I+(A) = I−(A), and rank(A) =
2I+(A) and thus is an even integer.
Proof. As the characteristic polynomial ofA has real coefficients, its zeroes appear
in conjugate pairs. This yields that I+(A) = I−(A), and rank(A) = 2I+(A).
Lemma 7. Let
Z =
⎡
⎢⎢⎢⎢⎣
k1 k2 k3 k4 k5
Z11 Z12 0 0 Z15
±Z12 Z22 Z23 Z24 Z25
0 ±Z23 Z33 Z34 0
0 ±Z24 ±Z34 Z44 I
±Z15 ±Z25 0 ±I Z55
⎤
⎥⎥⎥⎥⎦
}k1
}k2
}k3
}k4
}k5
= ±Z ∈ F
∑5
i=1 ki×
∑5
i=1 ki , k4 = k5.
Then,
(i)
{
rank(Z) | Z = ±Z ∈ C
∑5
i=1 ki×
∑5
i=1 ki
}
=
{
s | s is integer and k5 ≤ s ≤
5∑
i=1
ki
}
,
and{
In(Z) | Z = ±Z ∈ C
∑5
i=1 ki×
∑5
i=1 ki
}
=
{(
I+, I−,
5∑
i=1
ki − I+ − I−
)
| I+
and I− are nonnegative integers and k5 ≤ I+ + I− ≤
5∑
i=1
ki
}
.
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(ii)
{
rank(Z) | Z = ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
=
{
s | s is integer and k5 ≤ s ≤
5∑
i=1
ki
}
,
and{
In(Z) | Z = ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
=
{(
I+, I−,
5∑
i=1
ki − I+ − I−
)
| I+
and I− are nonnegative integers and k5 ≤ I+ + I− ≤
5∑
i=1
ki
}
.
(iii) when k2 = 0, k5 = 0, k1 and k3 are odd, then{
rank(Z) | Z = −ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
=
{
s | s is even integer and k5 ≤ s ≤
5∑
i=1
ki − 2
}
,
and {
In(Z) | Z = −ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
=
{(
I+, I+,
5∑
i=1
ki − 2I+
)
| k5 ≤ 2I+ ≤
5∑
i=1
ki − 2
}
,
otherwise, {
rank(Z) | Z = −ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
=
{
s | s is even integer and k5 ≤ s ≤
5∑
i=1
ki
}
,
and {
In(Z) | Z = −ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
=
{(
I+, I+,
5∑
i=1
ki − 2I+
)
| k5 ≤ 2I+ ≤
5∑
i=1
ki
}
.
Proof. Note that{
s | s is integer and k5 ≤ s ≤
5∑
i=1
ki
}
⊂
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
rank
⎡
⎢⎢⎢⎢⎣
Z11 0 0 0 0
0 Z22 0 0 0
0 0 Z33 0 0
0 0 0 Z44 I
0 0 0 I Z55
⎤
⎥⎥⎥⎥⎦ | Zii = ±Zii ∈ Cki×ki , i = 1, . . . , 5
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
⊂
{
rank(Z) | Z = ±Z ∈ C
∑5
i=1 ki×
∑5
i=1 ki
}
⊂
{
s | s is integer and k5 ≤ s ≤
5∑
i=1
ki
}
,
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{(
I+, I−,
5∑
i=1
ki − I+ − I−
)
| I+
and I−are nonnegative integers and k5 ≤ I+ + I− ≤
5∑
i=1
ki
}
⊂
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
In
⎛
⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎣
Z11 0 0 0 0
0 Z22 0 0 0
0 0 Z33 0 0
0 0 0 Z44 I
0 0 0 I Z55
⎤
⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎠ | Zii = ±Zii ∈ Cki×ki , i = 1, . . . , 5
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
⊂
{
In(Z) | Z = ±Z ∈ C
∑5
i=1 ki×
∑5
i=1 ki
}
⊂
{(
I+, I−,
5∑
i=1
ki − I+ − I−
)
| I+
and I− are nonnegative integers and k5 ≤ I+ + I− ≤
5∑
i=1
ki
}
,
and the above are also true for the symmetric case; thus, parts (i) and (ii) follow.
In the following we prove part (iii).
It is easy to see by taking Lemma 6 into account that
• when at least two of k1, k2, and k3 are even, then{
s | s is even integer and k5 ≤ s ≤
5∑
i=1
ki
}
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
rank
⎡
⎢⎢⎢⎢⎣
Z11 0 0 0 0
0 Z22 0 0 0
0 0 Z33 0 0
0 0 0 Z44 I
0 0 0 I Z55
⎤
⎥⎥⎥⎥⎦ | Zii = −ZTii ∈ Rki×ki , i = 1, . . . , 5
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
⊂
{
rank(Z) | Z = −ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
⊂
{
s | s is even integer and k5 ≤ s ≤
5∑
i=1
ki
}
,
and{(
I+, I+,
5∑
i=1
ki − 2I+
)
| I+ is integer and k5 ≤ 2I+ ≤
5∑
i=1
ki
}
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎩
In
⎛
⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎣
Z11 0 0 0 0
0 Z22 0 0 0
0 0 Z33 0 0
0 0 0 Z44 I
0 0 0 I Z55
⎤
⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎠ | Zii =−ZTii ∈ Rki×ki , i=1, . . . , 5
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎭
⊂
{
In(Z) | Z = −ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
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⊂
{(
I+, I+,
5∑
i=1
ki − 2I+
)
| I+ is integer and k5 ≤ 2I+ ≤
5∑
i=1
ki
}
,
i.e., part (iii) holds;
• when k1, k2, and k3 are all odd, or k1 is even and k2 and k3 are odd, then
k2 + k3 is even,{
s | s is even integer and k5 ≤ s ≤
5∑
i=1
ki
}
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
rank
⎡
⎢⎢⎢⎢⎣
Z11 0 0 0 0
0 Z22 Z23 0 0
0 −ZT23 Z33 0 0
0 0 0 Z44 I
0 0 0 I Z55
⎤
⎥⎥⎥⎥⎦ | Zii = −ZTii ∈ Rki×ki , i = 1, . . . , 5
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
⊂
{
rank(Z) | Z = −ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
⊂
{
s | s is even integer and k5 ≤ s ≤
5∑
i=1
ki
}
,
and{(
I+, I+,
5∑
i=1
ki − 2I+
)
| I+ is integer and k5 ≤ 2I+ ≤
5∑
i=1
ki
}
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
In
⎛
⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎣
Z11 0 0 0 0
0 Z22 Z23 0 0
0 −ZT23 Z33 0 0
0 0 0 Z44 I
0 0 0 I Z55
⎤
⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎠ | Zii = −ZTii ∈ Rki×ki , i = 1, . . . , 5
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
⊂
{
In(Z) | Z = −ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
⊂
{(
I+, I+,
5∑
i=1
ki − 2I+
)
| I+ is integer and k5 ≤ 2I+ ≤
5∑
i=1
ki
}
,
i.e., part (iii) holds;
• when k3 is even and k1 and k2 are odd, then k1 + k2 is even,{
s | s is even integer and k5 ≤ s ≤
5∑
i=1
ki
}
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
rank
⎡
⎢⎢⎢⎢⎣
Z11 Z12 0 0 0
−ZT12 Z22 0 0 0
0 0 Z33 0 0
0 0 0 Z44 I
0 0 0 I Z55
⎤
⎥⎥⎥⎥⎦ | Zii = −ZTii ∈ Rki×ki , i = 1, . . . , 5
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
⊂
{
rank(Z) | Z = −ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
⊂
{
s | s is even integer and k5 ≤ s ≤
5∑
i=1
ki
}
,
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and{(
I+, I+,
5∑
i=1
ki − 2I+
)
| I+ is integer and k5 ≤ 2I+ ≤
5∑
i=1
ki
}
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
In
⎛
⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎣
Z11 Z12 0 0 0
−ZT12 Z22 0 0 0
0 0 Z33 0 0
0 0 0 Z44 I
0 0 0 I Z55
⎤
⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎠ | Zii = −ZTii ∈ Rki×ki , i = 1, . . . , 5
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
⊂
{
In(Z) | Z = −ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
⊂
{(
I+, I+,
5∑
i=1
ki − 2I+
)
| I+ is integer and k5 ≤ 2I+ ≤
5∑
i=1
ki
}
,
i.e., part (iii) holds;
• when k2 is even, k1 and k3 are odd,
– if k2 > 0, then{
s | s is even integer and k5 ≤ s ≤
5∑
i=1
ki
}
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
rank
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Z11 Z(1)12 0 0 0 0
−
(
Z(1)12
)T
0 0 0 0 0 0
0 0 Z(2)22 0 0 0 0
0 0 0 0 Z(1)23 0 0
0 0 0 −
(
Z1)23
)T
Z33 0 0
0 0 0 0 0 Z44 I
0 0 0 0 0 I Z55
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
|Z(2)22 =−(Z(2)22 )T ∈ R(k2−1)×(k−2−1), Zii =−ZTii ∈ Rki×ki , i=1, 3, 4, 5
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
⊂
{
rank(Z) | Z = −ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
⊂
{
s | s is even integer and k5 ≤ s ≤
5∑
i=1
ki
}
,
and{(
I+, I+,
5∑
i=1
ki − 2I+
)
| I+ is integer and k5 ≤ 2I+ ≤
5∑
i=1
ki
}
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=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
In
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Z11 Z(1)12 0 0 0 0
−
(
Z(1)12
)T
0 0 0 0 0 0
0 0 Z(2)22 0 0 0 0
0 0 0 0 Z(1)23 0 0
0 0 0 −
(
Z1)23
)T
Z33 0 0
0 0 0 0 0 Z44 I
0 0 0 0 0 I Z55
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
|Z(2)22 =−(Z(2)22 )T∈ R(k2−1)×(k−2−1), Zii =−ZTii ∈ Rki×ki , i=1, 3, 4, 5
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
⊂
{
In(Z) | Z = −ZT ∈ R
∑5
i=1 ki×
∑5
i=1 ki
}
⊂
{(
I+, I+,
5∑
i=1
ki − 2I+
)
| I+ is integer and k5 ≤ 2I+ ≤
5∑
i=1
ki
}
,
i.e., part (iii) holds;
– if k2 = 0,
∗ when k5 = 0, then Z is reduced to the following form:
Z =
[ Z11 0
0 Z33
]
, Z11 = −ZT11 ∈ Rk1×k1 , Z33 = −ZT33 ∈ Rk3×k3 ,
so {
s | s is even integer and k5 ≤ s ≤
5∑
i=1
ki − 2
}
= {s | s is even integer and 0 ≤ s ≤ k1 + k3 − 2}
=
{
rank(Z11) + rank(Z33) | Z11 = −ZT11 ∈ Rk1×k1 ,
Z33 = −ZT33 ∈ Rk3×k3
}
=
{
rank(Z) | Z = −ZT ∈ R(k1+k3)×(k1+k3)
}
,
and {(
I+, I+,
5∑
i=1
ki − 2I+
)
| I+ is integer and k5 ≤ 2I+ ≤
5∑
i=1
ki − 2
}
=
{
(I+, I+, k1 + k3 − 2I+)
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| I+ is integer and 0 ≤ 2I+ ≤ k1 + k3 − 2
}
=
{
In(Z) | Z = −ZT ∈ R(k1+k3)×(k1+k3)
}
,
i.e., part (iii) holds;
∗ when k5 > 0, then Z is reduced to
Z =
⎡
⎢⎢⎣
Z11 0 0 Z15
0 Z33 Z34 0
0 −ZT34 Z44 I
−ZT15 0 −I Z55
⎤
⎥⎥⎦ , Zii = −ZTii ∈ Rki×ki , i = 1, 3, 4, 5.
Thus,
{
s | s is even integer and k5 ≤ s ≤
5∑
i=1
ki
}
= {s | s is even integer and k5 ≤ s ≤ k1 + k3 + k4 + k5}
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
rank
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Z(1)11 0 0 0 0 0 0 0
0 0 0 0 0 0 0 Z(4)15
0 0 Z(1)33 0 0 0 0 0
0 0 0 0 0 Z(4)34 0 0
0 0 0 0 Z(1)44 Z(1,2)44 I 0
0 0 0 −Z(4)34 −
(
Z(1,2)44
)T
0 0 1
0 0 0 0 −I 0 Z(1)55 Z(1,2)55
0 −Z(4)15 0 0 0 −1 −
(
Z(1,2)55
)T
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
|Z(4)15 ,Z(4)34 ∈ R, Z(1)ii = −
(
Z
(1)
ii
)T
∈ R(ki−1)×(ki−1), i = 1, 3, 4, 5
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
⊂
{
rank(Z) | Z = −ZT ∈ R(k1+k3+k4+k5)×(k1+k3+k4+k5)
}
⊂ {s | s is even integer and k5 ≤ s ≤ k1 + k3 + k4 + k5} ,
and
{(
I+, I+,
5∑
i=1
ki − 2I+
)
| k5 ≤ 2I+ ≤
5∑
i=1
ki
}
= {(I+, I+, k1+k3+k4+k5 − 2I+) | k5 ≤ 2I+ ≤ k1+k3+k4+k5}
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=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
In
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Z(1)11 0 0 0 0 0 0 0
0 0 0 0 0 0 0 Z(4)15
0 0 Z(1)33 0 0 0 0 0
0 0 0 0 0 Z(4)34 0 0
0 0 0 0 Z(1)44 Z(1,2)44 I 0
0 0 0 −Z(4)34 −(Z(1,2)44 )T 0 0 1
0 0 0 0 −I 0 Z(1)55 Z(1,2)55
0 −Z(4)15 0 0 0 −1 −(Z(1,2)55 )T 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
|Z(4)15 ,Z(4)34 ∈ R, Z(1)ii = −
(
Z
(1)
ii
)T
∈ R(ki−1)×(ki−1), i=1, 3, 4, 5
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
⊂
{
In(Z) | Z = −ZT ∈ R(k1+k3+k4+k5)×(k1+k3+k4+k5)
}
⊂
{(
I+, I+,
5∑
i=1
ki − 2I+
)
| k5 ≤ 2I+ ≤
5∑
i=1
ki
}
,
i.e., part (iii) follows.
Hence, part (iii) is proved.
Here it should be pointed out that a simple construction method, which takes the
entries of Z to be either 1 or 0 such that Z achieves any given admissible rank or
inertia, is embedded in the proof of Lemma 7.
We are now ready to prove Theorem 5.
Proof of Theorem 5. First, we can find nonsingular matrices L1 ∈ F(n+m+p)×(n+m+p),
L2 ∈ Fm×m, and L3 ∈ Fp×p, and two constant matrices X0 ∈ Fm×m and Y0 ∈ Fp×p
by using the technique in [7] such that
L1
⎡
⎣ A B C±B X E
±C ±E Y
⎤
⎦L1
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Σ1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 In2 0 0 0 0 In2 0 0
0 0 0 0 0 0 In3 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 In4 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 ±In2 0 0 0 X11 X12 X13 X14 0 0 0 0
0 0 ±In3 0 0 ±X 12 X22 X23 X24 0 0 0 0
0 0 0 0 0 ±X 13 ±X 23 X33 X34 0 0 In5 0
0 0 0 0 0 ±X 14 ±X 24 ±X 34 X44 0 0 0 0
0 0 0 ±In4 0 0 0 0 0 Y11 Y12 Y13 Y14
0 ±In2 0 0 0 0 0 0 0 ±Y12 Y22 Y23 Y24
0 0 0 0 0 0 0 ±In5 0 ±Y13 ±Y23 Y33 Y34
0 0 0 0 0 0 0 0 0 ±Y14 ±Y24 ±Y34 Y44
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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where
Σ1 ∈ Rn1×n1 , rank(Σ1) = n1, In(A) = In(Σ1) + (0, 0, n− n1),
n1 = rank(A), n1 + n2 + n3 = rank
[ A B ] , n1 + n2 + n4 = rank [ A C ] ,
n1+n2+n3+n4 = rank
[ A B C ] , n1+2n2+n3+n4+n5 = rank
[ A C
±B E
]
,
and⎡
⎢⎢⎣
X11 X12 X13 X14
±X 12 X22 X23 X24
±X 13 ±X 23 X33 X34
±X 14 ±X 24 ±X 34 X44
⎤
⎥⎥⎦= L2(X+X0)L2,
⎡
⎢⎢⎣
Y11 Y12 Y13 Y14
±Y12 Y22 Y23 Y24
±Y13 ±Y23 Y33 Y34
±Y14 ±Y24 ±Y34 Y44
⎤
⎥⎥⎦= L3(Y+Y0)L3.
Clearly, it holds that
rank
⎡
⎣ A B C±B X E
±C ±E Y
⎤
⎦ = rank
⎡
⎢⎢⎢⎢⎣
X33 X34 ±(−X13) In5 0
±X 34 X44 ±(−X14) 0 0
−X13 −X14 Y22 + X11 Y23 Y24
±In5 0 ±Y23 Y33 Y34
0 0 ±Y24 ±Y34 Y44
⎤
⎥⎥⎥⎥⎦
+ n1 + 2(n2 + n3 + n4)
= rank
⎡
⎢⎢⎢⎢⎣
X44 ±(−X14) 0 0 ±X 34
−X14 Y22 + X11 Y24 Y23 −X13
0 ±Y24 Y44 ±Y34 0
0 ±Y23 Y34 Y33 ±In5
X34 ±(−X13) 0 In5 X33
⎤
⎥⎥⎥⎥⎦
+ n1 + 2(n2 + n3 + n4),
and
In
⎛
⎝
⎡
⎣ A B C±B X E
±C ±E Y
⎤
⎦
⎞
⎠ = In
⎛
⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎣
X33 X34 ±(−X13) In5 0
±X 34 X44 ±(−X14) 0 0
−X13 −X14 Y22 + X11 Y23 Y24
±In5 0 ±Y23 Y33 Y34
0 0 ±Y24 ±Y34 Y44
⎤
⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎠
+ In(Σ1) + (n2 + n3 + n4, n2 + n3 + n4,
n− n1 − n2 − n3 − n4)
= In
⎛
⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎣
X44 ±(−X14) 0 0 ±X 34
−X14 Y22 + X11 Y24 Y23 −X13
0 ±Y24 Y44 ±Y34 0
0 ±Y23 Y34 Y33 ±In5
X34 ±(−X13) 0 In5 X33
⎤
⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎠
+ In(A) + (n2+n3 +n4, n2 +n3 +n4, −n2−n3−n4).
Next, note that Y22 ∈ Fn2×n2 , Y44 ∈ F(p−(n2+n4+n5))×(p−(n2+n4+n5)), and X44 ∈
F(m−(n2+n3+n5))×(m−(n2+n3+n5)); therefore, we have using Lemmas and 6 and 7 that
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• if F = C, then⎧⎨
⎩rank
⎡
⎣ A B C±B X E
±C ±E Y
⎤
⎦ | X = ±X  ∈ Fm×m, Y = ±Y ∈ Fp×p
⎫⎬
⎭
= {s | s is integer, n1+2(n2+n3+n4)+n5 ≤ s ≤ n1+n2+n3+n4+m+p},
and, for any given integers I+ and I−, there exist matrices X = ±X  ∈ Fm×m
and Y = ±Y ∈ Fp×p such that
In
⎛
⎝
⎡
⎣ A B C±B X E
±C ±E Y
⎤
⎦
⎞
⎠ = (I+, I−, n+m+ p− I+ − I−)
if and only if⎧⎨
⎩
I+(A) + n2 + n3 + n4 ≤ I+,
I−(A) + n2 + n3 + n4 ≤ I−,
n1 + 2(n2 + n3 + n4) + n5 ≤ I+ + I− ≤ m+ p+ n1 + n2 + n3 + n4;
(19)
• if F = R and A = AT , then⎧⎨
⎩rank
⎡
⎣ A B CBT X E
CT ET Y
⎤
⎦ | X = X T ∈ Rm×m, Y = YT ∈ Rp×p
⎫⎬
⎭
= {s | s is integer, n1+2(n2+n3+n4)+n5 ≤ s ≤ n1+n2+n3+n4+m+p},
and, for any given integers I+ and I−, there exist matrices X = X T ∈ Rm×m
and Y = YT ∈ Rp×p such that
In
⎛
⎝
⎡
⎣ A B CBT X E
CT ET Y
⎤
⎦
⎞
⎠ = (I+, I−, n+m+ p− I+ − I−)
if and only if (19) holds;
• if F = R and A = −AT ,
– when n2 = 0, n5 = 0, both m − (n3 + n5) and p − (n4 + n5) are odd,
then⎧⎨
⎩rank
⎡
⎣ A B C−BT X E
−CT −ET Y
⎤
⎦ | X = −X T ∈ Rm×m, Y = −YT ∈ Rp×p
⎫⎬
⎭
= {s | s is even integer,
n1 + 2(n2 + n3 + n4) + n5 ≤ s ≤ n1 + n2 + n3 + n4 +m+ p− 2},
and, for any given integers I+ and I−, there exist matrices X = −X T ∈
Rm×m and Y = −YT ∈ Rp×p such that
In
⎛
⎝
⎡
⎣ A B C−BT X E
−CT −ET Y
⎤
⎦
⎞
⎠ = (I+, I−, n+m+ p− I+ − I−)
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if and only if
I+ = I−,
n1 + 2(n2 + n3 + n4) + n5 ≤ 2I+ ≤ m+ p+ n1 + n2 + n3 + n4 − 2;
– otherwise,⎧⎨
⎩rank
⎡
⎣ A B C−BT X E
−CT −ET Y
⎤
⎦ | X = −X T ∈ Rm×m, Y = −YT ∈ Rp×p
⎫⎬
⎭
= {s | s is even integer, n1+2(n2+n3+n4)+n5 ≤ s ≤ n1+n2+n3+n4+m+p},
and, for any given integers I+ and I−, there exist matrices X = −X T ∈
Rm×m and Y = −YT ∈ Rp×p such that
In
⎛
⎝
⎡
⎣ A B C−BT X E
−CT −ET Y
⎤
⎦
⎞
⎠ = (I+, I−, n+m+ p− I+ − I−)
if and only if
I+ = I−,
n1 + 2(n2 + n3 + n4) + n5 ≤ 2I+ ≤ m+ p+ n1 + n2 + n3 + n4.
Finally, since
n1 = rank(A),
n2 = rank
[ A B ]+ rank [ A C ]− rank(A) − rank [ A B C ] ,
n3 = rank
[ A B C ]− rank [ A C ] ,
n4 = rank
[ A B C ]− rank [ A B ] ,
n5 = rank(A) + rank
[ A C
−BT E
]
− rank [ A B ]− rank [ A C ] ,
n1 + n2 + n3 + n4 +m+ p = rank
[ A B C ]+m+ p,
n1 + 2(n2 + n3 + n4) + n5 = Kmin,
I+(A) + I−(A) = rank(A) = n1,
Theorem 5 follows.
As an application of Theorem 5, we now prove Theorem 1.
Proof of Theorem 1. It is easy to see that for any X = ±X ∈ Fm×m and
Y = ±Y  ∈ Fp×p,
rank(A−BXB − CY C) = rank
⎡
⎢⎢⎢⎢⎣
A B C 0 0
±B 0 0 I 0
±C 0 0 0 I
0 ±I 0 −X 0
0 0 ±I 0 −Y
⎤
⎥⎥⎥⎥⎦− 2(m+ p)
(20)
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and
In(A−BXB − CY C) = In
⎡
⎢⎢⎢⎢⎣
A B C 0 0
±B 0 0 I 0
±C 0 0 0 I
0 ±I 0 −X 0
0 0 ±I 0 −Y
⎤
⎥⎥⎥⎥⎦− (m+ p, m+ p, 0).
(21)
Hence, Theorem 1 follows trivially from Theorem 5 with
A =
⎡
⎣ A B C±B 0 0
±C 0 0
⎤
⎦ , B =
⎡
⎣ 0I
0
⎤
⎦ , C =
⎡
⎣ 00
I
⎤
⎦ , E = 0, X = −X , Y = −Y.
(22)
3. Alternative proof of Theorem 1. The proof of Theorem 1 given in sec-
tion 2 is simple, but it is based on nonsingular transformations, not unitary/orthogonal
transformations. Hence, this proof cannot be used for the purpose of numerical com-
puting [9].
In this section, we will provide an alternative proof for Theorem 1. This al-
ternative proof is constructive so that the method of construction in the proof can
be directly translated into a procedure for computing X and Y that enable the
ranks or inertias of the matrix expression concerned to attain any integer s or triplet
(I+, I−, n − I+ − I−) within the admissible ranges. Furthermore, we have taken
care to employ only unitary/orthogonal transformations in our proof. This accounts
for the algebraic complexity of the alternative proof, but the corresponding procedure
for computing X and Y is numerically reliable.
The following lemmas play an important role for the development in this section.
Lemma 8 (see [3]). Given A1 ∈ Fν1×ν2 and A2 ∈ Fν2×ν2 with A2 nonsingular.
Let unitary matrix W ∈ F(ν1+ν2)×(ν1+ν2), with partitioning W =
[ ν1 ν2W11 W12
W21 W22
] }ν1
}ν2
be such that
W
[
A1
A2
]
=
[
0
A˜2
] }ν1
}ν2 .
Then both W11 and W22 are nonsingular.
Lemma 9. Let A = ±A ∈ Fn×n, B ∈ Fn×m, and C ∈ Fn×p. There exist unitary
matrices U ∈ Fn×n, WB ∈ Fm×m, and WC ∈ Fp×p such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
UAU =
⎡
⎢⎢⎢⎢⎣
μ1 μ2 μ3 μ4 μ5
A11 A12 A13 A14 A15
±A12 A22 A23 A24 0
±A13 ±A23 A33 A34 0
±A14 ±A24 ±A34 A44 0
±A15 0 0 0 0
⎤
⎥⎥⎥⎥⎦
}μ1
}μ2
}μ3
}μ4
}μ5
,
UBW B =
⎡
⎢⎢⎢⎢⎣
m− μ2 μ2
B11 B12
0 B22
0 0
0 0
0 0
⎤
⎥⎥⎥⎥⎦
}μ1
}μ2
}μ3
}μ4
}μ5
, UCW C =
⎡
⎢⎢⎢⎢⎣
p− μ3 μ3
C11 C12
C21 C22
0 C32
0 0
0 0
⎤
⎥⎥⎥⎥⎦
}μ1
}μ2
}μ3
}μ4
}μ5
,
(23)
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where
rank(A15) = μ1, rank(A44) = μ4,
rank(B22) = μ2, rank(C32) = μ3, rank
⎡
⎣ B11 B12 C11 C120 B22 C21 C22
0 0 0 C32
⎤
⎦ = μ1+μ2+μ3,
A11 = ±A11, A22 = ±A22, A33 = ±A33, A44 = ±A44,
and moreover,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
μ1 = rank
[
B C
]
+ rank
[
A B C
]− rank
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦ ,
μ2 = rank
[
A B C
B 0 0
]
− rank [ A B C ] ,
μ3 = rank
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦− rank [ A B C
B 0 0
]
,
μ4 = rank
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦− 2 rank [ B C ] ,
(24)
and ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
I+(A44) = I+
⎛
⎝
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦
⎞
⎠− (μ1 + μ2 + μ3),
I−(A44) = I−
⎛
⎝
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦
⎞
⎠− (μ1 + μ2 + μ3),
I+(A44) + I−(A44) = μ4.
(25)
Proof. We construct the form (23) by the following steps:
Step 1: Compute unitary matrix U ∈ Fn×n such that
U
[
B C
]
=:
[ m p
B
(1)
1 C
(1)
1
0 0
] }r
}n− r , rank
[
B
(1)
1 C
(1)
1
]
= r,
where
r = rank
[
B C
]
.
Denote
UAU =:
[ r n− r
A
(1)
11 A
(1)
12
±
(
A
(1)
12
)
A
(1)
22
]
}r
}n− r .
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Step 2: Compute unitary matrix U1 ∈ F(n−r)×(n−r) such that
U1A
(1)
22 =
[ μ4 μ5
A
(2)
44 A
(2)
45
0 0
] }μ4
}μ5 , rank
[
A
(2)
44 A
(2)
45
]
= μ4.
Note that A = ±A, so we have A(1)22 = ±(A(1)22 ) as a result, we obtain
U1A
(1)
22 U

1 =
[ μ4 μ5
A44 0
0 0
] }μ4
}μ5 , rank(A44) = μ4.
Let
U :=
[
I
U1
]
U.
By taking the fact A = ±A into account, we have
UAU∗ =
[
I
U1
][
A
(1)
11 A
(1)
12
±
(
A
(1)
12
)
A
(1)
22
] [
I
U1
]
=:
⎡
⎢⎢⎢⎢⎢⎣
r μ4 μ5
A
(2)
11 A
(2)
14 A
(2)
15
±
(
A
(2)
14
)
A44 0
±
(
A
(2)
15
)
0 0
⎤
⎥⎥⎥⎥⎥⎦
}r
}μ4
}μ5
and
U
[
B C
]
=
[
I
U1
] [
B
(1)
1 C
(1)
1
0 0
]
=:
⎡
⎣ B(2)1 C(2)10 0
0 0
⎤
⎦ , B(2)1 = B(1)1 , C(2)1 = C(1)1 .
Step 3: Compute unitary matrix U2 ∈ Fr×r such that
U2A
(2)
15 =
[
A15
0
] }μ1
}r − μ1 , rank(A15) = μ1.
Define
U :=
[
U2
I
]
U.
Again, since A = ±A and rank
[
B
(2)
1 C
(2)
1
]
= rank
[
B
(1)
1 C
(1)
1
]
= r,
we have
UAU =
[
U2
I
]⎡⎢⎢⎣
A
(2)
11 A
(2)
14 A
(2)
15
±
(
A
(2)
14
)
A44 0
±
(
A
(2)
15
)
0 0
⎤
⎥⎥⎦
[
U2
I
]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
INERTIA AND RANK CHARACTERIZATIONS 1209
=
⎡
⎢⎢⎢⎢⎣
μ1 r − μ1 μ4 μ5
A11 A
(3)
12 A14 A15
±
(
A
(3)
12
)
A
(3)
22 A
(3)
24 0
±A14 ±
(
A
(3)
24
)
A44 0
±A15 0 0 0
⎤
⎥⎥⎥⎥⎦
}μ1
}r − μ1
}μ4
}μ5
,
U
[
B C
]
=
[
U2
I
] [
B
(2)
1 C
(2)
1
0 0
]
=
⎡
⎢⎢⎣
B
(3)
1 C
(3)
1
B
(3)
2 C
(3)
2
0 0
0 0
⎤
⎥⎥⎦
}μ1
}r − μ1
}μ4
}μ5
,
and
rank
[
B
(3)
1 C
(3)
1
B
(3)
2 C
(3)
2
]
= rank
(
U2
[
B
(2)
1 C
(2)
1
])
= rank
[
B
(1)
1 C
(1)
1
]
= r.
Step 4: Since rank
[
B
(3)
2 C
(3)
2
]
= r−μ1, we can compute unitary matrices
U4 ∈ F(r−μ1)×(r−μ1), WB ∈ Fm×m, and WC ∈ Fp×p such that
U4
[
B
(3)
2 C
(3)
2
] [
WB
WC
]
=:
[m− μ2 μ2 p− μ3 μ3
0 B22 C21 C22
0 0 0 C32
] }μ2
}μ3
and
rank(B22) = μ2, rank(C32) = μ3, μ2 + μ3 = r − μ1.
Denote
U :=
⎡
⎣ Iμ1 U4
I
⎤
⎦U.
We have by using the property A = ±AT that
UAU =
⎡
⎣Iμ1 U4
I
⎤
⎦
⎡
⎢⎢⎢⎣
A11 A
(3)
12 A14 A15
±(A(3)12 ) A(3)22 A(3)24 0
±A14 ±(A(3)24 ) A44 0
±A15 0 0 0
⎤
⎥⎥⎥⎦
⎡
⎣Iμ1 U4
I
⎤
⎦

=
⎡
⎢⎢⎢⎢⎣
μ1 μ2 μ3 μ4 μ5
A11 A12 A13 A14 A15
±A12 A22 A23 A24 0
±A13 ±A23 A33 A34 0
±A14 ±A24 ±A34 A44 0
±A15 0 0 0 0
⎤
⎥⎥⎥⎥⎦
}μ1
}μ2
}μ3
}μ4
}μ5
,
UBW B =
⎡
⎣ Iμ1 U4
I
⎤
⎦
⎡
⎢⎢⎣
B
(3)
1
B
(3)
2
0
0
⎤
⎥⎥⎦W B =
⎡
⎢⎢⎢⎢⎣
m− μ2 μ2
B11 B12
0 B22
0 0
0 0
0 0
⎤
⎥⎥⎥⎥⎦
}μ1
}μ2
}μ3
}μ4
}μ5
,
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UCW C =
⎡
⎣ Iμ1 U4
I
⎤
⎦
⎡
⎢⎢⎣
C
(3)
1
C
(3)
2
0
0
⎤
⎥⎥⎦W C =
⎡
⎢⎢⎢⎢⎣
p− μ3 μ3
C11 C12
C21 C22
0 C32
0 0
0 0
⎤
⎥⎥⎥⎥⎦
}μ1
}μ2
}μ3
}μ4
}μ5
.
A simple calculation yields that
rank
⎡
⎣ B11 B12 C11 C120 B22 C21 C22
0 0 0 C32
⎤
⎦ = rank
[
B
(3)
1 C
(3)
1
B
(3)
2 C
(3)
2
]
= r = μ1 + μ2 + μ2.
Furthermore, the form (23) also implies that⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
rank
[
B C
]
= r = μ1 + μ2 + μ3,
rank
[
A B C
]
= 2μ1 + μ2 + μ3 + μ4,
rank
[
A B C
B 0 0
]
= 2μ1 + 2μ2 + μ3 + μ4,
rank
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦ = 2μ1 + 2μ2 + 2μ3 + μ4,
i.e., (24) holds. In addition, we also have (25).
Lemma 10. Let A = ±A ∈ Fn×n, B ∈ Fn×m, and C ∈ Fn×p, and let the form
(23) have been determined. Let unitary matrices V,V ∈ F(μ2+μ3+μ4)×(μ2+μ3+μ4) with
partitioning
V =
⎡
⎣
μ2 μ3 μ4
V22 0 V24
0 I 0
V42 0 V44
⎤
⎦ }μ2}μ3
}μ4
, V =
⎡
⎣
μ2 μ3 μ4
I 0 0
0 V33 V34
0 V43 V44
⎤
⎦ }μ2}μ3
}μ4
be such that
[ V33 V34
V43 V44
] [
A34
A44
]
=
[
0
Ξ
] }μ3
}μ4 ,
[
V22 V24
V42 V44
] [
A24
Ξ
]
=
[
0
Ξ˜
] }μ2
}μ4 .
Denote⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(V V)
⎡
⎣ A22 A23 A24±A23 A33 A34
±A24 ±A34 A44
⎤
⎦ (V V) =
⎡
⎣
μ2 μ3 μ4
A˜22 A˜23 A˜24
±A˜23 A˜33 A˜34
±A˜24 ±A˜34 A˜44
⎤
⎦ }μ2}μ3
}μ4
,
(V V)
⎡
⎣ B220
0
⎤
⎦ =
⎡
⎣ B˜220
B˜42
⎤
⎦ }μ2}μ3
}μ4
,
(V V)
⎡
⎣ C21 C220 C32
0 0
⎤
⎦ =
⎡
⎣
p− μ3 μ3
C˜21 C˜22
0 C˜32
C˜41 C˜42
⎤
⎦ }μ2}μ3
}μ4
.
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Furthermore, let unitary matrix U ∈ F(μ2+μ3)×(μ2+μ3) be such that
U
[
C˜22
C˜32
]
=
[
0
C˜32
] }μ2
}μ3 .
Set
U
[
A˜23
A˜33
]
=
[ A23
Aˆ33
] }μ2
}μ3 , U
[
A˜22 A˜23
±A˜23 A˜33
]
U =
[ μ2 μ3A22 A˜23
±A˜23 A˜33
] }μ2
}μ3 ,
U
[
B˜22
0
]
=
[ B22
B˜32
] }μ2
}μ3 , U
[
C˜21
0
]
=
[ C21
C˜31
] }μ2
}μ3 ,
and define
Θ :=
[ A22 A23
±A23 A˜33
]
, Φ :=
[
0 B22
0 0
]
, Ψ =
[ C21 0
0 C˜32
]
.
Then B22 is nonsingular, Θ = ±Θ,⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
rank(Φ) = rank
[
A B C
B 0 0
]
− rank [ A B C ] ,
rank(Ψ) = rank
[
A B C
C 0 0
]
− rank [ A B C ] ,
rank
[
Θ Φ
Ψ 0
]
= rank
[
A C
B 0
]
+ rank
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦− 2 rank [A B C] ,
(26)
and for any X = ±X ∈ Fm×m and Y = ±Y  ∈ Fp×p,
rank(A−BXB−CY C) = 2μ1+μ4+rank (Θ− Φ(WBXW B)Φ −Ψ(WCYW C)Ψ)
(27)
and ⎧⎪⎨
⎪⎩
I+(A−BXB − CY C)
= μ1 + I+(A44) + I+ (Θ− Φ(WBXW B)Φ −Ψ(WCYW C)Ψ) ,
I−(A− BXB − CY C)
= μ1 + I−(A44) + I− (Θ− Φ(WBXW B)Φ −Ψ(WCYW C)Ψ) .
(28)
Proof. First, since A44 is nonsingular, so it follows directly from Lemma 8 that
V22 and V33 are nonsingular. Note that B˜22 = V22B22, C˜32 = V33C32, and B22 and
C32 are nonsingular; thus, B˜22 and C˜32 are also nonsingular.
Next, partition U into
U =
[ μ2 μ3U22 U23
U32 U33
] }μ2
}μ3 .
We get by using Lemma 8 that U22 and U33 are nonsingular because C˜32 is nonsingular.
Moreover, we also have⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
B22 = U22B˜22,
Θ =
[ U22 U23
0 I
] [
A˜22 A˜23
±A˜23 A˜33
] [ U22 U23
0 I
]
,
Φ =
[ U22 U23
0 I
] [
0 B˜22
0 0
]
, Ψ =
[ U22 U23
0 I
] [
C˜21 C˜22
0 C˜32
]
.
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Hence, B22 is nonsingular since U22 and B˜22 are nonsingular. Moreover, let’s rename
U :=
⎡
⎢⎢⎢⎢⎣
I
U22 U23
I
Iμ4
Iμ5
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
Iμ1
V22 V24V43 V24V44
V33 V34
I
I
⎤
⎥⎥⎥⎥⎦U.
Then U is nonsingular, and a simple calculation using (23) gives that (UAU, UBW B,
UCW C) is of the following form:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
UAU =
⎡
⎢⎢⎣
A11  A14 A15
 Θ 0 0
±A14 0 A44 0
±A15 0 0 0
⎤
⎥⎥⎦ ,
UBW B =
⎡
⎢⎢⎣

Φ
0
0
⎤
⎥⎥⎦ , UCW C =
⎡
⎢⎢⎣

Ψ
0
0
⎤
⎥⎥⎦ ,
which together with properties that U and A44 are nonsingular and A15 is of full row
rank leads to (27) and (28) directly. In addition, A = ±A gives Θ = ±Θ, and (26)
follows from (24) and the following equalities⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
rank(Φ) = rank(B22) = μ2,
rank(Ψ) = rank(Ψ) = rank
[
A B C
C 0 0
]
− 2μ1 − μ2 − μ3 − μ4,
rank
[
Θ Φ
Ψ 0
]
= rank
[
A C
B 0
]
− 2μ1 − μ4.
Lemma 11. Let A = ±A ∈ Fn×n, B ∈ Fn×m, and C ∈ Fn×p, and let
Θ,Φ, and Ψ in Lemma 10 have been determined. There exist unitary matrices P ∈
F(μ2+μ3)×(μ2+μ3) and Q ∈ Fp×p such that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
PΘP  =
⎡
⎢⎢⎢⎢⎣
τ1 τ2 τ3 τ4 τ1
Θ11 Θ12 Θ13 0 Σ
±Θ12 Θ22 Θ23 0 0
±Θ13 ±Θ23 Θ33 Θ34 Θ35
0 0 ±Θ34 Θ44 Θ45
±Σ 0 ±Θ35 ±Θ45 Θ55
⎤
⎥⎥⎥⎥⎦
}τ1
}τ2
}τ3
}τ4
}τ1
,
PΦ =
⎡
⎢⎢⎢⎢⎣
m− μ2 μ2
0 Φ12
0 Φ22
0 Φ32
0 0
0 0
⎤
⎥⎥⎥⎥⎦
}τ1
}τ2
}τ3
}τ4
}τ1
, PΨQ =
⎡
⎢⎢⎢⎢⎣
p− τ3 − μ3 τ3 μ3
0 0 0
0 0 0
0 Ψ32 0
0 0 Ψ43
0 0 Ψ53
⎤
⎥⎥⎥⎥⎦,
}τ1
}τ2
}τ3
}τ4
}τ1
,
(29)
where Θi,i = ±Θi,i (i = 1, . . . , 5),
⎡
⎣ Φ12Φ22
Φ32
⎤
⎦, Ψ32,
[
Ψ43
Ψ53
]
, and Σ =
⎡
⎢⎣
σ1
. . .
στ1
⎤
⎥⎦
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are nonsingular, and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
τ1 = rank
[
A C
B 0
]
+ rank
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦
− rank
[
A B C
B 0 0
]
− rank
[
A B C
C 0 0
]
,
τ2 = 2 rank
[
A B C
]
+ rank
[
A B C
B 0 0
]
− rank
[
A C
B 0
]
,
τ3 = rank
[
A B C
B 0 0
]
+ rank
[
A B C
C 0 0
]
− rank [ A B C ]− rank
⎡
⎣ A B CB 0 0
C 0 0
⎤
⎦ ,
τ4 = rank
[
A B C
C 0 0
]
− rank
[
A C
B 0
]
.
(30)
Moreover,
• if F = C, then
{rank(Θ− Φ(WBXW B)Φ −Ψ(WCYW C)Ψ)| X = ±X ∈ Cm×m,
Y = ±Y  ∈ Cp×p}
= {s | s is integer, τ1 ≤ s ≤ 2τ1 + τ2 + τ3 + τ4},(31)
and for any given integers i+ and i−, there exist matrices X = ±X ∈ Cm×m
and Y = ±Y  ∈ Cp×p such that{
i+ = In+(Θ− Φ(WBXW B)Φ −Ψ(WCYW C)Ψ),
i− = In−(Θ− Φ(WBXW B)Φ −Ψ(WCYW C)Ψ),(32)
if and only if
0 ≤ i+, 0 ≤ i−, τ1 ≤ i+ + i− ≤ 2τ1 + τ2 + τ3 + τ4.(33)
• if F = R and Θ = ΘT , then{
rank
(
Θ− Φ (WBXWTB )ΦT −Ψ (WCYWTC )ΨT ) | X
= XT ∈ Rm×m, Y = Y T ∈ Rp×p
}
= {s | s is integer, τ1 ≤ s ≤ 2τ1 + τ2 + τ3 + τ4},(34)
and for any given integers i+ and i−, there exist matrices X = XT ∈ Rm×m
and Y = Y T ∈ Rp×p such that{
i+ = In+
(
Θ− Φ (WBXWTB )ΦT −Ψ (WCYWTC )ΨT ) ,
i− = In−
(
Θ− Φ (WBXWTB )ΦT −Ψ (WCYWTC )ΨT )(35)
if and only if (33) holds.
• if F = R and Θ = −ΘT ,
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(i) when τ1 = 0, τ3 = 0, both τ2 and τ4 are all odd, then{
rank
(
Θ− Φ (WBXWTB )ΦT −Ψ (WCYWTC )ΨT ) | X
= −XT ∈ Rm×m, Y = −Y T ∈ Rp×p
}
= {s | s is even integer, τ1 ≤ s ≤ 2τ1 + τ2 + τ3 + τ4 − 2},(36)
and for any given integers i+ and i−, there exist matrices X = −XT ∈
Rm×m and Y = −Y T ∈ Rp×p satisfying (35) if and only if
i+ = i−, τ1 ≤ i+ + i− ≤ 2τ1 + τ2 + τ3 + τ4 − 2;(37)
(ii) otherwise,{
rank
(
Θ− Φ (WBXWTB )ΦT −Ψ (WCYWTC )ΨT ) | X
= −XT ∈ Rm×m, Y = −Y T ∈ Rp×p
}
= {s | s is even integer, τ1 ≤ s ≤ 2τ1 + τ2 + τ3 + τ4},(38)
and for any given integers i+ and i−, there exist matrices X = −XT ∈
Rm×m and Y = −Y T ∈ Rp×p satisfying (35) if and only if
i+ = i−, τ1 ≤ i+ + i− ≤ 2τ1 + τ2 + τ3 + τ4.(39)
Proof. Note that Θ = ±Θ,
Θ =
[ A22 A23
±A23 A˜33
]
, Φ =
[
0 B22
0 0
]
, Ψ =
[ C21 0
0 C˜32
]
,
and B22 ∈ Fμ2×μ2 and C˜32 ∈ Fμ3×μ3 are nonsingular, so we can construct the form
(29) by the following steps:
Step 1: Compute unitary matrices P1 ∈ Fμ2×μ2 and Q ∈ Fp×p such that
P1C21Q =
[ p− μ3 − τ3 τ3
0 0
0 Ψ32
] }μ2 − τ3
}τ3 , rank(Ψ32) = τ3.
Denote
[
P1
I
]
Θ
[
P1
I
]
=
⎡
⎢⎢⎢⎣
μ2 − τ3 τ3 μ3
Θ
(1)
11 Θ
(1)
12 Θ
(1)
13
±
(
Θ
(1)
12
)
Θ
(1)
22 Θ
(1)
23
±
(
Θ
(1)
13
)
±
(
Θ
(1)
23
)
Θ
(1)
33
⎤
⎥⎥⎥⎦
}μ2 − τ3
}τ3
}μ3
.
Step 2: Compute the SVD of Θ
(1)
13 to get unitary matrices P2 ∈ F(μ2−τ3)×(μ2−τ2)
and P3 ∈ Fμ3×μ3 such that
P2Θ
(1)
13 P

3 =
[ τ4 τ1
0 Σ
0 0
] }τ1
}τ2 ,
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where Σ =
⎡
⎢⎣
σ1
. . .
στ1
⎤
⎥⎦ is nonsingular. Define
P =
⎡
⎣ P2 I
P3
⎤
⎦[ P1
I
]
.
Then (PΘP , PΦ, PΨQ) is of the form (29) with
rank
⎡
⎣ Φ12Φ22
Φ32
⎤
⎦ = rank([ P2
I
]
P1B22
)
= rank(B22) = μ2 = τ1 + τ2 + τ3,
rank
[
Ψ43
Ψ53
]
= rank(P3C˜32) = rank(C˜32) = μ3 = τ4 + τ1,
and
Θi,i = ±Θi,i, i = 1, . . . , 5 (since Θ = ±Θ).
Clearly, we have
τ1 + τ2 + τ3 = rankΦ),
τ1 + τ3 + τ4 = rank(Ψ),
3τ1 + τ2 + 2τ3 + τ4 = rank
[
Θ Φ
Ψ 0
]
,
2τ1 + τ2 + τ3 + τ4 = μ2 + μ3,
which together with (24) and (26) give (30). Furthermore, WB, WC ,
[
Φ12
Φ22
Φ32
]
, and[
Ψ32 0
0 Ψ43
0 Ψ53
]
are all nonsingular, for any X = ±X ∈ Fm×m and Y = ±Y  ∈ Fp×p, we
can let⎡
⎣0 Φ120 Φ22
0 Φ32
⎤
⎦WBXW B
⎡
⎣0 Φ120 Φ22
0 Φ32
⎤
⎦

=
⎡
⎣ Θ11 Θ12 Θ13±Θ12 Θ22 Θ23
±Θ13 ±Θ23 Θ33
⎤
⎦−
⎡
⎣ Z11 Z12 Z13±Z12 Z22 Z23
±Z13 ±Z23 Z33
⎤
⎦
and ⎡
⎣ 0 Ψ32 00 0 Ψ43
0 0 Ψ53
⎤
⎦QWCYW CQ
⎡
⎣ 0 Ψ32 00 0 Ψ43
0 0 Ψ53
⎤
⎦

=
⎡
⎣ 0 Θ34 Θ35±Θ34 Θ44 Θ45
±Θ35 ±Θ45 Θ55
⎤
⎦−
⎡
⎣ Z33 Z34 Z35±Z34 Z44 Z45
±Z35 Z45 Z55
⎤
⎦ ,
where Zii = ±Zii ∈ Fτi×τi (i = 1, . . . , 4), Z33 = ±Z33 ∈ Fτ3×τ3 , and Z55 = ±Z55 ∈
Fτ1×τ1 ; consequently,
P (Θ− Φ(WBXW B)Φ −Ψ(WCYW C)Ψ)P  =
⎡
⎢⎢⎢⎢⎣
Z11 Z12 Z13 0 Σ
±Z12 Z22 Z23 0 0
±Z13 ±Z23 Z33 + Z33 Z34 Z35
0 0 ±Z34 Z44 Z45
±Σ 0 ±Z35 Z45 Z55
⎤
⎥⎥⎥⎥⎦ .
Hence, by Lemmas 6 and 7, (31)–(39) follows.
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We are now ready to provide the alternative proof of Theorem 1.
Proof of Theorem 1. Theorem 1 and the desired matrices X and Y involved follow
directly from Lemmas 9–11 and their proofs.
4. Proof of Theorem 3. We prove Theorem 3 in this section. It is obvious
that for any X ∈ Fm×p
In
⎛
⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎣
A B C 0 0
±B∗ 0 0 Im 0
±C∗ 0 0 0 Ip
0 ±Im 0 0 X
0 0 ±Ip ±X∗ 0
⎤
⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎠= In(A−BXC±CXB)+(m+p, m+p, 0);
thus, the inertia characterization (13) in Theorem 3 follow directly from [7, Theorem
1.1]. Although [7, Theorem 1.1] concerns the complex self-adjoint case, it is easy to
check that their results are also valid in the real symmetric case and the complex
skew-adjoint case. It remains to show the results on all admissible ranks and the real
skew-symmetric case. Since Lemma 6 holds, here we need only to prove (12), (14),
and (15). For this purpose, we need some supporting results as follows.
Lemma 12. Given Σ1 = ±Σ1 ∈ Fν1×ν1 , Σ2 = ±Σ2 ∈ Fν2×ν2 , and Σ1 and Σ2 are
nonsingular.
• If F = C, or F = R and Σi = ΣTi (i = 1, 2), then{
rank
[
Σ1 Y
±Y Σ2
]
| Y ∈ Fν1×ν2
}
= {s is integer and max{I+(Σ1), I+(Σ2)}
+ max{I−(Σ1), I−(Σ2)} ≤ s ≤ ν1 + ν2};
• If F = R, Σi = −ΣTi (i = 1, 2), then{
rank
[
Σ1 Y
−YT Σ2
]
| Y ∈ Rν1×ν2
}
= {s is even integer and max{ν1, ν2} ≤ s ≤ ν1 + ν2}.
Proof. The proof of Lemma 12 and the construction of the desired matrix Y are
straightforward and thus are omitted here.
Lemma 13. Given F = ±F ∈ Fk1×k1 and G = ±G ∈ Fk2×k2 . Let
Z =
[ F Z2
±Z2 G
]
= ±Z.
Denote
Kmin = max{I+(F), I+(G)} +max{I−(F), I−(G)},
Kmax = min{2k1 + rank(G), 2k2 + rank(F), k1 + k2}.
• If F = C, or F = R, F = FT , and G = GT , then
{rank(Z)} = {s is integer and Kmin ≤ s ≤ Kmax};
• If F = R, F = −FT , and G = −GT , then
{rank(Z)} = {s is even integer and max{rank(F), rank(G)} ≤ s ≤ Kmax}.
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Proof. We can assume by computing the real Schur forms of F and G that
F =
[ ν1 ν2
Σ1 0
0 0
] }ν1
}ν2 , G =
[ ν3 ν4
Σ2 0
0 0
] }ν3
}ν4 ,(40)
where
ν1 = rank(F), ν3 = rank(G), ν1 + ν2 = k1, ν3 + ν4 = k2,
Σ1 and Σ2 are nonsingular, and
• Σ1 = ±Σ1 and Σ2 = ±Σ2 are diagonal if F = C, or F = R, F = FT , and
G = GT ;
• Σ1 = −ΣT and Σ2 = −ΣT are all block diagonal with all diagonal blocks
2× 2 if F = R, F = −FT , and G = −GT .
Denote
Z2 =
[ ν3 ν4Z13 Z14
Z23 Z24
] }ν1
}ν2 .(41)
Then Z is of the form
Z =
⎡
⎢⎢⎣
ν1 ν2 ν3 ν4
Σ1 0 Z13 Z14
0 0 Z23 Z24
±Z13 ±Z23 Σ2 0
±Z14 ±Z24 0 0
⎤
⎥⎥⎦
}ν1
}ν2
}ν3
}ν4
= ±Z ∈ F
∑4
i=1 νi×
∑4
i=1 νi .
Obviously, for any Z we have by using Lemma 12 that
rank(Z) ≥ rank
[
Σ1 Z13
±Z13 Σ2
]
≥
⎧⎪⎨
⎪⎩
max{I+(Σ1), I+(Σ2)}+max{I−(Σ1), I−(Σ2)}
= Kmin, if F = C, or F = R, F = FT , G = GT ,
max{ν1, ν3} = max{rank(F), rank(G)},
if F = R, F = −FT , G = −GT .
(42)
On the other hand, we can assume without loss of generality that
[ Z13 Z14
Z23 Z24
]
=
⎡
⎢⎢⎢⎢⎣
γ ν3 − γ α β ν4 − α− β
0 0 0 I 0
0 Z(2,2)13 0 0 0
0 0 I 0 0
I 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎥⎦
}β
}ν1 − β
}α
}γ
}ν2 − α− γ
(43)
and
Σ1 =
[ β ν1 − β
Σ
(1,1)
1 Σ
(1,2)
1
±
(
Σ
(1,2)
1
)
Σ
(2,2)
1
]
}β
}ν1 − β , Σ2 =
[ γ ν3 − γ
Σ
(1,1)
2 Σ
(1,2)
2
±
(
Σ
(1,2)
2
)
Σ
(2,2)
2
]
}γ
}ν3 − γ ,
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where
α ≤ min{ν2, ν4}, β ≤ min{ν1, ν4 − α}, γ ≤ min{ν2 − α, ν3}.
Consequently, we obtain
rank(Z) = 2(α+ β + γ) + rank
[
Σ
(2,2)
1 Z(2,2)13
±
(
Z(2,2)13
)
Σ
(2,2)
2
]
≤ 2(α+ β + γ) + [(ν1 − β) + (ν3 − γ)] = ν1 + ν3 + 2α+ β + γ
≤ Kmax.(44)
In addition,
• when F = C, or F = R, F = FT , G = GT , a simple calculation with Lemma
12 yields that {
rank(Z) |
[ Z13 Z14
Z23 Z24
]
is of the form (43)
}
= {s | s is integer and Kmin ≤ s ≤ ν1 + ν3}
∪{ν1 + ν3 + 2α+ β + γ | α ≤ min{ν2, ν4},
β ≤ min{ν1, ν4 − α}, γ ≤ min{ν2 − α, ν3}}
= {s | s is integer and Kmin ≤ s ≤ Kmax};(45)
• similarly, when F = R, Σi = −ΣTi (i = 1, 2), a simple calculation with
Lemma 12 again gives that{
rank(Z) |
[ Z13 Z14
Z23 Z24
]
is of the form (43), β and γ are even
}
= {s | s is even integer and max{ν1, ν3} ≤ s ≤ ν1 + ν3}
∪{ν1 + ν3 + 2α+ β + γ | α ≤ min{ν2, ν4}, β ≤ min{ν1, ν4 − α},
γ ≤ min{ν2 − α, ν3}, β and γ are even}
= {s | s is even integer and max{ν1, ν3} ≤ s ≤ Kmax}.
(46)
Hence, Lemma 13 follows from (42) and (44)–(46).
Lemma 14. Given F = ±F ∈ Fk1×k1 and G = ±G ∈ Fk2×k2 . Let
Z =
⎡
⎣
k1 k2 k3
F Z2 Z3
±Z2 G Z4
±Z3 ±Z4 Z5
⎤
⎦ }k1}k2
}k3
= ±Z ∈ F(k1+k2+k3)×k1+k2+k3).
Denote
Kmin = max{I+(F), I+(G)} +max{I−(F), I−(G)},
Kˆmax = min{2k1 + 2k3 + rank(G), 2k2 + 2k3 + rank(F), k1 + k2 + k3}.
• If F = C, or F = R, F = FT , and G = GT , then
{rank(Z)} =
{
s is integer and Kmin ≤ s ≤ Kˆmax
}
;
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• If F = R, F = −FT and G = −GT , then
{rank(Z)} =
{
s is even integer and max{rank(F), rank(G)} ≤ s ≤ Kˆmax
}
.
Proof. Obviously, we have by using Lemma 13 that
rank(Z) ≥ rank
[ F Z2
±Z2 G
]
≥ Kmin for all Z.(47)
Furthermore, for a Z, let unitary matrices U ∈ F(k1+k2)×(k1+k2) and W ∈ Fk3×k3 be
such that
U
[ F Z2 Z3
±Z2 G Z4
] [U
W
]
=
[ β k1 + k2 − β γ k3 − γ
Λ 0 Zˆ(1)3 Zˆ(2)3
0 0 Zˆ4 0
] }β
}k1 + k2 − β ,
where
rank(Λ) = rank
[ F Z2
±Z2 G
]
= β, rank
(
Zˆ4
)
= γ.
By Lemma 13, we know
β ≤ min{2k1 + rank(G), 2k2 + rank(F), k1 + k2}.
We also have
γ ≤ min{k3, k1 + k2 − β}.
Thus, we get
rank(Z) ≤ 2γ + β + (k3 − γ) = β + γ + k3 ≤ min{k3 + β, k1 + k2}+ k3
≤ min{k3 +min{2k1 + rank(G), 2k2 + rank(F), k1 + k2}, k1 + k2}+ k3
≤ min{2k1 + k3 + rank(G), 2k2 + k3 + rank(F), k1 + k2}+ k3
= Kˆmax.(48)
Furthermore, we can assume by computing the real Schur forms of F and G that F
and G are of the forms in (40). Take⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Zˆ5 =
[
Iα 0
0 0
]
,
Zˆ3 =
⎡
⎣ 0 0Iβ 0
0 0
⎤
⎦ }ν1}β
}ν2 − β
, Zˆ4 =
⎡
⎣ 0 0Iγ 0
0 0
⎤
⎦ }ν3}γ
}ν4 − γ
,
if F = C, or F = R, F = FT , G = GT ,
and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Zˆ5 =
[
Γα 0
0 0
]
, Γα = − diag
{[
0 1
−1 0
]
, . . . ,
[
0 1
−1 0
]}
∈ Rα×α,
Zˆ3 =
⎡
⎣ 0 0Iβ 0
0 0
⎤
⎦ }ν1}β
}ν2 − β
, Zˆ4 =
⎡
⎣ 0 0Iγ 0
0 0
⎤
⎦ }ν3}γ
}ν4 − γ
,
α is even,
if F = R, F = −FT , G = −GT .
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Then we have using Lemma 13 that
⎧⎨
⎩rank
⎡
⎣ F Z2 Zˆ3±Z2 G Zˆ4
±Zˆ3 ±Zˆ4 Zˆ5
⎤
⎦ | Z2 ∈ Fk1×k2 , α ≤ k3, β ≤ ν2, γ ≤ ν4, min{β, γ} ≤ α
⎫⎬
⎭
=
⎧⎪⎪⎨
⎪⎪⎩
{
s | s is integer and Kmin ≤ s ≤ Kˆmax
}
if F = C, or F = R, F = FT , G = GT ,{
s | s is even integer and max {rank(F), rank(G)} ≤ s ≤ Kˆmax
}
if F = R, F = −FT , G = −GT .
As a result, we obtain⎧⎪⎪⎨
⎪⎩
{s | s is integer and Kmin ≤ s ≤ Kmax} ⊂ {rank(Z)},
if F = C, or F = R, F = FT , G = GT ;
{s | s is even integer and max {rank(F), rank(G)} ≤ s ≤ Kˆmax} ⊂ {rank(Z)},
if F = R, F = −FT , G = −GT .
(49)
Therefore, Lemma 14 follows directly from (47)–(49).
Again it should be pointed out that a simple construction method such that Z
achieves any given admissible rank is embedded in the proofs of Lemmas 12–14.
We are now ready to characterize all admissible ranks of A−BXC ±CXB in
Theorem 3.
Proof of rank characterizations in Theorem 3. Let the factorizations in Lemmas 9–
11 have been determined. Then we have
rank(A−BXC ± CXB)
= 2μ1 + μ4 + rank(Θ− Φ(WBXW C)Ψ ±Ψ(WBXW C)Φ)
= 2μ1 + μ4 + rank[P (Θ− Φ(WBXW CQ))QΨ ±ΨQ(WBXW CQ)Φ]P ]
= 2μ1 + μ4 + rank
⎡
⎣ F Z2 Z3±Z2 Z5 Z4
±Z3 ±Z4 G
⎤
⎦ ,
where
F =
[
Θ11 Θ12
±Θ12 Θ22
]
, G =
[
Θ44 Θ45
±Θ45 Θ55
]
,
[ Z2 Z3 ] =
[
Θ13 0 Σ
Θ23 0 0
]
−
[
0 Φ12
0 Φ22
]
(WBXW

CQ
)
⎡
⎣ 0 Ψ32 00 0 Ψ43
0 0 Ψ53
⎤
⎦ ,
Z4 =
[
Θ34 Θ35
]− [ 0 Φ32 ] (WBXW CQ)
[
0 0 Ψ43
0 0 Ψ53
]
,
and
Z5 = Θ33 −
[
0 Φ32
]
(WBXW

CQ
)
[
0 Ψ32 0
] ± [0 Ψ32 0] (WBXW CQ) [0 Φ32] .
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Thus, we obtain by using Lemma 14 that
• if F = C, or F = R and A = AT , then
{rank(A−BXC ± CXB) | X ∈ Fm×p}
=
{
s | s is integer and 2μ1 + μ4 +Kmin ≤ s ≤ 2μ1 + μ4 + Kˆmax
}
;
• if F = R and A = −AT , then{
rank
(
A−BXCT + CXTBT ) | X ∈ Rm×p}
= {s | s is even integer and 2μ1 + μ4 +max{rank(F), rank(G)}
≤ s ≤ 2μ1 + μ4 + Kˆmax}.
Now a simple calculation using Lemmas 9–11 gives that
2μ1 + μ4 + Kmin = kmin, 2μ1 + μ4 + Kˆmax = kmax,
and
2μ1 + μ4 +max{rank(F), rank(G)}
= max
{
rank
[
A B
BT 0
])
+ 2
(
rank
[
A B C
]− rank[ A B C
BT 0 0
])
,
rank
[
A C
CT 0
])
+ 2
(
rank
[
A B C
]− rank [ A B C
C∗ 0 0
])}
.
Hence, all rank characterizations in Theorem 3 are proved.
[7, Theorem 1.1] characterizes all admissible inertias and the minimal completion
rank of the partial matrix of the form⎡
⎣ A B ?B D C
? C E
⎤
⎦ .
The following result is a complement to [7, Theorem 1.1], which gives all admissible
ranks of the partial matrices.
Theorem 15. Given
A = ±A ∈ Fα×α, D = ±D ∈ Fβ×β, E = ±E ∈ Fγ×γ , B ∈ Fα×β , C ∈ Fβ×γ .
Denote
kmin = max
{
I+
([ D C
±C E
])
+ rank
[ B D C ]− rank [ D C ] ,
I+
([ A B
±B D
])
+ rank
[ B D C ]− rank [ B D ]}
+max
{
I−
([ D C
±C E
])
+ rank
[ B D C ]− rank [ D C ] ,
I−
([ A B
±B D
])
+ rank
[ B D C ]− rank [ B D ]},
and
kmax = min
{
2α+ rank
[ D C
±C E
]
, 2γ + rank
[ A B
±B D
]
, α+ γ + rank
[B D C]} .
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• If F = C, or F = R, A = AT , D = DT , and E = ET , then⎧⎨
⎩rank
⎡
⎣ A B X±B D C
±X  ±C E
⎤
⎦ | X ∈ Fα×γ
⎫⎬
⎭ = {s | s is integer and kmin ≤ s ≤ kmax}.
• If F = R, A = −AT , D = −DT , and E = −ET , then kmin is reduced to
kmin = max
{
rank
[ D C
−CT E
]
+ rank
[ BT D C ]− rank [ D C ] ,
rank
[ A B
−BT D
]
+ rank
[ BT D C ]− rank [ B D ]},
and ⎧⎨
⎩rank
⎡
⎣ A B X−BT D C
−X T −CT E
⎤
⎦ | X ∈ Fα×γ
⎫⎬
⎭
= {s | s is even integer and kmin ≤ s ≤ kmax}.
Proof. Theorem 15 is a simple consequence of Theorem 3 with
A =
⎡
⎣ A B 0±B D C
0 ±C E
⎤
⎦ , B =
⎡
⎣ Iα0
0
⎤
⎦ , C =
⎡
⎣ 00
Iγ
⎤
⎦ .
Let us finish this section with an example illustrating that none of the inequalities
in Theorem 3 are redundant. The example is inspired by a similar example from [7].
Example 3. Let
A = diag{1, 1,−1,−1, 0, 0, 1,−1, 0, 0, 0, 0}, B =
[
I6
0
]
, C =
[
0
I6
]
.
Then the inequalities in (13) correspond to
2 ≤ I+ ≤ 7, 2 ≤ I− ≤ 7, −3 ≤ I+ − I− ≤ 3, I+ + I− ≤ 12.
5. The nonadjoint/nonsymmetric case. In this section we give the nonad-
joint/nonsymmetric version of Theorems 5, 1, and 15 in this section. The following
is the nonadjoint/nonsymmetric version of both Theorems 5 and 15.
Theorem 16. Let A ∈ Fn˜×n, B ∈ Fn˜×m, C ∈ Fn˜×p, D ∈ Fm˜×n, E ∈ Fm˜×p,
F ∈ Fp˜×n, and G ∈ Fp˜×m. Denote
Kmax = min
⎧⎨
⎩m˜+ p˜+ rank [ A B C ] , m˜+ p+ rank
[ A B
F G
]
,
m+ p˜+ rank
[ A C
D E
]
, m+ p+ rank
⎡
⎣ AD
F
⎤
⎦
⎫⎬
⎭
and
Kmin = rank
[A B C]+ rank
⎡
⎣AD
F
⎤
⎦+max{ rank [A CD E
]
− rank [A C]− rank [AD
]
, rank
[A B
F G
]
− rank [A B] − rank[AF
]}
.
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Then⎧⎨
⎩rank
⎡
⎣A B CD X E
F G Y
⎤
⎦ |X ∈ Fm˜×m, Y ∈ Fp˜×p
⎫⎬
⎭ = {s | s is integer, Kmin ≤ s ≤ Kmax}.
The proof of Theorem 16 is a direct corollary of results in [8, Theorem 2.2, Lemma
5.3 (see also (5) on page 180) and the observation in the second paragraph of page
166]. Here we include an alternative proof for it to make the paper self-contained.
Proof of Theorem 16. Similar to the proof of Theorem 5, we can find nonsingular
matrices L1, L˜1, L2, L˜2, L3, L˜3 and two constant matrices X0 and Y0 in F by using
the technique in [7] such that
L1
⎡
⎣ A B CD X E
F G Y
⎤
⎦ L˜1
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
In1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 In2 0 0 0 0 In2 0 0
0 0 0 0 0 0 In3 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 In4 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 In5 0 0 0 X11 X12 X13 X14 0 0 0 0
0 0 In6 0 0 X21 X22 X23 X24 0 0 0 0
0 0 0 0 0 X31 X32 X33 X34 0 0 In7 0
0 0 0 0 0 X41 X42 X43 X44 0 0 0 0
0 0 0 In8 0 0 0 0 0 Y11 Y12 Y13 Y14
0 In5 0 0 0 0 0 0 0 Y21 Y22 Y23 Y24
0 0 0 0 0 0 0 In9 0 Y31 Y32 Y33 Y34
0 0 0 0 0 0 0 0 0 Y41 Y42 Y43 Y44
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
n1 = rank(A),
n1 + n2 + n3 = rank
[ A B ] , n1 + n2 + n4 = rank [ A C ] ,
n1 + n5 + n6 = rank
[ A
D
]
, n1 + n5 + n8 = rank
[ A
F
]
,
n1 + n2 + n3 + n4 = rank
[ A B C ] , n1 + n5 + n6 + n8 = rank
⎡
⎣ AD
F
⎤
⎦ ,
n1 + n2 + n4 + n5 + n6 + n7 = rank
[ A C
D E
]
,
n1 + n2 + n3 + n5 + n8 + n9 = rank
[ A B
F G
]
,
(50)
and⎡
⎢⎢⎣
X11 X12 X13 X14
X21 X22 X23 X24
X31 X32 X33 X34
X41 X42 X43 X44
⎤
⎥⎥⎦ = L2(X +X0)L˜2,
⎡
⎢⎢⎣
Y11 Y12 Y13 Y14
Y21 Y22 Y23 Y24
Y31 Y32 Y33 Y34
Y41 Y42 Y43 Y44
⎤
⎥⎥⎦ = L3(Y+Y0)L˜3.
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It is easy to see that
rank
⎡
⎣ A B CD X E
F G Y
⎤
⎦
= n1 + n2 + n3 + n4 + n5 + n6 + n8 + rank
⎡
⎢⎢⎢⎢⎣
X44 −X41 0 0 X43
−X14 Y22 + X11 Y24 Y23 −X13
0 Y42 Y44 Y43 0
0 Y32 Y34 Y33 In9
Y34 −X31 0 In7 X33
⎤
⎥⎥⎥⎥⎦ .
(51)
Note that
X44 ∈ R(m˜−n5−n6−n7)×(m−n2−n3−n9), Y22 ∈ Rn5×n2 , Y44 ∈ R(p˜−n5−n8−n9)×(p−n2−n4−n7),
and a tedious calculation gives that
max{n7, n9}
≤ rank
⎡
⎢⎢⎢⎢⎣
X44 −X41 0 0 X43
−X14 Y22 + X11 Y24 Y23 −X13
0 Y42 Y44 Y43 0
0 Y32 Y34 Y33 In9
Y34 −X31 0 In7 X33
⎤
⎥⎥⎥⎥⎦
≤ min{m˜+ p˜− n5 − n3 − n8, m˜+ p+ n9 − n4 − n6, m
+ p˜+ n7 − n3 − n8, m+ p− n2 − n3 − n4}.(52)
We have that
s = rank
⎡
⎣ A B CD X E
F G Y
⎤
⎦ for some X ∈ Rm˜×m and Y ∈ Rp˜×p
if and only if s is an integer satisfying
max{n7, n9}
≤ s− (n1 + n2 + n3 + n4 + n5 + n6 + n8)
≤ min{m˜+ p˜− n5 − n3 − n8, m˜+ p+ n9 − n4 − n6,
m+ p˜+ n7 − n3 − n8, m+ p− n2 − n3 − n4}.
Thus, Theorem 16 follows directly from (50) and (51).
The following result is the nonadjoint version of Theorem 1.
Theorem 17. Let A ∈ Fn˜×n, B ∈ Fn˜×m, C ∈ Fn˜×p, D ∈ Fm˜×n, F ∈ Fp˜×n.
Denote
kmin = rank
[
A B C
]
+ rank
⎡
⎣ AD
F
⎤
⎦
+max
⎧⎨
⎩rank
[
A C
D 0
]
− rank
[
A B C
D 0 0
]
− rank
⎡
⎣ A CD 0
F 0
⎤
⎦ ,
rank
[
A B
F 0
]
− rank
[
A B C
F 0 0
]
− rank
⎡
⎣ A BD 0
F 0
⎤
⎦
⎫⎬
⎭
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and
kmax = min
⎧⎨
⎩rank [A B C] , rank
[
A B
F 0
]
, rank
[
A C
D 0
]
, rank
⎡
⎣ AD
F
⎤
⎦
⎫⎬
⎭ .
Then, {
rank(A− BXD− CY F )| X ∈ Fm×m˜, Y ∈ Fp×p˜}
= {s | s is integer, kmin ≤ s ≤ kmax}.
Proof. Theorem 17 follows directly from Theorem 16 and the following equality
rank(A−BXD − CY F ) = rank
⎡
⎢⎢⎢⎢⎣
A B C 0 0
D 0 0 Im˜ 0
F 0 0 0 Ip˜
0 Im 0 −X 0
0 0 Ip 0 −Y
⎤
⎥⎥⎥⎥⎦− (m+ m˜+ p+ p˜),
with any A ∈ Fn˜×n, B ∈ Fn˜×m, C ∈ Fn˜×p, D ∈ Fm˜×n, F ∈ Fp˜×n, X ∈ Fm×m˜, and
Y ∈ Fp×p˜.
The particular cases C = 0, F = 0 and D = I, C = I were treated earlier in [19]
and [18], respectively.
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