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COMMENTS ON THE ELSV COMPACTIFICATION OF HURWITZ STACKS
BASHAR DUDIN
Abstract. We revisit Ekedahl, Lando, Shapiro andVainshtein’s compactification of the stack
of simply ramified covers of the projective line except for a fixed ramification profile above
infinity. In particular we draw a connection with the Harris and Mumford stack of admissi-
ble covers showing that the boundary of the ELSV compactification appears as a contraction
of the boundary of the stack of admissible covers. This lays the needed foundations for a
combinatoral interpretation of boundary points of the ELSV compactification.
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1. Introduction
Fix integers (g,n) ∈ N ×N∗ distinct from (0,1) and (0,2). A genus g cover of profile
~k = (k1, . . . ,kn) ∈ (N∗)n is a ramified cover φ : X → Y from a genus g smooth n-marked curve
(X,p = p1, . . . ,pn) on a genus 0 1-marked smooth curve (Y,q∞), simply branched away from
q∞ and which sends pi on q∞ (and only the pis) with multiplicity ki . The Hurwitz number
µg,~k is the sum over g covers φ of profile ~k having r fixed branch points each weighted
by 1/Aut0(φ). The automorphism group Aut0(φ) is the group of automorphisms of the
domain curve that fix the marked points and commute to φ. In case the base field is C the
celebrated ELSV formula [10, 1.1]
(1) µg,~k = r!
n∏
i=1
kkii
ki !
∫
Mg,n
c
(
E∨g,n
)
(1− k1ψ1) · · · (1− knψn)
relates µg,~k to an intersection number on the stack of stable genus g n-marked curvesMg,n
([8]). It was announced in [11] with a sign error, corrected and proved in [13] in the case
~k = (1, . . . ,1) and finally proved in the general case in [10]. Techniques in [13] and later on
[15] depend on a fine understanding of Gromov-Witten theory of P1, those in [10] build
up a geometry reflecting the right-hand side of 1. This geometry is the main interest of
this paper. It involves constructing compactifications of stacks of covers of P1 that have
a projective cone structure over Mg,n. The question we’re interested in is how are these
“ELSV” compactifications related to more standard compactifications of covers of P1 such
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as [17], [25], [1] or [6]. The answer to this question is the content of theorem 8.4. In order
to give a smooth functorial treatment of the subject we had to give a satisfactory algebro-
geometric understanding of the cone of twisted polar parts [10, 3.4]. In sections 2 and
3 we give two constructions of this cone, they are isomorphic if the characteristic of the
base field is big enough. The present work makes clear the fact that the ELSV formula is
still valid as long as the characteristic of the base field doesn’t divide any of the kis and the
number of branch points away from q∞. Lastly wemention that theorem 8.4 is the starting
point of the combinatorial description of boundary points of the ELSV compactification
announced in [9]. It is the subject of a forthcoming paper by the author.
Throughout the paper k is an algebraically closed field of characteristic p ≥ 0 and
schemes are algebraic schemes over k. We denote Hg,~k the stack of g covers of profile
~k. An automorphism of a point φ : X → Y in Hg,~k is a couple of isomorphisms (α,β) of
the domain and target, fixing the marked points and such that βφ = φα, details can be
found in [17], [12] and [6]. More generally, following [6], if given a set {ǫj }
r¯
j=1 of partition
of d =
∑
i=1 ki one can define the stack H
ǫ
g,~k of g covers that have profile ~k above the only
marked point of the target and ramification indices given by the partitions ǫj over each
branch point. Denote H•g,~k the finite disjoint union of all such H
ǫ
g,~k.
The starting point of the ELSV compactification comes from the following understand-
ing of the moduli stack of g covers of profile ~k: denote Pg,~k the space of couples ((X,p),̺)
where (X,p) is a smooth n-marked genus g curve and ̺ = (̺1, . . . ,̺n) is a global section of
OX (
∑
i kipi )/OX called a polar part. Locally at pi we ask for ̺i to be of the form
̺i =
aki
tkii
+
aki−1
tki−1i
+ · · ·+
a1
ti
where aki , 0.
We have a natural Gm-action on the fibers of Pg,~k over Mg,n. The residue theorem says
the zero locus of the residue linear form κ 7→
∑
i Respi (κ̺i ) for κ ∈ H
0(X,ΩX ) is precisely
the set of meromorphic functions (up to the addition of a constant) whose behavior in the
neighborhood of pi is given by ̺i . The quotient of this locus by the Gm-action coming
from Pg,~k is Hg,~k. The ELSV approach is to extend Pg,~k into a cone over the proper stack
of stable curves Mg,n for which the residue theorem still makes sense. Notice first that
one can still make sense out of polar parts at the marked points of any prestable genus g
n-marked curve (see [5]), in particular this is as well the case for stable curves. In [10] the
authors construct the desired extension of Pg,~k locally overMg,n. Take a stable n-marked
curve (X,p). If given a local equation ti at the neighborhood of pi a polar part at pi is given
by a ki-tuple (aki ,aki−1, . . . ,a1) with aki , 0. In loc. cit. the authors choose to describe a
polar part using coordinates (ui , c1, . . . , cki−1) with ui , 0 corresponding to the polar part(
ui
ti
)ki
+ c1
(
ui
ti
)ki−1
+ · · ·+ cki−1
(
ui
ti
)
.
For this to make sense one has to mod out the coordinates by the action of µki having
weights (1,1,2, . . . ,ki ). Extending Pg,~k is to allow ui = 0. The resulting extension of Pg,~k to
Mg,n which shall still be written Pg,~k is locally overMg,n isomorphic to
n∏
i=1
[Aki /µki ].
This is the model we keep in mind through sections 2 and 3 while giving more natural
and functorial constructions of Pg,~k.
Conventions on stacks. We use the conventions of [4]. In particular, an algebraic stack is
an algebraic stack over k in the sense of [23] that is quasi-separated and locally of finite
type on k. A Deligne–Mumford stack is an algebraic stack in the sense of definition [8,
4.6], i.e. an algebraic stack whose diagonal is unramified. By a morphism of stacks we
COMMENTS ON THE ELSV COMPACTIFICATION OF HURWITZ STACKS 3
mean a 1-morphism. A Deligne–Mumford stack comes with the Grothendieck topology of
the small étale site. An algebraic stack that is not Deligne–Mumford has the faithfully flat
of finite presentation topology. The action of a group scheme on a stack and the resulting
quotient is to be understood in the sense of [28]. An A1-action on a stack in the sense of
[4] is called anA1-structure in order to avoid confusion with the notion of a group action.
Acknowledgements. The present work is part of the author thesis and he would like to
thank his advisor J. Bertin for his guidance and support.
2. Toroidal construction of twisted polar parts
We give an alternative description of the stack of twisted polar parts Pg,~k making use
of toroidal techniques due to [20]. This approach is of local nature on the base. We start
by focusing on the 1-marked case.
2.1. The group of formal diffeomorphisms of a marked point. Let (π : X → S,D) be a
prestable 1-marked curve over an affine local scheme S = Spec(A). Let p be a point in the
support of D having image s = π(p) and t a local equation of D at p. Since π is smooth at p
the formal completion of Op relative to the maximal ideal is isomorphic to AJtK. The ring
P of Laurent tails at p can be written
P = AJtK[t−1]/AJtK.
An element ̺ ∈P can be uniquely written as
̺ =
∑
0<ℓ≤k
aℓ
tℓ
with k > 0 and ak , 0
The integer k is the order of ̺. The set of Laurent tails at p of order k is written Pk , it
corresponds to the set of polar parts at p of order k.
Define DiffA as the set of A-automorphisms of AJtK fixing the section t = 0. It is com-
posed of elements f (t) = α0t1+α2t2+ · · · such that α0 ∈ A
∗ and has a group structure given
by f (t)h(t) = h(f (t)). One has a left action of DiffA on P defined by f (t) · ̺(t) = ̺(f (t))<
where the right-hand side denotes the Laurent tail of ̺(f (t)). It is clear that ̺(t) is in-
variant under the action of an element of the form f (t) = t + αktk+1 + αk+1tk+2 + · · · . Such
elements define a normal subgroup DiffA(k) of DiffA. The elements of the quotient group
DiffA,k = DiffA /DiffA(k) are of the form f (t) = α0t1 +α1t2 + · · ·+αk−1tk .
Lemma 2.1. DiffA,k acts transitively on the set of Laurent tails of order k with isotropy group
µk .
Proof. Transitivity results from the fact any such Laurent tail can be written ̺(t) = t−kϕ(t)<
for a truncated invertible formal series ϕ(t)<. The stabilizer of t
−k is clearly µ~k. 
To look for affine embeddings of Pk we study affine equivariant embeddings of DiffA,k .
2.2. The group structure of Diffk . Recall the algebraic group Gm,A is the spectrum of the
graded A-algebra
A[M] =
⊕
γ∈Z
Aχγ .
The set of variables M is the group of characters of Gm,A. Denote N the group of 1-
parameter subgroups of Gm,A.
In the sequel we drop the index A relative to the base scheme we work on. We thus
write Gm instead of Gm,A and Diffk instead of DiffA,k .
The group Diff(2) defines a normal subgroup of Diffk . The corresponding quotient
group is equal to Diff1 which is the automorphism group of Ôp/Ôp(−p) and is thus equal
to Gm. This gives an extension of groups
(2.1) 1 Uk Diffk Gm 1.
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Given a local coordinate t at p an element f (t) ∈ Uk is of the form f (t) = t+α1t2+· · ·+αk−1tk
and hence Uk is unipotent. The coordinate choice t gives sections of Diffk+1 → Diffk for
k > 0 sending f (t) = α0t1+ · · ·+αk−1tk on the corresponding element in Diffk+1 with αk = 0.
We get an isomorphism of Uk+1/Uk =Diffk+1 /Diffk onGa showing Diffk is a solvable group
of unipotent radical Uk , and a splitting of 2.1 sending λ ∈ Gm on θt(λ) = λt. The image of
θt in Diffk is a maximal torus and each maximal torus in Diffk appears this way.
For Diffk =Gm ⋉Uk the action of Gm on f (t) = t +α1t2 + · · ·+αk−1tk ∈ Uk is written
θt(λ)
−1f (t)θt(λ) = t +χ
−1(λ)α1t
2 +χ−2(λ)α2t
3 + · · ·+χ−(k−1)(λ)tk .
The weights of the Gm-action on Uk are χ−1, χ−2, . . ., χ−(k−1). For Diffk = Uk ⋊Gm one gets
the weights χ1, χ2, . . ., χ(k−1). More generally if u1, u2, . . ., uk are coordinates of Uk such that
uℓ is non-zero in Ga = Uℓ/Uℓ−1 the group law on Gm ⋉Uk is given by the co-multiplication
µ∗ on Os[M]⊗Os[u1, . . . ,uk ] such that
(2.2) µ∗ | Os[M] = 1⊗ 1 and µ
∗(uℓ) = uℓ ⊗ 1+χ
−ℓ ⊗ uℓ + (⋆⋆)ℓ
where (⋆⋆)ℓ is a polynomial in um ⊗ 1, 1⊗ um for 1 ≤ m < ℓ and χ−m for 1 ≤ m ≤ ℓ. This is
a special case of [20, 4.2 (3)] for a solvable group. If we write Diffk = Uk ⋊Gm we have to
replace χ−ℓ by χℓ in the group law expressions of 2.2.
2.3. Toroidal embeddings ofDiffk . There are two toric embeddings of Gm corresponding
to the subcones of N given by σ+ = [0,+∞[ and σ− =] −∞,0]. If Sσ = {m ∈ M ;m | σ ≥ 0}
these embeddings are respectively given by the spectra of
A[Sσ+ ] =
⊕
γ∈σ+
Aχγ and A[Sσ− ] =
⊕
γ∈σ−
Aχγ .
Following techniques of [20, 4] one can give equivariant embeddings of Diffk in affine
schemes. Let σ be either σ+ or σ− and write Gm →֒ Aσ = A1 for the attached toric
embedding. One can get an affine equivariant embedding of Diffk by looking at Cσ =
Aσ×
GmDiffk . By definition this is the quotient ofAσ×(Gm⋉Uk) by the relation [λ·x,f (t)] =
[x,θt(λ)f (t)]. As an algebraic variety Cσ =Aσ ×Uk . It is clear that the right action of Diffk
on itself extends to Cσ . The left action extends to Cσ if and only if σ = σ− : the affine
embedding Diffk ⊂ Cσ is given by
A[Sσ ]⊗Os[u1, . . . ,uk] ⊂ A[M]⊗Os[u1, . . . ,uk ],
looking at the group law 2.2 one sees the left action of Diffk on itself extends if and only
if Sσ ∋ χ−ℓ and thus σ = σ−. Proceeding the same way (exchanging rights and lefts) with
Eσ = Diffk ×GmAσ we get two affine bi-equivariant embeddings Cσ− and Eσ+ (for short C
and E) of Diffk .
These constructions depend on the coordinate t. Let’s focus on the case of the embed-
ding C, the E case is identical. Any other coordinate at p is written ϑt for ϑ ∈ Diffk . If T
is the maximal torus in Diffk defined by t then ϑTϑ−1 is the one defined by ϑt. Let Ct and
Cϑt be the affine bi-equivariant embeddings of Diffk defined by σ−. In Cϑt we have the re-
lation [λ−1x,f (t)] = [x,ϑλϑ−1f (t)]. By [20, 4 (iv)] page 183, there is a unique bi-equivariant
isomorphism Ψϑ : Ct ≃ Cϑt commuting to the embeddings of Diffk in Ct and Cϑt . The iso-
morphism Ψϑ is the composition of the left action Lϑ−1 : Ct → Ct with the isomorphism
δϑ : Ct → Cϑt given by [x,f (t)] 7→ [x,ϑf (t)]. NoticeΨϑ is the identity on Diffk .
2.4. Back to twisted polar parts. Let (π : X → S,D) be a stable genus g marked curve
over a scheme S. Following the previous procedure one gets two affine cones locally on
the base. To glue these into a stack overMg,n one needs to specify transition functions on
the intersection of two open affine subsets of the base. Let U12 be the intersection of two
such affine subsets U1 and U2 and let t1 and t2 be coordinates at D respectively over U1
and U2. Looking at t1 and t2 as elements of Diffk there exists ϑ ∈ Diffk such that t2 = ϑt1.
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The transition function from C1 on C2 should correspond to the polar part coordinate
change ∑
0<ℓ≤k
aℓ
tℓ1
=
∑
0<ℓ≤k
aℓ
(ϑ−1t2)ℓ
.
This is exactly the right multiplication Rϑ−1 on Diffk . This isomorphism extends on C1
and C2 by Gϑ = ΨϑRϑ−1 . To keep track of the polar parts we need to mod out by the left
action of µk ⊂ Gm on both C1 and C2. Fortunately, Gϑ is µk-equivariant and this local
construction together with the transition functions G− give a stack over S. This procedure
still makes sense in the case of n-marked points and gives a locally affine stack C~k over
Mg,n.
Definition 2.1. The stack of twisted polar parts over Mg,n is the locally affine cone C~k
defined previously.
Using the same transition functions we can glue the local cone E into a stack E over
Mg,n. However, E doesn’t correspond to the stack Pg,~k of twisted polar parts introduced
in [10]. The reason is simple, locally at the i-th marked point the right action of Gm
on C = Aσ− × Uk has weights χ
−1,χ−1,χ−2, . . . ,χ−(ki−1) which is (up to isomorphism) the
expected behavior for the right action of Gm on twisted polar parts at the same marked
point. This is not the case for the right action of Gm on E which has weights equal to χ.
3. Polar curves
3.1. Stable polar curves. Let (π : X → S,D) be a prestable n-marked curve of genus g .
The sheaf
OX (
n∑
i=1
kiDi )/OX =
n⊕
i=1
OX (kiDi )/OX
has support on the scheme defined byD. Base change in cohomology for finite morphisms
ensures that the pushforward
PX ,~k =
n⊕
i=1
π∗(OX (kiDi )/OX ) =
n⊕
i=1
PX ,ki
is locally free on S of rank d =
∑n
i=1 ki . Let p be a point in the support of Di and t a local
coordinate at p. For s = π(p) any section ̺ of PX ,ki can be locally written in the form
(3.1) ̺i =
aki
tki
+ · · ·
a1
t
with aℓ ∈ Os .
With the difference with other coefficients aki is of global nature. The quotient morphism
OX (kiDi )/OX OX (kiDi )/OX ((ki − 1)Di )
has kernel supported on Di . Its higher pushforwards are 0 and one gets an onto map
PX ,ki L
−ki
i
ϑX ,ki
on the (−ki )-th tensor power of the restriction of the cotangent bundle at the i-th marked
point. The morphisms ϑ−,ki commute to base change for each domain and target does and
the quotient morphisms do. The global picture we get is that of a locally free sheaf Pg,~k
given by the collection P−,~k and morphisms ϑki : Pg,ki →L
−ki
i over the stack of prestable
marked curvesM
ps
g,n.
Definition 3.1. A polar S-curve ((π : X → S,D),̺) is composed of a marked prestable
curve and a global section ̺ = (̺1, . . . ,̺n) of PX ,~k such that ϑX ,ki (̺i ) trivializes L
−ki
i .
6 BASHAR DUDIN
Most of the time we will abuse the notation by writing (π : X → S,̺) the previous polar
curve. The condition “ϑX ,ki (̺i ) trivializes L
−ki
i ” means aki (in expression 3.1) is invertible
in any local representation of ̺i at pi . We say ̺i is of order ki at pi .
Definition 3.2. A morphism from a polar curve (π : X → S,̺) on (ψ : Y → T ,ε) over
f : S → T is an isomorphism of the underlying marked curves ψ and f ∗π sending ̺ on f ∗ε.
It is straightforward and formal to show that the functor in groupoids defined by the
collection of polar curves over Sch is an algebraic stack. It is not separated, we do the
obvious thing : restrict ourselves to objects having finite automorphism groups.
Lemma 3.1. Let (X,̺) be a polar curve over k. The following are equivalent
(1) the automorphism group of (X,̺) is finite,
(2) the sheaf ωX(
∑n
i=1mipi ) is ample for mi ≥ 2,
(3) the sheaf ωX(
∑n
i=1 2pi ) is ample,
(4) each irreducible component of X has at least 3 nodal or marked points except for possi-
ble smooth rational components having only 1 marked point and 1 nodal point.
Proof. (3) ⇒ (2) is clear. Proving (2) ⇒ (4) and (4) ⇒ (3) boils down to a simple degree
count of the restriction ωℓ(
∑n
i=1mipi ) of ωX (
∑n
i=1mipi ) to each irreducible component Xℓ.
Both result from the relation
(3.2) deg
(
ωℓ(
n∑
i=1
mipi)
)
= 2gXℓ − 2+
( ∑
{i |pi∈Xℓ}
mi
)
+ ♯{e ∈ Xℓ | e nodal point of X}.
Let us focus on (1)⇔ (4). Assume (X,p) satisfies (4). The only components of (X,p) that
have infinite automorphism groups are genus 0 components (R,p,e) having marked point
p and nodal point e. It is enough to show the automorphism group of (R,p,e) endowed
with a polar part ̺ at p are finite. Identify (R,p,e) with (P1,∞,0) and let t∞, t0 be the
coordinates of P1. An automorphism of (P1,∞,0) is an element in Gm sending t0 on λt0.
The polar part ̺ at p is written in the chart P1 \ {0} as
̺ =
k∑
ℓ=1
aℓ
tℓ
, with ak , 0 and t =
t∞
t0
.
If λ ∈ Gm is an automorphism of (P1,∞,0,̺) we have that for all ℓ ∈ {1, . . . ,k}, aℓ = aℓλℓ.
For ℓ = k we get ak = λkak and λ is therefore a root of unity. Conversely, assume the
automorphism group of (X,̺) is finite. There is nothing to prove if (X,p) is stable. Let
(R,q1,q2) be an unstable component of X with q1 and q2 either marked or nodal points.
Then (R,q1,q2) has exactly 1 marked point and 1 nodal one. If this wasn’t the case then
either q1 and q2 are both nodal points and the infinite automorphism group of (R,q1,q2) is
a subgroup of Aut(X,̺) or q1 and q2 are both marked points and for connectivity reasons
(X,p) = (R,q1,q2). This case is excluded for (g,n) , (0,2). Other cases with less marked or
nodal points are treated similarly. 
Definition 3.3. A stable polar curve (X,̺) over k is a polar curve satisfying one of the
conditions of lemma 3.1.
We show that stable polar curves form an open substack of the one of polar curves. We
first make a statement on prestable curves underlying a stable polar curve.
Definition 3.4. A bubbly curve is a prestable curve (X,p) satisfying the conditions (2) to
(4) of lemma 3.1. An unstable component of (X,p) is called a bubble.
Let (π : X → S,D) be a prestable curve whose fibers are bubbly curves. Having fibers
that are bubbly curves is stable under base change. Indeed, this means the invertible sheaf
ωXs (
∑n
i=1 2Di,s) is ample on each fiber Xs for s ∈ S. Now ampleness and ωX (
∑n
i=1 2Di )
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commute to base change. Furthermore, relative ampleness is an étale-local property on
the base ([24, III.3.7]). Thus having bubbly fibers is étale-local on the base. Both remarks
ensure that the functor in groupoidsBg,n sending a scheme S on the groupoid of prestable
curves having bubbly fibers is a substack ofM
ps
g,n.
Proposition 3.2. Bg,n is an open (and thus algebraic) substack ofM
ps
g,n.
Proof. Let (X,p) be a k-point of Bg,n and (π : X → S,D) be a versal deformation of (X,p)
as a prestable curve. Since (X,p) is a bubbly curve ωX (
∑n
i=1 2Di )|X = ωX (
∑n
i=1 2pi ) is am-
ple. By Grothendieck existence theorem [16, 5.4.5] a formal versal deformation of (X,p)
is algebraizable and we get a family (πa : X a → Sa,Da) over a complete henselian local
ring extending π. Furthermore, the invertible sheaf ωX a (
∑n
i=1 2D
a
i ) corresponding to this
algebraization is relatively ample. We thus get a family of bubbly curves over an étale-
local neighborhood of (X,p) in the stack of prestable curves. This means Bg,n is open in
M
ps
g,n. 
The previous definition implies families of polar curves having fibers that are stable
polar curves define an open (algebraic) substack Pg,~k of the stack of polar curves.
Proposition 3.3. Pg,~k is a tame stack in the sense of [2]. It is a Deligne–Mumford stack if the
characteristic of the base field p is either 0 or does not divide any of the kis.
Proof. Following [23, 8.1] to show Pg,~k is a Deligne–Mumford stack it is enough to show
its diagonal is formally unramified ([8, 4]). Since Bg,n and Pg,~k → Bg,n are locally of
finite presentation it is the case for Pg,~k as well. It is therefore enough to show fibers of
closed points on the diagonal are discrete and reduced. These fibers are automorphism
groups of points of Pg,~k, they are quasi-finite. To show they are reduced it is enough to
check automorphism groups over Sǫ = Spec(k[ǫ]/(ǫ2)) are trivial. Let (X → Sǫ ,̺) be such
an object. Automorphisms of (X ,D) are given by infinitesimal vector fields on the central
fiber (X,p) fixing the marking. There are no such vector fields on stable marked curves ([8,
1.4]), we only have to check the case of a bubble (R,p,e). Vector fields on R fixing p and e
are classified by H0(TR(−p − e)) which is of dimension 1. Identify (R,p,e) with (P1,∞,0). A
vector field on (P1,∞,0) is of the form λt ∂∂t where t is the local parameter at∞ and λ ∈ k.
A polar part of order k at p is locally of the form ̺ =
∑k
ℓ=1 aℓt
−ℓ. The vector field acts on ̺
through the automorphism α = id+ ǫ∂. Asking that α fixes ̺ means
kp∑
ℓ=1
aℓ
tℓ
=
kp∑
ℓ=1
aℓ
tℓ + ǫ∂(tℓ)
=
kp∑
ℓ=1
aℓ
tℓ(1 +λℓǫ)
=
kp∑
ℓ=1
aℓ
tℓ
−λǫ
kp∑
ℓ=1
ℓaℓ
tℓ
.
Hence ∂ , 0 if and only if p > 0 and ℓ is a multiple p for every aℓ , 0. In other words
̺ is a p power. In this case the automorphism group scheme of (P1,̺) is a µpm . The
automorphism group of a polar curve having vector fields is thus a product of finite tame
groups by a number of µpℓ . This is a linear reductive group and tameness follows from [2,
3.2]. If either p ∤ k or p = 0 then ∂ = 0 because ak , 0. If this is the case for every ki then
Pg,~k is Deligne–Mumford. 
3.2. Structure of Pg,~k overMg,n. There is a natural forgetful onto morphism Pg,~k →Bg,n
sending a stable polar curve on the underlying bubbly curve. Composing with the stabi-
lization morphism ρ :Bg,n →Mg,n (see [5]) contracting possible bubbles one gets an onto
morphism κ : Pg,~k →Mg,n. Our goal is to study κ, we start by studying ρ.
Remark 1. We shall often restrict our study to the 1-marked case. This is due to the fol-
lowing fact: let Pg,ki ,n−1 be the fiber product Pg,ki ×Mg,1 Mg,n where Pg,ki → Mg,1 is the
forgetful map κ in the 1-marked case andMg,n →Mg,1 keeps only the i-th marked point
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and stabilizes the resulting marked curve. Points of Pg,ki ,n−1 are marked bubbly curves
having one polar part along pi and whose bubbles are marked by pi . The fact is that
(3.3) Pg,~k ≃ Pg,k1,n−1 ×Mg,n Pg,k2,n−1 ×Mg,n · · · ×Mg,n Pg,kn,n−1.
Themorphism fromPg,~k to the right-hand side comes from the forgetful morphisms keep-
ing the i-th polar part and contracting bubbles not containing pi .
Lemma 3.4. Let (π : X → S,D) be a prestable curve and (π⋆ : X ⋆ → S,D⋆) its stable model. For
m = (m1, . . . ,mn) ∈ (N∗)
n the stabilization morphism gives natural maps αi :NmiDi →NmiD⋆i .
Proof. Since ρ commutes to the markings defined by Di and D⋆i we have Di ⊂ ρ
−1D⋆i . Thus
ρ defines an OX -morphism ρ∗OX ⋆ (−miD
⋆
i )→ OX (−miDi ). Dualizing we get the morphism
OX (miDi ) HomOX (ρ
∗OX ⋆ (−miD
⋆
i ),OX )
which gives by adjunction
ρ∗O(miDi ) HomO⋆X (OX ⋆ (−miD
⋆
i ),ρ∗OX ).
The term on the right is isomorphic to OX ⋆ (miD
⋆
i ) for ρ∗OX = OX ⋆ . We get the desired map
by moding out by OX ⊂ OX (miDi ) and OX ⋆ ⊂ O
⋆
X (miD
⋆
i ). 
Following [21, 2, (II)] of proof 2.4, the bubbly curve (π : X → S,D) can be recovered as
the relative Proj over X ⋆ of ρ∗OX (
∑n
i=1Di ). The n marked S-points are given by
(ρ∗OX (Di )) |Di։ ρ∗NDi
where ρ∗NDi is invertible because it is supported on Di and thus is equal to (ρ |Di )∗NDi .
The starting point to the study of ρ is the following fact: we have a commutative diagram
(3.4)
0 OX ⋆ ρ∗OX (
∑n
i=1Di )
⊕n
i=1 ρ∗NDi 0
0 OX ⋆ OX ⋆ (
∑n
i=1D
⋆
i )
⊕n
i=1ND⋆i
0
αˆ α
where αˆ is induced by ρ and α is the direct sum of the αis of lemma 3.4 for m = (1, . . . ,1).
This diagrammeans ρ∗OX (
∑n
i=1Di) is the Yoneda pullback of the low horizontal extension
by α, i.e.
ρ∗OX
( n∑
i=1
Di
)
≃ OX ⋆
( n∑
i=1
D⋆i
)
×N∑n
i=1D
⋆
i
ρ∗N∑ni=1Di
and αˆ is given by the projection on the first factor. The only point to clarify about diagram
3.4 is the right exactness of the first row. The morphism ρ satisfies ρ∗OX = OX ⋆ and its
fibers are rational 1-dimensional curves. In particular H1(ρ−1(x),Oρ−1(x)) = 0 for every
point x ∈ X ⋆ and following [21, 1.5] we get that R1 ρ∗OX = 0.
Notation. Given morphisms αi : Ri →
⊕n
i=1ND⋆i
of invertible OX ⋆ -modules write
Eα = OX ⋆
( n∑
i=1
D⋆i
)
×N∑n
i=1D
⋆
i
( n⊕
i=1
Ri
)
and Dα,i for the marked S-point defined by τα,i : (Eα) |D⋆i ։ND
⋆
i
.
Proposition 3.5. The fiber of ρ over (π⋆ : X ⋆ → S,D⋆) is isomorphic to the stack whose
(1) objects over T ∈ SchS are morphisms (αi : Ri →ND⋆i )
n
i=1 of invertible sheaves,
(2) morphisms from (αi : Ri →ND⋆i )
n
i=1 et (βi : Si →ND⋆i )
n
i=1 over f ∈ HomS (T ,T
′) are
isomorphisms Ri ≃ f ∗Si sending βi on αi .
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Proof. We restrict the proof to the 1-marked case. It is clear that points (1) and (2) define
a category fibered in groupoids. For each T -object (π : X → T ,D) and T ′-object (π′ :
X ′ → T ′ ,σ”) in the fiber of ρ−1(π⋆ : X ⋆ → S,D⋆ ) and each morphism ψ from (π′ ,D′) on
(π,D) over f ∈HomS (T
′ ,T ) (i.e. isomorphism ψ : (π′ ,D′) ≃ f ∗(π,D)) define the functor (of
categories fibered in groupoids) F as follows
• F (π : X → T ,D) is the morphism απ : ρ∗ND →ND⋆ of lemma 3.4,
• since ψ fixes the marked point we get an isomorphism µψ : ρ∗ND′ ≃ ρ∗f ∗ND send-
ing απ′ on ψ∗απ . Since ρ∗ND commutes to base change we get ρ∗f ∗ND ≃ f ∗ρ∗ND .
We define F (ψ) as the morphism (µψ : ρ∗ND′ ≃ f ∗ρ∗ND).
This functor is fully faithfull: an OT ′ -isomorphism µ : ρ∗ND′ ≃ f
∗ρ∗ND for T
′ ∈ SchS de-
fines by pulling-back Yoneda extensions an isomorphism
α∗Y µ : ρ∗OX ′ (D
′) ≃ f ∗ρ∗OX (D)
such that µ−1τα′ = ταα∗Y µ. This is exactly saying the (X ⋆ ,D⋆)-isomorphism
P(ρ∗OX ′ (D
′)) ≃ P(f ∗ρ∗OX (D)) = f
−1P(ρ∗OX (D))
attached to α∗Y µ fixes the marked points.
Let’s show F is essentially surjective. Let (πα : Xα → T ,Dα) be the bubbly T -curve
(πα : P(Eα) → T ,Dα) attached to α : R →ND⋆ . We are going to show we have canonical
isomorphisms Eα ≃ ρ∗OXα (Dα) and R ≃ ρ∗NDα commuting to the quotient morphisms
Eα → R and ρ∗OXα (Dα)→ ρ∗NDα . The first isomorphism gives isomorphisms from (πα :
Xα → T ) on (P(ρ∗OXα (Dα))→ T ) and the second says these fix Dα . Let σα be the S-section
defining Dα and given by τα : Eα։ (σ
⋆ )∗R. Consider the exact sequence
(3.5) 0 OXα ρ
∗Eα ρ
∗ρ∗σα∗R 0.
By definition ρ∗Eα is the invertible sheaf OP(Eα )(1) on Xα = P(Eα). Because σα∗R is sup-
ported on Dα we have that ρ∗ρ∗σα∗R = σα∗R. Now locally σα∗R = ODα and the 0-Fitting
ideal of the left morphism of the exact sequence 3.5 describes the equations of Dα in Xα .
By definition of Fitting ideals these equations are given by the image of the morphism
OXα ⊗
(
ρ∗Eα
)∨
=
(
ρ∗Eα
)∨
OXα .
attached to OXα → ρ
∗Eα . This morphism is locally given by a generator of OP(Eα )(−1) =
ρ∗E ∨α and has image OXα (−Dα) ⊂ OXα . We thus get an isomorphism ρ
∗Eα = OXα (Dα) and
the injection OXα → ρ
∗Eα is the canonical map OXα → OXα (Dα). Following the projection
formula and the fact that ρ∗OXα = OX ⋆ we get that Eα ≃ ρ∗OXα (Dα). To conclude, we have
got a commutative diagram giving the needed material to end the proof
0 OX ⋆ Eα R 0
0 OX ⋆ ρ∗OXα (Dα) ρ∗NDα 0.

Corollary 3.6. We have an isomorphism
ρ−1(π⋆ : X ⋆ → S,D⋆) ≃
n∏
i=1
[VS (ND⋆i )/Gm]
Proof. Proposition 3.5 is the definition of the right-hand side of this isomorphism. 
Proposition 3.7. The fiber of κ over (π⋆ : X ⋆ → S,D⋆) is isomorphic to the stack whose
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(1) objects over T ∈ SchS are collections of couples(
αi : Ri →ND⋆T ,̺i ∈H
0
(
T ,
Symki (Eαi )
OX ⋆T
∆
ki
i
))n
i=1
where αi ∈HomOT (Ri ,ND⋆T ) and Ri are OT -invertible sheaves, ∆i is the global section
defined by the injection OX ⋆T → Eαi and the image of ̺i trivializes
Symki (Eαi )
O∆
ki
i
/
∆i
Symki−1(Eαi )
O∆
ki−1
i
≃
(
Eαi
O∆i
)⊗ki
=N ⊗kiDαi
.
(2) morphisms from (αi ,̺i ) on (βi ,εi ) over f ∈ HomS (T ,T ′) are collections of morphisms
µ = (µi )i from (αi )i on (βi )i in the sense of proposition 3.5 such that the induced mor-
phisms Symk(µˆi ) : Sym
k(Eαi )→ f
∗ Symk(Eβi ) send ̺i on f
∗εi .
Proof. Following isomorphism 3.3 it is enough to treat the 1-marked case. Write V =
VS (ND⋆ ) and v for the standard atlas V → [V /Gm]. Following proposition 3.5 and corol-
lary 3.6 an S-morphism F : T → [V /Gm] corresponds to an OS -morphism
αF :ND⋆ ⊗OT ND⋆ ⊗OT .
It is straightforward to see that Pg,k ×Bg,n [V /Gm] is isomorphic to the stack having objects
over T ∈ SchS (
α : R →ND⋆ ⊗OT , ̺ a polar part of order k on P(Ev)
)
and morphisms from (α : R → ND⋆ ⊗OT ,̺) on (β : S → ND⋆ ⊗OT ′ , ε) over f : T → T ′
corresponding to the (X ⋆ ,D⋆)-morphisms
φ : (P(Eα),Dα , (T → S)
∗̺) (P(Eβ),Dβ , (T
′ → S)∗ε).
Now any such isomorphism φ can be recovered from the isomorphism µφ : α ≃ f ∗β at-
tached to φ and described in the proof of proposition 3.5. The morphism µφ defines by
functoriality of Yoneda extensions an isomorphism µˆφ : Eα ≃ f ∗Eβ that is equal to the one
induced by φ. Since OP(Eα )(Dα) = OP(Eα )(1) we have that ρ∗OP(Eα )(kDα) = Sym
k(Eα) and
equally for β. This means that Symk(µˆφ) is the isomorphism
ρ∗OP(Eα )(kDα) ≃ ρ∗OP(f ∗Eβ )(kDβ)
induced by φ and that the space of polar parts on P(Eα) is equal to Sym
k(Eα)/OX ⋆T ∆
k .
Finally φ acts on polar parts by the induced morphism on quotients
Symk(µˆφ) :
Symk(Eα)
OX ⋆T
∆k
≃
Symk(f ∗Eβ)
OX ⋆T
∆k
.
The only thing left to check is that the “of order k” condition corresponds to (1), but this
is clear since(
Eα
O∆
)⊗k
=
Symk(Eα)
O∆k
/
∆
Symk−1(Eα)
O∆k−1
≃
OP(Eα )(kDα)
OP(Eα )
/
OP(Eα )((k − 1)Dα)
OP(Eα )
=N kDα .

We are going to explicit the implicit local picture in proposition 3.7. We start by giving
a local presentation of Eα . Assume S = Spec(A) for a local k-algebra A and let t be a local
equation of D⋆ in a neighborhood U = Spec(B) of a closed point in the support of D⋆ .
Since D⋆ is étale on S we identify B/tB with A and write c0(−) the quotient map B։A.
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Lemma 3.8. The restriction Eα of Eα to V has a presentation of the form
0 B B ⊕B Eα 0
(−α,t) ϕ
where ϕ(b,b′) = (tb +αb′ , c0(b′)). In particular, SymBEα =
B[Z1,Z2]
(−αZ1+tZ2)
.
Proof. Locally α is just an element of A and Eα = Bt−1 ×B A is the set
Eα = {(bt
−1,a) ∈ Bt−1 ×A | c0(b) = αa} ≃ {(b,a) ∈ B ×A | c0(b) = αa}.
An element (b,a) ∈ Eα is of the form (tb′ +αa,a) for b′ ∈ B. This shows ϕ is onto and sends
Z1 = (1,0) (resp. Z2 = (0,1)) on (t,0) (resp. (α,1)). The kernel of ϕ is composed of couples
(b,b′) such that b′ = tb′′ and tb +αtb′′ = 0 thus b = −αb′′ . Finally Ker(ϕ) = B(−α,t). 
Proposition 3.9. In the case S is the spectrum of a local k-algebra A the fiber of κ over (π⋆ :
X ⋆ → S,D) is isomorphic to the quotient stack
n∏
i=1
[AkiA /µki ]→ A
where µki acts on A
ki
A with weights (1,1,2, . . . ,ki − 1).
Proof. Write V = VS (ND⋆ ) and v for the standard atlas V → [V /Gm]. In this local case
V ≃A1A and αv is an element in A. The diagram 3.4 corresponds to
0 B Ev = Bt−1 ×v A NDv = A 0
0 B Bt−1 Bt
−1
B = A 0.
(t,0)
αv
Let Z1 = (t,0) and Z2 = (v,1) be the elements of Ev given in lemma 3.8. The filtration by
order on the space of polar parts of order at most k along Dv corresponds to
Zk−11
Ev
B ·Z1
⊂ . . . ⊂ Zℓ1
Symk−ℓEv
B ·Zk−ℓ1
⊂ . . . ⊂
Symk(Ev)
B ·Zk1
.
In particular
∀ℓ ∈ {1, . . . ,k},
(
NDv
)⊗k−ℓ
= Zℓ1
Symk−ℓEv
B ·Zk−ℓ1
/
Zℓ+11
Symk−ℓ−1Ev
B ·Zk−ℓ−11
= A ·Zℓ1Z
k−ℓ
2 .
Let’s show that we have an A-isomorphism
(3.6)
Symk(Ev)
B∆k
≃
k−1⊕
ℓ=0
N ⊗k−ℓDv .
We have to show that Zℓ1Z
k−ℓ
2 for ℓ , k gives an A-basis of the left-hand side. Following
lemma 3.8 and since B∆ is locally generated by Z1 we get that
Symk(Ev)
O∆k
=
B[Z1,Z2]k
BZk1 +B[Z1,Z2]k−1(−vZ1 + tZ2)
.
Now the right-hand side is generated by Zℓ1Z
k−ℓ
2 for ℓ , k over B. Since vZ1 = tZ2 the
monomials Zℓ1Z
k−ℓ
2 generate Sym
k(Ev)/B∆k over A. The latter is a flat A-module of rank k
and {Zℓ1Z
k−ℓ
2 } is therefore an A-basis of Sym
k(Ev)/B∆k .
Following proposition 3.7 the fiber of ρ over (π⋆ : X ⋆ → S,D⋆) is the stack whose
(1) objects are given by sections (α,ak , . . . ,a1) ∈ N
−1
Dv
⊕
⊕k−1
ℓ=0N
k−ℓ
Dv
with ak ∈ A
∗.
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(2) morphisms from (α,ak , . . . ,a1) on (α′ ,a
′
k , . . . ,a
′
1) are each given by an element in Gm
acting diagonally with weight j on an element inN
j
Dv
and sending (v,ai ) on (v′ ,a
′
i ).
Since NDv is isomorphic to A this means the previous fiber is the open substack of the
weighted projective stack
PA(−1,k,k − 1, . . . ,1) = [A
k+1
A /Gm]
given by ak , 0. This is known to be isomorphic to the quotient stack [A
k
A/µk] where µk
acts with weights (−1,k − 1, . . . ,1). But this substack is isomorphic to the same quotient
stack but where µk acts with weights (1,1,2, . . . ,k − 1). 
3.3. Relation to twisted polar parts. We show that the stack of twisted polar parts C~k
constructed in section 2 is isomorphic to Pg,~k in case p is 0 or greater than d. Since the
former’s construction is of local nature the expected isomorphism is built locally. We shall
keep the notation introduced at the end of the previous section, we assume for instance
that S is the spectrum of a local k-algebra A. For notation and details regarding the stack
of twisted polar parts refer to section 2. It is enough to study the 1-marked case.
Lemma 3.10. The action of Diffk on the set of polar parts at D lifts to an action on the fiber
of κ over (π⋆ : X ⋆ → S,D) acting trivially on the zero section and having isoptropy groups µk
away from it.
Proof. LetM t be the A-module
M t =N
−1
Dv
⊕
k−1⊕
ℓ=0
N k−ℓDv ≃ AZ
−1
2 ⊕
k−1⊕
ℓ=0
AZℓ1Z
k−ℓ
2
from the proof of proposition 3.9. Objects of the fiber of κ are elements (α,ak , . . . ,a1) in
M t such that ak ∈ A
∗. Write Y j for the set of variables Y0 = 1,Y1, . . . ,Yj and let Hℓ,j (Y ) be
the j-coefficient of the formal series in X
1
(
∑
q≥0YqX)ℓ
=
∑
j≥0
Hℓ,j (Y j )X
j .
The polynomial Hℓ,j (Y j ) is homogeneous of degree j if Yq is of degree q and Hℓ,0 = 1. Let
(λ,f (t)) with f (t) = t + α1t2 + · · · + αk−1tk be an element in Diffk = Gm ⋉Uk . The action of
[x, (λ,f (t))] on κ−1(π⋆) sends (α,ak , . . . ,a1) on the k +1-tuple (α
∗,a∗k , . . . ,a
∗
1) defined by
(3.7) α∗ = λ−1α, a∗ℓ =
∑
r+s=k−ℓ
arα
sHk−r,s(αs).
Notice that we always have a∗k = ak , this implies Diffk acts indeed on the fiber of κ over π
⋆ .
By construction, away from α = 0 this action is the action of Diffk on the set of polar parts.
It is therefore transitive and has µk stabilizers at each point with α , 0. Now relations 3.7
show clearly that this action of Diffk is trivial on elements having α = 0. 
Proposition 3.11. In case either p = 0 or p > k there is an isomorphism from the fiber of κ
over (π⋆ : X ⋆ → S,D) on Ck that is compatible with the transition functions on the target and
domain.
Proof. The fiber C~k over π⋆ is the stacky quotient [C/µk] where the scheme C is obtained
out of W =Aσ− × (Gm ⋉Uk) by identifying [λ
−1x,g] and [x,θt(λ)g(t)]. By identifying Diffk
with the orbit of (1,0, . . . ,0) ∈ [AkA/µk] one gets a morphism from the open subset of W
given by Diffk to [A
k
A/µk ]. Explicitly θt(λ)f (t) ∈ Diffk = Gm ⋉ Uk with f (t) = t + α1t
2 + · +
αk−1t
k is sent on
α = λ−1, aℓ =Hk,k−ℓ(αk−ℓ).
One can naturally extend this morphism toW by sending [x, (λ,f (t))] on the element
α = λ−1x, aℓ =Hk,k−ℓ(αk−ℓ).
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It is clear [β−1x, (λ,f (t))] and [x, (βλ,f (t))] have the same image and we thus get a mor-
phism from C on [AkA/µk]. Now an element ζ ∈ µk acting on the left on (x,θt (λ)f (t)) is
sent on
α = λ−1ζ−1, aℓ =Hk,k−ℓ(ζ
k−1αk−1,ζ
k−1αk−1, . . . ζα1) = ζ
k−ℓHk,k−ℓ(αk−ℓ).
This shows that we get in fact a morphism Σt : [C/µk]→ [A
k
A/µk]. To see it is an isomor-
phism notice that Hℓ,j (Y j ) = −ℓYj + (⋆⋆)ℓ,j where (⋆⋆)ℓ,j is a polynomial Yr for r < j . Since
either p = 0 or p > k one can recover the coordinates of C from those on the fiber of κ.
We still need to check how Σt behaves under a coordinate change t 7→ ϑt for ϑ ∈ Diffk .
Let Σt and Σϑt be the isomorphisms to Pg,~k built using t and ϑt. Recall the transition
function from Ct on Cϑt is Gϑ =ΨϑRϑ−1 . On Diffk the morphismΨϑ = id and Rϑ−1 sends an
element g(t) ∈Diffk on g(t)ϑ−1(t) = ϑ−1(g(t)). Away from the zero section the composition
ΣϑtGϑΣ
−1
t corresponds by construction to the transition map from [A
k /µk ]t to [A
k/µk]ϑt
given by t−k 7→ ϑ−1(ϑt)−k . 
Corollary 3.12. If p = 0 or p > ki for every i the stacks Pg,~k and C~k are isomorphic overMg,n.
Proof. This boils down to checking the existence of local isomorphisms that glue together
to define an isomorphism globally from Pg,~k toMg,n and this is the content of 3.11. 
4. Cone structure and projectivization
Proposition 3.9 implies Pg,~k is locally a stack-cone in the sense of [4] over Mg,n. This
is trivially the case for the stack of twisted polar parts. The isomorphism from Pg,~k to
C~k defines local isomorphisms of cones over Mg,n. We are going to describe the (global)
natural A1-structure on Pg,~k needed to show it is indeed a stack-cone. It means defining
a 0 section 0 :Mg,n → Pg,~k, an Mg,n-morphism γ : A1 ×Pg,~k → Pg,~k and 2-commutative
diagrams corresponding to the usual compatibilities between γ, 0 and multiplication by
1 in the scheme theoretic context. In our case 2-commutativity is obvious and will not be
treated.
It is easier to define 0 and γ while working with the description of objects of Pg,~k given
in proposition 3.7 . We shall however always describe the corresponding constructions
without reference to the stable model of the underlying bubbly curve.
The zero section 0 :Mg,n → Pg,~k sends the stable n-marked S-curve (π⋆ : X ⋆ → S,D
⋆)
on the stable polar S-curve given by
(4.1)
(
0 : OS →ND⋆i , (0,1)
⊗ki ∈H0
(
Symki (E0 = OX ⋆ ⊕OS )
OX ⋆∆
ki
))n
i=1
.
Proposition 4.1. An S-object in the image of 0 is a stable polar curve (π : X → S,̺) where
(π : X → S,D) is obtained out of π⋆ by gluing n marked projective S-lines (P1S,i ,0,∞)i along 0
and D⋆i , and the polar part ̺i is the one on P
1
S,i along∞ that is given by t
−ki
∞ = t
ki
0 .
Proof. The bubbly curve underlying 4.1 is the curve X = ProjX ⋆ (SymOX ⋆ ⊕ O
⊕n
S ) whose
marking Di is given by (OX ⋆ ⊕O
⊕n
S )|D⋆i ։ OS . The OX ⋆ -module structure on OX ⋆ ⊕O
⊕n
S is
the one obtained out ofO⊕n+1
X ⋆
bymoding out the i+1 factor byOX ⋆ (−D
⋆
i ). The i-thmarking
is just given by projection on the i + 1 factor. Consider the (n + 1)-tuples Z1 = (1,0, . . . ,0)
and Z2,i = (0, . . . ,0,1,0, . . . ,0) having 1 in position i +1. We can write
(4.2) A = Sym(OX ⋆ ⊕O
⊕n
S ) =
OX ⋆ [Z1,Z2,i | i ∈ {1, . . . ,n}]
(OX ⋆ (−D
⋆
i )Z2,i | i ∈ {1, . . . ,n})
.
Away from ∪iD
⋆
i the algebra A is isomorphic to SymOX ⋆ and X is isomorphic to X
⋆
on this open subset. Now the restriction of A to D⋆i is the algebra OS [Z1,Z2,i ] and thus
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X|D⋆i
≃ ProjOS OS [Z1,Z2,i ] = P
1
S,i . The Cartier divisor D
⋆
i is given by Z1 = 0 and that is the
zero section of P1S,i . This shows X is obtained by the announced gluing. Now
Symki (OX ⋆ ⊕OS )
OX ⋆∆
ki
=
OX ⋆ [Z1,Z2,i ]ki
OX ⋆Z
ki
1 +OX ⋆ [Z1,Z2,i ]ki−1OX ⋆ (−D
⋆
i )Z2,i
.
and the polar part (0,1)⊗ki = Zki2,i corresponds to the local generator t
ki
∞ ofN
⊗ki
D⋆i
. 
Here we define γ. Let αi : Ri →ND⋆i be morphisms of OS -modules. An element λ ∈OS
defines a morphism
(4.3)
λ[l] : Eαi Eλαi
x ×αi y λx ×λαi y.
Notice that λ[l] is not the morphism induced by functoriality of pull-back of Yoneda ex-
tensions. The latter goes in the opposite way and sends x ×λαi y on x ×αi λiy. Define γ as
the morphism sending a couple (λ, (αi : Ri →ND⋆i ,̺ki )i ) over (π
⋆ : X ⋆ → S,D⋆) on
(4.4)
λαi ,mλ(̺ki ) ∈H0
Symki (Eλαi )
OX ⋆∆
ki


n
i=1
,
where mλ stands for the morphism induced by λ[l] on the ki tensor power. It is clear γ
acts along the fibers of κ, it is thus anMg,n-morphism.
Proposition 4.2. In the local picture of proposition 3.9 theA1-structure γ induces aGm-action
of weights (1,1,2, . . . ,ki − 1) on the fiber [A
ki
A /µki ].
Proof. Recall locally the fiber ofκ over (π⋆ : X ⋆ → S,D) is the product of the quotient stack
[AkiA /µki ] where µki acts with weights (1,1,2, . . . ,ki − 1). Keep the notation of proposition
3.9 and drop the i indices. Letα :NDα → A,̺ ∈ Symk(Eα)
OZk1

be an A-object in Pg,~k over π⋆ . There is xj,lj ∈ OX ⋆ (D⋆) and y
j,lj ∈ R for j ∈ J and lj ∈
{1, . . . ,k} such that
(4.5) ̺ =
∑
j∈J
k⊗
lj=1
(xj,lj ×α y
j,lj ).
Let t be an equation of D⋆ . Writing xj,lj = αyj,lj + tzj,lj and using the local presentation of
Eα lemma 3.8 one gets
(4.6) ̺ =
k−1∑
ℓ=0
∑
j∈J
( ∑
I⊂{1,...,k}
|I|=ℓ
∏
ℓj∈I
zj,ℓj
∏
ℓ¯j∈∁I
yj,ℓ¯j
)
Zℓ1Z
k−ℓ
2 =
k−1∑
ℓ=0
ak−ℓZ
ℓ
1Z
k−ℓ
2 .
By definition mλ(̺) =
∑
j∈J
⊗k
lj=1
(λzj,lj ×λα y
j,lj ). In terms of Z1 and Z2 one gets
(4.7) mλ(̺) =
k−1∑
ℓ=0
∑
j∈J
( ∑
I⊂{1,...,k}
|I|=ℓ
∏
ℓj∈I
λzj,ℓj
∏
ℓ¯j∈∁I
yj,ℓ¯j
)
Zℓ1(λZ2)
k−ℓ =
k−1∑
ℓ=0
λℓak−ℓZ
ℓ
1(λZ2)
k−ℓ.
λ acts trivially on ak and with the expected weights on the coordinates of [A
k
A/µk]. 
Corollary 4.3. The quotient stack PPg,~k = [Pg,~k \ {0}/Gm] is proper.
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Proof. Locally Pg,~k → Mg,n is a finite product of weighted projective stacks and Pg,~k →
Mg,n is thus proper. SinceMg,n is proper ([21]) this is the case as well for PPg,~k. 
It is instructive to see that γ acts on the set of polar parts over the underlying bubbly
curve. An element λ ∈ O∗S defines an isomorphism λ[r] : Eλαi → Eαi by functoriality of
the pull-back of Yoneda extensions. It sends x ×λαi y on x ×αi λy. We get this way an
isomorphism
λαi ,mλ(̺i ) ∈H0
Symki Eλαi
O∆ki


i
≃
αi , λˆmλ(̺i ) ∈H0
Symki Eλαi
O∆ki


i
where λˆ is the isomorphism induced by λ[r] between the symmetric algebras SymEλαi and
SymEαi . Now λˆmλ is the map x ×αi y 7→ λ(x ×αi y). This means we have an isomorphismλαi ,mλ(̺i ) ∈H0
Symki Eλαi
O∆ki


i
≃
αi ,λki̺ki ∈H0
Symki Eαi
O∆ki


i
.
This can be understood by saying that the Gm-action on Pg,~k →Mg,n sends a stable polar
curve (π : X → S,̺i ) on (π : X → S,λki̺i ). The difference between expression 4.4 and this
one is the fact the former preserves the trivializations of L −kii while the latter preserves
the underlying bubbly curve.
Unfortunately, this Gm-action is not the action on polar parts that comes from the OS -
module structure and that sends (αi ,̺i ) on (αi ,λ̺i ). The good news is that bothGm-actions
are equivalent on the complement of the zero section of κ : Pg,~k →Mg,n. Let ν[~k] be the
morphism sending a polar curve (αi ,̺i ) on (αi ,̺
ki
i ) where ̺
ki
i is the ki-th tensor power of
̺i that lies in
(4.8)
OXαi (kiDi )
OXαi

⊗ki
=
OXαi
(k2i Dαi )
OXαi
(ki(ki − 1)Dαi )
.
By tensoring the previous sheaf with OXαi (−ki(ki − 1)Dαi ) one gets back the sheaf of polar
parts and can thus locally identify ̺kii with a well defined polar part. It is straightforward
to check that the stack of polar curves where one replaces the sheaf of polar parts by 4.8 is
isomorphic to Pg,~k overMg,n. We therefore look at ν[~k] as a morphism having target Pg,~k.
Let Gi,j (Yki , . . . ,Y1) be the polynomial in Yℓ which is the coefficient of X
j in
(YkiX
ki +Yki−1X
ki−1 + · · ·+Y1X
1)ki .
The polynomial Gi,j is homogeneous of degree ki in Y1, . . . ,Yki and Gi,ki = Y
ki
ki
. Locally ν[~k]
is defined by sending an A-point (αi ,aki , . . . ,a1) on
(αi ,Gi,ki (a),Gi,ki−1(a), . . . ,Gi,1(a))
where a is short for (aki , . . . ,a1). It is not hard to see that this map is indeed defined on∏
iPA(−1,ki ,ki − 1, . . . ,1) where aki , 0 and it is clear it is Gm-equivariant. Restrict ν[
~k]
to the complement of the zero section αi = aki−1 = · · · = a1 = 0. Now Gi,j (Y ) = bj is a
triangular system of equations that has a unique solution if we fix a ki-th root of unity of
bki . Any other solution is obtained by multiplying by a ki-th root of unity. This says ν[
~k]
defines an isomorphism from
∏
i [A
ki
A /µki ] \ {0} on itself. This is enough to claim that the
projectivizations of Pg,~k for both Gm-actions are isomorphic.
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5. Residues and the ELSV compactification
5.1. Definition of the ELSV cone. Let (π : X → S,̺) be a stable polar curve in Pg,~k and
consider the exact sequence
(5.1)
0 OS π∗OX (
∑n
i=1 kiDi ) PX ,~k
R1π∗OX R
1π∗OX (
∑n
i=1 kiDi ) 0.
∇X (~k)
The theory of base change in cohomology for proper flat morphisms says PX ,~k, R
1π∗OX
and R1π∗OX (
∑n
i=1 kiDi ) are locally free sheaves commuting to any base change. As a result
∇X (~k) commutes to any base change. To each S-object (π : X → S,̺) we can thus attach a
global section ∇X (~k)(̺) in R
1π∗OX . We get in this way a section ∇(~k) of the vector bundle
over Pg,~k defined by κ
∗R1π∗OMg,n . By Grothendieck-Serre duality we have that
R1π∗OX ≃ (π∗ωX )
∨.
Following [18] and [7] this isomorphism commutes to base change. This shows ∇(~k) does
in fact define a section ∇(~k)∨ of κ∗E∨g,n where Eg,n is the Hodge bundle on Mg,n. Recall
fibers of Eg,n over a marked curve are global sections of the dualizing sheaf, see [3] for
further details.
Definition 5.1. The ELSV cone Zg,~k is the zero locus of ∇(~k)∨.
In the case of a polar curve (X,̺) with smooth X the section ∇(~k)∨(̺) is just the residue
linear form
κ 7−→
n∑
i=1
Respi (κ̺i )
where κ is a regular 1-form on X. The characterization of meromorphic functions by
their residues says (X,̺) is in Zg,~k if and only if ̺ is the collection of polar parts of a
meromorphic function on X at the marked points. This theorem extends to the case of any
polar curve by replacing regular 1-forms with sections of the dualizing sheaf. Since the
marked points are in the smooth locus residues at the marked points are the usual ones.
See [10] for the above formulation of this classical result. It can be deduced of the long
exact sequence 5.1 and the expression of Serre duality which is explicit in this case (see
for instance [3, 10.2]).
The previous analysis holds locally over the base. Let (π : X → S,̺) be a polar curve
in Zg,~k. Take an affine open cover {Uℓ → S}ℓ of S and let Xℓ be the pullback of X along
Uℓ → S. Assume Uℓ = Spec(Aℓ) with Aℓ a local k-algebra. Pulling back the long exact
sequence 5.1 along Uℓ → S we get the exact sequence
(5.2) 0 Aℓ H0
(
OXℓ (
∑n
i=1 kiDℓ,i )
)
H0(PXℓ ,~k) H
1(OXℓ ).
By assumption the image of ̺
ℓ
by ∇(~k) is zero in H1(OXℓ ). We can therefore lift ̺ℓ to a
section in H0(OXℓ (
∑n
i=1 kiDℓ,i )). This means we have local lifts of ̺ to π∗OX (
∑n
i=1 kiDi ).
Any lift of ̺
ℓ
is defined up to the addition of a constant in Aℓ. A polar curve in Zg,~k is
given locally on the base by meromorphic functions (up to the addition of a constant) on
the underlying bubbly curve having the expected pole order along the markings.
5.2. Relation to stable maps. A stable S-map of degree d from a curve of genus g on P1S
is a degree d projective S-morphism F : X → P1S from a prestable n-marked S-curve of
genus g into P1 such that automorphism groups of fibers (Xs ,Fs) are finite. It is equivalent
to the fact each smooth rational contracted component of Xs has at least 3 nodal or marked
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points. Stable maps define a proper Deligne–Mumford stack Mg,n(P1,d) ([5]). Automor-
phisms of stable maps are automorphisms of the marked domain curves commuting to
the maps. For further details see [14] and [5].
The stack of stable maps comes with n evaluation maps ev1, . . . ,evn : given a stable map
F : X → P1S from the marked curve (π : X → S,D) the evaluation map evi sends Di on the
S-point of P1S given by evi ◦σi where σi is the section defining Di . We writeMg,n(P
1,d,∞)
for the closed substack ofMg,n(P1,d) corresponding to the intersection locus of ev
−1
i ∞.
Definition 5.2. Denote Mg,n(P1,~k) the substack of Mg,n(P1,d,∞) given for S ∈ Sch by
S-maps F : X → P1S satisfying scheme theoretically
(5.3) φ−1∞ =
n∑
i=1
kiDi .
The stack Mg,n(P1,~k) comes with a natural action of Aut(P1,∞). An automorphism
α ∈ Aut(P1,∞) sends an S-map F on α ◦F. We identify Aut(P1,∞) with Gm ⋉Ga where Ga
fixes∞ and Gm both 0 and∞.
Lemma 5.1. Mg,n(P
1,~k) is a locally closed (thus algebraic) substack ofMg,n(P1,d,∞).
Proof. Let F : X → P1S an S-object in Mg,n(P
1,d,∞). The condition
∑
kiDi ⊂ φ
−1(∞) is
closed on the base. Indeed, F is given by an onto map (t0, t∞) : O
⊕2
X ։ F
∗OP1S
(1) for which
the previous condition is expressed by t∞|∑i kiDi = 0. Now following the Zariski main
theorem the conditions for φ−1(∞) → S to be quasi-finite and (thus) finite are open on
S. We can assume that φ−1(∞) → S is finite and that
∑
kiDi ⊂ φ
−1(∞). Under these
assumptions φ−1(∞) =
∑
i kiDi is a closed condition on S. 
Let x0 and x∞ be generators of OP1S
(1) at the 0 and ∞ S-points. A map F : X → P1S in
Mg,n(P1,~k) is given by an onto morphism
O
⊕2
X
F∗OP1S
(1)
defined by s0 = F∗x0 and s∞ = F∗x∞. Away from F−1∞ =
∑
i kiDi the section s∞ is invertible
and s0s−1∞ defines a global section on X \ ∪iDi . Since
∑
i kiDi is a relative Cartier divisor
s0s
−1
∞ extends to a relative meromorphic section ζF on X . By assumption ζF ∈OX (
∑
i kiDi )
and its image ζF in PX ,~k is a well defined polar part of order ~k. This procedure defines
a forgetful map from Mg,n(P1,~k) on Zg,~k. This is the case because (X ,D) is bubbly: any
unstable component of a fiber has to dominate P1 but this is the case if and only if it has
a marked point.
Proposition 5.2. The mapMg,n(P1,~k)→ Zg,~k is a Ga-torsor, thus [Mg,n(P1,~k)/Ga] ≃ Zg,~k.
Proof. This is a local statement. Assume S = Spec(A) for a local k-algebra A and that
(π : X → S,̺) is a polar curve in Zg,~k. By assumption ̺ has a lift ζ ∈ H
0(
∑
i kiDi ). Looking
back at the long exact sequence 5.2 any such lift is of the form ζ + a1 for a ∈ A and 1
the canonical section OX → OX (
∑
i kiDi ). Given ζ one defines an S-map Fζ : X → P
1
S by
looking at the local generators {ζ,1} of OX (
∑
i kiDi ). These generate OX (
∑
i kiDi ) because
locally ζ = f −kii for an equation fi of Di . In particular Fζ satisfies 5.3. Away from ∪iDi
the map Fζ is defined by ζ and by ζ−1 at the neighborhood of ∪iDi . The map Fζ is stable
because ζ is never colinear to 1 at the neighborhood of a marked point and thus Fζ does
never contract a bubble. It is clear the action of a ∈ Ga(A) on Fζ corresponds to the action
of a sending ζ on ζ+a1. To prove the statement we only need to noticeA acts freely on lifts
of ̺, but this is always the case for a lift is never colinear to 1 at the marked points. 
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5.3. The ELSV compactification. LetMg,n(P1,~k) be the open substack ofMg,n(P1,~k) cor-
responding to maps having smooth domains. An S-map F : X →P1S inMg,n(P
1,~k) defines
in particular an S-object in H•g,~k. Conversely, for an object in H
•
g,~k one gets a map in
Mg,n(P1,~k) if given an isomorphism from the target on (P1,∞). This is always possible
locally on the base. The map fromMg,n(P1,~k) onH•g,~k built previously is, however, not an
isomorphism because objects ofH•g,~k have more automorphisms than those ofMg,n(P
1,~k).
Proposition 5.3. The quotient stack [Mg,n(P1,~k)/Aut(P1,∞)] is isomorphic to H•g,~k.
Proof. The forgetful map Mg,n(P1,~k) → H•g,~k is Aut(P
1,∞)-equivariant and gives a map
from the expected quotient to H•g,~k. Let’s build an inverse Σ. Let φ : X → Y where Y is
marked by E∞ be an S-object in H•g,~k. The group scheme G = AutS ((Y ,E∞), (P
1
S ,∞)) is an
Aut(P1,∞)-torsor over S. Write Σ(φ) for the the object of [Mg,n(P1,~k)/Aut(P1,∞)] given
by the S-torsor G → S together with the morphism to Mg,n(P1,~k) defined for every T -
point β of G by β ◦ δ∗(φ). An isomorphism (α,β) from φ to ψ : Z → T in H•g,~k defines an
isomorphism from G on AutS ((T ,E∞), (P
1
S ,∞)) coming from the composition (on the left)
of a section of G with β−1. The isomorphism from Σ(φ) on Σ(ψ) is thus simply defined by
α. It is clear Σ is the needed inverse. 
Since Ga is normal in Aut(P1,∞), following [28, Remark 2.4] we have that
H•g,~k =
[
[Mg,n(P
1,~k)
/
Ga ]
/
Gm
]
=
[
Z◦g,~k
/
Gm
]
where Z◦g,~k is the open locus in Zg,~k corresponding to underlying smooth curves and the
action of λ ∈ Gm(S) on (π : X → S,̺) is the one multiplying each polar part by λ. We’ve
already seen that this action corresponds to the Gm-action on fibers of κ away from the
zero section. We get therefore that H•g,~k ⊂ PZg,~k. In order to compactify H
•
g,~k or Hg,~k it
would be natural to take their closure in PZg,~k. The closure of a substack E in a stack C
(see [29, 050A]) is the unique reduced stack E whose underlying set of points |E| (in the
sense of [23, 5]) is the closure in |C| of the set of points of E. Details on the closure of a
stack can be found at [29, 050A]. The closures H•g,~k andHg,~k respectively compactifyH
•
g,~k
andHg,~k if both are reduced stacks. This is the case if the characteristic of the base field p
is 0 or does not divide any of the kis. In this case bothH•g,~k andHg,~k are smooth. This fact
results from work of [17] or by standard deformation theoretic arguments as in [30].
Definition 5.3. In case the characteristic of the base field p = 0 or p ∤ ki for every i we
define the ELSV compactification Hg,~k (resp. H•g,~k) as the (stacky) closure of Hg,~k (resp.
H•g,~k) in PZg,~k.
Following [10, 3.6] the ELSV compactification is nearly never dense in PZg,~k. It is thus
natural to try to have a better understanding of its boundary points.
6. Preliminaries on admissible covers
Details about the stack of admissible covers can be found in [17] and [6]. We fix here
the type of admissible covers we’re interested in.
Tame Assumption 6.1. When working with admissible covers we implicitly assume the
characteristic of the base field p is 0 or greater than d. This ensures that the stacks of
admissible covers make sense and are smooth on the locus of underlying smooth curves.
Let ǫ = {ǫj }
r¯
j=1 be a set of partitions of d. Write H
ǫ
g,~k for the stack of admissible cov-
ers whose S-points are finite degree d onto S-maps φ from a stable g curve (π : X →
S,D, {Dj }
r¯
j=1) on a genus 0 stable curve (η : Y → S,E∞, {Ej }
r¯
j=1) such that
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(1) for a nodal point x ∈ Xs such that φ(x) = y one can find étale locally mx in N∗,
t ∈Mx and T ∈My such that
Ox ≃
OsJu,vK
(uv − t)
and Oy ≃
OsJU,V K
(UV −T )
and for which φ is locally defined by U = umx , V = vmx and T = tmx .
(2) φ is étale on the smooth locus of π away from the marked S-points
(3) φ satisfies the scheme theoretic equalities
φ−1Ej =
∑
ℓj
ǫj (ℓj )Dj,ℓj and φ
−1E∞ =
n∑
i=1
kiDi .
Automorphisms of φ are automorphisms (α,β) of underlying marked curves, possibly ex-
changing markings Dj,ℓj for fixed j , such that φ ◦ α = β ◦ φ. The substack of admissible
covers having smooth underlying curves is written Hǫg,~k. It is an open dense substack of the
proper stack Hǫg,~k. In general H
ǫ
g,~k is singular, its normalization is however a smooth stack
which has been studied in [25], [1] and [6]. The stack of admissible covers in the simply
ramified case away from E∞ is written Hg,~k. A result of [31] states that Hg,~k is irreducible.
We denote H•g,~k the finite disjoint union of admissible covers over all profiles ǫ for fixed
d. Each stack of admissible cover appears as a correspondence between two sets of stable
curves. By this we mean it is enclosed in a diagram of forgetful maps
(6.1) Mg,n,... Hǫg,~k M0,r¯+1 .
The left hand-side map is the forgetful one keeping only the stable marked domain curve.
The right-hand side does keep the target marked stable curve, it is to be understood as an
extension of the standard branch divisor of a cover to the case of admissible covers. This
extension can also be recovered independently. A branch point of an admissible cover
φ : X → Y is a branch point of the induced map on the normalizations of X and Y that
lands in the smooth locus of Y . Since points in the fibers of branch points of φ are smooth
one can define the branch divisor in the usual way. In general the branch morphism Br(φ)
of an admissible S-cover φ : X → Y is the Div of the perfect torsion complex in degrees −1
and 0 given by Rφ∗[φ∗ωY /S → ωX /S ]. The morphism dωφ : φ∗ωY /S →ωX /S is the standard
one if Y and X are smooth over S. It does extend to the case of admissible covers [6] and is
an isomorphism at the nodal points. The branch divisor is thus supported in the relative
smooth locus of Y . If φ is an S-object in Hǫg,~k we have that
Br(φ) = (d − n)E∞ +
r¯∑
j=1
(∑
ℓj
(ǫj (ℓi )− 1)
)
Ej .
Keeping only E∞ andD gives a morphism H•g,~k →H
•
g,~k. Starting with a point inH
•
g,~k one
only needs to specify an ordering on branch points away from∞ to get back an admissible
cover. Following this idea it is straightforward to see for instance that Hg,~k → Hg,~k is an
Sr-torsor and thus Hg,~k = [Hg,~k/Sr ]. More generally we have an embedding of [Hǫg,~k/Sr¯] in
H•g,~k. In particular H
•
g,~k →H
•
g,~k is onto and finite.
7. Extension of the LL morphism
Tame Assumption 7.1. From this point on we assume that the characteristic of the base
p = 0 or doesn’t divide r = 2g −2+d+n and none of the kis. The assumption p ∤ r is needed
to define the LL morphism.
Given a map F : X → P1 for smooth X the LL morphism introduced in [10] sends F on
the divisor supported on finite critical points of dF. These critical points are branch points
of F in P1 \∞ and the LL divisor is equal to the branch divisor on this set. In fact this LL
divisor is the branch divisor away from∞.
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B. Fantechi and R. Pandharipande showed in [13] that one can extend the definition of
the branch divisor to stable maps having smooth target. The key point is to notice that for
an S-map F : X → Y with Y /S smooth, the natural morphism dωF : F∗ΩY /S = F∗ωY /S →
ΩX /S →ωX /S defines a perfect torsion complex in degrees −1 and 0
(7.1) RF∗[F
∗ωY /S →ωX /S ]
in Db(Y ). One has to mention that though results of [13] are stated for C they’re valid in
more generality. Indeed the fact 7.1 is a perfect torsion complex results from [13, 5 & 7]
which do not depend on the characteristic ([13, 1.1]). Following the proof of [13, 9] what
is needed is generic smoothness of F on non-contracted components of closed fibers. Since
F is finite this is true as soon as F is separable on each fiber. To make sure this is satisfied
we either need p = 0 or p ∤ ki for every i and both are guaranteed by 7.1. We shall therefore
use needed results of [13] in this generality. Following [13] we have a branch morphism
Br :Mg,n(P1,~k) Div
2g−2+2d P1
that sends a stable map inMg,n(P1,~k) on an effective Cartier divisor onP1. It does coincide
on the locus of Mg,n(P1,~k) given by smooth underlying curves with the classical branch
morphism.
Lemma 7.1. The restriction of the branch divisor of a map F : X → P1 inMg,n(P1,~k) to P1 \∞
is an effective divisor of degree r = 2g − 2+ d + n.
Proof. Let Fv be the restriction of F to the connected component Xv in the normalization
of X and write n for the Weil divisor of nodal points in X. Following [13, 10 & 11]
Br(F) = 2F∗n +
∑
{v |Fv is constant}
Br(Fv) +
∑
{v |Fv dominates P1}
Br(Fv ).
The sum of the first two terms is an effective divisor. Now Fv dominates P1 if and only
if Xv contains a marked point. The last term thus contains(d − n)∞ and this is the only
contribution of∞ to Br(F). We get that Br(F)− (d −n)∞ is effective of expected degree. 
Theorem 7.2. Let F : X → P1S be an S-map inMg,n(P
1,~k) we have that
(7.2) Br(F) = Br(F)Z + (d − n)∞
where Br(F)Z is an effective relative divisor disjoint of∞ along the fibers and of degree r.
Proof. Following lemma 7.1 it is enough to show Br(F) contains (d − n)∞, i.e. that there
exists a decomposition Br(F) =W + (n − d)∞ for an effective relative divisor W away from
∞. Let ∇ be the divisor ∇ =
∑n
i=1(ki − 1)Di . The morphism d
ωF : F∗ωP1S
→ ωX /S is equal
at the neighborhood of a point in the support of ∇ to the classical dF : F∗ΩP1S
→ΩX /S . In
particular dωF factors through ΩX /S (−∇)→ΩX /S . We get the distinguished triangle
F∗ωP1S
F∗ωP1S
0
ωX /S (−∇) ωX /S ωX /S ⊗O∇.
dωF dωF
The direct images of each vertical complex in degrees −1 and 0 by RF∗define perfect tor-
sion complexes ([13, 6, 7 & 9]). By standard properties of the Div operator we get that
Br(F) = DivRF∗
[
F∗ωP1S
→ ωX /S
]
= DivRF∗
[
F∗ωP1S
→ ωX /S (−∇)
]
︸                                ︷︷                                ︸
(⋆⋆)
+DivRF∗
[
ωX /S ⊗O∇
]
︸                    ︷︷                    ︸
(n−d)∞
.
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Let’s show (⋆⋆) is an effective relative divisor having support away from∞. At the neigh-
borhood of ∇ the sequence F∗ωP1S
→ ωX /S →ωX /S ⊗O∇ is the exact sequence
(7.3) 0 F∗ΩP1S
ΩX /S ΩX /S ⊗O∇ 0.
dF
In particular, in the neighborhood of ∇ we have that [F∗ωP1S
→ ωX /S ] is quasi-isomorphic
to ωX /S ⊗ O∇. Now F∗ωP1S
→ ωX /S (−∇) is dF restricted to its image. Therefore , in the
neighborhood of ∇, [F∗ωP1S
→ ωX /S (−∇)] is acyclic and, since [ωX /S ⊗O∇] = 0 away from
∇ we have that [F∗ωP1S
→ ωX /S (−∇)] = [F∗ωP1S
→ ωX /S ]. In conclusion [F∗ωP1S
→ ωX /S ] is
equal to the restriction of [F∗ωP1S
→ ωX /S ] to U = P
1
S \∞. According to proposition [13, 1
v.] the branch divisor of this restriction complex is is the restriction along U → P1 of the
branch divisor of F. In particular (⋆⋆) is effective. 
Using the branch divisor we build a section of the Ga-torsor Mg,n(P1,~k) → Zg,~k. This
way one can define the branch divisor of a polar part (π : X → S,̺) ∈ Zg,~k. We focus first
on the local case and assume that S is the spectrum of a local k-algebra A of maximal
ideal m. Let ζ be a lift of ̺ to a global section of OX (
∑
i kiDi ) and write Fζ the map to P
1
S
inMg,n(P
1,~k) defined by {ζ,1}.
Lemma 7.3. Assume A is a local henselian ring and let D be an effective relative divisor ofA1A
defined by I ⊂ A[t] and having constant degree d along the fibers. Then I = (P(t)) for a unitary
polynomial in A[t]. In particular D defines a relative divisor of P1 supported in P1 \∞.
Proof. Let B be the algebra A[t]/I defined by D. Since D is a relative divisor over Spec(A)
the morphism Spec(B) → Spec(A) is quasi-finite and of finite type, in particular quasi-
finite at each point [η] of Spec(B) over [m]. Following [27, 3] page 76 we have B =∏m
j=1B[ηj ] × C, where [ηj ] are the points over [m] and C an A-algebra whose restriction
to the central fiber is 0. Each B[ηi ] is finite and thus free of rank di over A. The assumption
on the degree of D along the fibers implies C = 0 and consequently B is finite and free of
rank d over A.
SinceB is flat overA, I⊗k is a (principal) ideal ofk[t]. Let P(t) ∈ I be a lift of a generator
of I⊗k. We claim that I = (P(t)). Each maximal idealM of A[t] is an ideal overm. Localize
A[t] at M . By assumption the restriction of the multiplicative endomorphism defined by
P to the central fiber is injective. Following the local criterium of flatness ([16, (10.2.4)])
and since A[t]M is flat over A, we get that P still defines an injective endomorphism on
A[t]M (i.e. P is not a zero divisor) and that A[t]M /(P) is flat on A. The exact sequence
0 I /(P) A[t]/(P) A[t]/I 0.
says (I/(P))M ⊗k = 0 for anyM . By Nakayama’s lemma IM = (P)M and thus I = (P). 
Following theorem 7.2 the divisor BrZ(Fζ ) has constant degree along the fibers. Lemma
7.3 implies the ideal of A1A = P
1 \ ∞ defined by BrZ(Φζ ) is generated by P(t) = br tr +
br−1t
r−1 + · · ·+ b0 with br ∈ A
∗.
Definition 7.1. For general S ∈ Sch /k we say F : X → P1S in Mg,n(P
1,~k) is normalized if
locally on the base there is a local equation of BrZ(F) has zero r−1 coefficient. If F is of the
form Fζ for a global section ζ of OX (
∑
i kiDi) we say ζ is normalized if Fζ is.
We shall further assume A is reduced. In this case the fact a local equation of Br(Fζ ) has
zero r − 1 coefficient does not depend on the local equation. Indeed if P(t) is such a local
equation any other equation is of the form λP(t) for λ ∈ A[t]∗ = A∗.
Proposition 7.4. Let (π : X → S,̺) be a polar curve in Zg,~k over a local reduced scheme. There
is a unique normalized lift of ̺ to H0(OX (
∑n
i=1 kiDi )).
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Proof. Write S = Spec(A) and let ζ be a lift of ̺. Denote εa translation by a on (P1A,∞).
Since εa is an automorphism we get that
BrZ(εa ◦Fζ ) = Divεa∗RFζ∗[(Fζ )
∗ωP1S /S
→ ωX /S ] = εa∗DivRFζ∗[(Fζ )
∗ωP1S /S
→ ωX /S ]
and this is εa∗BrZ(Fζ ). By lemma 7.3 BrZ(Fζ) is generated by a unitary polynomial P(t) =∑
0≤ℓ≤r bℓt
ℓ of degree r. The polynomial P(t + a) is a generator of BrZ(Fζ+a1) whose r − 1
coefficient is br−1 + rbra. By assumption 7.1 r is not zero in k and br ∈ A
∗, thus there is
a unique a for which P(t) has zero r − 1 coefficient given by a = −(rbr )−1br−1. Any other
equation of Br(Fζ) is of the form λP(t) with λ ∈ A
∗ and a = −(rbr )−1br−1 works as well. 
Corollary 7.5. Let T and S be reduced schemes and (π : X → S,̺) be in Zg,~k. There is a unique
normalized lift ζ̺ of ̺ and for f : T → S we have f ∗ζ̺ = ζf ∗̺.
Proof. One can locally uniquely lift ̺ into a normalized section ζ̺. This is enough to show
lifts glue globally and uniquely over S. Now f ∗ζ̺ is a lift of f
∗̺, we only need to check it
is normalized. The branch divisor commutes to base change : If P(t) is a local equation for
Br(Fζ̺ ) having zero r − 1 coefficient then so is the case of P(t)⊗A 1B for f
∗ζ̺. 
Corollary 7.6. The stack Zg,~k is naturally embedded inMg,n(P1,~k).
Proof. It is enough to build this embedding on closed points of Zg,~k. For this to make sense
one has to notice Zg,~k is reduced and Mg,n(P1,~k) is separated. The latter comes from the
fact Mg,n(P1,~k) is a locally open substack in Mg,n(P1,d,∞) which is proper by [5]. For
the former notice that an infinitesimal automorphism of a point of Zg,~k is an infinitesimal
automorphism of the underlying polar curve. The proof of proposition 3.3 shows there is
no such automorphisms assuming 7.1. Each point x = (π : X → L,̺) in Zg,~k defines a point
Fζ̺ inMg,n(P
1,~k). Corollary 7.5 shows this map does not depend on the equivalence class
of x. It is clear this is a section ofMg,n(P1,~k)→ Zg,~k on points. This is as well the case on
Zg,~k for it is reduced and separated. 
Definition 7.2. The composition of the previous embedding with the branch morphism
BrZ is the extension of the LLmap to Zg,~k. It sends an object of Zg,~k on an effective relative
divisor of degree 2g − 2+ d + n in P1 \∞. It is denoted BrZ as well.
The ELSV cone Zg,~k is enclosed in a diagram
Mg,n Zg,~k Div
rA1.
BrZ
where the left hand-side morphism is the forgetful one. This is the expected behavior of
a stack of covers. Recall the theorem on symmetric functions identifies DivrA1 and Ar .
An image of an object in Zg,~k by BrZ has zero first coordinate in Ar , this is the coordinate
corresponding to the first elementary symmetric function. Assume for simplicity x1 =
0. The set theoretic image of Zg,~k by BrZ is contained in the hyperplane x1 = 0, i.e. an
affine space of dimension r − 1. For degree reasons this image is not zero. The Gm-action
on Zg,~k composing with automorphisms of Aut(P1,0,∞) corresponds to the Gm-action on
Ar = DivrP1 having weights (1,2, . . . , r). The induced action on the hyperplane x1 = 0 has
weights (2, . . . , r). Taking quotients we get the diagram
(7.4) Mg,n PZg,~k P(2, . . . , r)
δ
which is to be compared to 6.1. This is the needed configuration to pull out the ELSV
formula. The δ morphism is finite of degree the Hurwitz number µg,~k and an irreducible
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component ofPZg,~k is of codimension at most g . The ELSV compactificationHg,~k is exactly
of codimension g and thus of dimension r − 2. Using the projection formula one gets
(7.5)
∫
Mg,n
c1O(1)
r−2 ∩ [Hg,~k] = deg(δ)
∫
P(2,...,r)
c1O(1)
r−2 =
deg(δ)
r!
.
Since [Hg,~k] is a reduced component of PZg,~k it is of multiplicity 1 in [PZg,~k]. A simple
computation shows that the union of components different ofHg,~k is sent by δ on a closed
subset of codimension ≥ 1 in P(2, . . . , r). Summing these up we get that∫
Mg,n
c1O(1)
r−2 ∩ [Hg,~k] =
∫
Mg,n
c1O(1)
r−2 ∩ [PZ
g
g,~k]
where [PZ
g
g,~k] is the part of [PZg,~k] supported on components of codimension g in PZg,~k.
To show the contribution of components not in Hg,~k is zero one can use the projection
formula as in 7.5. The contribution on the right-hand side is precisely the one defined by
the section of Eg,~k defining Zg,~k. The precise computation is made in [10, 5].
8. Rigidifications and the Hurwitz projection
8.1. The stack of rigidified marked curves. Let (Y,q∞, {qj }
r¯
j=1) be a prestable marked
curve. Its underlying dual graph ΓY is a tree. Following [26, 10.2] the collection of re-
strictions of a line bundle to each irreducible component of Y defines an isomorphism
Pic(Y ) =
∏
v∈V (ΓY )
Pic(Yv) ≃Z
Card(V (ΓY )).
Since each irreducible component of Y is a rational smooth curve a line bundle M on Y is
given its multi-degree, i.e. the collection of degrees on each irreducible component. The
invertible sheaf of multi-degree {dv}v∈V (ΓY ) is written denoted OY ({dv}). For instance the
canonical sheaf on Y has multi-degree {−2+ val(v)}v∈V (ΓY ).
Lemma 8.1. Given a collection {dv}v∈V (ΓY ) of natural integers we have that
h1
(
OY ({dv})
)
= 0 and h0
(
OY ({dv})
)
= 1+
∑
v∈V (Γv )
dv .
Proof. By Serre duality h1(OY ({dv})) = h0(ωY ({−dv})). If Y is smoothωY ({−dv}) has negative
degree and H0(ωY ({−dv})) = 0. For general Y let u be a leaf of ΓY . The component Yu can
have only one nodal point and the restriction of ωY ({−dv}) to Yu is still of negative degree.
If Y ∗u = Y \Yu we have an isomorphism from H
0(ωY ({−dv})) on H
0(ωY ({−dv})|Y ∗u ). Since Y
∗
u
is a prestable genus 0 curve having Card(V (ΓY ))−1 components we get the first statement
by induction. The second is a special case of [26, 10.4]. 
Let Y∞ be the component of Y containing q∞. We have an isomorphism H
0(OY (q∞)) ≃
H0(OY∞(q∞)). Since the later is isomorphic to OP1 (1) it is base point free. By lemma 8.1
h0(OY (q∞)) = 2 and ⊕
ℓ≥0
H0(OY (ℓq∞)) = SymH
0(OY (q∞)).
We thus get a map Y → ProjH0(OY (q∞)) which, after choosing a base of H0(OY (q∞)), gives
a morphism Y → P1. It is an isomorphism if restricted to Y∞ and contracts any other
component. This still makes sense in the relative case. Let (η : Y → S,E∞, {Ej }j ) be a
genus 0 prestable curve. By lemma 8.1 h0(OYs (E∞)) = 2 and h
1(OYs (E∞)) = 0 for each point
s ∈ S. Following [21, lemme 1.5] the direct image Q∞ = η∗OY (E∞) is a locally free sheaf
of rank 2 that commutes to base change. It is relatively ample and thus gives an S-map
Y → PS (Q∞).
Let 1 be the section OS → Q∞ obtained by pushing forward the canonical section
OY → OY (E∞). If there is a section ξ ∈ H
0(Q∞) such that {1,ξ} locally generate Q∞, or
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equivalently trivialize Q∞, then {1,ξ} defines an isomorphism P(Q∞) ≃ P
1
S and by com-
position a morphism Y → P1S . Call a rigidification of (η : Y → S,E∞, {Ej }j ) such a choice of
ξ . A rigidication of (η : Y → S,E∞, {Ej }j ) is equivalently given by a splitting of
(8.1) 0 OS Q∞ L −1∞ 0
κ
together with a global nonzero section of L −1∞ . Given two rigidifications ξ and ξ
′ there is
a unique (λ,a) ∈ H0(O∗S ) ×H
0(OS ) such that ξ ′ = λξ + a1. This is an action of Gm ⋉Ga for
which the set of rigidifications of η (if not empty) is a torsor. This action corresponds to
the one (by composition) of Aut(P1,∞) on the map Y →P1S defined by {1,ξ}.
Let ψ : Y → PS (Q∞) be the map defined by Q∞. The section τj and τ∞ defining Ej
and E∞ give rise to the S-sections of PS (Q∞) given by composing with ψ. We get marked
S-points E¯j which do not intersect E¯∞. Each marked point E¯j is defined by a onto map
κj : Q∞ L
−1
j
where L −1j is the conormal bundle at E¯j . The marked point E¯∞ is given by κ in the exact
sequence 8.1. The fact E¯j does not intersect E¯∞ corresponds to
OS Q∞ L
−1
j
being an isomorphism. Given a rigidification ξ of η we get elements κj (ξ) ∈ H
0(L −1j ). In
terms of the base of Q∞ defined by {1,ξ} and using L
−1
j ≃ OS the morphism κj is defined
by (λj ,µj ) ∈H
0(O∗S )×H
0(OS ). In this case E¯j is the S-point of P
1
S defined by µjλ
−1
j .
Definition 8.1. Let ǫ = {ǫj }
r¯
j=1 be a set of partitions of d. An ǫ-rigidification of (η : Y →
S, {Ej },E∞) is a rigidification ξ such that
(8.2)
∑
j
(∑
ℓj
(ǫj (ℓj )− 1)
)
κj (ξ) ∈Nil(OS ).
One can see the set of ǫ-rigidifications of η (if not empty) is a Gm-torsor. For reduced S
there can be only one ǫ-rigidification up to multiplication by λ ∈H0(O∗S ).
Let M0,r¯,∞ be the stack M0,r¯+1 of curves having a marked point indexed by ∞. Write
Mǫ0,r¯,∞ for the algebraic stack whose objects are curves in M0,r¯,∞ endowed with an ǫ-
rigidification. LetM0,•,∞ be the finite disjoint union ofM
ǫ
0,r¯,∞ for all partitions ǫ of d.
Lemma 8.2. The mapMǫ0,r¯,∞ →M0,r¯,∞ is a Gm-torsor andM0,r¯,∞ = [M
ǫ
0,r¯,∞/Gm].
Proof. To give a Gm-torsor over M0,r¯,∞ is to give a line bundle over M0,r¯,∞. Now an ǫ-
rigidification of (η : Y → S, {Ej },E∞) is a global non zero section of L −1∞ . Equivalently it is
a section of the Gm-torsor
SpecS
(⊕
ℓ∈Z
L
ℓ
∞
)
.
ThusMǫ0,r¯,∞ is the Gm-torsor defined by L∞ overM0,r¯,∞. 
The stackMǫ0,r¯,∞ comes with a natural map on the divisors of degree r ofP
1. It is related
to a construction of M. Kapranov in [19, C].
Definition 8.2. Denote by k⋄ǫ (resp. k
⋄
•) the morphism sending ((η : Y → S, {Ej },E∞),ξ) in
Mǫ0,r¯,∞ (resp. M0,•,∞) on the Cartier Divisor
(8.3) c[ξ]∗
(∑
j,ℓj
(ǫj (ℓj )− 1)Ej
)
where c[ξ] is the contraction Y →P1S defined by ξ .
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Recall DivℓP1 =Aℓ. The Gm-action on the rigidification ξ corresponds to the action of
Aut(P1,0,∞) on c[ξ] by composition. It acts with weights (1,2, . . . , ℓ) on Aℓ . Now 8.3 is a
degree ℓ divisor whose first coordinate (at least for reduced S) in Aℓ is zero. Since all the
stacks involved are reduced and separated we get that k⋄ǫ factors through the hyperplane
of zero first coordinate. Since ℓ cannot be zero taking the quotient by theGm actions on the
source and target we get maps kǫ and k• respectively fromM0,r¯,∞ andM0,•,∞ onP(2, . . . , ℓ).
8.2. The Hurwitz projection. Let ǫ = {ǫj }
r¯
j=1 be a set of partitions of d. Denote H
ǫ
g,~k,⋄ the
fiber product
Hǫg,~k,⋄ = H
ǫ
g,~k ×M0,r¯,∞ M
ǫ
0,r¯,∞.
It is a line bundle over Hǫg,~k and has a natural action of Gm coming from the one onM
ǫ
0,r¯,∞.
The quotient of Hǫg,~k,⋄ by this action is H
ǫ
g,~k. An S-object in H
ǫ
g,~k,⋄ is an admissible cover
φ : (π : X → S,D, {Dj }
r¯
j=1) (η : Y → S,E∞, {Ej }
r¯
j=1)
together with an ǫ-rigidification ξ of (η : Y → S,E∞, {Ej }
r¯
j=1). Composing φ with the mor-
phism to (P1S ,∞) defined by ξ one gets a map
ξ[φ] : (π : X → S,D)→ (P1S ,∞)
which might not be a stable map. Denote ξ[φ] : X → P1S the stabilization of ξ[φ].
Lemma 8.3. The map ξ[φ] is an object ofMg,n(P1,~k) lying in Zg,~k.
Proof. Following theorem A.1
BrZ(ξ[φ]) =
∑
j
(∑
ℓj
(ǫj (ℓj )− 1)
)
E¯j
where E¯j is the S-point of P
1
S obtained by pushing forward Ej . Condition 8.2 says one can
locally find equations of BrZ(ξ[φ]) having zero r−1 coefficient. We thus only need to show
ξ[φ] is in Mg,n(P
1,~k). It is enough to check this on the closed fibers. Let s ∈ S. We have
to show ξ[φ]s has ramification index ki at Di,s. But such a point lies on a component of Xs
not contracted by ξ[φ]s, i.e. dominating (P1,∞). Thus ocal behavior of ξ[φ]s and φs at Di,s
are the same and ξ[φ]s has ramification index ki at Di,s. 
The previous procedure defines a morphism h⋄ǫ : H
ǫ
g,~k,⋄ → Zg,~k that is equal to the forget-
ful map on the locus of underlying smooth curves. Write h⋄ for the simply branched case
away from∞ and h⋄• for the disjoint union of h
⋄
ǫ over all partitions of d. The morphisms h
⋄
ǫ
are Gm-equivariant for the action on ǫ-rigidificatoins and the one coming with Zg,~k. Be-
cause of stability of domain curves of admissible covers one can see h⋄ǫ does not intersect
the zero section of Pg,~k. Let hǫ be the map Hg,~k → PZg,~k obtained out of h⋄ǫ by taking the
quotients by the Gm-actions on domain and target.
Definition 8.3. The Hurwitz projection h• is the disjoint union of hǫ over partitions of d.
Theorem 8.4. The Hurwitz projection h• factors through Hg,~k,• giving rise to a proper surjec-
tive morphism and a commutative diagram
Mg,n H
•
g,~k M0,•,∞
Mg,n H
•
g,~k P(2, . . . , r)
h• k•
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Proof. The fact the right-hand square is commutative is a direct consequence of theorem
A.1 and does not depend on the fact h• factors through H•g,~k. Let’s focus on the first state-
ment. Let |h•| : |Hg,~k| → |PZg,~k| be the continuous map induced by h• at the level of points.
It is clear h• is proper. This says |h•| is closed and thus each point in the closure of |h•||H•g,~k|
is in the image by h• of a point in the closure of |H•g,~k|, i.e.
|h•|
∣∣∣H•g,~k∣∣∣ ⊃ |h•| ∣∣∣H•g,~k∣∣∣.
Since |h•||H•g,~k| = |H
•
g,~k| one can as well write
|h•|
∣∣∣H•g,~k∣∣∣ ⊃ ∣∣∣H•g,~k∣∣∣ = ∣∣∣H•g,~k∣∣∣ .
The inverse inclusion comes from the fact H•g,~k is dense in H
•
g,~k. The image of a point in the
closure of |H•g,~k| is a point in the closure of |h||H
•
g,~k| = |H
•
g,~k|, i.e. a point in |H
•
g,~k|. NowH
•
g,~k is
a reduced separated stack and so is the case of H•g,~k, the continuous map |h•| : |H
•
g,~k| → |H
•
g,~k|
does therefore extend into a morphism of stacks h• : H•g,~k →H
•
g,~k. The fact h• is onto comes
from the equality |h•||H
•
g,~k| = |H
•
g,~k|. 
Corollary 8.5. The restriction h of h• to Hg,~k is proper and onto. In particular, Hg,~k =H•g,~k.
Proof. Let φ : (X,p, {pj,ℓj })→ (Y,q∞,qj ) ∈ H
ǫ
g,~k be a point in H
•
g,~k whose image by h• is a point
F ∈ H•g,~k. Let qj be a non-simple branch point of φ. We glue a projective line Rqj to Y along
0 and qj and projective lines Rpj,ℓj to X along 0 and pj,ℓj for fixed j . For each ℓj choose
a ramified cover Rpj ,ℓj → Rqj simply branched away from pj,ℓj where it has ramification
index ǫj (ℓj ). We get this way a cover from X ⊔pj,ℓj Rpj,ℓj on Y ⊔qj Rqj whose image by h• is
clearly F and whose number of non-simple branched points is less than the one of F. By
induction we get the desired simply ramified cover. 
Appendix A. Compatibility of branch divisors
Theorem A.1. Let φ : X → Y an admissible cover in H•g,~k over S and F : X → Y an S-map
from a prestable S-curve on a smooth genus 0 S-curve. If we have a commutative diagram
(A.1)
X Y
X Y
φ
c<
ϕ
c>
F
for contractions c> and c< in the sense of [21] then Br(F) = c>∗Br(φ)
The section is dedicated to the proof of this theorem. We write down Br(ϕ) in terms
of the data in the upper and lower triangles △up and △lo. Comparing relations in both
triangles gives the statement. We start with a general lemma.
Lemma A.2. Let γ : (π : Z → S) → (η : T → S) be a proper and onto S-mophism between
prestable curves. Then for ℓ > 0 we have Rℓ γ∗ωZ/S = 0.
Proof. Fibers of γ have dimension ≤ 1. By lemma [21, 1.4] Rℓ γ∗ = 0 for ℓ > 1. By the same
lemma it is enough to show that for every closed point t ∈ T we have
H1(γ−1(t),ωZ/S |γ−1(t)) = 0
to have R1γ∗ωZ/S = 0. The fiber γ
−1(t) is a sub-curve of Zs for s = η(t). Since γ is onto
γ−1(t) , Zs. We are brought to show that given a sub-curve X ( Z in a prestable curve
H1(ωZ |X ) = 0. We can assume X ( Z is connected. Write nZ |X the set of nodal points in
X∩Z \X. A point in nZ |X is regular on X and nZ |X , ∅. We have that ωZ |X = ωX(
∑
x∈nZ |X x).
Thus H1(ωZ |X ) = H
1(ωX(
∑
x∈nZ |X
x)) and the latter is zero by duality. 
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Relations in △lo. We have an isomorphism of complexes
(A.2) Rϕ∗[ϕ
∗ωY /S → ωX /S ] ≃ RF∗[F
∗ωY /S →ωX /S ]
In particular, we get the equality Br(ϕ) = Br(F).
Proof. By definition Br(ϕ) = DivRϕ∗[ϕ∗ωY /S → ωX /S ] and thus
Br(ϕ) = DivRF∗ ◦Rc<∗[c
∗
<F
∗ωY /S → ωX /S ].(A.3)
We simplify the complex appearing on the right-hand side. Notice that c< satisfies the
assumptions of lemma A.2 and thus Rℓ c<∗ωX /S = 0 for every ℓ > 0. We claim this is the
case as well for Rℓ c<∗ϕ∗ωY /S . Take a point x¯ ∈ X over s ∈ S. Let t = F(x¯) ∈ Y . We have that
ϕ∗ωY /S |c−1< (x¯) = (ϕ
∗ωY /S |ϕ−1(t))|c−1< (x¯).
By base change we get that
ϕ∗ωY /S |ϕ−1(t) = ϕ
∗
tωt = Oϕ−1(t)
and thus
(ϕ∗ωY /S |ϕ−1(t))|c−1< (x¯) = Oc−1< (x¯).
Finally using Serre duality we get that
H1(c−1> (x¯),ϕ
∗ωY /S |c−1> (x¯)) = H
0(c−1< (x¯),ωc−1< (x¯))
∨.
This last cohomology group is zero: the dual graph of the genus 0 curve c−1< (x¯) is a tree. We
prove our claim by induction on the number of irreducible components of c−1< (x¯). If c
−1
< (x¯)
is smooth ωc−1(x¯) has negative degree. Otherwise each leaf of c
−1
< (x¯) meets the rest of the
curve in a unique nodal point. The restriction of ωc−1< (x¯) on each leaf has negative degree
and any global section is zero on the leafs. We can reduce the number of components this
way. By lemma [21, 1.4] Rℓ c<∗ϕ∗ωY /S = 0 for positive ℓ. Now we have
Rc<∗[c
∗
<F
∗ωY /S →ωX /S ] = [c<∗c
∗
<F
∗ωY /S → c<∗ωX /S ].
Since c< has connected fibers c<∗OX = OX and the projection formula gives
c<∗c
∗
<F
∗ωY /S = F
∗ωY /S .
By [5, 3.11] or equivalently [21, 1.6] we have that c<∗ωX /S = ωX /S . Finally
Rc<∗[c
∗
<F
∗ωY /S → ωX /S ] = [F
∗ωY /S → ωX /S ].
and the desired relation is obtained by comparing the previous equality with A.3. 
Relations in △up . The ramification divisor of φ is the Div of the complex in degrees −1
and 0 given by [φ∗ωY /S → ωX /S ]. If Rφ denotes the ramification divisor of φ and Bφ its
branch divisor we have that φ∗ORφ = OBφ . In the case of an admissible such as φ we can
extend the classical relation ωX /S = O(Rφ )⊗φ∗ωY /S . For more details on the ramification
divisor of an admissible cover see [6]. In △up we have the relation
(A.4) Br(ϕ) = Divc>∗OBφ .
In particular explicitly writing down the right-hand side gives Br(ϕ) = c>∗DivOBφ .
Proof. It is rather straightforward to see the set of morphisms between vertical complexes
φ∗c∗>ωY /S ϕ
∗ωY /S φ
∗ωY /S
φ∗ωY /S] ωX /S ωX /S
φ∗dωc> dωϕ
φ∗dωc>
dωφ
dωφ
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defines a distinguished triangle in Db(X ). By lemma [13, 2] we get that
Br(ϕ) = DivRϕ∗[ϕ
∗ωY /S → φ
∗ωY /S ]︸                         ︷︷                         ︸
(⋆)
+DivRϕ∗[φ
∗ωY /S → ωX /S ]︸                      ︷︷                      ︸
(⋆⋆)
Now
(⋆) = Rc>∗[φ∗φ
∗c∗>ωY /S → φ∗φ
∗ωY /S] = Rc>∗[φ∗OX ⊗ c
∗
>ωY /S → φ∗OX ⊗ωY /S]
Since φ∗OX is locally free we get that (⋆) = Rc>∗(φ∗OX ⊗ [c
∗
>ωY /S →ωY /S ]). By proposition
[22, 9] we have Div(⋆) = DivRc>∗[c
∗
>ωY /S → ωY /S ]. This is the branch divisor of c>. Re-
stricted to the fibers it contracts trees of smooth rational components on the component
marked by infinity. Following [13, 3 (22)] one can show this divisor is zero. Getting back
to (⋆⋆) we have that
(⋆⋆) = Rϕ∗[ωX /S ⊗OX (−Rφ)→ωX /S ] = Rϕ∗(ωX /S ⊗ [OX (−Rφ)→OX ]) = Rϕ∗(ωX /S ⊗ORφ ).
Following [22, 9] we get that
Div(⋆⋆) = DivRϕ∗ORφ =DivRc>∗OBφ .
SinceOBφ is supported along a scheme of relative dimension 0 the higher derived functors
Rℓ c>∗OBφ are zero for ℓ > 0. The desired divisor is thus equal to Divc>∗OBφ . 
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