The authors develop consistent nonparametric estimation techniques for the directional mixing density. Classical spherical harmonics are used to adapt Euclidean techniques to this directional environment. Minimax rates of convergence are obtained for rotationally invariant densities verifying various smoothness conditions. It is found that the difference in smoothness between the Laplace, the Gaussian and the von Mises-Fisher distributions, lead to contrasting inferential conclusions.
INTRODUCTION
This paper develops nonparametric techniques for directional mixture models. Although there exists literature on nonparametric directional density estimation, (cf., e.g., Beran 1979 , Hall et al. 1987 , Bai et al. 1988 , little work has been devoted to nonparametric density estimation in a mixture framework.
The only paper thus far is that of Healy & Kim (1996) , where the mixture framework is adopted to study nonparametric empirical Bayes estimation of the prior density. In that paper, spherical Fourier techniques are introduced to provide a framework for estimating the mixing density. In this paper, those results are generalized to a larger class of rotationally invariant densities characterized by different degrees of smoothness. Furthermore, optimal or minimax estimation are also discussed in terms of rates of convergence in the integrated mean squared error.
For the 2-dimensional unit sphere S 2 ⊂ IR 3 , consider a rotationally invariant density f (µ x), where µ, x ∈ S 2 and denotes transpose. The parameter µ is called the mean direction and is the directional version of the Euclidean location model. We consider the directional mixture model
where dµ is the invariant measure on S 2 . As in the Euclidean case (cf., e.g., Zhang 1990), we assume that f is known and that the parameter of interest is the unknown mixing density g. The problem, therefore, is to provide an estimation technique for g in this directional setting.
We now provide a summary of what is to follow. In Section 2, we develop our approach which is to use classical spherical Fourier analysis for functions defined on the 2-sphere. This largely boils down to studying classical special functions known as spherical harmonics. Spherical harmonics are very useful for our problem; for, with them, a technique for breaking apart the integral equation (1) is possible. This then allows us to define an estimator of the mixing density by empirically estimating the Fourier coefficients, followed by Fourier inversion.
Prior to examining the consistency properties of the mixing density estimator, in Section 3, we study some directional distributions. As stated in Hartman & Watson (1974) , there are two possible directional "normal" distributions. One contender is the von Mises-Fisher distribution, which is heavily used in directional statistics. However, this distribution is not the fundamental solution to the heat equation on the sphere, and hence cannot be regarded mathematically as the generalization of the spherical Gaussian distribution. The latter suggests a related, but different distribution. As will be seen, the distinction between the two is most evident when looking at their respective Fourier transforms. We will also develop the directional version of the Laplace distribution, which is mathematically distinct from either of the above two normal distributions. Consequently, when considering mixtures of these distributions, the distinction between them can lead to quite distinct inferential conclusions. This possibility is formalized in the following sections.
In Section 4, we formalize the above distinction through smoothness of the characteristic function of the rotationally invariant density. Starting with the concepts of smooth and super-smooth from the Euclidean literature, it is shown that the Laplace distribution is smooth while the Gaussian distribution is super-smooth. The von Mises-Fisher distribution, however, is in neither class. In fact, a new class of smoothness, which we call log super-smooth (smoother than super-smooth), needs to be defined in order to cover the von Mises-Fisher case. We then study the consistency properties of the mixing density estimator through the L 2 -norm. As has been the situation in the Euclidean case, (cf., e.g., Fan 1991) , the difficulty of the estimation depends on the smoothness of the rotationally invariant density. In particular, the smoother the latter, the more difficult it is to estimate the mixing density (cf. Remark 1). We state the main rate minimax results for the three smoothness classes. A substantial conclusion is that inferential statements based on mixtures of the Laplace, Gaussian and von Mises-Fisher distributions will each be distinct.
In Section 5, we provide some simulation results based on the von Mises-Fisher distribution. It is shown that the procedures of this paper can work quite well.
The proofs of our main results are in Section 6. We first calculate the upper bounds of the L 2 -norm for the three smoothness classes. Calculation of the lower bounds for the three smoothness classes are also made. One can do this by following the approach of Koo (1993) and Koo & Chung (1998) , whereby lower bounds for a subproblem are calculated. In the situation where the lower and upper bounds are the same, those matching bounds are then optimal. This leads to minimax rates of convergence.
We would like to note that although this paper exclusively deals with the 2−sphere, most of the arguments will generalize to arbitrary (p − 1)−dimensional hyperspheres. Indeed, the higher dimensional spherical harmonics are worked out in, for example, Müller (1998) .
DIRECTIONAL MIXTURE MODEL PRELIMINARIES
This section initially discusses classical spherical Fourier analysis followed by its relation to estimation.
Spherical Fourier Analysis.
Here we provide a brief sketch of Fourier analysis on S 2 . A more thorough summary with references may be found in Courant & Hilbert (1953) , Terras (1985) and Driscoll & Healy (1993) . Other statistical works that use expansions in spherical harmonics include Giné (1975) , Wahba (1981) , Healy & Kim (1996) and Healy et al. (1998) .
A point ω ∈ S 2 can be represented as:
where 0 < θ ≤ π, 0 < φ ≤ 2π. In these coordinates, the spherical harmonics are
where P q are the Legendre functions and − ≤ q ≤ , = 0, 1, . . .; cf. Gradshteyn & Ryzhik (1980, Chapter 6 ). We will also need the spherical Legendre polynomials 
where − ≤ q ≤ , ≥ 0 and overbar denotes complex conjugation. The spherical inversion is
Here the equality is understood in the L 2 (S 2 )-sense. We note that "hat" is used for Fourier transform and "bar" for complex conjugation.
Let f : [−1, 1] → IR. For a sample ω ∈ S 2 , with location parameter µ ∈ S 2 , consider the density of the form f (µ ω). The latter is called a rotationally invariant (equivariant) density on S 2 in the directional statistics literature (cf., e.g., Watson 1983) . Thus with respect to (3), for a fixed µ ∈ S 2 , we would consider
where |q| ≤ , = 0, 1, . . . For technical reasons in the q = 0 case, we will need a more generic transform. Definef
where ≥ 0 and η = (0, 0, 1) . We emphasize that (5) is different fromf 0 whenever the mean direction µ = η, although a relationship between them is formulated below. Notice however thatf 0 =f 0 for ≥ 0 when µ = η. As will be shown below, this is just a technical condition imposed by rotational invariance and we will understand (4) or (5) as the characteristic function of f . Furthermore, by the definition of (2), when q = 0, Y 0 only depends on θ, hence, (5) also only depends on θ. We have the following result which explains the need for (5) as the latter is useful in writing out the series representation of rotationally invariant densities in Section 3.
Lemma 1. For rotationally invariant continuous densities f and all
Proof. This follows from properties of the spherical Legendre polynomials, (cf. Abramowitz & Stegun 1968, Chapter 22) which sayŝ
for µ ∈ S 2 . Use this along with the addition formula for spherical harmonics,
for µ, ω ∈ S 2 and = 0, 1, 2, . . .
As for the mixture model (1), we have the following.
Proof. This is Lemma 3.1 in Healy & Kim (1996) and also follows from the FunkHecke theorem when f is continuous.
Estimation and Spherical Fourier Analysis.
Applying Lemma 2 to the mixture model (1), we can formally writê
for − ≤ q ≤ and ≥ 0. Here and after, for identifiability, we will assume that f 0 = 0 for all ≥ 0. This is similarly done in Euclidean deconvolution (cf. Fan 1991).
Since we assume that the family of densities f is known,f 0 is known for ≥ 0. Let X 1 , . . . , X n be a random sample from h. We can then construct an unbiased estimator
for − ≤ q ≤ and ≥ 0. Assuming thatf 0 = 0 for ≥ 0, an estimator for (7) would beĝ
for − ≤ q ≤ and ≥ 0. Finally, use spherical inversion to define an estimator of g, namely,
where ω ∈ S 2 . We note that the estimator (8) depends on n and m. The requirement for consistency will be for m = m(n) → ∞ as n → ∞.
SOME DIRECTIONAL DISTRIBUTIONS
In directional statistics, there is a question as to what the "normal" distribution is. On the one hand, there is the von Mises-Fisher distribution which is a simple exponential distribution on S 2 ; however, the latter is not the generalization of the Gaussian distribution. By studying the series representations of the distributions in question, one can see exactly how they differ.
In the Euclidean literature, the Laplace distribution is an example of a distribution with fatter tails than the normal. By taking Fourier transforms, one can formulate a definition of what the directional Laplace distribution ought to be and thereby formulate a series representation. Through some properties of the spherical Legendre polynomials, an expression for the series representation is derived.
The von Mises-Fisher Distribution.

The von Mises-Fisher distribution is
where κ > 0 is the concentration parameter. To understand the Fourier properties of the von Mises-Fisher distribution, we need to calculatef 0 for = 0, 1, . . .
It can be shown (Hartman & Watson 1974) , that
where
is the modified Bessel function, Γ is the gamma function and κ > 0. To get some bounds on (9), we have the following.
Lemma 3. For the von Mises-Fisher distribution
Proof. One hasf
. . We note that 1 −1 x k P (x)dx = 0 whenever k < and by the Cauchy-Schwarz inequality, one can show that (10) is bounded. Hence taking the Taylor series expansion for the exponential function and interchanging integration with summation is justified.
Applying the Cauchy-Schwarz inequality and noting that |P | 2 = 2/(2 + 1)
or k ≥ , we get that
for 0 < κ ≤ /2. Since the integral in question is a very classical one, it can be looked it up in most tables of integrals. In Gradshteyn & Ryzhik (1980 , p. 1027 for example, we find
o t h e r w i s e .
Consequently,
Therefore, applying (11) and (12) to (10), we get that
for κ > 0 as → ∞. Since our interest is when → ∞, apply Stirling's formula, to ! and the result follows.
The Gaussian Distribution.
If we generalize the Gaussian distribution to S 2 , we get a different distribution. In particular, as also in Hartman & Watson (1974) , we have
for κ > 0 and µ, x ∈ S 2 . Consequently, the Gaussian distribution has Fourier transformf
for κ > 0. At this point, it is of interest to note the qualitative difference between the Gaussian and the von Mises-Fisher distributions. Indeed, although it is well known in the directional statistics literature that the two distributions in question are different (cf., e.g., Hartman & Watson 1974 and Fisher et al. 1993) , one can now see exactly how they differ. Based on the above calculations, one notices on comparison with the above that as → ∞, up to a constant,f 0 of the Gaussian and the von Mises-Fisher distributions behave like √ 2 + 1 e −κ ( +1) and −1/2 κ e − (log −1) , respectively for some κ > 0. Clearly, the characteristic function of the Gaussian distribution has slightly smoother tails for a fixed κ > 0 in the sense that it converges to zero faster.
The Laplace Distribution.
In the Euclidean literature, the Laplace distribution is an example of a symmetric distribution with heavier tails than the normal. Using Fourier properties of the Euclidean Laplace distribution, we can formally construct a directional Laplace distribution as a series
for some σ 2 > 0, µ, x ∈ S 2 . In the second line, the addition formula (6) is used. Consequently, for the rotational Laplace distributioñ
where σ 2 ≥ 4.
Proof. From (13) note that
where r + = (−1 + 1 − 4/σ 2 )/2 and r − = (−1 − 1 − 4/σ 2 )/2 with σ 2 ≥ 4 to keep things real-valued.
Using the fact that
In the above, we interchanged summation with integration and used the generating function formula for spherical Legendre polynomials, namely
MAIN RESULTS
Based on (7) and in light of the Gaussian, Laplace and von Mises-Fisher distributions, it appears that the performance of the estimator (8) is going to depend on the tail behaviour of the characteristic function. Let us make the following remark.
Remark 1. The difficulty of estimating the mixing density is going to depend on the smoothness of the characteristic function of the rotationally invariant density. This comes about from the fact that it is the rate at which the inverse of the characteristic function of the rotationally invariant density converges to infinity (or what is otherwise termed as the degree of ill-posedness, cf. Rooij & Ruymgaart 1995) that directly determines the rate at which we can estimate the mixing density. Thus the smoother the characteristic function, the faster the latter's tail will converge to zero so that its inverse will converge to infinity more slowly.
This fact is something that has been observed in the Euclidean case (cf. Fan 1991). Thus following the classification of Fan (1991) for the Euclidean case, we will say that f is (ordinary) smooth if Gaussian distribution falls into this category with β = 2, γ = 1/κ and β 0 = β 1 = 1/2. The von Mises-Fisher distribution, however, is not of the super-smooth class. Indeed, the most popular distribution in directional statistics does not fall into either of the above classes, although it appears closer to super-smooth than smooth. In particular, the von Mises-Fisher distribution has the property
for some constants 0
It is in light of this formulation that a new smoothness class, smoother than super-smooth, has to be made to include the von Mises-Fisher distribution. Indeed, we will say that f is log super-smooth if 1 = log κ + 1 and γ −1 = 1. We would like to present the main results in terms of the parameter space being some class of continuously differentiable functions on S 2 . Denote by W s , the Sobolev space of order s > 1, the collection of continuously differentiable functions up to and including s − 1 with the s-th derivative being square integrable. For some function h = ,qĥ q Y q , denote its Sobolev norm of order s by
From here on, let M, M 1 , M 2 , . . . denote positive constants independent of the sample size n. Let W s (M ) denote the class of functions h ∈ W s that satisfy h 2 s ≤ 1 + M. The following notation will be used. For two sequences of positive numbers (a n ) and (c n ), denote the property a n /c n → 1 as n → ∞ by a n ∼ c n . Write a n c n when a n /c n ≤ C < ∞ as n → ∞. If a n c n and c n a n then denote this by a n c n . Furthermore, · 0 = · , the L 2 (S 2 ) norm. We can now formulate our main results for the mixing density in terms of rate minimaxity in the sense of Stone (1980) . Consider an unknown distribution P g depending on the density function g ∈ W s (M) and suppose that (b n ) is some sequence of positive numbers. This sequence is called a lower bound for g if
where the infimum is over all possible estimators (g n ) based on a random sample X 1 , . . . , X n from P g . Alternatively, the sequence in question is said to be an upper bound for g if there is a sequence of estimators (g n ) such that
The sequence of numbers (b n ) is called the optimal rate of convergence for g if it is both a lower bound and an upper bound with the associated estimators (g n , n ≥ 1), being called asymptotically optimal. c) If f is log super-smooth, then (log n/ log log n) −2s/β is the optimal rate of convergence for g and g n,m is asymptotically optimal.
Upon comparing parts (b) and (c) of the theorem, we notice that under a log super-smooth rotationally invariant density, the mixing density estimator cannot quite achieve the same minimax rate as when the rotationally invariant density is super-smooth.
It is this fact, along with part (a) of the theorem, that is most illuminating for the comparison between the Laplace, Gaussian and von Mises-Fisher distributions. Indeed, inference based on these three directional distributions can lead to three different inferences as far as estimating the mixing density is concerned. Inference based on the von Mises-Fisher distribution leads to a slower minimax rate of convergence than that of the Gaussian distribution and in turn the latter two have slower minimax rate of convergence than the Laplace distribution! Thus the heavier-tailed Laplace distribution leads to improved rates of convergence over the Gaussian and the von Mises-Fisher distributions (cf. Remark 1). This is similar to what takes place in the Euclidean case.
Remark 2. One can also define minimaxity in L 2 -risk (modulo a constant) as follows. If there exists a positive constant C L such that
Here the infimum is also taken over all possible estimators g n of g. On the other hand, if there exists a positive constant C U and a sequence of estimators g n such that
One can easily modify the method of proof in Section 6, as in Yatracos (1988) , in order to prove minimaxity in L 2 -risk.
SIMULATION RESULTS
The von Mises-Fisher distribution can also be parametrized as follows
where 0 ≤ θ < π, 0 ≤ φ < 2π. There are three parameters α, β and κ. The parameters α and β determine the location parameter µ = (sin α cos β, sin α sin β, cos α) and the distribution has rotational symmetry about the direction µ, or equivalently (α, β). The parameter κ > 0 is the shape parameter called the concentration parameter, since the larger the value of κ the more the distribution is concentrated around the direction µ. Let
We generate pseudorandom variates from the von Mises-Fisher distribution with parameter (α, β, κ) as suggested by Fisher et al. (1993, p. 59 ).
Set λ = e
−2κ and generate R 1 and R 2 which are independent and uniformly distributed in the interval [0, 1].
5. Θ = cos −1 (Z) and Φ = tan −1 (Y/Z) are the required pseudo-random variate.
To generate a random sample X 1 , . . . , X n from the distribution with density h, we use the method of composition, (cf. Tanner 1993):
We choose f as the von Mises-Fisher distribution with parameters (0, 0, 20) and g as g i , i = 1, 2, which will be defined below, and use the above method of generating pseudo-random variates from the von Mises-Fisher distribution. Steps 1 and 2 are repeated n times. The pairs (µ 1 , X 1 ), . . . , (µ n , X n ) are a sample from the joint density f (µ x)g(µ), while the quantities X 1 , . . . , X n are a sample from h(x) = S 2 f(µ x)g(µ)dµ. The domains of all plots are equal area projections, see Fisher et al. (1993) .
Consider a unimodal density. Figure 1(a) shows the perspective plot of the von Mises-Fisher density g 1 with parameter (α, β, κ) = (1.57, π, 5). The subroutines in Press et al. (1992) are used for the generation of random numbers in steps 1 and 2 and for computation of the spherical Legendre polynomial P . Also, Gaussian quadrature is applied to the computation off 0 based on the subroutine gauleg.f in Press et al. (1992) . Figures 1(b) - (d) show the perspective plot of the proposed estimate of g 1 with n = 1000 and m = 3, 4, 5, respectively. Comparing Figure 1(a) to the estimates, we note that our estimator provides an excellent fit to the true density g 1 . To investigate how our estimator behaves if the target density is of a more complex nature, for example a bimodal density, we generate µ i 's from g 2 = 0.5g 1 + 0.5g 0 where g 0 is the von Mises-Fisher density with parameter (α, β, κ) = (1.57, 2π, 5). Figure 2(a) , we note that the general shape of the estimate looks similar to that of the true density g 2 . In this case, we notice an improvement in the bi-modal shape as m increases. However, we also notice additional noise when m increases. This is attributable to sparseness in the data away from the modes and is being affected by the higher order spherical harmonics. Similar types of occurrences have been reported in the Euclidean case.
PROOFS
We now wish to study the consistency properties of (8) in terms of the mean integrated squared error. In terms of the usual integrated variance bias decomposition, we can write
The proofs of the main results will follow by first calculating the upper bounds, followed by calculating the lower bounds and noticing that the rates of convergence are the same.
Upper Bound Properties.
Define
where ν, ω ∈ S 2 and P are the spherical Legendre polynomials for all ≥ 0. Note that we can write
where ω ∈ S 2 . Here we have used the addition formula (6). We again note that although (16) appears to depend on m, as will be shown below, the requirement for consistency will be for m = m(n) → ∞ as n → ∞.
Let X be a generic random element. Then because E(ĝ n, q ) =ĝ q for all |q| ≤ and = 0, . . . , m,
as n → ∞ for ω ∈ S 2 if g can be represented by its Fourier series. For a differentiable function g on S 2 , stronger results can be obtained. Indeed, denote by g (j) , the j-th derivative for j = 0, 1, . . . where
is square integrable for j = 1, . . . , s; cf. Hendriks (1990, p. 842) for an explanation of the derivative on the sphere. Then we can write
whereĝ q = gȲ q . Consequently we can write,
for ω ∈ S 2 . The consequence of putting together (15) with (17), (18) and (19) is that the integrated mean squared error can be expressed as
as n → ∞, provided that |f 0 | is decreasing as → ∞. We note that according to our definitions of smoothness classes, the latter automatically follows. One can now immediately see that the difficulty of recovering the mixing density g depends on the tails off 0 , = 0, . . . , m as n → ∞. and m n 1/(2s+2β+3) , as n → ∞. For f super-smooth, (20) is minimized at (log n) −2s/β and m (log n) 1/β , as n → ∞. For f log super-smooth, (20) is minimized at (log n/ log log n) −2s/β and m (log n/ log log n) 1/β , as n → ∞.
Lower Bound Properties.
Having established upper bounds for the three classes of smoothness, we will now discuss lower bounds. According to the definition of lower bound, one considers the infimum over all estimators. This class will be too large to deal directly with, so one method is to narrow down the class of estimators to a smaller subclass where the calculations are more manageable. Thus using an inequality with respect to taking a subclass, one can bound the probability of the subclass from below by an application of Fano's lemma as done in Yatracos (1988) and Koo (1993) . The lower bound can then be evaluated. This will be the adopted approach.
Let N n be a positive integer depending on n and define
Define a collection of functions ψ q for ( , q) ∈ V n , where
Let τ q be either 0 or 1 for ( , q) ∈ V n and define τ = τ (n) = {τ q : ( , q) ∈ V n }. Consider the function
where M Consequently, we have shown that for s > 1, g τ ∈ W s (M) for sufficiently large n, so that W s,n (M ) ⊂ W s (M).
Now let g 1 , g 2 ∈ W s,n (M ) with g 1 = g 2 . By the orthonormality of ψ q , we have
It follows from (22) and Lemma 3.1 of Koo (1993) 
for sufficiently large n. For some function g ∈ W s , define So the rates specified above are lower bounds.
Then
