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THE SUM OF FOUR SQUARES OVER REAL QUADRATIC NUMBER FIELDS
KATHERINE THOMPSON
This paper concerns the representation of totally positive integers in real quadratic number fields as the sum of four
squares. First we show that the sum of four squares is only universal over Q(
√
5), providing a proof alternative to
Götzky on a formula for the exact number of such representations. The remainder of this work provides general
upper and lower bounds on the Eisenstein coefficients of the associated theta series. Concretely, we can show that in
all but two number fields there is a nontrivial cusp form in the decomposition of the theta series. Multiple concrete
examples of the theta series decomposition are provided; specifically, we provide an exact formula for the number of
representations of a locally represented totally positive integer as a sum of four squares over Q(
√
2). We also provide
the theta series decomposition for the sum of four squares over Q(
√
3), Q(
√
13) and Q(
√
17).
1. Introduction
Throughout, let K be a number field (K = Q or K real quadratic) with OK its ring of integers. An n-ary quadratic
form over OK is a form
Q(~x) = Q(x1, ..., xn) =
∑
1≤i≤ j≤n
ai jxix j ∈ OK[x1, ..., xn].
Definition. Let Q : OnK → OK be a quadratic form over the ring of integers of a totally real number field K. Suppose
[K : Q] = 2 and let σ1, σ2 denote the distinct embeddings K →֒ R. We say that Q is (totally) positive definite if the
following conditions hold:
1. Q(~x) = 0 if and only if ~x = 0.
2. For all ~x , 0, σi(Q(~x)) > 0 for i ∈ {1, 2}.
We denote by O+K the totally positive elements of OK .
Definition. Let Q(~x) be an n-ary positive definite quadratic form over OK and let m ∈ O+K . We say that Q represents
m if there exist ~x ∈ OnK such that Q(~x) = m. Moreover, for fixed Q and m we define the representation number of m by
Q as
rQ(m) := {~x ∈ OnK |Q(~x) = m}.
Note that when Q represents m, rQ(m) > 0.
The question of which elements are represented by a fixed positive definite quadratic form has a deep and long history.
Perhaps the first historically valued result is the following:
Theorem (Lagrange [18]). (1770) Every positive integer can be expressed as the sum of four squares.
This example was crucial in that the form represented all positive integers. That is, it was universal. Classifying the
universal positive definite quadratic forms over Z was a long standing problem. An enumeration of results towards the
final answer:
Theorem. (1) There is no universal positive definite quadratic form in three variables over Z.
(2) (Ramanujan-Dickson) There are precisely 54 diagonal universal quaternary forms.
(3) (Halmos) A diagonal quaternary form is universal iff it represents 1 through 15.
(4) The 15 Theorem: (Conway-Schneeberger, Bhargava) A classical form is universal iff it represents 1 through
15. Moreover, up to equivalence there are 204 such quaternary forms.
(5) The 290 Theorem: (Bhargava Hanke) A form is universal iff it represents 1 through 290. Moreover, up to
equivalence, there are 6436 such quaternary forms.
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Proving that numbers are represented by a fixed quadratic form, however, is different than providing the exact repre-
sentation numbers. Results here include:
Theorem (Jacobi). (1834) Let Q be the sum of four squares over Z and let m ∈ N. Then
rQ(m) = 8 ·
∑
0<d|m,4∤d
d.
Theorem (Götzsky, Thompson). The sum of four squares over Q(
√
5) is universal. Moreover, for m ∈ O+
Q(
√
5)
rQ(m) = 8
∑
0,(d)|m
NK/Q(d) − 4
∑
2|(d)|m
NK/Q(d) + 8
∑
4|(d)|m
NK/Q(d).
The proofs of these theorems are analytic, relying heavily on the theory of modular forms and in particular the theory
of local densities developed by Siegel. Throughout let Q be a quaternary positive-definite integral quadratic form over
a real quadratic number field K (or K = Q). [Note that all definitions can be altered so that Q has three or more
variables and is defined over any totally real number field. Note also that we refer to the symmetric matrix associated
to Q as MQ.] We define the level NQ of Q to be the largest OK ideal such that for all primes p, Np(2MQ,p)−1 is a matrix
of integral ideals with diagonal entries in 2OK . We also define the determinant DQ of Q to be det(MQ). Last, we set
the following Hecke character defined for all p ∤ 2NQ by
χQ(p) =
(
DQ
p
)
.
We then define the theta series associated to Q as
ΘQ(z) = 1 +
∑
m∈(d−1)+
rQ(m)e
2πiTr(m·z).
Theorem. ΘQ(m) is a Hilbert modular form of (parallel) weight k = 2 over Γ0(NQ) with associated character χQ.
Proof. See [1, Theorem 2.2, pg. 61]. 
As each space of modular forms of fixed weight, level and character decomposes into a direct sum of Eisenstein series
and cusp forms, we write ΘQ(z) = EQ(z) ⊕ S Q(z), and
rQ(m) = aE(m) + aS (m)
for each coefficient in the Fourier expansion of ΘQ.
For Q the sum of four squares the character DQ will always be trivial. Moreover, the level ideal NQ is (4).
1.1. Computing Local Densities.
Theorem (Siegel). Let Q be a positive definite quadratic form over OK . Let rQ(m) = aE(m) + aC(m) be the decompo-
sition of the Fourier coefficient of the Θ series into Eisenstein and cusp components. The mth Eisenstein coefficient of
the theta series ΘQ is given by
aE(m) =
∏
p
βp(m)
where p runs over all places of K and where βp(m) is the p-adic local density, defined to be
βp(m) := lim
U→{m}
Vol(Q−1(U))
Vol(U)
where U is an open neighborhood of m in Kp and where the volume is determined by a fixed Haar measure.
2
In practice, we consider
aE(m) =
∏
p
βp(m)
=

∏
p|∞
βp(m)


∏
p|NQ
βp(m)


∏
p|m,p∤NQ
βp(m)


∏
p∤NQm
βp(m)
.
For the product over the infinite places, a second result of Siegel applies (note that the reference provided states the
most general case while what is stated is not):
Theorem. [23, Hilfssatz 72] Let K be a totally real number field with discriminant D and with h = [K : Q]. Let
m ∈ O+K and let σ be the discriminant of a four-variable positive definite quadratic form Q defined over OK . Then∏
p|∞
βp(m) = π
2hD−3/2
(
NK/Q(σ)
)−1/2 NK/Q(m).
When Q is the sum of four squares over a real quadratic number field, this formula yields∏
p|∞
βp(m) = π
4D−3/2NK/Q(m).
Using the methods of Hanke [14], which in turn uses work of Kitaoka [17] the infinite product can be simplified:
Theorem. Let Q be a quaternary positive definite integral quadratic form (with level ideal NQ and with character χQ)
defined over the totally real number field K. Let m ∈ O+K . Then
∏
p∤NQm
βp(m) = LK(2, χQ)
−1

∏
p|NQm
(NK/Q(p))
2
(NK/Q(p))2 − χQ(p)
 .
All together, this means that in practice:
aE(m) =
∏
p
βp(m)
=

∏
p|∞
βp(m)


∏
p|N
βp(m)


∏
p|m,p∤N
βp(m)


∏
p∤Nm
βp(m)

=
π4D−3/2NK/Q(m)
LK(2, χQ)

∏
p|NQm
βp(m)(NK/Q(p))
2
(NK/Q(p))2 − χQ(p)
 .(1)
To compute βp(m) for the finitely-many primes p|NQm, there are two distinct approaches. The first of these options
is outlined in Hanke [14]; this approach uses Henselian lifting arguments to reduce the problem of finding βp(m) to
computing rpk (m) for an explicit power k. The advantage to this method is that it applies in any totally real number
field. Consequently, it is the method we will use. The second technique was developed by Yang [25]. This work
relates local densities to specific integrals which are computed directly. There is one crucial limitation with respect to
our purposes: it is only highlighted in the case of Z-integral quadratic forms.
As for our purposes we will need number field results, we recall some terminology from Hanke [14] relevant to
later sections.
Definition. Let Rpv(m) := {~x ∈ (OK/pvOK)4 : Q(~x) ≡ m (mod pv)}. Note that by definition #Rpv (m) = rpv (m).
~x ∈ Rpv(m) is of Zero type if ~x ≡ ~0 (mod p) (in which case, we say ~x ∈ RZeropv (m) with #RZeropv (m) := rZeropv (m)), is of
Good type if pv j ~x j . ~0 (mod p) for some j (in which case, we say ~x ∈ RGoodpv (m) with #RGoodpv (m) := rGoodpv (m)), and is of
Bad type otherwise.
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We note that as we are only considering the sum of four squares, we will only need to consider Zero and Good type
solutions. As for the reduction maps:
Theorem.
rGood
pk+ℓ
(m) = N(p)3ℓrGood
pk
(m)
for k ≥ 2ordp(2) + 1.
Proof. See [14, Lemma 3.2]. 
Theorem. The map
πZ : R
Zero
pk
(m) → Rpk−2
(
m
π2p
)
~x 7→ π−1p ~x (mod pk−2)
is a surjective map with multiplicity N(p)4.
Proof. See [14, pg. 359]. 
1.2. L-functions over Number Fields. In order to obtain exact values for aE(m), it becomes necessary to compute
special values of L-functions over number fields. As in the case of the sum of four squares, this L-function is just the
ζ function, we restrict our attention to that case.
Let χ be a nontrivial primitive quadratic character of conductor D. Then
ζQ(2)LQ(2, χ) = ζK(2)
where K = Q(
√
χ(−1)D) (so K is imaginary if χ(−1) = −1 and real if χ(−1) = 1) [5, pg.10].
Theorem. Let K be a quadratic number field with discriminant D. Then
ζK(s) = ζQ(s)LQ(s, χD).
where χD is the quadratic Dirichlet character of conductor |D|.
Proof.
ζK(s) =
∏
p
(
1 − 1
N(p)s
)−1
=

∏
p inert
(
1 − 1
p2s
)−1

∏
p split
(
1 − 1
ps
)−2

∏
p ramified
(
1 − 1
p
)−1
= ζQ(s)

∏
χD(p)=−1
(
1 − χD(p)
ps
)−1

∏
χD(p)=1
(
1 − χD(p)
ps
)−1
= ζQ(s)LQ(s, χD).

Methods for computing special values of L-functions overQ are found in Iwasawa [16]. We highlight the main results
here. Let χ be a Dirichlet character of conductor D and let s > 1. Then:
LQ(s, χ) =
τ(χ)
2iδ
(
2π
D
)s LQ(1 − s, χ)
Γ(s) cos(π(s − δ)/2) .(2)
where τ(χ) denotes the traditional Gauss sum τ(χ) =
∑D
a=1 χ(a)e
2πia/D, and where
δ =
0, if χ(−1) = 1,1, if χ(−1) = −1.
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We then use the supplementary result:
Theorem. For a Dirichlet character χ of conductor D and for any integer n ≥ 1,
LQ(1 − n, χ) = −
Bn,χ
n
, where Bn,χ = D
n−1
D∑
a=1
χ(a)Bn
(a − D
D
)
and where Bn(·) denotes the nth Bernoulli polynomial.
Note that in our applications n = 2, so, we have:
LQ(−1, χ) = −D
2

D∑
a=1
χ(a)B2
(a − D
D
)
ζK(2) =
π4
6D

D∑
a=1
χ(a)e2πia/D


D∑
a=1
χ(a)B2
(a − D
D
) .
Since
D∑
a=1
χD(a)e
2πia/D
=
D∑
a=0
χD(a)e
2πia/D, if χ is a character of conductor D, then
∣∣∣∣∣∣∣
D∑
a=0
χ(a)e2πia/D
∣∣∣∣∣∣∣ =
√
D.
This means for Q the sum of four squares over a real quadratic number field of discriminant D, we have
aE(m) =
6NK/Q(m)
D

D∑
a=1
χ(a)B2
(a − D
D
)
−1 
∏
p|NQm
βp(m)(NK/Q(p))2
(NK/Q(p))2 − χQ(p)
(3)
= 6DNK/Q(m)

D∑
a=1
χD(a)a(a − D)

−1 
∏
p|NQm
βp(m)(NK/Q(p))2
(NK/Q(p))2 − χQ(p)
 .(4)
Lemma. Let Q be the sum of four squares. For p , (2), p|(m)
βp(m)NK/Q(p)2
NK/Q(p)2 − 1
=
ordp(m)∑
i=0
NK/Q(p)
−i.
Proof. Suppose ordp(m) = 2N, N ∈ N. Here both Good and Zero type solutions exist and
βp(m) = lim
v→∞
rGood
pv
(m)
NK/Q(p)3v
+ lim
v→∞
rZero
pv
(m)
NK/Q(p)3v
=
NK/Q(p)3 + NK/Q(p)(NK/Q(p) − 1) − 1
NK/Q(p)3
+ lim
v→∞
1
NK/Q(p)3v


N−1∑
i=1
NK/Q(p)
4irGood
pv−2i (m/p
2i)
 + NK/Q(p)4NrGoodpv−2N (m/p2N)

=

N−1∑
i=0
NK/Q(p)
−2i

(
NK/Q(p)
3
+ NK/Q(p)(NK/Q(p) − 1) − 1
NK/Q(p)3
)
+ NK/Q(p)
−2N
(
1 − 1
NK/Q(p)2
)
.
So for such primes
βp(m)NK/Q(p)2
NK/Q(p)2 − 1
=

N−1∑
i=0
NK/Q(p)
−2i

(
1 +
1
NK/Q(p)
)
+ NK/Q(p)
−2N
=
2N∑
i=0
NK/Q(p)
−i.
The proof for odd orders behaves identically. 
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In conclusion, for the sum of four squares we have
aE(m) = 6DNK/Q(m)

D∑
a=1
χD(a)a(a − D)

−1 
∏
p|(2)
βp(m)NK/Q(p)2
NK/Q(p)2 − 1


∏
p∤(2),p|m

ordp(m)∑
i=0
NK/Q(p)
−i

 .
As the remaining terms of aE(m) depend upon the particular number field, we proceed to the next section.
2. Universality of the Sum of Four Squares
Theorem. The sum of four squares is not universal over OK for real quadratic K , Q(
√
5).
The proof uses very simple arithmetic, so we omit it here. Specifically, one can show directly that the sum of four
squares fails to represent
m =

⌈√
d
⌉
+
√
d, OK = Z[
√
d]⌊
1+
√
d
2
⌋
+
1+
√
d
2
, OK = Z
[
1+
√
d
2
]
.
That the sum of four squares is indeed universal over Q(
√
5) is less trivial.
Theorem. Q(~x) = x2
1
+ x2
2
+ x2
3
+ x2
4
is universal over Q(
√
5).
Proof. Considering the Fourier coefficients of the theta series
rQ(m) = aE(m) + aC(m),
one first proves that
aE(m) =

8 ·

∑
(0),(d)|(m)
N(d)
 , (2) ∤ (m)
8 · 3 ·
1 + 10
N−1∑
i=0
42(N−i+1)+1
 ·

∑
(0),(d)|(m),(2)∤(d)
N(d)
 , ord(2)(m) = 2N + 1,N ≥ 0
8 · 3 ·
9 + 10
N−2∑
i=0
42(N−i+1)
 ·

∑
(0),(d)|(m),(2)∤(d)
N(d)
 , ord(2)(m) = 2N,N ≥ 1.
The next step is showing rQ(m) ≡ aE(m) for all m ∈ O+
Q(
√
5)
. It is known that the space of Hilbert modular forms
of parallel weight two and level 4 has a trivial cuspidal space. This shows aC(m) ≡ 0 which would in turn imply
rQ(m) ≡ aE(m) (see [9], Example 10). One can also verify this claim using code included in Appendix A.2 of [24]
which implements Dembélé’s algorithm over Q(
√
5) and trivial character. That the cusp space is trivial completes the
proof of universality. Finally, additional algebraic manipulations will yield the formula
rQ(m) = 8
∑
0,(d)|m
N(d) − 4
∑
2|(d)|m
N(d) + 8
∑
4|(d)|m
N(d).

3. Non-Universal Cases
3.1. K = Q(
√
d), d ≡ 2 (mod 4).
aE(m) = 6DNK/Q(m)

D∑
a=1
χD(a)a(a − D)

−1 
∏
p|(2)
βp(m)NK/Q(p)2
NK/Q(p2)2 − 1


∏
p∤(2),p|m

ordp(m)∑
i=0
NK/Q(p)
−i


Here (2) = p2
2
ramifies, and so this simplifies to
aE(m) = 8DNK/Q(m)

D∑
a=1
χD(a)a(a − D)

−1
βp2(m)

∏
p∤(2),p|m

ordp(m)∑
i=0
NK/Q(p)
−i


6
Theorem. Let m ∈ O+K be locally represented. The values which have obvious local obstructions at p2 are those for
which ordp2(m) = 1. Let R = {4, 2
√
d+2, 2
√
d−1, 2
√
d−3, 2
√
d+3, 2
√
d+1,−3, 3, 1,−1, 2,−2, 2
√
d−2, 2
√
d, 2
√
d+4}.
Suppose that m = (p2)2kr, where k ≥ 0 and where r (mod p52) ∈ R. Then
βp2 (m) =

2, p2 ∤ m, ordp2(m) = 2
9
4
(
22(N−1) − 1
22(N−1) − 22(N−2)
)
+
3
22(N−1)+1
, ordp2(m) = 2N + 1,N ≥ 1
ordp2(m) = 2N + 1,N ≥ 1
9
4
(
22(N−2) − 1
22(N−2) − 22(N−3)
)
+
7
4
1
22(N−2)
+
1
22N−3
, ordp2(m) = 2N,N ≥ 2.
Proof. Using the notation of Hanke, all solutions will be of Good type. Hence we need only compute rp5
2
(m). We
provide a three step process below for this. Note that (OK/p2OK)  F2.
Step 1. rp2 (1) = 8. This can be verified quickly using Sage [22]. Below is the collection of all such vectors ~v ∈ F42
with Q(~v) ≡ 1 (mod p2):
(0,0,0,1) (0,0,1,0) (0,1,0,0) (1,0,0,0)
(1,1,1,0) (1,1,0,1) (1,0,1,1) (0,1,1,1).
Step 2. We separate these eight vectors into two families, based upon the rows above.
Step 3. We now count the number of vectors ~v ∈
(
OK/p52OK
)
such that ~v reduces to a vector above and such that
Q(~v) ≡ 1 (mod p5
2
). For a fixed vector in each family there are 213 lifts. That makes the total 2 · 22 · 213 = 216.
Similar results occur for the remaining cases.
Next suppose ordp2(m) = 2N + 1,N ≥ 1 (Note N = 0 is not possible, as such m are not locally represented). Then
there is the potential for both Zero type and Good type solutions, and
βp2 (m) = lim
ν→∞
rG
pν
2
(m)
23ν
+ lim
ν→∞
rG
pν
2
(m)
23ν
=
213 · 9
215
+ lim
ν→∞

N−2∑
i=1
24i23(ν−2i−5)rG
p5
2
(m/p2i2 )
 + limν→∞ 123v
(
24(N−1)23(v−2(N−1)−5)rp5
2
(m/p2N−22 )
)
=
9
4

N−2∑
i=0
1
22i
 + 322(N−1)+1
and the result follows. Last suppose ordp2(m) = 2N, N ≥ 2. Then both Good and Zero type solutions exist with
βp2(m) = lim
ν→∞
rG
pν
2
(m)
23ν
+ lim
ν→∞
rG
pν
2
(m)
23ν
=
2139
215
+ lim
ν→∞
1
23ν

N−3∑
i=1
24i23(ν−2i−5)rG
p5
2
(m/p2i2 )
 + limν→∞ 123ν
(
24(N−2)23(ν−2(N−2)−5)rG
p5
2
(m/p2(N−2)
2
)
)
+ lim
ν→∞
1
23ν
(
24(N−1)23(ν−2(N−1)−5)rp5
2
(m/p2(N−1)
2
)
)
=
9
4

N−3∑
i=0
1
22i
 + 74 ·
1
22(N−2)
+
1
22N−3
and the claim holds. 
3.1.1. Concrete example: K = Q(
√
2). We begin with
aE(m) = 4NK/Q(m)βp2(m)

∏
p∤(2),p|m

ordp(m)∑
i=0
NK/Q(p)
−i

 .
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Using Magma [19], we discover that the corresponding cusp space of Hilbert modular forms is 0-dimensional. There-
fore, for all locally represented m ∈ O+K , rQ(m) = aE(m). In particular, this means that an exact formula for rQ(m) can
be provided and it is
rQ(m) = 8

∑
0,(d)|m
N(d)
 − 6

∑
(2)|(d)|m
N(d)
 + 4

∑
(4)|(d)|m
N(d)
 .
3.2. K = Q(
√
D), D ≡ 1 (mod 4). Let D ≡ 1 (mod 4) be a squarefree positive integer. We have
aE(m) = 6DNK/Q(m)

D∑
a=1
χD(a)a(a − D)

−1 
∏
p|(2)
βp(m)NK/Q(p)2
NK/Q(p2)2 − 1


∏
p∤(2),p|m

ordp(m)∑
i=0
NK/Q(p)
−i


and as χD(−a) = χD(a), we in fact have
aE(m) = 3DNK/Q(m)

(D−1)/2∑
a=1
χD(a)a(a − D)

−1 
∏
p|(2)
βp(m)NK/Q(p)2
NK/Q(p2)2 − 1


∏
p∤(2),p|m

ordp(m)∑
i=0
NK/Q(p)
−i

 .
Before proceeding to special cases, we mention a general bounding lemma:
Lemma.

(D−1)/2∑
a=1
χD(a)a(a − D)
 ≡ 0 (mod 2) and if D > 5,

(D−1)/2∑
a=1
χD(a)a(a − D)
 ≡ 0 (mod D).
Proof. That the value is even is obvious. That it is divisible by D for D > 5 is not. First consider D ≡ 1 (mod 4)
prime. Suppose 1 , q ∈ (Z/DZ) is a primitive root. Then
χD(q)q
2
D−1∑
a=0
χD(a)a
2 ≡
D−1∑
a=0
χD(qa)(qa)
2 (mod D)
≡
D−1∑
b=0
χD(b)b
2 (mod D)
and
(
χD(q)q
2 − 1
)
︸           ︷︷           ︸
∗
D−1∑
a=0
χD(a)a
2 ≡ 0 (mod D).
If ∗ ≡ 0 (mod D) then χD(q)q2 ≡ 1 (mod D), and as D > 5 then we have a contradiction. So since ∗ . 0 (mod D),
2
(D−1)/2∑
a=0
χD(a)a
2 ≡
D−1∑
a=0
χD(a)a
2 ≡ 0 (mod D) and the claim holds for D prime.
The composite case is quite similar. Instead of setting q to be a primitive root, one selects 1 , q ∈ (Z/DZ)× such that
for all p|D, χD(1)q2 . 1 (mod p). For any prime p , 5 that such a q can be chosen is obvious. As for p = 5, note that
if χD(q)q2 ≡ 1 (mod 5) for all q ∈ (Z/DZ)× then χD(q) ≡ q2 (mod 5), which implies that χD(q) = χ5(q). As D > 5,
this is impossible.

3.2.1. D ≡ 5 (mod 8). Here (2) is inert, so
aE(m) = 2D · 8
5
· NK/Q(m)

(D−1)/2∑
a=1
χD(a)a(a − D)

−1
β(2)(m)

∏
p∤(2),p|m

ordp(m)∑
i=0
NK/Q(p)
−i


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Lemma.
β(2)(m) =

1, (2) ∤ (m)
15
8

N−1∑
i=0
1
42i
 + 342N+1 , ord(2)(m) = 2N + 1,N ≥ 0
15
8

N−2∑
i=0
1
42i
 + 2742N , ord(2)(m) = 2N,N > 0.
Proof. When (2) ∤ (m), all solutions are of Good type and we have:
β(2)(m) = lim
v→∞
rGood
(2)v
(m)
43v
= lim
v→∞
43(v−3)rGood
(8)
(m)
43v
=
262144
218
= 1.
For ord2(m) = 2N + 1, N ≥ 0, we have Good and Zero type solutions with
β(2)(m) = lim
v→∞
rGood
(2)v
(m)
43v
+ lim
v→∞
rZero
(2)v
(m)
43v
= lim
v→∞
43(v−3)rGood
(8)
(m)
43v
+ lim
v→∞
1
43v

N∑
i=1
44irGood
(2)v−2i
( m
22i
)
=
15
8
+
∑N−1
i=1 2
15 · 3 · 5
218 · 42i +
216 · 3
49 · 42N =
15
8

N−1∑
i=0
1
42i
 + 342N+1 .
Last, when ord2(m) = 2N, N ≥ 1, we have Good and Zero type solutions, and
β(2)(m) = lim
v→∞
rGood
(2)v
(m)
43v
+ lim
v→∞
rZero
(2)v
(m)
43v
=
15
8
+
1
49

N∑
i=1
4−2irGood(8)
( m
22i
)
=
15
8
+
N−2∑
i=1
rGood
(8)
( m
22i
)
42i+9
+
rGood
(8)
( m
22(N−1)
)
49+2(N−1)
+
rGood
(8)
( m
22N
)
42N+9
=
15
8
+
15
8

N−2∑
i=1
4−2i
 + 2
15 · 13
218 · 42(N−1) +
218
218 · 42N =
15
8

N−2∑
i=0
1
42i
 + 2742N .

Lemma. aE(m) ≥ 192
5D3/2
NK/Q(m)β(2)(m)

∏
p∤(2),p|m

ordp(m)∑
i=0
N(p)−i

.
Proof. This is based on a rather trivial bound that LK(2, χ) ≤ π
4
36
, and the fact that here (2) is inert. 
In particular, this means that for m odd we have:
192
5D3/2

∑
0<d|m
N(d)
 ≤ aE(m) ≤ 85

∑
0<d|m
N(d)
 .
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3.2.2. Concrete Example: K = Q(
√
13). We see immediately that
aE(m) =
8
5
NK/Q(m)β(2)(m)

∏
p∤(2),p|m

ordp(m)∑
i=0
NK/Q(p)
−i


where the (2)-adic local density was classified above. Note that this gives aE(1) =
8
5
, showing the constant in the upper
bound given above is sharp. Using Magma [19] we find that while the dimension of the space of Hilbert modular cusp
forms of parallel weight 2 and level (4) is two, there are no newforms. Oldforms in the Hilbert setting are a very direct
generalization of oldforms in the classical setting. Noting that the dimensions of the spaces of Hilbert modular cusp
forms of level (2) and (1) respectively are one and zero, we see that the forms of level (4) are generated by the one
eigenform of level (2) (which we call f ) and by f |V(2). Again, with the aid of Magma, one then can show that
ΘQ(z) = E(z) +
32
5
f (z) +
128
5
f |V(2)(z).
3.2.3. D ≡ 1 (mod 8). Again, we begin with the local density at (2) = p1p2.
Lemma.
βpi (m) =

1, pi ∤ m
3
22N+1
, ordpi (m) = 2N + 1,N ≥ 0
3
22N
, ordpi (m) = 2N,N ≥ 1
Proof. We note that (OK/piOK)  F2. We begin by outlining a particular case of pi ∤ m, noting that the other such
cases behave identically. Then
• rpi (1) = 23. This again can be verified quickly using Sage [22] with data shown below:
(1, 0, 0, 0) (0, 1, 0, 0) (0, 0, 1, 0) (0, 0, 0, 1)
(1, 1, 1, 0) (1, 1, 0, 1) (1, 0, 1, 1) (0, 1, 1, 1)
• We again consider the perfect squares (mod p3i ) and their reductions (mod pi):
0 7→ 0, 4
1 7→ 1
We note again that each of the two classes has 4 lifts, equally distributed (i.e., two elements square to 4, and
four elements square to 1).
• Again, we are reduced to a counting argument. We take into consideration the four vectors that lift:
(1, 0, 0, 0) (0, 1, 0, 0) (0, 0, 1, 0) (0, 0, 0, 1)
Each vector has a total of 27 lifts, bringing the grand total to 22 · 27 = 29.
For ordpi(m) = 2N + 1, N ≥ 0, we have Good and Zero type solutions with
βpi (m) = lim
ν→∞
rGood
pνi
(m)
23ν
+ lim
ν→∞
rZero
pνi
(m)
23ν
= 0 + lim
ν→∞
1
23ν

N∑
i=1
24irGood
pv−2ii
(m/p2i )

= 24N lim
ν→∞
23(ν−2N−3)rp3i (m/p
2N
i )
23ν
=
28 · 3
29 · 22N =
3
22N+1
.
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Last, suppose ordpi(m) = 2N, N ≥ 1. We have Good and Zero type solutions with
βpi (m) = lim
ν→∞
rGood
pνi
(m)
23ν
+ lim
ν→∞
rZero
pνi
(m)
23ν
= 0 + lim
ν→∞
1
23ν

N∑
i=1
24irGood
pv−2ii
(m/p2i )

= lim
ν→∞
24(N−1)23(v−2(N−1)−3)rGood
p3i
(m/22(N−1))
23ν
+ lim
ν→∞
24N23(v−2N−3)rGood
p3i
(m/22N)
23ν
=
rGood
p3i
(m/22(N−1))
2922(N−1)
+
rGood
p3i
(m/22N)
2922N
=
28
2922(N−1)
+
29
2922N
=
3
22N
.

Starting with
aE(m) = 3DN(m)

(D−1)/2∑
a=1
χD(a)a(a − D)

−1 
∏
p|(2)
βp(m)N(p)2
N(p)2 − 1


∏
p|m,∤(2)
ordp(m)∑
i=0
N(p)−i

3.2.4. Concrete Example. K = Q(
√
17). The corresponding space of Hilbert modular cusp forms is 5-dimensional.
There is one dimension of newforms at (4) called f4, one dimension at (2) f2, which gives the entire space, denoted by
f2,2, f2,p1 , f2,p2 . So note that
SQ(z) = c4 f4(z) + c2 f2(z) + c2,2 f2,2(z) + c2,p1 f2,p1(z) + c2,p2 f2,p2 (z).
Here we have
aE(m) =
4
3
N(m)

∏
p|(2)
βp(m)


∏
p∤(2),p|m
ordp(m)∑
i=0
N(p)−i
 .
We collect some data:
m rQ(m) aE(m)
1 8 4/3
2 24 12
2 + (1 +
√
17)/2 0 4
11 + 7(1 +
√
17)/2 0 4
3 32 40/3
5 48 104/3
6 96 120
This immediately gives c2 = 4/3 and c4 = c2,2 = 16/3, c2,p1 = c2,p2 = −8/3.
3.3. K = Q(
√
D), D ≡ 3 (mod 4). Here (2) = p2
2
ramifies, and so this simplifies to
aE(m) = 8DNK/Q(m)

D∑
a=1
χD(a)a(a − D)

−1
βp2(m)

∏
p∤(2),p|m

ordp(m)∑
i=0
NK/Q(p)
−i


The locally represented squares mod p5
2
are 0,−2d + 1, 4d, 2d − 1, 2d,−2d, 4d + 2, 2d + 1, 1, 4d + 1,−2d − 1, 2, 4d −
1,−1,−2d + 2, 2d + 2.
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Lemma. Suppose that m ∈ O+K is locally represented. Then
βp2 (m) =

2, p2 ∤ m, ordp2(m) = 2
9
4
(
22(N−1) − 1
22(N−1) − 22(N−2)
)
+
3
22(N−1)+1
, ordp2(m) = 2N + 1,N ≥ 1
9
4
(
22(N−2) − 1
22(N−2) − 22(N−3)
)
+
7
4
1
22(N−2)
+
1
22N−3
, ordp2(m) = 2N,N ≥ 2.
Proof. As in the earlier proofs, whenm is odd, then all solutions are of Good type, and via Sage [22] one can determine
that
βp2 (m) = lim
ν→∞
rG
pν
2
(m)
23ν
=
rG
p5
2
(m)
215
=
216
215
.
A similar argument holds for ordp2(m) = 2. Note, however, that in this case, m ≡ 2, 4
√
d + 2,−2
√
d, 2
√
d. In these
first two instances, there are only Good-type solutions. In the latter two cases, there are both Good type as well as
Zero type solutions.
Next suppose ordp2(m) = 2N + 1,N ≥ 1 (Note N = 0 is not possible, as such m are not locally represented). Then
there is the potential for both Zero type and Good type solutions, and
βp2 (m) = lim
ν→∞
rG
pν
2
(m)
23ν
+ lim
ν→∞
rG
pν
2
(m)
23ν
=
213 · 9
215
+ lim
ν→∞

N−2∑
i=1
24i23(ν−2i−5)rG
p5
2
(m/p2i2 )
 + limν→∞ 123v
(
24(N−1)23(v−2(N−1)−5)rp5
2
(m/p2N−22 )
)
=
9
4

N−2∑
i=0
1
22i
 + 322(N−1)+1
and the result follows.
Last suppose ordp2(m) = 2N, N ≥ 2. Then both Good and Zero type solutions exist with
βp2(m) = lim
ν→∞
rG
pν
2
(m)
23ν
+ lim
ν→∞
rG
pν
2
(m)
23ν
=
2139
215
+ lim
ν→∞
1
23ν

N−3∑
i=1
24i23(ν−2i−5)rG
p5
2
(m/p2i2 )
 + limν→∞ 123ν
(
24(N−2)23(ν−2(N−2)−5)rG
p5
2
(m/p2(N−2)
2
)
)
+ lim
ν→∞
1
23ν
(
24(N−1)23(ν−2(N−1)−5)rp5
2
(m/p2(N−1)
2
)
)
=
9
4

N−3∑
i=0
1
22i
 + 74 ·
1
22(N−2)
+
1
22N−3
and the claim holds. 
3.3.1. Concrete Example: K = Q(
√
3) We have
aE(m) = 2NK/Q(m)βp2(m)

∏
p∤(2),p|m

ordp(m)∑
i=0
NK/Q(p)
−i

 .
The dimension of the corresponding space of Hilbert modular cusp forms is 1 (with that form being a newform). As
aE(1) = aC(1) = 4, we immediately see that if f is the eigenform we have ΘQ(z) = E(z) + 4 f (z).
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