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Abstract
A nonlinear inverse problem of antiplane elasticity for a multiply connected do-
main is examined. It is required to determine the profile of n uniformly stressed
inclusions when the surrounding infinite body is subjected to antiplane uniform shear
at infinity. A method of conformal mappings of circular multiply connected domains
is employed. The conformal map is recovered by solving consequently two Riemann-
Hilbert problems for piecewise analytic symmetric automorphic functions. For do-
mains associated with the first class Schottky groups a series-form representation of
a (3n − 4)-parametric family of conformal maps solving the problem is discovered.
Numerical results for two and three uniformly stressed inclusions are reported and
discussed.
1 Introduction
Considerable interest in inverse boundary value problems for partial differential equations
has developed since the work by Riabuchinsky (1) on recovering the boundary of a
domain when a function is harmonic inside and the function and its normal derivative
are prescribed in the boundary. Numerous applications of inverse problems to filtration
and hydroaerodynamics advanced the development of a qualitative theory and various
constructive techniques including those based on the theory of boundary value problems of
the theory of analytic functions (2). The classical work by Eshelby (3) on determination
of the shapes of curvilinear cavities and inclusions with prescribed properties inspired
material scientists to work on inverse problems of elasticity. Eshelby found that if the
unbounded elastic body is uniformly loaded at infinity and the body has an elliptic or
ellipsoidal inclusion with different elastic constants, then the stress field is uniform inside
the inclusion. Eshelby’s conjecture that in plane and antiplane cases there are no other
shapes apart from ellipses was proved in (4). Another proof based on the method of
conformal mappings was later proposed in (5).
An inverse problem of plane elasticity for a plane uniformly loaded at infinity and
having n holes was examined by Cherepanov (6). In this model, the holes boundaries
are subjected to constant normal and tangential traction, and the boundaries have to be
determined from the condition that the tangential normal stress is constant in all the
contours. Cherepanov employed the method of conformal mappings and homogeneous
Schwarz problems to recover the shapes of two symmetric holes. A circular map from
the exterior of n-circles onto the n-connected elastic domain, integral equations, and the
method of least squares for their numerical solution was proposed in (7). An explicit
representation in terms of the Weierstrass elliptic function for the profile of an inclusion
in the case of a doubly periodic structure was found in (8). Recently, the theory of the
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Cherepanov problem for n inclusions was advanced in (9) by developing a method of the
Riemann-Hilbert problem on a Riemann surface. It was shown that for any n ≥ 1 there
always exists a set of the loading parameters which generate inadmissible poles of the
solution.
For the antiplane inverse problem on reconstructing the boundaries of two symmetric
uniformly stressed inclusions the Weierstrass zeta function and the Schwarz-Christoffel
formula were found to be effective in (10). A method of Laurent series and a conformal
mapping from an annulus to a doubly connected domain to recover the profile of two
inclusions with uniform stresses was applied in (11). Different numerical approaches for
inverse antiplane problems were employed in (12), (13).
Two methods for nonlinear inverse problems on supercavitating flow past n hydrofoils
were proposed in (14), (15). Both methods are based on the existence theorem (16),
(17) of a conformal map of an n connected parametric slit or circular domain into the
n-connected physical domain. These methods express the conformal map in terms of the
solutions of two Riemann-Hilbert problems in a multiply connected canonical domain.
In the first method, the Riemann-Hilbert problems are set in n slits and reduce to two
Riemann-Hilbert problems on a genus-n Riemann surface. The parametric domain for
the second technique is the exterior of n circles. The method employs linear fractional
transformations, a symmetry transformation, and the Schottky groups (18) and leads to
two Riemann-Hilbert problems of the theory of symmetric automorphic functions (19),
(20), (21) (15), (22). Alternatively, the problems could be solved by using the theory of
the Hilbert problems in multiply connected circular domains (23), (24), (25), (26). We
also note that numerous conformal maps of n-connected canonical domains into physical
domains exists in the literature when the boundary conditions of the problem allows for
bypassing the Hilbert problem in the circular domain. Examples include a map from
a multiply connected circular domain into a multiply connected polygonal region in a
series form (27) and in terms of the Schottky-Klein prime function of the Schottky group
associated with the circular domain (28).
In this paper we aim to propose an exact method of conformal mappings and the
Riemann-Hilbert problem of the theory of automorphic functions for the inverse antiplane
problem on n inclusions. The inclusions may have different shear moduli and are in ideal
contact with the surrounding elastic matrix subjected at infinity to uniform antiplane
shear τ13 = τ
∞
1 and τ23 = τ
∞
2 . The profiles of the inclusions are not prescribed and
have to be determined from the condition that the stress field inside all the inclusions is
uniform, τ13 = τ1 and τ23 = τ2.
In Section 2, we formulate the problem, map the exterior of n circles into the exterior
of n uniformly stressed inclusions and reduce the problem of determination of the confor-
mal map to two inhomogeneous Schwarz problems to be solved consecutively. In Section
3, we convert the Schwarz problems to two Riemann-Hilbert problems for piecewise ana-
lytic symmetric automorphic functions. For their solution we employ a qusiautomorphic
analogue of the Cauchy kernel (19), (21). Note that the Cauchy kernel analogue (29)
in terms of the Schottky-Klein prime function of the Schottky group could also be em-
ployed. In Section 4, for the first class Schottky groups (30), we write down a series
representation of a family of conformal maps solving the problem. The family has 3n− 4
free parameters and should satisfy the natural restriction that the inclusions contours
cannot overlap. We also give some sample profiles of two and three uniformly stressed
inclusions. In Appendix, for completeness, we examine the case n = 1 and show that the
profile of a single uniformly stressed inclusion is an ellipse.
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2 Formulation
Consider the following problem of antiplane elasticity.
Let D0, D1, . . . ,Dn−1 be n finite inclusions in an infinite isotropic solid. The shear
moduli of the inclusions and the solid De = R2 \D (D = ∪n−1j=0Dj) are taken to be µj and
µ, respectively. It is assumed that the inclusions are in ideal contact with the matrix,
and the whole solid De ∪D is in a state of antiplane shear due to constant shear stresses
applied at infinity, τ13 = τ
∞
1 , τ23 = τ
∞
2 . It is aimed to determine the boundaries of the
inclusions, Lj, such that the stresses τ13 and τ23 are constant in all the inclusions Dj ,
τ13 = τ1, τ23 = τ2, j = 0, 1, . . . , n − 1.
Let u and uj be the x3-components of the displacement vectors for the body D
e
and the inclusions Dj, respectiely. Then τk3 = µ∂u/∂xk (k = 1, 2), (x1, x2) ∈ D
e, and
τk3 = µj∂u/∂xk (k = 1, 2), (x1, x2) ∈ Dj , j = 0, 1, . . . , n−1. At infinity, the displacement
u is growing as
u ∼ µ−1(τ∞1 x1 + τ
∞
2 x2) + const, x
2
1 + x
2
2 →∞. (2.1)
Due to the fact that the stresses τ12 and τ13 are constant in the inclusions, the x3-
displacements uj for (x1, x2) ∈ Dj are linear functions
uj = µ
−1
j (τ1x1 + τ2x2) + d
′
j , (x1, x2) ∈ Dj , j = 0, 1, . . . , n− 1, (2.2)
and d′j are real constants.
Let v and vj be the harmonic conjugates of the harmonic functions u and uj in the
domains De and Dj , respectively. Denote z = x1+ix2. Then φ(z) = u(x1, x2)+iv(x1, x2)
and φj(z) = uj(x1, x2) + ivj(x1, x2) are analytic functions in the corresponding domains
De and Dj. The boundary conditions of ideal contact imply that the traction component
τν3 and the x3-component of the displacement are continuous through the contours Lj,
µ
∂u
∂ν
= µj
∂uj
∂ν
, u = uj , (x1, x2) ∈ Lj , j = 0, 1, . . . , n− 1, (2.3)
where ∂∂ν is the normal derivative. In terms of the functions φj(z) the ideal contact
boundary conditions can be written as
κj + 1
2
φj(z)−
κj − 1
2
φj(z) = φ(z) + ibj, z ∈ Lj , j = 0, 1, . . . , n− 1, (2.4)
where κj = µj/µ, and bj are real constants. The equivalence of the boundary conditions
(2.3) and (2.4) follows from the Cauchy-Riemann condition ∂u∂ν =
∂v
∂s , where
∂
∂s is the
tangential derivative. Since the functions uj are known everywhere in the domains Dj ,
the functions φj(z) are defined up to arbitrary constants and given by by
φj(z) =
τ¯ z
µj
+ dj, z ∈ Dj , j = 0, 1, . . . , n− 1, (2.5)
where τ¯ = τ1 − iτ2, dj = d
′
j + id
′′
j , d
′′
j are real constants. In view of the relations (2.5),
instead of the function φ(z), it is convenient to deal with the function f(z) = φ(z)− τ¯ z/µ,
z ∈ De. The new function f(z) is analytic in the domain De, satisfies the boundary
condition
f(z) =
1
λj
Re
(
τ¯
µ
z
)
+ d′j + iaj, z ∈ Lj , j = 0, 1, . . . , n− 1, (2.6)
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and the condition at infinity
f(z) ∼
(τ¯∞ − τ¯)z
µ
+ const, z →∞. (2.7)
Here, λj = κj/(1 − κj), aj = κjd
′′
j − bj are real constants, and τ¯
∞ = τ∞1 − iτ
∞
2 . The
condition (2.7) is due to the relation φ(z) ∼ τ¯∞z/µ+ const, z →∞.
Let z = ω(ζ) be a conformal map that transforms the exterior of n circles Lj (j =
0, 1, . . . , n− 1) into the physical domain De. Denote this n-connected circular domain by
De. By scaling and rotation, it is always possible to achieve (16), (17) that one of the
circles say, L0, is of unit radius and centered at the origin and, in addition, the center
of another circle say, L1, falls in the real axis. Let the circular map meet the condition
ω(∞) =∞. In this case, if the original problem has a unique solution, then the radius of
L1, the complex centers and the radii of the rest n−2 circles cannot be selected arbitrarily.
In the vicinity of the infinite point the conformal map can be represented as
ω(ζ) = c−1ζ + c0 +
∞∑
j=1
cj
ζj
, (2.8)
where c−1 = c
′
−1 + ic
′′
−1. Denote f(ω(ζ)) = F (ζ). From the boundary condition (2.6) we
deduce that the functions F (ζ) and ω(ζ) satisfy the following two Schwarz problems to
be solved consecutively.
Find two functions F (ζ) and ω(ζ) analytic in the domain De and continuous up to
the boundary L = ∪n−1j=0Lj such that
ImF (ζ) = aj , ζ ∈ Lj , j = 0, 1 . . . , n − 1, (2.9)
and
Re
[
τ¯
µ
ω(ζ)
]
= λj[ReF (ζ)− d
′
j ], ζ ∈ Lj , j = 0, 1 . . . , n− 1. (2.10)
At the infinite point, both of the functions have a simple pole,
F (ζ) ∼
τ¯∞ − τ¯
µ
c−1ζ, ω(ζ) ∼ c−1ζ, ζ →∞. (2.11)
In addition, the function ω : Lj → Lj (j = 0, . . . , n − 1) has to be univalent, and the
interiors of the images of the contours Lj, the domains Dj , are disjoint sets.
3 Riemann-Hilbert problems of the theory of automorphic
functions
3.1 Setting
Let G be the symmetry group of the circular line L = L0 ∪ . . . ∪ Ln−1 generated by the
linear transformations σj = TjT0(ζ), j = 0, 1, . . . , n − 1, where Tj are linear fractional
transformations
Tj(ζ) = ζj +
r2j
ζ¯ − ζ¯j
, j = 0, 1, . . . , n − 1. (3.1)
Here, rj and ζj are the radius and the center of the circle Lj . The transformation σj(ζ)
(j = 1, . . . , n − 1) maps the exterior domain De into the exterior of σj(Lm) ⊂ intLj ,
j,m = 1, . . . , n − 1. Denote by D˜e = T0(D
e) the exterior of the circles T0(Lj) inside L0.
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The domains De and D˜e and the contour L comprises a fundamental region FG of the
group G: FG = D∪D˜
e∪L. The group G is a symmetry Schottky group (18). It consists of
the identical map σ0(ζ) = T0T0(ζ) = ζ and all possible compositions of the generators σj
and the inverse maps σ−1j = T0Tj j = 1, 2, . . . , n−1. Therefore, each element of the group
G is a composition of an even number of the symmetry maps Tj(ζ) (j = 0, 1, . . . , n− 1),
σ = Tk1Tk2 . . . Tk2s−1Tk2s ,
k2 6= k1, k3 6= k2, . . . , k2s 6= k2s−1, k1, k2, . . . k2s = 0, 1, . . . , n− 1. (3.2)
The region Ω = ∪σ∈Gσ(FG) is invariant with respect to the group G: σ(Ω) = Ω for any
σ ∈ G, where Ω = C¯ \ Λ, C¯ = C ∪ {∞}, and Λ is the set of all limit points of the group
G. If n = 2, then the set Λ consists of two points, while for n ≥ 3, the number of limit
points is infinite. All maps of the group G are linear fractional transformations
σ(ζ) =
ασζ + βσ
γσζ + δσ
, ασδσ − γσβσ 6= 0, (3.3)
and γσ 6= 0 if σ 6= σ0. It is assumed that the series
∑
σ∈G\σ0
|ασδσ − βσγσ|
|γσ|2
(3.4)
is convergent. If G is a first class group (30), that is if the condition (3.4) is satisfied,
then each G-automorphic function is representable as a series with simple fractions as its
elements. By the sufficient Schottky condition (31) G is a first class group if the domain
D can be split into a union of triply or doubly connected domains by circles which do not
intersect each other and the circles Lj (j = 0, 1, . . . , n− 1). Remark that G is a first class
Schottky group if it is associated with a doubly or triply connected domains, or a circular
multiply connected domain when the centers of the circles Lj lie in a straight line, or it
satisfies the Aksentiev condition (23). An example of the domain D that generates a
symmetry Schottky group for which the series (3.5) is divergent and the corresponding
Poincare´ series of dimension −2 is not absolutely convergent is given in (21). In what
follows, it is assumed that the domain D obeys the sufficient conditions which guarantee
the convergence of the series (3.4). This justifies the change of order of summation used
in the representation of a quasiautomorphic analogue of the Cauchy kernel.
Introduce next two functions, Φ1(ζ) and Φ2(ζ), analytic in the domain D
e by
Φ1(ζ) = F (ζ)− cζ, Φ2(ζ) =
iτ¯
µ
[ω(ζ)− c−1ζ], ζ ∈ D
e, (3.5)
where
c =
τ¯∞ − τ¯
µ
c−1. (3.6)
To extend their definition inside the domain D, we set
Φm(ζ) = Φm(T0(ζ)), σ ∈ T0(D
e),
Φm(ζ) = Φm(σ
−1(ζ)), ζ ∈ σ(De ∪ T0(D
e)), σ ∈ G. (3.7)
Then Φm(ζ) are piecewise meromorphic and G-automorphic functions which satisfy the
symmetry condition
Φm(Tj(ζ)) = Φm(ζ), ζ ∈ Tj(D
e) = σj(T0(D
e)), j = 1, 2, . . . n− 1. (3.8)
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All circles σ(L) including L are discontinuity lines for the functions Φm(ζ). Let Φ
+
m(ξ) and
Φ−m(ξ) be the boundary values of the functions Φm(ζ) from the interior and the exterior
of the circles σ(L), σ ∈ G, respectively. Then the functions Φm(ζ) solve the following two
Riemann-Hilbert problems.
Find all piecewise analytic and G-automorphic functions bounded at infinity which
meet the symmetry condition (3.8) and satisfy the linear relation in the circles Lj
Φ+m(ξ)− Φ
−
m(ξ) = gmj(ξ), ξ ∈ Lj, j = 0, 1, . . . , n− 1, m = 1, 2, (3.9)
where
g1j(ξ) = 2i[Im(cξ) − aj], g2j(ξ) = −2iRe
{
κj
1− κj
[F (ξ)− d′j ]−
τ¯
µ
c−1ξ
}
. (3.10)
Due to formulas (3.5) to determine the conformal mapping ω(ζ), it is required to find
the function Φ2(ζ). This can be done only if the first function Φ1(ζ) is known. To solve
the two Riemann-Hilbert problems (3.9), we employ the following singular integral:
Ψ(ζ) =
1
2pii
∫
L
K(ζ, η)g(η)dη, (3.11)
where K(ζ, η) is the series (19), (21)
K(ζ, η) =
∑
σ∈G
(
1
σ(η) − ζ
−
1
σ(η)− ζ∗
)
σ′(η), (3.12)
ζ∗ ∈ D
e is an arbitrary fixed point, and g(η) is a density. Alternatively, because of the
identity (
1
σ(η)− ζ
−
1
σ(η)− ζ∗
)
σ′(η) =
1
η − σ−1(ζ)
−
1
η − σ−1(ζ∗)
, (3.13)
the kernel K(ζ, η) can be written as
K(ζ, η) =
∑
ω∈G
(
1
η − ω(ζ)
−
1
η − ω(ζ∗)
)
. (3.14)
Here, since σ ∈ G implies σ−1 ∈ G, we made the substitution ω = σ−1. The absolute
convergence of the series in (3.13) and (3.14) is guaranteed by the convergence of the series
(3.4). This circumstance allows for changing the order of summation and integration in
the expression (3.11). Since the identity transformation σ0 ∈ G, the series admits the
representation
K(ζ, η) =
1
η − ζ
+K0(ζ, η), (3.15)
where K0(ζ, η) is an analytic function of ζ in the domain Ω
K0(ζ, η) = −
1
η − ζ∗
+
∑
σ∈G\σ0
(
1
η − σ(ζ)
−
1
η − σ(ζ∗)
)
. (3.16)
For our next step, we need to use the following property of the kernel K(ζ, η) (19), (21):
K(σ(ζ), η) = K(ζ, η) + χσ(η), σ ∈ G, (3.17)
where
χσ(η) = K(σ(ζ∗), η). (3.18)
The two relations (3.15) and (3.17) classify the function K(ζ, η) as a quasiauthomorphic
analogue of the Cauchy kernel.
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3.2 Solution Φ1(ζ) of the first Riemann-Hilbert problem
We next claim that under a certain choice of the real constants aj the function
Φ1(ζ) = Ψ1(ζ) + Ψ1(T0(ζ)) + C1, (3.19)
provides the general solution of the first Riemann-Hilbert problem (3.9). Here, C1 is an
arbitrary real constant and
Ψ1(ζ) =
1
2pi
n−1∑
j=0
∫
Lj
[Im(cη)− aj ]K(ζ, η)dη. (3.20)
Apparently, the function Φ1(ζ) satisfies the symmetry condition Φ1(ζ) = Φ1(T0(ζ)), σ ∈
T0(D
e). Because of the quasiautomorphicity of the kernel K(ζ, η), in general, the function
Φ1(ζ) is not automorphic. However, by a certain choice of the constants aj, it is possible
to satisfy the condition Φ1(ζ) = Φ1(σj(ζ)), j = 1, 2, . . . , n − 1, and make the solution
automorphic. Indeed, the relation (3.17) implies
K(σj(ζ), η) = K(ζ, η) + χσj (η), χσj (η) = K(σj(ζ∗), η), j = 1, 2, . . . , n − 1. (3.21)
Hence
Ψ1(σj(ζ)) = Ψ1(ζ) + ej , j = 1, 2, . . . , n− 1, (3.22)
where
ej =
1
2pi
n−1∑
l=0
∫
Ll
[Im(cη) − al]χσj (η)dη. (3.23)
On writing the relation (3.22) as Ψ1(ζ) = Ψ1(σ
−1
j (ζ))+ ej , j = 1, 2, . . . , n− 1, there is no
difficulty in verifying that
Ψ1(T0σj(ζ)) = Ψ1(σ
−1
j T0(ζ)) = Ψ1(T0(ζ))− ej . (3.24)
In view of (3.22) and (3.24) we obtain
Φ1(σj(ζ)) = Φ1(ζ) + ej − ej , j = 1, 2, . . . , n− 1. (3.25)
Hence the solution Φ1(ζ) is a G-automorphic function if and only if Im ej = 0, j =
1, 2, . . . , n− 1, that is
Im
{
n−1∑
l=0
∫
Ll
[al − Im(cη)]χσj (η)dη
}
= 0, j = 1, 2, . . . , n − 1. (3.26)
The integrals
∫
Ll
χσj (η)dη =
∑
σ∈G
∫
Ll
(
1
η − σσj(ζ∗)
−
1
η − σ(ζ∗)
)
dη, j = 1, 2, . . . , n− 1, (3.27)
can be evaluated by the theory of residues. Assume first that l = 0. If σ = σ0, then
σσj(ζ∗) ∈ intLj (j = 1, 2, . . . , n− 1) and σ(ζ∗) = ζ∗ ∈ D
e. Hence,
∫
L0
(
1
η − σσj(ζ∗)
−
1
η − σ(ζ∗)
)
dη = 0. (3.28)
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If σ = σ−1j and since σ
−1
j = T0Tj , then σσj(ζ∗) ∈ D
e and σ(ζ∗) = T0Tj(ζ∗) ∈ intL0.
Thus, ∫
L0
(
1
η − σσj(ζ∗)
−
1
η − σ(ζ∗)
)
dη = −2pii. (3.29)
Let now σ 6= σ0, σ 6= σ
−1
j , and σ = Tk . . . Tν . If k 6= 0, then∫
L0
dη
η − σσj(ζ∗)
=
∫
L0
dη
η − σ(ζ∗)
= 0. (3.30)
In the case k = 0 we have σσj(ζ∗) ∈ intL0 and σ(ζ∗) ∈ intL0. That is why∫
L0
dη
η − σσj(ζ∗)
=
∫
L0
dη
η − σj(ζ∗)
= 2pii. (3.31)
Summing up the results obtained we evaluate the integral (3.27) for l = 0∫
L0
χσj (η)dη = −2pii j = 1, 2, . . . , n − 1. (3.32)
Assume next that l = 1, 2, . . . , n − 1 and evaluate the integrals (3.27). If σ = σ0, then
σσj(ζ∗) ∈ intLj , while σ(ζ∗) = ζ∗ /∈ intLj . This implies
∫
Ll
dη
η − σσj(ζ∗)
=
{
2pii, j = l,
0, j 6= l,
∫
Ll
dη
η − σj(ζ∗)
= 0, l = 1, 2, . . . , n− 1. (3.33)
In the case σ = σ−1j we have σσj(ζ∗) = ζ∗ ∈ D
e and σ(ζ∗) ∈ intL0, and therefore
∫
Ll
dη
η − σσj(ζ∗)
=
∫
Ll
dη
η − σ(ζ∗)
= 0. (3.34)
Suppose σ 6= σ0, σ 6= σ
−1
j , and σ = Tl . . . Tν . This implies that σσj(ζ∗)) ∈ intLl and
σ(ζ∗) ∈ intLl. Therefore ∫
Ll
dη
η − σσj(ζ∗)
=
∫
Ll
dη
η − σ(ζ∗)
= 2pii. (3.35)
If σ takes on the value Tk . . . Tν and k 6= l, then∫
Ll
dη
η − σσj(ζ∗)
=
∫
Ll
dη
η − σ(ζ∗)
= 0. (3.36)
Combining all these cases we discover∫
Ll
χσj (η)dη = 2piiδlj , l, j = 1, 2, . . . , n− 1. (3.37)
On substituting the integrals (3.32) and (3.37) into equations (3.26) we determine all the
constants a1, a2, . . . , an−1
aj = a0 +
1
2pi
Im
n−1∑
l=0
∫
Ll
Im(cη)χσj (η)dη, j = 1, 2, . . . , n− 1. (3.38)
The constant a0 remains to be free. We thus proved that if the constants aj are chosen
as in (3.38), then Φ1(ζ) is a G-automorphic function. Show finally that it satisfies the
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Riemann-Hilbert boundary condition (3.9). On splitting G into σ0 and G\σ0 we represent
the function Ψ1(ζ) in the form
Ψ1(ζ) =
1
2pi
n−1∑
l=0
∫
Ll
(
1
η − ζ
−
1
η − ζ∗
)
[Im(cη)− al]dη
+
1
2pi
n−1∑
l=0
∑
σ∈G\σ0
∫
Ll
(
1
η − σ(ζ)
−
1
η − σ(ζ∗)
)
[Im(cη) − al]dη. (3.39)
Passing to the limit ζ → ξ ∈ Lj and employing the Sokhotski-Plemelj formulas we obtain
Ψ−1 (ξ) = −
i
2
[Im(cξ)− aj] + Ψ1(ξ). (3.40)
In a similar fashion we next analyze the function Ψ1(T0(ζ)). We have
lim
ζ→ξ∈Lj ,ζ∈De
Ψ1(T0(ζ)) = −
i
2
[Im(cξ)− aj ] + Ψ1(T0(ξ)), (3.41)
and then the limit values Φ±1 (ξ)of the solution become
Φ±1 (ξ) = ±i[Im(cξ)− aj] + Ψ1(ξ) + Ψ1(T0(ξ)), ξ ∈ Lj . (3.42)
This verifies that the G-automorphic symmetric function Φ1(ζ) bounded at infinity and
given by (3.19) with the constants aj defined by (3.38) solves the first Riemann-Hilbert
problem (3.9). Any other solution of this problem differs from the function (3.19) by a
constant. This may be proved in a manner standard in the theory of boundary value
problems of the theory of analytic functions (32).
3.3 The function Φ2(ζ)
We begin with rewriting the second Riemann-Hilbert problem (3.9) in the following form:
Φ+2 (ξ)− Φ
−
2 (ξ) = −2id˜j + 2ig
◦
2j(ξ), ζ ∈ Lj , j = 0, 1, . . . , n− 1, (3.43)
where
d˜j =
κj
κj − 1
d′j , g
◦
2j = Re
(
κj
κj − 1
F (ξ) +
τ¯
µ
c−1ξ
)
, (3.44)
and
F (ξ) = cξ − i[Im(cξ)− aj] + Ψ1(ξ) + Ψ1(T0(ξ)), ξ ∈ Lj . (3.45)
The Riemann-Hilbert problem is solved in the same fashion as the first problem for the
function Φ1(ζ). Its solution is given by
Φ2(ζ) = Ψ2(ζ) + Ψ2(T0(ζ)) + C2, (3.46)
where C2 is an arbitrary real constant and
Ψ2(ζ) =
1
2pi
n−1∑
j=0
∫
Lj
[g◦2j(η)− d˜j ]K(ζ, η)dη, ζ /∈ L. (3.47)
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Figure 1: Two symmetric inclusions (n = 2) when τ1/µ = 2, τ
∞
1 /µ = 1, τ2 = τ
∞
2 = 0,
κ0 = κ1 = 2, c−1 = 1, r0 = r1 = 1, ζ0 = −1.5, ζ1 = 1.5, ζ∗ = 0. a0 = −a1, and d˜0 = −d˜1.
This functions is a G-automorphic function if and only if the constants d˜j are given by
d˜j = d˜0 +
1
2pi
Im
n−1∑
l=0
∫
Ll
g◦2l(η)χσj (η)dη, j = 1, 2, . . . , n− 1. (3.48)
The constant d˜0 may be fixed arbitrarily. As before, it is directly verified that the function
Φ2(ξ) satisfies the symmetry condition (3.8). On the circles Lj, the limit values of the
function Φ2(ξ) are determined according to the Sokhotski-Plemelj formulas
Φ±2 (ξ) = ±i[g
◦
2j(ξ)− d˜j ] + Ψ2(ξ) + Ψ2(T0(ξ)), ξ ∈ Lj . (3.49)
where Ψ2(ξ) and Ψ2(T0(ξ)) are the Cauchy principal values of the integrals Ψ2(ζ) and
Ψ2(T0(ζ)), respectively, with ζ = ξ ∈ Lj .
4 Conformal mapping. Numerical results
The conformal mapping ω(ζ) can be expressed in terms of the solution of the second
Riemann-Hilbert problem. From (3.5) and (3.49) we have
ω(ξ) = c−1ξ −
µ
τ¯
[
g◦2j(ξ)− d˜j + iΨ2(ξ) + iΨ2(T0(ξ))
]
, ξ ∈ Lj , j = 0, 1, . . . , n− 1.
(4.1)
When a point ξ traverses the circle Lj , the point z = ω(ξ) describes the circumference of
the inclusion Dj (j = 0, 1, . . . , n−1). Formula (4.1) found represents (3n−4)-parametric
family of conformal mappings of the n-connected circular domain into the n-connected
physical domain. The free parameters of this family are the radii of the circles Lj, rj,
(j = 1, 2, . . . , n−1), the real center ζ1 of the circle L1, and the complex centers ζj = ζ
′
j+iζ
′′
j
of the circles Lj (j = 2, 3, . . . , n− 1). Up to transformations of translation, rotation, and
scaling the conformal mapping is invariant with respect to the real constants a0 and d˜0,
the complex parameter c−1, and the point ζ∗ ∈ D
e.
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Figure 2: Samples of the contours L0 and L1 when τ1/µ = 2, τ
∞
1 /µ = 1, τ2 = τ
∞
2 = 0,
c−1 = 1, r0 = r1 = 1, ζ0 = −1.5, ζ1 = 1.5, and ζ∗ = 0. a: κ0 = κ1 = 2, a0 = d˜0 = 0. b-d:
a0 = −a1, and d˜0 = −d˜1. b: κ0 = κ1 = 0.5. c: κ0 = κ1 = 0.9. b: κ0 = κ1 = 1.1.
To implement the method, one needs to compute the integrals Ψ2(ξ) and Ψ2(T0(ξ)).
The former integral is
Ψ2(ξ) =
1
2pi
n−1∑
j=0
∫
Lj
[g◦2j(η)− d˜j ]K(ξ, η)dη, ξ ∈ Lj , j = 0, 1, . . . , n− 1. (4.2)
The kernel K(ξ, η) can be written in the form
K(ξ, η) =
1
ξ − η
−
1
ξ − ζ∗
+
n−1∑
k1=0
n−1∑
k2=0,k2 6=k1
(
1
η − Tk1Tk2(ξ)
−
1
η − Tk1Tk2(ζ∗)
)
+
n−1∑
k1=0
n−1∑
k2=0,k2 6=k1
n−1∑
k3=0,k3 6=k2
n−1∑
k4=0,k4 6=k3
(
1
η − Tk1Tk2Tk3Tk4(ξ)
−
1
η − Tk1Tk2Tk3Tk4(ζ∗)
)
+ . . . , ξ ∈ Lj, η ∈ Ll. (4.3)
Clearly, K(ξ, η) is a regular kernel if j 6= l, and a singular kernel otherwise. The singular
part of the integral (4.2) is evaluated numerically by the formula
1
2pi
∫
Ll
φ(η)dη
η − ξ
=
i
2(2N + 1)
N∑
j=−N
φ(ζl + rle
iθj )
×
[
1 +
2i sin N
2
(θ − θj) sin
N+1
2
(θ − θj)
sin
θ−θj
2
]
, ξ ∈ Ll, (4.4)
where
θj =
2pij
2N + 1
, θ = −i ln
ξ − ζl
rl
, (4.5)
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Figure 3: Samples of the contours L0 and L1 when τ1/µ = 2, τ
∞
1 /µ = 1, c−1 = 1,
r0 = r1 = 1, ζ0 = −1.5, ζ1 = 1.5, ζ∗ = 0, a0 = −a1, and d˜0 = −d˜1. a: τ2 = τ
∞
2 = 0,
κ0 = 2, κ1 = 0.5. b: τ2/µ = τ
∞
2 /µ = 1, κ0 = 2, κ1 = 0.5. c: τ2/µ = τ
∞
2 /µ = −1, κ0 = 2,
κ1 = 0.5. d: τ2/µ = τ
∞
2 /µ = −1, κ0 = κ1 = 10.
and N is a sufficiently large positive integer.
For computing the function Ψ2(T0(ξ)), we need the kernel K(T0(ξ), η). Since T0(ξ) =
ξ, ξ ∈ L0, in the case ξ ∈ L0 the kernel K(T0(ξ), η) is given by formula (4.3). If ξ ∈ Lj ,
j = 1, 2, . . . , n− 1, and j = l, then since σjT0(ξ) = Tj(ξ) = ξ, we have
K(T0(ξ), η) =
1
η − ξ
−
1
η − σj(ζ∗)
+
1
η − T0(ξ)
−
1
η − ζ∗
+
∑
σ∈G\σ0\σj
(
1
η − σT0(ξ)
−
1
η − σ(ζ∗)
)
, ξ ∈ Lj . (4.6)
The inverse model problem of antiplane elasticity solved has n+ 4 parameters, τ1/µ,
τ2/µ, τ
∞
1 /µ τ
∞
2 /µ, and κj (j = 0, 1, . . . , n−1), The conformal mapping z = ω(ζ) possesses
3n+6 real parameters, ζj = ζ
′
j+iζ
′′
j , rj (j = 0, 1, . . . , n−1), c−1 = c
′
−1+ic
′′
−1, ζ∗ = ζ
′
∗+iζ
′′
∗ ,
a0, and d˜0. Without loss of generality the ten real parameters ζ
′
0+ iζ
′′
0 , ζ
′′
1 , r0, c
′
−1+ ic
′′
−1,
ζ ′∗ + iζ
′′
∗ , a0, and d˜0 may be arbitrarily fixed. The other 3n − 4 parameters are free and
generate a family of uniformly stressed inclusions.
Figures 1 to 3 provides samples of two inclusions when the conformal map has two
free parameters, the x-coordinate of the center and the radius of the circle L1. In Fig. 1,
we show the profiles of two symmetric inclusions in the case when the loading parameters
are τ1/µ = 2, τ
∞
1 /µ = 1, τ2 = τ
∞
2 = 0, the materials of the inclusions and the matrix are
characterized by the parameters κ1 = 2 and κ2 = 2. The circles L1 and L2 are taken to
have unit radius, r0 = r1 = 1, and centered at ζ0 = −1.5 and ζ1 = 1.5, respectively. The
point ζ∗ ∈ D
e is chosen as the origin, ζ∗ = 0. It turns out that when the parameters κ1
and κ2 tend to either 0 or infinity the contours L0 and L1 become slim and, in the limit,
they become two segments. On the other hand, for κ0 and κ1 close to 1, the contours L0
and L1 may intersect each other as shown in Fig. 2. Fig. 3 provides some examples of
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Figure 4: Three uniformly stressed inclusions when τ1/µ = 2, τ
∞
1 /µ = 1, τ2 = τ
∞
2 = 0,
κ0 = κ1 = κ2 = 2, c−1 = 1, r0 = r1 = r2 = 1, ζ0 = −2, ζ1 = 2e
pii/3, ζ2 = 2e
−pii/3, ζ∗ = 0,
and a0 = d˜0 = 0.
the problem and conformal map parameters which generate nonsymmetric contours L0
and L1.
In the case of three inclusions, the conformal map has five free parameters. Fig. 4
illustrates a symmetric case when τ1/µ = 2, τ
∞
1 /µ = 1, τ2 = τ
∞
2 = 0, the parameters
κj and the radii rj are the same: κ0 = κ1 = κ2 = 2, r0 = r1 = r2 = 1, and the
circles centers are taken as ζ0 = −2, ζ1 = 2e
pii/3, ζ2 = 2e
−pii/3. We give an example of
nonsymmetric uniformly stressed inclusions in Fig. 5 when κ0 = 2, κ1 = 3, κ2 = 0.5,
τ1/µ = 2, τ
∞
1 /µ = 1, τ2/µ = 1, τ
∞
2 /µ = −1. The radii and the centers of the circles Lj
are the same as in Fig. 4.
5 Conclusion
To solve the inverse problem of antiplane elasticity on recovering the shape of n uni-
formly stressed inclusions, we proposed to apply the method of conformal mappings from
an n-connected external circular domain to the exterior of n inclusions. The reconstruc-
tion of the conformal map requires solving two Schwarz problems on n circles when the
right hand-side of the boundary condition of the second problem is expressed through
the solution of the first Schwarz problem. To solve these Schwarz problems, we applied
the method of symmetry and linear rational transformations. This approach brought us
to two Riemann-Hilbert problems of the theory of automorphic functions generated by a
Schottky group of symmetric linear rational transformations. By employing a quasiauto-
morphic analogue of the Cauchy kernel we derived a series representation of a family of
conformal mappings meeting the requirements of the inverse problem of antiplane elas-
ticity. This family possesses 3n − 4 free real parameters which have to be chosen in a
sensible manner to avoid possible overlapping of the inclusions.
Numerical results obtained for two- and three-connected domains revealed that when
the parameters κj → 0 or κj →∞, the inclusions tend to transform into segments. Here,
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Figure 5: Three uniformly stressed inclusions when τ1/µ = 2, τ
∞
1 /µ = 1, τ2/µ = 1,
τ∞2 /µ = −1, κ0 = 2, κ1 = 3, κ2 = 0.5, c−1 = 1, r0 = r1 = r2 = 1, ζ0 = −2, ζ1 = 2e
pii/3,
ζ2 = 2e
−pii/3, ζ∗ = 0, and a0 = d˜0 = 0.
κj = µj/µ, µj and µ are the shear moduli of the inclusions Dj and the matrix D
e, and
j = 0, 1, . . . , n− 1.
In this paper the preimage parametric domain was chosen to be the exterior of n
circles. Another possibility for the parametric domain is the exterior of n slits lying in
the same line (the real axis for example). In this case the slit map was constructed (33)
by solving two Riemann-Hilbert problems on a symmetric genus-n Riemann surface. An
advantage of such an approach is its ability to recover the conformal map by quadratures
in the cases of doubly and triply connected domains. However, when n ≥ 4, since
not each n-connected domain De can be considered as an image by a slit map with n-
slits lying in the same line, the method of slit maps is in general inapplicable. At the
same time, if n ≥ 4 and the associated Schottky group of the first class that is the
series representation of the quasiautomorphic analogue of the Cauchy kernel is absolutely
convergent, then the method of circular maps and the Riemann-Hilbert problems of the
theory of automorphic functions works and gives a series representation of the conformal
map. The set of domains associated with the first class Schottky group is broader and
includes not only the set of n circles whose centers fall in the same line.
Appendix: Single inclusion
Without loss of generality L0 is the unit circle centered at the origin and a0 = 0. The
solution of the Schwarz problem (2.9), (2.11) for the unit circle L0 is given by
F (ζ) = β0 − iβ1ζ + iβ¯1ζ
−1, (A.1)
where
β1 = β
′
1 + iβ
′′
1 =
τ¯∞ − τ¯
µ
ic−1, (A.2)
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and c−1 and β0 are real constants. The solution of the second Schwarz problem (2.10),
(2.11) can be represented in the form
τ¯ω(ζ) = γ−1ζ
−1 + γ0 + γ1ζ, (A.3)
where γj = γ
′
j + iγ
′′
j , j = −1, 0, 1. On substituting the expressions (A.3) and (A.1) into
the boundary condition (2.10) and replacing ζ by eiϕ, 0 ≤ ϕ ≤ 2pi, we derive
γ′0 = (β0 − d
′
0)
µ0
1− κ0
, γ′−1 + γ
′
1 =
2β′′1µ0
1− κ0
, γ′′−1 − γ
′′
1 =
2β′1µ0
1− κ0
. (A.4)
Finally, by using the second formula in (2.11) and the relations (A.4) we determine the
function ω(ζ) up to an additive complex constant γ
ω(ζ) = c−1
(
ζ +
δ
ζ
)
+ γ, (A.5)
where
δ =
2κ0τ
∞ − (κ0 + 1)τ
(1− κ0)τ¯
. (A.6)
Let κ0 6= 1, τ 6= 0, and δ 6= ±1. Then a point z = ω(ζ) traces an ellipse L0 whenever the
point ζ traverses the unit circle L0.
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