C onsolidation of remote memories reflects dynamic neural processes spanning time and space. Fear conditioning is a wellestablished model of learning and memory, whose neural basis has been studied extensively both at the time of learning and during memory retrieval occurring hours or days later. However, the mechanisms of remote memory are less well-understood. In the hours after fear learning, a cascade of molecular changes leads to synaptic strengthening in regions including the amygdala and hippocampus 1 . Over weeks, new brain regions and neural pathways are recruited to support memory retrieval 2,3 . In line with the systems consolidation hypothesis, dependence on the hippocampus for retrieval of contextual fear memories degrades with time and cortical structures become more important 2 . Recent work also supports time-dependent reorganization of circuits underlying memories of cued fear conditioning 3 . For instance, while the amygdala remains required for cued memory retrieval 4 , there is time-dependent turnover of participating amygdala ensembles, and high order sensory and association cortices are selectively recruited at remote timepoints 5,6 .
C onsolidation of remote memories reflects dynamic neural processes spanning time and space. Fear conditioning is a wellestablished model of learning and memory, whose neural basis has been studied extensively both at the time of learning and during memory retrieval occurring hours or days later. However, the mechanisms of remote memory are less well-understood. In the hours after fear learning, a cascade of molecular changes leads to synaptic strengthening in regions including the amygdala and hippocampus 1 . Over weeks, new brain regions and neural pathways are recruited to support memory retrieval 2, 3 . In line with the systems consolidation hypothesis, dependence on the hippocampus for retrieval of contextual fear memories degrades with time and cortical structures become more important 2 . Recent work also supports time-dependent reorganization of circuits underlying memories of cued fear conditioning 3 . For instance, while the amygdala remains required for cued memory retrieval 4 , there is time-dependent turnover of participating amygdala ensembles, and high order sensory and association cortices are selectively recruited at remote timepoints 5, 6 .
The prelimbic (PL) cortex, a subregion of the medial prefrontal cortex, is required for the expression of cued and contextual fear memories from hours after learning until weeks later [7] [8] [9] [10] [11] . However, while some studies suggested that prefrontal cortical neurons active during learning are required for memory retrieval [11] [12] [13] , others provided evidence for ongoing circuit reorganization during memory consolidation from a day to a month after learning 9, 14, 15 . It has been difficult to causally relate the activity of cortical neurons during learning or recent memory retrieval to their function in remote memory, in part due to a lack of tools 16 . Furthermore, although the PL cortex projects broadly to many cortical and subcortical brain regions involved in fear learning and memory 17, 18 , most studies have focused on interactions between the PL cortex, the amygdala, and the hippocampus during fear memory consolidation and retrieval [19] [20] [21] [22] . Therefore, it remains unclear how the PL cortex influences downstream activity in many of its target regions during memory retrieval.
To interrogate the connectivity and function of neurons activated during behavior, we recently developed a new version of 'targeted recombination in active populations' 23 (TRAP2) 24 . Here we report a detailed characterization of TRAP2. We demonstrate that it has enhanced efficiency over the previous version, providing brainwide access to neurons activated by a particular experience. We use TRAP2 to ask: to what extent do PL neurons activated during learning or recent memory retrieval contribute to remote memory? How specific is their function for the learned association? How do PL neurons coordinate activity in their many downstream target regions to contribute to memory-guided behavior?
Results
Characterization of TRAP2. TRAP allows permanent genetic access to neurons activated by a specific experience 23 . The TRAP system uses an immediate early gene locus to drive the expression of tamoxifen-inducible Cre recombinase (CreER), along with a transgenic or virally-delivered Cre-dependent effector. When a neuron is active in the presence of tamoxifen, CreER can enter the nucleus to catalyze recombination, resulting in permanent expression of the effector (Fig. 1a ). Because the original FosTRAP (TRAP1) disrupts endogenous Fos 23 and does not efficiently access many brain regions, we developed a new mouse line, TRAP2 24 , that preserves endogenous Fos, including the highly conserved first intron 25 and the 3′ untranslated region critical for mRNA destabilization 26 ( Fig. 1b and Supplementary Fig. 1 ). Furthermore, we replaced the original Cre with a codon-optimized iCre for improved expression 27 .
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12-fold induction in TRAPed cells above dark controls in primary visual cortex for TRAP2, an improvement over a ~5-fold induction for TRAP1 ( Supplementary Fig. 2b-g) . To examine the ability of TRAP2 to capture activity in different brain regions, we injected TRAP2;Ai14 and TRAP1;Ai14 mice with 4-OHT while they explored a novel environment ( Supplementary Fig. 3a ). TRAP2 labeled many more cells than TRAP1 throughout the brain ( Supplementary Fig.  3b -d) in a manner more consistent with endogenous Fos expression 29 . TRAP2;Ai14 mice that received sham injections had very few tdTomato + cells, indicating minimal Cre-mediated recombination in the absence of 4-OHT ( Supplementary Fig. 3b-d) .
To test the utility of TRAP2 in interrogating neural circuits for fear learning and memory, we injected TRAP2;Ai14 mice with 4-OHT immediately after a differential auditory fear conditioning (FC) protocol in which a conditioned tone (CS + ) that co-terminated with a footshock was interleaved with an unreinforced non-conditioned tone (CS -) ( Supplementary Fig. 4a ). Subsequent iDISCO+ -based whole-brain immunostaining 30 revealed significant increases in the numbers of TRAPed cells above non-shocked (NS) controls in expected brain regions 31 , including parabrachial nucleus, periacqueductal grey, and subregions of the amygdala and hypothalamus ( Fig. 1c-e and Supplementary Table 1 ).
PL neurons TRAPed during memory retrieval change over time.
While the PL cortex is required for fear memory retrieval, it remains unclear as to what extent PL ensembles supporting memory are stable or dynamic over time ( Fig. 2a ). We used TRAP2 and Fos immunostaining to ask what proportion of PL neurons TRAPed during an earlier memory experience were reactivated during remote retrieval. To ensure that the targeting allele in TRAP2 mice did not disrupt endogenous Fos, we first compared Fos expression following remote memory retrieval in wild-type and TRAP2 mice. We observed no differences between groups when we quantified Fos in six relevant brain regions ( Supplementary Fig. 5 ).
We subjected four groups of TRAP2;Ai14 mice to the auditory fear conditioning protocol described above. TRAPing occurred immediately after FC, or after memory retrieval 1 day (1d), 7 days (7d), or 14 days (14d) after learning, respectively. Control animals were not shocked (NS), and thus did not undergo associative learning. Twenty-eight days after fear conditioning, all groups In all plots and statistical tests, n represents biologically independent animals. Boxes represent 25-75th percentiles, whiskers represent 10-90th percentiles, lines represent median. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. underwent a remote memory retrieval session and were sacrificed one hour later for Fos immunostaining (Fig. 2b,c) . We quantified freezing behavior as an expression of fear. Mice froze preferentially during presentations of the conditioned tone (CS + ) ( Supplementary  Fig. 4a ). Furthermore, all fear-conditioned groups exhibited comparable levels of conditioned freezing, while NS animals did not freeze ( Supplementary Fig. 4b ).
We found that 7d-and 14d-TRAPed PL neurons were significantly more likely to be reactivated (TRAPed and Fos + ) during remote memory retrieval compared to NS, FC, and 1d conditions, when measured as a fraction of total Fos + neurons ( Fig. 2d ) or total TRAPed neurons ( Fig. 2e ). This is despite the fact that the numbers of TRAPed and Fos + neurons were mostly similar across groups ( Supplementary Fig. 4c,d ). Most TRAPed PL neurons were located in deep layers, and activated neurons in later retrievals had a larger proportion of TRAPed neurons in layer 6 at the expense of layers 2/3 compared with the 1d group ( Supplementary Fig. 6 ). Together, these data suggest that new PL neurons are recruited to the remote memory trace over time after initial learning. As controls, we observed no time-dependent changes in Fos expression in piriform cortex ( Supplementary Fig. 7 ) or in non-TRAPed PL neurons ( Supplementary Fig. 4e ). However, in all groups, TRAPed cells were more likely to be reactivated than non-TRAPed cells. Thus, a proportion of TRAPed PL neurons may stably encode features of the environment, while another subset undergoes memory-dependent reorganization.
Using the same approach, we examined time-dependent changes in dentate gyrus (DG) and basolateral amygdala (BLA), which have established roles in contextual and cued fear memory consolidation 32 . We did not observe time-dependent changes in TRAP/ Fos overlap in DG ( Fig. 2f ), consistent with studies showing that the hippocampus is involved in recent but not remote memory 33 . We observed a trending time-dependent increase in the fraction of TRAPed BLA neurons that were Fos + following remote memory retrieval ( Fig. 2g , Double + /Fos + : P = 0.06; Double + /TRAPed: P = 0.05, student's t-test), consistent with work showing that BLA .87, t 9 = 0.17; double + TRAPed: P = 0.46, t 9 = 0.77; n = 6, 5 for 1d and 14d, respectively, based on two-tailed unpaired t test) and BLA (g, Double + Fos + : P = 0.0595, t 11 = 2.10; Double + TRAPed: P = 0.0527, t 11 = 2.17; n = 8, 5 for 1d and 14d, respectively, based on two-tailed unpaired t test). Scale bars, 100 µ m. In all plots and statistical tests, n represents biologically independent animals. Summary graphs show mean ± s.e.m. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001.
plays a continual role in cued fear memory 4 and that memoryrelated BLA populations turn over throughout at least a week after learning 5 .
TRAPed PL neurons promote remote memory in a time-dependent manner. To test the behavioral function of TRAPed neurons, we expressed channelrhodopsin (ChR2) 34 in PL neurons TRAPed at different timepoints and optogenetically stimulated them during remote memory retrieval (Fig. 3a ). In the absence of tones, reactivating TRAPed PL cells increased freezing above baseline levels in all fear conditioned groups (Fig. 3b ). However, despite having similar numbers of TRAPed neurons in most groups ( Supplementary  Fig. 4c ), the extent to which TRAPed neurons drove freezing was time-dependent, such that stimulating PL ensembles TRAPed later produced more freezing ( Fig. 3c ; F Interaction (3,57) = 3.55, P = 0.019, 2-way repeated measures ANOVA). These data indicate that reactivating PL neurons TRAPed during earlier memory events promotes freezing in the conditioning context at remote times, and that the functional contribution of TRAPed PL neurons to remote memory retrieval increases during the first two weeks after learning.
To further elucidate the functional contributions of TRAPed PL neurons during remote memory, we performed additional optogenetic experiments to investigate their specificity for the conditioned tone and context. Reactivating TRAPed PL cells during presentations of the CS + was not sufficient to increase freezing above the level of the tones (Fig. 3d,h ), suggesting that their function may be occluded by the tone. Furthermore, reactivating TRAPed PL neurons did not impact freezing during the CS - (Fig. 3e ), nor the behavioral discrimination between CS + and CS - (Fig. 3f ). Reactivating TRAPed neurons in an altered context in the absence of tones (Day 29, Fig. 3a ) caused only a modest increase in freezing ( Fig. 3g ), suggesting that contextual information facilitates the ability of TRAPed PL neurons to enhance fear memory 35 .
In further support of the behavioral specificity of fear memory-TRAPed neurons, photoactivating NS-TRAPed ensembles did not cause freezing ( Fig. 3b ), even though similar numbers of neurons were TRAPed ( Supplementary Fig. 4c ). To test whether the NS-TRAPed ensembles, which likely represent the neutral tone and context ( Supplementary Fig. 4e ), could contribute to a newly formed fear memory, we fear-conditioned the NS mice on Day 32 to generate the NS/FC group. The following day, we performed a memory retrieval session during which we photostimulated the NS PL ensembles that had been TRAPed on Day 0 ( Supplementary  Fig. 8a ). Although ChR2 was highly expressed (Supplementary Fig. 9 ), reactivating NS-TRAPed cells did not reliably drive contextual or tone-evoked freezing ( Supplementary Fig. 8b ,c), suggesting that TRAPed PL neurons must be linked to the fearconditioning event to participate in the memory trace. While we cannot definitively rule out the possibility of nonspecific effects on freezing induced by light, optogenetic stimulation did not significantly impact contextual freezing levels in mice that were fear conditioned after TRAPing ( Supplementary Fig. 8b ), suggesting that light alone is not sufficient to produce the previously observed behavioral effects. Finally, we observed no significant aversion to photoactivation of TRAPed neurons in a real-time place aversion task ( Supplementary  Fig. 10 ), suggesting that the observed effects on freezing reflect a modulation of responses to conditioned stimuli rather than general aversion.
Testing the requirement of PL activity in remote memory retrieval. To test whether activity in TRAPed neurons is required for remote memory retrieval, we injected an AAV expressing a Cre-dependent light-activated chloride channel iC+ + 36 into the PL cortex. We injected 4-OHT after 1d or 14d memory retrieval, and photoinhibited TRAPed PL neurons during presentations of the conditioned tone on Day 28 ( Fig. 4a and Supplementary Fig. 11 ).
Inhibiting 1d-TRAPed cells did not reliably impair remote memory retrieval (Fig. 4b) , whereas inhibiting 14d-TRAPed cells significantly reduced freezing to the conditioned tone ( Fig. 4c ). Interestingly, neither manipulation directly impacted CS --evoked freezing, but inhibiting 14d-TRAPed cells specifically impaired discrimination between the CS + and CS - (Fig. 4c ). In addition, neither manipulation impacted contextual freezing (Fig. 4b,c ), which may be due to the floor effects of already low levels of contextual freezing in the absence of photostimulation. Thus, 14d-TRAPed cells but not 1d-TRAPed cells were required for the full tone fear memory and tone discrimination during remote memory retrieval. These results support dynamic changes in PL ensembles that promote remote memory retrieval.
Despite making a small contribution to the remote memory trace, PL neurons activated during fear conditioning could nevertheless play a critical role in initiating a dynamic process that recruits new PL neurons to the memory trace over time 11, 12, 37 . To test this hypothesis, we injected AAVs (adeno-associated viruses) expressing non-conditional chemogenetic silencer hM4D 38 bilaterally, and Cre-conditional ChR2-eYFP unilaterally into the PL cortex of the same animal, observing substantial overlap between ChR2-and hM4D-expressing cells in the PL cortex ( Fig. 4e ). Mice received clozapine-N-oxide (CNO) 30 minutes before fear conditioning on Day 0, were TRAPed during 14d-memory retrieval, and were tested on Day 28 as before ( Fig. 4d,e ). In control animals lacking hM4D, photoactivating TRAPed PL neurons significantly increased freezing in the conditioning context as before ( Fig. 3b) ; however, photoactivating TRAPed cells in hM4D + mice no longer increased freezing levels in the majority of the animals tested ( Fig. 4f ). Furthermore, reducing PL activity during FC had no impact on memory strength in the absence of photoactivation ( Fig. 4f,g) , consistent with previous results 9 . Thus, while other regions may compensate for PL inhibition during learning to support remote memory formation, PL activity during learning or early stages of consolidation is essential to establish the ensemble of PL neurons that supports remote memory retrieval.
Brain regions whose TRAPing patterns co-vary with the PL. In a final set of experiments, we interfaced TRAP2 with whole-brain analyses to generate hypotheses about how PL interacts with its many downstream targets to influence memory retrieval over time. First, we leveraged variability in TRAPing patterns of individual animals to identify brain regions that co-vary with PL cortex (Fig. 5a,b ). Using iDISCO+ and ClearMap 30 , we counted brain-wide TRAPed cells in seven 1d-and nine 14d-TRAPed mice. We performed unbiased clustering of brain regions based on numbers of TRAPed cells and visualized their relationships with t-distributed stochastic neighbor embedding (tSNE) 39 . In both cohorts, brain regions segregated into three clusters (Fig. 5c ). For both 1d-and 14d-TRAPed animals, the PL cortex was housed in a cluster with many other cortical areas including anterior cingulate, temporal association, ectorhinal, auditory, and entorhinal areas, all of which have known roles in remote memory [40] [41] [42] (Fig. 5c,d and Supplementary Table 2 ). We also observed several time-dependent changes in cluster membership. Notably, basolateral amygdala, basomedial amygdala, central amygdala, midline thalamic nuclei, and some high-order visual areas clustered with the PL cortex at 1d but not 14d memory retrieval, indicating that the relationship between the PL cortex and these regions may change with time.
To understand how activity in these regions relates to memory retrieval, we examined correlations between TRAP patterns and behavioral characteristics of individual animals. For each brain region, we correlated numbers of TRAPed cells with tone discrimination (differential freezing between CS + and CS -; Fig. 5e-h) , CS +evoked freezing, and contextual freezing ( Supplementary Fig. 12 ). In general, areas with high correlation with freezing measures tended to fall within the same cluster, suggesting TRAPing patterns in the PL and its associated regions are linked to memory-guided behavior. In 1d-TRAPed brains, correlations with contextual and CS + -evoked freezing were higher in hippocampus and central amygdala, while in 14d brains, correlations with these metrics were higher in the PL cortex ( Supplementary Fig. 12 ). Interestingly, 14d-TRAPed brains had the highest correlations with tone discrimination, particularly in cortical association areas including PL, anterior cingulate, ventral auditory, temporal association, ectorhinal and entorhinal areas that also clustered together ( Fig. 5e-h) . Together, these data suggest that the PL cortex interacts with distinct sets of regions to contribute to memory retrieval at different points in time and, furthermore, that cortical association areas likely contribute more to memory specificity during remote memory retrieval.
PL ensembles TRAPed later preferentially recruit cortical targets.
To determine which relationships identified in the tSNE analysis likely reflect direct PL cortex targets, we examined the projections of TRAPed PL neurons. The PL cortex is connected with many regions critical for fear learning and memory 17, 18, 43, 44 , but the specific projections of neurons activated during memory retrieval have not been globally mapped. We used iDISCO+ and a custom axon analysis pipeline (Methods) to quantify the brain-wide axonal projections of 1d-and 14d-TRAPed PL neurons expressing membrane-tagged GFP (Fig. 6a,b ). TRAPed PL neurons projected broadly, with particularly dense innervation in cortical association areas, amygdala, and hypothalamus, and some innervation in ventral striatum and pallidum (Fig. 6c,d and Supplementary Table 3 ). Importantly, regions identified in the PL-containing cluster (Fig. 5c ) were some of the most densely innervated, suggesting that co-variance in TRAPing patterns does indeed reflect direct connectivity. However, the global projections of 1d-and 14d-TRAPed neurons were indistinguishable at this level ( Fig. 6b-d ). This could be because neurons participating in memory retrieval across time derive from the same broad class of projection neurons, or because TRAPed neurons also include those that stably encode features of the environment as discussed earlier.
Although the structural projections of 1d-and 14d-TRAPed neurons were similar, they could still elicit different functional effects in target regions through time-dependent changes in connection strength or target cell response properties. To test this hypothesis at the whole-brain level, we used the same 1d-and 14d-TRAPed animals from our behavioral analyses (Fig. 3) . We photostimulated TRAPed PL neurons expressing ChR2 while animals were in the home-cage, and sacrificed the mice one hour later to examine resultant Fos induction throughout the brain using iDISCO+ and ClearMap 30 (Fig. 6e ). Principal components analysis (PCA) on the Fos + cell counts in 1d-and 14d-TRAPed groups revealed that mice from the two groups segregated along PC2 (Fig. 6f ). Examining the PC loadings indicated that sensory and association cortical areas, central amygdala, and tuberal nucleus largely explained the variance along PC2, with cortical areas higher in the 14d condition, and subcortical regions contributing more strongly towards the 1d condition ( Fig. 6g ). To further explore group-level differences in Fos induction, we analyzed normalized Fos levels by region and observed 21 regions with differential Fos expression between 1dand 14d-TRAPed animals ( Supplementary Table 4 ). Again, regions with higher Fos in the 14d condition tended to be in the neocortex, including high-order auditory, visual, and somatosensory areas, while regions with higher Fos in the 1d condition were largely subcortical, including nuclei in the hypothalamus, thalamus, striatum, and pallidum (Fig. 6h ). Interestingly, several cortical areas higher in the 14d condition are highly innervated by TRAPed PL axons, belong to PL's cluster in our co-variation analysis above, and are highly correlated with memory-guided behaviors. Together, these data suggest that dynamic changes in PL manifest as increasing functional recruitment of cortical targets with time ( Fig. 6i ).
Discussion
Using TRAP2, we accessed PL neurons activated during fear conditioning or 1-, 7-, or 14-day memory retrieval, and assessed their contributions to 28-day remote memory. We found that PL neurons TRAPed at later retrieval times were more likely to be reactivated during remote memory retrieval, more effectively promoted remote memory retrieval, and were required for the full remote cued fear memory. Furthermore, reducing PL activity during learning blunted the ability of TRAPed PL neurons to promote remote memory retrieval. Finally, unbiased whole-brain analyses identified a set of cortical regions whose activity co-varied with the PL cortex and correlated with memory specificity. Many of these regions were densely innervated by and preferentially activated by PL neurons TRAPed during 14-day retrieval. These findings support a model in which PL ensembles underlying remote memory undergo dynamic changes during the first two weeks after learning, which manifest as increased functional recruitment of cortical targets (Fig. 6i ).
Characterization of TRAP2.
We have provided a detailed characterization of TRAP2, demonstrating that it has several advantages over the previous version. While both versions have a similar TRAPing window of ~6 hours surrounding a 4-OHT injection, TRAP2 has enhanced labeling efficiency and provides improved genetic access throughout the brain, particularly in subcortical regions including the striatum, amygdala, hypothalamus, and midbrain structures. By using a bicistronic cassette in the targeting allele, we preserved expression of endogenous Fos so that TRAP2 animals are viable as homozygotes. To validate that the targeting allele did not interfere with endogenous Fos expression, we showed that Fos induction in TRAP2 mice is indistinguishable from wild-type mice following remote fear memory retrieval. With improved access throughout the brain, permanent labeling, a short labeling window, compatibility with whole brain analysis tools, and a modular design that meshes with existing Cre-dependent effectors, TRAP2 offers many advantages over existing activity-dependent tools 16 . Here we leveraged its unique features to identify dynamic changes in cortical circuits that promote remote fear memory retrieval. Permanent labeling gave us the ability to track the same neurons across a month so we could causally relate their activity during learning or recent memory to their function during remote memory. We recently reported that TRAP2 could efficiently access dehydration-activated hypothalamic neurons to investigate neural basis of thirst motivation 24 . We expect that TRAP2 can be used for whole-brain mapping of the circuits and activity patterns underlying diverse behaviors.
Dynamic changes in PL ensembles underlying memory retrieval over time. While memories reorganize over time at the systems level 2,3 , the precise nature of this reorganization at the level of individual cortical neurons was unclear. Focusing on the PL cortex, a prefrontal subregion required for fear memory retrieval over time, we provide compelling evidence that the PL ensembles that support remote memory undergo dynamic changes during consolidation. A recent study demonstrated that PL neurons activated during contextual fear conditioning are required for memory retrieval two weeks later, that hippocampal activity supports their functional maturation, and that BLA-PL interactions have a selective role in remote memory 11 . Using a cued fear conditioning paradigm to examine PL memory circuits a month after learning, we extend these findings in several ways. By TRAPing at different times after conditioning, we demonstrate that while FC-TRAPed neurons make a small contribution, neurons TRAPed during later memory retrieval have greater influence over remote memory. We interpret these dynamic changes to reflect different neurons being recruited to the PL memory trace with time, in line with recent work showing dynamic turnover in task-relevant neural ensembles in the hippocampus 45 , amygdala 5 , and parietal cortex 46 . However, our observations are also consistent with changes in activity patterns 10,47 that c, tSNE representation of brain areas across replica mice (1d, n = 7; 14d, n = 9 biologically independent animals), where each dot represents a single brain area and distance in tSNE space reflects similarity in counts of TRAPed neurons for that particular brain area across all mice. A subset of brain areas that belong to the PL cluster in 1d and 14d TRAP is indicated. d, List of brain regions by assigned cluster for 1d-and 14d-TRAPed brains sorted by 1d TRAP condition. e-h, Pearson correlations of regional TRAP counts (1d, n = 7; 14d, n = 9 biologically independent animals) with tone discrimination ((CS + - CS -)/(CS + + CS -)) color mapped onto tSNE clusters (as shown in c), or onto coronal sections from a standard brain for 1d-TRAP (e,f) and 14d-TRAP (g,h) brains (see also Supplementary Table 2) could push neurons above or below the TRAPing threshold. Either way, these changes may reflect shifting demands on PL circuits during memory retrieval over time 7, 11, 48 . What drives these dynamic changes in PL? We provide evidence that activity of PL neurons during learning influences recruitment of neurons to the memory trace. Previous work showed that pharmacologically silencing PL cortex during fear conditioning did not impair memory 9 , but these studies did not examine the impact on the causal function of PL during subsequent memory retrieval. Here we find that while reducing PL activity during FC did not impact memory retrieval at the behavioral level, it impaired the ability of 14d-TRAPed PL neurons to enhance remote memory retrieval. We propose that PL neurons activated during learning, along with long-range input 44 from amygdala 32 , hippocampus 49 and entorhinal cortex 11 , initiate a process of local changes within PL circuits during memory consolidation, which underlies the temporal evolution of PL ensembles for remote memory retrieval we observed (Fig. 6i ).
Whole-brain analyses of PL circuits underlying memory retrieval over time. The systems consolidation hypothesis posits Supplementary  Table 3 for statistical comparisons). e-g, Whole-brain Fos patterns in response to activating 1d-and 14d-TRAPed PL neurons. e, Experimental design. f, Locations of individual mice projected in principal component (PC) space defined by the first two PCs (arbitrary PC units, 1d, n = 5; 14d, n = 4 biologically independent animals). g, Loadings for PC2 (arbitrary PC weight units). h, Visualization of regions with differential Fos expression in 1d-and 14d-TRAPed brains (1d, n = 5; 14d, n = 4 biologically independent animals; see also Supplementary Table 4 ). i, Working model showing that PL ensembles involved in the memory trace are recruited over time and that despite having similar projection patterns, PL cells involved in remote memory more strongly recruit cortical targets. ACB, nucleus accumbens; ATN, anterior group of the dorsal thalamus; AUDd, dorsal auditory area; AUDp, primary auditory area; CB, cerebellum; CLA, claustrum; CNU, cerebral nuclei; CP, caudoputamen; D, dorsal; EP, endopiriform nucleus; ME, median eminance; MEA, medial amygdala; NLOT, nucleus of the lateral olfactory tract; P, posterior; PALc, pallidum caudal region; PIR, piriform area; PTLp, posterior parietal areas; PVT, paraventricular nucleus of the thalamus; RSP, retrosplenial area; SSs, supplemental somatosensory area; TT, taenia tecta; TU, tuberal nucleus; VISa, anterior visual area; VISal, anterolateral visual area; VISpm, posteromedial visual area.
that remote memories are stored in a distributed cortical network 2 , although only a few studies have examined the brain-wide memory network at the cellular level 15, 48 , and the role of the PL cortex in shaping downstream activity patterns remained unclear. Our analyses revealed that even though 1d-and 14d-TRAPed neurons had similar structural projections, a set of high-order sensory and association cortices had preferentially increased Fos induction following photoactivation of 14d-TRAPed PL neurons. Thus, TRAPed populations may contain distinct subclasses of projection neurons that are enriched at different times. Alternatively, members of the same large projection class with differential target-dependent plasticity may be recruited to the memory trace over time. Additional analyses of whole-brain TRAPing patterns highlighted a set of frontal, temporal, and parietal cortical association areas that reliably clustered with the PL cortex and correlated with cued freezing behavior, while several subcortical regions only clustered with the PL cortex during 1d memory retrieval, and their correlations with freezing behavior degraded with time. Thus, though systems consolidation has been better-studied for contextual memory, our data support its central tenet in our paradigm that includes contextual and cued fear memory. As PL and other cortical association areas from the same tSNE cluster were highly correlated with tone discrimination specifically in 14d TRAPed brains, and silencing 14d-(but not 1d-) TRAPed PL neurons reduced tone discrimination during remote memory retrieval, PL cortex and associated cortical regions recruited at remote timepoints might contribute to memory specificity. Furthermore, regions in other clusters became anti-correlated with tone discrimination over time, suggesting that bidirectional changes in coordinated activity patterns may underlie memory retrieval over time.
Overall, our whole-brain analyses converged on a partially overlapping set of cortical areas, including auditory, temporal association, ectorhinal, and entorhinal areas (Fig. 6i) , which have demonstrated roles in remote fear memory retrieval 6, 41, 42 . Together, our data indicate that changes in PL ensembles promoting remote memory may reflect a time-dependent recruitment of cortical targets whose function could underlie the specificity of the retrieved memory. These studies will guide future work examining the dynamics of interactions between PL cortex and identified target regions during memory retrieval.
online content
Any methods, additional references, Nature Research reporting summaries, source data, statements of data availability and associated accession codes are available at https://doi.org/10.1038/ s41593-018-0318-7.
488-nm, 561-nm, and 640-nm lasers. The samples were scanned with a step-size of 3 µ m using the continuous light-sheet scanning method with the included contrast adaptive algorithm for the 640-nm channel (20 acquisitions per plane), and without horizontal scanning for the 488-nm autofluorescence and 561-nm channels.
Image processing and analysis. Cell and axon counts were calculated blind to experimental conditions. iDISCO+ samples immunostained for Fos + and tdTomato + cells (in Ai14 mice) were quantified using the ClearMap cell detection module 30 , with cell detection parameters optimized and validated by two expert users based on the intensity and shape parameters of each antibody's immunolabeling profile (specific values used for ClearMap's Image Processing Modules available upon request). To analyze GFP + axons, a two-dimensional pixel classifier was trained in Ilastik (www.Ilastik.org) using ~15 images from each of four brains. Autofluorescent fiber tracts were separated from labeled axons with a second pixel classifier. The image stack of autofluorescence in the 488 nm channel was aligned to the Allen Institute's Common Coordinate Framework (CCF) using the Elastix toolbox and subsequently, the processed stack of axons was transformed to the same coordinates. Voxels classified as axons were equally thresholded in all brains and counted by regions as described in the 2017 CCF. Within the Allen's hierarchy of brain areas, regions distinguished solely by layers or anatomical location were collapsed into their 'parent' region (or example, layers 1-6 of both dorsal and ventral anterior cingulate area are labeled as 'anterior cingulate area'). These decisions were made prior to analysis. Resultant innervation probability maps were binarized and axon-positive voxels were then aligned using ClearMap registration toolbox 30 and analyzed using custom MatLab software. Reported values of axonal labeling density for individual brain regions are normalized to region volumes.
Statistical methods.
No statistical methods were used to pre-determine sample sizes, but our sample sizes are similar to those reported in previous publications (for example, ref. 7, 11, 44 ). Data distribution was assumed to be normal when we performed ANOVA and t-tests, but these were not formally tested.
Analyses of the TRAP and Fos whole-brain counts were performed in Python. In Fig. 5c-d , TRAPed cells were quantified per brain area using ClearMap 30 , and then visualized using tSNE 39 applied to the per-mouse count data for each area. To cluster the TRAP brains, the shared-nearest-neighbor algorithm with multilevel community detection, using Jaccard similarity as a metric, was applied 54 . This algorithm attempted to cluster brain areas based on the amount of TRAPing within that area per mouse, and automatically determined that the brain areas were divided into three clusters. For correlation with behavioral characteristics (Fig. 5e-h and Supplementary Fig. 12 ), the tSNE plots were colored by Pearson correlation between counts per area and the tone discrimination index, the CS + freezing time, and the context freezing time.
To further analyze Fos data, the number of Fos + cells per brain area was first normalized by the volume of that area in the Allen Brain Atlas. Statistical tests between counts in 1-day and 14-day conditions were computed using a t-test, and then were false discovery rate (FDR) corrected ( Fig. 6h and Supplementary  Table 4 ). To visual the Fos data in two-dimensional space, principal components analysis was applied to these normalized, per area counts to find the axes that would capture the most variance across different brain areas. The per-animal data across all brain areas was then projected onto the first two principal components (Fig. 6f,g) . All computations were performed using scikit-learn and NumPy.
Exclusion criteria are reported in Methods. Summary graphs represent mean ± SEM. The statistical tests, including post-hoc tests for multiple comparisons, are reported in the figure legends along with the definition of n. Significance was defined as alpha = 0.05 or FDR = 0.1, and statistical tests were performed in Prism (GraphPad). Paired t-tests were two-tailed.
Statistics and reproducibility.
Characterization of whole-brain TRAPing patterns in FC and NS animals ( Fig. 1 ) are based on n = 4 biologically independent animals per condition, run in parallel through iDISCO+ immunolabeling and light sheet imaging protocols, as recommended by the authors of the iDISCO+ manuscript 30 . Similar results for TRAP-Fos overlap were obtained in 7, 4, 3, 2, and 2 independent cohorts of animals for NS, FC, 1d, 7d, and 14d conditions, respectively (Fig. 2) . Similar results for optogenetic activation with ChR2 were obtained in 5, 5, 6, and 3 independent cohorts of animals for FC, 1d, 7d, and 14d conditions, respectively ( Fig. 3, Supplementary Fig. 8 ). Similar results for optogenetic inhibition were obtained in 2 independent cohorts of animals per condition ( Fig. 4 and Supplementary Fig. 11 ). Similar results for correlating behavioral data with wholebrain TRAPing patterns for 4 and 3 cohorts of 1d-and 14d-TRAPed animals, respectively ( Fig. 5 and Supplementary Fig. 12 ). Characterization of whole-brain axon innervation patterns in 1d and 14d-TRAPed animals (Fig. 6 ) are based on n = 5 and n = 3 biologically independent animals, respectively, run in parallel through iDISCO+ immunolabeling and light sheet imaging protocols. 
Reporting Summary. Further information on research design is available in the

Statistical parameters
When statistical analyses are reported, confirm that the following items are present in the relevant location (e.g. figure legend, table legend, main text, or Methods section).
n/a Confirmed
The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement An indication of whether measurements were taken from distinct samples or whether the same sample was measured repeatedly
The statistical test(s) used AND whether they are one-or two-sided Only common tests should be described solely by name; describe more complex techniques in the Methods section.
A description of all covariates tested A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons A full description of the statistics including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)
For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted Our web collection on statistics for biologists may be useful.
Software and code
Policy information about availability of computer code
Data collection
FreezeFrame3, Bioviewer III, Zen, ImageJ, Imspector, Ariol
Data analysis
We used ClearMap (opensource), a custom Ilastik-generated pixel classifier (Ilastik1.3.0), and custom Matlab scripts to analyze whole brain images obtained with a LaVision Lightsheet Ultramicroscope. We used custom ImageJ (Fiji v1.0) macros to analyze confocal images. We used Prism7 for statistical analyses.
For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors/reviewers upon request. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Research guidelines for submitting code & software for further information.
Data
Policy information about availability of data All manuscripts must include a data availability statement. This statement should provide the following information, where applicable:
-Accession codes, unique identifiers, or web links for publicly available datasets -A list of figures that have associated raw data -A description of any restrictions on data availability All data generated or analyzed during this study are included in this article and its supplementary information files. Field-collected samples None used.
