Abstract. Using the framework for multiplicative parametrized homotopy theory introduced in joint work with C. Schlichtkrull, we produce a multiplicative comparison between the homotopical and operator algebraic constructions of twisted K-theory, both in the real and complex case. We also improve several comparison results about twisted K-theory of C * -algebras to include multiplicative structures. Our results can also be interpreted in the ∞-categorical setup for parametrized spectra.
Introduction
Twisted homology and cohomology, or (co)homology with local coefficients, was originally invented by Steenrod [Ste43] as a receptacle for cohomological invariants that can only be made sense of in ordinary (co)homology under orientation assumptions. Examples include obstruction classes against sections in fiber bundles, fundamental classes of manifolds and Thom classes of vector bundles. Upon generalizing the notion of a twist appropriately, the latter two types of objects are not restricted to singular homology and were introduced for K-theory by Donovan and Karoubi [DK70] .
While a twisting datum in integral (co)homology is given by a line bundle and thus determined by its first Stiefel-Whitney class or equivalently by a map to K(Z/2, 1) ≃ τ ≤1 BO ≃ B(O/SO), Donovan-Karoubi used principal PU-bundles, where PU denotes the projective unitary group of some (infinite dimensional) Hilbert space. By Kuiper's theorem U is contractible, and hence principal PUbundles are classified by their Dixmier-Douady classes in the third integral cohomology. Equivalently, they are encoded by maps to K(Z, 3) ≃ B(SO Spin c ), where denotes homotopy quotients. The theory is easily extended to graded Hilbert spaces and to maps into B(O Spin c ). There is an analogous theory in the case of real K-theory for principal PO-bundles and maps into K(Z/2, 2) ≃ τ ≤2 BSO ≃ B(SO Spin) and more generally τ ≤2 BO ≃ B(O Spin) for graded bundles.
As a motivating example take the following conjecture of Stolz: By design, any closed d-manifold M determines a fundamental class [M ] ∈ ko d (M, or(M )) in its twisted, connective KO-homology, where or(M ) : M → τ ≤2 BO records the first two (normal) Stiefel-Whitney classes of M . If the universal cover of M admits a spin structure, then the twist or(M ) factors through the classifying map c : M → Bπ 1 (M ). Stolz conjectured that the vanishing of c * [M ] ∈ ko d (Bπ 1 (M ), or(M )) is sufficient for the existence of a metric of positive scalar curvature on M . This conjecture is intimately tied to the Gromov-Lawson-Rosenberg conjecture asserting that the vanishing of a certain index class ind(M ) ∈ KO d (C * (π 1 (M ), or(M ))) is both necessary and sufficient for the existence of such a metric (see [Sto96] ). The connection is established via an assembly map ko * (BG, τ ) → KO * (BG, τ ) → KO * (C * (G, τ )). Already in the untwisted situation, i.e., when M itself admits a spin structure, it relies on the operator theoretic interpretation of K-homology (see e.g. the survey [RS01] and the references therein). In contrast, one reason why the conjecture of Stolz is useful is that the groups ko * (BG, τ ) are more amenable to computations with the best available tools coming from homotopy theory.
Indeed, homotopy theory allows to build a topological monoid GL 1 (R) from an associative structured ring spectrum R. This monoid governs the twists that the (co)homology theory represented by R allows. Restricting to real K-theory for simplicity of exposition, the space BGL 1 (KO) is much larger than τ ≤2 BO; it is equivalent to the classifying space of {±1} × BO, a monoid under the tensor product of virtual vector bundles. To apply homotopical machinery it therefore becomes necessary to determine the map κ : τ ≤2 BO → BGL 1 (KO) induced by the construction of Donovan and Karoubi and identify the resulting twisted cohomology theory with the operator theoretic construction. Such twisted cohomology theories are represented by parametrized spectra and indeed the classifying space BGL 1 (R) comes equipped with a universal parametrized spectrum γ R . Similarly, one can fashion a spectrum KO PO over τ ≤2 BO that represents the operator algebraic version of twisted K-theory. The second task therefore boils down to showing that κ * (γ KO ) coincides with KO PO. A homotopical candidate for κ is easily found: There is a map J Spin : τ ≤2 BO → BGL 1 (MSpin), which is induced by the J-homomorphism J : BO → BGL 1 (S) via the unit S → MSpin. Its composite with the Atiyah-Bott-Shapiro orientation α : MSpin → KO is a map taut KO = BGL 1 (α) • J Spin from τ ≤2 BO to BGL 1 (KO). It was recently proven in [AGG14] that when restricted to τ ≤2 BSO, the map κ from the construction of Donovan and Karoubi and taut KO do indeed agree. This was done by simply classifying all maps τ ≤2 BSO ≃ K(Z/2, 2) → BGL 1 (KO) up to homotopy, of which there turn out to be only two. However, these methods do not obviously extend to cover the more general source. More importantly, they also do not suffice to identify them as maps that both preserve the multiplicative structure we explain next. Given a ring spectrum with an E ∞ structure, i.e., a homotopy coherent commutative multiplication, the space GL 1 (R) is again an E ∞ space and both maps just described admit canonical refinements to E ∞ maps. These structures become important when considering for example multiplications on twisted cohomology, and also govern the theory of power operations, an important tool in computations. In one of the appendices to [HJ17] , Joachim and the first author sketched an identification of κ and taut KO as E ∞ maps, but the setup of that paper did not allow for a multiplicative comparison of the resulting parametrized spectra.
In the present paper, we use our foundational joint work with Schlichtkrull [HSS19] to complete the picture and show the following result.
Main Theorem. The parametrized spectra KO PO and taut * KO (γ KO ) agree as parametrized E ∞ ring spectra over the E ∞ space τ ≤2 BO. Consequently, operator algebraic and homotopical twisted K-theory agree including their multiplicative structure.
The multiplication of τ ≤2 BO in the theorem corresponds to the Whitney sum. Both versions are made precise in Theorem 1.5 below, and the cohomological consequences are spelled out in Proposition 6.2. Using similar techniques, we can also improve Pennig's description of higher twisted K-theory for C * -algebras from [Pen16] to include multiplications.
We would also like to stress that the comparison results in [HSS19, Section 10] allow the spectrum taut * (γ KO ) to be interpreted in other setups for parametrized homotopy theory, specifically the one of [ABG + 14] in the language of ∞-categories. More specifically, [HSS19, Lemma 10.3 and Proposition 10.15] imply that after passage to the underlying ∞-category, taut * (γ KO ) can be identified as an E ∞ object with the pullback of the ∞-categorical universal KO-line bundle along taut KO . Objects arising from universal constructions like γ R are particularly amenable to manipulations in that setup, and we think of our framework as a useful bridge between the operator algebraic and the ∞-categorical world.
1.1. Parametrized symmetric spectra. We shall work in the setup of symmetric spectra in retractive spaces that is developed in a companion paper joint with C. Schlichtkrull [HSS19] .
Starting from the category of spaces S, we first pass to the category of retractive spaces S R , also called ex-spaces. They consists of pairs of spaces (E, X) with structure maps maps X → E and E → X that compose to the identity of X. We think of E and X as the total and base space, respectively. Maps of retractive spaces are allowed to vary both the total and the base space. Retractive spaces admit a model category structure with weak equivalences the maps that are weak homotopy equivalences on both the base and the total space. Furthermore, S R comes with a symmetric monoidal structure given by the fiberwise smash-product ⊼. It restricts to the cartesian product on base spaces, has (S 0 , * ) as monoidal unit, and equips S R with the structure of a symmetric monoidal model category.
A symmetric spectrum in retractive spaces is then defined to be a sequence of retractive spaces (E, X) n together with actions of the symmetric groups Σ n and structure maps (E, X) n ⊼ (S 1 , * ) → (E, X) n+1 that are suitably equivariant. We write Sp Σ R for the resulting category and simply refer to its objects as parametrized symmetric spectra. By results of Hovey [Hov01] , Sp Σ R inherits both a symmetric monoidal structure, again denoted by ⊼, and a compatible model structure that we refer to as the local model structure. The base spaces of a parametrized symmetric spectrum (E, X) assemble into an I-space X, that is, a functor I → S from the category of finite sets and injections I. Here the Σ n -action on X n provides functoriality in the endomorphisms of n = {1, . . . , n}, the structure maps give the functoriality in the subset inclusions n ֒→ n + 1, and their compatibility implies that this data extends to a functor I → S.
The category of I-spaces S I is also equipped with a symmetric monoidal model Day convolution product ⊠. It has a compatible model structure with weak equivalences the I-equivalences, i.e., the maps that induce weak homotopy equivalences when applying homotopy colimits [SS12, §3] . The projection to the base π b : Sp Σ R → S I is strong symmetric monoidal for the two products and both left and right Quillen. In particular, for an I-space X one can consider the category Sp 
These adjoints are important in the formation of twisted (co)homology theories. If f is an I-equivalence then (f ! , f * ) is a Quillen equivalence. When X = const I K is a constant I-diagram on a space K, the category of X-relative symmetric spectra is equivalent to the category of symmetric spectrum objects in spaces over and under K and thus models the usual category of parametrized spectra.
A central feature of I-spaces is that they allow to model E ∞ spaces by commutative I-space monoids, i.e., by strictly commutative monoids with respect to ⊠ [SS12, Theorem 1.2]. If M is a commutative I-space monoid, we show that the category Sp Σ M inherits a well-behaved symmetric monoidal structure, the convolution smash product [HSS19, §4] . To our knowledge, this product is not present in other point-set approaches to parametrized homotopy theory. It is essential for even stating our main theorem including the multiplicative structure.
Finally, we show that the universal R-line bundle γ R considered above has a convenient point set level model in parametrized symmetric spectra. To define it, we consider a (positive fibrant) commutative symmetric ring spectrum and let G be a (cofibrant replacement of) of GL I 1 R, the commutative I-space monoid model of the units of R introduced by Schlichtkrull [Sch04] . Writing S 
The base space of γ R is thus the classifying space BG = B ⊠ ( * , G, * ) of the units of R, which is again a commutative I-space monoid. By construction, γ R is a commutative monoid in the category Sp Σ BG under the convolution smash product. It is this object which for R = KO appears in the main theorem.
1.2. Actions of cartesian I-monoids. In the present paper, we introduce another construction principle for parametrized symmetric ring spectra that we use to define KO PO. To describe it, we say that a cartesian I-monoid is an I-diagram of simplicial or topological monoids. Equivalently, it is a monoid in S I with respect to the cartesian product. An action of a cartesian monoid H on a commutative symmetric ring spectrum R is a family of H(n)-actions on R n compatible with base points and structure maps. Special cases of such actions were already considered by Dadarlat-Pennig [DP15] and §23.4] . When H acts on R, we can then form the homotopy quotient R H with (R H) n = B × ( * , H(n), R n ). The base I-space of R H is B × (H) = B × ( * , H, * ), the bar construction of H with respect to the cartesian product.
There is a canonical map H ⊠H → H ×H, and by restriction along it a cartesian I-monoid H can also be viewed as an I-space monoid, i.e., as a monoid in S I with respect to the ⊠-product. We say that a cartesian I-monoid is I-commutative if its underlying I-space monoid is commutative. This condition can also be formulated directly in terms of an Eckmann-Hilton condition on H, but the salient feature for now is that it is strictly weaker than requiring each H(n) to be commutative. For example, the orthogonal groups O(n) assemble to an I-commutative cartesian I-monoid O I . As we will see later, many other examples of interest have this property, in particular the projective orthogonal groups of tensor powers of a Hilbert space. If H is I-commutative and the action of H on R also satisfies an EckmannHilton condition, then B × (H) is a commutative I-space monoid and R H is a commutative monoid in Sp Σ B × (H) under the convolution smash product. Moreover, in this case the action is adjoint to map of commutative I-space monoids µ ♭ : H → Ω I (R) first considered in [DP15] . It sends h ∈ H(n) to the composite S n → R n → R n of the unit with the action of h. Here Ω I (R) is the commutative I-space monoid model for the underlying multiplicative E ∞ space of R. If the induced multiplication on the Bousfield-Kan homotopy colimit H hI = hocolim I (H) is in addition grouplike, we get a map of commutative I-space monoids µ c : 1.4. Two applications to twisted K-theory. As advertised, the first application concerns the two models of twisted K-theory. We briefly sketch the constructions in the present language (ignoring cofibrant or fibrant replacements).
On the one hand, given a map θ : H → O I of grouplike I-commutative cartesian I-monoids into the cartesian I-monoid formed by the orthogonal groups, there is a tautological map
is a model for the homotopy fiber of θ and M θ is the associated Thom spectrum. When H = Spin I , it can be followed by the Atiyah-Bott-Shapiro orientation α : M Spin → KO to produce a map
In the complex case, we obtain taut KU : O I Spin c I −→ GL I 1 KU. These maps are known as the inclusion of the lower twists of K-theory. As described above, one can pull the bundles γ KO and γ KU back to obtain commutative parametrized ring spectra over B(O I Spin On the other hand, most good operator theoretic models of K-theory spectra admit actions of projective orthogonal (or unitary) groups. We shall use the symmetric spectra KO and KU introduced by Joachim [Joa04] , which also come equipped with a simple model for the Atiyah-Bott-Shapiro orientation. They admit natural Eckmann-Hilton actions by the groups P O I or P U I given in degree n as the projective orthogonal/unitary group of L 2 (R n ). This allows us to form the commutative parametrized ring spectra KO P O I and KU P U I . We explicitly relate the associated twisted cohomology theory to operator theoretic definitions of twisted K-theory using Kasparov's KK-theory including the multiplicative structure (see Proposition 6.2).
We then apply Theorem 1.3 to show:
Theorem 1.5. There exist preferred zig-zags of local equivalences
of commutative parametrized ring spectra.
The second application is a generalization of such a multiplicative identification to certain C * -algebras A: If K denotes the compact operators on some Hilbert space, we show that the action of the automorphisms A ⊗ K on the K-theory spectrum of A can be encoded in the action of a cartesian I-monoid Aut I (K, A) on Joachim's model K A . When A is the base field, this recovers exactly the action considered on KO and KU above. We then construct pairings
and note that these induce the usual products on associated twisted cohomology theories. Now, in a series of papers [DP15, Pen16, DP16], Dadarlat and Pennig constructed a commutative symmetric ring spectrum K ∞ A representing the homotopy type K A , whenever A is strongly selfabsorbing, i.e., when there exists an isomorphism A ⊗ A ∼ = A with particularly good properties. Similarly, the homotopy type of Aut I (K, A) is then represented by an I-commutative cartesian I-monoid Aut 
From here it is immediate that the cycle description of higher twisted K-theory given by Pennig in [Pen16] is multiplicative.
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1.9. Notations and conventions. We work in the category compactly generated weak Hausdorff spaces Top or in simplicial sets sSet and write S to refer to any of these two categories of spaces.
Review of I-spaces
We begin to recall basic material about I-spaces from [SS12, §3] which is central to our model for parametrized spectra.
Definition 2.1. We write I for the category whose objects are the finite sets m = {1, . . . , m}, m ≥ 0, and whose morphisms are the injections. An I-space X is a covariant space valued functor X : I → S, and we write S I for the resulting functor category. A map X → Y in S I is an I-equivalence if it induces a weak homotopy equivalence X hI → Y hI of Bousfield-Kan homotopy colimits.
The I-equivalences participate in an (absolute projective) I-model structure on
I is a level equivalence (resp. positive level equivalence) if X(n) → Y (n) is a weak homotopy equivalence for all n in I (resp. all n in I with |n| ≥ 1). Every (positive) level equivalence is an I-equivalence, but not vice versa.
The relevance of I-spaces comes from the fact that it has an additional monoidal structure not present in spaces, the Day convolution product X ⊠ Y of I-spaces X and Y . Using that I is symmetric monoidal under the ordered concatenation of ordered sets m ⊔ n = m + n, the ⊠-product is defined to be the left Kan extension of the
where the colimit is taken over the category − ⊔ − ↓ n. Since 0 is initial in I, the terminal I-space * = const I ( * ) ∼ = I(0, −) given by the constant I-diagram on the one point space * is also the unit for ⊠. Since the twist isomorphism of the symmetric monoidal structure on I is the block permutation χ k,l : k ⊔ l → l ⊔ k, also the twist for ⊠ takes these permutations into account.
Definition 2.2. A (commutative) I-space monoid is a (commutative) monoid in (S
I , ⊠, * ), and we write CS I for the category of commutative I-space monoids.
Unraveling definitions, a commutative I-space monoid is an I-space M together with associative and unital multiplication maps
satisfying a commutativity condition involving the twist of the ×-factors in the source and the map induced by the block permutation k ⊔ l → l ⊔ k in the target. It is shown in [SS12, Theorem 1.2] that up to weak homotopy equivalence, every E ∞ space can be represented by a commutative I-space monoid. More precisely, the category CS I admits a positive (projective) I-model structure with weak equivalences the I-equivalences that is related to the category of E ∞ spaces by a chain of Quillen equivalences. The fibrant objects in the positive I-model structure are called positive I-fibrant. They are characterized by the condition that all maps m → n in I with |m| ≥ 1 induce weak equivalence between fibrant spaces so that there is no homotopical information in level 0.
Besides the ⊠-product, the category of I-spaces also has a cartesian product × with unit * . Definition 2.3. A cartesian I-monoid is an associative monoid in (S I , ×, * ) or, equivalently, a functor I → AS to simplicial or topological monoids. We will denote the category of cartesian I-monoids by (AS)
I .
The notion of a commutative cartesian I-monoid M will often be too restrictive since it requires all monoids M (k) to be generalized Eilenberg-Mac Lane spaces after group completion. In contrast, a commutative I-space monoid M does not provide monoid structures on the spaces M (n) unless n = 0. Therefore, commutativity with respect to ⊠ is a less rigid notion.
To compare the two notions of monoids, we note that there is a natural map
that was considered in [SS13, Proposition 2.27]. It sends a point represented by
Lemma 2.5. The natural map ρ X,Y equips the identity with the structure of a lax symmetric monoidal functor
Proof. Since * serves as a unit both for ⊠ and ×, the identity provides the structure map relating the respective units. The compatibility of ρ X,Y with the associativity is immediate for the definition. Compatibility with the symmetry isomorphism for the ⊠-product follows since the latter sends the point represented by α : k ⊔ l → n, x ∈ X(k) and y ∈ Y (l) to the point represented by (α • χ k,l , y, x).
Corollary 2.6. Every cartesian I-monoid M has an underlying I-space monoid
This observation allows us to relax the notion of commutativity for cartesian I-monoids in the following way.
Definition 2.7. A cartesian I-monoid M is I-commutative or Eckmann-Hilton if its underlying I-space monoid is commutative.
Lemma 2.8. Let M be a cartesian I-monoid. The following are equivalent:
(ii) For all injections α : k ⊔ l → m, the following diagram commutes:
is a monoid homomorphism.
Remark 2.9. In [DP15, Definition 3.1], Dadarlat and Pennig introduce EckmannHilton I-groups which are a special case of our I-commutative cartesian I-monoids. They view the I-space monoid structure as additional data (rather than deriving it from the cartesian I-monoid structure) and require the M (k) to be groups (rather than monoids). Schwede 
which is the realization of the map of simplicial objects given in each simplicial degree by the map
Lemma 2.11. Let M be an I-commutative cartesian I-monoid. Then the bar constructions B × (M ) and B(M ) inherit the structure of a commutative I-space monoid, and c M :
Proof. The multiplication of B × (M ) is induced by the map (2.4), and its compatibility with the multiplication of B(M ) results from the map of base I-spaces underlying the map (3.10) discussed below.
2.12. Grouplike cartesian I-monoids. Via the passage to the underlying infinite loop space, connective spectra are equivalent to grouplike E ∞ spaces. In view of the equivalence between commutative I-space monoids and E ∞ spaces, an analogous statement holds for grouplike commutative I-space monoids (see [SS13, Theorem 1.5]). Here an I-space monoid M is grouplike if the monoid π 0 (M hI ) is a group.
We say that a cartesian I-monoid M is grouplike if its underlying I-space monoid is grouplike. It will be convenient to a have an intrinsic criterion for when a cartesian I-monoid is grouplike. To formulate it, we write N for the subcategory of I with morphisms all subset inclusions. Recall that an I-space X is semistable if a (and hence any) fibrant replacement in the absolute I-model structure induces a weak equivalence on the homotopy colimits of the underlying N -diagrams [SS13, §2.5].
Proposition 2.13. Let M be a cartesian I-monoid such that M is semistable as an I-space and the monoid colim k∈N π 0 M (k) is a group. Then M is grouplike.
Proof. It suffices to prove the statement working over simplicial sets. Using [Dug01, Theorem 5.2], the standard model structure on the category of simplicial monoids AS induces a hocolim-model structure on the category (AS)
I of I-diagrams in AS where the weak equivalences are detected by the homotopy colimits over I in AS. We say that a cartesian I-monoid A is semistable if a fibrant replacement in this model structure is an N -equivalence, i.e., induces a weak equivalence when forming the homotopy colimit in AS of the underlying N -diagrams. Since the forgetful functor AS → S preserves cofibrations and sequential colimits, a map in (AS)
I is an N -equivalence in (AS) I if and only if the underlying map in S I is an N -equivalence in S I . Observing that the implication between (ii) and (iii) in [SS13, Proposition 2.10] also holds for I-diagrams of simplicial monoids, it follows that A is semistable in (AS)
I if and only if it is semistable in S I . To prove the statement of the proposition, we now form a zig-zag
where the first map is a fibrant replacement in (AS) I and the second map is the derived adjunction counit of the Quillen equivalence F I 0 : AS ⇄ (AS) I : Ev 0 . Then the first map is an N -equivalence of cartesian I-monoids by the above discussion, and the second map is an absolute level equivalence since both objects are fibrant in (AS)
I . Since the condition about π 0 is preserved under N -equivalences, this reduces the claim to the case of a constant I-diagram of simplicial monoids where it is easily verified.
Remark 2.14. The semistability assumption in the proposition is necessary: For the cartesian I-monoid Σ formed by the various symmetric groups one finds π 0 Σ hI to be given by the conjugacy classes in Σ (∞) = colim k∈N Σ k , with the monoid structure induced by the block sum of permutations, which clearly does not form a group. In fact, the cycle decomposition of permutations shows π 0 Σ hI ∼ = N (∞) . In particular, the projection π 0 M hN → π 0 M hI is not generally a homomorphism.
Parametrized spectra and I-monoid actions
We briefly recall the model for parametrized spectra introduced in [HSS19] .
3.1. Symmetric spectra in retractive spaces. Let S R be the category of retractive spaces with objects pairs of spaces (U, K) with structure maps K → U → K that compose to the identity and morphisms the pairs of maps that make the obvious two squares commutative. The category S R is symmetric monoidal under the fiberwise smash product ⊼ whose monoidal units is the retractive space S 0 = (S 0 , * ) (see [HSS19, Definition 2.21]).
Given an object T in a closed symmetric monoidal category (C, ⊗), one can form symmetric spectra in C with − ⊗ T as suspension. They are defined as sequences (X n ) n≥0 of objects in C with an action of the symmetric group Σ n on X n and suitably compatible structure maps X n ⊗ T → X n+1 (see [Hov01, Definition 7 .2]). Definition 3.2. The category of symmetric spectra in retractive spaces Sp Σ R is the category of symmetric spectrum objects in (S R , ⊼, S 0 ) with −⊼(S 1 , * ) as suspension.
Since symmetric spectrum objects in unbased spaces with − × * ∼ = id as suspension functor are equivalent to I-spaces, the projection to the base space π b :
Definition 3.3. Let X be an I-space. The category of X-relative symmetric spectra Sp Σ X is the fiber of π b : Sp
We stress that the objects in Sp Σ X are in general not the spectrum objects in some category, but rather sequences of retractive spaces over varying base spaces. When X is the terminal I-space, X-relative symmetric spectra are equivalent to ordinary symmetric spectra which we can therefore view as a subcategory of Sp
* that is in level n given by pushforward and pullback along f (n) :
The category Sp Σ R comes with symmetric monoidal Day convolution smash product ⊼ induced by the ⊼ of S R . Its unit is S = (S, * ), and on base I-spaces it is just the ⊠-product of I-spaces. When M is a commutative I-space monoid, the ⊼-product and the pushforward along the multiplication µ :
The possibility to implement this monoidal product is one of the major advantages of working relative to base I-spaces (and commutative I-space monoids) rather than relative to spaces (and E ∞ spaces).
Hovey 
induced by a map of I-spaces f : X → Y is a Quillen adjunction with respect to these model structures, and a Quillen equivalence if f is an I-equivalence. The chain of I-equivalences relating an I-space X to the constant I-diagram on its BousfieldKan homotopy colimit X hI induces a chain of Quillen equivalences between Sp Σ X and the stabilization of the category of spaces under and over X hI .
The levelwise collapse of base spaces induces a functor Θ : Sp
In the above notation, this means Θ(E, X) = (X → * ) ! (E, X). This functor Θ is strong symmetric monoidal. It sends level and hence local equivalences (E, X) → (F, Y ) to stable equivalences if we require the sections of the retractive spaces (E, X) n and (F, Y ) n to be h-cofibrations in the topological case.
3.4. Actions of cartesian I-monoids. We will now study actions of cartesian I-monoids on symmetric spectra. To this end, we recall from [HSS19, Section 4.17] that there is a functor
sending an I-space Y and a symmetric spectrum in retractive space (E, X) to the object
as being tensored over (S I , ×, * ). One important source of parametrized spectra is the functor For the next definition we again view an ordinary symmetric spectrum E as an object in Sp Σ R with the terminal I-space * as base. Definition 3.6. Let M be a cartesian I-monoid and let E be a symmetric spectrum. An M -action on E is an associative and unital map µ :
To our knowledge, actions of cartesian I-monoids on symmetric spectra were first considered in [DP15] and we will discuss their approach below. A similar, but more restrictive notion appears briefly [MS06, Chapter 23] and is used there to produce commutative Thom spectra, which we (re)obtain by application of Θ to the following construction.
Definition 3.7. If a cartesian I-monoid M acts on a symmetric spectrum E, the homotopy quotient of this action is defined to be the two sided bar construction
As usual, the simplicial structure maps of the underlying simplicial object are induced by the unit and the multiplication of M .
We note that the underlying I-space of E M is B × (M ), the bar construction of M with respect to ×. As we will see in Sections 5 and 6, the homotopy quotient is the source of many interesting examples for parametrized spectra. In their notation, the latter is the PFSP B( * , F, S). Pullbacks thereof seem to be the only overlap between the objects considered in loc.cit. and our E M , however.
By passing to the underlying I-space monoid and applying the functor S I t , a cartesian I-monoid M also gives rise to an associative parametrized ring spectrum S
. There is a natural distributivity map
arising from the square [HSS19, (4.23)]. It specializes to a natural transformation of functors
relating the two actions when we set (E, X) = S, and Y ′ = * in (3.10). If a cartesian I-monoid M acts on a symmetric spectrum E, we thus get a map ⊼q ⊼ E → * × M ×q × E that are compatible with the simplicial structure maps by the commutativity of the square [HSS19, (4.23)]. Passing to geometric realizations, we obtain a natural map
The underlying map of I-spaces is the map c M :
). We will show in Proposition 4.2 that a suitably derived version of (3.13) is a local equivalence.
3.14. Commutativity. The next definition is analogous to [DP15, Definition 3.7].
Definition 3.15. Let M be a cartesian I-monoid acting on both a symmetric ring spectrum R and an R-module E. We say that the actions have the Eckmann-Hilton property if the square
is commutative. Here the maps are given by the action of M , the multiplication of M and the action of R on E, and an instance of the distributivity map (3.10).
If R = E and the two actions agree, we shall simply speak of an Eckmann-Hilton action of M on R. The following lemma is proved analogously to Lemma 2.11. 
3.18. Linear actions of cartesian I-monoids. When R is a symmetric ring spectrum, E is a left R-module spectrum, and Y is an I-space, then we may view Y × E as an R-module. To see this, we note that the R-module structure is given by suitably compatible maps µ α : R k ∧ E l ∧ S n−α → E n indexed by morphisms α : k ⊔ l → n in I. The R-module structure on Y × E is then given by the maps
Definition 3.19. The action µ of a cartesian I-monoid M on an R-module E is R-linear if µ : M × E → E is an R-module map. Now suppose M acts R-linearly on R itself (which is for example the case if the action is Eckmann-Hilton in the sense of Definition 3.15). By composing with a suitable instance of (3.11), the R-module map µ :
Via the adjunction given by restriction and extension along S → R, the latter map has the following adjoint in Sp
♭ is a map of associative parametrized ring spectra µ ♭ :
Proof. It is clear that µ ♭ is unital. The R-linearity of the action implies that the square
/ / R commutes, where the unlabeled maps are denote the multiplication of R. Precomposing with µ ♭ and the unit S → R on the left and right R-factor, respectively, one can use the R-linearity of µ in the upper composition and the associativity of µ on the lower one to obtain the claim.
Since R has the terminal I-space as base, parametrized (ring) spectrum maps S
op are in one to one correspondence to (ring) spectrum maps
Using the adjunction (S I , Ω I ), the action map µ thus corresponds to a map of I-space monoids
where ι k denotes the kth component of the unit map S → R. Proof. The claim is equivalent to requiring that the square of R-module spectra
/ / E commutes (where the left R-action in the upper left corner is through the middle term). This follows from the commutativity of [HSS19, (4.23)] (where one sets Y = M , Y ′ = * , (E, X) = R, and (E ′ , X ′ ) = E) and the restriction of the Eckmann-Hilton condition for E along M × * → M × M .
Homotopical comparison of products and bar constructions
To compare the different products in the last section, we first work over simplicial sets in order to rely on the results from [HSS19, Section 8] and explain in Corollary 4.8 how to derive a topological version of our results.
Consider the map ρ Y,(E,X) from (3.11). In general, it cannot be an isomorphism because the underlying map of I-spaces fails to be so. However, there is a useful criterion for when it gives rise to a local equivalence. To phrase it, we use the notion of flat I-spaces. This is a mild cofibrancy condition that is satisfied both by cofibrant I-spaces and the underlying I-spaces of cofibrant commutative I-space monoids [SS12, §3.8]. 
is a local equivalence. 
is a local equivalence when Y is the constant I-space on a space. In this case, it is even an isomorphism by inspection of the colimit defining ⊼. 
Proof. This follows by applying Proposition 4.1 in every simplicial degree and then using [HSS19, Lemma 8.7] which states that the realization of a degree-wise local equivalence is a local equivalence. (This is one occasion were working over topological spaces would require an additional well-basedness hypothesis.)
By [SS13, Proposition 2.27], the statement about c M already holds if M is assumed to be semistable rather than positive I-fibrant. 4.4. Thom spectra from cartesian actions. Let R be a positive fibrant commutative symmetric ring spectrum, let Ω I (R) be the commutative I-space monoid model of its underlying multiplicative E ∞ space, and let GL I 1 R ֒→ Ω I (R) be the grouplike sub-commutative I-space monoid of units of R. Here the fibrancy condition on R ensures that Ω I (R) and GL I 1 R capture a well defined homotopy type. It can be relaxed to asking R to be semistable and level-fibrant (see [BSS17, Remark 2.6]).
We write G for a cofibrant replacement of GL When E = R, the maps in the theorem are commutative monoid maps, and the left hand side is simply the pullback of γ R along Bµ c : BM → BG. Combined with Lemma 3.17, we therefore get:
Corollary 4.6. Let R be a positive fibrant commutative symmetric ring spectrum and let M be a positive fibrant grouplike I-commutative cartesian I-monoid acting on R with an Eckmann-Hilton action. Then we obtain a zig-zag 4.9. Tautological twists of Thom spectra. Let (R, M ) be a commutative parametrized ring spectrum, let P be a grouplike commutative I-space monoid, and let f : S Composing it with a fibrant replacement in CSp Σ and using the adjunction (S I , Ω I ) we get a map P → Ω I (Θ(R, M ) fib ) that factors througĥ
since P is grouplike. One standard example of this construction arises as follows: Let O I be the Icommutative cartesian I-monoid n → O(n) given by the orthogonal groups (see Example 5.4(i) below), let H be an I-commutative cartesian I-monoid, and let θ : H → O I be a map of cartesian I-space monoids. We then consider B × ( * , H, O I ), the homotopy quotient of the H-action on O I . By a slight generalization of Lemma 2.11, it inherits a commutative I-space monoid structure from H and O I .
The commutative I-space monoid B × (O I ) is the base space of the parametrized spectrum γ + = B × ( * , O I , S). Assuming in addition that P = B × ( * , H, O I ) is grouplike, we can then apply the above construction with (R, M ) = (Bθ) * γ + ∼ = B × ( * , H, S) and f the composite
where act : 
⊠ to (a cofibrant replacement of) this square gives an analogous commutative square of classifying spaces.
Remark 4.10. Assuming that H is an I-space monoid (not necessarily cartesian) and replacing all instances of the ×-with the ⊠-products above one obtains a similar construction without assuming H to be commutative. However, for later considerations the present construction is more convenient, so we refrain from carrying this out.
Examples of I-monoid actions
Our principal examples of cartesian I-monoids all arise from the following construction:
Construction 5.1. Let (C, ⊗, 1) be a symmetric monoidal category enriched over the category of spaces (S, ×, * ).
Given objects C, D of C, we can define a cartesian I-monoid End I (C; D) by setting End I (C; D)(n) = End(D ⊗ C ⊗n ) with monoid multiplication the composition. To give its structure maps, we first notice that α : m → n in I induces a bijection m ⊔ (n − α) → n where n − α = n \ α(m). This bijection induces an isomorphism α : C m ⊗ C n−α → C n in C. Usingᾱ and the identity in End(C ⊗n−α ) we define α * to be the composite
The cartesian I-monoid End I (C; D) contains the cartesian I-monoid Aut I (C; D) of invertible elements as a subobject.
We shall abbreviate End I (C; 1) to End I (C) and similarly for Aut I .
Lemma 5.2. The cartesian I-monoids End I (C) and Aut I (C) arising from the previous construction are I-commutative.
Examples of cartesian I-monoids.
We start out with immediate examples of Construction 5.1.
Example 5.4. (i) A few pertinent examples include the cartesian I-monoids Σ I , given as Aut I ( * ) taken in the category of sets under disjoint union, GL I (R) = Aut I (R) taken in the category of modules over a ring R under direct sum, or O I and U I given by Aut I (K) in the category of inner product spaces over K = R or C under direct sum. Similarly, the category of oriented finite dimensional inner product spaces leads to SO I and the category of topological spaces under cartesian product yields Top I . (ii) The I-space Ω I (S) is a cartesian I-monoid since Ω I (S) = End I (S 1 ) in the category S * , monoidal under the smash product. The monoid Ω I (S) acts on the sphere spectrum S by the evaluation maps ev : Ω n S n × S n → S n , and the map ev ♯ : Ω I (S) −→ Ω I (S) from Lemma 3.23 is the identity. (iii) Using the functoriality of universal covers (for locally contractible connected groups, say), the example SO I gives rise to Spin I . It is again commutative.
For our treatment of the Spin-bordism spectrum below, we also need the example Pin I . The Pin-groups, however, do not form an I-commutative cartesian I-monoid since odd elements Pin(n) and Pin(k) anticommute in Pin(n + k). Therefore, they cannot arise from the construction above. To capture their commutativity we need to regard them as I-supergroups as in [Sto96] . Let us more generally define supercategories, a linear version of which appears for example in [BE17] .
To this end consider the category of superspaces, i.e., Z * -spaces equipped with an invariant map | · | to Z/2 called the grading. (We write Z * = {±1} instead of Z/2 to keep the two structures apart.) This category is symmetric monoidal under the superproduct: For two objects X, Y put X ×Y = X × Z * Y equipped with the residual Z * -action and the grading induced by the composite
The unit is Z * with free action and trivial grading. The non-trivial braiding
provides the symmetry isomorphism.
Definition 5.5. A supercategory is a category enriched in superspaces. The enriched product of two supercategories we shall refer to as their superproduct. A (symmetric) monoidal supercategory is just an enriched (symmetric) monoidal supercategory.
Observation 5.6. The category of Z/2-graded vector spaces over some field, symmetric monoidal under the tensor product and Koszul-braiding, admits the forgetful functor V → V ev ⊔ V odd , with the action of Z * through −1 in the base field. This functor admits a tautological lax symmetric monoidal structure. Without further assumptions one has to regard V ev/odd as a discrete space, but clearly when considering some category of topological vector spaces with a well-behaved tensor product this can promoted to take the topology into account.
In particular, every linear (symmetric) monoidal supercategory as considered in [BE17] , has an underlying (symmetric) monoidal supercategory in our sense.
We can now define a supermonoid as a supercategory with one object. This unfolds exactly to the notion considered by Stolz in [Sto96] : It is a (topological) monoid M , together with a homomorphism M → Z/2, a central element c ∈ M in degree 0 with c 2 = e (namely −e, which determines the entire action). A homomorphism of supermonoids is a monoid homomorphism carrying one distinguished element to the other and preserving the gradings. The superproduct of two supermonoids is clearly again a supermonoid. It is given by M ×H with multiplication
and new distinguished element [c, e] = [e, d].
In analogy with Definition 2.7, we set:
Definition 5.7. An I-supermonoid M is I-commutative if for any injective map
commutes.
We emphasize that the left vertical map is the braiding morphism of superspaces and thus contains a sign. In particular, in general I-commutativity neither passes from an I-supermonoid M to its underlying cartesian I-monoid nor vice versa. Regarding, however, a cartesian I-monoid G as an I-supermonoid via an arbitrary map G → const I Z/2 as the grading and the unit as the distinguished element, the two notions of I-commutativity for G agree. Conversely, given an I-supermonoid G one can form the cartesian I-monoid P G, the degreewise quotient by the distinguished central elements, and G ev consisting of the even elements, both of which are I-commutative if G is.
Examples of I-commutative I-supermonoids arise by an analogous construction as before:
Construction 5.8. Let (C, ⊗, 1) be a symmetric monoidal supercategory. For an objects C, D ∈ C we set End C) ) of even or odd orthogonal (resp. unitary) operators on the displayed Hilbert spaces, Z/2-graded by even and odd functions. Since the maps
are isomorphisms, they are given by Aut s I (L 2 (R, K)) for K = R, C, formed in the category of Z/2-graded Hilbert spaces over K under tensor product (and the strong operator rather than the norm topology on morphism spaces for later purposes). We shall call them O I and U I , respectively. Their projectivizations will form the basis for our discussion of twisted K-theory and twisted Spin-cobordism. They were originally devised by Joachim and the second author in [HJ17] for this purpose.
Example 5.11. For the definition of the underlying spectra we shall also need the I-supermonoids arising as the subgroups of right Clifford-linear isometries of
formed in Z/2-graded Hilbert spaces under tensor product. We shall call them O I and U I , respectively. As well as containing O I or U I , they receive embeddings of I-supermonoids j : Pin I −→ O I and j c : Pin Example 5.12. The projectivization of the construction in Example 5.10 has a generalization to arbitrary C * -algebras A: Using the category of (real or complex) Z/2-graded C * -algebras with the spatial tensor product, we can consider the Imonoid defined by Aut s I (A⊗K), where K denotes the C * -algebra of graded compact operators on L 2 (R, K). These cartesian I-monoids were first considered by Dadarlat and Pennig in [DP15] . For the base fields we have canonical identifications
in the real and complex case, respectively, where the subscript indicates projectivization by dividing out S 1 instead of −1, arising from the isomorphisms
for any Hilbert space H given by tensoring operators and conjugation, respectively.
Example 5.13. Similarly to Example 5.11, we shall also need to consider the two variants Aut
to compare the outer two terms of the previous example for certain C * -algebras later.
MSpin and MSpin
c . The I-commutative cartesian I-monoids P O I and P S 1 U I act on Joachim's models for the Spin-and Spin c -bordism spectra [Joa04, Section 6], respectively: In our language these models can be constructed by considering the two parametrized spectra 
As the action of Pin c (n) on S n factors through O(n) we find the nth level of these spectra can also be described as
We then set
n is a cofibration: By [tDKP70, Satz 3.13 and Satz 3.26] it suffices to show that its image is given as the vanishing locus of a real valued function and admits a halo that contracts onto it. The three required pieces of data are all readily constructed from the metric given through the structure group.
From here on let us restrict the discussion to the case of MSpin, the complex case being entirely analogous.
The parametrized spectrum O arising from I-commutativity. The action maps µ n : P O n × MSpin n → MSpin n are now simply given by left multiplication on the left factor. It is straightforward to check that they are MSpin-linear. We now claim that the two resulting maps
are in fact equivalent to the tautological ones from Section 4.9. To see this, we observe that there is a commutative diagram
with the upper two left horizontal maps given by
B( * ,id,act)
and Proof. To see the goodness assertion we need only show that that the groups P O ev n are well-pointed. For n = 0 there is nothing to do, so suppose n > 0. In the topology under consideration it follows for example from [DP16, Proposition 2.26] (for A the base field), and its real and quaternionic analogues, that the groups P O(H), P S 1 U (H) and P S 3 Sp(H) for a real, complex or quaternionic Hilbert space H, respectively, are all well-pointed. But by Schur's lemma O ev n is isomorphic to a product of at most two factors of the form O(H), U (H) or Sp(H), depending on the representation type of the Clifford algebra; the irreducible representations appear infinitely often in L 2 (R n , R) ⊗ Cl(R n ) as the left factor contains an infinite dimensional summand with trivial Cl(R n )-action, namely the radially symmetric functions. Therefore P O ev n is a sphere bundle over a well-pointed space and thus well-pointed itself. Now the inclusion j :
Using this isomorphism, the left most column can be rewritten as the fiberwise suspension spectra of the maps For the middle and right column the total spaces are also sphere bundles, albeit no longer trivial. We can rewrite the total spaces of these columns as
Then the same reasoning applies. Clearly, all of these equivalences are compatible with the structure maps. The statement about the row follows since it is true for the top one. 
whose vertical maps are equivalences by the previous proposition. Unwinding definition we now find proj ♮ = µ ♭ , for the action µ : P O I ×MSpin → MSpin constructed above. This equality is ultimately the heart of our comparison of geometric and homotopical twisted K-theory. For now, denoting by (−) c cofibrant replacements of the maps above and suppressing the passage to singular complexes from the notation, we obtain:
Corollary 5.20. There is a zig-zag of local equivalences
Remark 5.21. We also obtain a comparison zig-zag between (Bµ c ) * γ MSpin and MSpin P O I from (3.13). It seems likely that it consists of local equivalences as well. Since MSpin is far from being locally fibrant, this is, however, not implied by Corollary 4.6 and as the above corollary suffices for the analogous comparison in K-theory, we have refrained from working out further details.
Models of twisted K-theory spectra
We are now ready to establish our models for twisted K-theory spectra. In particular, we establish Theorem 1.5 in Section 6.8 and Theorem 1.6 in Corollaries 6.5 and 6.6. 6.1. Comparison of pairings in twisted K-theory. For a C * -algebra A the I-monoid Aut I (K, A) acts on the symmetric K-theory spectrum K A [Joa03, Definition 4.9] given by
through post composition, S being the bi-algebra C 0 (R) of continuous functions vanishing at infinity. Both objects are positive fibrant for any A: For Aut I (K, A) this follows immediately from the existence of an isomorphism K ⊗ K ∼ = K, conjugation with which is homotopic to − ⊗ id K , and for K A this is proved in [Joa03, Theorem 4.10]. However, the groups Aut I (K, A) are not generally well-pointed, for example when A = C(X) for some pathological compact Hausdorff space X, so we shall replace them by the realizations sAut I (K, A) of their singular complexes throughout. Whenever Aut I (K, A) happens to be well-pointed, as in the case A = K or more generally in the case of strongly selfabsorbing algebras below, the spectra K A Aut I (K, A) and K A sAut I (K, A) are locally equivalent by Lemma 4.7 and no construction we make will be sensitive to the change. Now the coalgebra structure of the suspension algebra provides pairings
by tensoring homomorphisms: They are induced by
with the first map an instance of the distributivity morphism (3.10) and the second map induced by the evident product maps. In particular, for A the base field we obtain commutative parametrized ring spectra
over which K A sAut I (K, A) is a module, since the action of sAut I (K, A) on K A is KO/KU-linear and satisfies the Eckmann-Hilton condition of Definition 3.15 in case of the base fields. We abbreviate the homotopical twisted K-theory groups (K A sAut I (K, A)) i (X,τ ) to K i A (X, τ ) and refer to [HSS19, Definition 7 .10] for their definition in the setup of parametrized symmetric spectra. To compare this version of twisted C * -K-theory to the operator theoretic one, we denote by Γ(X, ξ) the C * -algebra of sections for a bundle ξ of C * -algebras over a compact space X.
Proposition 6.2. For any C * -algebra A, there is a canonical natural isomorphism
is the associated bundle of C * -algebras. Furthermore, the diagram
commutes, where the ⊠ on the lower horizontal arrow denotes the exterior pairing in K-theory applied to the pairing of C * -algebras given by tensoring sections.
Here we have abused notation by also writing τ for the composite
of τ with the canonical map to the homotopy colimit. Using similar abuse, the groups K * Γ(X, τ * γ k A ) are all canonically isomorphic once k ≥ n ≥ 1 since the pullback of γ k A to BsAut I (K, A) n is isomorphic to γ n A under some identification K ⊗n ∼ = K ⊗k (of which there is a path-connected space of choices). The superscripts in the lower row of the diagram are therefore just a convenient way to formulate the isomorphism.
Remark 6.3. We shall make use of the proof expounded in [Pen16, Theorem 2.14 (c)]. The assumption in loc.cit. that A be strongly selfabsorbing is not actually used in the argument. However, the condition that X be a finite cell complex (and not just compact) is missing from the statement, but clearly required, as the K-theory of C * -algebras is not invariant under weak equivalences (even without any twists involved). The oversight occurs in [Pen16, Corollary 2.13] as the function spectrum appearing in the displayed equation needs to be derived to make the statement true. In particular, the argument for [Pen16, Theorem 2.14(c)] remains unaffected by this change. 
. The I-spacification comes equipped with a map p : X I → const I X fib for a fibrant replacement of (X, τ ) in the category S/BsAut I (K, A) hI . In particular, X fib can be chosen cofibrant. Similarly, we may assume X I levelwise cofibrant by applying singular complexes without changing (K A ) i (X, τ ). Applying the identification [HSS19, (7.29)] to p and abbreviating K A sAut I (K, A) by E we find for any positive m greater than both i and n
fib m ) since E is positive fibrant in the local model structure. The space occurring on the right is equivalent to 
The two rectangles are commutative and the triangles commute up to canonical homotopy (for every choice of map ι : n → m inducing the right diagonal arrow). Furthermore, all but the upper vertical maps are equivalences. We thus obtain an identification
To this object the proof of [Pen16, Theorem 2.7 (c)] applies verbatim to produce an identification with K −i Γ(X, (ιτ ) * γ m A ) and by the explanation following the statement of the proposition this is canonically identified with K −i Γ(X, τ * γ n A ), independent of the choice of ι.
The second claim is a lengthy, but straightforward diagram chase using the monoidal structure for RΓ described in [HSS19, (7.28)].
We can also consider the following variant of the spectrum above, see [DP15, Definition 4.1]:
This spectrum is in fact a commutative symmetric ring spectrum using the same multiplication as above and is acted on by Aut s I (A ⊗ K) via post composition. In generalization of the statement for the base fields, the action is easily checked to satisfy the Eckmann-Hilton condition of Definition 3.15. Let us quickly point out, that K ∞ A does not usually model the K-theory spectrum K A of A. Rather its homotopy groups are related to the K-theory of 'A ⊗∞ ' (though we shall not attempt to make this precise). There is always the comparison zig-zag
which was denoted KU
A,mod • in [Pen16] ; the left map is given by tensoring with the identity in the remaining factors, while the right hand map depends on a rank one projection in K (confer the proof of [Pen16, Theorem 2.14 (b)]). Unfortunately, it does not seem to be known whether in general the right hand map is a stable equivalence (it is not usually a π * -isomorphism).
The case of greatest interest for this variant of K-theory spectra is that of strongly selfabsorbing C * -algebras, for which there exists an isomorphism A → A ⊗ A that is homotopic to either inclusion, see [TW07] for a precise definition. In this case it is easy to see that both maps are π * -isomorphisms (see again [Pen16, Theorem 2.14 (b)]). So in this case K ∞ A does model the K-theory of A, and is in fact a positive Ω-spectrum as well; the multiplication is quite different in flavor from that on the K-theory spectrum of commutative C * -algebras though, except when A is the base field. Investing the main theorem of [DP15] we find a multiplicative version of [Pen16, Theorem 2.14 (c)]:
Corollary 6.5. For a strongly selfabsorbing, purely infinite C * -algebra A there is a zig-zag of local equivalences To obtain the other claims consider the comparison zig-zag (6.4). We find a commutative diagram
where the notation is supposed to be self-explanatory. Now the I-monoid Aut I (K, A) acts on K A , Aut I (K, A ⊗ A) acts on K A⊗A , Aut I (A ⊗ K, A ⊗ K) acts on K In case A is strongly selfabsorbing, in particular when A = K, [DP16, Theorem 3.18] implies that (K A ) i (X, τ ) ∼ = KK i (Γ((−τ ) * γ n A ), A) for arbitrary τ : X → BsAut I (K, A) n by a similar reduction as in the proof of Proposition 6.2. Again we expect the isomorphism to be multiplicative.
However, we do not know of a common generalization of these two descriptions and refrain from spelling them out, as the construction of the isomorphism would require a lengthy detour into KK-theory. As just explained its right hand part witnesses that (B GL I 1 (α)µ c ) * γ KO is a model for the tautological part of twisted K-theory and thus its left hand part verifies the claim.
For tautological twists we thus obtain the desired multiplicative description of the twisted (co)homology theory associated to γ KO in terms of KK-theory as a corollary of Proposition 6.2.
Remark 6.11. To the best of our knowledge such a comparison has not appeared in the literature before, although it has been variously used, e.g. [ABG10, Section 6] and [Dou06, Section 1.1.1 and 1.1.2]. As mentioned in the introduction its rudiments were attempted in [AGG14] , where it was shown that the maps agree, by explicitly determining these groups to be Z/2 and Z, respectively. By contrast, our result compares the two maps at the level of Spin bordism spectra, as E ∞ -maps, before taking connective covers and allows for the direct interpretation of homotopically twisted K-theory via operator algebras.
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