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Abstract17
Polar wind outflow is an important process through which the ionosphere supplies plasma18
to the magnetosphere. The main source of energy driving the polar wind is solar illumina-19
tion of the ionosphere. As a result, many studies have found a relation between polar wind20
flux densities and solar EUV intensity, but less is known about their relation to the solar21
zenith angle at the ionospheric origin, certainly at higher altitudes. The low energy of the22
outflowing particles and spacecraft charging means it is very difficult to measure the polar23
wind at high altitudes. We take advantage of an alternative method that allows estimations24
of the polar wind flux densities far in the lobes. We analyze measurements made by the25
Cluster spacecraft at altitudes from 4 up to 20 RE . We observe a strong dependence on26
the solar zenith angle in the ion flux density and see that both the ion velocity and density27
exhibit a solar zenith angle dependence as well. We also find a seasonal variation of the28
flux density.29
1 Introduction30
The polar ionosphere is a special region because it is connected magnetically to the31
magnetic field in the solar wind. On the closed magnetic field lines that thread the lower-32
latitude ionosphere a near-hydrostatic equilibrium is established in the trapped plasma of33
the plasmasphere, but on the open magnetic field lines of the polar ionosphere this is not34
possible, and ions keep flowing out [Dessler and Michel, 1966; Nishida, 1966]. The term35
polar wind was coined by Axford [1968], in analogy to the solar wind. Being less heavy,36
the ionospheric electrons can escape more easily than the ions so that an ambipolar elec-37
tric field parallel to the magnetic field lines is set up to maintain quasi-neutrality, acceler-38
ating the ions upward [Dessler and Cloutier, 1969; Lemaire and Scherer, 1969, 1970].39
This ambipolar electric field is weak but nonetheless manages to cause a signifi-40
cant amount of ions to escape. Its flux (please see the note on our use of the terms “flux”41
and “flux density” in the beginning of section 2) is estimated at 1025 to 1026 s−1 [Na-42
gai et al., 1984; Huddleston et al., 2005; Cully et al., 2003; Engwall et al., 2009a,b; An-43
dré et al., 2015]. As a consequence the magnetospheric lobes are filled by this steady44
flow of low-energy ions [Engwall et al., 2009b; André and Cully, 2012]. Ions flowing on45
these open magnetic field lines can escape into interplanetary space and thus the polar46
wind acts as a sink for ionospheric and magnetospheric plasma. Not all ions flowing out47
through the lobes manage to escape the magnetosphere, however, since convection trans-48
ports them perpendicularly to the magnetic field lines so that ions with too low parallel49
velocities compared to the convection velocity will end up in the plasma sheet [e.g., Ebi-50
hara et al., 2006]. Haaland et al. [2012] estimated that on average only 10% of the ions51
flowing through the lobes manage to escape into the solar wind directly.52
Not only polar wind ions flow in the lobes, but also ions energized in the cusp pass53
through the lobes. Compared to the rest of the magnetic polar cap, there is a large energy54
input into the cusp in the form of Poynting flux and particle precipitation [Strangeway55
et al., 2005; Moore and Khazanov, 2010; Nilsson et al., 2012]. Therefore, despite its small56
spatial extent, the cusp is a significant source of ion outflows, which have been estimated57
to be of the order of 1025 s−1 [Pollock et al., 1990; Yau and André, 1997; Nilsson et al.,58
2012]. Ions flowing out from the cusp can be convected over the polar cap into the lobes59
and mix with the polar wind, so that it can be difficult to differentiate between “classical”60
polar wind ions and cusp ions.61
Solar illumination is the main source of energy driving the polar wind. Consequently,62
several studies have found that the flux density in the lobes increases when the solar ex-63
treme ultraviolet (EUV) radiation (parametrized by F10.7) intensifies [Cully et al., 2003;64
Engwall et al., 2009b; André et al., 2015]. The solar illumination received by the iono-65
sphere does not only vary with the intensity of the solar EUV radiation but also with the66
elevation of the Sun, which can be parametrized by the solar zenith angle (SZA). This67
–2–
Confidential manuscript submitted to JGR-Space Physics
has received less attention in observational polar wind studies, however. Su et al. [1998a]68
observed a sharp drop of the densities from SZA of 90◦ to 105◦. Abe et al. [1993, 2004]69
also found the polar wind velocity to go down as the SZA goes up. Models of the po-70
lar wind that include hot photo-electrons predict similar behaviour [e.g., Su et al., 1998b;71
Glocer et al., 2012]. In a study of outflowing ions above small-scale polar cap arcs, Maes72
et al. [2015] reported a strong drop of flux densities around SZA of ∼100◦, and argued73
that these flux densities should be similar to polar wind flux densities. Note that the flux74
densities in the lobes have also been found to be affected by geomagnetic activity [see,75
e.g., Yau et al., 1988; Cully et al., 2003; Engwall et al., 2009b; André et al., 2015; Haaland76
et al., 2015].77
The solar zenith angle dependence of the electron density above the polar cap has78
also been studied. Johnson and Wygant [2003], Nsumei et al. [2008], and Kitamura et al.79
[2011] all found that at lower altitudes (roughly below 2 RE altitude) the electron density80
strongly depends on the SZA. The former two, however, found that at altitudes above 481
RE there was no discernible SZA effect, and geomagnetic activity (parametrized by the82
Kp index) was the determining factor.83
Most measurements of the polar wind have been done at altitudes not much higher84
than ∼10000 km, because at higher altitudes the low-energy ions of the polar wind be-85
come increasingly difficult to measure. A spacecraft traveling through space is exposed86
to EUV radiation that knocks electrons away from its surface. If the density of the am-87
bient plasma is not high enough to compensate for this flux of electrons away from the88
spacecraft, like at high altitudes in the lobes, the spacecraft will acquire a positive charge.89
In the lobes this spacecraft potential can go up to several tens of Volts. Since polar wind90
ions typically have energies only of the order of a few eV, they cannot overcome the space-91
craft potential and do not reach the detectors. For this reason they are often referred to92
in literature as “cold ions”. The instruments on the POLAR spacecraft managed to make93
measurements of the polar wind at altitudes of 8 RE using a system actively reducing the94
spacecraft potential down to 1 or 2 V [Moore et al., 1997; Su et al., 1998a]. This type of95
potential control, however, can only be used for a limited amount of time, and the ions96
with energy below the reduced spacecraft potential are still missed.97
An alternative approach was used by Engwall et al. [2006]. By exploiting the space-98
craft potential to find the plasma density [Pedersen et al., 2001] and the charged wake cre-99
ated behind the spacecraft [Eriksson et al., 2006] to estimate the ion bulk velocity, they100
managed to measure the polar wind flux densities. This method requires a specific set of101
electric field experiments, as is present on the Cluster spacecraft [Escoubet et al., 1997],102
and has resulted in several investigations of the polar wind in the magnetospheric lobes103
and polar cap region [see Haaland et al., 2016, for an overview]. This is also the method104
used by André et al. [2015] to compile the dataset used in this study. It will be explained105
in some detail in the next section. It has the advantage that it can measure polar wind106
fluxes with low energies at high altitudes, theoretically without a lower limit on the en-107
ergy. It can also be used over extended periods of time and is thus suitable for statistical108
studies. A downside of the method is that it requires the presence of a wake behind the109
spacecraft caused by the supersonic flow of cold ions, which is not always the case.110
The goal of this paper is to assess the effect of the solar zenith angle of the iono-111
spheric origin on the polar wind flux density at high altitudes. In what follows we will112
first introduce the experimental methods and discuss the data characteristics in section 2.113
In section 3 we report the results, and we will discuss them and their implications in sec-114
tion 4.115
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2 Data and method116
The main quantity we want to study is the flux density. This is the product of the117
ion density and the ion bulk velocity, which can be found for cold ions with the two alter-118
native methods explained in sections 2.1 and 2.2, respectively. Please note that the terms119
“flux” and “flux density” may be used with a different meaning in other texts. We use the120
term flux for a quantity integrated over an area and flux density for the differential quan-121
tity. Then the dimensions of a particle flux become [T]−1 and of flux density [L]−2[T]−1.122
This has the advantage of being consistent with the terminology of electromagnetism as123
well as with current and current density.124
In order to be able to compare flux densities from different altitudes we normal-125
ize them to a reference altitude of 200 km, by dividing them by the ratio of the magnetic126
field strength measured by the spacecraft over magnetic field strength at 200 km altitude.127
Note that this choice of reference altitude is arbitrary and different from many other stud-128
ies which may normalize to different altitudes (often higher), and this should be taken into129
account when comparing the flux densities with those from other studies.130
The Cluster mission consists of four spacecraft launched into a 4×19 RE polar or-131
bit in July and August of 2000 [Escoubet et al., 1997]. Among the set of instruments on132
board of each spacecraft are two electric field experiments that use different principles133
and it is this specific combination that allows this method to find the ion bulk velocity.134
The Electric Field and Wave (EFW) instrument utilizes two probes mounted on long wire135
booms [Gustafsson et al., 1997] with a probe-to-probe distance of 88 m. This instrument136
therefore measures the electric field on a scale of the order of the length of the booms.137
The Electron Drift Instrument (EDI) emits and recaptures a beam of electrons and ac-138
quires the electric field from the drift of the gyration center of the electrons in the beam139
[Paschmann et al., 1997]. Since the energy of the emitted electrons is 0.5 or 1 keV, their140
gyroradius in the lobes is of the order of a few kilometers, and thus this method will not141
be affected by electric field variations at smaller scales.142
2.1 Plasma density: Spacecraft Potential143
If the density of the plasma surrounding a spacecraft is not high enough to compen-144
sate the current to the spacecraft carried by the photoelectrons emitted from its surface,145
the spacecraft will acquire a positive charge. This prevents ions with too low energy to146
overcome the resulting spacecraft potential to reach the onboard instruments. The mag-147
nitude of the spacecraft potential depends on the solar irradiance, spacecraft properties148
(like shape, surface material, area, etc.), and the plasma density. With due calibration, the149
spacecraft potential can therefore be used to determine the plasma density [Pedersen et al.,150
2001, 2008; Lybekk et al., 2012]. Typically, the density n can be written as an exponen-151
tial function (or superposition thereof) of the spacecraft potential Vsc . For this dataset the152
relation153
n(t,Vsc) = φ(t) A e
−Vsc
B (1)
is used. This is the relation given by Lybekk et al. [2012] but additionally multiplied with154
a normalization function φ(t) to account for daily variations in the irradiance. φ(t) is155
given by the value of F10.7 at time t divided by the average F10.7 of the year of t, i.e.,156
φ(t) = F10.7(t)<F10.7>year . The parameters A and B are given for specific ranges of Vsc and157
years. They can be found in Lybekk et al. [2012].158
This method determines the electron density, which, by assumption of quasi-neutrality159
and singly charged ions (which holds for ions of ionospheric origin), is equal to the total160
ion density. This method cannot distinguish between different ion species.161
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2.2 Ion bulk velocity: Wake electric field162
The polar wind, at a certain altitude, reaches supersonic speeds [Nagai et al., 1984],163
and an object moving through a medium at supersonic speeds creates a wake behind it.164
In a plasma, electrons can more easily enter this wake than ions because of the electrons’165
typically higher thermal speed. This charge separation sets up an electric field. When a166
spacecraft is charged, the wake forms behind the electrostatic structure surrounding the167
spacecraft and is typically much larger than the spacecraft dimension [Eriksson et al.,168
2006]. This enhanced wake occurs when the kinetic energy associated with bulk flow of169
the ions is smaller than the energy needed to overcome the spacecraft potential, but larger170
than the ions’ thermal energy, i.e., when171
kTi <
mivi2
2
< eVsc, (2)
where Ti , mi , and vi are the ion temperature, mass, and bulk flow, respectively, and Vsc is172
the spacecraft potential, and k is the Boltzmann constant.173
EDI is unaffected by the small-scale electric field due to the wake behind the space-174
craft, and thus the electric field measured by it is the ambient convection electric field.175
The electric field measured by the EFW experiment, on the other hand, is a superposition176
of the large-scale convection electric field and the wake electric field. Therefore the wake177
electric field can be found from their difference: Ew = EEFW − EEDI . Assuming the ions178
are unmagnetized on the scale of the wake, the electric field Ew is in the direction of the179
plasma flow v and may be written as180
Ew = gv = gv⊥ + gv‖
B
B
, (3)
where g is some scalar function which may depend on the plasma properties or the plasma181
flow speed v, but is independent of the flow direction [Engwall et al., 2006, 2009b]. If the182
frozen-in condition applies, the perpendicular component of the flow velocity should be183
the convection velocity and can thus be found from the electric field measured by EDI:184
v⊥ = EEDI × B/B2.185
EFW can only measure the electric field in the spin plane of the spacecraft, however,186
this is no problem as long as the projection of Ew onto the spin plane is not too small.187
Decomposing Ew into components Ewx and Ewy in the spin plane, an expression for v‖ is188
found by dividing equation (3) for one component by that for the other and rearranging:189
v‖ =
Ewx v⊥,y − Ewy v⊥,x
Ewy Bx − Ewx By B. (4)
Note that it is unnecessary to know the scalar function g. If there is a significant popu-190
lation of hot ions co-existing with the cold ions, this method does not work since the hot191
ions can enter the wake and thus cancel it out.192
Note also that other studies using the same method multiply the density with a fac-193
tor of 0.8 (assuming a fixed composition of 80% H+ ions), and then only discuss H+ ions,194
to compensate for the fact that heavier ions at the same velocity will have a higher energy195
and thus more likely violate the requirements of equation 2 [see Engwall et al., 2009b].196
However, as long as the ions’ energy satisfies equation 2, the method should work regard-197
less of the composition. For this reason, as well as because in this study we are not inter-198
ested in the absolute outflow but in its variation with SZA (and thus a constant factor for199
all densities is irrelevant and has no impact on our results or conclusions), we choose not200
to assume a particular composition and do not multiply the densities with 0.8.201
2.3 Data202
The dataset used in this study is a subset of the one compiled by André et al. [2015].203
The original dataset contains data from both Cluster 1 and Cluster 3. To select the data,204
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Figure 1. Distribution of number of measurements per pass.221
several constraints were introduced to guarantee the quality of the data, which can be205
found in the appendix of André et al. [2015].206
In the present study, however, we will only use data from Cluster 1, for reasons207
mentioned in the appendix of this paper. This subset consists of more than 160000 indi-208
vidual measurements in the magnetospheric lobes at altitudes between 4 and 20 RE over209
a period spanning from July 2001 until July 2009. Due to the orbit of Cluster measure-210
ments in the lobes could only be made during the months July to November. These mea-211
surements come from 282 passes, of which 142 in the northern and 140 in the southern212
lobe. Within these passes, the majority of the measurements are 4 seconds apart, which is213
the spacecraft spin period, but there are also larger gaps up to several hours. Most of the214
passes have less than 1000 measurements, but some have more, up to 5680. The distri-215
bution of the number of measurements per pass is shown in figure 1. There are no mea-216
surements in 2008 and only 2 passes (in the southern lobe) in 2009 (in July). The dataset217
covers a large part of the solar cycle. As a result, there is a large range of EUV intensity,218
and the F10.7 index ranges from 71.2 Solar Flux Units (SFU) up to 285.5 SFU, with a219
median of 134.4 SFU.220
2.4 Solar zenith angle222
To find the solar zenith angle of the ionospheric origin of the ions, we use the Tsy-223
ganenko 89 model [Tsyganenko, 1989] to trace the magnetic field line from the space-224
craft’s position down to the ionosphere, at an altitude of 200 km. It is important to note225
that this is no particle tracing, i.e., all movement perpendicularly to the magnetic field226
lines is neglected. Therefore convection may be a cause of error on the determined solar227
zenith angle. We will discuss its possible effect on our results in section 4.2.228
For ions flowing at the velocities as found in the data, the transport time from iono-229
sphere to the position of the spacecraft may be on the order of an hour. We chose not230
to introduce any correction for this, since the correct determination of the transport time231
would require knowledge of the exact path, the altitude of acceleration, etc. These are all232
unknown or very difficult to establish, and thus trying to correct for the transport time233
would significantly increase the complexity of the data and its assumptions for little to no234
increase in precision.235
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Figure 2. Flux density vs SZA. Panels (a) and (b) show the bivariate distributions of the (normalized) flux
density (on the y-axis) and the SZA (on the x-axis), for the northern and southern hemisphere, respectively.
The black dotted line shows the average per equal amount of sorted data. Panel (c) shows the averages on a
linear scale.
255
256
257
258
We checked the results using several methods for estimating the transport time (in-236
cluding using velocity and distance, constant transport time, etc.) and the overall conclu-237
sions do not change. Moreover, the error due to the neglect of the perpendicular motion is238
most likely much larger.239
We also divide the data according to hemisphere. Because of the constant motion of240
the magnetotail, the northern and southern hemispheric lobes cannot be found by simply241
looking at the zGSM-coordinate. Therefore, the hemisphere to which the measurements242
belong is determined by the projection of the magnetic field onto the spacecraft position243
vector: north if this is negative, south if it is positive.244
3 Results245
Figures 2a and 2b show the bivariate distributions of the normalized flux densities246
(on the y-axis) and solar zenith angle (on the x-axis), for the northern and southern hemi-247
sphere, respectively. The color scale shows the number of measurements in each bin. The248
black line is the average of groups of equal number of data points sorted according to249
SZA. In figure 2c these averages are shown again, but on a linear scale, in blue and red250
for the northern and southern hemisphere, respectively, and black for both hemispheres251
combined. A downgoing trend, from low to high SZA, can clearly be seen. The average252
flux density in both hemispheres in figure 2c decreases by a factor of more than 3 from253
small to large SZA, going from 4.2 × 1012 s−1m−2 to 1.2 × 1012 s−1m−2.254
–7–
Confidential manuscript submitted to JGR-Space Physics
Figure 3. Distribution of the (normalized) flux densities, split up according to SZA. The thinner blue and
yellow lines give the logarithmic average of both distributions.
271
272
In order to check the statistical significance of the variation of the flux density over259
the SZA, we divide the data into two groups according to their SZA, more specifically, a260
group with SZA smaller than 100◦ and a group with SZA larger than 100◦. We choose261
this value, because, due to the transparency of the atmosphere, the terminator at iono-262
spheric altitude will be at SZA larger than 90◦, and 100◦ falls in the ranges found for263
the transition region in several studies [Su et al., 1998a,b; Glocer et al., 2012; Maes et al.,264
2015]. In order to have independent values we use the averages per 160 seconds, as ex-265
plained in the appendix. The distributions of the flux densities of both groups can be seen266
in figure 3. They are close to a lognormal distribution. The statistical significance of the267
difference between the averages of both distributions is high. When performing a Mann-268
Whitney-Wilcoxon test [Cooper, 1969], even with the reduced dataset, the probability that269
both sets come from the same distribution is smaller than 10−15.270
Since the flux density is the product of the density and the velocity, it is interesting273
to see whether it is the density or the velocity that causes the dependency of the flux on274
the solar zenith angle. Therefore the same type of bivariate histograms as for the flux are275
shown for the density (normalized to 200 km altitude using the magnetic field in the same276
way as done for the flux density) in figure 4, and for the velocity in figure 5. From this277
we see that both the density and the velocity depend on the solar zenith angle. Together278
they combine to the flux density, which has an even clearer dependency on the SZA.279
The average normalized density for both hemispheres at the smallest SZA, 1.4 × 108283
m−3, is more than double that at the largest SZA, 7.0 × 107 m−3. The velocity goes from284
29 km s−1 at small SZA down 17 km s−1 at large SZA. This is a decrease with a factor of285
1.7 (or a decrease with a factor of 2.9 in terms of the corresponding kinetic energy).286
The magnetospheric lobes are magnetically connected to the magnetic polar caps.290
And since the magnetic polar cap rotates on a seasonal (and diurnal) basis, the SZA of291
the mapped spacecraft positions has a time dependency. Therefore one might also expect292
a similar time dependency of the flux densities. Figure 6 shows the bivariate histograms293
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Figure 4. Density vs SZA. Panels (a) and (b) show the bivariate distributions of the (normalized) density
(on the y-axis) and the SZA (on the x-axis), for the northern and southern hemisphere, respectively. The black
dotted line shows the average per equal amount of sorted data. Panel (c) shows the averages on a linear scale.
280
281
282
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Figure 5. Velocity vs SZA. Panels (a) and (b) show the bivariate distributions of the velocity (on the y-
axis) and the SZA (on the x-axis), for the northern and southern hemisphere, respectively. The black dotted
line shows the average per equal amount of sorted data. Panel (c) shows the averages on a linear scale.
287
288
289
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Figure 6. Flux density vs time. Panels (a) and (b) show the bivariate distributions of the (normalized)
flux density (on the y-axis) and the time of year (on the x-axis), for the northern and southern hemisphere,
respectively. The black dotted line shows the average per equal amount of sorted data. Panel (c) shows the
averages on a linear scale.
296
297
298
299
of the flux densities and the time of year. This figure collects data covering more than 8294
years. As mentioned in section 2, all the data come from the months July till November.295
An overall trend going from low to high flux densities can be seen for the southern300
hemisphere in figures 6b and c. This is as one would expect for a hemisphere going from301
its summer solstice to its winter solstice. For the northern hemisphere a downward trend302
can be seen to some extent, as expected for a hemisphere going from its summer solstice303
to its winter solstice, although there is a large peak in September.304
For both hemispheres the seasonal trend is much less clear than for the SZA. This is305
to be expected, since the SZA does not depend solely on the day of year, but also on the306
position in the polar cap and on the time of the day.307
4 Discussion308
Before we draw conclusions from these results it is important to understand how309
biases or sampling issues in the data can affect the results shown in section 3. We discuss310
this in section 4.1 and continue with the interpretation of the results in section 4.2.311
4.1 Effect of statistical issues312
The unevenly distributed number of measurements per pass, as evidenced in fig-313
ure 1, causes some statistical difficulties. The plasma conditions during passes with much314
more measurements may be overrepresented if all single measurements are given equal315
–11–
Confidential manuscript submitted to JGR-Space Physics
70 80 90 100 110 120
Solar zenith angle (°)
1
1.5
2
2.5
3
3.5
4
4.5
5
Fl
ux
 d
en
sit
y 
(m
-
2 s
-
1 )
1012
North
South
Both
Figure 7. The average fluxes as in figure 2c, but with the passes of 23 September 2001 and 21 October
2001 eliminated.
325
326
weight. The effect one pass with many measurements can have on the statistics should316
not be underestimated. For example, in figure 2b, the red or orange patch around 95◦ and317
4 × 1013 m−2s−1 is completely caused by one pass at 21 October 2001 with 1744 mea-318
surements. Similarly, in panel a of figure 2, the red bump between 94◦ and 99◦ is almost319
completely caused by one pass at 23 September 2001 with 3815 measurements (of which320
∼2900 within the bump). To illustrate the effect passes like this can have on the averages,321
we show in figure 7 the same averages as in figure 2c, but without these two passes. Con-322
sidering their relatively high velocity, it is not unlikely that the ions in these events are323
cusp outflow convected across the polar cap, rather than polar wind outflow.324
This issue is even worse for the time variation, since a single pass may be spread327
over several SZA, but it will always be concentrated in a period of several hours. The328
large peak at September for the northern hemisphere is to a large extent (but not com-329
pletely) caused by that same pass at 23 September 2001.330
There is also an orbital bias such that there are more measurements in the later331
months (Sep-Nov) from the earlier years (2001-2003) and more measurements in the ear-332
lier months (Jul-Aug) from the later years (2005-2007). Since the solar cycle was around333
its maximum in 2001-2003, and close to its minimum during the years 2005-2007, there334
is also some bias in F10.7. The data in the first half of the time range (in day of year), i.e.335
before ∼3 September, has an average F10.7 that is 54 SFU lower than that in the second336
half in the northern hemisphere, and 42 SFU in the southern. Since F10.7 has also been337
shown to affect the ion outflow, this may weaken the seasonal variation in the north and338
strengthen it in the south.339
Since there is a correlation between the season and the solar zenith angle (although,340
oppositely for north and south), one might expect this bias in F10.7 to propagate into the341
SZA. For the northern hemisphere, the average F10.7 for the data with a SZA smaller342
than ∼94◦, i.e., the middle of the SZA range, is 19 SFU lower than the data with a larger343
SZA. For the southern hemisphere, the average F10.7 for the smaller SZA group is 11344
SFU higher. The bias is thus smaller for the SZA but may again weaken the effect in345
the north and strengthen it in the south. For all data combined, the average F10.7 for the346
smaller SZA group is 4 SFU lower.347
To further separate the SZA effect from the F10.7 effect, we split up the data in two348
groups and plot the flux density, density and velocity against the SZA in figure 8. The349
averages are shown in green for the data with F10.7 lower than the median (134.4 SFU),350
in orange for the data with F10.7 higher than the median, and in black for all data. It is351
clear that the SZA effect is still present for both groups.352
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Figure 8. High and low F10.7. The average per equal amount of sorted data, split up according to F10.7,
are shown in panel (a) for the flux density, panel (b) for the density, and panel (c) for the velocity. The green
line is the average for F10.7 lower than or equal to 134.4 SFU, the orange line for F10.7 higher than 134.4
SFU, and the black line for all data.
353
354
355
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4.2 Interpretation357
Figure 2 shows clear evidence of the importance of the solar zenith angle of the358
ionospheric origin for the ion flux densities in the magnetospheric lobes. This is similar359
to what Maes et al. [2015] find for the ion outflow above small-scale polar cap arcs, both360
in flux density and in its response to solar illumination. This finding thus seems to agree361
with the suggestion of Maes et al. [2015] that the flux densities of the polar wind and of362
ion outflows above small-scale polar cap arcs are comparable. No dependence of the flux363
densities on the xSM-coordinate of the ionospheric origin was found (a figure evidencing364
this can be found in the supporting material), suggesting that the distance to the cusp is365
not an important factor and that the dataset is thus not overly contaminated by cusp out-366
flow. The typically higher energy of cusp outflow makes it less likely for a detectable367
wake behind the spacecraft to be created, which is how many cusp outflow events may368
be filtered out of our “cold ion” dataset (note that a wake is detected in the lobes approxi-369
mately 65-70% of the time [Engwall et al., 2009b; André et al., 2015]).370
The velocity modulation by the SZA witnessed in figure 5 agrees with the observa-371
tions by Akebono reported by Abe et al. [1993, 2004]. The change of the density over the372
SZA evidenced in figure 4 is in concordance with the findings of Su et al. [1998a] with373
POLAR data for H+. It is also in agreement with the fact that ionospheric electron densi-374
ties at low altitudes above the polar caps are very strongly affected by the SZA [Johnson375
and Wygant, 2003; Nsumei et al., 2008; Kitamura et al., 2011]. At altitudes above 4 RE ,376
on the other hand, Johnson and Wygant [2003] and Nsumei et al. [2008] did not find an377
effect of SZA, but found geomagnetic activity to be more important. There is a plausible378
explanation for this discrepancy. As also suggested by these authors, at higher altitudes379
the influence of convected cusp outflow (i.e., the so called cusp or cleft ion fountain) be-380
comes more important. Therefore intense cusp outflow events, which will correlate well381
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with geomagnetic activity, may drown out the SZA effect of the low-energy polar wind.382
As mentioned before, many of these cusp outflow events are likely not in our dataset, so383
that we are able to observe the SZA effect of the polar wind.384
The large uncertainty on the SZA due to convection may be a cause of error, but we385
can make a rough estimate of its impact on our results. Convection can be anti-sunward,386
stagnant, or even sunward, but typical convection velocities at ionospheric altitudes have387
an antisunward component of 250 m s−1 [Förster et al., 2007]. The median altitude of all388
measurements is roughly 10 RE and the median outflow velocity 24 km s−1. This gives389
a travel time of 44 minutes, which will change the SZA by 5.6◦. So we find that convec-390
tion causes a smoothing of the SZA on the order of 5◦, although individual errors may be391
larger. This will blur the relation between the flux density and the SZA. The fact that we392
still see a relation, despite the error due to convection, is all the more evidence that there393
really is one.394
A difference between our study and the Maes et al. [2015] and Su et al. [1998a]395
studies, is that the latter both find two regimes, i.e., outflow above a sunlit and a dark396
ionosphere, with a relatively small transition between both (at least for O+). Figure 2c397
suggests more a gradual change over the SZA. However, as explained above, the large un-398
certainty on the SZA due to convection would most likely blur any sharp transition that399
may be present. This is much less the case for the outflows above the small polar cap400
arcs, since they have been accelerated strongly by the associated electric field [Maggiolo401
et al., 2011, 2012], which largely decreases the possible impact of convection. Similarly,402
the results from Su et al. [1998a] come from measurements at ∼5000 km altitude, where403
convection will have had less time to play a role. Since the polar wind is dominated by404
H+ ions, one may find figure 3 to be comparable to figure 2b in Maes et al. [2015], which405
also shows the distributions split up according to SZA smaller or larger than 100◦. How-406
ever, considering this uncertainty on the SZA, it is most likely not possible to conclude407
much about the nature of the transition, i.e., gradual or sharp.408
Solar illumination has an important impact on the ionosphere. It heats the iono-409
sphere, increases the ionospheric density, and may create hot photo-electrons. The varia-410
tion of the outflowing flux density with the solar zenith angle is a sign that the state of the411
local ionosphere determines (at least in part) the outflowing flux densities. This corrobo-412
rates the conclusion by André et al. [2015] that the cold ion fluxes in the magnetospheric413
lobes are mostly limited by the ion supply from the ionosphere. In figure 8b, we see also414
that F10.7 has a large effect on the density in the outflow at small SZA, but only a small415
or no effect at large SZA. This makes sense since a variation in solar illumination inten-416
sity can only have an effect on a position in the ionosphere if that position indeed also417
receives solar illumination.418
Interestingly, though, while André et al. [2015] did find a variation of both the den-419
sity and the flux density with F10.7, they reported no significant change of the velocity420
over different values of F10.7. We do find a variation of the velocity with the SZA. Figure421
8c also confirms that there is an effect of SZA, but no (significant) effect of F10.7. This422
may be of interest as to how solar illumination affects the ion outflow.423
A density increase in the ion outflow may be attributed to an increase in the iono-424
spheric density or an increased ambipolar electric field (since it reaches down into the425
ionosphere). An increase of the velocity may be due to an increased ambipolar electric426
field or due to acceleration by additional mechanisms like centrifugal acceleration or wave427
activity (which typically only occur higher up in the magnetosphere). The solar zenith an-428
gle of the ionospheric origin is unlikely to affect energization mechanisms like centrifugal429
acceleration or wave activity, though, so that the former cause seems the only likely ex-430
planation. Solar illumination may alter the ambipolar electric field by increasing the iono-431
spheric temperature and by producing hot photo-electrons. The latter is suggested by some432
studies to have an important effect on the ambipolar electric field [e.g., Khazanov et al.,433
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1997; Su et al., 1998b; Glocer et al., 2012]. At lower solar zenith angles the ionospheric434
density will be higher [Friedrich et al., 2006; Kitamura et al., 2011], which leads to a435
higher density of the ionospheric outflow. At lower solar zenith angles the ionospheric436
temperature (and especially that of the electrons) will be higher as well [Kitamura et al.,437
2011], so that the ambipolar electric field will be stronger, and thus also the outflowing438
velocity will be higher.439
Despite all the statistical issues with uneven sampling and the bias in F10.7, we do440
also find a seasonal trend in the southern hemisphere, and a less convincing trend in the441
northern hemisphere, as was predicted by, for example, Maes et al. [2016]. This is fur-442
ther evidence for the impact of solar illumination on the ion outflow via modulation of the443
ionosphere.444
5 Conclusions445
We have analyzed a large dataset with cold ion flux densities measured at altitudes446
of 4 to 20 RE in the magnetospheric lobes. We can make several conclusions:447
• The flux density exhibits a dependence on the solar zenith angle.448
• The density and velocity show a similar but less strong dependence and together449
combine to the stronger dependence of the flux density.450
• Due to the correlation between solar zenith angle and the season we also observe a451
seasonal variation in the flux density.452
These findings corroborate the idea that the state of the local ionosphere is the main factor453
determining the polar wind number flux density, and that solar illumination has an impor-454
tant role in this. The density of the ionosphere may be altered as well as the ambipolar455
electric field of the polar wind.456
A: Independent measurements457
Due to the nature of the method, working with this data requires that one keeps cer-458
tain issues in mind. Apart from the measurement error, which was already discussed in459
André et al. [2015], and the effect of the large variety of number of measurements per460
pass, which was discussed in section 4.1, there is also the issue of independence of mea-461
surements. Since most of the individual measurements are only 4 seconds apart, they have462
also been made close to each other in space, and thus cannot be considered independent463
measurements. Therefore we should not overestimate the statistical significance this large464
number of measurements suggests. Many statistical constructs and tests, like the standard465
error (or the interpretation thereof), hypothesis tests, or correlation coefficients, assume466
independent measurements. The autocorrelation of the flux density for a particular pass467
shown in figure A.1 demonstrates this problem. The autocorrelation does not behave the468
same for all passes, but what almost all of them have in common is this initial sharp drop469
of the autocorrelation. For many of them this sharp drop is at some point intercepted by470
a slower decreasing curve or often even going upward again towards a peak, suggesting471
some sort of quasi-periodicity in the data. The example shown in figure A.1 even has472
multiple peaks at more or less equidistant time lags, which would suggest some period-473
icity with multiple harmonics.474
We interpret the initial drop as the drop in autocorrelation due to measurements be-477
ing taken progressively farther apart and thus becoming more and more independent. It is478
unlikely that the other behaviour can be explained this way and thus most likely this has479
some other cause. There may be a physical explanation, like variation of the density due480
to compression of the lobes or movement of the magnetotail caused by variations in solar481
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Figure A.1. Autocorrelation function of the flux density during an example pass through the northern lobe
on 24 August 2003.
475
476
wind pressure or Kelvin-Helmholtz waves. We did not investigate this, however. It may be482
an interesting subject for a further study.483
In order to acquire independent measurements we define a time tc as the time for484
which the autocorrelation first drops below 0.5, so that the coefficient of autodetermina-485
tion becomes lower than 0.25. The average 〈tc〉 for all orbits is 160 seconds, and this is486
larger than the tc of 90% of the passes. Therefore, when performing statistical tests, we487
will average the measurements per 160 s intervals and treat these as individual indepen-488
dent measurements.489
This issue with independent measurements is also why we chose to work with data490
from one spacecraft only. Using data from a second spacecraft in the same region in space491
at the same time would introduce again similar problems with independence of the mea-492
surements.493
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