Abstract-Optimal detector randomization is studied for the downlink of a multiuser communications system, in which users can perform time-sharing among multiple detectors. A formulation is provided to obtain optimal signal amplitudes, detectors, and detector randomization factors. It is shown that the solution of this joint optimization problem can be calculated in two steps, resulting in significant reduction in computational complexity. It is proved that the optimal solution is achieved via randomization among at most min{K, N d } detector sets, where K is the number of users and N d is the number of detectors at each receiver. Lower and upper bounds are derived on the performance of optimal detector randomization, and it is proved that the optimal detector randomization approach can reduce the worst-case average probability of error of the optimal approach that employs a single detector for each user by up to K times. Various sufficient conditions are obtained for the improvability and nonimprovability via detector randomization. In the special case of equal crosscorrelations and noise powers, a simple solution is developed for the optimal detector randomization problem, and necessary and sufficient conditions are presented for the uniqueness of that solution. Numerical examples are provided to illustrate the improvements achieved via detector randomization.
. In [1] , the convexity properties of error probability in terms of signal and noise power are investigated for binary-valued scalar signals over additive unimodal noise channels under an average power constraint. Based on the convexity results, the scenarios in which power randomization can or cannot be useful for improving error performance are determined, and optimal strategies for jammer power randomization are developed. The study in [2] generalizes the results of [1] by exploring the convexity properties of the error probability for constellations with arbitrary shape, order, and dimensionality for a maximum likelihood (ML) detector in the presence of additive Gaussian noise with no Manuscript received February 1, 2013 ; revised May 9, 2013 . The editor coordinating the review of this paper and approving it for publication was D. Gunduz.
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fading and with frequency-flat slowly fading channels. For communications systems that operate over time-invariant nonGaussian channels [14] , randomization (time-sharing) among multiple signal constellations can improve performance of a given receiver in terms of error probability. Specifically, it is shown in [3] that randomization among up to three distinct signal constellations can reduce the average probability of error of a communications system that operates under second and fourth moment constraints. In addition, [4] investigates the joint optimization of the signal constellation randomization and detector design under an average power constraint and shows that the use of at most two distinct signal constellations and the corresponding maximum a posteriori probability (MAP) detector minimizes the average probability of error. In [5] , optimal signal constellation randomization is studied for the downlink of a multiuser communications system considering given detectors at the receivers, and an approximate solution is provided based on convex relaxation. In addition, asymptotical improvements that can be achieved via constellation randomization are quantified when symmetric signaling and sign detectors are employed. In a different context, time-varying or random signal constellations are utilized in [15] [16] [17] [18] [19] [20] for the purpose of enhancing error performance or achieving diversity. Another technique for enhancing error performance of some communications systems that operate over time-invariant channels is to perform detector randomization, which involves the use of multiple detectors at the receiver with certain probabilities (certain fractions of time) [6] [7] [8] , [21] , [22] . In other words, a receiver can randomize (time-share) among multiple detectors in order to reduce the average probability of error. In [6] , randomization between two antipodal signal pairs and the corresponding MAP detectors is performed for an average power constrained binary communications system, and significant performance improvements are observed as a result of detector randomization in some cases in the presence of symmetric Gaussian mixture noise. In [7] , the results in [6] and [4] are extended by considering both detector randomization and signal constellation randomization for an average power constrained M -ary communications system. It is proved that the joint optimization of detector and signal constellation randomization results in a randomization between at most two MAP detectors corresponding to two deterministic signal constellations. The study in [7] is extended to the NeymanPearson (NP) framework in [21] by considering a power constrained on-off keying communications systems. As discussed in [23] , detector randomization can be regarded as a gener-0090-6778/13$31.00 c 2013 IEEE alization of noise enhanced detection with a fixed detector [9] , [13] . In addition, when variable detectors are considered, noise enhanced detection and detector randomization can be considered as alternative approaches. 1 In [8] , probability distributions of optimal additive noise components are investigated for variable detectors, and the optimal randomization between detector and additive noise pairs is investigated for optimal noise enhancement.
Although detector randomization has recently been investigated, e.g., in [6] [7] [8] , [21] , no previous studies have considered detector randomization for multiuser communications systems. In this paper, we study optimal detector randomization for multiuser communications systems. In particular, we consider the downlink of a direct sequence spread spectrum (DSSS) communications system under an average power constraint, and propose an optimization problem to obtain optimal signal amplitudes (corresponding to information symbols for different users), detectors, and detector randomization factors (probabilities) that minimize the worstcase (maximum) average probability of error of the users. Since this joint optimization problem is quite complex in its original formulation, a low-complexity approach is developed in order to obtain the optimal solution in two steps, where the optimal signal amplitudes and detector randomization factors are calculated in the first step, and the corresponding ML detectors are obtained in the second step. Also, it is shown that the optimal solution requires randomization among at most min{K, N d } detectors for each user, where K is the number of users and N d is the number of detectors at each receiver. In addition, the performance of the optimal detector randomization approach is investigated, and a lower bound is presented for the minimum worst-case average probability of error. It is proved that the optimal detector randomization approach can improve the performance of the optimal approach that employs a single detector for each user (i.e., no detector randomization) by up to K times. Sufficient conditions are derived for the improvability and nonimprovability via detector randomization. Furthermore, in the special case of equal crosscorrelations and noise powers, a simple solution is proposed for the optimal detector randomization problem, and necessary and sufficient conditions are obtained for the uniqueness of that solution. Finally, numerical examples are presented in order to illustrate the improvements achieved via detector randomization. Although the results in this study are obtained for the downlink of a binary DSSS system, possible extensions to uplink scenarios and M -ary systems are discussed in Section VI.
It should be emphasized that detector randomization in this study is designed for time-invariant channels; equivalently, detector randomization is performed for each channel realization assuming that channel statistics do not change for a certain number of symbols [6] , [7] , [21] . Therefore, the proposed approach is different from power control (and detector adaptation) algorithms that are developed for varying channel conditions [24] [25] [26] . In addition, randomized power 1 The main difference is that an additive noise component is employed at the detector in the noise enhanced detection approach whereas the transmitted signal values are adapted according to the detector randomization strategy in the detector randomization approach.
control algorithms in the literature, such as [27] [28] [29] [30] [31] [32] , employ significantly different approaches than that in this study. For example, a random power control algorithm is proposed in [29] , where the transmitter selects its power level randomly from a uniform distribution. This approach is shown to improve network connectivity over the fixed power control approach for static channels. In [31] , random power allocation is performed according to a certain probability distribution; namely, the transmit power is modeled by a truncated inverted exponential distribution, and the parameter of this distribution is updated at certain intervals based on feedback. In addition, [27] considers a scenario in which transmit powers are selected from a discrete set of power levels, namely, zero and peak power, and optimal power randomization strategies are developed under that specification for a two-hop interference channel.
The remainder of the paper is organized as follows. In Section II, the system model is introduced and receiver structures are described. In Section III, the optimal detector randomization problem is formulated, and a low-complexity approach is presented. Analysis of optimal detector randomization is performed in Section IV, and lower bounds and upper bounds are obtained on the performance of optimal detector randomization. In addition, various conditions for improvability or nonimprovability via detector randomization are derived, and simple solution is provided for equal crosscorrelations and noise powers. Numerical examples are presented in Section V. In Section VI, concluding remarks are made and possible extensions to uplink scenarios and M -ary systems are discussed.
II. SYSTEM MODEL
Consider the downlink of a multiuser communications system in which the transmitter (e.g., base station or access point) sends information bearing signals to K users simultaneously via code division multiple access (CDMA). In addition, assume that the users can perform detector randomization [6] , [7] in coordination with the transmitter by employing different detectors for certain fractions of time. In particular, suppose that each user can time-share (randomize) among N d detectors; namely, user k employs detector φ
for the next N s,2 symbols, . . . , and detector φ
for the last N s,N d symbols 2 , where k ∈ {1, 2, . . . , K}. The described scenario is also depicted in Fig. 1 , which illustrates a K-user system with N d detectors for each user.
For the downlink of a DSSS binary 3 communications system as in Fig. 1 , the baseband model of the transmitted signal can be expressed as Fig. 1 . System model. The transmitter sends information bearing signals to K users over additive noise channels, and each user estimates the transmitted symbol by performing detector randomization among N d detectors. k,l denotes the transmitted signal amplitude for information bit i k that is intended for detector l of user k, and c k (t) is the real pseudo-noise signal for user k [5] . Pseudo-noise signals are employed to spread the spectra of users' signals and provide multiple-access capability [33] . It is assumed that the prior probabilities of bit 0 and bit 1 are equal to 0.5 for all users, and that the information bits of different users are independent.
The signal in (1) is transmitted to K users over the additive noise channels as in Fig. 1 , and the received signal at user k is modeled as
for k = 1, . . . , K, where n k (t) is the noise at the receiver of user k, which is a zero-mean white Gaussian process with spectral density σ 2 k . The noise processes at different receivers are supposed to be independent. Although a simple additive noise model is employed in (2), multipath channels with slow frequency-flat fading can also be incorporated into the model under the assumption of perfect channel estimation by adjusting the average powers of the noise components in (2), equivalently, the σ 2 k terms, accordingly [3] , [5] . The receiver structure for user k is illustrated in Fig. 2 . The received signal r k (t) in (2) is first correlated with the pseudonoise signal for user k, c k (t). Then, the correlator output is processed by one of the detectors according to the detector randomization strategy and the transmitted bit of user k is estimated. (Although N d detectors are shown in Fig. 2 , the receiver can also be implemented by adapting the parameters of one detector over time.) From (2) and Fig. 2 , the correlator output for user k, Y k , can be expressed as
for k = 1, . . . , K, where ρ k,j c k (t)c j (t)dt denotes the crosscorrelation between the pseudo-noise signals for user k and j (it is assumed that ρ k,k = 1 for k = 1, . . . , K) , [5] . It is noted from the expression for Y k in (3) that the first term corresponds to the desired signal component, the second term denotes the multiple-access interference (MAI), and the last term is the noise component.
As shown in Fig. 2 , the correlator output in (3) is processed by detectors φ
according to a detector randomization strategy, and an estimate of the transmitted information bit,î k , is generated. Mathematically, for a given correlator output Y k = y k , the bit estimate is obtained aŝ
if the l th detector is employed for user k, where l ∈ {1, . . . , N d } and k ∈ {1, . . . , K}. In (4), Γ 4 It should be noted that employing the same randomization factors for all users does not cause any loss of generality since the cases in which different randomization factors are used for different users can be covered by the preceding formulation by considering an updated value of N d with corresponding detectors and randomization factors.
III. OPTIMAL DETECTOR RANDOMIZATION
The aim in this study is to jointly optimize the randomization factors, the detectors (decision regions), and the transmitted signal amplitudes for all the users under an average power constraint. In order to formulate this generic problem, we first define the following signal vector S l that consists of the signal amplitudes intended for detector l for bit 0 and bit 1 of all users:
K,l . In addition, let φ l denote the set of the l th detectors of the users, which is defined as φ l = φ
For a randomization strategy specified by randomization factors {v 1 , . . . , v N d } (as described in the previous paragraph), the system in Fig. 1 operates as follows: For v l fraction of the time, the transmitter sends the signal vector S l and the users employ the corresponding detectors in φ l for l = 1, . . . , N d . Therefore, the aim is to obtain the optimal set {v l , φ l ,
that optimizes the error performance of the system under an average power constraint. Specifically, the following optimization problem is proposed:
where P k is the average probability of error for user k, A specifies an average power constraint, and p(t) is as in (1) . Similar to [5] , the minimax approach is adopted for fairness [35] [36] [37] [38] by preventing scenarios in which the average probabilities of error are very low for some users whereas they are (unacceptably) high for others. 5 The constraint in (6) is defined in such a way that the average power is limited in each bit duration. In other words, the expectation operation in (6) is over the equiprobable information bits of the users. Hence, from (1), (6) can be expressed as
where E S
If symmetric signaling is employed, (i.e., if signal amplitudes are selected as S
the generic case in this study and the results for symmetric signaling can be obtained as a special case.)
For notational simplicity in the following analysis, we define
where S l is as defined in the first paragraph of this section. Then, the average power constraint in (7) (hence, in (6)) is given by
In order to calculate the average probability of error for user k, P k , we first express, from (3) and (4), the error probability of the l th detector of user k when the signal vector S l is 5 It is possible to extend the results to cases in which different users have different levels of importance by multiplying each P k with a weighting factor. employed as follows:
(the vector of all the bit indices except for the k th one), and
denoting the decision region of the l th detector of user k for information symbol 1; that is, φ (k) l , as specified in (4). In (11) , the probabilities are with respect to the distribution of the noise component N k for a given value of S l . Also, it should be noted that the decision region
can be a function of S l in general due to the joint optimization in (5) and (6) .
Since g k,l (S l ) in (11) denotes the error probability of the l th detector of user k when signal vector S l is employed, the average probability of user k for a randomization strategy that employs signal vector S l and detectors φ l with probability v l for l = 1, . . . , N d can be expressed as
From (10) and (12), the optimization problem in (5) and (6) can be stated as
This problem is very challenging in general since it requires joint optimization of the signal amplitudes, the detectors, and the detector randomization factors. However, a significant simplification can be achieved based on the following proposition:
The optimization problem in (13)- (15) can be expressed as
Proof: Consider the optimization problem in (13)- (15), where g k,l (S l ) is defined as in (11) and represents the error probability of the l th detector of user k when signal vector S l is employed. Since the aim is to minimize max
under the specified constraints, optimal decision rules, φ l , that minimize g k,l (S l ) must be employed for each signal vector S l . For any signal vector, it is known that the ML detector minimizes the error probability when the information symbols are equally likely [39] . Therefore, it is concluded that the optimal solution to (13)- (15) results in the use of ML detectors at the receivers. Considering the l th detector of user k, the ML decision rule can be specified as
is the conditional probability density function (PDF) of observation Y k when the information bit i k is transmitted for the l th detector of user k (see (3)). Therefore, the error probability of the ML detector can be calculated from [1] , which corresponds to g k,l (S l ) when the l th detector of user k employs the ML decision rule. Hence, the expression in (16) is obtained from (13) . (It is noted that the optimization space is reduced from
l=1 since the error probabilities of the optimal detectors are expressed in terms of the signal vectors.) In addition, based on (3), p (k) i k (y|S l ) can be expressed as in (19) considering equally likely information bits.
Based on Proposition 1, it is concluded that for the joint optimization problem in (13)- (15), where the detectors are modeled as generic ones, the joint optimal solution always results in the use of ML detectors at all the users. It is also noted that the results of Proposition 1 will be valid for any non-Gaussian PDF as well when the conditional PDF expression in (19) is updated accordingly.
Comparison of the optimization problems in (13)- (15) and in (16)- (18) reveals that Proposition 1 provides a significant simplification in obtaining the optimal solution as it reduces the optimization space from {v l , φ l ,
Namely, instead of searching over all possible signal amplitudes, detectors, and detector randomization factors, (16)- (18) requires a search over possible signal amplitudes and detector randomization factors. Once the optimal signal amplitudes and detector randomization factors are obtained from (16)- (18), the optimal detectors are specified by the corresponding ML decision rules. In particular, if
l=1 denote the optimal signal amplitudes obtained from (16)- (18), the l th detector of user k outputs bit 1 if p (19) . Although the formulation in (16)- (18) provides a significant simplification over that in (13) - (15), it can still have high computational complexity when the number of detectors and/or the number of users are high. In particular, it is noted from (16)- (18) that the optimal solution of the signal amplitudes and the randomization factors requires a search over a (2K+1)N d dimensional space ( (K+1)N d dimensional space if symmetric signaling is employed). In the following proposition, it is stated that employing more than K detectors at a receiver is not needed for the optimal solution.
Proposition 2: The optimization problem in (16)-(18) achieves the same minimum value as the following problem: (23) and express the objective function in (16) as 
Optimization problems that are in similar forms to (24) have been studied in the literature, such as in [12] and [11] . First, the following set is defined:
to the convex hull of set U . Therefore, based on Carathéodory's theorem [40] , any K-tuple at the boundary of set W can be obtained as the convex combination of at most K elements in U . (The boundary is considered since a minimization operation is to performed.) Hence, the optimal solution to (24) can be expressed in the form of a discrete random vector with at most K non-zero point masses. For this reason, if N d is larger than K, it is sufficient to perform the search over probability distributions with K point masses.
Based on Proposition 2, it is concluded that there is no need for employing more than K detectors at a receiver in a K-user system for achieving the optimal error performance. In other words, randomization among more than K detectors cannot provide any additional performance improvements. In addition, as observed from (20)- (22), the dimension of the search space in obtaining the optimal solution is specified by
signaling). It is also noted that the results of Proposition 2 will be valid for non-Gaussian PDFs as well when the conditional PDF expression in (19) is updated accordingly.
IV. ANALYSIS OF OPTIMAL DETECTOR RANDOMIZATION
In this section, we investigate the performance of the optimal detector randomization approach specified by (20) - (22), and determine scenarios in which performance improvements can be obtained over the optimal approach that does not employ any detector randomization, which is called as the optimal single detectors approach in the following.
The optimal single detectors approach can be considered as a special case of the detector randomization approach when there is only one detector at each receiver; that is, N d = 1. Therefore, based on (13)- (15), the optimal single detectors approach can be specified by the following optimization problem:
where g k (S) can be expressed as in (11) by removing the dependence on l in the expressions (since there is only one detector for each user), φ = φ (1) · · · φ (K) represents the detectors of the users, and S is the vector of signal amplitudes for bit 0 and bit 1 of all users; i.e., S = S
Since (25) is a special case of (13)- (15), its solution can be obtained from Proposition 1 by setting N d = 1 in (16)- (18) . Hence, the optimal single detectors approach can also be formulated as
whereg k (S) is as defined in (23) . In other words, the optimal single detectors approach requires the calculation of the optimal signal amplitudes from (26) . Then, each user employs the corresponding ML detector, which selects bit
0 (y|S ) and bit 0 otherwise, where S denotes the solution of (26) .
Let P SD denote the optimal value achieved by the optimization problem in (26) (equivalently, (25) ); that is, the minimum worst-case (maximum) average probability of error corresponding to the optimal single detectors approach. Similarly, let P DR represent the solution of the optimization problem in (20)-(22) (equivalently, (13)- (15)), which is the minimum worst-case average probability of error achieved by the optimal detector randomization approach. The main purpose of this section is to provide bounds on P DR , and to specify various relations between P SD and P DR . First, the following proposition is obtained to provide a lower bound on P DR .
Proposition 3:
The minimum worst-case average probability of error achieved by the optimal detector randomization approach in (20) - (22), P DR , is lower bounded as follows:
with
where
is as in (23) . In addition, the lower bound in (27) is achieved; that is, P DR = P LB , if and only if there exists feasible
(i.e., satisfying (21) and (22)) such that
v lgk (S l ) = P LB , ∀k ∈ {1, . . . , K}. Proof: Consider a modified version of the optimization problem in (20)- (22), which is described as
and express the problem in (29)- (31) as
subject to
where S A is as described in the proposition. The optimal solution of (32)- (33) is obtained by assigning all the weight to the minimizer of g avg (S) over S A , which corresponds to S * defined in (28) . operators, respectively.) Therefore, the solution of (29)-(31), which is specified by
, provides a lower bound on the solution of (20)- (22), P DR . Hence, (27) is obtained. In order to prove the sufficiency of the achievability condition in Proposition 3, assume that there exists feasible
v lgk (S l ) = P LB , ∀k ∈ {1, . . . , K}. Then, it is easy to verify from (20) and (23) that the summation term in (20) becomes equal to P LB , ∀k ∈ {1, . . . , K}, for the specified solution. Hence, (20) - (22) achieves the lower bound in this case, and P DR = P LB is obtained. For proving the necessity of the achievability condition in the proposition via contradiction, assume that P DR = P LB and the optimal solution of (20)- (22)
, results in a scenario in which the
terms are not all the same. In particular, assume that ∃k ∈ {1, . . . , K} such that
Then, the following inequality is obtained:
However, this implies a contradiction since
where the inequality follows from (27) . Therefore, when the lower bound is achieved, i.e., P DR = P LB , all the min{K,N d } l=1v lgk (Ŝ l ) terms must be equal to P LB . Hence, in order to achieve the lower bound in (27) , there must exist
v lgk (S l ) = P LB , ∀k ∈ {1, . . . , K}, as stated in the proposition.
Proposition 3 presents a bound on the performance of the optimal detector randomization approach in (20)- (22) . The advantage of this lower bound is that it is calculated based on the solution of the minimization problem in (28), which is much simpler than the optimization problem in (20)- (22) . In addition, the achievability condition in Proposition 3 implies that the worst-case average probability of error achieved by the optimal detector randomization approach attains the lower bound if and only if there exists an equalizer solution for the optimal detector randomization problem in (20)- (22) , which equates the average error probabilities of all users to the lower bound in (27) . As a simple example, if S * in (28)
hence, the lower bound is achieved in this scenario; i.e., P DR = P LB , as a result of Proposition 3. As investigated in the following, there also exist other scenarios in which P DR = P LB is satisfied when allg k (S * )'s are not the same.
Next, improvements that can be achieved via the optimal detector randomization approach over the optimal single detectors approach are quantified in the following proposition.
Proposition 4: Let P SD and P DR denote the minimum worst-case error probabilities obtained from the solutions of (26) and (20)- (22), respectively. Then, the following relations hold between P SD and P DR .
(i) The improvement ratio, defined as P SD /P DR , is bounded as follows:
(ii) The maximum improvement ratio, K, is achieved if and only if P DR = P LB (where P LB is as defined in (27)), 6 Note that none of the min{K,N d } l=1v lgk (Ŝ l ) terms can be larger than P LB since it is assumed that P DR = P LB ; i.e., the maximum of these terms is equal to P LB (see (20) and (23)). Therefore, either all these terms can be equal to P LB or some of them can be smaller than P LB . The latter is shown to be impossible in the remaining part of the proof. 
. , K}. (iii) No improvement is achieved; that is, P DR
(iv) Improvement is guaranteed; that is, P DR < P SD , if P DR = P LB andg k (S ) =g l (S ) for some k, l ∈ {1, . . . , K}, where S denotes the solution of (26).
Proof: (i)
Since the optimal single detectors approach is a special case of the detector randomization approach, P DR ≤ P SD is always satisfied; hence, the lower bound in (36) is directly obtained. In order to derive the upper bound in (36), the following inequalities are considered first:
where S is the solution of (26), and S * is given by (28) .
Note that the first inequality follows by definition since S and S * are the solutions of (26) and (28), respectively, and the second inequality follows from the identity x ∞ ≤ x 1 , ∀x, where x ∞ and x 1 are the maximum and Manhattan norms, respectively. Then, the upper bound in (36) is obtained as follows:
where the first inequality is obtained from (37) , and the second inequality and the equality follow from (27) .
(ii) In order to achieve the maximum improvement ratio of K in (36), the inequalities in (37) and (38) should hold with equality. Then, from (37), it is concluded that S * in (28) should also be a solution of (26) (so that max kg k (S ) = max kg k (S * ) ), andg k (S * ) should be zero for all k except for one of them (so that max
). In addition, for the second inequality in (38) to hold with equality, P DR = P LB should be satisfied. Hence, the conditions in Part (ii) of Proposition 4 are obtained.
In order to prove that P DR = P SD via contradiction, first suppose that max
. Then, the following relation is obtained:
Note that the second inequality and the equality in (39) are due to the assumptions of max kg k (S ) < max kg k (S * ) and
, it results in a contradiction due to the definition of S * in (28) . Therefore, wheng 1 (S * ) = · · · =g K (S * ), the relation max (26)). Then, P DR = P SD is obtained as follows:
where the third equality is due tog 1 (S * ) = · · · =g K (S * ) and the last equality is from (27) . Since in general P LB ≤ P DR ≤ P SD holds (see (27) and Part (i) of Proposition 4), (40) implies that P DR = P SD = P LB wheng 1 (S * ) = · · · =g K (S * ).
(iv) Assume that P DR = P LB andg k (S ) =g l (S ) for some k, l ∈ {1, . . . , K}. Then, the result is derived as follows:
where the first inequality is obtained from the assumption that g k (S ) =g l (S ) for some k, l ∈ {1, . . . , K}, the second inequality and the second equality follow from Proposition 3, and the final equality is due to the assumption of P DR = P LB .
Proposition 4 quantifies the improvements that can be achieved via the optimal detector randomization approach and states that the worst-case average probability of error can be reduced by a factor of K compared to the optimal single detectors approach that does not perform any detector randomization. Therefore, significant gains can be possible in the presence of a large number of users. In addition, the scenarios in which this maximum improvement ratio can be achieved are specified based on the conditions in Part (ii) of the proposition. It should be noted that the condition of
hold exactly for ML detectors that operate in the presence of Gaussian noise, which has an infinite support. Therefore, the maximum improvement ratio of K may not be achieved exactly in practice; however, it can be quite close to K in certain scenarios (see, e.g., Fig. 3 at 28 dB). Proposition 4 also provides some simple conditions to determine if the optimal detector randomization approach can or cannot provide any improvements over the optimal single detectors approach.
Remark 1:
Although the results in Proposition 3 and Proposition 4 are obtained when all the users employ ML detectors, which are specified by the error probability expressiong k in (23), the results are also valid for other types of detectors; e.g., the sign detector or the optimal single-threshold detector. In other words, Proposition 3 and Proposition 4 hold for arbitrarỹ g k corresponding to any type of detectors.
In the following proposition, the structure of the optimal detector randomization solution obtained from (20)- (22) is specified in the case of equal crosscorrelations and noise powers. (22), which achieves the lower bound in (27) , can be expressed as
where S * is as in (28) 
In addition, for equal crosscorrelations and noise variances, p
terms in (43) become equal for k = 1, . . . , K. 8 Therefore, the overall expression in (43) can be stated as
for any k ∈ {1, . . . , K}. From (44), it is easy to verify that (45) is also equal to
which can be expressed as
the definitions in (23) and (27) . Hence, it is observed that for the solution in (42), the optimization problem in (20)- (22) achieves the lower bound in Proposition 3; i.e., (42) provides an optimal solution to (20)- (22) that achieves the lower bound in (27) , as claimed in the proposition. Although the optimal solution to the generic problem in (20)- (22) 
) is the same for k = 1 and k = 2, as can be observed from (44).
following algorithm can be employed: (i) Calculate S * from (28) . (ii) Obtain the optimal solution as in (42). 9 It is noted that this algorithm requires a search over a 2K dimensional space in order to calculate S * . In addition, if symmetric signaling is employed, the search space dimensions reduce to (K + 1)K and K for the problems in (20)- (22) and in (28), respectively. Remark 2: Under the conditions in Proposition 5, if S * is a solution of (28), any permutation of the signal amplitude pairs for different users is a solution as well. 10 For example, if S * = S
1, * S
2, * S
3, * S (28), too.
The following proposition presents necessary and sufficient conditions for the uniqueness of the solution in (42). 
V. PERFORMANCE EVALUATION
In this section, numerical results are presented to investigate the theoretical results obtained in the previous sections and to compare the proposed optimal detector randomization approach against other approaches that do not perform any detector randomization. Specifically, the following approaches are considered in the simulations.
Optimal Detector Randomization: This scheme refers to the proposed optimization problem in (13)- (15) , which can be 9 The definition of the circular shift in Proposition 5 can be a right circular shift or a left circular shift without affecting the optimality of the solution in (42). 10 This is implied by the proof of Proposition 5 based on the equivalence of (45) and (46) (see (23) and (28) as well). 11 The case in which S * is unique and the signal amplitude pairs in S * are all the same is not considered since no improvement is achieved via detector randomization in that scenario (i.e., the condition in Part (iii) of Proposition 4 is satisfied). Specifically, S * is employed all the time and each user runs a single ML detector corresponding to S * . Fig. 3 . Maximum average probability of error versus 1/σ 2 for the optimal detector randomization, optimal single detectors, and single detectors at power limit approaches, where K = 5, ρ k,j = 0.27 for all k = j, and A = 5.
solved via (20)- (22), as stated in Proposition 2. It is noted that when the conditions in Proposition 5 are satisfied, the optimal solution can also be obtained via (42), which has significantly lower computational complexity.
Optimal Single Detectors: In this approach, a single detector is employed by each user; hence, no detector randomization is performed. The solution is obtained from (25) (equivalently, (26)). Namely, the optimal signals and the corresponding single detectors (ML rules) are calculated in this approach.
Single Detectors at Power Limit: This approach employs a single detector for each user, and equalizes the signalto-interference-plus-noise ratios (SINRs) at all the detectors. In addition, all the available power is utilized. Specifically, in this scheme, the signal amplitudes are chosen in such a way that SINR 1 = · · · = SINR K and h(S) = A, where SINR k is the SINR for user k and h(S) is as in (9) . The SINR for user k can be calculated from (3) as
for symmetric signaling. In general, the single detectors at power limit approach has low computational complexity compared to the other approaches; however, it can result in degraded performance as investigated in the following. In the simulations, symmetric signaling with equiprobable information symbols is considered for all users, and the standard deviations of the noise at the receivers are set to the same value; i.e., σ k = σ, k = 1, . . . , K. In addition, as stated after (3), ρ k,j 's are taken as one for k = j; that is,
First, a 5-user scenario is considered (that is, K = 5), and the crosscorrelations between the pseudo-noise signals for different users are set to 0.27; i.e., ρ k,j = 0.27 for k = j. Also, the average power constraint A in (6) is taken as 5. In Fig. 3 , the maximum average probability of error is plotted versus 1/σ 2 for the optimal detector randomization, optimal single detectors, and single detectors at power limit approaches. From the figure, it is observed that the optimal detector randomization approach achieves the best performance among all the approaches, and the optimal single detectors approach outperforms the single detectors at power limit approach for small noise variances. In addition, the calculations show that for high noise variances the nonimprovability condition in Part (iii) of Proposition 4 is satisfied, while for small noise variances the improvability condition stated in Part (iv) of the same proposition is valid. It is also noted that the improvement ratio, which is the ratio between the maximum error probabilities of the optimal single detectors and optimal detector randomization approaches, satisfies the inequality (36) in Proposition 4. In particular, the maximum improvement ratio of 5 is approximately achieved at 1/σ 2 = 28 dB. In order to investigate the results in Fig. 3 in more detail, Table I k, for k = 1, 2, 3, 4, 5.). In addition, Table II illustrates the solution of (28), S * , which specifies the solution of the optimal detector randomization approach as described in (42) in Proposition 5. Again only the signal amplitudes corresponding to bit 1 of the users are shown due to symmetry. From Tables I and II , it is observed that both the optimal single detectors and the optimal detector randomization approaches converge to the single detectors at power limit approach for high noise variances. This is due to the fact that the Gaussian noise becomes dominant as the noise variance increases and the multiuser interference plus noise term becomes approximately a Gaussian random variable, in which case the optimal solution is to assign equal powers for all users at the maximum power limit. Also, it is noted that the nonimprovability condition in Part (iii) of Proposition 4 is satisfied for that scenario. On the other hand, for small noise variances, the solutions become different from that of the single detectors at power limit approach, and improvements are achieved as observed in Fig. 3 . In addition, Fig. 4 . Maximum average probability of error versus 1/σ 2 for the optimal detector randomization, optimal single detectors, and single detectors at power limit approaches, where K = 5, ρ k,j = 0.35 for all k = j, and A = 5.
Proposition 6 are satisfied for small noise variances; hence, the solution of the optimal detector randomization approach specified in (28) is unique in those scenarios. For example, at 1/σ 2 = 24 dB, the unique solution of the optimal detector randomization approach is specified by v l = 0. Table II regarding the signal values for the optimal detector randomization approach. When the noise variance is smaller than a certain value, the optimal solution does not vary significantly with the noise level. Hence, perfect knowledge of the noise level may not be required for achieving a near optimal performance. Finally, it is observed from Tables I and II that the optimal signal values are the same for many (or, all) of the users at a given noise variance, which is mainly due to the structures of the optimization problems in (26) and (28), and the facts that the crosscorrelations between the pseudo-noise signals for different users are equal, and the standard deviations of the noise at the receivers are the same. In other words, the optimization problems in (26) and (28) tend to yield equalizer rules (for all or some of the users) in the considered scenario.
Next, another scenario with K = 5 users is considered, where ρ k,j = 0.35 for k = j, and A = 5. In Fig. 4 , the maximum average probability of error is illustrated for the optimal detector randomization, optimal single detectors, and single detectors at power limit approaches. Similar observations to those for Fig. 3 can be made. The main difference is that improvements are achieved for a larger range of noise variances in this scenario. In addition, the solutions of the optimal single detectors and the optimal detector randomization approaches are specified in Tables III and IV for the scenario in Fig. 4 for some values of 1/σ 2 . Again similar observations to those in the previous scenario can be made. However, in this case, the solution in (28) is not unique since the second uniqueness condition in Proposition 6 is not satisfied, as observed from Table IV .
Then, a scenario with K = 6 users is considered, where ρ k,j = 0.21 for k = j, and A = 6. In Fig. 5 , the maximum average probability of error is illustrated for the optimal detector randomization, optimal single detectors, and single detectors at power limit approaches. Similar observations as in the previous scenarios are made. The main difference in this scenario is that the improvement ratio is smaller than those in Fig. 3 and Fig. 4 . Also, the solutions of the optimal single detectors and the optimal detector randomization approaches are specified in Tables V and VI for the scenario in Fig. 5 for some values of 1/σ 2 . Finally, a system with 10 users is considered, where ρ k,j = 0.17 for k = j, and A = 10. In Fig. 6 , the maximum average probability of error is plotted versus 1/σ 2 for the optimal detector randomization, optimal single detectors, and single detectors at power limit approaches. Again similar observations to those for the previous scenarios are made. The main difference in this case is that the error rates are higher for a given noise level than those in the previous scenarios, which is mainly due to the large number of users.
VI. CONCLUSIONS AND EXTENSIONS
Optimal detector randomization has been studied for the downlink of a DSSS system. An optimization problem has been formulated in order to obtain the optimal signal amplitudes, detectors, and detector randomization factors. Since this joint optimization problem is quite challenging in general, a simplified problem has been proposed, in which the search is performed over signal amplitudes and detector randomization factors only, and then the ML detectors corresponding to the optimal signal amplitudes are employed at the receivers. It has been shown that this simplified approach provides the optimal solution to the generic problem when detector randomization is performed over at most min{K, N d } detector sets, where K is the number of users and N d is the number of detectors at each receiver. Then, the performance of the optimal detector randomization approach has been investigated, and a lower bound has been obtained for the minimum worstcase average probability of error. Also, it has been shown that the optimal detector randomization approach can improve the performance of the optimal single detectors approach by up to K times. In addition, various sufficient conditions have been obtained for the improvability and nonimprovability via detector randomization. Furthermore, in the special case of equal Although the downlink of a DSSS system is considered in this study, the results can also be applied to the uplink of a synchronous DSSS under certain assumptions. Specifically, suppose that the receiver (the base station or the access point) employs a bank of K correlators corresponding to the pseudonoise signals of the users and then performs the bit decision for user k based on the k th correlator output via detector randomization among N d detectors, where k ∈ {1, . . . , K}. In this scenario, the theoretical results in Section III and Section IV can be extended to the uplink as well. However, when an asynchronous system is considered or when the receiver employs multiuser detection approaches [33] , the results in this study cannot be directly applied. Therefore, optimal detector randomization in such scenarios is considered as a future work.
The results in this study can also be extended to cover scenarios in which each user performs M -ary modulation for M > 2. In that case, the definitions of φ (k) l in (4), S l at the beginning of Section III, h in (9), g k,l in (11), andg k in (23) can be updated accordingly, and the theoretical results in the previous sections can still be employed based on these new definitions. Fig. 6 . Maximum average probability of error versus 1/σ 2 for the optimal detector randomization, optimal single detectors, and single detectors at power limit approaches, where K = 10, ρ k,j = 0.17 for all k = j, and A = 10.
APPENDIX

A. Proof of Proposition 6
First, it is shown that the optimal solution in (42) is unique if the conditions in the proposition are satisfied. To that aim, define the following sets
S lar = S ∈ S A :
whereg k is given by (23) and S A is as defined in Proposition 3. Note that each S ∈ S A must belong to either S equ or S lar due to the definition of S * in (28) . Let {v l , S l } K l=1 denote the optimal solution of (20)- (22) . Then, it is proved that S l ∈ S equ must hold for all l ∈ {1, . . . , K} since it would otherwise lead to a scenario in which the optimal solution of (20)- (22) , P DR , could not achieve the lower bound in (27) as shown below: the other rows are the circular shifts of this row in such a way that G is a circulant matrix. First consider the case in which a = b. Then, it is concluded that G is nonsingular since its eigenvalues are all nonzero. (In particular, one eigenvalue is a + (K − 1)b and the remaining ones are a − b.) Hence, there exists a unique solution of (50). Based on the fact that terms, are the same. Therefore, no improvement is achieved via detector randomization in that scenario, and the optimal solution can be achieved by employing S * all the time. Hence, this trivial scenario is excluded as stated at the beginning of Proposition 6; that is, a = b does not hold for scenarios considered in the proposition. In order to prove the necessity of the conditions in the proposition, first assume that S * is not unique up to permutations of signal amplitude pairs. Then, a different solution can be obtained for each distinct S * as described above. Namely, a distinct solution is calculated as in (42) , which are not circular shifts of each other. Then, the circular shifts of S * x1 and S * x2 can be employed in order to obtain two distinct solutions based on (42). Hence, it is concluded that the solution is not unique if the second condition in the proposition is not satisfied.
