When a research infrastructure is funded and implemented, new information and new publications are created. This new information is the measurable output of discovery process. In this paper, we describe the impact of infrastructure for physics experiments in terms of publications and citations. In particular, we consider the Large Hadron Collider (LHC) experiments (AT-LAS, CMS, ALICE, LHCb) and compare them to the Large Electron Positron Collider (LEP) experiments (ALEPH, DELPHI, L3, OPAL) and the Tevatron experiments (CDF, D0). We provide an overview of the scientific output of these projects over time and highlight the role played by remarkable project results in the publication-citation distribution trends. The methodological and technical contribution of this work provides a starting point for the development of a theoretical model of modern scientific knowledge propagation over time.
Introduction
The main purpose of this study is to investigate whether there is a pattern of propagation of knowledge related to research infrastructures and, if it exists, what it depends on and how to measure it. The time and manner of dissemination of knowledge are hard to measure and to predict. The processes of dissemination are diverse and often not observable, but the number of publications associated to a project and the citations that it receives is the most immediate information that we are able to measure. Scientometric techniques [1] are the most used approaches to evaluate knowledge propagation. These methods are based on the analysis of scientific publications and their citations over time. The creation of knowledge is certainly one of the benefits that can justify the high costs for the construction of research infrastructures. We are also motivated by the idea of providing a first understanding of knowledge growth derived from the funding of research infrastructures [2, 3, 4, 5] .
In particular, in this paper, we focus our study on the most modern accelerator project in high energy physics, the Large Hadron Collider (LHC), completed at the European Organization for Nuclear Research (CERN) in 2008. The LHC's primary function is to search for the Higgs boson and, more generally, for new physics discoveries involving high collision energies. The LHC accelerator is utilized in seven experiments that use detectors to analyze the particles produced by the collisions. In this work, we will focus on the four biggest experimental collaborations: ATLAS, CMS, ALICE and LHCb. ATLAS and CMS are two general purpose experiments composed by a large number of collaborators worldwide, they are specialized in the search for signs of new physics and the hunt for the Higgs boson. ALICE and LHCb are specific experiments looking at heavy-ion collisions and antimatter respectively, their community is smaller than the general purpose experiments.
The data from LHC are complemented with data collected from the Large Electron-Positron Collider (LEP) and the Tevatron experiments, in order to compare results at different times and using different technologies and infrastructures. Our work is focused on a period starting with the first publication of Tevatron, that is, 1982 to 2012. We describe the knowledge output of the projects considered here by considering the following variables that bring out interesting regularities and make data from different projects comparable:
• the different evolution of the reference scientific community as reflected by different rates of publications and interrelations among scientists and infrastructures;
• the lifetime cycle of each specific project and its community;
• the eventual remarkable project results that can enhance or modify the distribution of citations.
To this end, we describe the activity (number of publications) and the impact (number of citations) of scientific output by comparing the results with the rate of overall publications in physics, as reported by Web Of Science 1 . Moreover, we note that not all papers are equal in terms of citation trajectory; for each experiment there are papers with different weights. The weight classifies the behavior from excellent to mediocre papers in terms of propagation impact.
As a first step, we group the papers according to the the shape of their distribution of citations over time. We also study if the citation patterns depend on the semantic dimension and on the temporal dimension.
The cluster of papers could depend on some covariates, such as the characteristics of the scientific community that produced them, the number of authors involved, the reputation of them, etc.
Beyond this first description of the knowledge growth due to the analyzed projects, the data collected and the methodological and technological tools used in this paper will be the starting point for the definition of a statistical model predicting the outcome of a project, given the human and financial resources available and its timing. Section 2 describes the data used in this work. Section 3 shows the activity and impact measures. Section 4 motivates the modeling of knowledge propagation in High Energy Physics (HEP). Section 5 introduces a methodology of clustering of papers based on citation patterns. Section 6 studies the cluster collections according to the semantic and temporal dimensions. Finally we list our conclusions and future tasks in Section 7.
Data description
In practice, tracking knowledge creation consists of quantifying the knowledge outputs generated by scientists' experiments (first wave knowledge), by papers written by other scientists and citing those of the first wave, by other papers citing those of the second wave and so on. In the following, we define knowledge as outputs generated by insider scientists papers as level 0 papers and knowledge outputs generated by outsiders-scientist-literature papers as level 1 papers. Papers by scientists outside level 1 are called level 2, and so on. Figure 1 shows a syntetic view of the projects and relative experiments taken into account by the present analysis. The LHC was constructed after the LEP project at CERN, and operated from 1989 until 2000. The LEP project comprised four experiments: ALEPH, DELPHI, L3 and OPAL. We also include all the available information from these LEP experiments in order to compare the research output from projects organized in the same laboratory but at different time periods.
Another potential comparison involves projects from multiple infrastructures. In order to perform such a comparison, we also include the Tevatron project at the Fermi National Accelerator Laboratory (Fermilab) in the USA, which started operating in 1983 and ceased operations in 2011. The Tevatron is a synchrotron accelerator used in two experiments, CDF and D0.
The LHC, LEP and Tevatron are projects involving the same physics field, which is high energy physics, but the time periods of operation do not allow a comparison of the absolute values for the paper and citations produced. It should be noted that in the 1990s, when pre-prints and open access were not yet available, it was difficult to get a paper in electronic format on a home computer. In 1991, the Internet was born and the database SPIRES High Energy Physics (SPIRES -HEP), installed at the Stanford Linear Accelerator Center (SLAC) in the 1970s, became the first website in North America and the first database accessible via the World Wide Web.
The bibliographic database used in the current analysis was extracted directly from the INSPIRE website (http://inspirehep.net/) by querying the public user interface. The database was constructed during September 2013, and we include papers up to 2012 in order to avoid the inclusion of unconsolidated papers. The collection of papers obtained by this procedure contains the information needed to reconstruct the citation evolution of the most important papers in HEP. However, we are aware that several papers not published in INSPIRE were used in the technical development of large research machines, such as the LHC, and also that technical patents provide benefits which are important to the scientific community.
Using that collection of papers we perform comparisons and studies about the respective scientific communities, infrastructures and the diffusion of scientific knowledge across time.
Technical tools have been developed in order to create the database. The procedure is summarized in the following steps: i) download all available information obtained by querying the name of the experimental collaboration, e.g. "collaboration:'ATLAS'" with a custom python script able to build a catalog of records using information from papers stored in custom tags; ii) extract and download the respective citation and reference records from papers obtained in i; iii) import all information to a final MySQL database. A graphical summary of such steps is shown in Figure 2 .
In the next sections, we show results obtained from this database.
Activity measures and impact measures
The simplest measure of activity that can be considered is the number of papers produced by authors working on an experiment. We note that the number of produced papers does not match the number of papers actually published. There is a substantial number of pre-prints loaded in arXiv that are not published in scientific journals. These papers are found in bibliometric databases, such as Scopus or Web of Science, and are considered in our analysis. In the following, we will denote experiment papers as level 0 paper and literature papers as level 1 papers. We denote experiment paper cited by literature papers as 1to0 and literature papers cited by experiment papers as 0to1. Table 1 2 shows the total number of papers for each experiment, separately for published and unpublished and for levels 0 and 1. It is important to note that the number of papers produced from LHC experiments has already exceeded the number of papers produced from both LEP and Tevatron, although these experiments lasted much longer. The same thing occurs with the literature papers, which, as evident when examining LEP and Tevatron experiments, have continued to grow over the years, particularly literature papers that cite experiments.
Next, we examine several impact measures. The simplest measure of impact is the number of citations generated by an experiment. Table 2 shows the citations for each experiment: 0to0 are citations of experiment papers in experiment papers; 0to1 are citations of experiment papers in literature papers; 1to0 are citations of literature papers in experiment papers; 1to1 are citations for literature papers versus literature papers that cite experiment papers. The table also shows the experiment papers' H-index and the number of papers with more than 500 citations (renowned papers). The H-index is defined as the number such that, for a general group of papers, h papers received at least h citations while the other papers received no more than h citations [6] . The H-index measures both the productivity and citation impact of the publications of a scientist or scholar. The index can also be applied to the productivity and impact of a scholarly journal as well as a group of scientists, such as a department or university or country. As seen in Table 1 , the number of papers in the literature citing the LEP and Tevatron is still higher than the number of papers in the literature mentioning LHC. However, this is not the case for citations. The number of citations (0to0 and 1to1 ) for LHC experiments, ATLAS and CMS in particular, are an order of magnitude higher than those of the LEP experiments. Whether this is due to the fact that the LHC operated during the era of the World Wide Web and the LEP did not or to the fact that the LHC is associated with the discovery of the Higgs boson or both together would be an interesting study to be carried out in the future.
Appendix A details the absolute value of activity and impact measures for each experiment year by year.
The LHC series (Table A.13, Table A .14, Table A.15 and Table A. 16) shows steady growth, with a slight increase in 2008 (when it started operations), and an explosion in 2012. On July 4, 2012, the discovery of the Higgs Boson was announced. While important, this is not the only reason for the explosion; in the years 2010-2012, many important results have been obtained via experiments using LHC. In 2011, the number of literature papers citing the experiments increased rapidly, particularly for ATLAS and CMS, superseding both the number of internal papers and the literature papers cited.
Looking to the LEP project (Table A.7, Table A .8, Table A .9 and Table A.10), it can be observed that the gap between produced papers and published papers is reduced. This is because, as already mentioned, there was no Internet in 1989 when the LEP experiments began. Moreover, when examining the LEP trajectories, it is evident that when the experiment began (1989), the number of literature papers citing the experiments outnumbered the number of literature papers cited. Subsequently, there was a peak in the number of experiment papers in 2000 (the year it stopped operating) and then a decline. However, this is not the case for the literature papers citing the experiments, the number of which continued to increase.
The Tevatron experiment paper trajectories (Table A. 11, Table A .12), as with the LEP, show an intersection of the curves for literature papers that are cited and literature papers that cite the experiments a few years after it started. They also show a growth phase, with a small peak in 2011 (the year in which it ceased) that decreased slightly but is not yet in the process of obsolescence. They also appear to benefit from the results of the LHC, given the extraordinary growth in literature papers that cite the experiments (more than 2000 in 2012 alone). Citations 1to1 in the tables highlight literature papers versus literature papers that cite experiment papers for LEP and Tevatron experiments, the number of which increased disproportionately as a result of diffusion of the results of LHC results. The LHC discoveries are likewise building on the scientific infrastructure of the past. Looking specifically at the trajectories of the citations, it can be seen that the quotes from outside sources about various experiments are always greater in number than those cited by the experiment papers. Regarding the LHC, citations are in the expansion phase (as the project is not finished); for Tevatron, they are at the point of maximum expansion (the project finished in 2011); and for LEP, they are in the process of obsolescence. Regarding LEP, the only research infrastructure for which all the steps have been completed, there is a peak in the number of citations immediately after the start of operations and soon after the end of the experiments.
The series of absolute values reported in the tables in Appendix A are useful to get an idea of the order of magnitude of the activity and impact measures for each experiment but cannot be used to compare projects or experiments that took place in different historical periods. Previously, Price [1] talked about magnitudes of growth in "the size of science". To normalize the series, we used the trend of the number of physics articles published in The series of papers produced by the LEP and Tevatron experiments Figure 3 (a) show a concave shape, to indicate that at a certain point they will become stationary and then decreases. The curve of LEP, after it has been closed (2000), begins to decrease. Both series in the early years show a convex shape, which is the form that is observed for the LHC project, so that sooner or later, we expect a change of concavity and then a phase of stationarity and then of obsolescence. With regard to the paper of the literature citing the paper of the experiments, as was already noted, the phase of obsolescence has not yet been observed even for LEP which was closed for more than 10 years. This is even more evident from Figure 3(b) . Even in this case, LEP presents a concavity facing downwards and looks very close to the stationary phase. Tevatron seems still in a phase of expansion and LHC has an exponential growth.
To better see these trajectories, we report the same ratios for each exper-iment of the various projects in Figure 4 .
Towards the modeling of knowledge propagation in High Energy Physics (HEP)
A model which describes and provides predictions about the knowledge propagation in HEP is formulated by analyzing the citation distribution of papers of projects and its derivations. In the following paragraph we show an overview of such analysis by selecting a subclass of papers.
We selected three remarkable papers for the HEP physics community in terms of important discoveries, one paper for each project:
• LHC: the Higgs boson discovery by ATLAS [7] (2012) • Tevatron: the observation of top quark production by CDF [8] (1995) • LEP: the determination of the number of light neutrinos species by ALEPH [9] (1989)
In Figure 5 we show the absolute distribution of citations obtained from the respective level 1 papers over time. We observe similarities between LEP and Tevatron distributions: there is a citation peak close to the publication date and a diffusion tail. Moreover, considering all the three distributions, we observe a strong correlation between the date of publication, the maximum number of citations and the width of the peak region. The impact of a remarkable paper in the scientific community is proportional to publication age: modern papers generate a strong wave of level 1 papers, and the wave of knowledge continues longer in time. A possible explanation for the observed trend can be assigned to the continuous growth of the scientific community and its effort to achieve such remarkable results. Table 3 , shows for each of the three papers presented above, a summary with the total number of level 1 publications and the H-index computed using their respective level 1 papers. However, the original H-index definition does not take into account the age of an article. Ref. [10] proposes the contemporary H-index (cH-index) in which the number of citations that an article has received is divided by the age of the article. The information reported by these estimators are fundamental to the construction of a model.
A generalization of the results presented above, for each paper in our database, provides a complete sample of HEP data from which we can extract a model. The model includes social factors, like how the community propagate knowledge, and technological factors, e.g. project time, its lifetime cycle and the information diffusion. Such a model can determine and predict the impact of funding research infrastructures.
Clustering of papers based on citation patterns
Starting from the results of the previous section we tried to get a predictive knowledge output model for each paper in our database. We noticed that not all papers are equal in terms of citation trajectory. So it is not immediate to identify a parametric function. Moreover, for each experiment there are papers with different weights. The weight classifies the behavior from excellent to mediocre papers in terms of propagation impact. In principle, the weight distribution can be extracted from data. There are two issues we are working on:
1. Try to group the papers. 2. Try to figure out if there are covariates that explain the different clusters.
The cluster of papers could depend on some covariates, such as the characteristics of the scientific community that produced them, and the number of authors involved. We deal with this point in the discussion section. We focus here on a methodology for the construction of clusters of papers based on the shape of their distribution of citations over time.
Paper citations distribution is normalized and shifted in order to compare papers published (and cited) in different time periods
• shifting: the timeline of papers citations is shifted in such a way that all the citations are reported to a temporal range t 0 , t 1 , . . . , t n−1 , t n , where t 0 is the first year when a paper has been cited
• normalization: the number of citations C y p received by a paper p in the year y is normalized as follows:
where C y is the total number of citations observed in the year y and K is a normalization factor
Cluster methodology
We define a cluster of papers C i as
where i is the index which identifies the cluster, p j with j = 1, . . . , p n i are the n i elements of the cluster i, i.e. the papers contained in C i . The cluster analysis of time series is a well known problem studied in the literature [11, 12, 13, 14] . Most of the relevant contributions on this problem start from the Group-based Trajectory Modeling (GBTM) [11] . GBTM provides a non-parametric statistics for distinguishing the developmental trajectories of sub-populations in sets. It is based on using mixed models for the prediction of different trajectories in the data. In particular [12] present an evolution of GBTM for multidimensional outcomes and [13] used the idea of mixed membership to relax the within-class homogeneity assumption. GBTM algorithm, while having the advantage of being able to include covariates both stationary and time dependent, has many limitations. First of all it assumes a priori a model for the response variable and uses polynomial models to estimate the trajectories; secondly, the number of groups must be fixed as well as the order of the polynomials that are assumed for each different trajectory. Finally, from the computational point of view, the model proves inefficient in the presence of a very large number of papers, and resulting in a large number of clusters. [14] develop a probabilistic model for latent role analysis in time-varying networks, as well as an efficient variational EM algorithm for approximate inference and learning. Here we use Affinity Propagation (AP), by the messaging passing algorithm presented in [15] where the authors show its impressive capability of grouping data with complex structure. The choice of this particular algorithm is motivated by its capability of determining automatically the number of final clusters without requiring as input an a prior knowledge or guess of the number of clusters.
The clustering procedure that we adopt consists of the following steps:
• Data pre-processing: before starting the clustering procedure, we apply a pre-selection criteria for the input ensemble of papers. We define an ensemble of papers
where N cit total (p i ) is the total number of citations that p i received since its publication and k is a threshold value defined to filter the items of the ensemble. In our analysis we limited the threshold values to k = 10, 50, 100, 500.
• Distance definition: there are several different definitions to quantify the similarity between elements of a given ensemble E k of papers. In the AP framework, we construct a similarity matrix, defined as
where d(p i , p j ) is the distance estimator defined by the user. We performed the present cluster analysis with two different distance definitions: the dynamic time warping (DTW) [16] and the squared euclidean distance between points. For the DTW distance we use the raw distribution of citation for each paper, meanwhile for the squared euclidean distance we apply the normalization procedure presented at the beginning of this section.
• AP clustering: we perform the AP clustering with the damping factor λ = 0.5, a maximum of 200 iterations and 15 iterations with no change in the number of estimated clusters that stops the convergence. • Multiple passes: due to the large number of elements that we are considering, the construction of large similarity matrices is not possible due to hardware limitations. In order to deal with such limitations we implemented an interactive procedure which compares the similarity between the available exemplars of a given cluster to the remaining papers. We call "pass" each time we compare exemplars to a new chunks of papers. This situation is more pronounced when applying pre-selection criteria where k is small.
Results
The ensemble of papers used in the clustering procedure presented here are the same previously described in Section 3. In Table 4 we summarize the clustering results, for each of the four pre-selected ensemble of papers, k = 10, 50, 100, 500, we build two similarity matrices based on the distance definitions presented above. We describe in details the features of such cluster in the next section.
Clusters description
The cluster collections presented in Table 4 have been calculated by working on the distribution of the citations received by papers in time. In other terms, the resulting clusters group together those papers that have been cited in a similar way during their life-cycle. Our hypothesis is that the citation analysis per se is a sufficient criterion for clustering together papers that have an affinity both from a temporal perspective and from a semantic perspective. In particular, we are interested in understanding if the citation behavior is based on the historical period in which the cited papers have been published and/or if it depends on the topics addressed by the papers. A correlation among temporal, semantic, and citation dimensions would justify the choice of the citations as a descriptive criterion for understanding the success of specific scientific topics in time. On the contrary, the discovery of substantial independence of these three dimensions would support the idea that the citation behavior is determined by factors (such as the popularity of author and institutions) that do not depend on the topic and the historical period of publication.
In order to study the cluster collections of Table 4 according to the semantic and temporal dimensions, we define a set of descriptive dimensions for clusters, based on a preliminary activity of semantic indexing of papers and the analysis of their years of publication.
Semantic indexing
The semantic indexing activity aims at associating each paper with a set of topics, each representing a latent variable in the corpus. We stress the fact that this activity is completely independent from the clustering activity described in Section 5.1. Indexing is based exclusively on the terms extracted from the paper titles, while clustering is based exclusively on the citations received by the papers. Formally, we define the semantic index I(C) of a corpus C of n papers as follows:
where p i denotes a paper in C, and T i = {t 0 , . . . , t k } is a set of topics associated with p i . In order to calculate I(C), we exploit the well-known indexing approach based on Latent Semantic Analysis, which is often referred to Latent Semantic Indexing (LSI) [17] . In the following, we briefly recall LSI in order to introduce the definition of I(C). For LSI, we are interested in the M × N term-document matrix C, where rows represent terms and columns represent documents. In our case, terms have been extracted by the paper titles by means of standard natural language normalization techniques, including stemming and stop-words filtering. Documents are papers of the corpus C. An entry (i, j) in the matrix C denotes the relevance of the ith term in the jth document, according to the term frequency-inverse document frequency (TfIdf) measure [18] . According to this model, each paper p j can be represented as a vector v(p j ). The idea behind LSI is to calculate an approximate version of the matrix C through its Singular Value Decomposition (SVD), such as:
where U is the M × M matrix whose columns are the orthogonal eigenvectors of CC T and V T is the transpose of the N × N matrix whose columns are the orthogonal eigenvectors of C T C. The following step is to reduce the rank of C to an approximation of rank k. To this end, a matrix Σ k is derived from Σ by replacing by zeros the r − k smallest singular values of the diagonal of Σ in order to compute C k = UΣ k V T [19] . The rank-k approximation of C can be now used in order to represent each document as a vector
The intuition is that by reducing the number of dimensions we bring together terms with similar co-occurrences. This intuition, together with several empirical experiments made using LSI [20] , leads to the conclusion that the k dimensions of the approximate vector space representation of the corpus can be interpreted as latent topics in the corpus.
In our process of indexing, we define a vector space of 400 dimensions (i.e., k = 400), which has been recommended as a good choice for LSI [21] . Given a paper p i and its corresponding approximate vector v k (p i ) with k = 400, we denote as v k (p i )[j] the contribution of p i to the latent topic represented by the jth dimension of the matrix C k . The idea is that the higher is the absolute value of v k (p i )[j], the higher is also the relevance of the topic t j for the paper p i . Following this intuition we empirically determined a threshold th = 0.2 in order to choose the topics to associate with p i in the semantic index I(C) as follows:
Descriptive dimensions
Our descriptive semantic (S C i ) and temporal (T C i ) dimensions provide a measure of the homogeneity of a cluster C i with respect to topics and years of publication, respectively. Semantic dimension.. Given a cluster C i , its semantic dimension S C i is calculated through the semantic index I(C). In particular, we first determine the set T (C i ) of topics involved in C i as follows:
where | C i | is the cardinality of C i . Then, we associate with each topic t j ∈ T j the number N (t j , C i ) of papers in C i that correspond to the topic t j . In such a way, we obtain a distribution of papers in C i over the set of topics T j . On top of this distribution, we calculate the semantic dimension S C i of a cluster C i as the Gini coefficient [22] . Since it is basically a measure of inequality among values of the frequency distribution, low values of S C i represent an almost equal distribution of papers over the topics and, thus, a low level of semantic homogeneity of the cluster. On the contrary, when S C i is high, it means that there is a relatively small number of topics which is associated with many papers in C i and, as a consequence, the cluster is homogenous from the semantic point of view.
Temporal dimension.. Similarly to semantic dimension, the temporal dimension is based on the frequency distribution of papers over the years of publication. Also in this case, the temporal dimension T C i of a cluster C i is calculated as the Gini coefficient of such a distribution. Low values represent an equal distribution over different years, while high values represent the presence of a limited number of years with a prevalence of papers.
Cluster analysis
According to the semantic and temporal dimensions described above, we analyze the cluster collections described in Table 4 . In particular, for each collection, we calculate the semantic and temporal dimensions of all the clusters grouping at least 5 papers. This choice is motivated by the fact that we need a minimal number of papers in a cluster in order to adopt our dimensions based on the papers distribution over topics and years, respectively. The number of clusters involved in the analysis, as well as the average values of the semantic and temporal dimensions, are reported for each cluster collection in Table 5 .
As we can see from Table 5 , the clusters seem to be generally more characterized by the temporal rather than by the semantic dimension, as seen by the higher values of T C i with respect to S C i . This result suggests that citations depend more on the year of publication of papers than on their Table 5 : Average semantic and temporal dimensions of the cluster collections. topics. A more detailed analysis of the semantic and temporal dimensions is shown in Figure 6 . As expected, we note a correlation between the semantic and the temporal dimensions: clusters grouping together papers published in the same years tend to be also homogeneous in terms of topics. This is due to the emergence of paradigms and specific topics in specific periods of time. However, there is also an interesting group of clusters with high levels of semantic homogeneity which are weakly homogeneous in terms of time. We note also that this group is composed by the largest clusters. This suggests the emergence of popular topics that produce a large number of papers for long periods of time.
The correlation between semantic and temporal dimension by different cluster collections is shown in Figure 7 .
Here, we note that low cut thresholds (i.e., 10 and 50 citations) seem to produce results where the correlation is more evident and, in general, the level of semantic homogeneity is higher. In particular, those collections focus on highly cited papers only (i.e., cut equal to 500 citations) seem to be inadequate to capture both the temporal/semantic correlation and to produce semantically homogeneous clusters. A correlation between temporal and semantic homogeneity seems to be independently confirmed in case of clusters associated with different time periods, as shown in Figure 8 .
A final interesting result is given by the analysis of the correlation between semantic dimension and cluster size shown in Figure 9 .
In fact, one could expect that large clusters result in low levels of semantic homogeneity due to the high probability of clustering together papers addressing very different topics. Of course, the limited number of topics (i.e., 400) with respect to the size of the largest clusters determine the fact that topics are associated with many papers. But the relevant thing here is that the distribution is also highly unequal, which means that some topics prevail clearly over the others. The fact that the level of semantic homogeneity increases with the cluster size suggests the interesting consideration that the citations as a criterion of clustering is useful also for clustering together papers with the same or similar topics: a first (initial) confirmation of the hypothesis that the way papers are cited depends on the topics the papers address.
Summary and discussion
In this analysis, we examined publication trends and citations for various experiments related to major research infrastructures.
The aggregated analysis carried out indicates a regularity in the pattern of publications and citations for research infrastructures. First is a preexperiment phase, in which the literature papers referred to by experiments there is usually a peak in internal publications and literature papers. From that moment, the number of publications begins to grow, eventually reaching a saturation point. We were only able to observe this phase for the LEP experiments. We note that the number of literature papers that cite other literature papers that cite experiment papers has not declined, even more than ten years after the experiments ended. The analysis of clusters of papers based on the shape of their distribution of citations over time shows a correlation between the semantic and the temporal dimensions. Moreover we discover important correlations between semantic dimension and cluster size; the level of semantic homogeneity increases with the cluster size. So, seems that using the citations as a criterion of clustering is useful also for clustering together papers with the same or similar topics. These conclusions are obviously valid for high energy physics. It is our intention to find out what happens instead in other disciplines, it will certainly be interesting.
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