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Abstrakt
V práci se zabýváme analýzou asymptotické stability zpoždeˇných diferenciálních rovnic. Nej-
prve se soustrˇedíme na jejich zavedení. Dále se zabýváme rozborem stability pro lineární au-
tonomní rovnice. Zde dospeˇjeme k neˇkolika jednoduchým podmínkám stability. Hlavní cˇástí
práce je aplikace teˇchto podmínek na problém z technické praxe, konkrétneˇ na model regenera-
tivního kmitání (chveˇní) soustružnického nože. Z matematického hlediska se jedná o pocˇátecˇní
problém lineární zpoždeˇné diferenciální rovnice. Praktickým výstupem práce je pocˇítacˇový pro-
gram v prostrˇedí Maple vykreslující oblast stability.
Summary
This thesis deals with asymptotic stability analysis of delayed differential equations. First we
focus on introduction of this type of equations. Next we study stability of linear autonomous
equations. Here we get some simple criteria of stability. The main part of the thesis is applica-
tion of these criteria to a engineering problem - the model of turning tool regenerative effect.
In mathematical sense, it is a initial value problem of linear delayed differential equation. Prac-
tical outcome of this thesis is a computer application written in Maple environment displaying
stability region.
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Jednou z v praxi nejvyužívaneˇjších odveˇtví aplikované matematiky je teorie diferenciál-
ních rovnic. Slouží nám k matematickému popisu mnoha reálných problému˚. Základním a nej-
jednodušším typem jsou obycˇejné diferenciální rovnice (ODR), které nám umožnˇují rˇešit zej-
ména úlohy v jedné dimenzi (resp. s jednou nezávislou promeˇnnou). Pro popis systému˚ o více
nezávislých promeˇnných používáme parciální diferenciální rovnice (PDR).
Obecneˇjším typem jsou funkcionální diferenciální rovnice (FDR). Výše uvedené prˇípady do
nich spadají. V této práci se ale budeme zabývat jiným speciálním prˇípadem - tzv. zpoždeˇnými
diferenciálními rovnicemi (ZDR).
Od ODR se liší tím, že aktuální hodnota rˇešení závisí také na „prˇedchozích“ hodnotách
rˇešení dané rovnice. Tyto rovnice se používají zejména k popisu systému˚ s odezvou, kde má
promeˇnná význam cˇasu.
Cˇastokrát nás u diferenciálních rovnic ani tak nezajímá hodnota rˇešení, ale spíše jeho sta-
bilita. Jedná se naprˇíklad o problém ekologické rovnováhy cˇi stability mechanických systému˚.
V této práci se budeme zabývat prˇedevším odvozením kritérií stability pro lineární autonomní
ZDR. Praktický výpocˇet si poté ukážeme na problému regenerativního kmitání nástroje prˇi
obrábeˇní.
Obsáhlou speciální skupinou ZDR jsou neutrální diferenciální rovnice. Jejich aktuální hod-
nota nezávisí pouze na hodnotách rˇešení v minulosti, ale také na hodnotách derivací v minulosti.
Zabývat se jimi nicméneˇ nebudeme.
Cílem této práce je prˇedevším analýza asymptotické stability technického problému z oblasti
obrábeˇní, jehož matematický model vede na pocˇátecˇní problém lineární autonomní diferenciální
rovnice se zpoždeˇním.
Struktura práce je následující: v druhé kapitole uvedeme neˇkteré du˚ležité pojmy z oblasti
funkcionální analýzy, které následneˇ užijeme v kapitolách cˇíslo trˇi a zejména cˇtyrˇi prˇi definici
zpoždeˇných diferenciálních rovnic. Ve cˇtvrté kapitole provedeme analýzu stability pro lineární
autonomní rovnice a odvodíme si jednoduché podmínky stability rˇešení. Tyto podmínky nakonec
v páté kapitole použijeme pro analýzu stability technického problému z praxe.
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2. ZÁKLADNÍ POJMY
V této cˇásti uvedeme definice lineárního prostoru, reálného funkcionálu, lineárního funkcioná-
lu, normy a lineárního prostoru s normou. Tyto pojmy budeme potrˇebovat k odvození zpoždeˇných
diferenciálních rovnic a následneˇ k jejich analýze.
Definice 2.1.1. Cˇtverˇici (X,Π,+, ·) nazýváme lineárním prostorem X , pokud platí
1) Operace + : X ×X → X tvorˇí aditivní komutativní grupu.
2) Operace · : Π×X → X je asociativní a existuje neutrální prvek.
3) Operace + a · jsou spojeny distributivním zákonem.
Prˇíklad 2.1.2. Lineární prostor si mu˚žeme prˇedstavit jako vektorový prostor. Množina X je
množina vektoru˚, Π prˇedstavuje množinu skaláru˚ (reálných cˇísel), operací + oznacˇíme scˇítání
vektoru˚ a · prˇedstavuje násobení vektoru˚ skalárem.
V této kapitole ale budeme pod oznacˇenímX dále uvažovat obecný lineární prostor. Znacˇku ·
operace násobení budeme podle obvyklých konvencí vynechávat.
Definice 2.1.3. Pojmem (reálný) funkcionál rozumíme zobrazení F : X → R.
Tato definice nám rˇíká, že funkcionál je zobrazení, které prˇirˇazuje prvku lineárního prostoru
cˇíslo. Obvyklé je zobrazení do reálných cˇi komplexních cˇísel.
Definice 2.1.4. Rˇekneme, že funkcionál F : X → R je lineární, pokud zachovává operace
lineárního prostoru X
1) F (αx) = αF (x), ∀α ∈ R, ∀x ∈ X ,
2) F (x+ y) = F (x) + F (y), ∀x, y ∈ X .






dosazením snadno oveˇrˇíme podmínky lineárnosti:










(−1)k = αF (x),















(−1)k = F (x) + F (y).
Vidíme, že tento funkcionál je splnˇuje.
Definice 2.1.6. Necht’ || · || : X → R+0 ≡ 〈0,∞) je reálný funkcionál splnˇující:
1) ||αx|| = |α| · ||x||, ∀α ∈ R, ∀x ∈ X ,
2) ||x+ y|| ≤ ||x||+ ||y||, ∀x, y ∈ X ,
3) ||x|| ≥ 0; ||x|| = 0⇒ x = 0,∀x ∈ X , kde 0 je nulovým prvkem prostoru X .
Pak || · || nazýváme normou a prostor X nazýváme lineárním prostorem s normou.
Poznámka 2.1.7. V prˇíkladu 2.1.2 chápeme normu prvku (tedy vektoru) jako jeho délku.
Uvedli jsme zde pouze základní prˇehled nutných pojmu˚, které potrˇebujeme zejména k zave-
dení funkcionálních diferenciálních rovnic. Více k nim lze nalézt naprˇíklad v [3] a [11].
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3. ZPOŽDEˇNÉ DIFERENCIÁLNÍ ROVNICE
V této kapitole si uvedeme dva zpu˚soby zavedení ZDR. Oba jsou ze zacˇátku dosti podobné,
nicméneˇ každý má své výhody a nevýhody. Nejprve užijeme obycˇejných diferenciálních rovnic
a rozšírˇíme je o závislost na prˇedchozích hodnotách. Toto zavedení má výhodu v tom, že je
snadno pochopitelné a názorné. V další cˇásti odvodíme zpoždeˇné diferenciální rovnice jako
speciální prˇípad obecneˇjších funkcionálních diferenciálních rovnic.
3.1. Zavedení zobecneˇním ODR
Toto zavedení je prˇevzato z [1]. Jeho veliká výhoda spocˇívá v tom, že je relativneˇ jednoduché
a názorné a prˇímo z neˇj vyplývají možnosti aplikace.
Uvažujme Cauchyho (resp. pocˇátecˇní) úlohu pro obycˇejnou diferenciální rovnici
x˙(t) = g(t, x(t)), t ≥ t0,
x(t0) = x0,
kde t je promeˇnná ve smyslu cˇasu, [t0, x0] pocˇátecˇní bod, x(t) ∈ B, kde B je Banachu˚v prostor
(viz [11]) a x˙ znacˇí derivaci funkce x podle t. K popisu mnoha problému˚ ale tato úloha není
vhodná, protože zanedbává cˇi nezohlednˇuje neˇkteré pu˚sobící faktory. Jedním z teˇchto prˇípadu˚
je situace, kdy funkce x závisí také na svých prˇedchozích hodnotách. Proto diferenciální rovnici
prˇepíšeme na
x˙ = f(t, xt), t ≥ t0,
kde xt = x(t+θ), θ ∈ 〈−r, 0〉. Funkce θ leží v Banachoveˇ prostoru omezených spojitých funkcí
zobrazujících interval 〈−r, 0〉 do Rn. Poté se pocˇátecˇní problém (3.1) zobecní na
x˙(t) = f(t, xt), t ≥ t0,
xt0 = x(t+ θ) = φ(θ),
kde φ(θ) nazýváme pocˇátecˇním bodem nebo pocˇátecˇními daty. Funkce f závisí také na prˇed-
chozích hodnotách funkce x. Pro jednoduchost lze tento problém prˇepsat na
x˙(t) = f(t, x(t− τ1), . . . , x(t− τn)), t ≥ t0,
xt0 = φ(θ),
kde τi oznacˇíme jako zpoždeˇní. Vždy jsou nezáporná (žádný stav nemu˚že záležet na stavech
budoucích). Mu˚žou být bud’ konstantou (konstantní zpoždeˇní), funkcí t: τi = τi(t) (promeˇnné
zpoždeˇní) nebo zárovenˇ funkcí t a x: τi = τ(t, x(t)) (zpoždeˇní závislé na stavu).To, že jde o
zobecneˇní z ODR, dokládá fakt, že volbou θ = 0 získáme opeˇt ODR.
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3.2. ODVOZENÍ PRˇES FDR
Tyto rovnice rˇešíme tzv. metodou kroku˚ (podrobneˇji v [6]). Uvažujme tedy pro jednoduchost
pocˇátecˇní úlohu
x˙ = f(t, x(t), x(t− h)) (3.1)
xt0 = φ(θ),
kde h = konst. Jde tedy o prˇípad konstantního zpoždeˇní. Interval promeˇnné t, na kterém
chceme rovnici (3.1) rˇešit, nadeˇlíme na subintervaly s krokem stejným, jako je zpoždeˇní h,
a rˇešíme rovnici vždy pouze na daném subintervalu. Jednotlivá rˇešení poté dají dohromady celé
rˇešení. Na prvním intervalu známe pocˇátecˇní funkci φ(θ) = x(t0) a dosadíme ji do rovnice
(3.1). Získáme tedy obycˇejnou diferenciální rovnici, kterou vyrˇešíme. Toto rˇešení se stává zase
pocˇátecˇní funkcí pro následující interval a takto postupujeme porˇád dokola. Z lokálních rˇešení
platných na jednotlivých intervalech potom poskládáme celkové rˇešení.
Vidíme, že zpoždeˇné diferenciální rovnice prˇirozeneˇ vyplynuly z praktických úvah. Nicméneˇ
k dalšímu zkoumání toto zavedení není vhodné, protože nemu˚žeme využít vlastnosti obec-
neˇjších struktur. Tyto vlastnosti budeme následneˇ potrˇebovat k analýze stability.
3.2. Odvození prˇes FDR
Toto odvození je prˇevzato z [8]. S výhodou zde využíváme vlastností obecneˇjších struktur, tzv.
funkcionálních diferenciálních rovnic.
Definice 3.2.1. Necht’ h ≥ 0, h ∈ R a Rn je reálný vektorový prostor s normou ||.||. Oz-
nacˇme B vektorový prostor spojitých a omezených funkcí zobrazujících interval [−h, 0] do Rn.
Normu ||.|| definujeme vztahem
||φ|| = sup
θ∈[−h,0]
|φ(θ)|, φ ∈ B. (3.2)
Dále relaci
x˙(t) = f(t, xt) (3.3)
nazýváme zpoždeˇná diferenciální rovnice. Zobrazení f : R × B → Rn je daná funkce, tecˇka
znacˇí pravostrannou derivaci podle t a funkce xt ∈ B je definována vztahem
xt(θ) = x(t+ θ), θ ∈ [−h, 0]. (3.4)
Poznámka 3.2.2. Dále budeme v textu chápat promeˇnnou t jako cˇas a h jako délku zpoždeˇní.
Pokud je h konecˇné, tak zrˇejmeˇ je zpoždeˇní omezené a norma ||φ|| je ekvivalentní s max
θ∈[−h,0]
|φ(θ)|.
V opacˇném prˇípadeˇ, kdy h = +∞, je zpoždeˇní neomezené.
Poznámka 3.2.3. Prostor B je Banachu˚v prostor. Podrobnosti lze nalézt v [11].
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Definice 3.2.4. Funkce x : R→ Rn je rˇešením rovnice (3.3) s pocˇátecˇní podmínkou
xσ = φ; σ ∈ R φ ∈ B, (3.5)
pokud existuje δ > 0 takové, že xt ∈ B a x splnˇuje rovnice (3.3) a (3.5) pro každé t ∈ [σ, σ+δ].
Znacˇení x(t;σ, φ) je shodné s drˇíveˇjšími, použitými v (3.3) a (3.5) a funkce xt(σ, φ) je
definována vztahem (3.4):
xt(σ, φ)(θ) = x(t+ θ;σ, φ), θ ∈ [−h, 0].
Pokud je funkce f v (3.3) spojitá a f(t, φ) splnˇuje Lipschitzovu podmínku v bodeˇ φ, tak lze
dokázat lokální existenci a jednoznacˇnost rˇešení. Podrobneˇji lze najít v [3], [11] nebo v [7].
Definice 3.2.5. Necht’ f(t, 0) = 0 pro každé t ∈ R. Triviální rˇešení x = 0 rovnice (3.3)
je stabilní (v Ljapunoveˇ smyslu), jestliže pro každé σ ∈ R a ε > 0 existuje δ = δ(σ, ε)
takové, že norma ||xt(σ, φ)|| ≤ ε pro libovolné t ≥ σ a pro pocˇátecˇní podmínku φ splnˇující
||φ|| ≤ δ. Triviální rˇešení je asymptoticky stabilní, jestliže je stabilní a pro každé σ ∈ R existuje
∆ = ∆(σ) takové, že lim
t→+∞
||xt(σ, φ)|| = 0 pro všechna φ splnˇující ||φ|| < ∆.
Poznámka 3.2.6. Pro autonomní systémy lze dokázat, že stabilita triviálního rˇešení implikuje
stejnomeˇrnou stabilitu. Definici stejnomeˇrné stability lze najít naprˇ. v [3]. Dále v textu budeme
pod pojmem stabilita myslet práveˇ stejnomeˇrnou stabilitu.
3.3. Lineární autonomní rovnice
Obecný tvar lineární autonomní diferenciální rovnice se zpoždeˇním je
x˙(t) = L(xt), (3.6)
kde funkcionál L : B → Rn je spojitý a lineární. Podle Rieszovy reprezentacˇní veˇty (viz [10]),





kde η je matice typu n× n obsahující omezené variace na (−∞, 0) a kde integrál je Riemann-
-Stieltjesu˚v (viz [9]).
Definice 3.3.1. Funkci danou vztahem
D(λ) = det(λI −
∫ 0
−∞
eλθd(η)), λ ∈ C (3.8)
nazýváme charakteristickou funkcí prˇíslušnou lineární autonomní zpoždeˇné diferenciální rovnici
(3.7). Výraz I je jednotková matice typu n× n.
Poznámka 3.3.2. Charakteristickou funkci mu˚žeme získat naprˇíklad substitucí netriviálních
rˇešení x(t) = Keλθ, K ∈ Rn do rovnice (3.7) nebo pomocí Laplaceovy transformace.
7
3.3. LINEÁRNÍ AUTONOMNÍ ROVNICE
Definice 3.3.3. Charakteristickou funkci D(λ) nazýváme stabilní, jestliže
{λ ∈ C : Reλ > 0, D(λ) = 0} = ∅. (3.9)
Lineární rovnice (3.7) samozrˇejmeˇ mu˚že reprezentovat také prˇípad konecˇného (resp. omeze-
ného) zpoždeˇní délky h, jestliže η je na intervalu (−∞,−h) konstantní. Takže všechny výsledky
získané obecneˇ pro neomezená zpoždeˇní jsou platná i pro libovolná konecˇná zpoždeˇní, protože
ta jsou jejich speciálním prˇípadem.
Pro obycˇejné diferenciální rovnice platí, že stabilita charakteristického polynomu je totožná
exponenciální stabiliteˇ triviálního rˇešení. Pro zpoždeˇné diferenciální rovnice je zde situace mno-
hem komplikovaneˇjší (viz [8]).
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4. ODVOZENÍ PODMÍNEK STABILITY
V této cˇásti zkoumáme vlastnosti charakteristické funkce lineární autonomní zpoždeˇné dife-
renciální rovnice (3.7) za prˇedpokladu, že je splneˇna níže uvedená podmínka. Z du˚vodu ob-
sáhlosti a komplikovanosti je zde uvedena spíše idea odvození a konecˇný du˚sledek, kterým je
veˇta 4.1.3. Kompletní odvození lze najít v [8].
Platí následující veˇta:
Veˇta 4.1.1. Prˇedpokládejme, že existuje cˇíslo ν > 0 takové, že∫ 0
−∞
e−νθ|dηjk(θ))| < +∞, j, k = 1, . . . , n (4.1)
je charakteristickou funkcí rovnice (3.7). Pokud je charakteristická funkce stabilní, pak triviální
rˇešení lineární rovnice (3.7) je asymptoticky stabilní.
Z této veˇty mimojiné vyplývá, že neexistuje posloupnost nul rovnice (3.8) s kladnou reálnou
cˇástí. Toto je velice du˚ležitý poznatek, který využijeme dále. Odvození a du˚kaz této veˇty jsou
velice složité, proto ji zde uvádíme jako fakt. Více lze najít ve výše uvedené literaturˇe.
Lemma 4.1.2. Uvažujme charakteristickou funkci D(λ) z (3.7) danou prˇedpisem







kde pro libovolné cˇíslo ν > 0 platí nerovnost∫ 0
−∞
e−νθ|dηjk(θ)| < +∞ j, k = 1, . . . , n (4.3)
a necht’ D ⊂ C taková, že
D = {λ ∈ C : Reλ ≥ −ν + ε, |λ| ≤ H},
kde ε a H jsou po rˇadeˇ libovolneˇ malá a velká kladná cˇísla. Pak funkce ak (k = 1, . . . , n)
a D(λ) jsou na množineˇ D analytické a regulární.
Uvedli jsme si du˚ležitou vlastnost charakteristické funkce. Lze ji z integrální formy prˇep-
sat na urcˇitou posloupnost, kde koeficienty jsou analytické a regulární funkce. Dá se dokázat,
že tyto koeficienty jsou omezeny kladnou konstantou, takže mu˚žeme tuto posloupnost odhad-
nout polynomem s konstantními koeficienty. Tímto postupem se také odvozuje tvar charakteris-
tických funkcí obycˇejných diferenciálních rovnic.
Du˚kaz lemmatu plyne z definice analytických krˇivek a vlastností funkcí v komplexní rovineˇ.
Obeˇ funkce zrˇejmeˇ nemají žádné singularity a jsou derivovatelné.
Dále se v odvození dostáváme do komplexní analýzy. Snažíme se odhadnou pocˇet nul
charakteristické funkce na urcˇité oblasti komplexní roviny dané uzavrˇenou krˇivkou. Použitím
Cauchyho reziduové veˇty nebo principu argumentu [5] lze tento pocˇet odhadnout. Danou krˇivku
je možné zkonstruovat tak, že uzavírá celou kladnou polorovinu (ve smyslu reálné osy). Pocˇet














kdeN je pocˇet nul v oblastiH+ uvnitrˇ krˇivky g aD(λ) je charakteristická funkce. Výše uvedený
vzorec získáme prˇímo z principu argumentu pro pocˇet pólu˚ P = 0. Tento integrál je ale obecneˇ
velice teˇžko spocˇitatelný, takže je nutné jej upravit. To se nám podarˇí prˇedevším reparametrizací
λ a využitím specifických vlastností komplexního oboru.
Dále zjistíme, že stabilitu vylucˇuje libovolný pocˇet nul na imaginární ose:
D(iω) 6= 0, ω ∈ 〈0,∞) (4.5)
a tedy integrál (4.4) je roven 0. Postupneˇ zkoumáme chování charakteristické rovnice a vylucˇu-
jeme jednotlivé prˇípady nestability. Ukáže se, že du˚ležitou roli zde hrají reálná a imaginární cˇást
funkce D(iω). Máme tedy
R(ω) = Re(D(iω)), S(ω) = Im(D(iω)) (4.6)
a posloupnosti jejich korˇenu˚ oznacˇíme po rˇadeˇ ρ1 ≥ · · · ≥ ρr a σ1 ≥ · · · ≥ σs = 0
Dále dostaneme, že pro prˇípad D(0) ≤ 0 není charakteristická funkce D stabilní a nemá
tedy smysl zabývat se prˇi výpocˇtech levou polorovinou C.
Po úspeˇšném výpocˇtu integrálu (4.4) lze problém rozdeˇlit na dva prˇípady: lichého a sudého
rˇádu, a pocˇty nul vypocˇítáme:
1) n = 2m :

















Mu˚žeme provést zjednodušení sgnR(0) = +1 (lze dokázat, že S(0) = 0 a tedy R(0) > 0).
Podle 4.1.1 a (4.5) platí, že N = 0. Odvodíme také, že funkce R a S nemají žádné spolecˇné
korˇeny, tedy S(ρk) 6= 0, k = 1, . . . , r.
Dosazením úprav z prˇedchozího odstavce do rovnic 1) a 2) a prˇidáním podmínky, že R a S
nesmí mít spolecˇný korˇen, získáváme konecˇný výsledek shrnutý v následující veˇteˇ:





a prˇedpokládejme, že existuje cˇíslo ν > 0 takové, že∫ 0
−∞
e−νθ|dηjk(θ)| <∞.
Pak charakteristická rovnice nabývá tvaru




Oznacˇme po rˇadeˇ posloupnosti cˇísel ρ1 ≥ · · · ≥ ρr a σ1 ≥ · · · ≥ σs = 0 nezápornými korˇeny
funkcí R a S, kde
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R(ω) = Re(D(iω)), S(ω) = Im(D(iω)).
Pak triviální rˇešení x = 0 zpoždeˇné diferenciální rovnice je asymptoticky stabilní praveˇ tehdy,
když platí:
n = 2m,
S(ρk) 6= 0, k = 1, . . . , r, (4.7a)
r∑
k=1
(−1)ksgnS(ρk) = (−1)mm; (4.7b)
nebo
n = 2m+ 1,
R(σk) 6= 0, k = 1, . . . , s− 1, (4.8a)





((−1)s + (−1)m) + (−1)mm = 0. (4.8c)
Veˇta se deˇlí na dveˇ cˇásti. První popisuje stabilitu rovnic sudého rˇádu a druhá lichého rˇádu.
Pro oveˇrˇení tedy stacˇí vždy splnit trˇi, resp. cˇtyrˇi podmínky (z toho první nám definuje cˇíslo m,
které použijeme v poslední podmínce). Druhou podmínku jsme získali tím, že R a S nemají
žádný spolecˇný korˇen. Trˇetí podmínka je odvozena z rovnice pro výpocˇet N z prˇedchozí strany
dosazením N = 0 a prˇevedením cˇlenu˚, které nejsou v sumeˇ, na pravou stranu. V podmínce pro
liché rovnice se navíc vyskytuje, že R(0) musí být kladné.
Tato veˇta nám tedy dovoluje pomeˇrneˇ snadno urcˇit stabilitu triviálního rˇešení. Navíc z poz-
námky 3.2.6 plyne, že u autonomních rovnic nám stabilita triviálního rˇešení implikuje stabilitu
libovolného rˇešení. Veˇtu tedy mu˚žeme použít pro výpocˇet stability libovolné autonomní difer-
enciální rovnice se zpoždeˇním, aniž bychom znali její rˇešení.
Tyto podmínky lze použít i k získání stability rˇešení obycˇejných diferenciálních rovnic.
Veˇta 4.1.4. Uvažujme lineární obycˇejnou diferenciální rovnici s konstantními koeficienty ve tvaru
...
x + a2x¨+ a1x˙+ a0x = 0.
Pak charakteristická funkce (resp. polynom) je stabilní práveˇ tehdy, když:
−a2a1 + a0 < 0
Du˚kaz. Veˇtu dokážeme prˇímým výpocˇtem dle veˇty 4.1.3. Zrˇejmeˇ se jedná o rovnici lichého
rˇádu, takže použijeme podmínky (4.8a) až (4.8c) s n = 3 a m = 1. Nejprve získáme charakte-
ristickou funkci ve tvaru
λ3 + a2λ
2 + a1λ+ a0 = 0.
Dále provedeme transformaci λ = iω a získáme funkce R(ω) a S(ω):
R(ω) = −a2ω2 + a0, S(ω) = −ω3 + a1ω.
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Podle podmínky (4.8b) dostaneme, že
R(0) > 0⇒ a0 > 0.
Nezáporné korˇeny funkce S jsou zrˇejmeˇ
σ1 =
√
a1, σ2 = 0,
pro a1 > 0.
Pocˇet korˇenu˚ rovnice S oznacˇíme s a máme tedy s = 2. Pro podmínku (4.8c) dostaneme
−sgnR(σ1) + 1
2
· 0− 1 = 0,
tedy R(σ1) < 0. Dosazením ω = σ1 =
√
a1 do R získáme
−a2a1 + a0 < 0,
což jsme meˇli dokázat.
Tento du˚kaz je konstruktivní, ukazuje nám postup oveˇrˇování podmínek stability v praxi:
Prˇíklad 4.1.5. Je dána obycˇejná diferenciální rovnice ...x + 5x¨+ 4x˙+ 2x = 0. Pak její charak-
teristická funkce je polynom
λ3 + 5λ2 + 4λ+ 2 = 0
.
Zrˇejmeˇ je rovnice lichého rˇádu n = 3 s konstantními koeficienty, takže použijeme podmínky
(4.8). Získáme, že m = 1 a po transformaci λ = iω dále
R(ω) = −5ω2 + 2, S(ω) = −ω3 + 4ω
.
Na R+ získáme korˇeny ρ1 = 25 a σ1 = 2, σ2 = 0. Oveˇrˇíme (4.8a), což zrˇejmeˇ platí. Dále
zjistíme platnost (4.8b)
R(0) = 2 > 0.





((−1)2 + (−1)1) + (−1)11 = 0
Po dosazení a úpravách dostáváme:
(−1)1sgnR(σ1) + 1
2
(1− 1)− 1 = 0,
kde sgnR(σ1) = sgn(−5 · 22 + 2) = −1. Poslední podmínka je tedy také splneˇna a daná
charakteristická rovnice, a tím i celá diferenciální rovnice, jsou stabilní.
Pro oveˇrˇení stability lze také využít veˇty 4.1.4. Prˇíklad (4.1.5) tyto podmínky také splnˇuje,
zrˇejmeˇ platí:
−5 · 4 + 2 < 0
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Prˇedchozí veˇtou a tímto prˇíkladem jsme ukázali možnost vyšetrˇení stability rˇešení pouze po-
mocí charakteristické rovnice. Tento postup nabízí mnoho výhod. K urcˇení stability nepotrˇebu-
jeme vu˚bec znát rˇešení. Dále, pokud bychom dosadili za koeficienty obecné konstanty, mu˚žeme
odvodit vzorec pro stabilní kombinace koeficientu˚. Analogicky lze postupovat i pro další typy
rovnic.
Prˇíklad pro oveˇrˇení stability zpoždeˇné diferenciální rovnice v této cˇásti uvádeˇt nebudeme.
Postup se nijak neliší od prˇedchozího, ale na rozdíl od neˇj je technicky velice nárocˇný a smyslu-
plneˇ jej lze rˇešit pouze pomocí pocˇítacˇe. Vyšetrˇit stabilitu urcˇité zpoždeˇné diferenciální rovnice
z technické praxe je hlavním cílem následující kapitoly.
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5. KMITÁNÍ NÁSTROJE PRˇI OBRÁBEˇNÍ
Na prˇíkladu z technické praxe názorneˇ ukážeme postup prˇí urcˇování stability lineárních
autonomních diferenciálních rovnic se zpoždeˇním. Využijeme zde zejména kritéria stability
odvozená ve veˇteˇ 4.1.3.
5.1. Popis a motivace
Jedním z nejdu˚ležiteˇjších a nejstarších zpu˚sobu˚ mechanického opracování materiálu je tzv. trˇís-
kové obrábeˇní. Deˇlíme ho na frézování, broušení, vrtání a soustružení. Každá z teˇchto ope-
rací slouží k ru˚zným zpu˚sobu˚m obrobení specifických tvaru˚. Naprˇíklad soustružení, kterým se
budeme zabývat dále, se používá k obrábeˇní rotacˇních soucˇástí na tzv. soustruhu. Soucˇást bývá
upevneˇna na obou koncích, uvádí se do rotacˇního pohybu a poté se pomocí pevneˇ upevneˇného
soustružnického nože obrábí.
Prˇi tomto procesu nás zajímají prˇedevším dva parametry - kvalita a rychlost (a tedy cena).
Na kvalitu obrobeného povrchu má vliv mnoho cˇinitelu˚. Mu˚žeme zmínit zejména vhodný výbeˇr
obrábeˇcího nože, správné nastavení obrábeˇcích podmínek (otácˇek, hloubky zábeˇru cˇi posuvu)
nebo pocˇet pru˚jezdu˚. Dosažený povrch samozrˇejmeˇ nikdy není dokonale hladký. Velikost a cˇet-
nost nerovností na povrchu popisujeme velicˇinou s názvem drsnost a znacˇíme R. Nejcˇasteˇji se
používá tzv. strˇední aritmetická úchylkaRa [µm]. Tato velicˇina je jedním z klícˇových parametru˚,
podle kterého vybíráme zpu˚sob obrobení. V každém procesu lze dosáhnout pouze urcˇité mi-
nimální hodnoty drsnosti. Pro ru˚zné procesy se velmi liší naprˇ. prˇi jemném broušení bývá mno-
hem menší než prˇi hrubování. Požadovaná drsnost se uvádí ve výkresové dokumentaci, cˇasto
pro každou plochu zvlášt’ z du˚vodu úspory nákladu˚. U funkcˇních cˇástí obrobku potrˇebujeme
vysokou kvalitu povrchu, to už ale neplatí u cˇástí nefunkcˇních.
Drsnost ovlivnˇují velicˇiny a jevy, jež se dají prˇedvídat velice teˇžko. Mezi ty nejdu˚ležiteˇjší





Omezíme se nyní na poslední prˇípad (ostatní jsou rozebrány v [2]). Tento prˇípad nastává,
pokud se vneˇjší okolní vlivy (zejména otácˇky) „trefí“ do rezonancˇní frekvence nástroje. Ten
se poté zacˇíná rozechvívat a na obrobku vzniká charakteristický sinusoidální profil. Zabránit
tomuto jevu je velice teˇžké, protože toto kmitání je ovlivnˇováno tolika ru˚znými cˇiniteli, že
prˇedpovídat jej je velmi složité. Cílem této práce je najít takové pomeˇry vneˇjších vlivu˚ a mate-
riálových charakteristik nástroje, aby se toto kmitání utlumovalo a nerovnosti zmenšovaly.
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5.2. Matematický model
Vlivem vzniku zvlneˇného povrchu je rˇezná síla F v cˇase znacˇneˇ promeˇnlivá a závisí na relativní
poloze špicˇky nože, tj. na minulé a soucˇasné pozici. Cˇasový rozdíl mezi teˇmito umísteˇními
oznacˇíme τ a nazveme zpoždeˇním. Toto zpoždeˇní je rovno dobeˇ, za kterou se obrobek otocˇí
jednou kolem své osy.
Poznámka 5.2.1. Existuje ješteˇ tzv. „krátký“ regenerativní efekt. Ten je ovlivneˇn také roz-
ložením parciálních tlaku˚ na místeˇ kontaktu obrobku a nástroje. Více viz [8].












Obrázek 5.1: Znázorneˇní modelu
Dále uvažujme, že nástroj bude kmitat pouze ve vertikální ose a oznacˇme tuto osu x (tedy
svislá poloha nástroje v cˇase t je x(t)). Z toho vyplývá, že budeme zkoumat pouze Fx rˇezné síly.
Chování nástroje poté mu˚žeme (dle obrázku 5.1) popsat dveˇma ideálními zárovenˇ pu˚sobícími
složkami: pružnou (pružina) a tlumící (píst). Pružnost charakterizuje velicˇina tuhost k[N ·m−1]
a tlumení velicˇina b[N ·m−1] .













Po dosazení výše uvedených odvození do jedné rovnice dostaneme:




Tato rovnice je ale obtížneˇ rˇešitelná, protože pravou stranu v praxi nelze vu˚bec urcˇit. Zjišt’o-
vat v každém okamžiku smeˇr a velikost síly v místeˇ styku nástroje s obrobkem jednoduše nelze.
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5.2. MATEMATICKÝ MODEL
Situaci dále komplikuje fakt, že Fx je silneˇ nelineárneˇ závislá na tloušt’ce trˇísky, nicméneˇ ex-




kde T znacˇí Tayloru˚v rozvoj rˇádu 3. Proto dosadíme
f(t) = f0 − x(t) + x(t− τ), (5.3)
kde f0 je teoretická tloušt’ka trˇísky v prˇípadeˇ rovnovážného stavu. Zpu˚sob odvození je zrˇejmý








kde d0 je teoretický pru˚meˇr obrobku, v rˇezná rychlost a N otácˇky. Z toho plyne, že zpoždeˇní je
prˇímo cˇas jedné otácˇky obrobku. Dále ovšem potrˇebujeme vyjádrˇit Fx(f). V tomto základním
modelu nám postacˇí vzít lineární cˇást Taylorova rozvoje (5.2)
Fx(f) = Fx(f0) +
dFx(f0)
df
(f − f0), (5.5)
kde derivaci Fx v bodeˇ f0 oznacˇíme ks a nazveme koeficient rˇezné síly (tabelován pro ru˚zné
technologické postupy). Pro pravou stranu tedy dosazením vztahu˚ (5.2), (5.3), (5.4) a (5.5)
dostáváme rovnici
Fx(f(t))− Fx(f0) = ks(x(t− τ)− x(t)).
Dosazením této pravé strany do rovnice (5.1) a použitím vztahu (5.4) máme tedy konecˇný
model regenerativního kmitání:















Poznámka 5.2.2. Z fyzikálního hlediska platí pro netlumené systémy rovnice
~q +K~q = 0, (5.7)
kde q ∈ Rm je vektor sourˇadnic, K je soucˇin inverzní matice hmotnosti a matice tuhosti a m
je pocˇet stupnˇu˚ volnosti systému. Lze ukázat, že prˇíslušná matice neobsahuje liché derivace






= bx(t− 1). (5.8)
Konstantní zpoždeˇní o velikosti jedna neznamená újmu na obecnosti, protože lze pomocí
lineární cˇasové transformace [7] ukázat, že libovolné zpoždeˇní mu˚žeme transformovat na zpož-
deˇní o velikosti jedna.
V našem prˇípadeˇ se ovšem v modelu vyskytuje tlumení úmeˇrné x˙, které je sice velmi malé,
ale nemu˚žeme ho zanedbat. V rovnici (5.8) vidíme jistou analogii s rovnicí (5.6). Chybí zde
pouze cˇlen s první derivací, který reprezentuje tlumící složku.
Poznámka 5.2.3. Všimneˇme si, že levá strana rovnice (5.6) se prakticky neliší od standardního
modelu pružiny s tlumenými kmity. Dostaneme ho tak, že za τ = 2pi
N
dosadíme 0. Po prˇevedení
pravé strany se nám cˇlen ks
m
x(t) odecˇte. Tento model a jeho odvození lze najít naprˇ. v [4].
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5.3. Výpocˇet stability
Nyní si popíšeme postup výpocˇtu stability rovnice (5.6) pro meˇnící se parametry koeficientu
rˇezné síly ks a otácˇek N . Je nutno postupovat numericky po jednotlivých bodech [N, ks].
5.3.1. Lineární cˇasová transformace
Nejdrˇíve provedeme pro rovnici (5.6) lineární cˇasovou transformaci, abychom dostali τ = 1
a mohli spocˇítat charakteristickou funkci D(λ).
Algoritmus
• Máme rovnici x¨(t) + a1x˙(t) + a0x(t) = bx(t− τ).
• Transformujeme pomocí s = ηt, kde η je lib. parametr. Dostaneme tedy u(s) = x(t).
• Transformujeme x(t− τ) = u(η(t− τ)) = u(ηt− ητ) = u(s− ητ).
• Spocˇítáme derivace: u˙(s) = x˙(t)⇒ x˙(t) = u′(s)η a x¨(t) = u′′(s)η2.
• Dosazením do rovnice dostaneme: u′′(s)η2 + a1u′(s)η + a0u(s) = bu(s− ητ).
• Abychom dostali zpoždeˇní rovno jedné, položíme η = 1
τ
.





+ a0u(s) = bu(s− 1).
• Vynásobíme celou rovnici τ 2, aby byl koeficient nejvyšší derivace roven jedné.
• Výsledkem je u′′(s) + a1τu′(s) + a0τ 2u(s) = bτ 2u(s− 1).
Rovnice má tedy po prˇeznacˇení do promeˇnné t tvar

























Z rovnice (5.9) snadno urcˇíme charakteristickou rovnici:
D(λ) = λ2 + a1λ+ a0 − be−λ = 0.
Charakteristickou rovnici dále transformujeme do komplexní roviny pomocí λ = ωi.
Položme
R = Re(D(ω)), S = Im(D(ω)).
Dále oznacˇíme ρ1 > ρ2 > · · · > ρr po rˇadeˇ kladné korˇeny funkce R.
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5.4. ALGORITMUS VÝPOCˇTU STABILITY V MAPLE
5.3.3. Podmínky stability
Z veˇty 4.1.3 použijeme následující podmínky stability pro rovnici sudého rˇádu n:
n = 2m,




kde ρk jsou korˇeny funkce R. Pro n = 2 tedy máme m = 1. To znamená, že aby byla rovnice
pro danou volbu parametru˚ stabilní, musí být pocˇet kladných korˇenu˚ funkce R lichý a zárovenˇ
musí platit, že funkce R a S nemají jediný stejný korˇen.
5.4. Algoritmus výpocˇtu stability v Maple
Pokud chceme zjistit oblasti stability pro urcˇité dva parametry, musíme vytvorˇit rozumneˇ jem-
nou sít’ bodu˚ a stabilitu pocˇítat pro každý z nich. Toto rˇešení je ale velmi nárocˇné na pocˇet
provádeˇných operací. Pro prˇedstavu, prˇi 300 × 150 bodech trvá výpocˇet a vykreslení grafu na
pracovním notebooku (Intel Core i5 M430 2.27Ghz) prˇes 4 hodiny.
Nejveˇtším problémem zde byl výpocˇet korˇenu˚ funkce R = Re(D(ω)). Tato funkce má
v našem prˇípadeˇ tvar −ω2 + a + b · cos(ω), a  b, a, b ∈ R. Je zrˇejmé, že pocˇet korˇenu˚ bude
velmi velký a navíc budou dosti blízko u sebe. Prˇíklad funkce R:
(a) Funkce R (b) Korˇeny funkce R
Z tohoto du˚vodu je nutné sestavit kvalitní algoritmus. V programu jsme využili vestaveˇnou
funkci NextZero, která pracuje na základeˇ kvadratické Newtonovy metody s automatickou vol-
bou délkou kroku. U takto složitého prˇípadu musíme ovšem dodat dostatecˇneˇ dobrou pocˇátecˇní
aproximaci prvního korˇene (tedy pocˇátecˇní bod hledání), jinak tato metoda nepracuje optimálneˇ.
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Také je z obrázku zrˇejmé, že není rozumné z du˚vodu zaokrouhlovacích chyb používat nu-
merické vycˇíslení analytických výrazu˚ (naprˇ. funkci evalf). Toto prˇispívá k dalšímu zpomalení
výpocˇtu˚.
Kompletní zdrojový kód i s komentárˇem je prˇiložen v prˇíloze.
5.5. Výsledky
Pro urcˇení oblasti stability prˇi regenerativním kmitání nástroje je jednoznacˇneˇ nejužitecˇneˇjší
porovnat otácˇky N a konstantu rˇezné síly (resp. meˇrnou rˇeznou sílu) ks. Pro pracovní oblasti
otácˇek 1400 - 3000 min−1 a parametry α = 775 s−1, κ = 0.05, m = 50 kg lze toto kmitání
popsat následujícím grafem:
Obrázek 5.2: α = 775 s−1, κ = 0.05, m = 50 kg
Chveˇní nástroje se tedy stabilizuje prˇedevším prˇi ks < 3.15 MNm−1. Pro mírneˇ vyšší hod-
noty je oblast stability znacˇneˇ promeˇnlivá. Objevují se zde jakési „vrcholy“, které s rostoucími
otácˇkami snižují svou frekvenci, ale zvyšují svou amplitudu. U otácˇek kolem 2500 min−1 už lze
pozorovat i ztrátu symetrie vrcholu˚. Dalším du˚ležitým pozorováním je to, že oblast stability je
souvislá, neexistují izolované „ostru˚vky“ stability. Ze zobrazených dat navíc vyplývá, že pokud
budeme hranici oblasti stability chápat jako funkci, tak tato funkce je pouze po cˇástech spojitá.
V lokálních maximech nastává „hrot“, tj. funkce zde nemá derivaci.
Pro tento prˇípad je v praxi nejvhodneˇjší zu˚stávat mírneˇ pod kritickou hranicí ks. Oblast
promeˇnné stability nelze využívat, protože v praxi není možné zamezit drobným výchylkám
a vibracím, které nás budou z úzkých kmitu˚ oblasti stability odchylovat.
Pokud zmeˇníme pocˇátecˇní parametry soustavy (α, κ,m), zmeˇní se výrazneˇ oblast stability.
V praxi nejcˇasteˇjší zmeˇnou parametru˚ je zmeˇna hmotnosti soustavy nástroj-obrobek. Prˇi jejím
zdvojnásobení se hranice stability v ks posune o rˇád výše, jak uvidíme v obrázku 5.3 na násle-
dující stránce. Tento a další obrázky jsou z du˚vodu úspory cˇasu generovány s méneˇ hustou sítí
bodu˚ a na kratším intervalu pro velicˇinu N .
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Obrázek 5.3: α = 775 s−1, κ = 0.05, m = 100 kg
Z praktického hlediska tedy mu˚žeme rˇíct, že podle tohoto modelu pro bezpecˇné potlacˇení
regenerativního efektu nehraje volba otácˇek žádnou roli. Du˚ležitá je konstanta rˇezné síly (resp.
meˇrná rˇezná síla ks), která závisí na mnoha ru˚zných podmínkách obrábeˇní a z du˚vodu jednodu-
chosti je tabelována. Pokud zvolíme pro tuto kombinaci parametru˚ α = 775 s−1, κ = 0.05,
m = 50 kg konstantu ks < 3.15MNm−1, k tomuto efektu by nemeˇlo dojít.
Problém ale nastává, pokud budeme meˇnit parametry κ a α. Zde už se výrazneˇ promeˇní
i tvar oblasti stability. Prˇípad α = 1500 s−1, κ = 0.1 a m = 100 kg je vykreslen v následujícím
grafu.
Obrázek 5.4: α = 1500 s−1, κ = 0.1, m = 100 kg
Poznámka 5.5.1. Podrobneˇjší model lze zavést naprˇíklad použitím dynamického koeficientu
rˇezné síly kd = 11+Cks, kde C je konstanta, kterou mu˚žeme najít v tabulkách. Rovnice silové































5. KMITÁNÍ NÁSTROJE PRˇI OBRÁBEˇNÍ
Postup je poté naprosto stejný. Oblasti stability se prˇíliš neliší, pouze v nízkých otácˇkách
se objevuje oblast stabilizace jdoucí prˇi N → 0 do nekonecˇna. Oblast nebudeme vykreslovat,
protože v teˇchto nízkých otácˇkách jsou vrcholy stability velice malé a sít’ by musela být velice
hustá. Z toho vyplývá mnohem vyšší výpocˇtová nárocˇnost. I tak bychom jednoduše nedosáhli
dobrého výsledku. Graf by byl pouze orientacˇní. Lze jej najít naprˇ. v [8], i když i zde je oblast





V práci jsme uvedli neˇkteré pojmy týkající se stability lineárních autonomních diferenciál-
ních rovnic s konstantním zpoždeˇním. Dále na základeˇ analýzy charakteristické funkce pro
danou ZDR jsme uvedli kritérium pro asymptotickou stabilitu prˇíslušné ZDR. Okrajoveˇ se
zabýváme také hledáním rˇešení teˇchto rovnic.
V druhé cˇásti práce jsme se zameˇrˇili na aplikaci ZDR v oboru technologie výroby. Sestavili
jsme základní matematický model regenerativního kmitání nože prˇi soustružení. Pomocí pocˇí-
tacˇového programu jsme zkonstruovali diagramy stability pro ru˚zné volby parametru˚. Zjistili
jsme, že regenerativní kmitání lze potlacˇit zejména zvýšením tuhosti nástroje a správným nas-
tavením parametru˚ prˇi soustružení. Ukázali jsme si, že zvyšování hmotnosti soustavy nástroj-
-obrobek má na utlumování kmitání velice výrazný pozitivní vliv.
Hlavním výstupem práce je program napsaný v prostrˇedí MAPLE, který dokáže bodoveˇ
vykreslit oblasti stability pro podobné problémy. Po malých úpravách, zejména odstraneˇní neˇk-
terých optimalizací, zvládne tento program sestavovat oblasti stability pro libovolnou ZDR
sudého rˇádu. Doba výpocˇtu je velice dlouhá, a to i pro tento relativneˇ jednoduchý model. Ve
strojírenské praxi se z tohoto du˚vodu používá zejména ru˚zných diagramu˚, ve kterých vždy ob-
sluha stroje vyhledá ve stabilní oblasti optimální nastavení parametru˚ obrábeˇní.
Na tuto práci je možné navázat ve více smeˇrech. Po teoretické stránce se lze zameˇrˇit na
studium neutrálních ZDR, kde je analýza stability ješteˇ složiteˇjší. V aplikacích mu˚žeme stu-
dovat nelineární prˇípady ZDR. Velice du˚ležitou oblastí je také numerické rˇešení zpoždeˇných
diferenciálních rovnic. V oblasti obrábeˇní lze odvozený model dále zprˇesnit a zohlednit námi
zanedbané fyzikální jevy. Jedná se prˇedevším o parciální rozložení tlaku˚ na místeˇ kontaktu
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• Komentovaný kód programu pro vizualizaci oblasti stability v prostrˇedí Maple.
7.2. Prˇíloha na CD
obsahuje
• Program pro vizualizaci oblasti stability v prostrˇedí Maple.
• Schéma nástroje nastroj.pdf.
• Dva obrázky funkce R: Bakalarka[R]all.jpg a Bakalarka[R]detail.jpg.
• Cˇtyrˇi diagramy stability pro standardní parametry ve formátu:
Bakalarka[rozlišení][oblast otácˇek][zmeˇneˇnéparametry]Typinterpolace.jpg.
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