Abstract: This paper deals with the utilization of a large cluster of thermal household appliances, which are enabled to participate in active power control through a two-way communication system, for reducing the infeed prediction error of a wind generator. A recently developed coordination algorithm for thermostat-controlled appliances provides the basis for shaping the consumption profile of a multitude of dispersed heating and cooling devices. In the present approach, a Model Predictive Control strategy is used to operate the controllable thermal appliances together with a controllable generation unit in such a way that the financial penalties for external balancing are reduced.
INTRODUCTION
Wind power generation can make a substantial contribution to greenhouse gas reduction in the electricity sector. In many countries, incentive schemes such as feed-in tariffs have led to persistently high growth rates of the share of electricity produced by wind turbines. According to The European Wind Energy Association (2009), the overall wind energy penetration in the EU-27 is estimated to be around 12 -14 % in 2020. Due to the intermittency of wind power and its corresponding relatively low load factor, the capacity penetration (i.e. the installed wind capacity compared with the overall generation capacity) will be much higher than that. Consequently, high shares of fluctuating power have to be accommodated, which implies a number of new challenges. For an overview of international experiences with the large-scale integration of wind power, see e.g. Porter et al. (2007) .
One of the key issues related to wind integration is the maintenance of the active power balance in the system. Conventional power plants, which are dispatched dayahead according to the power producers' trading activities, now have to be scheduled to follow the predicted residual load curve, which is the predicted load minus the predicted wind generation. Thus, a very important factor for a good system integration of wind power is an accurate forecast. Extensive work has been done on forecast methodologies (for an overview see e.g. Wu and Hong (2007) ; Lei et al. (2009) ), which has led to a continuous improvement of the infeed prediction quality. Common to all forecast methods is that the accuracy improves significantly when shorter time horizons are used. As stated in Porter et al. (2007) , the Root Mean Square Error (RMSE) of day-ahead wind forecasts is usually 5 -8 % of the installed wind capacity in the case of Germany. Four-hour ahead forecasts are more accurate with an RMSE of about 3.8 %.
This paper regards the wind power balancing problem in a liberalized electricity market where market participants form so-called Balance Groups (BGs) . Note that the terminology may be different in different countries, although the principles are similar. These BGs perform trading activities and submit a schedule of their electricity exchanges to the Transmission System Operator (TSO) on a day-ahead basis. The BGs are financially penalized for deviations from their previously submitted schedules (here considered as time series in 15-minute intervals) by a penalized price (higher for buying, lower for selling) for the so-called balancing energy. This is the difference between the scheduled and actual energy exchange in a 15-minute time slice. The charges are used by the TSO to cover a part of the cost of active power reserve purchases.
In the setting considered here, the wind power producer is part of an ordinary BG together with other generation and load units. This is different from the current legislation e.g. in Switzerland and Germany, where renewable energy sources under the feed-in tariff regime form a separate balance group, the balancing of which is directly performed by the TSO. Traditionally, the balancing of wind power deviations is done by dispatchable generation units. In countries where wind power producers are not responsible for the imbalances, the TSO dispatches the control reserves (primary, secondary, tertiary reserves, sometimes also a special reserve designated for wind power balancing) in order to compensate for the forecast errors. If the balance group itself is responsible, own dispatchable generation assets can be reserved for shorter-term balancing (which causes opportunity costs), or intra-day trading can be utilized (which may not always be possible due to a lack of market liquidity), in order to avoid the penalties.
Proposed here is a novel control strategy taking advantage of flexible heating and cooling household loads for the reduction of wind forecast errors. It is based on a coordination algorithm that has been proposed in Koch et al. (2009b) . The coordination allows a large group of thermal appliances to follow a given load profile within the limits of their capability to store thermal energy. In the context of this methodology, two further articles are of interest: Koch et al. (2009a) outlines the information interfaces and the calculation tasks on the household level, whereas Koch et al. (2009c) considers the potentials and possible applications of coordinated appliance clusters in larger areas. In the present work, an aggregated representation of the appliance group dynamics developed in Koch et al. (2009b) is used. It is included in a Model Predictive Control strategy together with a dispatchable generation unit in order to reduce the forecast error of a day-ahead wind prediction by taking into account more accurate short-term predictions and incoming infeed measurements.
The article is organized as follows: in section 2, the considered system components are modeled and the available forecast data is described. In section 3, the control idea based on a Model Predictive Control strategy is explained, a penalization of the manipulated and the controlled variables is derived and the cost function and constraints are presented. Section 4 presents a case study with a particular system parameterization and some corresponding simulation results. Also discussed are the potential financial savings and energy efficiency aspects of the proposed methodology. In section 5, some conclusions and suggestions for further research are given.
SYSTEM MODELING
In this section, the system components are described and the mathematical modeling of each unit is introduced. For the non-controllable units, the creation of the time series relevant for the balancing problem is treated. For the controllable units, the constraints are introduced. As the considerations here are based on a balance group framework, network topology does not play a role. Thus, the units can be considered to be connected to a single bus which has a lossless, infinite-capacity connection to the rest of the grid. Fig. 1 presents the composition of the balance group. It consists of a wind generation unit, a controllable generation unit such as a biogas or natural gas plant, and a number of residential customers. The customers are assumed to be equipped with the load management infrastructure as described in Koch et al. (2009a) . This equipment consists of a "Load Manager Appliance" (LMA) unit in the individual appliances and a "Load Manager Household" (LMH) unit in each private home. These are connected via an in-house communication system, e.g. Powerline Communication (PLC). From the LMH, a two-way communication link is established to a control center, e.g. via a broadband internet connection.
Power Balance
As seen in Fig. 1 , all units are represented by the power values P WG , P CG , P NCL , P CL , and P ex (all in [MW]). As power is an instantaneous quantity and the relevant time intervals for the control problem have a duration of 15 minutes, the considered power values are 15-min averages. For each of these units, a scheduled value P sch based on a day-ahead forecast or dispatch is determined. In the moment of realization, the actual value P may differ Fig. 1 . Representation of the considered balance group from this predetermined value, which may be caused by forecast errors or short-term control actions. Relevant for the present control problem is thus the difference between actual and scheduled values, denoted here by ∆-quantities:
The power balance of the bus is in ∆-quantities:
The same relation holds for the P -and P sch -quantities.
Load
For the purposes of this paper, only the refrigerators, freezers and electric storage water heaters in the households are considered to be controllable through the load management infrastructure. Note that air conditioning and space heating units also have a significant control potential and can be managed in the same way. The considered units are assumed to have a constant consumption profile during the day when no control action is performed. This provides the basis for dividing the overall residential load into controllable and non-controllable load portions:
Total Load. The total load curve is constituted by the aggregated load behavior of the residential customers. In reality, an estimation of such behavior for day-ahead planning is usually provided by using a standard load profile that is scaled to the considered number of households. This approach is adopted here to obtain P sch L .
Controllable Load. The controllable load considered in this paper consists of the thermal appliances (refrigerators, freezers, and water heaters) in a group of several thousand households. As outlined in Koch et al. (2009b) , the individual appliances under the coordination regime can be aggregated to form a cluster described by one differential equation. In continuous time, this can be written as
where E CL [MWh] is the thermal storage content of the controllable load cluster renormalized to electrical energy, E amb CL [MWh] is the "energy level of the ambiance" (which is a virtual quantity describing the cluster energy dissipation), and τ [h] is a time constant describing the loading and unloading behavior of the cluster. The initial condition is written as
The following two constraints on this dynamical system have already been presented in Koch et al. (2009c) . On the one hand, the current power consumption is constrained because of the limited cumulated rated power P rated CL
[MW] of the appliances and the fact that the coordination algorithm cannot exploit the full range of this quantity:
The second constraint is imposed on the cluster energy level which should stay between 10 % and 90 % of the storage capacity E max CL [MWh] in order to avoid chattering of the appliances around one of their switching boundaries:
Considering that the controllable load cluster is assumed to have a constant consumption profile in the absence of any control action, the Scheduled Controllable Load P sch CL must be a constant value that ensures the maintenance of a certain steady-state cluster energy level E sch CL . As a cluster energy level of 50 % of the maximum storage content E max CL implies the least impact on the appliance cluster (see Koch et al. (2009b) ), this value is used to calculate the steadystate power consumption:
Using (1), defining furthermore
and normalizing the system through
the cluster behavior as shown in (4) is easy to represent in relative ∆-quantities, which is convenient for the control problem formulation:
For the inclusion of this dynamical system in a Model Predictive Control strategy, the differential equation can be discretized. The transformation of the initial condition and the constraints is straight-forward.
Non-Controllable Load. The Scheduled Non-Controllable Load P sch NCL can be derived easily using (3) with P sch CL from (8) and P sch L from the standard load profile as explained above.
The real load curve will always deviate from the standard load profile due to the stochastic nature of consumer actions. These deviations can be divided in short-term fluctuations within a 15-minute time slice and longer-term fluctuations above 15 minutes (prediction error). Here, only the latter is relevant because the former does not have a significant impact on the 15-minute average power.
For synthesizing the load prediction error ∆P NCL , the approach from Ortega-Vazquez and Kirschen (2006) is adopted. It consists of a synthesis of the stochastic error time series from a normal distribution with zero mean and a certain standard deviation, described as a percentage of the system peak load. In order to introduce a correlation 
Wind Power Plant
In this setting, the wind power plant consists of a single wind turbine with a rated power of P 
The term R surf [m] represents the roughness length of the surface, which is the distance above ground level where the wind speed should theoretically be zero. In general, the more pronounced the roughness of the ground's surface, the more the wind will be slowed down. Using the wind speed at hub height, the power injection can be calculated by using the power curve of the wind turbine. The exemplary characteristic that is used here is graphically depicted in Fig. 2 . For 3.5 m/s ≤ v hub < 14 m/s, the relation between power and wind speed is given by:
where C p [-] is the power extraction coefficient and ρ [ kg m 3 ] is the density of the air. The area swept by the turbine blades A swept [m 2 ] is calculated using
with D [m] being the rotor diameter.
Available wind forecast data. The approach described in this paper is based on the fact that short-term wind speed forecasts are usually much more accurate than longerterm predictions. Here, two numerical weather prediction models (COSMO-7 and COSMO-2) are used which have different time horizons and spatial resolutions. The basis of these models is explained in Steppeler et al. (2003) . A detailed model documentation can also be obtained from Consortium for Small-Scale Modelling (2009). The COSMO-7 model uses a grid size of 6.6 km and its model domain covers the whole of Europe. Daily, the forecasts start at 00 UTC and 12 UTC (every twelve hours), the forecast horizon is 72 hours, and the temporal resolution of the model output is 1 h. For COSMO-2, a grid size of 2.2 km is used which is more suitable for complex topography. A new COSMO-2 run is started every three hours and the time horizon is 24 h with a temporal resolution of 1 h.
The wind forecasts are used as follows: based on the COSMO-7 model, the day-ahead scheduled wind power values P sch WG are determined. Note that the COSMO-2 model, although more accurate, cannot be used in practice for a day-ahead schedule submission. This is due to the fact that the market gate closure times usually lie in the early to late afternoon of the preceding day, requiring thus a prediction with a time horizon of more than 24 hours. However, COSMO-2 can be used intra-day as an update to COSMO-7, which is done in this paper.
Apart from the two forecast models, real wind speed measurements are used to determine the actual power infeed P WG . The measurements are provided as time series with a 10-minute resolution. For the present setup, they are resampled to 15-minute intervals. All the data (both COSMO time series and real wind speed data) refers to a height of 10 m above ground.
Controllable Generation Unit
The generation unit is modeled as an active power injection which can be controlled within certain constraints. It is assumed to be scheduled according to the demand of the balance group and trading actions on the electricity market. As the day-ahead dispatch is beyond the scope of this paper, the power P sch CG is assumed to be constant. In order to enable the generation unit to participate in imbalance reduction, a control band around the scheduled setpoint is reserved. Within this band, the generation unit can deviate by ∆P CG from the scheduled value:
The control band, which should be chosen as small as possible in order to avoid opportunity cost for the power producer, is delimited by the constraint ∆P CG,min ≤ ∆P CG ≤ ∆P CG,max .
Setpoint changes on the generation unit are assumed to be followed perfectly on the time scales considered here. However, the production ramp rate (change in production from step k − 1 to k) that can be imposed on the generation unit may be limited, thus the following (already discretized) rate constraint is introduced:
CONTROL PROBLEM FORMULATION
Having introduced a mathematical representation of the regarded units, the control problem will be formulated. As mentioned before, the control goal is to reduce the overall schedule deviation ∆P ex of all units which causes financial penalties to the balance group. Disturbances are caused by the wind infeed forecast error ∆P WG and the load forecast error ∆P NCL , whereas a corrective action can be taken by actuating the control inputs ∆P CL and ∆P CG . When actuating ∆P CL , the cluster dynamics as presented in (11) has to be taken into account.
A particularly suitable approach for problems involving predictions and constraints is Model Predictive Control (MPC). This requires an optimization over control actions and control error (the deviation of the controlled variable from its setpoint), included in a cost function with certain penalty factors, up to a certain (receding) time horizon N .
Penalization of the input and state variables
Most standard MPC problems are formulated with either linear or quadratic cost functions. The latter usually yields a smoother control behavior. Here a mixed linearquadratic cost function is used due to the nature of the control problem. The way of penalizing the variables up to prediction horizon N starting from the current time step k is explained below:
• ∆E rel CL : The relative electrical energy content E rel CL of the controllable load cluster determines the impact of the coordination algorithm on the appliances. As described in section 2.2, the impact will be minimal when the energy content is kept at 50 % of its maximum, i.e. ∆E rel CL = 0. The cost function penalizing the deviation as presented in Koch et al. (2009b) can be approximated by a quadratic function. Thus, the term (∆E rel CL,i ) 2 for i = k . . . k + N − 1 is penalized.
• ∆P CG : The controllable generator shall be operated within a certain control band, which is reflected in the constraints. Apart from that, it should be operated as smoothly as possible. Consequently, the change from time step to time step (∆P CG,i − ∆P CG,i−1 )
The schedule deviations are penalized according to the amount of balancing energy that the BG exports or imports. This is inherently linear, so the term |∆P ex,i | for i = k . . . k + N − 1 is penalized.
Cost function and constraints
For simplification, the following variables are defined:
The cost function in time step k is equal to: 
is a penalization factor which depends on the market design. Note that fuel costs of the controllable generator could also be included in (20). The problem is subject to the following constraints (with (21) being the discretized version of (11) written in standard notation):
Inclusion of short-term predictions
The optimization strategy is based on the fact that incoming measurements and short-term predictions can be used during run-time to improve the fulfillment of the previously submitted schedule. In the absence of any control actions, the power balance of the balance group is stated by (2) with ∆P CG = ∆P CL = 0. This can be estimated up to the prediction horizon N , yielding an estimate d of the disturbance variable d:
The receding horizon control algorithm
The following algorithm is executed in each time step k in a receding horizon formulation. The plant-model mismatch of the cluster dynamics is assumed to be zero. 
CASE STUDY
The developed methodology is now evaluated in a simulation study with a single wind turbine of 3.6 MW and a group of n HH = 27, 000 households. Assuming a consumption of 4,000 kWh/year/household and 1,500 full-loadhours/year of the wind turbine, this corresponds to a 5 % wind energy penetration. Predicted and measured wind speed time series for the location of Gütsch/Switzerland from October 2008 are taken as input data. Real SwissIX spot market prices are used. The simulation parameters are shown in Table 1 . The implementation was done in Matlab ® using the toolbox YALMIP by Löfberg (2004) .
Test cases
Different degrees of realism and different control strategies can be considered when assessing the capabilities of the approach. The following 8 cases are considered:
(0) no control at all, leave everything untouched, (1) multi-period optimization without receding horizon, perfect information (this represents the theoretical performance bound of the control system), (2) receding horizon, perfect information for wind and load forecast error, (3) receding horizon, imperfect short-term wind forecast by assumption of persistence of currently measured value, perfect load forecast error information, (4) receding horizon, imperfect short-term wind forecast by COSMO-2, perfect load forecast error information, (5) receding horizon, imperfect short-term wind forecast by COSMO-2 shifted to currently measured value, perfect load forecast error information, (6) receding horizon, imperfect short-term wind forecast by COSMO-2 shifted to currently measured value, no load forecast error information, (7) receding horizon, imperfect short-term wind forecast by COSMO-2 shifted to currently measured value, load forecast by persistence assumption. 
4.2 Numerical simulation results Fig. 3 shows an exemplary simulation of one day (wind data from 3 October 2008). The optimization horizon is set to N = 12. Three different cases are compared for the same wind scenario and the same load prediction error time series: Case 1, Case 2 and Case 5. It can be seen that the balancing power ∆P ex is kept at 0 in the idealized Cases 1 and 2 by actuation of the control variables ∆P CL and ∆P CG . This is not possible in the more realistic Case 5, where the optimizer lacks part of the relevant information. The same is true (with quantitative differences) for Cases 3, 4, 6 and 7, which are omitted here for space reasons. The temporal evolution of E rel CL is similar in all three cases, and the small difference between Case 1 and Case 2 suggests that a prediction horizon of N = 12 is sufficient. When Case 2 is simulated with a short horizon (e.g. N = 4), the solution becomes qualitatively different from the performance bound established by Case 1. For a performance assessment of the considered cases (except for Case 1 due to computational reasons), a simulation of the entire October 2008 is conducted. The main results are summarized in Fig. 4 . The quantity ∆W CL,loss is explained in the next section. In general, a more realistic scenario worsens the performance in comparison with idealizing assumptions. A potentially surprising result is that the un-shifted COSMO-2 wind prediction (Case 4) yields worse results than the persistence assumption (Case 3), while the performance of the persistence assumption is very similar to the shifted COSMO-2 (Case 5). The main reason for this is the relatively inaccurate forecast data that gets only marginally better on a shorter time horizon (average RMSE of COSMO-7 about 37 %, of COSMO-2 about 33 %) due to the exposed and mountainous terrain at Gütsch. In such complex topography, statistical postprocessing of the wind forecasts using on-site measurement data would potentially result in a significant improvement.
Efficiency evaluation
While the financial savings of the MPC approach are quite easy to calculate for a given scenario, the energy efficiency implications are not so straight-forward to assess. Depending on the used household appliances, there may be duty cycle losses that are hard to quantify in general. The aggregated cluster representation, however, can yield an estimation of the temperature-dependent heat losses. The electrical equivalent of the current thermal energy dissipation by the cluster can be described by the term
Integrated over time, this yields the energy losses W CL,loss [MWh] . To be compared is the change in energy losses ∆W Fig. 4 for October 2008, efficiency losses due to increased temperature-dependent heat losses are mostly well below 2 %. Note that the efficiency losses actually depend on the concrete evolution of E CL and can thus be different (including negative) for other simulated cases.
CONCLUSION AND OUTLOOK
The ability of a coordinated cluster of thermal household appliances to participate in wind power balancing has been demonstrated. The coupling with a controllable generation unit proves to be advantageous as a depletion or overflow of the "virtual storage" can be avoided, and the impact on the appliances can be reduced. A smooth operation of the generation unit can be achieved. The usage of the appliance cluster is generally more energy-efficient than the usage of a conventional storage device as there are no losses directly associated with filling and emptying the "virtual storage". Further work will include control strategy development for other applications of controllable loads in power systems as discussed in Koch et al. (2009c) . Apart from that, stochastic MPC approaches and more sophisticated short-term prediction techniques will be considered for performance improvement.
