Introduction and main results
Let / be a nonconstant meromorphic function in the complex plane. It is assumed that the reader is familiar with the notations of Nevanlinna theory (see, for example, [3] , [4] ). We denote by S(r,f), as usual, any function satisfying
S(r,f) = o{T(r,f))
as r -> +oo, possibly outside a set of finite Lebesgue measure. Throughout this paper we denote by a, b, c, a 0 , a l 5 ... meromorphic functions (or constants) of smaller growth than / , that is, (1)
T(r, a) = S(r,
Clunie [1] proved the following theorem on the zeros of V = a o + aJ + ... + a n f", a n # 0 ,
where / is a given meromorphic function.
THEOREM A. Let f and g be entire functions, and assume that
¥(z) = b(z)e 9{z) . Then
This result was first stated by Tumura [5] . His proof, however, was incomplete. The assumptions of Theorem A can be weakened (see, for example Hayman [3; p. 69]), but it is always required that the logarithmic derivative ¥ ' / ¥ is a function of small growth compared with / in the sense defined above. Since 
Also, f is a solution of the Riccati differential equation
On the other hand, iff satisfies equation (6) respectively (8) and if*? is given by (5) respectively (7), then we have 
Notations and preliminary results
We recall the notation of The following result on differential polynomials is essentially due to Clunie [1] .
LEMMA. Let Q and Q* be differential polynomials in f having coefficients a } and af. Suppose that m(r, aj) = S(r,f) and m(r, af) = S(r,f), but that it is not necessarily the case that T(r, a ; ) = S(r,f) or that T(r, af) = S{r,f). Ify Q^n and
Remark. Clunie proved his lemma under the stronger hypothesis that T{r, aj) = S{r,f) and T{r, aj) = S{r,f). His proof, however, does also work under the weaker assumptions stated above. In particular, there might be coefficients of the form / ' / / or, more generally, T'/H 1 where ¥ is given by (2) .
In order to prove Theorem 1, we need some lemmata. It is always assumed that ¥ is given by (4) 
LEMMA 3. There exist meromorphic functions b(z) and c(z) ^ 0 such that T{r,b)+T{r,c) = S{rJ) and

4"/¥ = n(b + cf).
Combining Lemma 1 with Lemma 3, we obtain the following. 
by hypothesis, which together with (13) proves Lemma 1. Since, by Lemma 2 (a), (c), / has infinitely many simple poles with the required properties, a n _ 2 cannot vanish identically. Now we define meromorphic functions Remark. In general, rj(z) is not a meromorphic function. If rj is a rational function and if the coefficients in (10) are also rational, Lemma 5 is essentially due to Wittich [6] .
Proof of Lemma
Proof of Theorem 1
First, we prove that the equation Q(z, w) = 0 has exactly two distinct solutions. If there were at least three solutions, then the Riccati equation (10) which contradicts the hypothesis that a n _ x {z) = 0, but at least one a^z) ^ 0. Thus, 
if rj is a meromorphic function.
Case A, when rj is many-valued. Since a n _ 2 -c n -1 r\ 1 ^0 (see the proof of Lemma 3), any coefficient a n _ 2j _ l must vanish identically. If n were odd, this would imply that a 0 = 0, which contradicts Lemma 2 (b). Indeed, a 0 = 0 yields
JV(r, 1//) ^ N(r, \m + S(r,f) = S(r,f).
Thus, n = 2\i is even and we obtain (22) on using the transformation / = f 2 H-a n _ 2 -Here, the a,-are certain meromorphic functions satisfying T{r,aj) = S(r,/) = S(r,/). Since N^r J ) = | N ( r , / ) + S(r,/), the hypothesis of Lemma 2 cannot hold when / is replaced by / . Therefore, either pi = 1 or fj, > 1, and the a,-vanish identically. In both cases, 2 where a 0 = -a n _ 2 -Next, by Lemma 3 and Lemma 4, we have which gives (6) by comparing coefficients.
In order to prove the sufficiency of condition (a), we show that *P can only have zeros at zeros or poles of <x 0 
Proof of Theorem 2 and the Corollary
In order to prove Theorem 2, we substitute ¥ = a n 0 and / = / + " na n
Obviously, T{rJ) = T(r,f) + S(r,f), S(r,f) = S(r,f), and
N(r, I/O) ^ N(r, l/*) + N(r, a n ) = S(rJ).
Since either Theorem 1 is applicable, or we have a 0 = ... = a n _ 2 = 0. The latter case leads to
