Abstract Label ordering, the specification of subsetsuperset relationships for segmentation labels, has been of increasing interest in image segmentation as they allow for complex regions to be represented as a collection of simple parts. Recent advances in continuous max-flow segmentation have widely expanded the possible label orderings from binary background/foreground problems to extendable frameworks in which the label ordering can be specified. This article presents Directed Acyclic Graph Max-Flow image segmentation which is flexible enough to incorporate any label ordering without constraints. This framework uses augmented Lagrangian multipliers and primal-dual optimization to develop a highly parallelized solver implemented using GPGPU. This framework is validated on synthetic, natural, and medical images illustrating its general applicability.
Introduction
Techniques in Markov Random Field estimation and solution have been immensely useful in the field of image analysis, specially image segmentation. Pseudo-boolean programming (Boros and Hammer 2002; Ivȃnescu 1965) and fast optimization techniques such as graph-cuts (Boykov and Kolmogorov 2004) have allowed for exact solutions to Markov Random Field models with submodular energies (Billionnet and Minoux 1985; Boros and Hammer 2002; Kolmogorov and Zabin 2004) giving them increased applicability. Binary graph-cuts have also been the basis for algorithms such as α-expansion and α-β swap (Boykov et al. 2001) which approximate solutions to NP-hard (non-submodular) multi-region segmentation problems (Kolmogorov and Zabin 2004) .
Of particular interest are extendable algorithms, that is, a single algorithm or algorithmic framework which can address problems with an arbitrarily high number of labels, rather than a fixed number, and frameworks that address different label orderings, i.e. constraints on the labels in terms of subset-superset relationships. Algorithms such as α-expansion and α-β swap (Boykov et al. 2001 ) have provided a graph-cut based framework for addressing the Potts model (1952) . In terms of label orderings, this model constrains the labels to be disjoint and form a valid partition of the image. Ishikawa (2003) developed a framework for minimizing energies with multiple linearly ordered labels. Delong and Boykov (2009) extended this to models composed of sub-modular inclusion terms and super-modular exclusion terms. Both frameworks maintain a sub-modular energy, allowing them to achieve global optimality. Delong et al. (2012) also presented an extendable framework for hierarchical label orderings using α-expansion as a subroutine. These frameworks have constrained label orderings in that no framework can optimize a problem with arbitrary subsetsuperset relationships.
Parallel to discrete graph-cut models, continuous analogs have also gained increasing attention, using variational opti- Primal-dual optimization Augmented Langrangian
Global fuzzy & Global binary Baxter et al. (2014) , Rajchl et al. (2016) Continuous Hierarchical models (subset of partial orderings)
Primal-dual optimization Global fuzzy Augmented Langrangian mization to describe the image space not as a discrete collection of pixels but as a bounded continuum of locations. These have been shown to reduce metrication artifacts associated with graph-cut segmentation (Pock et al. 2009; Yuan et al. 2010a, b) Primal-dual optimization provided an efficient framework for solving these models iteratively (Chambolle 2004; Yuan et al. 2010a ). Extendable maxflow models, ones which handle an arbitrary number of labels, analogous to the above have been proposed and are described with more detail in Sect. 2. In these models, multiple labels are represented in separate continuous spaces connected in such a manner as to encode topological information.
Contributions This article describes a continuous max-flow framework that allows for labels to be organized as a set of continuous spaces linked as a directed acyclic graph (DAG), which is a strict generalization of previous, more constrained algorithms (Baxter et al. 2014; Rajchl et al. 2016; Yuan et al. 2010b ). This article also derives two solution algorithms for this framework derived from primal-dual optimization: the first based on augmented Lagrangian optimization, and the second on proximal Bregman projections. This framework is sufficiently powerful to represent any arbitrary collection of subset-superset relationships and thus can be considered to optimize unconstrained label orderings.
Previous Extendable Max-Flow Approaches
Previous approaches to continuous max-flow segmentation with an arbitrary number of labels include those with a rigidly defined topology and those where the topology can be more flexible. Both these framework and extendable discrete frameworks are summarized in Table 1 (Continuous or Discrete? refers to whether the problem theoretically considers the image domain to be a continuum or a discrete collection of voxels. Optimality? refers to whether the framework guarantees a globally optimal solution or an approximate one, and whether that guarantee applies to a binary labeling problem or fuzzy labeling problem). The notation for each of the methods have been re-written to emphasize the similarities between the different frameworks. Specifically, in each method, L represents a label or object in the image, with S as the source label representing the entire domain of the image Ω.
and R L (x) are the data terms and regularization or smoothness terms, respectively, which correspond to costs minimized by the optimization process. We will also use the notation L to refer to the labels forming the partition of the image domain Ω.
Rigidly-Defined Topology: The continuous Potts model (Pock et al. 2009; Yuan et al. 2010b ) was the first continuous max-flow model which allowed for the incorporation of more labels than the standard foreground/ background and minimizes the segmentation energy:
In this model, the only notion of topology is that all labels are disjoint (the only labels present are the source label, S, and the labels forming the partition L); there is no regularization considerations for grouping labels. The fuzzy segmentation problem (where u L (x) ∈ [0, 1]) can be solved with global optimality for these problems, but the binary equivalent (where u L (x) ∈ {0, 1}) is known to be only approximately optimal.
The continuous analogue to the Ishikawa model (Bae et al. 2014 ) took label topology into account by introducing the notion of a more complex label ordering. However, in the Ishikawa model, the only label orderings supported are linear orderings, that is, each label is either a subset or a superset of another label; no two labels can be disjoint as in the Potts model. This model minimizes the energy:
In these models, L 0 plays the role of S, and the partition
Similar to the continuous Potts model, the fuzzy segmentation problem (where u L i (x) ∈ [0, 1]) can be solved with global optimality. The binary equivalent (where u L (x) ∈ {0, 1}) can also be optimally solved via a thresholding system on the fuzzy label values (Bae et al. 2014) Neither of these models allows for the label ordering itself to be specified. The Potts model only allows for completely unordered labels and the Ishikawa model only allows for fully ordered labels. Recent approaches in partially ordered labels in continuous max-flow image segmentation illustrated that relaxing these constraints on extendable models could have practical significance, using a flexible label ordering to encode knowledge about the scene composition.
Flexible Topology Hierarchical continuous max-flow image segmentation (HMF) (Baxter et al. 2014; Rajchl et al. 2016) allowed for non-linear label orderings to be defined with one stipulation, that the label ordering was hierarchical. The practical implication is that two labels could either be entirely disjoint as in the Potts model or one is a superset of the other as in the Ishikawa model. This model minimizes the energy:
In these models, each label L is either a leaf-label or is recursively partitioned into a set of other, simpler labels L .C. The partition of the image is therefore L = {L|L .C = ∅}. We will use the same notation as (Baxter et al. 2014) in that L .C refers to the set of children of L and L .P refers to the set of parents of L. The hierarchical constraint is that this label ordering can be expressed as a tree rooted at a node representing label S. (That is, for every label L = S, L .P consists of a single element.) We will also use the star notation,
.. An example of such a hierarchical label ordering is given in Fig. 1 .
The goal of HMF solvers (Baxter et al. 2014; Rajchl et al. 2016) was to have a single unified framework that solved any of these models, rather than specifying a particular model. This is in contrast to earlier work in hierarchical max-flow label ordering in which the particular label ordering (and thus the number of labels) was fixed . The solvers guarantee global optimality for fuzzy labels where u L (x) ∈ [0, 1], but as this framework is a strict generalization of the Potts model, it cannot in general guarantee an globally optimal binary labeling where u L (x) ∈ {0, 1}.
The ultimate purpose of this article is to remove the constraint that L .P consists of a single element, developing a solution algorithm suitable for any possible directed acyclic graph. By allowing a label to have multiple parents, regions can be grouped in a way that is distinctly nonhierarchical, such as areas of overlap between two distinct regions, addressing a number of useful but previously insoluble label orderings such as the Venn diagram model in Sect. 6.1. Additionally, Sect. 5 demonstrates that DAGs are sufficiently powerful to represent any label ordering, that is, to apply a regularization term to any arbitrary grouping of labels. 
Continuous Max-Flow Model
The Directed Acyclic Graph Max-Flow (DAGMF) segmentation model this article addresses is the minimization of the convex energy functional:
Similar to HMF, the partition L = {L|L .C = ∅} is the set of leaf-labels or labels with no children. Unlike HMF, L .P does not have to consist of a single element, but each label can have multiple parents. The non-negative weight terms w (L ,L) determine what weight to give the labeling function of L when calculating the labeling function of its parent label, L . These terms must sum to 1 over the parents of each label, that is: 
This is achievable by pushing down the data terms to the labels children, i.e.
The modeling approach is derived from those presented by Yuan et al. (2010a, b) and follows the same format, showing the duality of a max-flow primal formation to this minimization problem through an intermediate primal-dual optimization problem. An augmented Lagrangian framework and a proximal Bregman framework are proposed for minimizing this intermediate representation.
Primal Formulation
The primal model represents network flow maximization through a large graph with only the sink flows constrained. The dual of this formulation is the DAGMF Eq. (4) as we shall prove in the following section. We can write the primal model as:
This is equivalent to a multi-flow problem over a large graph constructed from the image dimensions with the provided directed acyclic graph as overall architecture. Other than constraints put on the magnitude of the spatial flows, q L (x), and the capacity of the sink flows ( p L (x) where L .C = ∅), the system is assumed to have infinite capacity. The flow conservation constraint:
ensures that no flow enters the network except through the source flow p S (x) or exits the network except through the outgoing flows p L (x) at the leaf labels L ∈ L. This is a strict generalization of the hierarchical form explored by Baxter et al. (2014) considering hierarchies to be a specific class of rooted DAG.
Primal-Dual Formulation
The primal model can be converted to a primal-dual model through the use of Lagrangian multipliers over the flow conservation constraint G L (x) yielding the Lagrangian:
First, we must ensure that Eq. (8) is convex with respect to u, considering p, q to be fixed, and concave with respect to p, q with u fixed, as to meet the requirements of the minimax theorem (Ekeland and Temam 1999, p. 176) . Considering p, q as fixed, G is obviously fixed as well, implying that Eq. (8) is linear over u and therefore convex. It should also be noted that G is a linear function of p, q, meaning that (8) is again linear and therefore concave with respect to p and q. This implies the existence of a saddle point and the equivalence of the formulation regardless of the order of the prefix max and min operators under the minimax theorem (Ekeland and Temam 1999, p. 176) 
Dual Formulation
To convert the primal-dual model into the original minimization problem, we can find the saddle point through the optimization of each isolated variable. We proceed through the sink-flow variables, p L , working bottom-up from the leaflabels L, then address the spatial flow variables, q L , within each label. Starting with any leaf-label, L ∈ L, we can isolate
. Lastly, the source flow, p S , can be isolated in a similar manner, that is:
at the saddle point, 1
. These constraints can be combined to yield the labeling constraints in the original formulation. The maximization of the spatial flow functions can be expressed in a well-studied form (Giusti 1984, pp. 3-4) as:
through the application of Gauss-Ostrogradsky theorem:
which implies that we can express the saddle point of Eq. (8) as the original energy functional, (4), and therefore, finding the saddle point of (8) is equivalent to solving the DAGMF problem.
Solutions to the Primal-Dual Formulation

Augmented Lagrangian Approach
One way to address the primal-dual optimization problem in Eq. (8), is to augment the Lagrangian with a quadratic penalty term. This augmented Lagrangian is equivalent to the unaugmented Lagrangian, but encourages faster convergence to solutions which fulfill the optimization constraint, in this case G L (x) = 0. Bertsekas (1999) Such an augmentation yields the formula:
where c is the quadratic penalty parameter. Using this formula, we can iteratively maximize each component. To simplify the notation, we will denote the incoming flow to a label as:
Equation (14) can be optimized iteratively by holding each variable fixed except one which is used to maximize (in the case of q L (x), p L (x), and p S (x)) or minimize (in the case of u L (x)) the objective function accordingly similar to previous augmented Lagrangian approaches to continuous max-flow models (Bae et al. 2014; Baxter et al. 2014; Rajchl et al. 2016; Yuan et al. 2010a, b) . Therefore, the solution steps for the augmented Lagrangian approach are:
1. Maximize (14) over the spatial flows q L approximately for each label via iterative application of:
which is a Chambolle projection iteration. Chambolle (2004) τ is a small positive gradient descent parameter. In practice, one iteration has been found to be sufficient and computationally preferable. 
3. Maximize (14) the outgoing flow for each label, p L where L .C = ∅ and L .P = ∅, analytically as:
4. Maximize (14) over the source flow, p S , analytically as:
5. Minimize (14) over u L for each label analytically as:
The precise pseudo-code is given in Algorithm 1. The convergence of said augmented Lagrangian algorithm is on the order of O(1/N ) similar to other primal-dual approaches (Chambolle and Pock 2011 
Proximal Bregman Approach
The augmented Lagrangian approach for DAGMF presented in Sect. 4.1 may not be the most efficient solution algorithm under certain conditions, particularly due to the potentially prohibitive memory requirements of saving all the flow variables. Pseudo-flow approaches (Bae et al. 2015) use Bregman proximal projection operators in the optimization process, implicitly representing the inter-node flow variables (the flow variables p L ), and allowing for more memory efficient and possibly more computationally efficient solution algorithms. We will be using a similar approach to Bae et al. (2015) to develop a novel proximal Bregman or pseudo-flow approach for addressing DAGMF problems. Such proximal point approaches to variational optimization are known to have weak convergence [i.e. for any collection of smooth functions
where u k is the labeling at iteration k and u ∞ is the optimum of Eq. (4)] (Rockafellar 1976 ). This was explicitly demonstrated for Bregman distance functions by Censor and Zenios (1992, Theorem 3.6 ) as well as Chen and Teboulle (1993, Theorem 3.4) .
Before developing a pseudo-flow approach, it is necessary to develop some simplifying notation. The specific notation introduced is d L (x) where L ∈ L which represents the flow excess of the label, L, taking into account its ancestors, and W (A,B) is the amount of labeling weight assigned to a ancestor label A derived from a descendant label B. d L (x) can be defined recursively as: 
which uses the subroutines:
end end end which mirrors the top-down process of excess flow accumulation, and W (A,B) can also be defined recursively as:
which mirrors the bottom-up process of label accumulation.
With this notation, we can develop a pseudo-flow representation which is amenable to solving through a mixture of Bregman proximal projections and Chambolle iterations. The entropic distance metric used in this formulation is:
which can be verified to be a Bregman distance (when ∀L , u L (x) ∈ [0, 1]) using the entropy function:
The non-smooth pseudo-flow formulation for DAGMF is:
Using the equivalence between Eqs. (4), (8) and (6) 
By explicitly introducing the constraints u S (x) = 1 and
expanding G L (x) according to its definition in Eq. (7)] we can group together terms allowing us to eliminate the variable p S (x) , yielding:
By explicitly introducing the constraint u L (x) ≥ 0, which implies that max
can eliminate the remaining inter-node flow variables p L (x) yielding:
to simplify the optimization, removing every branch-label's u L (x) from the objective function, which gives us:
Note that by the construction of the DAG,
This allows us to remove all branchlabel's u L (x) from the constraint set, replacing them with the constraint ∀L∈L u L (x) = 1. This removes u L (x) entirely from the optimization problem, except in the case of leaflabels, yielding the equation:
Algorithm 2: Proximal Bregman solution to the DAGMF problem. This algorithm implements the steps described in Sect. 4.2, taking the data terms D L (x), smoothness terms R L (x), gradient descent step size τ , and proximity weighting constant c as input, yielding the labeling u L (x) which minimizes Eq. (4).
Topological sort the DAG into the sorted list O (begins with source label S) with reverse list O −1 (ends with source label S);
We can combine this representation with the entropic distance to yield an improved labeling u(x) proximal to v(x) as:
given a constant non-negative proximity weighting parameter, c ≥ 0. This proximal projection operation can be solved analytically for all leaf-labels L ∈ L by placing a Lagrange multiplier on the constraint ∀L∈L u L (x) = 1 which yields the formula:
which fulfills the constraint
The labeling functions at the leaf-labels can be propagated upwards using the labeling constraints
A corollary to this is that this label update equation approaches the non-smooth pseudo-flow representation, Eq. (20), as c → 0.
Lastly, we must consider updating the spatial flows, once again by finding the gradient of equation (26) 
where q L (x) is:
Combining these processes together, the solution steps for the proximal Bregman approach are:
where L ∈ L using Eq. (27). 3. Maximize (26) over q L for each label using the Chambolle iteration Eq. (28). This can be done efficiently in a bottom-up manner. As with the augmented Lagrangian approach, one iteration has been found to be sufficient for proximal Bregman approaches to continuous maxflow (Bae et al. 2015 ).
The precise pseudo-code is given in Algorithm 2. Again, each step displays a large amount of inherent parallelism allowing for GPGPU acceleration of each step with relative ease. The formulation also implicitly represents the labeling and inter-node flows, requiring much lower memory use which make make it more efficient for implementing large problems with constrained GPU memory resources. This solver is available open-source at www. advancedsegmentationtools.org.
Discretization and Memory Consumption
Both Algorithms 1 and 2 are formulated in a way that is agnostic to how Ω is discretized. In our implementations, Ω is discretized into a grid similar to previous continuous maxflow approaches (Bae et al. 2014; Baxter et al. 2014; Rajchl et al. 2016; Yuan et al. 2010a, b) .
The memory requirements for both algorithms are dominated by the space required buffers storing the primal/dual optimization variables, intermediate optimization variables, and input data and regularization terms. Each of these grows linearly with the size of the image in our discretization approach. Given a model with N L leaf-labels and N B branch-labels (labels that are not the source S or a leaflabel), the number of buffers required by the augmented Lagrangian algorithm (Algorithm 1) is 5N L + 6N B + 2 buffers for 2D images and 6N L + 7N B + 2 buffers for 3D volumes. The proximal Bregman (Algorithm 2) requires fewer buffers, specifically 4N L + 3N B + 1 buffers for 2D images and 5N L + 4N B + 1 for 3D volumes. The proximal Bregman approach therefore uses between 25 and 50% memory required for the augmented Lagrangian algorithm for segmentation problems with a large number of labels, depending on how many are leaf-labels versus branch-labels. This decrease can play a large role in the feasibility of large segmentation problems, especially when implemented using the limited memory space available to the GPU.
Arbitrary Region Regularization
With the increasing complexity of part-whole and mutual exclusion relationships being integrated into optimization based segmentation, it is important to show the capability of DAGMF to address the regularization of arbitrarily defined label structures, that is, the incorporation of any label ordering. First, we must express the segmentation in terms of its partition set, L, and a finite set of grouped-labels G ⊂ 2 L , each a union of a set of leaf-labels, defining the groups we want to apply a regularization term to. For brevity, we will consider the segmentation problem to be stated in this form.
To show how arbitrary region regularization can be implemented with DAGMF, we must consider the construction of a DAG with associated transformations on smoothness parameters. First, create a graph with one vertex corresponding to each element of L and one for each element of G and one for the source node, S. Create an edge from the source vertex to each vertex corresponding to an element of G. For each element G ∈ G, create an edge from vertex corresponding to G to each vertex corresponding to an element L ∈ G. Now, find the vertex with the maximal in-degree which corresponds to an element in L and call this in-degree r . Add sufficient edges from the source vertex to each vertex in L to ensure that the in-degree for each is r . Figure 2a This process yields an unweighted multi-graph in which the multiplicity of any given edge is indicate of the weight to be assigned to the corresponding edge in the weighted DAG proportional to adjacent incoming edges. Taking the example used in Fig. 2a and applying the required normalization yields that shown in Fig. 2b .
To determine the appropriate smoothness terms, we note that for each vertex associated with element G ∈ G, we have the labeling constraint:
from the construction of the graph. This means that whatever smoothness term that is desired for G must be multiplied by r to account for the factor of 1/r . This is not the only way to create a DAGMF model for a given problem, and many segmentation problems defined in such a way can be implemented by multiple DAGMF structures. In that respect, the DAGMF structure is not necessarily unique and optimization of the structure to improve performance may be possible.
Experiments
Synthetic Image: Venn Diagram
To test the efficacy of the segmentation algorithm and to highlight the improvements of arbitrary region regularization made possible through DAGMF, we constructed the example segmentation given in Fig. 4 . This image involves two overlapping objects, each of which is regularized by the proposed DAGMF model using the structure showing in Fig. 3 , but such a regularization scheme is not possible in HMF, as the dark yellow intersection has more than one parent region (In HMF, the intersection can be denoted either as part of the red square or green circle but not both). The data term for each leaf-label is:
where I (x) is the RGB intensity of the pixel andĪ L is the RGB intensity of the label L prior to the addition of noise. The regularization terms R L (x) were all constants, tuned individually to improve the performance of each method. Note that the DAGMF reconstruction substantially improves the crispness of the area where all four regions meet which is heavily distorted in the other three segmentation techniques (Fig. 5 ).
Medical Images: Brain Tissue Segmentation
To demonstrate the applicability of this technique in medical image segmentation, consider segmentation of the brain into background (K), external cerebrospinal fluid (eCSF), cortical gray matter (cGM), white matter (WM), subcortical gray matter (sGM) and ventricles (V). In this example, we are using the BrainWeb (Cocosco et al. 1997) database to provide a realistic digital phantom, providing an exact ground truth labeling. The data terms (shown in Fig. 7 ) were developed using a simple Bayesian framework which includes both intensity and localization components and are representative of those one would derive for this segmentation problem on clinical images (Lijn et al. 2008) . The DAG used for segmentation is provided in Fig. 6 . The smoothness terms were all constants, that is, R L (x) = α L , meaning that no contrast sensitive terms were used to localize edges, but only uniform regularization was used to penalize longer boundaries between regions. The data terms, shown in Fig. 7 , follow the Bayesian formula: 
where
is the probability of voxel x having intensity I (x) given it is in label L, and dist(x, R L ) is an estimated distance between x and the region associated with label L. The segmentation is shown in Fig. 5 .
The construction of the DAG is motivated by the grouping of adjacent regions with similar regularization requirements (such as the grouping of the eCSF and cGM) or by grouping regions that, when grouped, have a significantly less tortuous boundary (such as the grouping of all brain regions into a common superlabel opposed to the background or K label). Notably, a Venn diagram model (similar to Fig. 3) represents the subcortical labels, using the geometrical intuition that the subcortical gray matter could be interpreted spatially as the overlap of the WM and V regions.
The primary benefit of DAGMF in the context of medical image segmentation in particular is that the regularization of any label group allows for the segmentation algorithm designers to incorporate multiple regularization schemes without prohibiting others. Analogous to Sect. 6.1, HMF could be used to regularize sGM with either V or WM, but not both. DAGMF allowed for both regularization schemes to be implemented simultaneously. This improved the segmentation accuracy of the subcortical gray matter over the Potts model and both HMF models as highlighted in Table  2 , despite having the same data terms and uniform regularization. In addition, the DAGMF result had a lower entropy, implying that the segmentation was more certain than that of Potts as shown in Fig. 8 . The entropy of the fuzzy labeling at each voxel can be used as a surrogate for the uncertainty of the binary labeling marginalized at each voxel. Note however that this is only an approximation, as the theoretical basis of segmentation uncertainty in (both binary and fuzzy) continuous max-flow models has yet to be investigated.
Natural Images: Scene Decomposition
Natural image segmentation tasks that could benefit from unconstrained label orderings include scene decomposition (Hoiem et al. 2007) . As shown by Delong and Boykov (2009) , geometric context often requires non-hierarchical regularization schemes. This segmentation problem is composed of five In previous approaches, such as HMF, such regularization would not be possible. The DAG representing this regularization structure is given in Fig. 9b . Unlike previous discrete approaches (Delong and Boykov 2009 ), the image is partitioned into the label regions {T, B, L , R} thus preventing errors such as labelling a single pixel as being in both L and R regions. An example segmented image using this framework is shown in Fig. 10 . These images were collected from the Geometric Context dataset (Hoiem et al. 2007 ) and the data terms used were derived from the Surface Layout classification framework (Hoiem et al. 2007 ). Specifically, the data terms for each region in the partition, i.e. labels L ∈ L, are:
where P L (x) is the likelihood estimate of pixel x belonging to label L as determined by the Surface Layout classification framework (Hoiem et al. 2007 ). The regularization terms, R L (x) were all the same constant for the regions L F, R F, B F, and T F and were zero for all end-labels. For quantitative validation, this scene decomposition model was applied to the Stanford indoor image dataset (Delage et al. 2006 ) (48 images) using the classifiers developed by Hoiem et al. (2007) as the basis for the data terms. The regularization terms, given in Table 3 , determined by a exhaustive search on a subset of the database (first 4 images). Qualitative segmentation results for DAGMF as well as the continuous Potts model (Yuan et al. 2010b ) and HMF models (Baxter et al. 2014; Rajchl et al. 2016 ) are shown in Fig.  11 taken from the testing dataset with quantitative results in Table 4 . The "data term only" (DTO) results reflect the accuracy of the classifiers developed by Hoiem et al. (2007) .
The use of simple constant regularization improves the accuracy slightly overall, with all regularized methods showing a statistically significant improvement over the dataterm-only method. The more representative DAGMF model has slightly higher accuracy than the previous max-flow models, however, due to the size of the dataset and similarity between methods, no statistical significance was detected. HMF 2 85.7 ± 7.0% 1.3 ± 1.0% DAGMF 85.9 ± 7.0% 1.5 ± 1.2%
DTO refers to the "data term only" method This is largely due to the data-term generation, which was based on super-pixels and thus assigns a constant data term to a local region, the boundaries of which were not considered in the regularization. The results for each max-flow model could readily be improved by creating more complex regularization terms cognizant of these boundaries.
Natural + Synthetic Images: Hue Reconstruction
Another application which is not currently possible with existing continuous max-flow methods is hue denoising in color images. The problem of hue reconstruction is of particular interest as the hue displays distinctly cyclic behaviour, meaning that it is especially ill-suited for Ishikawa models (2003) more traditionally used for image reconstruction. In addition, hue offers a color property that is, in theory, invariant to lighting and atmospheric conditions but is sensitive to RGB additive noise especially at low brightness and saturation. The first step in hue reconstruction with DAGMF is the construction of an appropriate DAG. In this scenario, the DAG can follow a relatively simple two-layer formula. The bottom layer consists of N nodes representing the discrete bins the hues are grouped into. The second layer is a regularization layer with N nodes, each with M < N /2 edges to the lower layer. These edges are arranged in a cyclic manner, each regularization node being connected to M consecutive hues. The result is truncated linear regularization. Between two hue nodes the regularization grows linearly with the distance between them if less than M, else, the regularization is constant. Fully linear regularization can be achieved by setting M = N /2 . An example of these types of DAGs is given in Fig. 12 . Note that in this case, using the Potts model for hue reconstruction can be expressed as a limiting case as this framework with M = 1.
In Fig. 13 , RGB additive noise was applied to a synthetic image with 50% saturation and 25-75% brightness. Reconstructing the hue using a DAGMF hue reconstruction model (N = 36, M = 16) allowed for linear regularization across hues resulting in a 79% decrease in the hue error, compared to 64% using a Potts model with the same data terms and regularization values. The data term used was:
where I (x) is the RGB-valued intensity of pixel x andĪ L is the RGB-valued intensity of the highest saturation colour corresponding to hue L. The same pipeline can be used on natural images to robustly estimate hue in the presence of noise and lighting effects. Figure 14 displays this hue reconstruction on natural images in the presence of shadows and atmospheric perspective effects. Compared to the Potts model, the cyclic DAGMF model retains much more detail at the same level of regularization, preserving features such as smaller windows and doors.
Medical Images: MRI Phase Reconstruction
Similar to hue reconstruction in Sect. 6.4, phase reconstruction requires that the field being reconstructed is represented cyclically, which is not suitable to current continuous maxflow solvers. Often, in order to perform simple MR phase processing, the original phase, represented in the interval [−π, π] , is first unwrapped to the interval (−∞, ∞) minimizing the differences in phase over a local neighbourhood (Thomas et al. 2008 ). However, phase unwrapping techniques can be error-prone in the presence of noise (Su and Chen 2004) , necessitating filtering approaches that do not rely on unwrapped phase. Denk and Rauscher (2010) Phase smoothing is used to extract residual or high-pass phase components for MR imaging types dependent on phase information such as susceptibility weighted imaging (Haacke et al. 2004) . Figure 15 demonstrates the application of the previous cyclic DAGMF model (Fig. 12) with 40 equally-spaced phase labels to reconstructing the background phase in a 3T cranial MRI, using the data term:
where θ(x) is the phase measured at voxel x and θ L is the phase associated with label L. Figure 15 (d) displays the residual phase information after smoothing.
Discussion and Future Work
From a theoretical point of view, DAGMF illustrates that any label ordering is possible to incorporate into a continuous max-flow segmentation paradigm using primal-dual optimization with augmented Lagrangian multipliers. Thus, further work in continuous max-flow theory should focus on the development of more specific solvers for segmentation problem sub-classes. One area of future work could be the development of a dedicated continuous max-flow optimization framework for hue and phase reconstruction (Sects. 6.4 and 6.5 respectively) which takes advantage of the high degree of inherent symmetry in the problem definition and resultant DAG. As stated in Sect. 5, there are multiple ways to construct a DAG that are mathematically equivalent but require dif- ferent computation time and memory amounts. In addition, for certain subclasses of problems, a DAG may not be the most computationally efficient structure over which to perform max-flow. For problems in co-segmentation of multiple images simultaneously (Guo et al. 2015; Jang et al. 2014) or segmentation based on a partially-annotated multi-atlas (Koch et al. 2015) , other max-flow structures can take advantage of symmetry in the energy functional to reduce the number of, and simplify the interaction between, labellings ultimately creating more efficient algorithms. That being said, if that symmetry is removed or modified, such frameworks are no longer applicable. DAGMF provides, in such scenarios, an initial framework in which accuracy can be evaluated separate from computability concerns, decoupling the processes of model creation and solver optimization. Our future work along these lines consists of being able to take regularization descriptions similar to those given in Sect. 5 and automatically optimize the structure used for maximum computational efficiency while ensuring mathematical equivalence.
Another area of future work is the incorporation of star convexity constraints (Gulshan et al. 2010; Veksler 2008 ) into a subset of the labels, allowing for both topological and shape information to be optimized for simultaneously. These shape constraints have already been integrated into binary (Yuan et al. 2012 ) and hierarchical ) continuous max-flow formulations.
Conclusion
This article presents a novel segmentation framework called Directed Acyclic Graph Max-Flow (DAGMF) segmentation which optimizes the variational continuous max-flow prob-lem over a directed acyclic graph with each node representing a continuous labeling space. Two solution algorithms were proposed: one based on augmented Lagrangian multipliers in which the labeling constraints result from the characterization of the saddle-points; and one based on proximal Bregman projections in which the labeling constraints are explicitly enforced, but minimizes memory requirements by implicitly representing inter-node flow. These multiple solution algorithms allow for this framework to be adapted to the available computational resources.
This framework is a generalization of earlier extendable continuous max-flow approaches and is shown to be flexible enough to optimize any possible label ordering. The general applicability of this framework was demonstrated using a variety of synthetic, natural, and medical images where previous approaches could only approximate the required label ordering. This algorithm is highly parallelizable and has been implemented using GPGPU acceleration to ensure high performance.
