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ABSTRACT
We present a viscous computational fluid dynamics (CFD) simulation over two finite twisted wings configured so as to give a theoretically predicted elliptic and parabolic lift distributions. Local surface integration and farfield methods were used to calculate the induced drag. The objective of this project is to relate work-potential losses (exergy destruction) to the aerodynamics forces in an attempt to validate a new design methodology based on the second law of thermodynamics. Exergy destruction for the entire flow field was determined from the CFD results. CFD results show that the parabolic case produces smaller induced drag and entropy generation rates than the elliptic case. The entropy generation rates for both cases deviated significantly from the expected values, revealing the inaccuracy of entropy generation rate prediction for a turbulent flow. This project, however, set up a basis in terms of analysis methodology, from which the future work will follow.
vii
FOREWORD
This report, "A Unified Methodology for Aerospace Systems Integration based on Entropy and the Second Law of Thermodynamics: Wing Aerodynamics Assessment", gives a technical discussion of research accomplished to develop the methods to compute entropy generation rate of different wing sections and planforms. It is a part of a larger effort to develop the Second Law of Thermodynamics into the common currency for all aspects of system integration. This report considers the work that needs to be accomplished by a flight vehicle (e.g., the generation of lift to keep a body aloft at sea-level conditions), and identifies sources of inefficiency associated with finite wing aerodynamics. 
SUMMARY
Using Air Force's in-house code, Air Vehicle Unstructured Flow Solver, we simulated the three dimensional, viscous, laminar and turbulent, low subsonic flows around the finite wings with theoretically predicted elliptic and parabolic lift distributions. The wings had a rectangular planform with geometric twists. Using the surface integration and the Trefftz plane methods, lift and the induced drag, respectively, were extracted for a comparison with the classical lifting-line theory. As expected, the results for the lift compared favorably with the theoretical values; they had errors of no more than 6%. The induced drag, on the other hand, experienced a maximum error of roughly 30%. We also attempted to perform both qualitative and quantitative analysis of the entropy generation rates and the exergy destruction rates. For both elliptic and parabolic cases, the boundary layer seemed to produce the majority of the entropy. We obtained the quantitative figures by taking the volume integral of the total entropy generation rates over the entire computational domain, including the wake. These results deviated significantly from the approximate values, which are simply the product of the total drag and the cruise velocity.
Using the classical lifting-line theory, we have established the basic techniques for building the twisted wing geometries with the desired lift distributions. The actual lift distributions of these wings yet require a validation. Nonetheless, we have also established a grid generation technique for such twisted wings. The implementation of the farfield induced drag extraction method to a viscous solution needs a further investigation. In particular, we will examine the effect of the location and the size of the Trefftz plane on the induced drag. As for the entropy generation study, we will investigate the concept of effective viscosity, which takes into account the turbulence effect lost in the Reynolds averaging in the NavierStokes equations.
Overall, the basis established during the summer of 2004 should provide a good starting point for the study of an exergy-based design methodology. The following major objectives include the grid refinement study and the investigation of the relationships between the aerodynamic inefficiencies with the irreversible losses.
INTRODUCTION PROBLEM DEFINITION
An aircraft represents an intricate system composed of a number of interacting energy and non-energy based sub-systems. Research in aerospace engineering has focused on the complicated procedure of integrating such subsystems for some time. Historically, designers have applied the design and optimization procedure only at a subsystem level. For example, a typical objective function for the design of a wing has sought to minimize drag for a given lift distribution. Design of a propulsion system has aimed to maximize thrust while maintaining as high thermodynamic efficiency as possible. Integration of these components or subsystems, optimized separately, requires a great deal of experience and knowledge. In addition, this subsystem-level optimization may ensure the optimum configuration for each subsystem, but does not guarantee an optimum design for the entire vehicle as a whole.
As flight vehicles evolve, they carry more and more intricate components that require distribution of power from an energy source [1] . With the need to develop a revolutionary design and optimization methodology for such systems, the basic approach started to shift from subsystem-level to system-level over the last few years. The main questions asked include: Can we find a single common parameter that will hold across all components in all stages of design process? To approach this question, consider all the constituent components as the energy-consuming systems. One way or the other, they all have some inefficiencies, which can be considered in terms of energy used for work versus energy wasted [1] . The answer therefore seems to lie in this concept of irreversible losses that is an additive quantity. So, can we design a flight vehicle based not only on the first law of thermodynamics, but also on the second law of thermodynamics? We seek to implement the second law of thermodynamics to provide a common metric that enables a comparison of the performance of different subsystems in terms of energy utilization, and to map in detail the location of all irreversible losses. We find a growing consensus in the literature [2, 3, 4, 5, 6 ] that this should lead to the further advances of air vehicle design methodology and to a true system-level optimization.
As part of this system-level aerospace vehicle analysis and design concept, the project presented in this report focuses on the aerodynamics of low subsonic viscous flow over a finite wing. Flow over a finite wing has been known to produce number of interesting phenomena. Examples are tip vortex and trailing vortices that cause additional induced drag. A major portion of this project seeks to predict this induced drag and the corresponding aerodynamic losses using a 3D viscous computational fluid dynamics (CFD) simulation.
This task, however, does not come so easy. In 3D viscous flow, a variety of sources subject the wing to an assortment of aerodynamic drag. One of these, skin friction drag, results from the viscosity of air and from velocity gradients near the wing surfaces. Another, the induced drag mentioned above, results from the generation of lift and downwash velocity as generated by the trailing and tip vortices. Form drag constitutes another type of drag resulting from an unbalanced pressure distribution around the wing and of viscous action. In addition to all these drag components, the inaccuracy of a CFD calculation appears as a spurious drag. The challenging task of extracting induced drag from a CFD calculation comes from the difficulties encountered in numerically distinguishing each drag source from one another. This research project placed an emphasis on developing the induced drag extraction methods in context of our overall objective to apply the second law of thermodynamics.
Studying the energy efficiency in terms of second law of thermodynamics will help to analyze the lost work-potential that can otherwise perform useful work. This thermodynamic quantity, known as "exergy" or "availability", represents the maximum theoretical work that can be obtained from a system in taking it from a given chemical composition, temperature, and pressure to a state of chemical, thermal, and mechanical equilibrium with the environment [7] . For example, the fuel supplied to an aircraft represents its exergy or maximum work potential. To meet the mission requirements, exergy consumption (destruction) must occur. Destruction of exergy during any chemical or physical process equals the irreversible losses -entropy generation scaled by a reference temperature. The second law of thermodynamics suggests that we should not necessarily strive to converse energy, but rather we should attempt to conserve exergy [8] . In the flow over a flight vehicle, minimizing the exergy destruction saves the available energy for distribution to other components of the aircraft for other types of useful work.
The authors of this report will study these concepts mentioned above using twisted finite wings configured to produce two limiting (spanwise) lift distributions; elliptic and parabolic. These two special cases provide a good starting point for exploring new territory, since they are known to have special characteristics. An elliptic lift distribution supposedly produces minimum induced drag, according to Prandtl's classical lifting-line theory. A parabolic lift distribution gives another special case suggested by Greene [9] to have minimum entropy generation. For the elliptic lift distribution in particular, classical theory makes some major approximations, making it an interesting study. This project could serve as a numerical experiment to test the limits of validity of the well known theory. This report aims to present the contributions made thus far, the current status, and a number of suggestions for future work.
OBJECTIVES
The objectives of this project come in several parts. Our first objective deals with the construction of twisted wing geometries with theoretically predicted lift distributions. Classical lifting-line theory provides the analytical expression for the required spanwise twist angle to produce a desired lift distribution. For our second objective, we seek basic grid generation techniques for constructing such twisted wings. We attempt to resolve the wake, as well as the turbulent boundary layer all the way down to the wing surface. These two preparations lead to the simulation of 3D, viscous, low subsonic, incompressible flow using the Air Force Research Laboratory's in house code, Air Vehicle Unstructured Flow Solver (AVUS) developed by the Computational Sciences Branch (AFRL/VAAC) over the past decade [11] . Lastly, the post-processing provides the visualization of the flow field, lift and drag forces, and entropy generation and exergy destruction rates. This project should serve as a validation study for the classical lifting-line theory and a hypothesis developed by Greene [9] . We also propose to establish a solid basis for the development of a design and optimization methodology based on the second law of thermodynamics.
COMPUTATIONAL METHODOLOGY
We created the wing geometries and the grid using Gridgen version 15.03 (we give a brief description of how the grids were created below). The CFD code AVUS is a cellcentered finite-volume code. Its fundamental algorithm utilizes a scheme of first order accurate in space and time, and the grid-aligned exact Riemann solution method of Gottlieb and Groth [11] . The second order accurate spatial approximation method utilizes van Leer's MUSCL scheme. For an accelerated convergence, AVUS uses a local time stepping algorithm for steady state solutions. However, the low speed cases (M ≤ 0.2) with large jumps in spacing and/or cell size may require time-accurate calculations [11] . Because of computational constraints, our grid suffered from large jumps in cell size, so, we attempted to achieve a steady state solution using the time accurate option. Implementing the time accurate solver did not, however, yield fully converged solutions. Poor grid quality in certain regions may have contributed to this. The computational constraints put a limit on cell count and consequently yielded non-ideal grids.
We attempted to obtain solutions from both laminar and turbulent calculations with the Wilcox k-ω model. Wilcox k-ω model is a two-equation Reynolds Averaged NavierStokes (RANS) type model, which performs well in the near-wall region. From these simulations, we investigated the effect of turbulence model on the results.
The flight conditions used for this study are at a pressure of 1atm and temperature of 288K (sea-level), at a steady cruise Mach number of 0.2. The wing has a rectangular planform with an aspect ratio of 6 and a constant NACA0012 airfoil section of 1m chord, and a span of 6m. The wing has an assumed weight of 7300 N.
GEOMETRY AND GRID GENERATION COMPUTATIONAL DOMAIN
Since the wing load and the flow field are symmetric about mid-span of the wing for a level flight, the computational domain includes only a half of the wing with one boundary condition set as the plane of symmetry. A total of seven faces formed the computational domain (Figure 4 .1). We set all faces as the far-field boundary condition, except the wing surface and the face that splits the mid span of the wing. We labeled this mid-span face as the symmetry face and modeled it with as a solid wall with slip boundary conditions. The wing surfaces have no-slip wall boundary conditions. The outer faces that enclose the wing extends ten chord lengths behind the wing, five chord lengths above and below the wing, five chord lengths in front of the wing, and two span lengths in width.
CLASSICAL LIFTING-LINE THEORY
Our intent was to construct a wing that produced an elliptic and parabolic lift distribution along the spanwise direction as two separate cases to test against classical liftingline theory. The elliptic lift distribution supposedly produces minimum in induced drag. Greene [9] suggests that a parabolic lift distribution produces minimum entropy with an optimal bending moment at the root. Therefore, we are testing the hypothesis that a design that minimizes drag and a design that minimizes entropy production are not the same thing. In the classical lifting-line theory, the lift distribution varies as a function of the effective angle of attack, the spanwise chord distribution, and the aerodynamic twist. In this project, chord stays constant along the span and the wing has no aerodynamic twist. Hence, the lift distribution becomes a function of the effective angle of attack in the spanwise direction only.
When a finite wing produces lift, its effective angle of attack is less than the geometric angle of attack, the angle between the free stream velocity vector and the chord line. A high pressure region exists on the lower surface relative to the upper surface of the wing. At the wing tip, the lift must be zero, and therefore the upper and lower pressures must equate. Consequently, the flow at the tip tends to move from the high pressure region on the lower surface to the lower pressure region on the top. This causes a spanwise flow component along the entire wing span. Effectively, the wing suffers from a decreased lift coefficient and an increased drag coefficient relative to the two-dimensional case (or an infinite wing case).
This spanwise flow creates the wing tip vortices ( Figure 4 .2 and 4.3). Since the fluid on the lower surface of the wing tends to flow outward toward the tip and the fluid on the upper surface tends to flow inward toward the root, a trailing vortex forms when the these two flows meet at the trailing edge. The trailing vortex across the wing span creates a vortex sheet, which induces a downwash velocity given by
where Γ(z) is the circulation distribution along the span, U ∞ is the free stream velocity, and b is the total span length. This downwash velocity effectively reduces the approach angle of the free stream velocity vector by an amount of induced angle. The effective angle of attack equals the difference in the geometric and induced angles. We can achieve a particular lift distribution by giving the wing a geometric twist, an aerodynamic twist, or a combination of both. Geometric twist refers to a variation in the geometric angle of attack whereas aerodynamic twist refers to varying the airfoil sections. We chose the geometric twist for this project for the relative ease of geometry and grid generation. The equation of lift coefficient,
indicates that the effective angle of attack, α 0 must follow the same trend as the desired lift distribution, since the lift slope m 0 (2π according thin airfoil theory), freestream density ρ, chord c, and the freestream velocity U ∞ stay constant. For instance, in order to obtain an elliptic lift distribution, α 0 must vary in an elliptic fashion as well. The choice of the root effective angle of attack is mission-specific. For an elliptic case, we chose an arbitrary root effective angle of attack of 5°, which corresponds to an assumed aircraft weight of about 7300N. The induced angle refers to the change in approach angle experienced by the free stream velocity due to the downwash velocity discussed earlier. Here, Γ 0 is the root circulation, determined from the 5° root effective angle by
Now, the geometric angle as a function of span can be determined by
The resulting function for the geometric angle of for an elliptic lift distribution with a 5° effective root angle is then
where α root is a root geometric angle of attack of 6.30899°.
In order to have an accurate comparison, both elliptic and parabolic wings must produce the same total amount of lift. This requires that the area under a curve of effective angle of attack vs. wing span should be equal when both wings are flying under the same flow conditions. Therefore, This equation indicates that the induced angle of attack approaches negative infinity as z approaches b/2 (wing tip). Obviously, this presents a problem when building the wing geometry. To overcome this problem the slope of the geometric angle of attack curve at 99.7 % of the span was used to extrapolate out to the tip. This resulted in a root geometric angle of attack of 7.85398° and a tip geometric angle of attack of -4.99262° for an overall geometric twist of 12.85°. Interestingly, the parabolic case has the negative tip geometric angle of attack. Nonetheless, both effective angles at the wing tip should be 0°.
CONSTRUCTING THE WING GEOMETRY
The wings were constructed using a straight leading edge that has no slope in any direction. We attached the airfoil sections to the leading edge, rotated the proper amount to give the desired geometric angle of attack. Once we placed an appropriate number of airfoils, an interpolating scheme in Gridgen was used to create the surface between the airfoil sections. Figure 4 .5 shows an example of the wing geometry.
GRID GENERATION
Constructing a proper grid perhaps takes up the most essential part of a CFD simulation. Grid construction unfortunately remains more of an art than a science and consequently requires a significant amount of time to develop a proper grid to adequately resolve the essential flow physics. Therefore, studying the flow field a priori is essential, especially when the solution-adaptive grid refinement is not available. Overall, the grid is In a viscous solution one obvious place that requires a fine grid resolution is in the boundary layers. There are some guidelines to ensure the adequate resolution in this region. For the flow conditions for this study, the boundary layer will experience a transition from laminar to turbulent at roughly ten percent of the chord from the leading edge. Because of the very high gradients at the surface of the wing, especially for turbulent regions, it is necessary to cluster the cells in that region.
In a turbulent boundary layer there exists a laminar viscous sublayer that extends from the wall out to y + (a normalized distance that is a function of shear stress) of about five. The first node distance from the wall should have a y + value of one or less when using a twoequation turbulence model. This ensures that at least a few cells will describe the viscous sublayer. Determination of the first node distance from the wall starts from the flat plate boundary layer approximation. First the Reynolds number based on chord length must be determined:
This Reynolds number automatically determines the skin friction coefficient with the empirical correlation (for turbulent flow): Using above relations, we see that the necessary first node distance is roughly 5x10 -6 m. A problem arises with such a small length is used to construct a cell since the volume is now about 10 -18 m. This may increase truncation error significantly, and the computer may easily treat this volume as practically zero. In fact, the CFD utility code used to check grid quality for AVUS, Blacksmith, flags such a grid as unacceptable if this first node distance is used. To overcome this problem, we scaled up the entire model 100 times and used the CGS It has been suggested that roughly 150 to 200 points chordwise on both the top and bottom of the wing should suffice for an accurate drag prediction when used in conjunction with the other parameters concerning the boundary layer grid [10] . The leading and trailing edge require clustering of the grids. This allows the grid to accurately resemble the smooth curvature and provides a good transition between cells on the trailing edge and those in the near-wake. The first node distance of 0.450mm on the leading edge was taken from [10] . We also rounded the sharp trailing edge to facilitate the grid generation on the wing tip and the near-wake. To accurately trace this small curvature, a first node distance of 0.006 mm was used on the trailing edge.
Within the high-gradient regions like the boundary layer, the growth rate of the cells also plays an important role. It is suggested that the growth rate should at most be 20-30% [10] to avoid a significant error associated with the gradient calculations. Another generally accepted rule-of-thumb is to have at least ten cells within the boundary layer normal to the wall. We approximated the boundary layer thickness at a tenth of the chord, using the Blasius solution for the flat plate laminar boundary layer:
The flat plate laminar boundary layer solution was used here since this is approximately the transition location from laminar to turbulence. Using this analytical solution gives a normal distance in which 10 cells should be placed. However, when considering the first node distance and a growth rate of 1.2, there will be more than 10 cells in the boundary layer at this location. Even with the turbulence models assuming a turbulent boundary layer over the entire wing, the grid-stretching scheme ensures 10 cells within the boundary layer.
Another important parameter in the boundary layer grid generation is the number of nodes along the span of the wing. It was suggested through a personal correspondence [10] that 100 points spanwise would be a reasonable number to start with. However, since the grid points need to be clustered at the wing tip, the number of required grid points could rise to about 200. The reason for the clustering at the wing tip is to allow for a good spanwise transition from a wing tip boundary layer grid. In this project, however, we could only afford eighty nodes due to computer resource limitations. A view of the surface grid on the wing is shown in Figure 4 .7 and 4.8.
The wing tip presents a difficulty when producing a high quality structured grid. Having a sharp trailing edge results in highly skewed cells that could adversely affect convergence of the solution. Therefore, we rounded off the trailing edge at 99.75% of the chord to facilitate the grid generation procedure. Since the wing tip region will contain complicated flow, the boundary layer mesh and the wing tip mesh should have as smooth transition in size as possible. An illustration of this is shown in Figure 4 .9. The trailing vortices in the wake can be resolved effectively with the unstructured grid without increasing the cell count significantly (Figure 4.12) . Here, the grid is clustered in the wake and grows quickly to the outer region. We approximated the growth rate of the wake height as 2x 1/3 [13] where x is the streamwise location.
A structured cylindrical grid was also constructed around the wing on top of the structured boundary layer grid. The surface of the boundary layer grid follows the twist of the wing in order to maintain a constant node distance from the surface of the wing. This does not provide a uniform surface to sweep a face along to create a volume grid for the outer region. Therefore, we placed a cylindrically shaped structured grid to provide a uniform surface. A close up view of this grid is shown in Figure 4 .13.
Once we generated the grid for the half of the domain containing the wing, the volume grid was completed by simply sweeping all faces that lie in the mid plane of the domain, including the wing tip grid, in a linear fashion. 
RESULTS
Following accepted guidelines for the grid generation resulted in a total cell count in the order of several million. However, slow computational speed hindered the calculations from reaching full convergence within the given time limit. The machines used for all the calculations consisted of a Linux-based Beowulf cluster of Pentium III 800MHz processors each with 1GB RAM. The cluster contained sixty four processors in total and we used the maximum of thirty processors for any given job. Executing AVUS on thirty processors to solve incompressible viscous flow on a grid with 3.6 million cells, for example, took roughly thirty minutes per iteration. Reasonable convergence generally required at least 5000 iterations. Therefore, to achieve satisfactory convergence at this rate would require nearly 104 days.
To obtain results in a reasonable time, it was necessary to coarsen the grid. In addition, we increased the growth rate of the cell size as much as possible and coarsened the wake region as well. We filled the outer region with a very coarse grid to reduce the number of cells as much as possible, so the growth rate in this region exceeds 1.3. After this grid coarsening process, the total cell count dropped down to 1.79 and 1.87 million for the elliptic and parabolic wing, respectively. With cell count of 1.87 million, for example, it took roughly four days to complete 3800 iterations.
For every simulation, we let twenty processors work in parallel to solve the flow as close to full convergence as possible to a steady state under low subsonic condition (M=0.2, Re c =4,400,000 and standard temperature and pressure). Residuals for continuity, y + , and forces in the x and y direction respectively, F x and F y , were monitored during the calculation to check the convergence status. However, grid quality hampered the calculations from reaching full convergence. Therefore, we attempted to bring the solutions as close as possible to full convergence. On average, it took roughly 5000 iterations for y + residuals to level off, but the force components in the x-direction continued to exhibit large oscillations, even after 10,000 iterations.
VALIDATION OF GRID QUALITY
To verify grid resolution one may check the y + values on the wing surfaces, which should be less than unity. Contours of y + showed that for both elliptic and parabolic cases, y + values stayed well below one on all wing surfaces, except at the very small region towards the tip (Figure 6 .1), where it exceeded two. Although these high y + values lie in such a tiny strip of surface that they may not be affecting the lift and drag values significantly, we suggest that the first grid size normal to the wing surface in these areas should be reduced. Figure 6 .2 shows the pressure contour around the sectional plane at z = 2.9m for the elliptic case. Non-smooth contour lines in the outer regions indicate the under-resolved flow. These regions require further grid refinement in future work, since they could affect the solution in the vicinity of the wing surface.
COMPARISON OF LIFT AND DRAG WITH LIFTING-LINE THEORY
One of the objectives of this project is to predict induced drag and compare with the theoretical values from lifting-line theory. However, prediction of aerodynamic forces, especially drag prediction is a very difficult task. Therefore, we are in a sense testing the capabilities of aerodynamic force prediction of CFD.
There exist several different methods for predicting aerodynamic forces. A typical method of calculating total drag and lift forces is the surface integration technique, in which This inaccuracy comes from the need to approximate the smooth curvature of the object with flat cells and to numerically approximate high gradients [14] in the boundary layer. These approximations lead to production of spurious contributions to drag as well, which appears in pressure and skin friction over a body surface. Therefore, spurious contribution cannot be differentiated from the physical drag by the surface integration method [15] .
We therefore implemented the farfield analysis of Trefftz plane for the induced drag However, when it is applied to the viscous case, computation gets more difficult because of the natural viscosity of the fluid that tends to damp out these lateral motions. In addition, the artificial viscosity embedded in the numerical scheme itself also contributes to the dissipation of the solution in the wake, especially where the grid gets coarse. Therefore, the location of Trefftz plane should be where the flow experiences as little influence from the artificial viscosity as possible. In this project, we placed it at six chord-lengths downstream of the wing. Table 6 .1 shows the result for the induced drag coefficient from the lifting-line theory, as well as the results from the CFD calculation. Total drag coefficients from the surface integration method are also tabulated for comparison. It is apparent that the CFD calculation under-predicted the theoretical values. This may be due to the dissipating transverse kinetic energy, which is a consequence of both natural and artificial viscosity. It also predicted the induced drag for the parabolic cases to be smaller than the elliptic cases. This contradicts with the classical theory that says elliptic lift distribution produces minimum induced drag. Table 6 .2 shows the result for lift coefficient calculated by surface integration over the wing surface. Elliptic and parabolic cases have the same theoretical values, since the wings were designed to have the same total lift and they have the same wing surface area.
Lift coefficient values are more accurate than the induced drag values.
One important point about the classical lifting-line theory is that the derivation of minimum induced drag for elliptic lift distribution assumes a planar vortex sheet that extends to infinity (inviscid approximation). In actual flow over a finite wing however, the vortex sheet rolls up out-of-plane ( Figure 6 .4 and 6.5) and dissipates because of viscous effect.
Although classical lifting-line theory is shown to provide surprisingly accurate induced drag distribution [9] , we should not exclude this approximation from the list of possible reasons for differences when comparing theoretical and predicted induced drag.
ENTROPY GENERATION AND EXERGY DESTRUCTION RATE
The most important objective of this project was to test the capabilities of CFD to calculate the entropy generation and the exergy destruction rates and relate them to the aerodynamic terms, such as lift and drag. AVUS calculates the total entropy generation rate in every cell for viscous flow by Although majority of the entropy generation happens within the boundary layer where the high velocity gradients exist, it is natural to think that the wake and its entropy generation is a consequence of the moving wing disturbing the flow. It is also natural to think that wings with different lift distributions produce wakes with different levels of entropy generation and there may be a connection between entropy generation rates over the wing surface and in the wake. Therefore, to account for both cause and effect, volume integrals of the total entropy generation rates were computed during post-processing:
It is interesting to note that for steady motion the theoretical value of this quantity should be There exists a concept of effective viscosity in turbulence models for RANS solvers. Its purpose is to recover the lost effect of those small-scale structures. The effective viscosity is known to be up to two orders of magnitude greater than the absolute viscosity. Since the effective viscosity value was not implemented in these entropy computations (equation 6.2), this important concept will be investigated in the future work.
DISCUSSION
As noted earlier, computational and time constraints limited our study significantly.
This led to under-refined areas within the grid and undesirable growth rates in the outer region as well as very large cells near the leading edge of the wing. These factors should be kept in mind when examining the results of this study.
As Calculated entropy production rates deviated significantly from the expected values.
As mentioned in the results, the viscosity value used in equation 6.2 may not be accurate.
Further investigation using the effective viscosity in the turbulence cases will be performed.
At present AVUS does not have capability for this calculation. However from other studies concerning 2D airfoils it has been seen that the effective viscosity can be as much as 100 to 400 times higher than the natural viscosity in some cells. Some interesting results were obtained from the CFD simulations. One of them is that the parabolic case gave less induced drag that than the elliptic case. This goes against the classical lifting line theory which says the elliptic lift distribution yields the minimum induced drag. Also the parabolic case gave a lower entropy production than the elliptic case.
This agrees with Greene's [9] hypothesis that says that parabolic lift distribution will yield minimum entropy generation. However, it is important to note that the solutions are neither fully converged nor grid independent. The actual lift distributions were not verified and will be a focus of future work. At best, we have developed the necessary methodology to proceed into the work to follow.
FUTURE WORK
Since computational restraints hindered grid quality and cell count, grid independence studies were not possible. This will be the focus of future work. We will conduct further CFD simulations using Fluent which allows for solution-adaptive grid refinement by adding cells in the area of interest.
Fluent also has the ability to allow the user to add cells anywhere in the domain. This feature should help improve grid quality in areas that have large jumps in cell size.
Performing this task in Fluent allows the user to add grid points in a specified region and not affect any other region within the domain. This allows for efficient grid refinement and should help with solution convergence which was not achieved during the summer of 2004.
We will also attempt to evaluate the actual lift distribution that the wings are producing to see the validity of the lifting-line theory and our model generation technique.
To give more than two data points linking drag with exergy destruction, a wing with an arbitrary lift distribution will be modeled. This wing will be constructed to give the same total lift and will be composed of the same airfoil sections used in this study. Doing this will provide more insight into the connection between drag and exergy destruction.
We expect that the future work will yield grid independent, converged solutions of the cases performed thus far. From this, the drag, entropy production and exergy destruction rates will be related in terms of thermodynamic quantity. Using these results, we can then proceed to validate the classical lifting-line theory. Table 6 .4: Expected total entropy generation rate and the results from the CFD simulations
