INTRODUCTION
Consider comparing means of two normal populations based on samples drawn from them when the population variances are not equal. Let
Xi, X,, . . . , X,, and Y,, Ys, . . . , Y,,, be samples from N( pi, o,") and N( I_L~, u,"). We want to test H, : p1 = p2. When gis # a: no exact test for
H, exist.
This is the well-known Behrens-Fisher problem. This type of difficulty arises often when nuisance parameters are present in the testing problem. One way to overcome this difficulty is to extend the idea of the test variable.
The paper is arranged as follows. First we give the definitions of generalized test variable and generalized p-value. Next, in order for the paper to be self-contained, we state the results of Tsui and Weerahandi for the univariate problem. Finally our solution for multivariate case is presented.
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DEFINITIONS
AND NOTATIONS
Let X be a potential sample and x be the observed value of X; let 8 be the parameters of interest and v be the nuisance parameters. Note that 8 and 77 may be vectors, meaning there may be more than one parameter of interest and more than one nuisance parameter.
DEFINITION [Generalized test variable (Tsui and Weerahandi, 1989)].
Consider testing H, : 8 < 8, against If, : 8 > 13,. Define the test variable T(X, x, 5) as a function of the sample, the observed values of the sample, and the parameters 5 = (6,~).
The following properties are imposed on T(X, x, 5):
(1) For futed r, 7, and 8, the distribution of T(X, r, 5) is independent of the nuisance parameter q.
(2) For fued x and 77, P(T(X, r, 5) > t 1 fl> is a nondecreasing function of 8. 
Note that the distribution of the expression (2) is the same as that of We use the following lemma to prove the above theorem. This is a consequence of the Cauchy-Schwarz inequality (see 14, p. 631).
LEMMA.
Proof of Theorem 1. Thus the distribution of 
S2>. Note that
