Results are given on real and synthetic data.
Introduction
In the model-based object recognition paradigm, a catalog of object models is used to recognize the objects in images. This paper discusses techniques in this paradigm for the case of recognizing three-dimensional objects represented by feature points from a single image of two-dimensional data. Indexing determines which groups of model points could have projected to specific groups of image points, eliminating the need to consider other groups of model points as possible matches for that image group. Indexing can be the key to the fast implementation of algorithms that rely on hypothesized matches between groups of image and model points, such as alignment and pose clustering.
Indexing systems typically require point groups to be of some minimum cardinality to perform their function correctly. Previous indexing systems for indexing general three-dimensional model groups undergoing rigid transformations from two-dimensional image groups [4] required groups of size at least four and each group was represented over a two-dimensional surface of a four-dimensional table. By using a probabilistic method that allows false negatives (matches that are correct, but are not indexed) between image groups and model groups, I have designed a system which can index on groups of size three, and represents groups in only a single bucket in a two-dimensional look-up table.
The ability to index on groups of size three is important. If there are n image points and m image points, then there are O(n') image groups and O ( m k ) model groups of size k, so reducing the required group cardinality necessary greatly reduces the number of groups to consider. Several algorithms use initial matches of three image points to three model points because this is the minimum number necessary to determine a finite set of transformations that bring the points into alignment. Indexing systems that require groups of larger than three points cannot generate ideal candidate matches for these algorithms.
In this work, I use the probabilistic peaking effect [l, 2,3] to discriminate between likely matches and unlikely matches. The principle of the probabilistic peaking effect is that angles and ratios of distances between points in the model groups do not vary much as the viewpoint changes over much of the viewing sphere. This means that the probability density functions of these angles and ratios of distances of projected (image) points have a strong peak at the pre-projection (model) value.
Let us call a set of image points hypothetically grouped for use in indexing the table an image group, and the model points hypothetically matched to them a model group. If each of the points in the image group is a result of the projection of its corresponding model group point then we will say that the two groups are in actual correspondence.
The premise of my system is that the probabilistic peaking effect is a strong enough indicator of model feature values to eliminate the vast majority model groups which are not in actual correspondence with a specific image group while keeping a significant percentage of those that are in actual correspondence.
In the following sections of this paper, I shall give an overview of work on previous indexing systems and describe the probabilistic peaking effect in more detail. Section 4 will discuss how the probabilistic peaking effect can be used to build an indexing system. Section 5 gives indexing results on real images. Finally, I discuss some interesting issues and conclude the paper.
Indexing for Object Recognition
In general, the goal of feature indexing systems is to determine which sets of model features may have projected under certain noise assumptions to specific sets of image features. These systems typically generate a vector of parameters that describe some key facets of a subset of an object's features. Ideally, these parameters do not change as the object is transformed and projected onto the image. In this case the parameters are called invariants.
Once invariants have been found, an index table can be created by discretizing the space of the invariant parameters. Model features are then binned in the table at the locations corresponding to their parameters. At recognition time, the parameters associated with the image features can be used to look up the model features in the index table that may correspond to them. In this paper, I will concentrate on the problem of indexing small sets of feature points.
Invariants have shown that an indexing system for the general problem can be built that (in the noiseless case) indexes exactly those groups that could have projected to a specific image group. This system requires groups to be of (at least) four points. The requirement of four points per group means that there are O(n4) image groups and O(m4) model groups to consider. This system is able to achieve greater speedup relative to the total number of groups by increasing the size of the point groups examined and size of the index table, but the overall time required increases due to the larger number of total groups, except when an accurate grouping method can select groups of image points that come from the same object.
I use the probabilistic peaking effect t o determine which model groups are likely to match specific image groups. The advantage of this method is that smaller image and model groups can be used (a minimum of three points per group are required) and each model group must be represented only once in the look-up table. This reduces the number of groups we must consider to O(n3) image groups and O(m3) model groups.
The primary disadvantage is that we will not index all of the model groups in actual correspondence. While we will index many incorrect model groups, other indexing methods share this problem.
The Probabilistic Peaking Effect
While it has been proven that there is no affine or projective invariant for general three-dimensional point sets, it has been observed that there is a strong peaking effect in the probability densities of many angles and ratios of lengths in images at the values taken by the features in the model [l, 2, 31. For example, assuming that every viewing direction is equally likely, the probability density of an angle formed by three points in an image has a strong peak at the actual angle formed by the points in real space. This means that there is a large range of viewing directions over which the angle formed by these points in these image changes by a small amount. Binford e2 al.
[2] call such features 'quasi-invariants' because of their relative lack of variation with the change of viewpoint. This information can be used to discard matches between groups of image points and model points that Image Plane *-.
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how the objects in the images will be distributed with respect to distance from the camera, the orthographic projection was used in these experiments.
The result of these numerical integrations is an array of 2D joint probability histograms, where we previously had a single such 2D joint probability density.
To account for noise, I have generated the probability histograms with bounded noise ( E = 1.0 and 3.0) added to the image parameters. This method averages the effect of noise values on groups at different scales. Figure 2 shows the joint probability histograms for € = 1.0.
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Figure 1: An example of a model group projected onto the image plane using the perspective projection.
have a small likelihood of being in actual correspondence. The values used to determined which feature groups are likely to match in this system are determined as follows. Let,pl,,pz, a n d p be the points in the model group and p , , p z , and p3, be the corresponding image points. Also, let a be the angle Lplp2p3 and p be the 
The angles formed by the points in the model (a)
and in the image (p).
The ratios of the lengths of the segments ( 2 and
Ben-Arie [l] gives an equation to approximate the probabilistic peaking effect as it varies over 6 and e. It should be noted that the peaking effect varies not only with the ratio 5 and e, but also with a (or alternatively with a, p, and e). Ben-Arie's approximation of the joint probability density does not model this effect. To better model the probabilistic peaking effect, I have created probability histograms, with the additional variable a, through numerical integration. These experiments tessellated the viewing sphere and added the area of each tessellation to the bucket corresponding to the image angle p and the logarithm of the ratio of lengths (log%) from the viewing direction at the center of the tessellation. Since it is unclear
The probabilistic peaking effect can be used to create a probabilistic indexing system to determine which model groups are most likely to have projected to specific image groups. The first step is to create a look-up table containing the model group information. The angle (a) and ratio of lengths (2) To determine which model groups are likely to have projected to an image group, we search the probability histograms described in the previous section. The parameters over which this search must vary are the angle cr (this determines which histogram we examine) and the ratio % within each histogram. We do not need to vary the angle p within each histogram because this is fixed by the image group angle. Since the probability of a particular set of image features is highest when the model values are the same as the image features, we search outward from the bucket corresponding to the image feature values to determine which buckets in the look-up table we must examine. This search determines an area of buckets in the index table called a cloud. Each bucket in the cloud is examined for model groups that may match the current image group.
Let r(P) be the row of the index table corresponding to the image angle and c ( k ) be the column corresponding to the image ratio of lengths. Figure 3 shows an example cloud in the look-up table. Note that it is centered a t the bucket corresponding to the image feature values. The extent of a cloud is determined as follows: for each angle a , we examine the row corresponding to the image group angle ,B and determine what range (if any) of ratios e has a probability above a predetermined constant. (This constant is determined a priori to eliminate most groups not in actual correspondence, while keeping a large number of those that are. See below.) This provides the information to determine which buckets in the look-up table contain the model groups most likely to match this image group: for each a , we determine the range of ratios 2 that should be examined in the look-up table from the range of e determined as described above and 2 from the image group. Each model group contained in these buckets is considered as a possible match for the current image group. We do not need to worry about noise in the image features when indexing because we have already accounted for it in the probabilistic peaking effect probability histograms. Table 1 shows the fraction of total matches and matches in actual correspondence indexed for various probability thresholds as determined by experiments on objects of random three-dimensional points. These experiments transformed the models by a random three-dimensional rotation and projected them using the perspective projection. Bounded noise ( E = 1.0) was added to each of the feature coordinates. noise ( E = 1.0). K t is the the probability threshold used to determine if a match is eliminated, p is the fraction of incorrect matches examined, p is the fraction of of correct matches examined. f is the relative frequency of indexing correct and incorrect matches and 1. is the speedup attained if we simply used these techniques to determine matches that are likely to be in actual correspondence in conjunction with an algorithm that hypothesizes matches, such as alignment.
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The joint prior probability histogram of the image group parameters /3 and l o g 2 for feature points that are the result of model feature points in the database (and not random image points) has been determined by averaging the probabilistic peaking histograms for the set of model groups. For each random model group, we averaged the joint probability histogram for the correct a shifted on the ratio axis by log%. (A shift is required since the peaking histograms are for log e and we want the probability of log 2.)
Using this prior probability distribution we can use Bayes' rule to determine the posterior probability of each match being in actual correspondence:
where H is the hypothesis and E the evidence. Our hypothesis is that a particular image group is the result of the projection of a particular model image group. The evidence is the angles and ratios of the image group. So, P ( E ( H ) is given by the peaking effect probability histograms and P ( E ) is given by the prior probabilities of image group parameters. I have assumed that each model group is equally likely to appear in the image, so the prior probability of our hypothesis P ( H ) is the same for each case. Of course, if we had knowledge that model groups were not equally likely to appear in the image we could use it here.
I have found that even among groups that are indexed, matches in actual correspondence have, on average, considerably higher posterior probability. Since the matches in actual correspondence have higher expected posterior probability, we can use the posterior probability to order the matches based on likelihood, if desired. In fact, we could easily use this probability as the indexing score, but this introduces a bias such that different correct groups are not equally likely to be indexed.
Results on Real Images
Probabilistic indexing has been tested on several real images. For these tests, model points on each of the objects were measured by hand. Several images of these objects were captured. Corners were determined with the help of an edge detector. Table 2 gives the results of using the feature points from real images to index a database of 6 real objects. The average fraction of correct groups ( p ) and fraction of incorrect groups ( p ) that were indexed is shown from experiments using 5 images of a stapler, 3 images of a disk, and 3 images of a planar symbol I'll call cross. Also shown are results on how often random points indexed groups from these models.
Comparing these results t o those on synthetic data (see Table 1 ,) we see that in each of the cases, the real feature point groups indexed the correct model group with frequency higher than was obtained for correct groups from models of random points. The frequency of indexing incorrect model groups was also slightly greater in many cases, except for the stapler where it is substantially greater. The random incorrect image points indexed the real model groups with comparable frequency to indexing incorrect random model groups. These experiments indicate that the performance of the probabilistic indexing system on real images is similar to the results obtained for synthetic data.
Discussion
Probabilistic indexing should not be viewed as using randomization to benefit the indexing problem, since the orientations from which each group is correctly indexed are correlated. We rely on the fact Table 2 : Results of indexing using real objects and images: K t is the probability threshold, p is the fraction of correct matches indexed, and p is the fraction of incorrect matches indexed.
that there are so many (approximately $) model groups that all viewing directions will have some model groups that are viewed in a likely orientation. If there is not a wide variety of orientation of the groups themselves, this may not be the case. In the extreme case, flat objects will have only a single orientation that all of the model groups share. Model groups from such objects will not be indexed correctly for many viewing directions, but we can easily determine which objects are flat or nearly flat, prior to recognition time and use special case techniques for such objects. In the experiments of the previous section the cross is a planar object. Even in the most foreshortend image tested, over 10% of the correct matches were indexed even when the threshold was high ( K t = .010), with only 0.43% of the incorrect matches indexed.
Probabilistic indexing techniques can be used to improve the performance of many current recognition systems. Algorithms that hypothesize matches of model groups to image groups are particularly good candidates for speedup. For example, Olson [9] describes a method of speeding up the alignment method [6] using probabilistic indexing. Error criteria are used t o determine model groups that produce small error in the calculation of the transformation aligning the model and image points. The remaining model groups are not considered, since the alignment method depends on the accurate determination of this transformation. Probabilistic indexing is then used to determine which of these model groups are the most likely to match groups of image points found in an image. These techniques have been shown to speed up the alignment method by over two orders of magnitude, with little chance of missing a correct object for models that are not flat. Probabilistic indexing can also be used to select basis matches in the geometric hashing system [8] or select candidates to cluster in a pose clustering system (e.g. [Ill.) Note that probabilistic indexing is the only indexing system able to index three-dimensional data using groups of three points. Thus, any other indexing system used t o generate candidate basis matches for the alignment method (or any other algorithm using matches of three points) would require the algorithm to examine groups larger than the ideal size. This causes an increase in the computational complexity of the algorithm, since if we examine points groups of size k, there are O ( n k ) image groups and O ( m E ) model groups.
Clemens and Jacobs [4] have argued that the use of large groups of feature points is beneficial when combined with grouping techniques that determine sets of feature points that are likely to come from the same object. Their reasoning is as follows. As the size of the point groups is increased, the relative speedup increases, but so does the total number of groups. When grouping is introduced, the growth of the number of groups is limited, but the indexing speedup is maintained. Thus using large groups will be good if accurate grouping is possible.
I argue that using larger groups will not be as beneficial as claimed. The larger the group a grouping process must find, the less likely all of the points in a group will arise from the same object (a point Clemens and Jacobs do not consider.) Any group of points that do not all arise from the same object is useless for indexing. This means that even though the speedup may be increased considerably by examining larger groups, a smaller percentage of the groups that are examined will be useful.
Finally, probabilistic indexing can be extended to point groups of larger than three points, if desired. This enables this system to do a better job discriminating between correct and incorrect matches, but would require more time. See [lo] for details. It should be noted, though, that as the size of the groups of points increases, probabilistic indexing fares worse than previous indexing algorithms. Thus, point groups of size three or four is optimal for probabilistic indexing.
Conclusion
I have described a n indexing system for use in solving the problem of recognizing three-dimensional objects in single twedimensional images. The probabilistic peaking effect has been shown to be effective for use in indexing model groups undergoing general rigid transformations in three-dimensions from image group parameters in images generated using the perspective projection. Its use has allowed us to reduce the cardinality of the sets of image and model points necessary in an indexing system, while retaining an indexing speedup. The disadvantage t o this system is that not all correct matches between image groups and model groups are indexed, but probabilistic indexing is useful since a far higher percentage of correct matches than incorrect matches are indexed. Probabilistic indexing can be used as a pre-processing step for any algorithm that hypothesizes matches between groups of image and model points. By selecting only those matches that are likely t o produce good results, probabilistic indexing can speed up and improve the performance of such algorithms considerably.
