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Abstract
The predictions of the Mirror Symmetry are extended in dimensions
n > 3 and are proven for projective complete intersections Calabi-Yau
varieties. Precisely, we prove that the total collection of rational Gromov-
Witten invariants of such variety can be expressed in terms of certain in-
variants of a new generalization of variation of Hodge structures attached
to the dual variety.
To formulate the general principles of Mirror Symmetry in arbitrary
dimension it is necessary to introduce the “extended moduli space of com-
plex structures”M. We show that the moduli spaceM is the base of gen-
eralized variation of Hodge structures. An analogM→ ⊕kH
k(Xn,C)[n−
k] of the classical period map is described and is shown to be a local iso-
morphism. The invariants of the generalized variations of Hodge struc-
tures are introduced. It is proven that their generating function satisfies
the system of WDVV-equations exactly as in the case of Gromov-Witten
invariants.
The basic technical tool utilized is the Deformation theory.
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1 Introduction
This work is devoted to the description of the collection of all rational Gromov-
Witten invariants of Calabi-Yau varieties in arbitrary dimension via the invari-
ants of a certain new generalization of variations of Hodge structures attached
to the mirror dual varieties.
The first discovery in this direction was the striking prediction made by
Candelas, de la Ossa, Green and Parkes [COGP] for the numbers of rational
curves on quintic threefold in P4 in terms of the periods of some “dual” family
of Calabi-Yau threefolds.
These numbers of rational curves on quintic are the simplest examples of
rational Gromov-Witten invariants. According to the theory of Gromov-Witten
invariants (see [KM]) the collection of all rational Gromov-Witten invariants of
a projective algebraic manifold Y is encoded in the generating function
(Potential) F(t), t ∈ H∗(Y,C) (1.1)
considered as series over the semigroup ring Q[B] where B is the semigroup of
effective one-dimensional algebraic cycles modulo numerical equivalences. The
total space of the cohomology groups H∗(Y,C) is considered here as a complex
2
supermanifold. It is convenient to choose a graded basis {∆a} in H∗(Y,C). Let
us denote by {ta} the dual set of linear coordinates and choose some generic
representatives {Γa} of the homology classes dual to {∆a} . Intuitively, the
Taylor coefficients N(a1, . . . , an;β) in the series expansion
F(t) =
∑
n;a1,...,an;β
1
n!
N(a1, . . . , an;β)q
βta1 . . . tan (1.2)
count the numbers of algebraic maps f : C → Y where C is a rational curve
with n marked points {x1, . . . , xn} such that f(xi) ∈ Γai and f∗([C]) = β ∈ B.
However a lot of work is needed in order to give the precise definition for these
numbers (see [BM]).
The conjectures of [COGP] were partially extended to higher dimensions in
[BvS] (see also [GMP]) where the formulas describing hypothetically a subset
of the Gromov-Witten invariants corresponding to the restriction of the third
derivative of the potential to the subspace of the second cohomology group
∂3F(t)
∣∣
t∈H2(Y,C)
(1.3)
were proposed.
The next important achievement was made by A. Givental ([G]) who has
established the conjectures from [COGP] and [BvS] which allow to express
∂3F(t)|H2(Y,C) in terms of the classical periods associated with the mirror dual
family.
We construct a generalization of the classical periods map in order to find
the expression for the whole generating function F(t). In other words the aim of
our work is to identify the total collection of rational Gromov-Witten invariants
for the Calabi-Yau varieties of dimension n > 3 with certain invariants coming
from a generalization of the theory of variations of Hodge structure on the dual
varieties. We prove the coincidence of the two types of invariants for projective
complete intersections Calabi-Yau varieties and its duals.
In section 3 the “extended moduli space of complex structures”M is intro-
duced. Let X be a complex manifold with trivial canonical sheaf. Let us denote
by JX the corresponding complex structure on the underlying C
∞−manifold
XC∞ . Recall that the tangent space to the classical moduli space of complex
structures at a smooth point is identified canonically with H1(X, TX). Ac-
cording to Kodaira-Spencer theory a complex structure on XC∞ close to JX is
described by an element γ ∈ Ω0,1(X, TX) satisfying Maurer-Cartan equation
∂¯γ +
1
2
[γ, γ] = 0 (1.4)
The correspondence: complex structure J → γJ can be described as follows. A
complex structure on X may be defined as a decomposition TR ⊗ C = T ⊕ T
of the complexified tangent space into the sum of complex conjugate subspaces
which constitute formally integrable distributions (Newlander-Nirenberg theo-
rem). A deformation of such decomposition corresponds to a graph of a linear
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map T → T , i.e. an element γ ∈ Ω0,1(X, TX). The equation (1.4) is the condi-
tion of the formal integrability of T . The elements γ, γ′ describing the equivalent
complex structures are related via the action of the group corresponding to the
Lie algebra Ω0,0(X, TX). The extended moduli space of complex structures M
is described similarly by the elements 1
γ ∈ ⊕p,qΩ
0,q(X,ΛpTX)[p− q − 1] (1.5)
satisfying the eq. (1.4). The technic of the deformation theory which allows
one to associate the moduli space M with the differential graded Lie algebra
g = ⊕q,pΩ0,q(X,ΛpTX)[p − q − 1] is recalled in §2. A trick from the rational
homotopy theory (see [DGMS]) allows one to prove that the moduli spaceM is
smooth with the tangent space at the base point [X ] canonically isomorphic to
⊕p,qH
q(X,ΛpTX)[p− q] (1.6)
We demonstrate in §3.3 using the formality theorem from [K1] that the super-
moduli space M parametrizes the A∞−deformations of D
bCoh(X).
The section §4 is devoted to the descrpition of the generalized period map.
The condition c1(TX) = 0 implies that there exist nonvanishing holomorphic
n−form ΩXt , n = dimCX for every t ∈ M
classical. If one fixes a hyperplane L ⊂
Hn(X,C) transversal to the last component of the Hodge filtration F≥n at the
base point [X0] then it allows one to define the classical period mapMclassical →
Hn(X,C). It sends a point (t) of the moduli space of complex structures to the
cohomology class of the holomorphic n−form ΩLXt normalized so that [Ω
L
Xt
] −
[ΩX0 ] ∈ L. The theorem 1 and the proposition 4.2.4 describe a generalization of
this map for the extended moduli space M. Here W is an increasing filtration
on the total sum of cohomology groups H∗(X,C) complementary to the Hodge
filtration. It turns out that our generalized period map
ΠW :M→⊕kH
k(X,C)[n− k], n = dimCX (1.7)
is locally an isomorphism.
The map ΠW arises from a structure which may be understood as certain
generalization of the variation of Hodge structures (genaralized VHS) having the
moduli spaceM as the base. This is explained in sections 5. We introduce also
in this section the invariants of such generalized VHS. One of the important
properties of these invariants is the fact that their generating function satis-
fies the system of WDVV-equations exactly as in the case of Gromov-Witten
invariants.
In the section 6 we prove that the rational Gromov-Witten invariants of pro-
jective complete intersections Calabi-Yau manifolds coincide with the invariants
of the generalized VHS introduced in section 5 which correspond to their mirror
pairs. One reformulation of this result is the equality
Cγαβ(τ) =
∑
i
((∂Π)−1)γi ∂α∂βΠ
i
1For a graded object A we denote by A[k] the tensor product of A with the trivial object
concentrated in degree (−k)
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where ∂3αβγF =
∑
δ gγδC
δ
αβ(τ) is the third derivative of the generating function
for rational Gromov-Witten invariants and Πi(τ) is the vector of generalized
periods depending on the point of the extended moduli space M associated
with the mirror dual variety.
The importance of the problem of constructing a moduli space with the
properties similar to M for understanding the Mirror Symmetry phenomena
was anticipated in [W1]. It was conjectured in [K2] that such a moduli space is
related with hypothetical moduli space of A∞−deformations ofDbCoh(X). The
definition of the moduli space M appeared for the first time in [BK]. The rela-
tions of our results with homological mirror symmetry conjecture are discussed
in §3.3 and at the end of §5.4.
Acknowledgements. I am thankful to my dissertation adviser Maxim Kont-
sevich for support and constant interes in my work. I would like also to acknowl-
edge the stimulating atmosphere of the Institute des Hautes Etudes Scientifiques
in Bures-sur-Yvette where this work was conducted. My research is supported
by the Alfred P. Sloan Fellowship.
All the moduli spaces which we consider are Z−graded manifolds, in other
words they are supermanifolds with additional Z−grading on the structure sheaf
compatible with the Z2-grading. To simplify notations we replace deg ta by a
in superscripts.
2 Basics of deformation theory
We recall here the basics of the Deformation theory which is the main technical
tool used throughout the text. The material presented here is well-known to
the specialists (see for example [SchSt],[GM],[K1]). The Deformation theory was
developed in the work of a number of mathematicians (P.Deligne, V.Drinfeld,
B.Feigin, W.Goldman and J.Millson, A.Grothendieck, M.Kontsevich, M.Schle-
ssinger, J.Stasheff . . . ). Unfortunately many of their results remained unpub-
lished for a long time.
We assume that we work over a field k of characteristic zero.
2.1 Moduli spaces via differential graded Lie algebras
The principal strategy of Deformation theory may be described as follows. Given
some mathematical structure 2 A one can associate to A the differential graded
Lie algebra3 Der∗(A) defined canonically up to quasi-isomorphisms. Recall
that the differential graded Lie algebra is a graded vector space equipped with
2for example A can be an associative algebra, complex manifold, vector bundle etc.
3sometimes it is more convenient to work with more general notion of L∞−algebra
5
differential and graded skew-symmetric bracket satisfying a list of axioms
g = ⊕kg
k, d : gk → gk+1, d2 = 0, [·, ·] : gk ⊗ gl → gk+l
d[γ1, γ2] = [dγ1, γ2] + (−1)
γ1 [γ1, dγ2], [γ2, γ1] = −(−1)
γ1 γ2 [γ1, γ2] (2.1)
[γ1[γ2, γ3]] + (−1)
γ3(γ1+γ2)[γ3[γ1, γ2]] + (−1)
γ1(γ2+γ3)[γ2[γ3, γ1]] = 0
The correspondence A → Der∗(A) may be viewed as a kind of “derived func-
tor”(or rather “derived correspondence”) with respect to the standard corre-
spondence A → Der(A) which associates to A its Lie algebra of infinitesimal
automorphisms. Then the equivalence classes of deformations of the structure
A are described in terms of Der∗(A). In the standard approach of the defor-
mation theory one considers inductevely the deformations up to the given order
1, 2, . . . , N, . . . . In other words, the algebras of functions on the standard pa-
rameter spaces of deformations are the Artin algebras with residue field k (in
our context they will be Z−graded generally). Recall that such an algebra A is
isomorphic to a direct sum k ⊕m where k is a copy of the base field and m is a
finite-dimensional commutative nilpotent algebra (Z−graded in general). Even
more concretly, any Artin algebra with the residue field k is isomorphic to an
algebra of the form k[ti]i∈S/I, where I is an ideal I ⊃ tNk[ti] and S is a finite
set of (graded) generators. Then the deformations A˜/A of the structure A over
an Artin algebra A are described by solutions to Maurer-Cartan equation
dγ +
1
2
[γ, γ] = 0, γ ∈ (Der∗(A)⊗m)1 (2.2)
The equivalent deformations (A˜/A)1 ≃ (A˜/A)2 correspond to the solutions from
the same orbit of the group associated with the nilpotent Lie algebra (Der∗(A)⊗
m)0. This Lie algebra acts on the space (g⊗m)1 by
α ∈ (g⊗m)0 → γ˙ = dα+ [α, γ] (2.3)
It is convinient to introduce functor Defg associated with a differential graded
Lie algebra g
Defg(A) = {dγ +
1
2
[γ, γ] = 0|γ ∈ (g⊗m)1}/Γ0(A) (2.4)
which acts from the category of Artin algebras with residue field k to the cate-
gory of sets. We will denote Def 0g the corresponding functor in the more widely
known case when only Artin algebras concentrated in degree 0 are involved.
Sometimes we denote the more general functor on Z−graded Artin algebras by
Def Zg . The description above of the deformations of A in terms of Der
∗(A) may
be rephrased now by saying that the functor which associates to A the set of
equivalence classes of deformations A˜/A is isomorphic to DefDer∗(A).
Furthermore, in the cases when the actual moduli space of deformations of
A exists, the functor Defg is equivalent to the functor Homcontinuous(Oˆ, ·) where
Oˆ is the pro-Artin4 algebra which is equal to the completion of the algebra of
functions on the actual moduli space of deformations of A.
4=projective limit of Artin algebras
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Given a differential graded Lie algebra g such that the functor Defg is equiva-
lent to the functor represented by some pro-Artin algebra Og one can define the
formal moduli space Mg associated to g by proclaiming Og to be “the algebra
of functions on Mg”.
The basic tool to deal with differential graded Lie algebras and formal moduli
spaces associated to them is provided by the theorem on quasi-isomorphisms
which is described in the next subsection.
2.2 Equivalence of Deformation functors
We need to recall first the following homotopy generalization of the notion of
the morphism between two differential graded Lie algebras.
A sequence of linear maps
F1 : g1 → g2
F2 : Λ
2(g1)→ g2[−1] (2.5)
F3 : Λ
3(g1)→ g2[−2]
· · ·
defines an L∞−morphism of differential Z−graded Lie algebras g1 and g2 if
dFn(γ1 ∧ . . . ∧ γn)−
∑
i
±Fn(γ1 ∧ . . . ∧ dγi ∧ . . . ∧ γn) =
=
1
2
∑
k,l≥1, k+l=n
1
k!l!
∑
σ∈Sn
±[Fk(γσ(1) ∧ . . .∧ γσ(k)), Fl(γσ(k+1) ∧ . . .∧ γσ(k+l))] +
+
∑
i<j
±Fn−1([γi, γj ] ∧ γ1 ∧ . . . ∧ γn) (2.6)
In particular, the first map is a morphism of complexes which respects the Lie
brackets up to homotopy defined by the second map, which itself respects the
Lie brackets up to higher homotopies and so on.
An L∞−map F = {Fn}, F : g1 → g2 defines a natural transformations of
the functors F∗ : Defg1 → Defg2 . If γ ∈ (g1⊗m)
1 is a solution to Maurer-Cartan
equation then
F∗(γ) :=
∞∑
n=1
1
n!
Fn(γ ∧ . . . ∧ γ) (2.7)
is a solution to Maurer-Cartan equation in (g2 ⊗m)1
Recall that an L∞−morphism F = {Fn}, F : g1 → g2 is called quasi-
isomorphism if its linear part F1 induces an isomorphism of cohomology of
complexes (g1, d1) and (g2, d2).
Basic Theorem of Deformation Theory. If F = {Fn} : g1 → g2 is an
L∞−morphism from g1 to g2 which is a quasi-isomorphism then the natural
transformation of deformation functors F∗ : Defg1 → Defg2 is an isomorphism.
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2.3 Formal manifolds and odd vector fields
Here we recall the geometric picture of the theory presented above. In particular
we give an interpretation of the notions of L∞−morphism and of the moduli
space Mg described by differential graded Lie algebra g.
The set of maps Fn : Λ
ng1 → g2[1−n] can be thought of as the set of Taylor
coefficients of a formal map F : g1[1] → g2[1] preserving the zero. Namely, the
algebra of formal power series on a (super) vector space g[1] can be identified
with the dual to the free cocommutative coalgebra Symm(g[1]) cogenerated by
g[1]. Then all geometric objects associated with the Z−graded (formal) manifold
g[1] may be described in terms of this coalgebra. In particular, a map of formal
manifolds g1[1] → g2[1] corresponds to a coalgebra morphism Symm(g1[1]) →
Symm(g2[1]). A map of free algebras is defined uniquely by its restriction to the
set of generators. Similarly, a map of coalgebras Symm(g1[1]) → Symm(g2[1])
is defined uniquely by its components Fn : S
n(g1[1]) → g2[1], n ≥ 0. Recall
that in the category of Z−graded vector spaces Sn(V [1]) = Λn(V )[n]. The set of
maps (2.5) defines naturally a (formal power series) map of Z−graded manifolds
g1[1] → g2[1] preserving the origins, since the corresponding constant term is
zero: F0 = 0. The condition (2.6) can be translated into geometric terms as
follows.
The structure of the differential graded Lie algebra on a graded vector space
g is interpreted as a degree one vector field Qg, Q
2
g = 0 on the vector space g[1]
preserving the origin. Namely, the structure maps
d : g→ g[1], [·, ·] : S2(g[1])→ g[2] (2.8)
are the components of uniquely defined degree one derivationQg of the coalgebra
Symm(g). It corresponds to the vector field
Q(γ) = dγ +
1
2
[γ, γ] (2.9)
The relations (2.1) which are satisfied by the structure maps (2.8) are exactly
equivalent to the condition 5 Q2g = 0.
The equations (2.6) are then reformulated as the single condition
F∗(Qg1) = Qg2 (2.10)
This picture implies that the moduli space described by a differential graded
Lie algebra g can be thought of as a “nonlinear cohomology” of the operator Qg.
The precise meaning of this may be described as follows. One has a subscheme
”KerQ” := {γ ∈ g[1]|Q(γ) = 0} (2.11)
of zeroes of the vector fieldQg. The vector fields of the form [Qg, α] where α is an
arbitrary constant vector field on g[1] of degree −1 span a distribution “ImQ”.
5The differential graded Lie algebras correspond to vector fields whose Taylor expansion
contains only linear or quadratic terms. An arbitrary (formal) vector field Q,Q2 = 0, Q(0) = 0
of degree one on g[1] is equivalent by definition to the structure of L∞−algebra on g
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This distribution is tangent to the subscheme “KerQ” since [Q, [Q,α]] = 0. The
moduli space Mg corresponds in geometric terms to the “quotent” of the sub-
manifold “KerQ” defined by the zeroes of the vector field Q by the distribution
“ImQ”. The functor Defg describing the moduli space Mg is then identified
with the natural functor describing the “quotent” “(KerQ/ImQ)”.
3 Extended moduli spaces of complex structures
We recall here following [BK] the definition of the extended moduli space of
complex structuresM. We also recall the arguments showing that it is a smooth
moduli space with the tangent space
T[X] = ⊕p, qH
q(X,ΛpTX)[p− q]
3.1 The sheaf of graded Lie algebras
LetX, dimCX = n be a smooth projective algebraic manifold such that c1(TX) ∈
Pic(X) is zero. We assume that X is defined over the complex numbers although
most of our constructions are valid for X defined over an arbitrary algebraically
closed field k of characteristic zero.
Consider the coherent sheaf of Z−graded Lie algebras
g = ⊕kg
k[k], gk := Λ1−kTX (3.1)
endowed with the Schouten-Nijenhuys bracket. This bracket is uniquely defined
by the following conditions:
(1) For v1, v2 ∈ TX the commutator [v1, v2] is the standard bracket on vector
fields.
(2) For v ∈ TX , f ∈ OX the commutator [v, f ] ∈ OX is the Lie derivative
Lievf .
(3) The wedge product and the Lie bracket define the structure of an odd
Poisson algebra(=Gerstenhaber algebra) on g[−1], in other words
[v1, v2 ∧ v3] = [v1, v2] ∧ v3 + (−1)
(v1+1)v2v2 ∧ [v1, v3] (3.2)
The technic of Deformation theory associates to the sheaf g a (formal) moduli
space.
To describe this moduli space for X/C
6 let us take the Dolbeault resolution
of g and consider the differential graded Lie algebra
g = ⊕kg
k[k], gk := ⊕k=q−p+1Ω
0,q(X,ΛpTX) (3.3)
6In the case of the manifold over arbitrary field of characteristic zero one should work with
“simplicial Lie algebra” of Cˇech cochains.
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endowed with the differential ∂¯ and the extension of Schouten-Nijenhuys bracket
by the cup-product of differential forms. Informally, the moduli space M asso-
ciated with g may be understood as the moduli space of solutions to Maurer-
Cartan equation (1.4) in g over Z−graded bases modulo gauge equivalences.
We show in §3.3 that the moduli space associated to g by the deformation
theory parametrizes the A∞−deformations of DbCoh(X). On the other hand,
because of the natural embedding T ⊂ ΛT the deformations controlled by the
sheaf ΛT generalize the deformations of complex structures on X .
3.2 The (formal) moduli space associated with ΛT
To introduce the moduli space M we use the technic of deformation theory
explained in §2. The moduli space is described by the deformation functor Defg
associated to g (see §2.1). The algebra of functions on the moduli spaceM is by
definition the algebra representing the functor Defg. First we need to introduce
the odd “Laplacian” operator acting on the space g. The behaviour of this
operator with respect to various algebraic structure on the graded vector space
g is described by the Batalin-Vilkovisky formalism (see for example [Schw]).
Odd Laplacian
It follows from the condition c1(TX) = 0 that there exists an everywhere nonva-
nishing holomorphic n−form Ω ∈ Γ(X,ΛnT ∗X). It is defined canonically up to a
multiplication by a constant. Let us fix a choice of Ω. It induces isomorphism
of complexes (Ω0,∗(X,ΛpTX), ∂¯) ≃ (Ω0,∗(X,Ωn−p), ∂¯); γ 7→ γ ⊢ Ω. One can
define then the differential ∆ on g by the formula
(∆γ) ⊢ Ω = ∂(γ ⊢ Ω) (3.4)
The Lie bracket on g satisfies the following identity (Tian-Todorov lemma)
[γ1, γ2] = (−1)
degγ1+1(∆(γ1 ∧ γ2)− (∆γ1) ∧ γ2 − (−1)
degγ1+1γ1 ∧∆γ2) (3.5)
where deg γ = q − p+ 1 for γ ∈ Ω0,q(X,ΛpTX). In particular ∆ is a derivation
of the differential graded Lie algebra structure.
Diagram of quasi-isomorphisms
Denote by H the graded vector space
H = ⊕kH
k, dimHk =
∑
q−p=k
dimHq(X,ΛpTX) (3.6)
Denote by C[[tH]] the graded algebra of formal power series on H. We recall
here the proof from [BK] of the nonobstructedness of the Z−graded moduli
space associated to g. Analogous arguments will be applied later for similar
differential graded Lie algebras. It is convinient to fix some choice of a set {ta}
of linear coordinates on H.
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Proposition 3.2.1. The deformation functor associated to g is isomorphic to
the functor represented by the algebra C[[tH]]. Equivalently, there exists a versal
solution7 to the Maurer-Cartan equation
∂¯γ(t) +
1
2
[γ(t), γ(t)] = 0 (3.7)
in formal power series with values in g
γ(t) =
∑
a
γat
a +
1
2!
∑
a1,a2
γa1a2t
a1ta2 + . . . ∈ (g ⊗̂C[[tH]])
1 (3.8)
Remark 3.2.2. The solution of the form (3.8) is versal iff the cohomology
classes [γa] form a basis of cohomology of the complex (g, ∂¯).
Proof. The idea is to use the well-known trick from rational homotopy theory
of Ka¨hler manifolds (see [DGMS]) and the theorem from §2.2. Notice it fol-
lows from the equation (3.5) that in the following diagram all arrows are the
morphisms of differential graded Lie algebras
(g, ∂¯)← (Ker∆, ∂¯)→ (Ker∆/Im∆, d := 0) (3.9)
The ∂∂¯−lemma (see [GH]) implies that both arrows are in fact quasi-isomorphisms.
Corollary 3.1. One can associate to g the smooth (formal) 8 moduli space M,
ÔM ≃ C[[tH]]. The tangent space to M at the base point [X ] is canonically
isomorphic to the Z−graded vector space ⊕q,pHq(X,ΛpTX)[p− q].
Remark 3.2.3. The differential Lie algebra g and the associated moduli space
were first introduced in [BK] where g was considered with a slightly different
grading. The k−th graded component of the similar differential graded Lie al-
gebra g∗˜ defined in [BK] is gk˜ = ⊕q+p−1=kΩ0,q(X,ΛpTX). The corresponding
moduli spaces considered as Z2−graded (formal) manifolds are canonically iso-
morphic since the two gradings agree mod Z2.
Remark 3.2.4. The classical moduli space of complex structures Mclassical is
naturally a subspace of M. The classical deformations are parametrized by
t ∈M such that γ(t) is equivalent to a solution with values in Ω0,1(X,TX).
7 This means that any other solution over arbitrary Artin algebra (or projective limit of
Artin algebras) is equivalent to a solution obtained from this solution via a base change. It is
also a ”minimal” solution having these properties. It is common to use the adjective “versal”
in such situations.
8For our purposes it is sufficient to work on the level of formal manifolds. In fact the
standard technic of Kuranishi spaces may be used to show that all our moduli spaces exist on
the level of analytic manifolds, i.e. all the power series representing the versal solutions may
be chosen to be convergent
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3.3 Moduli space of A∞−deformations of DbCoh(X).
Here we sketch demonstration of the fact that the supermoduli spaceM paramet-
rizes the A∞−deformations of Db(Coh(X). The notion of A∞−algebra was in-
troduced by J.Stasheff. The A∞−categories in the context of mirror symmetry
were considered for the first time in [K2]. The main result which is used in this
subsection is the formality theorem from [K1].
Recall (see [St]) that the structure of the A∞−algebra on a graded vector
space A is defined by odd degree one derivation M of the free coassociative
coalgebra generated by A[1]
C(A[1]) := A[1]⊕ (A[1])⊗2 ⊕ . . .
such that [M,M ] = 0. Degree one derivations of the free coalgebra are in one-
to-one correspondence with collections of their componentsmk : A
⊗k → A[2−k]
for all k ∈ N. The condition [M,M ] = 0 is translated into the infinite number
of identities:
∑
k+l=n+1
k−1∑
i=0
±mk(x1, . . . , xi,ml(xi+1, . . . , xi+l), xi+l+1, . . . , xn) = 0 (3.10)
The first identity means that m1 is a differential on the graded vector space
A. The next identity says that m1 is a derivation with respect to the product
defined by m2. The third identity is the associativity of the product m2 up to
the homotopy defined by m3. The next identity is the compatibility of m3 with
the product m2 up to higher homotopies and so on.
There exists a homotopy generalization of the notion of module over the
associative algebra.
Definition 3.3.1. The structure of module over an A∞−algebra A on graded
vector space E is a degree one connection ME on the free comodule generated
by E
C(A[1], E) := E ⊕ (E ⊗A[1])⊕ . . .⊕ (E ⊗ (A[1])⊗k)⊕ . . . (3.11)
such that [ME ,ME ] = 0.
Recall that a connection on a module M over differential coalgebra (C, d) is
a linear operator ∇ : M→M compatible with the coalgebra module structure:
∆M ◦ ∇ = (∇ ⊗ Id ± Id ⊗ d) ◦ ∆M. Again such connections acting on free
modules are in one-to-one correspondence with collections of linear maps mEi :
A⊗i ⊗E → E[1− i] satisfying an infinite number of identities similar to (3.10).
For example, if A is in fact a differential graded associative algebra and mEi = 0
for i ≥ 2, then E is a differential graded module over A.
Recall that an A∞−category X is a collection of objects ObX together with
graded vector spaces of morphisms Hom∗(E1, E2) for any pair E1, E2 ∈ C and
”higher compositions”
mk(E0, . . . , Ek) : Hom
∗(E0, E1)⊗ . . .⊗Hom
∗(Ek−1, Ek)→ Hom
∗(E1, Ek)[2−k]
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defined for any k ≥ 0 and E0, . . . , Ek ∈ Ob(X ). The mapsmk(E0, . . . Ek) should
satisfy an infinite number of “associativity up to homotopy” constraints similar
to (3.10) which can be formulated by saying that ⊕i<jHom
∗(Ei, Ej) should form
an A∞−algebra. In particular m1(E) is a differential on Hom
∗(E,E). One
assumes usually also that the identity morphism 1E ∈ Hom
0(E,E) is singled
out and satisfies m2(1E , f) = f,mk(f1, . . . , 1E , . . . , fk−1) = 0 for any k 6= 2.
One can show that for an A∞−algebra A the collection of all A∞−modules
forms an A∞−category which we will denote by Mod∞(A). For example the
space Hom∗(E1, E2) is defined as the space of all comodule morphisms
C(A[1], E1)→ C(A[1], E2). This is the same as arbitrary collection of linear maps
fk : A
⊗k ⊗ E1 → E2[−k] for k ≥ 0. The differential acting on Hom
∗(E1, E2) is
given by m1(φ) =M
E2 ◦ φ± φ ◦ME1 .
The deformations of the A∞−categoryMod∞(A) are described by the func-
tor Def Z associated with the differential graded Lie algebra which consists of
derivations of free coassociative coalgebra generated by A[1] equipped with
counit
Der∗(C1(A[1])), C1(A[1]) = k · 1⊕A[1]⊕ . . .⊕ (A[1])
⊗n ⊕ . . . (3.12)
The differential is the commutator with M ∈ Der1(C(A[1])) ⊂ Der1(C1(A[1])).
This is the differential graded Lie algebra of Hochschild cochains C∗(A,A)[1].
Let us suppose that we are given a solution to Maurer-Cartan equation Γ(t) ∈
(C(A,A)[1]⊗̂MR)
1 where R = k ⊕ MR is a (pro)-Artin algebra assumed to
be Z−graded. Then the objects of the deformed category (M˜od∞)/R can be
described as pairs
(E, M˜E), E ∈ Ob(Mod∞), M˜
E =ME + ΓE , (3.13)
ΓE ∈ (Connec∗Γ(C(A[1], E))⊗̂MR)
1, [ME + ΓE ,ME + ΓE ] = 0
Here M˜E = ME + ΓE is a connection depending on the parameters t ∈ R on
the free comodule C(A[1], E) which lifts the derivation M + Γ acting on the
coalgebra C1(A[1]).
One of the ways to describe the A∞−category structure on DbCoh(X) is to
identify it with the category which is obtained from the differential graded cate-
gory of finitely generated projective modules over the algebraAX = (Ω0,∗(X), ∂¯)
by taking the same collection of objects and by taking H0 of the complex
Hom∗(E∗1 , E
∗
2 ) as the linear space of morphisms between two objects E1, E2.
Then one can use the homotopy technic (see for example [M,P]) to construct
the A∞−category structure on DbCoh(X). The A∞−category DbCoh(X) is
A∞−equivalent to the category of finitely generated projective modules over
AX .
Let g∗˜ denotes our differential graded Lie algebra of Dolbeault forms with
coefficients in polyvector fields which is considered with slightly different grad-
ing (g∗˜)k = ⊕q+p−1=kΩ0,q(X,ΛpT ). Since the two gradings agree mod 2 the
corresponding supermoduli spaces are the same. It is possible to prove using
the formality theorem from [K1] that the differential graded Lie algebra g∗˜ is
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quasi-isomorphic to the Lie algebra of local Hochschild cochains on differen-
tial graded algebra AX . Therefore equivalence classes of solutions to Maurer-
Cartan equation in g parametrize A∞−deformations of DbCoh(X). Given a
solution to Maurer-Cartan equation γ(t) ∈ (g∗˜⊗̂MR)1 the quasi-isomorphism
referred to above gives similar solution Γ(t) in the Lie algebra of local Hochschild
cochains on AX . The objects of deformed category ˜DbCoh(X)/R can be identi-
fied with pairs (E , ∇˜E ). where E = (E∗, δE) is a bounded complex of locally free
sheaves and ∇˜E = (∂¯+ δE +mE2 )+Γ
E is a deformed conection on free comodule
over C(AX [1]) generated by Ω
0,∗(X, E∗) which depends on t ∈ R and satisfies
[∇˜E , ∇˜E ] = 0.
4 Generalized periods.
To a point of classical moduli space [X ] ∈ Mclassical one associates a vector of
periods of the holomorphic n−form defined up to multiplication by a constant.
We introduce in this section the periods associated to the generalized deforma-
tions of complex structure parametrized byM. The properties of these periods
are investigated in §5.
4.1 Classical periods.
We recall first the notion of periods associated with classical complex structures
onXC∞ . Let us denote by JX the complex structure on the underlying C
∞ man-
ifold XC∞ corresponding to a point [X ] ∈ Mclassical. The condition c1(TX) = 0
(as an element of Pic(X)) implies that there exists holomorphic nowhere van-
ishing n−form ΩX ∈ Γ(X,Ω
n
X) (holomorphic volume element). Such form is
defined canonically up to multiplication by a constant. The deformations of the
pair (JX ,ΩX) are described by the deformation functor Def
0
Der∗(JX ,ΩX ) associ-
ated with the differential graded Lie algebra
Der∗(JX ,ΩX) = ⊕qΩ
0,q(X, TX)[−q]⊕q′ Ω
0,q′(X,OX)[−q
′ − 1] (4.1)
d := ∂¯ +∆, [ , ] := Schouten-Nijenhuys bracket× cup-product
Proposition 4.1.1. The classes of gauge equivalences of solution to Maurer-
Cartan equation
(ρJ , f) ∈ Ω
1(X, TX)⊕ Ω
0(X,OX) (4.2)
define deformations of the pair (JX ,ΩX) consisting of the complex structure
together with the choice of holomorphic volume form. The deformations of the
complex structures are described by ρJ . The deformed holomorphic n−form is
exp(f + ρJ ) ⊢ ΩX (4.3)
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Proof. The Maurer-Cartan equation for (ρJ , f) can be written as
∂¯ρJ +
1
2
[ρJ , ρJ ] = 0 (4.4)
∆ρJ + ∂¯f + [ρJ , f ] = 0 (4.5)
The first equation means that ρJ defines a deformation of the complex struc-
ture. If one chooses a local holomorphic coordinates (z1, . . . , zn) on X then the
differentials of the deformed set of holomorphic coordinates are given by
dz˜i = dzi +
∑
j¯
(ρJ )
i
j¯dz¯
j¯ (4.6)
where ρJ =
∑
i,j¯(ρJ)
i
j¯
dz¯ j¯ ∂∂zi . One has ΩX = a(z)
∏
i dz
i in the local coordi-
nates. The second equation implies now that the n−form
exp(f + ρJ ) ⊢ ΩX = e
fa(z)
∏
i
dz˜i (4.7)
is closed. One can show similarly that the gauge transformations preserve the
class of equivalenses of the complex structure defined by ρJ and the cohomology
class of (4.3)
Remark 4.1.2. The moduli space of pairs (JX ,ΩX) form naturally a linear
bundle L →Mclassical over the moduli space of complex structures. Analogously
one can prove that the formal completion at the point (JX ,ΩX) of the algebra
of functions on the total space of the linear bundle L is the algebra representing
the deformation functor Def 0Der∗(JX ,ΩX ).
The correspondence [X ]→ C·ΩX defines the (projectivization of the) periods
mapMclassical → PHn(X,C), dimC = n. If one chooses a value of ΩX0 at some
point [X0] ∈ Mclassical and a hyperplane L ⊂ Hn(X,C) transversal to the line
C · ΩX0 then one can define the periods map with values in H
n(X,C):
ΠL([X ]) = ΩLX , Ω
L
X − ΩX0 ∈ L (4.8)
Given a set of elements {Gi(n)} ∈ Hn(X,C) which form a locally constant frame
the map ΠL is described by the vector of periods (
∫
Gi
(n)
ΩL).
4.2 The generalized periods map M→⊕kH
k(X,C)[n− k]
We introduce in this section the generalized periods map ΠW : M →
⊕kHk(X,C)[n − k] where W is a filtration on ⊕kHk(X,C)[−k] complemen-
tary to the Hodge filtration (eq. 4.21). In applications to mirror symmetry W
will be the limiting weight filtration arising from degenerating family of Hodge
structures. It is shown in proposition 4.2.4 that ΠW is a local isomorphism.
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Family of differential graded Lie algebras.
Let us consider the family of differential graded Lie algebras 9
g~ = ⊕kg~
k, g~
k := ⊕k=q−p+1Ω
0,q(X,ΛpTX)
d~ := ∂¯ + ~∆, [ , ] := (Schouten-Nijenhuys bracket)× (cup-product) (4.9)
Here we would like to consider g~ as a differential graded Lie algebra over
C[[~]]. Notice that it follows from the ∂∂¯−lemma (see [GH]) that the cohomol-
ogy of the operator ∂¯ + ~∆ acting on ⊕p,qΩ0,q(X,ΛpTX)[p − q − 1]⊗̂C[[~]] is a
free C[[~]]−module. The same diagram (3.9) of quasi-isomorphisms proves the
statement similar to proposition 3.2.1 in the case of the family of differential
graded Lie algebras g~.
Proposition 4.2.1. There exists a solution to Maurer-Cartan equation in g~
depending formally on ~
∂¯γ˜~(t) + ~∆γ˜~(t) +
1
2
[γ˜~(t), γ˜~(t)] = 0
γ˜~(t) =
∑
a
(γ˜~)at
a +
1
2!
∑
a1,a2
(γ˜~)a1a2t
a1ta2 + . . . , (γ˜~)a1...ak ∈ g⊗̂C[[~]]
(4.10)
such that (γ˜~)a form a basis of the C[[~]]−module of the cohomology of operator
∂¯ + ~∆ acting on g⊗̂C[[~]].
We will call solution satisfying this condition “fibered versal solution to
Maurer-Cartan equation in g~”.
If γ˜ is such a solution then for arbitrary family of coordinates change de-
pending formally on ~
t′(~) = t(0) + ~t(1) + . . .
the formula
γ˜′(t, ~) = γ˜(t(~), ~) (4.11)
gives again a versal fibered solution to Maurer-Cartan equation in g~. We will
see that an arbitrary filtration on ⊕kHk(X,C)[−k] complementary to the Hodge
filtration defines a way to single out a canonical choice of such solution.
Introduce the rescalling operator
l~ :
∑
γp,q →
∑
~
p+q−2
2 γp,q where γp,q ∈ Ω0,q(X,ΛpTX) (4.12)
If γ ∈ (g~ ⊗m)1, ~ 6= 0 is a solution to the Maurer-Cartan equation depending
formally on ~ then l~(γ) gives a formal family of solutions to Maurer-Cartan
equation in g~=1.
9From here the differential graded Lie algebra g and the corresponding moduli space M
will be sometimes referred to also as g0 and M0
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Exponential map.
Proposition 4.2.2. For a solution to Maurer-Cartan equation γ ∈ (g~=1⊗m)1
one has
exp(γ) = 1 + γ +
1
2
γ ∧ γ + . . . ∈ Ker ∂¯ +∆ (4.13)
The (∂¯+∆)−cohomology class of eγ is the same for gauge equivalent solutions.
Proof. Let us denote by mγ the operator of the contraction by γ ∈ (g ⊗ m)odd
acting on Ω∗ ⊗ A. The standard formulas
e−ABeA = B + [B,A] +
1
2!
[[B,A], A] +
1
3!
[[[B,A], A], A] + . . .+ (4.14)
[[∂,mγ1 ],mγ2 ] = m[γ1,γ2] (4.15)
imply that
e−mγ ∂ emγ = ∂ + [∂,mγ ] +
1
2
m[γ,γ] (4.16)
e−mγ ∂¯ emγ = ∂¯ +m∂¯γ (4.17)
Applying the sum of eq. (4.16) and eq. (4.17) to the holomorphic n−form ΩX0
and multiplying both sides by eγ one gets
(∆ + ∂¯)eγ = eγ ∧ (∆γ + ∂¯γ +
1
2
[γ, γ]) (4.18)
The independence of the cohomology class on the choice of solutions in the same
class of equivalence follows from (4.18) if one puts γ′ = γ + ǫα, deg (ǫ) = 1.
We will denote the cohomology of the complex
Ck = ⊕q−p=kΩ
0,q(X,ΛpTX)[p− q], ∂¯ +∆ : C
k → Ck+1 (4.19)
by H . Of course, H is isomorphic to the graded vector space H, but we prefer
to reserve the special notation for the former vector space since it is defined
canonically and the vector space H is only defined up to arbitrary linear iso-
morphism.
Normalized solution to Maurer-Cartan equation.
Let F be the Hodge filtration which we would like to view as the following
filtration F≥n ⊂ F≥n−
1
2 ⊂ · · · ⊂ F≥0 on the direct sum of all cohomology
groups:10
F≥r := ⊕p−q≥2r−nH
(p,q) (4.20)
H(p,q) := {[φ] ∈ Hp+q(X,C)[−p− q]|φ ∈ Ωp,q}, r ∈
1
2
Z
10The reason for such a choice of indexes on the subspaces of the filtration will become clear
from what follows
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Let
W≤0 ⊂W≤ 12 ⊂ . . . ⊂W≤n
be an increasing filtration which is complementary to the Hodge filtration in
the following sense
∀ r H∗(X,C) = F≥r ⊕W≤r− 12 (4.21)
Here a filtration on H∗(X,C) is by definition a filtration in the category of
Z−graded vector spaces, i.e. it is the same as a set of filtrations on every
graded component of H∗(X,C). As a side remark let us notice that the whole
construction works analogously ifW is understood as a filtration in the category
of Z2−graded vector spaces.
Let us assume that the choice of the holomorphic volume form ΩX0 corre-
sponding to the complex structure X0 is fixed.
Theorem 1. There exists fibered versal solution γ˜W
~
to Maurer-Cartan equation
in g~ which depends formally on ~
∂¯γ˜W~ (t) + ~∆γ˜
W
~ (t) +
1
2
[γ˜W~ (t), γ˜
W
~ (t)] = 0
such that 11 [
exp (l~γ˜
W
~ )− 1
]
⊢ ΩX0 ∈ ⊕rW≤r~
s(r)C[[~−1]]⊗̂C[[tH]] (4.22)
where s(r) = −r + n− 1
Proof. The condition (4.21) implies that one has the direct sum decomposition
H∗(X,C) = ⊕rF
≥r ∩W≤r (4.23)
Let {∆a} be a basis in the vector space H of the cohomology of complex (4.19)
compatible with the direct sum decomposition (4.23) so that
∆a ⊢ ΩX0 ∈ F
≥ra ∩W≤ra (4.24)
The cohomology of the complex (4.19) are isomorphic to the graded vector space
H introduced in §3.2. Let {ta} be a set of linear coordinates on H which form
the basis dual to {∆a}. Let
γ˜~ =
∑
a
(γ˜~)at
a +
1
2
∑
a1a2
(γ˜~)a1a2t
a1ta2 + . . .
denotes a fibered versal solution to Maurer-Cartan equation in g~. The linear
in tH terms (γ˜~)a are in Ker ∂¯+ ~∆. One can assume without loss of generality
that [l~(γ˜~)a] = ~s(ra)∆a. This can be achieved by a substitution
t′(~) = a(~)t, a(~) ∈ GL(H)[[~]]
11A geometric interpretation of this condition will be given in §5.6
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which is linear in tH. Let us consider now the effect of an arbitrary substitution
depending formally on ~ with linear term equal to identity
(t′)a = ta(0) +
∑
k≥1
ta(k)~
k, ta(0) = t
a
Notice that if one puts
[
exp (l~γ˜
W
~ )− 1
]
=
∑
a
∆a~s(ra)
k=+∞∑
k=−∞
Φa(k)~
k
then
Φa(k) = t
a
(k) +O(t
2), for k ≥ 0 (4.25)
The condition (4.22) is equivalent to the system of equations
Φa(k) = 0, , for k > 0 (4.26)
We see from expression (4.25) that this system has unique solution in formal
power series in ta(0):
ta(k) = f
a
(k)(t
a
(0)), k > 0
The power series
γ˜W~ (t) = γ˜~(t+
∞∑
k=1
f(k)(t)~
k, ~) (4.27)
satisfies all the conditions of the theorem.
Proposition 4.2.3. The formal power series map
ΦW =
[
exp (l~γ˜
W
~ )− 1
]
⊢ ΩX0 (4.28)
ΦW :M→⊕rW≤r~
s(r)C[[~−1]]
does not depend on the choice of the solution γ˜W
~
satisfying the condition of the
theorem 1 and depends only on the choice of the filtration W and the value of
ΩX0 .
The map ΠW .
Proposition 4.2.4. The power series
ΠW =
[
exp (l~γ˜
W
~ )|~=1 ⊢ ΩX0
]
∈ ⊕kH
k(X,C)[n− k]⊗̂OˆM (4.29)
is well-defined and induces isomorphism of germs of (formal) graded manifolds
(M, [X0])→ (⊕kH
k(X,C)[n− k],ΩX0) (4.30)
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Proof. If one puts
[
exp (l~γ˜
W
~ )
]
= 1 +
∑
a
∆a~s(ra)(ΦW )a(0) + (Φ
W )a(−1)~
−1 + . . . (4.31)
then (ΦW )a(−i)(t) ∈M
i+1
C[[tH]]
, (ΦW )a(0) = t
a +O(t2)
Remark 4.2.5. The proposition 4.2.3 implies that the map ΠW :M→ H∗(X,C)[n]
defined by the series (4.29) depends only on the choice of the filtration W and
the value of ΩX0 .
Proposition 4.2.6. The restriction of the generalized periods map ΠW (t)|Mclassical
coincides with the classical periods [ΩL[Xt]] ∈ H
n(X,C)[n] normalized according
to (4.8) using the hyperplane L =W≤n−1 ∩Hn(X,C).
Proof. Let (ρ, fρ) be a solution to Maurer-Cartan equation in g~=1 correspond-
ing to the deformations (Xρ,Ω
L
Xρ
) of the pair which consists of complex structure
and holomorphic n-form. The n−form ΩLXρ is assumed to be normalized so that
ΩLXρ −ΩX0 ∈ L. Notice that γ~ = ρ+ ~fρ is the solution to the Maurer-Cartan
equation in g~ and[
exp(l~γ~)− 1
]
⊢ ΩX0 =
[
exp(ρ+ fρ)− 1
]
⊢ ΩX0 ∈ W≤n−1~
0
Therefore it follows from (4.25) and (4.26) that one can assume without loss of
generality that
γ˜W (t, ~)|t∈Mclassical = ρ(t) + ~fρ(t) (4.32)
Hence ΠW (t) = [ΩLXt ], for t ∈ M
classical.
The map GrΦW .
Let us consider the map GrΦW :M→ GrW defined using the expansion (4.31)
as
GrΦW (t) =
∑
a
(ΦW )a(0)∆a ⊢ ΩX0 (4.33)
It follows from the equation (4.25) that it is a local isomorphism as well. In
applications to mirror symmetry this map will be used in order to provide a
natural set of coordinates on the moduli space M. In the sequel it will be
convinient to distinguish this set of coordinates associated with the filtrationW
and denote them by {τW }. Let us notice that the elements ∆a ⊢ ΩX0 ∈ F
≥ra ∩
W≤ra project naturally to a basis in GrW . Let {τ
a
W } denote the corresponding
dual basis. The set of coordinates {τW } is characterized by the property
(ΦW )a(0) = τ
a
W (4.34)
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It is easy to calculate the restriction of GrΦW onMclassical. The restriction
of the solution γ˜W
~
toMclassical can be assumed to be of the form (4.32). Hence
the map GrΦW sends the complex structure [Xρ] to the class
GrΦW |Mclassical : [Xρ]→ [Ω
L
Xρ − ΩX0 ] ∈W≤n−1/W≤n− 32 (4.35)
Remark 4.2.7. Let Γ0 ∈ Hn(X,C) be a homology class orthogonal to the hy-
perplane L = W≤n−1 ∩ Hn(X,C). Then the condition (4.8) may be written
as ∫
Γ0
ΩLXρ = const (4.36)
Let {Γi1} ⊂ Hn(X,C) is a set of elements which defines together with Γ0 a basis
of the subspace of Hn(X,C) annihilating W≤n− 32 . The restriction of the map
GrΦW on Mclassical associated with the base point ρ = 0 and the filtration W
may be written as the vector
GrΦW |Mclassical = (
∫
Γi1
ΩLXρ −
∫
Γi1
ΩX0) (4.37)
It follows from the condition (4.21) that
dim (W≤n−1 ∩H
n)/(W≤n− 32 ∩H
n) = dim Hn−1,1 (4.38)
Therefore the map (4.35) defines a set of coordinates on Mclassical.
5 Generalized variations of Hodge structures and
its invariants
We have seen in the previous chapter that one can define a generalization of
the classical periods map on the extended moduli spaceM. We investigate the
properties of this map in this chapter. Namely we show that the moduli space
M is the base of generalized variations of Hodge structures on H∗(X,C). We
introduce the invariants of this generalized VHS in §5.8 This is a collection of
polylinear Sk−symmetric maps of graded vector spaces
A
(k)
[X] : H
⊗k → H, H = ⊕p,qH
q(X,ΛpTX)[p− q] (5.1)
associated with filtration W on H∗(X,C) complementary to the Hodge filtra-
tion. It is shown in §5.13 that if W is isotropic with respect to the Poincare
pairing then these invariants define a structure of the Frobenius manifold onM
(in another terminology they define a solution to Witten-Dijkgraaf-Verlinde-
Verlinde equation). We prove in chapter 6 that the rational Gromov-Witten
invariants of the projective complete intersections Calabi-Yau varieties coincide
with the invariants of generalized VHS which are attached to the mirror vari-
eties.
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5.1 Nonlinear limits of families of affine spaces
Let p : E → A1k be a regular morphism of (formal) varieties over algebraically
closed field k, chark = 0. Denote by F~ the fiber lying over the point ~ ∈ A1k.
Let the fibers F~, ~ 6= 0 are equipped with affine structure12 such that the
corresponding family of affine connections has pole of order one at ~ = 0
∇(~) : TE/A1k → TE/A1k ⊗ Ω
1
E/A1k
[F0] (5.2)
In other words the connection ∇(~) is represented as
d+
∞∑
p=−1
Γkij
(p)
~p, Γkij
(−1)
6= 0 (5.3)
for any choice of (formal) trivialization E ∼ F0 × A1k and set of (formal) coor-
dinates on F0.
Proposition 5.1.1. The term Γkij
(−1)
with the highest order of pole defines
canonical structure of commutative associative algebra on TF0.
Proof. Note that the expression Γkij(~) transforms under a fiberwise change of
coordinates x = f(x˜, ~), f = f0(x˜) + f1(x˜)~+ . . . into13
∑
l
−(J−1)kl
∂J lj
∂x˜i
+
∑
m,n,l
(J (−1))kmJ
l
iJ
n
j Γ
m
ln (5.4)
where Jkl (x˜, ~) = ∂f
k/∂x˜l, and (J (−1))kl is the inverse matrix to J
i
j . Therefore
the term Γkij
(−1)
(x) having the highest order of pole is a well-defined tensor on
F0. The connection ∇(~) is torsionless: T kij(~) = Γ
k
ij(~)− Γ
k
ji(~) = 0. Hence,
Γkij
(−1)
= Γkji
(−1)
(5.5)
The connection ∇(~) is also flat for all ~ 6= 0 :
dΓ(~) +
1
2
[Γ(~),Γ(~)] = 0 (5.6)
Hence, [Γ(−1),Γ(−1)] = 0 . This can be rewritten as
∑
n
Γkin
(−1)
Γnmj
(−1) =
∑
n
Γkmn
(−1)
Γnij
(−1) (5.7)
The components of the tensor Γkij
(−1)
are the structure constants of the com-
mutative associative multiplication on (the fibers of) TF0.
12Remind that affine structure in the analytic setting is an atlas having affine transforma-
tions as transition functions.
13We assume here for simplicity that the fibers are purely even varieties.
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5.2 Tangent sheaf TM.
We describe here the tangent sheaf of M and recall following [BK] how to
construct canonical algebra structure on it.
Consider the space Tγ of first-order deformations (over Z−graded bases) of
a given versal solution to the Maurer-Cartan equation γ(t) ∈ (g ⊗̂C[[tH]])1. The
C[[tH]]−module Tγ is identified naturally with the cohomology of the complex
(g ⊗̂C[[tH]][1], ∂¯ + [γ(t), · ]). It is a Z−graded module over the algebra of func-
tions on the moduli space. In geometrical language it corresponds to the tangent
sheaf of M.
The operator ∂¯ as well as the operators adγ , γ ∈ g are differentiations with
respect to the natural algebra structure on g[1] defined by the wedge product.
Hence the C[[tH]]−linear extension of the wedge product defines the natural
OM−linear algebra structure on Tγ . This algebra structure is functorial with
respect to the isomorphisms Tγ1 ∼ Tγ2 induced by the gauge equivalences γ1 ∼
γ2
The 3-tensor of structure constants of the multiplication on Tγ can be written
explicitly as follows. Recall that we have fixed for convinience a choice {tα} of
linear coordinates on H. The (uni)versality property of γ(t) implies that the
classes of partial derivatives [∂αγ] generate freely the C[[tH]]−module Tγ .
Proposition 5.2.1. The equation
∂αγ(t) ∧ ∂βγ(t) =
∑
δ
Aδαβ(t) ∂δγ(t) mod Im ∂¯γ(t) (5.8)
uniquely determines the formal power series 3-tensor Aδαβ(t) ∈ C[[tH]]. The
components of the tensor are the structure constants of commutative associative
OˆM−algebra structure.
We will denote the product of two elements v1, v2 ∈ TM by v1 ◦ v2.
Recall that the third derivative of the generating function for Gromov-
Witten invariants of some projective variety Y defines the commutative algebra
structure on the tangent sheaf to H∗(Y,C) considered as a supermanifold. We
have found similar structure on M. Although, such a structure alone is rela-
tively noninteresting (for example in many cases one can choose locally some
coordinates {ui} on the underlying supermanifold H∗(Y,C) such that the mul-
tiplication is given simply by ∂∂ui ◦
∂
∂uj = δij
∂
∂ui ), it indicates the existence of
canonical nonlinear family of affine spaces having the former supermanifold as
the central fiber.
5.3 Family of moduli spaces
Our aim now is to demonstarte that the extended moduli space of Calabi-Yau
manifolds introduced in chapter 3 is naturally the limiting fiber of the family of
affine spaces with the property (5.2). We describe first the canonical family of
the moduli spaces M~.
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Extended moduli spaces of complex manifolds with holomorphic vol-
ume element
In this subsection the moduli spaceM is embedded into a natural 1−parameter
family of moduli spaces M~, M0 =M.
Let us consider a family of sheaves of differential graded Lie algebras (g, ~∆).
The deformation theory associates to (g, ~∆) certain moduli space M~. It is
convinient to describe this moduli space with the help of Dolbeult resolution
of (g, ~∆). This is the family of differential graded Lie algebras g~ introduced
in §4.2. Same diagram (3.9) of quasiisomorphisms proves that the deformation
functor associated with the differential graded Lie algebra g~ for arbitrary given
~ is equivalent to the functor represented by the algebra C[[tH]]. This can be
reformulated as usual as the existence of a versal solution to the Maurer-Cartan
equation γ~(t) ∈ (g~⊗̂C[[tH]]) whose linear term gives a basis of the graded
vector space equal to the cohomology of the complex (g~, ∂¯ + ~∆).
According to the proposition 4.1.1 the subspace of the moduli space M~=1
corresponding to solutions with values in Ω0,1(X,TX)⊕ Ω0,0(X,OX) ⊂ g~=1 is
the moduli space of deformations of pair which consists of complex structure
and holomorphic n−form.
The total space of the family M~
The family M~, ~ ∈ A1C of moduli spaces form the bundle p : M˜ → A
1
C
. The
total space of the bundle can be described similarly as the moduli space associ-
ated with the differential graded Lie algebra g˜. This is the algebra g with one
added element D of degree 1 such that [D, γ] := ∆γ. Again, the arguments
involving the use of the diagram (3.9) prove that g˜ is quasi-isomorphic to an an
abelian Lie algebraH˜ := H⊕D, where D is a one-dimensional vector space in
degree 0. Denote by ~ thecorresponding linear coordinate along D, deg ~ = 0
Proposition 5.3.1. The deformation functor associated with g˜ is isomorphic
to the functor represented by the algebra C[[t
H˜
]]. Equivalently, there exists a
versal solution to Maurer-Cartan equation in (g˜ ⊗̂t
H˜
C[[t
H˜
]])1. This solution
can be taken to be of the form γ
M˜
= γ˜~ + ~D where
∂¯γ˜~(t) + ~∆γ˜~(t) +
1
2
[γ˜~(t), γ˜~(t)] = 0
γ˜~ =
∑
a
(γ˜~)at
a +
1
2!
∑
a1,a2
(γ˜~)a1a2t
a1ta2 + . . . (5.9)
γ˜~ ∈ (g ⊗̂C[[tH˜]])
1, (γ˜~)a1...ak ∈ g⊗̂C[[~]]
Proof. Define the differential graded Lie subalgebra K˜er := Ker[D, ] ⊂ g˜. It is a
direct sum of two differential graded Lie subalgebras K˜er = D⊕Ker∆,Ker∆ ⊂ g.
The ∂∂¯−lemma implies again that the natural embedding K˜er ⊂ g˜ and the
projection K˜er→ H˜ are quasi-isomorphisms. The versal solution can be taken
to be γ0(t) + ~D where γ0(t) =
∑
n
1
n!fn(t) and fn : S
nH → Ker∆ are the
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components of a quasi-isomorphismH→ Ker∆ homotopy inverse to the natural
projection Ker∆→ H.
Remark 5.3.2. A solution of the form (5.9) is versal iff the cohomology classes
[(γ˜~)a] freely generate the C[[~]]−module of cohomology of the complex (g⊗̂C[[~]],
∂¯ + ~∆)
We see that the “fibered versal solutions” introduced in §4.2. describe the
total space of the bundle M˜ → A1
C
. The choice of class of gauge equivalence of
such solutions corresponds to the fiberwise choice of coordinates M˜ → H×A1
C
.
5.4 Affine structure on M~, ~ 6= 0
In this subsection we show that the moduli spacesM~ for ~ 6= 0 have canonical
affine structure. It is induced by the exponential map from §9.
Let
a = ⊕ka
k, ak := ⊕k=q−p+1Ω
0,q(X,ΛpTX) (5.10)
denotes the differential Z−graded abelian (i.e. with zero bracket) Lie algebra
equipped with the differential ∂¯ +∆. Since a is abelian, the deformation func-
tor associated to a is representable and the moduli space associated with a is
canonically isomorphic to (formal neighborhood of zero in) the cohomology of
the complex (a, ∂¯ +∆)[1]. Therefore it has canonical structure of affine space.
Proposition 5.4.1. The differential graded Lie algebra g~ with ~ 6= 0 is quasi-
isomorphic to the abelian Lie algebra a.
Proof. The differential graded Lie algebras g~ are all quasi-isomorphic for ~ 6= 0.
The quasi-isomorphism is given by the map
i~ : g~ → g~=1, i~ : φ
p,q → ~p−1φp,q, for φp,q ∈ Ω0,q(X,ΛpTX) (5.11)
Therefore it is enough to consider the differential graded Lie algebra g~=1. It
turns out that one can continue the identity map φ(1) : g~=1 → a of complexes
of vector spaces to an L∞−morphism of differential graded Lie algebras.
Define the higher components of the L∞−map φ = {φ(n)} : g~=1 → a as
follows
φ(2) : γ1 ∧ γ2 → γ1 · γ2 (5.12)
φ(3) : γ1 ∧ γ2 ∧ γ3 → γ1 · γ2 · γ3 (5.13)
. . . (5.14)
where the symbol ”·” denotes the natural wedge product on a[1]. Let γ1, . . . , γn ∈
g~=1. Consider the Artin algebra A := ⊗ni=1{C[ǫi]/ǫ
2
i = 0} where degǫi+degγi−
1 = 0. Let us look at the equation (4.18) for γ =
∑
i γiǫi. Considering the co-
efficients in front of the term Πiǫi in the equation (4.18) we see that {φ(n)} has
the required property (2.6)
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Remark 5.4.2. The equation (4.18) can be directly interpreted as the required
compatibility of the map {φn} of formal manifolds with the action of vector fields
Qg~=1 and Qa (see equation (2.10)). The left hand side is the value of the vector
field Qa at the point φ(γ) and the right hand side is the vector field φ∗(Qg~=1).
Corollary 5.1. The moduli spaces M~, ~ 6= 0 have canonical affine structure.
A family of sets of affine coordinates is given by (compare with formula (4.3))∫
Gi
el~γ˜~(t) ⊢ ΩX0 (5.15)
where {Gi} is a basis in H∗(X,C) and ΩX0 is the holomorphic nowhere vanish-
ing n−form on X0.
Completed tensor products. Let T1, T2 are finetely generated modules
over the topological(=projective limit of Artin) algebras O1,O2. We denote
as usual by T1⊗̂T2 the completion of the tensor product with respect to the
filtration by O1 ⊗ O2−submodules Fi = ⊕i+j=kMiO1 ⊗M
j
O2
. T1⊗̂T2 is nat-
urally a O1⊗̂O2−module. Let N~ be a finitely generated C(~)−module (or
C((~))−module) and T be a finetely generated O−module where O is a pro-
Artin algebra with the maximal ideal MO. The localization at ~ = 0 of the
C[[~]]⊗̂O−module N~⊗̂T consists of the elements of the form
k=N∑
k=1
~−k∆k, ∆k ∈ N~⊗̂T
We denote via N~⊗̂(0)O the minimal completion of the localization at ~ = 0 of
N~⊗̂T which contains all the elements of the form
k=+∞∑
k=1
~−kfk(t)∆, fk(t) ∈M
k
O,∆ ∈ N~⊗̂T
In particular N~⊗̂(0)T is a C[[~]]⊗̂O−module.
Remark 5.4.3. The affine structure on M~ defines the canonical affine map
M~ → Tpi~ . It is distinguished from other affine maps by the condition that it
induces an identity map on Tpi~. In terms of a versal fibered solution γ˜~ it can
be written as
ΦH(t, ~) =
[
~exp (
1
~
γ˜~)− 1
]
∈ H~⊗̂(0)C[[tH]] (5.16)
where H~ is the graded C((~))−module equal to the cohomology of the complex
C∗~ = ⊕kC
k
~ , C
k
~ = ⊕q−p=kΩ
0,q(X,ΛpTX)⊗̂C(~), ∂¯ + ~∆ : C
k
~ → C
k+1
~
(5.17)
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Singularity at ~ = 0 of the family of affine structures on M~
In this subsection we show that the family of affine structures on M~ have the
singularity (5.2) at ~ = 0.
Proposition 5.4.4. The family of affine structures on M~, ~ 6= 0 has pole of
order one at ~ = 0
Proof. A choice of (a class of gauge equivalence of) versal fibered solution to
Maurer-Cartan equation γ˜~ ∈ (g ⊗̂tHC[[tĤ]])
1 corresponds geometrically to a
fiberwise choice of coordinates ρ : M˜ → H × A1
C
. The affine structure on the
fiberM~, ~ 6= 0 is induced via period mapping to the cohomology of the complex
(4.19)
(t, ~) →
[
exp(i~(γ˜~))
]
∈ H ⊗ (C(~)⊗̂(0)C[[tH]]) (5.18)
The relative tangent sheaf of the total space of the family p : M˜ → A1
C
is
identified naturally with the cohomology of the complex (g ⊗̂C[[t
H˜
]][1], ∂¯+~∆+
[γ˜~, · ]). Denote this C[[tH˜]]−module by TM˜/A1
C
. The Jacobian of map (5.18) is
equal to
δγ ∈ T
M˜/A1
C
→
[
i~(δγ) ∧ exp(i~γ˜~)
]
∈ H ⊗ (C(~)⊗̂(0)C[[tH]]) (5.19)
Let us calculate the affine connection
Γkij(~) =
∑
α
(
∂a−1
∂t
)kα∂i∂ja
α (5.20)
where {aα} is a set of linear coordinates on H . Let ∂iγ˜(t, ~), ∂j γ˜(t, ~) ∈ TM˜/A1
C
are the cohomology classes corresponding to the coordinate vector fields ∂i, ∂j
tangent to the fibers. Differentiating twice the expression (5.18) and taking the
inverse to the map (5.19) we see that
∇(~)∂i∂j =
[1
~
∂iγ˜~ ∧ ∂j γ˜~ + ∂i∂j γ˜~
]
∈ T
M˜/A1
C
⊗ C[~−1] (5.21)
Family of vector fields [∂iγ˜~(t, ~)∧ ∂j γ˜~(t, ~) + ~∂i∂j γ˜~(t, ~)] is regular at ~ = 0
and does not vanish at ~ = 0. Therefore the order of pole at ~ = 0 of the
connection Γkij(~) is equal to one.
Proposition 5.4.5. The algebra structure defined on TM by the “residue” of
the family of affine connections on M~ coincides with the algebra structure
defined in §5.2
Proof. It follows from the equations (5.21) and (5.8)
Conjecturally the family of moduli spacesM~ should be possible to describe
entirely in terms of the A∞− category DbCoh(X). The fibers M~ for ~ 6= 0
equipped with their affine structure should be identified with open subsets in
periodic cyclic cohomology of DbCoh(X). The cyclic cohomology corresponds
to infinitesimal deformations of a section of M˜ → A1
C
.
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5.5 Flags and flat connections over A1
C
In this subsection we recall the correspondence due to Rees (see also [S] ) be-
tween filtrations on a C−vector space and Gm−equivariant vector bundles on
A1
C
. (Recall that Gm denotes here the algebraic group whose set of C−points
coincide with C \ 0)
Proposition 5.5.1. The category of finite-dimensional C−vector spaces equipped
with decreasing filtration (F≥k)k∈Z is canonically equivalent to the category of
coherent locally free Gm−equivariant sheaves over A1C.
Proof. Let V → A1
C
be a coherent locally free sheaf equipped with an action of
Gm which covers the natural action of Gm on the affine line A1C. In particular
Gm acts on the fiber V0. This action defines canonical grading V0 = ⊕i∈ZV i0
where Gm acts on the graded component V i0 via
v → λiv for λ ∈ C∗, v ∈ V i0 (5.22)
Similarly, any fiber V~0 , ~0 6= 0 receives canonical decreasing filtration
F≥r ⊂ F≥r−1 · · · ⊂ F≥s = V~0 , r, s ∈ Z (5.23)
This is the filtration by the orders of growth at 0 ∈ A1
C
of Gm−invariant sections.
Given a choice of isomorphism of OA1
C
−modules V ≃ V0 ⊗OA1
C
a Gm−invariant
section v(~) can be written
v(~) = ~−pv(−p) + ~−p+1v(−p+1) + . . . , v(i) ∈ V0 (5.24)
where the order of growth ~−p and the “residue” v(−p) ∈ V−p0 does not depend
on the choice of the isomorphism V ≃ V0 ⊗OA1
C
. Put v(~0) ∈ F−p ⊂ V~0 if the
order at ~ = 0 of the Gm−invariant section v(~) is less or equal to ~−p. The
action of Gm identifies all the fibers V~ for ~ 6= 0. This identification respects
the filtrations. The corresponding associated graded quotent is canonically iso-
morphic to V0.
Conversely, given a vector space V1 equipped with filtration (F
≥k)k∈Z define
OA1
C
−module to be the OA1
C
−submodule of V1 ⊗ C[~−1, ~]generated by the ele-
ments of the form ~pv where v ∈ F−p, p ∈ Z. This is a free finitely generated
OA1
C
−module. It has a natural Gm−action
~iv → λi~iv, forλ ∈ C∗ (5.25)
More generally, a vector space equipped with filtration having arbitrary ra-
tional indices αi ∈ Q corresponds to a vector bundle over A1C endowed with a
connection over A1
C
\ 0 with regular singularities at zero and at infinity, which
has monodromy of finite order.
A similar correspondence exists between increasing filtrations and local sys-
tems over CP1 \ 0 having a pole of the first order at infinity. The subspace
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having an index α corresponds to the Gm−invariant sections of order ≤ ~α at
infinity.
For projective complex manifold Xn one has the associated Hodge filtration
(4.20). It corresponds to vector bundle of graded vector spaces LHodge over A1
C
equipped with connection having regular singularity at ~ = 0. The fiber LHodge
~
over ~ is the cohomology of the operator ∂¯ + ~∂ acting on the graded vector
space of differential forms. The flat multivalued sections of LHodge are
[φr,q~
r−q+n
2 ], forφr,q ∈ Ωr,q(X) (5.26)
5.6 The bundle M̂W → CP1 and the map ΦW .
In this subsection we give a geometric interpretation for the results concerning
the generalized period map from §4.
An increasing filtration W on ⊕iHi(X,C)[−i] introduced in §4.2 defines an
extension of LHodge to a vector bundle over CP1 as we saw it in §5.5.
Proposition 5.6.1. A filtration W complementary to the Hodge filtration in
the sense of eq. (4.21) defines a trivial sheaf over CP1.
Proof. It follows from (4.21) that ⊕iHi(X,C)[−i] = ⊕s(F≥s ∩W≤s) The triv-
ialization of the extension of the sheaf LHodge is given by the sections ~−sv(~)
where v(~) ∈ F≥s ∩W≤s is a flat (multivalued) section.
The extension of the bundle M˜ → A1
C
.
We explain here that the filtration W defines canonical extension M̂W → CP1
of the bundle M˜ → A1
C
.
Let π~ denotes the base point of the formal moduli spaceM~. The Z−graded
tangent space Tpi~M~ at the base point is identified naturally with the coho-
mology of the complex (g, ∂¯ + ~∆)[1]. A choice of nowhere vanishing holo-
morphic n−form induces an isomorphism of Z−graded vector spaces Tpi~M~ ≃
LHodge
~
[n]. The isomorphism is defined canonically up to a multiplication by
nonzero constant. Therefore we get the structure of a local system with regular
singularity at ~ = 0 on the bundle Tpi~ → A
1
C
. Let us denote by D0∂/∂~ the
corresponding connection. The flat multivalued sections of the local system can
be written as
[
∑
p,q
~−
p+q
2 +nγp,q], for
∑
p,q
γp,q ∈ Ker ∂¯ +∆, γp,q ∈ Ω0,q(X,ΛpTX) (5.27)
The filtration F maps to the filtration
(FH)≥r = {[γ]|γ ∈ ⊕p+q≤2(n−r)Ω
0,q(X,ΛpTX)}
on the graded vector spaceH = Tpi1M1. The filtrationW maps similarly to a fil-
tration WH and defines an extension T̂Wpi~ → CP
1 of the bundle Tpi~ → A
1
C
. The
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affine structure on the fibersM~, ~ 6= 0 gives an identification ofM~, for ~ 6= 0
with formal neighborhood of zero in Tpi~M~. Therefore the filtrationW induces
extension M̂W → CP1 of the bundle of formal manifolds M˜ → A1
C
. Notice that
the family of affine structures on M~ continues analytically at ~ =∞ ∈ CP1.
Suppose that we are given a complex analytic bundle over CP1 and a section
with analytically trivial normal bundle. Then it is easy to see that the formal
neighborhood of this section is trivial as a nonlinear bundle and the trivial-
ization is unique. It follows from the fact that H1(CP1, G)=0 where G is the
projective limit of nilpotent algebraic groups of jets of formal diffeomorphisms
of a superspace with the first jet the same as of the identity diffeomorphism.
The fact about H1 follows from H1(CP1,O) = H2(CP1,O) = 0.
The theorem 1 and the proposition 4.2.3 describe the analog of this phenom-
ena in the category of formal bundles over CP1. We saw above that a choice
of fibered versal solution γ˜~ corresponds to a fiberwise choice of coordinates on
M˜ → A1
C
and the formal power series exp(l~γ˜~) represents the map to the affine
space associated with the affine structure on the fibers M~. The theorem 1 is
interpreted then as the fact that the nonlinear formal bundle M̂W is trivial.
5.7 Canonical connection on M˜ → A1
C
and symmetry vec-
tor field.
In this subsection we will see that there exists a natural symmetry vector field
acting on all the structures on M. It is given by the “residue” of the canonical
connection on the family M~.
Let us consider the following connection on Tpi~ :
DT∂/∂~ = D
0
∂/∂~ +
(n− 1)
~
(5.28)
The flat multivalued sections of this local system are
[
∑
p,q
~−
p+q
2 +1γp,q], for
∑
p,q
γp,q ∈ Ker ∂¯ +∆, γp,q ∈ Ω0,q(X,ΛpTX) (5.29)
This local system corresponds to the same filtration FH having all the indexes
shifted by (1 − n):
(FH)≥1 ⊂ (FH)≥
1
2 ⊂ · · · ⊂ (FH)≥1−n (5.30)
Let D∂/∂~ denotes the connection on the bundle p : M˜ → A
1
C
induced via
the canonical map M~ → Tpi~ from the connection D
T
∂/∂~. In other words by
definition the covariant derivative along ∂/∂~ is the following formal series
D∂/∂~ :=
∂
∂~
−
∑
a,b
∂(ΦH)a
∂~
(∂Φ−1
∂τ
)b
a
∂
τb
(5.31)
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where ΦH(τ, ~) = [l~(~ exp(
1
~
γ˜~)− ~)] = [exp(l~γ˜~)− 1] is the map M~ → Tpi~
written in the coordinates corresponding to a fibered versal solution γ˜~ and the
frame on Tpi~ which is covariantly constant with respect to D
T
∂/∂~.
Proposition 5.7.1. The connection D∂/∂~ has regular singularity at ~ = 0, in
other words
D∂/∂~ =
∂
∂~
+ ~−1E−1(τ)
β ∂
τβ
+ Eβ0 (τ)
∂
τβ
+ ~E1 + . . . (5.32)
Proof. The proof is parallel to the proof of the prop. 5.4.4. The tangent space
map induced by Φ is
∂Φ
∂τ
: δγ˜~ → l~δγ˜~ e
l~γ˜~ (5.33)
The image of ∂Φ/∂~ under the inverse map is
∂Φ
∂τ
−1 ∂Φ
∂~
= l−1
~
∂~(l~)γ˜~ + ∂~γ˜~ ∈ TM˜/A1
C
⊗ C[~−1] (5.34)
Notice that
l−1
~
∂~(l~) : [
∑
p,q
γp,q]→
∑
p,q
p+ q − 2
2~
[γp,q] (5.35)
Therefore the connection D∂/∂~ takes the form (5.32) with
E−1(τ) = [
∑
p,q
2− p− q
2
γ˜p,q
~
|~=0(τ)] ∈ TM (5.36)
where TM is identified with the cohomology of the complex (g⊗̂C[[τW ]][1], ∂¯ +
[γ˜|~=0, ·]).
It follows easily from the transformation law of the connection D∂/∂~ under
the fiberwise coordinate changes that the “residue” part E−1(τ) is a well defined
vector field onM. In the sequel we will often denote this vector field simply by
E(τ).
Proposition 5.7.2. The vector field E(τ) acts as a conformal symmetry on the
algebra structure on TM: LieE(◦) = ◦, that is, for any vector fields u, v ∈ TM
[E, u ◦ v]− [E, u] ◦ v − u ◦ [E, v] = u ◦ v (5.37)
Proof. The connection D∂/∂~ respects the affine structure on the fibers M~.
The compatibility of D∂/∂~ with the affine structure can be written as
D∂/∂~(∇u~(v~)) = ∇D∂/∂~(u~)(v~) +∇u~(D∂/∂~(v~)) (5.38)
where u~ = u+u(1)~+. . . , v~ = v+v(1)~+. . . ∈ Γ(A
1
C
, p∗TM˜/A1
C
). Taking the
terms of order ~−2 at both sides of the formula (5.38) one obtains the equation
(5.37).
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Proposition 5.7.3. Assuming that γ˜W
~
is the solution which satisfies the con-
ditions of the theorem 1 one has
D∂/∂~ =
∂
∂~
− ~−1s(ra)τ
a ∂
∂τa
(5.39)
where s(ra) = −ra+n− 1 for τa ∈ (W≤ra/W≤ra− 12 )
dual. In particular, one has
E0 = E1 = · · · = 0 in the coordinates corresponding to γ˜W~ .
Proof. Let us notice that
(∂Φ
∂τ
−1)a
b
∈ ~−s(rb)C[~−1]⊗̂C[[τW ]]
∂Φb
∂~
∈ ~s(rb)−1C[~−1]⊗̂C[[τW ]]
Then the proposition 5.7.1 implies that
E(~) = −
∑
a,b
(∂(Φb(0)~s(rb))
∂τa
)−1 ∂(Φb(0)~s(rb))
∂~
∂
∂τa
=
= −~−1
∑
a
s(ra)τ
a ∂
∂τa
(5.40)
5.8 Invariants of the generalized VHS.
Fix a point [Xz] in the classical moduli space of complex structures on XC∞
and an increasing filtration W on ⊕kHk(Xz,C)[−k] which is complementary
to the Hodge filtration. Then the coefficients in the Taylor expansion of the
power series representing the 3−tensor Aabc(τW ) written in coordinates {τW }
form collection of polylinear Sk−symmetric maps
A(k)z : H
⊗k → H, H = ⊕p,rH
r(X,ΛpTX)[p− r] (5.41)
where we have used the natural identification of graded vector spaces H ≃
GrWH
⊢ΩX
≃ GrW
In the view of the proposition 5.5.1 it is natural to consider the family of
moduli spacesM~ equipped with the canonical connection D∂/∂~ as a nonlinear
analog of the Hodge filtration. On the other hand as we will explain below
such families of the moduli spaces can be canonically identified when the base
point π ∈ Mclassical changes. It is natural to consider the family of maps
(5.41) as invariants of the generalized variations of Hodge structure. We will
see that these invariants form exactly the same structure as the Gromov-Witten
invariants.
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Potentiality of Acab(τW )
Here we start to study the properties of the invariants of generalized VHS. As
one of the consequences we show that the tensor of algebra structure constants
Acab written using the coordinates {τW } on M satisfies
∀ a, b, c, d ∂aA
b
cd = (−1)
a¯c¯∂cA
b
ad (5.42)
Theorem 2. The power series representing the family of affine connections on
the moduli spaces M~ is written using the fiberwise coordinates corresponding
to γ˜W (τ, ~) as
∇(~) = d+ ~−1Acab(τ) (5.43)
Proof. Let
(ΦW )a(τW ) =
[
el~γ˜
W (τ,~) − 1
]a
=
Φa(0)(τ)~
s(ra) +Φa(−1)(τ)~
s(ra)−1 + . . .
(5.44)
where (ΦW )a(−i) ∈M
i+1
C[[τW ]]
and (ΦW )a(0)(τ) = τ
a
are the components of the map (4.28). In particular
∂
τb
∂
τc
Φa(0)(τ) = 0 (5.45)
for any a, b, c. It follows from the equation (5.44) that
(∂Φ
∂τ
−1)b
a
∈ ~−s(ra)C[[~−1]] (5.46)
Therefore
Γebc(~) =
∑
a
∂b∂cΦ
a
(∂Φ
∂τ
−1)e
a
∈ ~−1C[[~−1]]⊗̂C[[τW ]] (5.47)
On the other hand according to the proposition 5.4.4
Γebc(~) ∈ ~
−1C[[~]]⊗̂C[[τW ]] (5.48)
Corollary 5.2. The tensor of algebra structure constants Acab(τW ) written in
the coordinates on M corresponding to the solution γ˜W |~=0 has the property
(5.42).
Proof. The tensor Acab(τ) can be interpreted as the “residue” of the affine con-
nection on M~ (see 5.4.5). Consider the equation (5.6) written in the fiberwise
coordinates corresponding to the solution γ˜W (τ, ~). This equation expresses the
fact that ∇(~) is flat. The term of order ~−1 gives
d(
∑
a
Acabdτ
a) = 0 (5.49)
which is exactly the required property (5.42).
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5.9 Flat metric on M
Here we explain that if the filtrationW on H∗(X,C) is isotropic with respect to
the Poincare pairing then a (holomorphic) flat metric which is compatible with
the algebra structure (equation (5.67)) and the affine structure {τW } (equation
(5.72)) is induced on M.
Assume that the filtration W≤0 ⊂ W≤ 12 ⊂ · · · ⊂ W≤n = ⊕kH
k(X,C)[−k]
introduced in §9 is isotropic with respect to the Poincare pairing < , > in the
following sense:
< φ1, φ2 >= 0, for φ1 ∈W≤r, φ2 ∈W≤n−r− 12 (5.50)
This property together with the corresponding property
< φ1, φ2 >= 0, for φ1 ∈ F
≥r, φ2 ∈ F
≥n−r+ 12 (5.51)
of the Hodge filtration implies
< φs, φs′ > 6= 0, for φr ∈ F
≥r ∩W≤r, φr′ ∈ F
≥r′ ∩W≤r′ =⇒ r + r
′ = n
(5.52)
Assume that a choice of nowhere vanishing holomorphic n−form ΩX is fixed.
Define the pairing
(γ1, γ2) :=
∫
X
(γ1 ∧ γ2) ⊢ ΩX ∧ ΩX , for γ1, γ2 ∈ ⊕p,qΩ
0,q(X,ΛpTX) (5.53)
Proposition 5.9.1.
(∂¯γ1, γ2) = (−1)
p1+q1+1(γ1, ∂¯γ2) (5.54)
(∆γ1, γ2) = (−1)
p1+q1(γ1,∆γ2) (5.55)
Proof. The proof follows from the integration by parts formulas.
Proposition 5.9.2. The pairing (5.53) induces a natural pairing on the oppo-
site fibers of the local system Tpi~ ⊗ Tpi−~ → C
Proof. Recall that the fibers of the local system Tpi~ → A
1
C
are naturally iden-
tified with the cohomology of the complex (g, ∂¯ + ~∆)[1].
Proposition 5.9.3. The pairing ~n−2( , ) : Tpi~⊗Tpi−~ → C is locally constant:
∂~~
n−2(u~, v−~) = ~
n−2(DT∂/∂~u~, v−~) + ~
n−2(u~,D
T
−∂/∂~v−~) (5.56)
where u~ = u+ u(1)~+ . . . , v~ = v + v(1)~+ . . . ∈ Γ(A
1
C
, π∗
~
T
M˜/A1
C
).
Proof. The locally constant elements of Γ(A1
C
\ 0, π∗
~
T
M˜/A1
C
) are of the form
(5.29).
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Consider the same pairing written in the locally constant frame on Tpi~ →
A1
C
.
Proposition 5.9.4. Assuming that the filtration W is isotropic one has
∀ u, v ∈ ⊕rW
H
≤r~
s(r)C[[~−1]] (u(~), v(−~)) ∈ C[[~−1]] (5.57)
In other words the pairing ( , ) : Tpi~ ⊗ Tpi−~ → C extends over ~ =∞.
Proof. For u ∈ H the corresponding element of (∂¯+~∆)−cohomology class can
be written as l−1
~
u, where l−1
~
: [
∑
γp,q]→ [
∑
~−
p+q−2
2 γp,q]. Notice that for any
u, v ∈ H
∫
X
(l−1
~
u ∧ l−1−~v) ⊢ Ω ∧ Ω =
= (−1)1+v(n−
1
2 )
∫
X
(l−1
~
u ⊢ Ω) ∧ (l−1
~
v ⊢ Ω)
= (−1)1+v(n−
1
2 )~2−n
∫
X
(u ⊢ Ω) ∧ (v ⊢ Ω) (5.58)
where deg vp,q = q − p for vp,q ∈ Ω0,q(X,ΛpTX). To complete the proof it is
enough to notice that by the property (5.52) for u ∈W≤r, v ∈ W≤r′∫
X
(u ⊢ Ω) ∧ (v ⊢ Ω) 6= 0 =⇒ s(r) + s(r′) ≤ n− 2 (5.59)
Let us denote by
ΦW,H(τW , ~) =
[
~exp
1
~
γ˜W (τ, ~)− ~
]
∈ H(~)⊗̂(0)C[[τW ]] (5.60)
the formal power series representing the canonical mapM~ → Tpi~ written using
the fiberwise coordinates corresponding to γ˜W
~
.
Consider the pairing induced on the tangent sheaf of M via this map from
the pairing Tpi~ ⊗ Tpi−~ → C
(ΦW )∗(u, v) := (∂uΦ
W,H(τW , ~), ∂vΦ
W,H(τW ,−~)) (5.61)
Theorem 3. Assuming that the filtration W is isotropic the induced pairing
does not depend on ~:
∀ u, v ∈ TM0 (Φ
W )∗(u, v) ∈ ~0C[[τW ]] (5.62)
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Proof. Notice that
(ΦW )∗(u, v) =
∫
X
(
∂uγ˜
W (τ, ~)e
1
~
γ˜W (τ,~) ∧ ∂vγ˜
W (τ,−~)e−
1
~
γ˜W (τ,−~)
)
⊢ Ω ∧ Ω =
(5.63)∫
X
(
∂uγ˜
W (τ, ~)∂v γ˜
W (τ,−~)e
1
~
((γ˜W(0)(τ)+~γ˜
W
(1)(τ)+... )−(γ˜
W
(0)(τ)−~γ˜
W
(1)(τ)+... ))
)
⊢ Ω ∧ Ω
(5.64)
Hence (ΦW )∗(u, v) ∈ C[[~]]⊗̂C[[τW ]]
On the other hand for any u ∈ TM0 its image under the map (Φ
W,H)∗ written
in the locally constant frame on Tpi~ → A
1
C
lies in
ΦW∗ u ∈ ⊕rW
H
r ~
s(r)C[[~−1]]⊗̂C[[τW ]] (5.65)
Therefore by the proposition 5.9.4
∀u, v ∈ TM0 (Φ
W )∗(u, v) ∈ C[[~−1]]⊗̂C[[τW ]] (5.66)
Proposition 5.9.5. The pairing (ΦW )∗ : T⊗2M0 → C is compatible with the
algebra structure on TM0 in the following sense:
∀ u, v, w ∈ TM0 (Φ
W )∗(u ◦ w, v) = (ΦW )∗(u,w ◦ v) (5.67)
Proof. The pairing Tpi~ ⊗ Tpi−~ → C induces via the canonical map M~ → Tpi~
the pairing
Φ∗~ : TM~ ⊗ TM−~ → OM~×M−~ (5.68)
One can regard the pairing (ΦW )∗ : T ⊗2M0 → OM0 as being induced from the
pairing Φ∗
~
via the identification of the fibers M~ ∼ M0 associated with the
fiberwise coordinate choice corresponding to γ˜W
~
. The pairing Φ∗
~
( , ) is com-
patible with the affine connections on the fibers M~,M−~:
∀ u, v, w ∈ Γ(M˜, T
M˜/A1
C
)
Lie(w(~),w(−~))Φ
∗
~(u, v) = Φ
∗
~(∇(~)wu(~), v(−~)) + Φ
∗
~(u,∇(−~)wv(−~))
(5.69)
To prove this equality it is enough to notice that it becomes trivial if one uses
affine coordinates on the fibers M~,M−~. For u, v, w ∈ Γ(M0, TM0) denote
by u(~), v(~), w(~) ∈ Γ(M˜, T
M˜/A1
C
) the relative vector fields such that u(0) =
u, v(0) = v, w(0) = w and u(~), v(~), w(~) are constant in the trivialization
of p defined by γ˜W
~
. The equation (5.67) is obtained from (5.69) applied to
u(~), v(~), w(~) by looking at the terms of order ~−1.
36
Second proof. Taking the terms of zero order in ~ in (5.64) we see that
(ΦW )∗(u, v) =
∫
X
(∂uγ˜
W
(0) ∧ ∂vγ˜
W
(0) ∧ e
2γ˜W(1)(τ)) ⊢ Ω ∧Ω (5.70)
Therefore
∀ u, v, w ∈ TM0 (Φ
W )∗(u ◦ w, v) =∫
X
(∂uγ˜
W
(0) ∧ ∂vγ˜
W
(0) ∧ ∂wγ˜
W
(0) ∧ e
2γ˜W(1)(τ)) ⊢ Ω ∧ Ω = (ΦW )∗(u,w ◦ v) (5.71)
Recall that {∆a} denotes a basis in the graded vector space H compatible
with the direct sum decomposition H∗(X,C) = ⊕rF≥r ∩W≤r. We have also
denoted via {τaW } the natural coordinates on M assocated with the formal
power series γ˜W |~=0(τ). Since the filtration W is isotropic the Poincare pairing
induces the pairing on GrW∗ which we will denote by the same symbol < , >.
Proposition 5.9.6.
(ΦW )∗(∂a, ∂b) = (−1)
b¯(n− 12 )−rb+n < ∆a ⊢ Ω,∆b ⊢ Ω > (5.72)
where ∆b ∈ WH≤rb ∩ (F
H)≥rb and b¯ = k for ∆b ∈ Hk. In particular, the pairing
(ΦW )∗ : (TM0)
⊗2 → OM0 is constant in the coordinates {τW }.
Proof. It follows from the theorem 3 that one should take into account only the
following components of ΦW in (5.61):
(ΦW )∗(∂a, ∂b) =
∑
c,d
~s(rc)(−~)s(rd)([∂aΦ
c
(0)∆c], [∂bΦ
d
0∆d])
= (−1)b¯(n−
1
2 )−rb+n < ∆a ⊢ Ω,∆b ⊢ Ω > (5.73)
where in the last step we have used the property (4.34) and the calculation
(5.58).
Corollary 5.3. The pairing (ΦW )∗( , ) is symmetric and nondegenerate.
Proof. These properties follow from the equation (5.67) and (5.72) correspond-
ingly.
Proposition 5.9.7. The vector field E ∈ TM0 is conformal with respect to the
metric induced by ΦW : LieE(Φ
W )∗( , ) = (2− n)(ΦW )∗( , ), that is
∀ u, v ∈ TM0
E(ΦW )∗(u, v)− (ΦW )∗([E, u], v)− (ΦW )∗(u, [E, v]) = (2− n)(ΦW )∗(u, v)
(5.74)
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Proof. As in the proof of proposition 5.9.5 let us regard the pairing (ΦW )∗ :
T ⊗2M → OM as being induced from the pairing Φ
∗
~
defined in (5.68). The
connection D∂/∂~ respects the pairing ~
n−2Φ∗
~
:
D∂/∂~~
n−2Φ∗~(u(x, ~), v(y,−~)) =
~n−2Φ∗~(D∂/∂~u(x, ~), v(y,−~)) + ~
n−2Φ∗~(u(x, ~),D−∂/∂~v(y,−~)) (5.75)
Let us apply this equality to u(~), v(~) ∈ Γ(A1
C
, p∗TM˜/A1
C
) which are constant in
the trivialization corresponding to γ˜W
~
. Notice that for such vector fields
(ΦW )∗(u(τ, 0), v(τ, 0)) = Φ∗~(u(τ, ~), v(τ,−~)) (5.76)
Let us restrict both sides of the equation (5.75) to x = y and pick up the terms
of order ~n−3. A short calculation gives the equation (5.74).
5.10 Flat identity
Consider the coordinates onM associated with the power series γ˜W(0) = γ˜
W |~=0(τW ).
Proposition 5.10.1. The coordinate vector field ∂0 corresponding to the ele-
ment ∆0 = [1] ∈ WH≤n/W
H
≤n− 12
is the identity with respect to the algebra struc-
ture on TM.
Proof. We need to prove that
∂0γ˜
W
(0) = [1] ∈ Ker ∂¯ + [γ˜
W
(0), ]/Im ∂¯ + [γ˜
W
(0), ] (5.77)
The relative vector field corresponding to
δγ˜ = ~[1] ∈ Ker ∂¯ + ~∆+ [γ˜W , ]/Im ∂¯ + ~∆+ [γ˜W , ] (5.78)
is sent by the map
[exp(l~γ˜
W )]∗ : T M~ → T Tpi~ (5.79)
to the family of eulerian vector fields
[δ exp(l~γ˜W )
δγ˜
]
= [exp(l~γ˜
W )] = x~
∂
∂x~
(5.80)
in the fibers of the local system Tpi~ . On the other hand, since the series γ˜
W
satisfies the conditions of the theorem 1 the image of the family of eulerian
vector fields under the inverse to the map (5.79) is the family written in the
coordinates τW as∑
a,b
(1 + ΦW,a)
(∂ΦW
∂τ
−1)b
a
∂
∂τb
= ~
∂
∂τ0
+ ~0v0(τ) + ~
−1v−1(τ) + . . . (5.81)
Therefore
∂
∂τ0
= [1] ∈ Ker ∂¯ + ~∆+ [γ˜W , ]/Im ∂¯ + ~∆+ [γ˜W , ] (5.82)
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5.11 Dependence on the base point pi ∈Mclassical
In this subsection we study the variation of the structure introduced above with
respect to the deformations of the base point π.
Let us denote by φ the coordinates defined by the map (4.35) on a neigh-
borhood of the point [X0] of the moduli space Mclassical of complex structures
on XC∞ .
Let W (φ),W (0) = W be the family of filtrations on ⊕iHi(Xφ,C) locally
constant with respect to the Gauss-Manin connection. If W (0) is complemen-
tary to the Hodge filtration at φ = 0 the filtrationW (φ) remains complementary
to the Hodge filtration for φ sufficiently small. Let Ωφ be the family of n−forms
which are holomorphic in the complex structure corresponding to φ and which
are normalized according to the formula (4.8).
We see that we get a family of (formal) moduli spaces M(φ) equipped with
coordinate systems GrW (φ) → M(φ), multiplications on TM(φ), symmetry
vector fields, and the pairings induced by generalized period mappings from
the pairings defined by Ωφ. We claim that this family of structures essentially
does not depend on the base point φ ∈ Mclasical. The graded vector spaces
GrW (φ) are identified by the Gauss-Manin connection. Consequently one gets
the identification of the moduli spacesM(φ) for sufficiently small φ. Denote by
τφ the linear coordinate on W≤n−1/W≤n− 32 corresponding to φ.
Proposition 5.11.1.
∂
∂φ
Acab(τW , φ)|φ=0 =
∂
∂τφ
Acab(τW , 0) (5.83)
Proof. Let g(φ), g~=1(φ) denote the differential graded Lie algebras associated
with the base point Xφ. Let
(ρφ, fφ) ∈ Ω
0,1(X(0), T )⊕ Ω0,0(X(0),O)
denote the elements describing according to the proposition 4.1.1 the defor-
mations of the complex structure corresponding to Xφ and the holomorphic
volume element Ωφ The proof follows from the standard quasi-isomorphisms
g(φ) ∼ (g(0), d := ∂¯+ [ρφ, ·]), g~=1(φ) ∼ (g~=1(0), d := ∂¯+∆+ [ρφ+ fφ, ·]).
It was shown in the proposition 4.2.6 that
Ω(φ) = exp(γ˜W (τφ, ~ = 1)) ⊢ Ω(0) (5.84)
From this fact it can be deduced analogously that
∂
∂φ
(ΦW )∗(∂a, ∂b) = 0 (5.85)
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5.12 Frobenius manifolds
Let us recall the definition of formal Frobenius (super) manifold as given in
[KM], [Du]. Let H be a finite-dimensional Z2-graded affine space over14 C. It is
convenient to choose some set of coordinates xH = {x
a} which defines the basis
{∂a := ∂/∂xa} of vector fields which are generators of affine transformations.
Let one of the coordinates is distinguished and denoted by x0. Let A
c
ab ∈ C[[xH]]
be a formal power series representing 3-tensor field, gab be a nondegenerate
symmetric pairing on H.
One can use the Acab in order to define a structure of C[[xH]]-algebra on
H⊗C[[xH]], the (super)space of all continious derivations of C[[xH]], with mul-
tiplication denoted by ◦:
∂a ◦ ∂b :=
∑
c
Acab∂c (5.86)
One can use gab to define the symmetric C[[xH]]-pairing on H⊗ C[[xH]]:
〈∂a, ∂b〉 := gab (5.87)
These data define the structure of formal Frobenius manifold on H iff the
following equations hold:
(1) (Associativity/Commutativity/Identity)
∀ a, b, c, d
∑
e
AeabA
d
ec = (−1)
a¯(b¯+c¯)
∑
e
AebcA
d
ea (5.88)
∀ a, b, c Acba = (−1)
a¯b¯Acab (5.89)
equivalently, Acab are structure constants of a supercommutative associa-
tive
C[[xH]]-algebra. It is required also that ∂0 is an identity element of this
algebra.
(2) (Invariance)
∀ a, b, c 〈a ◦ b, c〉 = 〈a, b ◦ c〉, (5.90)
equivalently, the pairing gab is invariant with respect to the multiplica-
tion ◦.
(3) (Potential)
∀ a, b, c, d ∂dA
c
ab = (−1)
a¯d¯∂aA
c
db , (5.91)
which implies, assuming (5.89) and (5.90), that the series Aabc are the
third derivatives of a single power series C[[xH]]
Aabc = ∂a∂b∂cΦ (5.92)
14One can work over an arbitrary field of characteristic zero
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(4) (Euler vector field) There exists an even vector field E acting as a conformal
symmetry with respect to the multiplication and the metric on TH in the
following sense:
LieE(g) = Dg, D ∈ Q (5.93)
LieE(◦) = ◦ (5.94)
5.13 Family of Frobenius manifold structures on M
Recall that the set of rational Gromov-Witten invariants of a projective manifold
Y defines the Frobenius manifold structure on ⊕p,qHq(Y,Ωp)[−q−p] considered
as a (super)affine space. Analogously, given a filtration W complementary to
the Hodge filtration the set of the invariants of generalized variations of Hodge
structures defines the Frobenius manifold structure on M identified with (su-
per)affine space ⊕p,qHq(X,ΛpTX)[−q−p] with the help of the map GrΦW (see
§5.8).
Theorem 4. Assume that we are given an isotropic filtration W on the graded
vector space H∗(X,C) which is complementary to the Hodge filtration. Then
the affine structure on M corresponding to the series γ˜W |~=0(τW ), the algebra
structure on TM, the pairing (Φ
W )∗( , ) induced by the generalized period map-
ping and the symmetry vector field E define Frobenius manifold structure on
M.
Proof. We have checked all the required properties above in this section.
Remark 5.13.1. Frobenius manifold structure on M described in [BK] is ob-
tained if one takes as the filtration W the complex conjugate to the Hodge filtra-
tion F .
Remark 5.13.2. The expression (5.71) suggests that there might exists a for-
mula of Chern-Simons type (see [BK],[BCOV]) for the function FW whose third
derivative equals Aabc(τW )
6 Mirror Symmetry in dimensions n > 3
Let (X,Y ) be a pair of mirror dual Calabi-Yau manifolds. Hypothetically there
exists singular point on the compactification of the moduli space of deformations
of X such that the associated limiting weight filtration W is complementary
to the Hodge filtration on ⊕kH
k(X,C)[−k] and its associated quotent GrW
is naturally isomorphic to ⊕kHk(Y,C)[−k]. Let us consider the invariants of
generalized variations of Hodge structure associated with X which are written
using the filtration W at the singular point.
Mirror Symmetry conjecture in higher dimensions. The rational Gromov-
Witten invariants of Y coincides with the invariants (5.1) of generalized varia-
tions of Hodge structure associated with X.
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In this section we prove this conjecture in the case of projective complete
intersections.
6.1 Projective hypersurfaces
Let Y n ⊂ Pn+1 denotes a smooth variety defined by the equation
P (x1, . . . , xn+2) = 0
of degree (n + 2) in (n + 2) homogenious coordinates (x1 : . . . : xn+2). The
canonical class of Y n is trivial. A nonzero section of the sheaf of holomorphic
n−forms can be written as
i=n+2∑
i=1
(−1)i
xidx1 ∧ . . . ∧ d̂xi ∧ . . . ∧ dxn+2
dP
(6.1)
Let Xnz denotes the family of Calabi-Yau varieties obtained by the resolution of
singularities from the varieties:{
(x1 : . . . : xn+2)|x
n+2
1 + . . .+ x
n+2
n+2 = z · x1x2 . . . xn+2
}
/
(
Z/(n+ 2)Z
)n
(6.2)
where
(
Z/(n+ 2)Z
)n
is the group of diagonal matrices acting on the zero locus
of the above equation
{
diag(ζ1, . . . , ζn+2)|ζ
n+2
i = 1,
i=n+2∏
i=1
ζi = 1
}
/
{
diag(ζ, . . . , ζ)|ζn+2 = 1
}
(6.3)
The 1−parameter family of varieties Xnz is mirror dual to the universal family
of Calabi-Yau hypersurfaces Y n ⊂ Pn (see[BvS],[GMP]). The varieties Xn and
Y n are known to satisfy (see [BB])
dim Hq(Y,Ωp) = dim Hq(Y,Ωn−p) (6.4)
6.2 Complete intersections
More generally, let Yn(li) be a smooth variety defined as the intersection of the
hypersurfaces L1, . . . ,Lr ⊂ Pn+r of degrees l1, . . . , lr, l1 + . . .+ lr = n+ r+1.
A construction of the mirror dual family of Calabi-Yau manifolds Xnz (li) was
proposed in [BvS]. The smooth varieties Xnz (li) are the Calabi-Yau compactifi-
cations of the complete intersection of r hypersurfaces

u1+ . . . +ul1 = 1
ul1+1+ . . . +ul1+l2 = 1
. . .
ul1+···+lr−1+ . . . +ul1+···+lr = 1
(6.5)
inside the algebraic tori {u1 · u2 · · · · un+r+1 = z|z 6= 0} ⊂ An+r+1. The pairs of
varieties Yn(li), Xn(li) have Hodge numbers satisfying (6.4) according to [BB].
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6.3 Weight filtration
Let us denote by ν : X (li) → S the total space of the family Xz(li). Let W ′∗
denotes the standard limiting weight filtration on ⊕kHk(Xnz ,C)[−k] associated
with the singular point z = 0 in the family Xnz . Recall that there exists a unique
increasing filtration W ′≤0 ⊂ W
′
≤1 ⊂ . . . ⊂ W
′
≤2n associated with a nilpotent
operator N acting on a vector space V with the properties
• N :W ′≤l ⊂W
′
≤l−2
• N l : Grn+lW ′ → Grn−lW ′ is an isomorphism
The limiting weight filtration on ⊕kH
k(Xz,C) is the filtration defined by the
nilpotent operator N = log(T ) where T is the unipotent part of the monodromy
around z = 0. Denote by W≤r = W
′
≤2r the same filtration with all the indexes
divided by two:
W≤0 ⊂W≤ 12 ⊂ . . . ⊂W≤n = H
∗(X,Q) (6.6)
It can be shown using the technic from [BB] and [DL] thatW∗ is complementary
to the Hodge filtration F ∗(Xz) in the sense of (4.21) for sufficiently small z and
that the monodromy is in fact unipotent (this is an extension of the condition
of the (strong) maximal degeneracy of the point z = 0, see for example [D],[M]).
Let us introduce the following bigrading on the space GrW = ⊕rW≤r/W≤r− 12 :
GrW = ⊕i,j∈0...n(GrW )
ij ,
(GrW )ij =
(
W≤n−(i+j)/2∩H
j−i+n(X,C)
)
/
(
W≤n−(i+j+1)/2∪H
j−i+n(X,C)
)
(6.7)
Since W is complementary to the Hodge filtration F one has GrW ≃ GrF and
(GrW )ij ≃ Hj(X,Ωn−iX ) (6.8)
A choice of holomorphic n−form ΩX defines a pairing (5.53) on the space
GrFH = ⊕i,jHj(X,ΛiTX)[−i−j]. It induces a natural pairing on the the space
GrF = ⊕i,jHj(X,Ω
n−i
X )[−i − j] via the identification GrF
H ⊢ΩX= GrF where
the same choice of the holomorphic n−form ΩX is used. When considered as a
pairing on GrW ≃ GrF this pairing does not depend either on the deformations
of complex structure onX nor on the choice of Ω. This pairing is symmetric with
respect to the total grading (6.7) on GrW . It differs from the pairing induced
from the Poincare pairing by certain signs depending on the given bigraded
component (see eq. (5.72)).
It is known that the operator N acting on GrW has properties similar
to that of the operator of multiplication by the Ka¨hler 2-form acting on the
cohomologies of a projective manifold. In particular, the operator N defines
the “Lefschetz decomposition” on GrW . The restriction of the pairing to the
corresponding primitive subspaces satisfies the analogs of the Hodge-Riemann
bilinear identities (see [D] and references therein).
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Recall that the only nonzero Hodge numbers of Y are hp,q for p + q =
dimCY , and h
p,p = 1 for p 6= dimCY/2. Let us denote by L the operator of
the multiplication by the Ka¨hler 2-form acting on H∗(Y,C). The Lefschetz
decomposition on H∗(Y,C) has the following structure
H∗(Y,C) =< ∆0, . . . ,∆n > ⊕(⊕k=1...dimPn(Y,C) < Θk >) (6.9)
∆0 = 1, L∆i = ∆i+1, L∆n = 0, ∆i ∈ H
2i(Y,C), n = dimCY
LΘk = 0, Θk ∈ H
n(Y,C)
It follows from the property (4.21) that the ”Lefschetz decomposition” induced
by the operator N on GrW has similar structure.
Proposition 6.3.1. There exists an isomorphism of the Z−graded 15 vector
spaces
f : H∗(Y,C)→ GrW (6.10)
preserving the pairing and such that f−1Nf = L
Proof. It follows from the coincidence of the dimensions of the components of
the Lefschetz decompositions.
Let us denote
∆˜i = f(∆i), Θ˜k = f(Θk) (6.11)
We will use the linear map f in §6.5 to compare the Gromov-Witten in-
variants of Y n(li) with the invariants of the generalized variations of Hodge
structures attached to Xn(li)
6.4 q-expansion
Let
Γi ∈ Hn(Xz,C) ∩W
⊥
≤−i, NΓi = Γi−1
Ξk ∈W
⊥
≤−n/2, NΞk = 0 (6.12)
the elements which form a frame in H∗(Xz ,C) which projects to the frame in
Hom(GrW,C) dual to {∆˜i, Θ˜k}. It follows that the monodromy transforms
Γ0,Γ1 into
T (Γ0) = Γ0, T (Γ1) = Γ1 + Γ0 (6.13)
Let Ω(z) denotes the holomorphic n−form on Xz normalized so that∫
Γ0
Ω(z) = 1 (6.14)
15When we speak about the Z−grading on GrW we mean the total sum of gradings (6.7)
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Recall that we have associated the formal power series Aabc(τ, z) to the choice
of the base point z of the classical moduli space of complex structures, of the
isotropic filtration W complementary to the Hodge filtration, and of the nor-
malization of the holomorphic n−form Ω(z).
According to the formula (4.35) affine coordinate induced on the base of the
family Xnz via the map GrΦ
W |Mclassical can be identified with the period
tbase(z) =
∫
Γ1
Ω(z) (6.15)
It follows from the formula (6.13) that the family of formal power seriesAabc(τ ; t
base(z))
depends on tbase(z) only through q = exp((2πi)tbase(z)). Denote by τΓ1 the
coordinate on the formal moduli space M(q) corresponding to the element
[Γ1] ∈ (W≤n−1/W≤n− 32 )
dual.
Proposition 6.4.1.
Aabc(τ, τ
Γ1 ; q) = Aabc(τ, 0; exp(2πi τ
Γ1)q) (6.16)
considered as power series in (τ, q)
Proof. It follows immediately from the prop. 5.11.1.
One can assume without loss of generality that the element Γ1 defined up to
an addition of an element proportional to Γ0 is chosen so that the coordinates
q on the base of the family X(li) coincides with the similar coordinate from
[BvS],[G].
6.5 Invariants of the generalized VHS and Gromov-Witten
invariants
Let Cabc(τ
′, q), τ ′ ∈ H∗(Y n,C) is the generating function encoding the whole
set of rational Gromov-Witten invariants (for the definition of Cabc(τ
′, q) see
[KM, BM]) of the smooth projective Calabi-Yau variety Y n(li) which is the
intersection of the hypersurfaces of degrees l1, . . . , lr. We would like to identify
Cabc(τ
′, q) with the generating function Aabc(τ, q) of the invariants introduced
in section 5 which are attached to the dual family Xn(li).
Picard-Fuchs equations
Here we explain how to write down the equations satisfied by the periods of the
holomorphic n−form Ω(q): ∫
Γi
Ω(q) (6.17)
where NΓi = Γi−1 are the locally constant elements defined in (6.12).
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Let us denote
∆˜qi ∈ W≤n−i ∩ F
≥n−i ∩Hn(Xq,C), < ∆˜
q
i , . . . , ∆˜
q
n >= ImN
i,
Θ˜qk ∈W≤n/2 ∩ F
≥n/2 (6.18)
the sections of R∗ν∗(CX ) whose images in GrW coincide with ∆˜i, Θ˜k.
Proposition 6.5.1. The covariant derivatives of ∆˜qi with respect to the Gauss-
Manin connection have the following form:
Dq∆˜
q
i−1 =
1
q
ai(q)∆˜
q
i , for i ∈ 1 . . . n− 1 (6.19)
ai(q) = 1 + o(q) (6.20)
Proof. The operator N is locally constant. It follows that the subspace gener-
ated by ∆˜qi , . . . , ∆˜
q
n is preserved by the Gauss-Manin connection. The equation
(6.19) follows now from the Griffiths transversality condition DqF
≥s ⊂ F≥s−1.
The form (6.20) of the coefficients ai(q) follows from the nilpotent orbit theorem
(see [D] and references therein).
One can check that Ω(q) = ∆˜q0. The conditions (6.14) and (6.15) imply also
that 16 DtΩ(q) = ∆˜
q
1.
Corollary 6.1. The periods of the holomorphic n−form Ω(q) satisfy
∂t(
1
an(e2piit)
∂t(. . . ∂t(
1
a1(e2piit)
∂t
∫
Γi
Ω(e2piit) ) . . . ) = 0 (6.21)
Let
∆˜Hi , Θ˜
H
k ∈ ⊕r,sH
r(Xq,Λ
sTXq )[s− r]
correspond to ∆˜i, Θ˜k ∈ GrW via the composition of isomorphisms
GrW ≃ GrF
⊢Ω(q)
≃ ⊕r,sH
r(Xq,Λ
sTXq )[s− r]
In particular, ∆˜H0 = 1 and ∆˜
H
1 = [
∂
∂t ].
Proposition 6.5.2. The following identities hold
∆˜H1 · ∆˜
H
i−1 = ai(q)∆˜
H
i , for i ∈ 1 . . . n− 1 (6.22)
in the algebra ⊕r,sHr(Xq,ΛsTXq )[s− r]
16In the sequel we will denote the coordinate tbase simply by t when it does not seem to
lead to a confusion
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Proof. The covariant derivative of the flag Ft is a linear map
GrF≥∗t → GrF
≥∗−1
t
It coincides as an element of
⊕r,sHom(H
r(Xt,Ω
s
X), H
r+1(X,Ωs−1X ))
with the cup multiplication by ∂/∂t
Small quantum cohomology differential equations
Here we decribe the analogous differential equation involving the structure con-
stants of the small quantum multiplication on H∗(Y,C).
Proposition 6.5.3. The following identities hold in the small quantum coho-
mology algebra of Y (li)
∆1 ·∆i−1 = ci(q)∆i, for i ∈ 1 . . . n− 1 (6.23)
ci(q) = 1 + o(q) (6.24)
Proof. It follows almost immediately from the definitions. The only thing to
check which is not immediately obvious is the fact that ∆1 ·∆n
2
−1 ∈ < ∆n
2
>
in the case dimY is even. This follows from the fact that the calculation of the
small quantum multiplication ∆1 · ∆n
2
−1 can be reduced to the calculation of
certain intersection numbers on the space of stable maps to the projective space
CPn+r+1 ⊃ Y (li).
Consider the differential equation of the n+ 1-st order
∂t(
1
cn(e2piit)
∂t(. . . ∂t(
1
c1(e2piit)
∂t ψ(t) ) . . . ) = 0 (6.25)
Proposition 6.5.4. For the pair of mirror families X(li), Y (li) one has
aXi (q) = c
Y
i (q) (6.26)
Proof. The theorem 11.8 from [G] implies that the two differential equations
(6.21) and (6.25) have the same space of solutions. This identifies aXi and c
Y
i
up to a multiplication by a constant. The latter ambiguity is fixed by the
conditions (6.20) and (6.24).
The two generating functions
Here we prove the theorem establishing the coincidence of the Gromov-Witten
invariants of the projective complete intersection Calabi-Yau manifolds and the
invariants introduced in the section 5 associated with their mirror duals. Recall
that we use the map f : H∗(Y,C) → GrW defined in the proposition 6.3.1 to
compare the generating power series A(τ, q) and C(τ, q).
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Theorem 5.
Cabc(τ, q) = Aabc(τ, q) (6.27)
in other words the rational Gromov-Witten invariants of Y n(li) coincide with the
invariants of generalized variations of Hodge structures associated with Xn(li)
Proof. The idea of the proof is to use the constraints on the series Aabc(τ, q),
Cabc(τ, q) arising from the equations defining the Frobenius manifold structure
and the proposition 6.5.4. Let us consider the Taylor expansions
Cabc(τ, q) =
∑
m≥0,d1...dk
1
k!
ε(a, b, c, d1 . . . dk) < ea, eb, ec, ed1 , . . . , edk >
C
m q
mτd1 . . . τdk
(6.28)
Aabc(τ, q) =
∑
m≥0,d1...dk
1
k!
ε(a, b, c, d1 . . . dk) < ea, eb, ec, ed1, . . . , edk >
A
m q
mτd1 . . . τdk
where {ei} denotes the basis (6.9), (6.11) in H∗(Y,C)
f
≃ GrW and ε is the
standard sign depending on the parity of the elements edi . Recall that the
conformal symmetry vector field acts on both power series (see eq. (5.37) for
the case of Aabc)
E(τ) =
∑
a
1
2
(deg τa + 2)τa
∂
∂τa
(6.29)
where deg τa = −k for τa ∈ (W≤(n−k)/2/W≤(n−k−1)/2)
dual f
∗
≃ (Hk(Y,C))dual.
It follows that
< ea1 , . . . , eak >
A(C)
m 6= 0⇒
∑
i
deg eai = 2dimCX + 2(k − 3) (6.30)
where deg ea = k for ea ∈ H
k(Y,C)
f
≃W≤(n−k)/2/W≤(n−k−1)/2. It follows from
the proposition 5.10.1 that Aab0(τ, q) = ηab where ηab is the 2−tensor of the
metrics. The proposition 6.5.4 together with the grading conditions defined by
the symmetry vector field E(τ) imply that Cabc(0, q) = Aabc(0, q) whenever one
of the indexes a, b, c corresponds to H2(Y,C) ≃ (GrW )2. The proposition 6.4.1
implies that the following analog of the ”Divisor axiom” holds for the series
Aabc(τ, q)
∀ a, b, c, d1 . . . dk;m
< ea, eb, ec, ed1 , . . . , edk , ∆˜1 >
A
m=< ea, eb, ec, ed1 , . . . , edk >
A
m (6.31)
where ∆˜1 is the basis element corresponding to ∂/∂t
base. Let us consider the
associativity equaion
∀ a, b, c, d,
∑
f,g
Aabfη
fgAgcd = (−1)
a¯(b¯+c¯
∑
f,g
Abcfη
fgAgad (6.32)
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and similarly for Cabc. Notice it follows from the grading condition (6.30) that
any nonzero expression < ei1 , . . . , eik >
C
m contains no more then two elements
from the “nonalgebraic” subspace generated by Θi. Analogously the same is
true for the Taylor coefficients of the series Aabc(τ, q) and the elements from
the subspace generated by Θ˜i. Using the equation (6.32) as in the proof of the
theorem 3.1 from [KM] all the Taylor coefficients of the series Aabc and Cabc can
now be identified inductively.
Let {Gi} denotes a locally constant frame in H∗(Xq,C).
Corollary 6.2. The Gromov-Witten invariants of Y (li) are expressed in terms
of the generalized periods
∫
Gi
ΠW (τ, q) (see formula (4.29)) associated with the
dual family X(li)
Ccab(τ, q) =
∑
i
((∂Π)−1)ci∂a∂bΠ
i (6.33)
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