In this paper we study boundary conditions for linear hyperbolic systems of equations and the corresponding dual problems. In particular, we show that the primal and dual boundary conditions are related by a simple scaling relation. It is also shown that the weak dual problem can be derived directly from the weak primal problem.
Introduction
In many engineering applications, functionals computed from the solution, such as for example the lift and drag coefficients in fluid dynamics, are more interesting than the solution of the equations. The importance of duality in the computation of functionals has been investigated in [1, 2, 3] .
More, recently it has been shown that discretizing the equations in a dual consistent way, increase the order of accuracy of the output functional [1, 4, 5, 6, 7] . This superconvergent behavior has also been investigated for schemes based on Summation-by-Parts (SBP) form in combination with the Simultaneous Approximation Term (SAT) technique in [8, 9, 10, 11, 12] . 2 The only requirement for having a dual consistent scheme on SBP-SAT form is choosing a specific subset of coefficients in the SATs for which stability is guaranteed. Superconvergence of linear integral functionals hence comes with no additional computational costs.
In this article, we study linear hyperbolic systems of equations and focus on the relation between the primal and dual boundary conditions. We also show that the weak dual problem can be derived directly from the weak primal problem in a dual consistent manner.
The remainder of this article proceeds as follows. In Section 2, we define the continuous primal problem, derive the dual (or adjoint) problem and investigate the relation between primal and dual boundary conditions. The requirements for well-posedness on the boundary operators also discussed in this section. Section 3 presents a weak implementation of continuous primal and dual problems. In Section 4, the semi-discrete version of the primal and dual equations and the SAT terms for the boundary conditions are derived, and stability and dual consistency are discussed. Related numerical experiments are performed in Section 5.
The continuous problem

The primal problem
Consider the following constant coefficient hyperbolic system of equations on the finite domain Ω u t + Au x + Bu y = F (x, y), (x, y) ∈ Ω, t ≥ 0 L p u = 0, (x, y) ∈ ∂Ω, t ≥ 0 u = 0, (x, y) ∈ Ω, t = 0 (1) including homogeneous boundary and initial conditions. In (1) , A and B are symmetric constant matrices of size m × m and L p is the boundary operator acting on the boundary ∂Ω. The data in the problem is the forcing function F . If A, B are not symmetric, we start by symmetrizing them [13] . By applying the energy method to (1) (for F = 0) we find
where u 2 = ∂Ω u T udΩ and n = (n x , n y ) is the outward pointing unit normal vector. Note that C varies along ∂Ω, but that it is always symmetric.
Due to the fact that C is symmetric, we have
where Λ and X contain the positive and negative eigenvalues and the corresponding orthogonal eigenvectors, respectively. For ease of presentation, and with no restriction, we have assumed that there are no zero eigenvalues. To bound the energy of the solution, boundary conditions must be chosen such that
where W = X T u, W + = X T + u and W − = X T − u.
The dual problem
Consider the linear functional
where G is a vector weight function. To derive the dual problem, we search for the dual solution φ such that J(u, G) = J(φ, F ). By using integration by parts, we find
It follows that the dual end condition is φ(x, y, T ) = 0. Furthermore, the dual boundary conditions L d φ = 0 must be such that
when the primal conditions are applied. In (4), Ψ = X T φ, Ψ + = X T + φ and Ψ − = X T − φ. Finally, the dual equation becomes
By introducing the time transformation τ = T − t, the dual problem becomes
The energy method applied to (5) with G = 0 results in
which implies that an energy estimate is obtained if the dual boundary conditions are chosen such that
The relation between primal and dual boundary conditions
In this section, the relation between the primal and dual boundary conditions is investigated where we assume that both lead to well-posed problems. The conditions (3) and (7) will be discussed in detail later. The general form of boundary conditions for the primal and dual problems are
respectively. Next, we investigate the relation between R 1 and S 1 such that (4) holds.
In the boundary conditions (8), we specify the ingoing characteristic variables in terms of the outgoing ones, which is necessary for well-posedness as can be seen from (2),(3) and (6), (7) . The number of rows in matrices R 1 and S 1 are equal to the number of boundary conditions for the primal and dual problem, respectively [14, 15] .
The relation (4) can now be rewritten as
Now demanding that (8) holds, i.e. that R 2 = R 1 , and S 2 = S 1 leads to
which vanish if
We have proven Proposition 1. The relation between the primal and dual boundary conditions for the problem (1) and (5) is given by (8) and (9).
Remark 1. This implies that as soon as the primal/dual boundary conditions are given, the corresponding dual/primal boundary conditions are obtained by a simple scaling operation.
In order to obtain symmetric formulations for both the primal and dual boundary conditions, a rescaled version of R 1
will be used in the rest of the paper. The matrix R has the same size as R 1 . By inserting (10) into (9), we get
The relations (10) and (11) implies that the general form of primal and dual boundary conditions given in (8) can now be written as
Well-posedness of primal problem
The energy rate given in (2) including the boundary conditions (12) now becomes
In order to obtain an energy estimate, the matrix R must satisfy
Remark 2. R = 0 yields the so called characteristic boundary conditions.
Since we have used a minimal number of boundary conditions necessary for existence, and the energy estimate leads to uniqueness, we can state Proposition 2. The primal problem (1) with the boundary conditions (12), subject to condition (13) is well-posed.
Well-posedness of dual problem
Following the procedure for the primal problem, we rewrite (6) with the dual boundary conditions (12) as
To obtain an energy estimate, the matrix R (in addition to (13)) must satisfy
Remark 3. R = 0 yields the characteristic boundary conditions for (5) .
The result is summarized in the following proposition Proposition 3. The dual problem (5) with the boundary conditions (12), subject to condition (14) is well-posed.
We can also prove Proof. Consider the symmetric matrix
If the primal problem has an energy-estimate, then (13) holds. This implies that the Schur complement
is also positive semi-definite and therefore the dual problem has an energy-estimate, i.e. (14) holds. Conversely, if the dual problem has an energy-estimate, then (14) holds which leads to N ≥ 0. Since N ≥ 0 and −Λ − > 0, the Schur complement Λ + + R T (Λ − ) −1 R is positive semi-definite and hence the primal problem has an energy-estimate, i.e. (13) holds.
Remark 4. We summarize the results so far:
• The primal problem is well-posed if (3) holds.
• The dual problem is well-defined if (4) holds.
• The dual problem is well-posed if (7) holds.
• Primal/dual well-posed boundary conditions yield dual/primal well-posed boundary conditions by a simple scaling operation.
Weakly imposed boundary conditions
Weakly imposed primal boundary conditions
The boundary conditions (12) can also be imposed by adding a penalty term to the right-hand side of (1). This can be formulated as
where L is a lifting operator [16] defined by Ω φ T L(ψ)dΩ = ∂Ω φ T ψds for smooth vector functions φ, ψ. In (15), Σ p is a penalty matrix yet to be determined. The energy method applied to (15) with F = 0 leads to
as the penalty matrix with a yet unknown scalar parameter α yields
The matrix M = M (α) in (17) can be rotated into block diagonal form
holds. The matrix T 21 has linearly independent rows and we find that the new variables are
We summarize the result in Proposition 5. The primal problem (1) with the boundary conditions (12) implemented weakly as in (15), (16) leads to well-posedness if (18) holds.
Weakly imposed dual boundary conditions
By imposing the dual boundary conditions (12) weakly, we have
The result of the energy method applied to (19) (letting G = 0) yields
By choosing
where the scalar parameter β will be determined later, we obtain
The matrixM =M (β) can be diagonalized as
holds. The matrixT 12 has linearly independent rows and the new variables
We summarize the result in Proposition 6. The dual problem (5) with the boundary conditions (12) implemented weakly as in (19), (20) leads to well-posedness if (22) holds.
Remark 5. The matrix M (1) in (17) is equal to the matrixM (1) in (21). This suggests that the weak primal problem (15) is well-posed if the weak dual problem (19) is well-posed and vice versa. We will return to this issue later.
A direct path from the weak primal problem to the weak dual problem
We will next show that one can proceed directly from the weak primal problem to the weak dual problem, and at the same time determine the parameters α, β in the penalty matrices above. The weak dual boundary formulation will be obtained as a natural requirement for the final formulation.
The well-posed weak primal problem is
In the usual manner, we seek the dual solution φ such that
The boundary terms on the last row in (24) can be rewritten as
(25) Inserting the initial and end conditions u(x, y, 0) = φ(x, y, T ) = 0 and substituting (25) into (24) leads to
The result (26) should of course be identical to the dual formulation (19) . By adding and subtracting the dual boundary term βX + (L d φ) in (19) to (26), we get (L d φ) ).
Finally, the time-transformation τ = T − t yields the dual problem
which exactly matches (19) for β = 1.
We have proved Remark 6. The weak formulation (23) leads directly to the dual consistent formulation (29) for α = β = 1. It is straightforward to verify that α = β = 1 satisfy conditions (18) and (22) . Furthermore, they match the strong conditions (13) and (14).
The discrete problem
The derivation of the continuous primal and dual problems above provide a direct roadmap [14] for the numerical treatment in this section.
The semi-discrete primal problem
The semi-discrete finite difference scheme used in this paper is based on the SBP-SAT formulation [17, 18] . SBP operators are discrete differential operators which mimic the integration-by-part rule in the discrete setting. Consider a two-dimensional Cartesian equidistant grid of (N x + 1)(N y + 1) points with coordinates (x i , y j ). In order to mimic the primal continuous weak formulation, the semi-discrete SBP-SAT approximation of (15) on the domain (x, y) ∈ Ω = [0, 1] × [0, 1] is written as,
where U = U (t) is the discrete solution,F is the discrete form of F and
The last term in (31) is the discrete lifting operator. For simplicity, we have only included the boundary conditions at x = 1. The treatment of the remaining boundaries is similar.
In (31), D x,y = P −1 x,y Q x,y is the difference operator, P x,y is a positive definite matrix and Q x,y satisfies Q x,y + Q T x,y = diag[−1, 0, · · · , 0, 1]. The x, y subscripts indicate differentiation in the corresponding coordinate direction. The projection matrix E Nx = diag[0, · · · , 0, 1] is used to place the penalty term at the boundary point x = 1. Moreover, I x and I y are the identity matrices of size N x + 1 and N y + 1. The boundary operator is L p and the penalty matrix Σ p is such that stability is achieved. Both L p and Σ p are already derived in the continuous setting, and given in (12) and (16), respectively.
Stability
The discrete energy method withF = 0 (multiplying (30) from the left with U T (P x ⊗ P y ⊗ I m ) and adding the result to its transpose) leads to
where we have only kept the contribution from right boundary (x = 1). In (32), the semi-discrete norm is defined as U 2 Pxy = U T P xy U , where P xy = (P x ⊗ P y ⊗ I m ) and I m is m × m identity matrix. The relation (32) can be simplified to
As in the continuous analysis, letting Σ p = X − and L p = Λ
where M (1)(=M (1)) is given in (17) . Furthermore, the new variables are
is positive semi-definite and hence the following proposition holds. Proposition 8. The primal semi-discrete approximation (30) with the weak boundary operator L p and penalty matrix Σ p = X − is a stable approximation of (1) and (15) if (13) holds.
Remark 7. The discrete derivation above amounts to administration and bookkeeping of the results already obtained in the continuous analysis.
A direct path to the semi-discrete dual problem
In a similar manner as for the continuous problem in Section 3.3, we show how the discrete dual problem is obtained. To derive the semi-discrete dual problem, consider the linear functional J h (U,G) = U T h P xyG , whereG is a vector weight function. As in the continuous case, we seek the discrete dual function Φ such that 
(34) Again, we only consider the boundary at x = 1 and ignore the terms related to the other boundaries. By using the SBP property Q x + Q T x = diag[−1, 0, · · · , 0, 1], the last term in (34) can be rewritten as
where
with L p given in (12) . At x = 1, we have C = A and the boundary operator in (36) can be simplified to (12) . This yields
Substituting (35) into (34) and inserting the homogeneous initial conditions leads to
The function Φ has to satisfy the discrete dual problem
when the time transformation τ = T − t is implemented. The discrete dual problem (37) is a consistent approximation of (5), including the dual boundary conditions (12), i.e. the scheme (30) is dual consistent. We can also prove the following proposition.
Proposition 9. The semi-discrete dual approximation (37) with weak boundary operator L d and penalty matrix Σ d = −X + is a stable approximation of (5) and (19) if (14) holds.
Proof. The discrete energy method applied to the discrete dual problem (37) withG = 0 results in
whereM (1)(= M (1)) is given (21) . Furthermore, the new variables are (1) is positive semi-definite, which implies that the discretization (37) is stable.
Remark 8. Recall that for α = β = 1, the primal and dual equations have the same energy estimate in the continuous case (see (17) and (21)). Similar results are also obtained for the semi-discrete formulations of the primal problem in (33) and dual problem in (38) . The similarities between the continuous and semi-discrete estimates are due to the use of SBP-SAT approximations.
Numerical experiments
To exemplify the theoretical results, consider the Maxwell's equations posed on the domain Ω = [0, 1] × [0, 1],
Here, E, H, ρ and J represent the electric field-strength, the magnetic fieldstrength, the electric charge density, and the electric current density, respectively. Moreover, and µ are permittivity and permeability coefficients respectively [19] .
With J = 0 we can write (39) in matrix form as In this example, we let ρ = 1, µ = 1 and = 1. The matrices A and B are decomposed as
To test our method, we use the manufactured solution
which provide all the data for the calculations. The boundary conditions are of the type (12) with R E = 0, R S = 1, R W = −1, R N = 0, which denote the value of R in (12) at the East, South, West, and North boundary, respectively (see Figure 1 ).
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East (E) W est (W ) Figure 1 : A schematic of the domain.
Order of accuracy for the solution
We examine the scheme for SBP operators of order 2s in the interior and s near the boundaries, where s ∈ {1, 2, 3, 4}. The time integration is performed until time T = 1 using the classical 4th-order Runge-Kutta method. The rates of convergence are calculated as p = log(E j /E j+1 )/ log(N j+1 /N j ), where N j denotes the number of gridpoints at refinement level j and E j is the error between the computed and exact solution for each variable. In Table 1 , the convergence rates of the solutions are shown for a sequence of spatial mesh refinements. The results show that the design order of accuracy is obtained [20, 21] .
Order of accuracy for functionals
In this subsection, we compute linear functionals to see if superconvergence is obtained [9, 10] . We consider the linear functionals
By using the manufactured solution, the exact functionals can be computed.
Based on the theory derived earlier, the discrete scheme (30) is dual consistent for α = β = 1. If α = 1 is chosen such that (18) is satisfied, then the scheme (30) is stable but not dual consistent. By choosing the penalty matrix at the north boundary as Σ N p = 2(X B ) − , a stable and dual inconsistence scheme is derived. The rates of convergence of the numerical functionals at T = 1 for SBP(2,1), SBP(4,2), SBP(6,3) and SBP (8, 4) for dual consistent and dual inconsistent scheme are given in Tables 2 and 3 , respectively. As shown in Table 2 Table 2 : Convergence rates for the functionals at T = 1, for a dual consistent scheme.
The boundedness of the error in the solutions and functionals for SBP(4,2) and N = M = 40 grid points are shown in Figure 2 . The results show that the error is bounded in time which should be the case according to the theory in [22] . Figure 3 shows the error of the solutions and functionals as a function of α. It can clearly be seen that the errors are minimized for the dual consistent scheme, i.e. when α = 1.
Summary and conclusions
The relation between the primal and dual boundary conditions for linear hyperbolic systems of equations has been derived. By using this relation, well-posed dual/primal boundary conditions can be obtained from given wellposed primal/dual boundary conditions. A direct path from the weak primal Table 3 : Convergence rates for the functionals at T = 1, for a dual inconsistent scheme. problem to the weak dual problem has also been presented and penalty coefficients are determined such that a dual consistent formulation is achieved. It has also been shown that the weak boundary procedures in the wellposedness analysis lead directly to stability of the numerical approximation on SBP-SAT form. Superconvergence of the functionals was illustrated using the two-dimensional Maxwell's equations. Finally, it was illustrated that some penalty coefficients lead to stability but dual inconsistency, where the superconvergence is destroyed.
