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Abstract
We investigate the motion of fermions in the presence of an electroweak phase
transition bubble wall. We derive and solve the Dirac equation for such fermions,
and compute the transmission and reflection coefficients for fermions traveling from
the symmetric to the asymmetric phases separated by the domain wall.
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1 Introduction
There has been much recent work which suggests that the baryon asymmetry of
the universe might be produced at the electroweak phase transition [1]. If the
equations of motion of electroweak theory are quantized, then anomalies arise which
are responsible for the Chern–Simons –or baryon number changing– currents [2].
The rate of baryon number violation is rather small for low temperatures but it
becomes large at a temperature scale on the order of the electroweak scale of about
100 GeV [3] - [5]. Since baryon number is violated, a net baryon number will be
generated if there is a mechanism that biases the rate at the electroweak phase
transition in such a way, that as the baryon number violation shuts off in the low
temperature phase, an asymmetry remains frozen into the system. This can happen
in practice if the electroweak phase transition is of first order, and if there is sufficient
CP violation at the temperature of the phase transition.
It is expected that the electroweak phase transition is of first order [6] -[9]. In a
first order phase transition, the conversion from one phase to another occurs through
nucleation of the true phase in the false phase. This happens when the system is
either supercooled or superheated. The bubbles of the true phase expand rapidly
eating up the region of the false phase. For the electroweak phase transition, this
true phase eventually fills the entire volume with no intermediate mixed phase [10].
At the bubble surface, there is a thin wall of microscopic dimensions which separates
the phases. It is at this bubble wall that matter is strongly out of equilibrium, and
here the baryon asymmetry is generated [11] - [18].
To quantitatively understand the generation of the baryon asymmetry in the
bubble wall, the effect of the bubble wall on the propagation of fermions should
be understood. Fermions passing through the bubble or domain wall acquire mass,
generated by the Yukawa coupling, which is proportional to the finite temperature
vaccuum expectation value (vev) of the Higgs field. This vev is determined from
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the equations of motion of the finite temperature effective action of the bubble.
To simplify the problem, we will work in the approximation where the energy
density of the two phases are degenerate. In practice this is a good approxima-
tion, since in cosmology, the universe is expanding so slowly that the nucleation
always begins at a temperature where the amount of supercooling is very small,
and the energies of the two phases are degenerate. In this approximation, there is
a one dimensional kink solution which separates the phases, and the bubble wall
is a domain wall which separates the domains of different energy. This kink wall
can propagate at any velocity. In practice, the wall velocity is determined by a
complicated analysis which involves computing the effects of dissipative processes,
and is in the range 0.1 – 0.9 of the speed of light [9], [19] – [21]. In our analysis, we
will consider fermion propagation in the presence of the wall at rest. The case for
a moving wall can be determined by Lorentz boosting to the moving wall frame.
A plot of the domain wall is shown in Fig. 1. At x = −∞, the system is in
the symmetric phase, that is outside the bubble. At x = +∞, the system is in
the symmetry broken phase, that is, inside the bubble. The approximation of the
bubble as a planar interface should be valid for bubbles which are large compared to
a microscopic size scale. This is true for most of the evolution of bubbles produced
in the electroweak phase transition [10].
The outline of this paper is as follows: in Section 2 we describe how to obtain
the equation of motion for fermions in the presence of a domain wall in the minimal
standard model. We obtain the Dirac equation with an effective mass proportional
to the vev of the Higgs field. We solve this equation in Section 3, and compute
the fermion wave function we obtain transmission and reflection coefficients. In
Section 4, we present the normalized solutions of the Dirac equation. We finish by
summarizing our results in section 5.
3
2 The Motion of Fermions in the Presence of Domain
Walls
In this section we show how to obtain simplified classical equations of motion for
fermions in the standard model scattering from and interacting with the electroweak
domain walls. We use the classical mean-field approximation in which the bosonic
field operators are replaced by their classical expectation values.
We will briefly review the notation which we will use throughout the paper.
The Lagrangian in the standard model is invariant under SU(2) × U(1) transfor-
mations and the fields are therefore eigenstates of weak isospin and hypercharge Y.
The SU(2) × U(1) invariant vacuum state of the Lagrangian exists only in a high
temperature phase above the electroweak phase transition. The symmetry is broken
spontaneously once we cool the system below the transition temperature Tc.
The Lagrangian is
L = Lgaugefield + LHiggs + Lfermion + LY ukawa + Lgf . (1)
The gauge field, fermion, scalar kinetic energy and gauge fixing terms are all
written in the standard way [24]. For the potential energy of the Higgs field, we
take
V (Φ) = λ(Φ†Φ− v2/2)2 (2)
so that the vacuum expectation value of the Higgs field is
< Φ >=
v√
2
. (3)
To describe kink solutions and a first order phase transition, one has to include
the modifications of the effective potential for the Higgs field due to interactions
with the heat bath. Including effects of both one-loop diagrams and the sum of ring
diagrams, the effective potential can be written to a good approximation as
Veff (φ, T ) =
γ
2
(T 2 − T 2c )φ2 − δTφ3 +
λ
4
φ4 (4)
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where φ =
√
2(Φ†Φ)1/2. The dimensionless parameters γ and δ are approximately
given by
γ ∼ 5
16
g2
δ ∼ 1
16π
g3 (5)
when MW ∼MZ ∼Mt, where these are the masses of the W–bosons, the Z–boson
and the top respectively. δ is small and is responsible for generating the first order
phase transition. At some value of T , there are two degenerate minima of this
potential and a kink solution exists.
Of course the above evaluation of the effective potential may not be such a
good approximation for realistic values of the Higgs mass. If the effective potential
is greatly modified then the kink solution, estimates for bubble wall velocity and the
considerations we present will all have to be modified. Nevertheless, in the words
of an old U. S. television show, it is better to light one little candle than to curse
the darkness.
As the scalar field evolves through the kink solution, no current is generated
for the vector field, so that no expectation value of the vector fields is generated.
We are therefore justified in truncating the system to only the Higgs field degrees of
freedom. The equation of motion is just the classical Higgs field equation of motion
with zero background vector field.
To get the effective potential for the Higgs field into more transparent form [19],
we introduce the dimensionless temperature ζ = λγ
δ2
(1−
(
Tc
T
)2
) and the dimensionless
field strength g = λδT φ and obtain
Veff (g) = δT (
δT
λ
)3(
ζ
2
g2 − g3 + 1
4
g4) (6)
The potential Veff (g) is plotted in Figure 2 for different values of ζ. For large
positive values of ζ we are in the high temperature phase with the vev of the Higgs
field being zero. Decreasing ζ we develop at ζ = 2.25 a second relative minimum
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which for ζ = 2 becomes degenerate with the first one. For smaller values of ζ,
the high temperature phase at g = 0 becomes unstable with respect to the new
absolute minimum at g 6= 0 , the first order phase transition sets in and bubbles of
the broken phase start to nucleate. If we supercool to ζ = 0 the system spinodally
decomposes.
Since the expansion rate of the universe (≈ 10−11s) is rather slow compared to
the electroweak timescale (≈ 10−26s) we cannot strongly supercool and the phase
transition will roughly proceed at ζ ≈ 2 where the minima of the effective potential
are degenerate. The steady state solution describing the domain wall is thus given
approximately by the solution of the Higgs field g for a transition between the
degenerate minima at temperature ζ = 2.
The equation of motion for the kink is mathematically identical to treating the
amplitude of the Higgs field g as a spatial coordinate for the inverted potential of
the previous equation and taking the spatial coordinate of the kink as the time
variable. The mechanical analog to this system is a frictionless ball rolling from the
top of one hill through a valley to the top of another hill. For degenerate minima
the tops of the two hills have the same height and there exists a solution where the
ball starts at the top of one hill from rest and ends on the top of the other hill again
at rest. Such a solution is the kink. Energy conservation for the kink reads
E =
1
2
(
dg
dr
)2 − Veff (g(r)) (7)
which for a transition between degenerate minima (E = 0) and a kink bubble with
dimensionless position x = δ√
2λ
Tr can be rewritten as
dg
dx
= −g(g − 2). (8)
We can integrate the above equation implementing the boundary condition that
at the center of the nucleated bubble (x→ +∞) the system is in the broken phase
with a finite vev while outside the domain wall (x → −∞) it approaches a zero
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vev in the high temperature phase, treating the domain wall as effectively flat and
separating two semi–infinite domains. We obtain
g = 1 + tanh(x). (9)
This solution, commonly called the ’kink’, is depicted in figure 1. It represents the
classical, steady state, finite temperature solution to the equations of motion.
Given a background scalar field, we can solve the Dirac equation in the presence
of this field. Rewriting the coordinates in terms of ordinary dimensionful length
scales, the Dirac equation is
(
6p − δT√
2λ
ξg(x)
)
Ψ(x) = 0 (10)
where Ψ is any fermion field, and ξ is twice the ratio of quark to Higgs mass at
zero temperature. The solution to this equation describes the motion of a fermion
in the presence of a kink. To this order of approximation for the standard model,
CP violation plays no essential role in this equation.
3 Solving the Dirac equation
In this section we study the solutions to the Dirac equation (10). We start by expli-
citly showing how to solve this equation analytically for the fermion wave function.
The second part is devoted to deriving the transmission and reflection coefficients
from the wave function.
3.1 The wave function
We will solve the Dirac equation by looking for eigenstates of momentum in the
plane of the wall, pt, that is the momentum perpendicular to a normal vector on
the surface of the wall. The Dirac equation (10) is then a differential equation in one
dimension and the only relevant variable (r) is the one along the direction normal to
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the domain wall. The degrees of freedom in the plane of the domain wall effectively
decouple. This can be used by substituting the ansatz
Ψ(r, xt, t) = (6p+ δT√
2λ
ξg(r))e±i(ptxt−Et)Φ(r) (11)
into equation (10), finding
(p2 − ( δT√
2λ
ξg(r))2 + [6p, δT√
2λ
ξg(r)])Φ(r) = 0. (12)
The + and − signs in equation (11) correspond to the positive and negative energy
solutions respectively.
The commutator in equation (12) picks only a contribution from the direction
normal to the wall and therefore it is proportional to just one of the γ –matrices
and we choose this to be γ3. We will use the ordinary representation for gamma
matrices where
γi =

 0 σ
i
−σi 0

 (13)
The eignestates of γ3 are
γ3u
s
± = ±ius± (14)
where s = 1, 2 and us± are
u1± =


1
0
±i
0


and u2± =


0
1
0
∓i


(15)
Recalling that the dimensionless radius x is x = δ√
2λ
Tr, we obtain from (12),
in dimensionless variables
{ d
2
dx2
+ iγ3ξ
d
dx
g(x)− ξ2g2(x) + ǫ2}Φ(x) = 0 (16)
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The dimensionless energy parameter ǫ is given in terms of the energy E and the
momentum parallel to the bubble wall pt by
ǫ = (
√
2λ/δT )
√
E2 − p2t . (17)
We write the spinor Φ(x) in the basis (15)
Φ(x) =
∑
φs±(x)u
s
± (18)
The spinors (15) are linearly independent and thus, writing (18) into equation (16)
we get two differential equations for the functions φs±,
{ d
2
dx2
∓ ξ d
dx
g(x) − ξ2g2(x) + ǫ2}φ±(x) = 0. (19)
To further simplify equations (19), we factorize the singularities. With the
change of variable z = 12(1− tanh(x)) we substitute
φ±(x) = zα(1− z)βχ±(z) (20)
and examine the behavior of the resulting differential equations near the singular
points z = 0 and z = 1. Assuming that the functions χ± are slowly varying near
the singularities, this yields two algebraic conditions from which we get
α = +
i
2
√
ǫ2 − 4ξ2
β = +
i
2
ǫ (21)
(the choice of signs for α and β is discussed later). With the values of α and β at
hand, the differential equation for the functions χ± is the hypergeometric differential
equation
{z(1 − z) d
2
dx2
+ (c− (1 + a∓ + b∓)z) d
dx
− a∓b∓}χ± = 0 (22)
with the parameters a∓, b∓ and c given by
a∓ = α+ β +
1
2
−
∣∣∣∣ξ ∓ 12
∣∣∣∣
b∓ = α+ β +
1
2
+
∣∣∣∣ξ ∓ 12
∣∣∣∣
c = 2α + 1. (23)
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Each of the equations (22) has two independent solutions [22]
χ
(−α)
± (z) = 2F1(a∓, b∓, c; z)
χ
(+α)
± (z) = z
1−c
2F1(a∓ + 1− c, b∓ + 1− c, 2− c; z) (24)
The hypergeometric equations are expressed here as expansions around z = 0. The
superscripts (±α) are explained below.
The general solutions to equations (19) are
φs± = (A
s)
(−α)
± φ
(−α)
± + (A
s)
(+α)
± φ
(+α)
± (25)
with
φ
(−α)
± = z
α(1− z)β 2F1(a∓, b∓, c; z)
φ
(+α)
± = z
−α(1− z)β 2F1(a∓ + 1− c, b∓ + 1− c, 2 − c; z) (26)
where we have used (20). The superscripts (±α) indicate the behavior of these
solutions at x→ +∞ or correspondingly at z = 0 since
z±α(1− z)β x→ +∞−→ e∓2αx (27)
zα(1− z)±β x → −∞−→ e±2βx. (28)
and 2F1(a, b, c; 0) = 1. The behavior of the solution in these limits will be needed
in the next section to implement boundary conditions.
We now proceed to find the fermion wave function. We begin by rewriting
equation (11) (in units of δ√
2λ
T ) in a slightly different form
Ψ(x) = {ǫr γ˜ + iγ3 d
dx
+ ξg(x)}Φ(x) (29)
where we have set
γ˜ = γ0 cosh θ − γt sinh θ
E =
δT√
2λ
ǫr cosh θ
pt =
δT√
2λ
ǫr sinh θ, (30)
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r = 1, 2 and ǫr is given by
ǫr =


ǫ, r = 1
−ǫ, r = 2
(31)
with ǫ given by equation (17). The parameter θ is related to the particle velocity
in the direction parallel to the wall, vt by vt = tanh θ.
From now on, we set pt = 0 that is ǫ = E (in units of
δ√
2λ
T ) so that the fermion
moves along the direction normal to the domain wall. From (30) we also see that γ˜
becomes γ0. The general case for which the fermion has a non vanishing pt can be
obtained by Lorentz boosting the solution along the direction of the wall by means
of the transformation
S(θ) = exp(−γ0γtθ). (32)
To finish this section, let us work with the ǫ–independent part of equation (29)
and evaluate
{+iγ3 d
dx
+ ξg(x)}Φ(x) (33)
using Φ given by (18) and (25), with us± given by (15), the above equation becomes
∑
ϕs±u
s
± (34)
with
ϕs± = (A
s
±)
(−α)ϕ(−α)± + (A
s
±)
(+α)ϕ
(+α)
± (35)
where we have defined, using φ± given by (25) and (26),
ϕ± ≡ {∓ d
dx
+ ξg(x)}φ±(x). (36)
To construct the full wavefunction we set ǫ = δT√
2λ
E and γ˜ = γ0 in (29) and
boost then the so found solution in the direction along the domain wall. We need
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to know therefore how γ0 operates on the spinors u. In our representation
γ0 =

 I 0
0 −I

 ,
and thus
γ0u± = u∓. (37)
Recall that each of the four terms in equation (18) is by itself a solution to
equation (16) and so for a given sign of the energy, equation (29), with Φ(x) replaced
by any of its four components, represents four solutions from which only two should
be independent. In appendix A we show that ϕ± are related to φ∓ by
ϕ
(−α)
± = 2(ξ ± α)φ(−α)∓
ϕ
(+α)
± = 2(ξ ∓ α)φ(+α)∓ . (38)
We also notice that φ
(+α)
± (x) can be obtained from φ
(−α)
± (x) by exchanging α with
−α. From equation (29) together with (35) , (37) and (38), we get the four inde-
pendent solutions to the Dirac equation labeled by the indices s and r
Ψsr = (A
s)(−α)(ǫrφ
(−α)
+ u
s
− + 2(ξ + α)φ
(−α)
− u
s
+)
+ (As)(+α)(ǫrφ
(+α)
+ u
s
− + 2(ξ − α)φ(+α)− us+) (39)
where the constants (As)(−α) and (As)(+α) replace (As)(−α)± and (As)
(+α)
± respec-
tively and have to be fixed by normalization and the choice of initial conditions.
Again the general case for which the fermion has a non vanishing pt can be obtained
by Lorentz boosting (39) along the direction of the wall according to (32). Starting
from the solution (39) we will discuss in the next section the scattering states of
fermions traversing the domain wall.
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3.2 The scattering states
At the electroweak phase transition the temperature is larger than the typical par-
ticle masses such as that of the Z boson or light mass quarks and although it can
be of the order of the top quark mass, most of the fermions will pass by the domain
wall with energies above its height. To understand the interaction of fermions of
such energies with the wall we proceed to study the scattering states of the fermion
wave function and to derive reflection and transmission coefficients.
The two physical processes of interest here are either a fermion leaving the
bubble or a fermion falling into the bubble. We call the solutions corresponding
to the boundary conditions of these processes the type I and type II solutions
respectively. Both processes are depicted in Figure 3.
For the type I solution we have an incident fermion from the right (x→ +∞)
with an energy parameter ǫ which is always larger than the height of the wall (
ǫ2 ≥ 4ξ2). At the wall this fermion is scattered into an reflected wave going to the
right and a transmitted wave going to the left (x → −∞). Overall the fermion is
therefore represented by an incoming and reflected wave to the right of the wall and
by a transmitted wave to the left.
If a fermion is incident from the left (type II solution) it can approach the
wall with energies above its height (ǫ2 ≥ 4ξ2) or below its height (ǫ2 ≤ 4ξ2). In
any case there will be again the reflected wave running now to the left and the
transmitted wave running to the right. But for energies below the barrier (ǫ ≤ 4ξ2)
the transmitted wave has to tunnel through the wall leading to a decaying instead
of an oscillating wave.
In this section we start out by constructing the wavefunction corresponding to
the boundary conditions of the type II solution and determine then the transmission
and reflection coefficients for this case. We show then that we need to rewrite the
hypergeometric functions as expansions around z = 1 to obtain the wavefunction for
13
the boundary conditions of type I. It turns out that the transmission and reflection
coefficients for this case are identical to the ones obtained for type II.
For a given pair of indices s and r, equation (39) consists of two terms with dif-
ferent asymptotic behaviors as x→ +∞. In this limit, according to equation (27),
the first term proportional to φ
(−α)
± behaves like exp(−2αx) whereas the second
term proportional to φ
(+α)
± behaves like exp(2αx). The boundary conditions ap-
propriate to the description of particles crossing the wall from the symmetric to
the asymmetric phase are as follows: At x = −∞, corresponding to z = 1 (out-
side the bubble), we require the solutions (39) to describe two plane waves, one
moving towards (incoming wave Ψinc) and the other away from the wall (reflected
wave Ψref ). At x = +∞, corresponding to z = 0 (inside the bubble), we impose
that for energies such that ǫ2 > 4ξ2 there is only a single plane wave moving away
from the wall (transmitted wave Ψtrans), while for ǫ2 ≤ 4ξ2 the solution dies out
exponentially.
The above conditions require that (As)(−α) = 0 in (39) and the wave function
for case II looks therefore like
(Ψsr)II = AII(ǫrφ
(+α)
+ u
s
− + 2(ξ − α)φ(+α)− us+). (40)
The normalization constant AII is determined in the next section and turns out to
be independent of the quantum numbers s and r.
To compute the transmission and reflection coefficients, we need first to look at
the behavior of the solutions as x→ ±∞.
If we take the limit x→ +∞ of equation (40) we find
(Ψsr)II
x → +∞−→ (Ψsr)transII = AII(ǫrus− + 2(ξ − α)us+)e2αx (41)
For x → −∞, we have first to evaluate the hypergeometric functions in the
second equation of (26) at z = 1. Since these functions are defined as expansions
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around z = 0 they are ill defined at z = 1 and we need to use the identity [22]
2F1(a, b; c; z) =
Γ(c)Γ(c − a− b)
Γ(c− a)Γ(c− b)2F1(a, b, a+ b− c+ 1; 1− z)
+ (1− z)c−a−bΓ(c)Γ(a+ b− c)
Γ(a)Γ(b)
× 2F1(c− a, c− b, c− a− b+ 1; 1− z). (42)
therefore, using equation. (42) in (26) and considering the limit x → −∞ we get
from (40) after some algebra
(Ψsr)II
x → −∞−→ (Ψsr)incII + (Ψsr)refII
(Ψsr)
inc
II =
AIIΓ(1− 2α)Γ(−2β)
Γ(−α− β + ξ)Γ(−α− β − ξ)
(
ǫru
s
−
−α− β − ξ +
2(ξ − α)us+
−α− β + ξ
)
e2βx
(Ψsr)
ref
II =
AIIΓ(1− 2α)Γ(2β)
Γ(−α+ β + ξ)Γ(−α+ β − ξ)
(
ǫru
s−
−α+ β − ξ +
2(ξ − α)us+
−α+ β + ξ
)
e−2βx
. (43)
We can check that the reflected wave can be obtained from the incident by exchang-
ing β with −β.
To compute the reflection and transmission coefficients, we have to compute
the ratio of the reflected and transmitted fluxes to the incoming one. It is thus
sufficient to calculate the ratios of the normal components of the corresponding
vector currents.
The normal component of the currents associated with the plane waves that we
have found are
j3 = Ψγ3Ψ (44)
where Ψ is any of Ψtrans ,Ψinc or Ψref . From our solution, equation (40), the normal
components of the incident, reflected and transmitted currents are for type II
(jincII )3 = 4|AII |2ǫǫr
∣∣∣∣ Γ(1 + 2α)Γ(2β)Γ(1 + α+ β + ξ)Γ(α+ β − ξ)
∣∣∣∣
2
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(jrefII )3 = −4|AII |2ǫǫr
∣∣∣∣ Γ(1 + 2α)Γ(2β)Γ(1 + α− β + ξ)Γ(α− β − ξ)
∣∣∣∣
2
(jtransII )3 = 8|AII |2ǫr|α|
(45)
The reflection and transmission coefficients R and T are now the ratios of
the reflected and transmitted normal currents to the incident one, respectively,
projected along a unit vector normal to the domain wall. Using equations (45) and
the identity [22]
Γ(x)Γ(−x) = −π
x sin(πx)
, (46)
we find after some simplification
T =
− sin 2πα sin 2πβ
sinπ(ξ − α− β) sinπ(ξ + α+ β)
R =
sinπ(ξ + α− β) sinπ(ξ − α+ β)
sinπ(ξ − α− β) sinπ(ξ + α+ β) . (47)
From the above equations we see that for states with energy parameter ǫ2 = 4ξ2,
the transmission and reflection coefficients become 0 and 1. For states with ǫ2 < 4ξ2,
α becomes negative and real. From equation (41) we see that jtrans is identically
zero and therefore the transmission coefficient T is also zero. Correspondingly, the
reflection coefficient R for fermions with ǫ2 < 4ξ2 is one.
Both reflection and transmission coefficients are the same for positive and neg-
ative energy solutions and thus for fermions and antifermions. They are depicted in
figure 4. In this and the following figures we choose two representative values for the
parameter ξ. The heavier fermions are represented by ξ = 4 which corresponds to a
ratio of fermion to Higgs mass of 2. It is expected that the mass of the top quark is
lying in this mass region, so that we can consider the results for ξ = 4 to represent
a top interacting with the domain wall. The other fermions, on the other hand are
much lighter than the Higgs. The corresponding value of ξ will be therefore very
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small. We choose a value of ξ = 0.6 to represent these particles which corresponds
to a ratio of fermion to Higgs mass of 0.3.
We plot in figure 4 the transmission and reflection coefficients as a function of
a reduced energy parameter y = ǫ2ξ . The top of the barrier is then at y = 1. We
see that the interactions between the heavy fermions and the wall quickly die out
if we increase the energy parameter. The light fermions on the other hand are still
feeling the presence of the wall high above the top of barrier.
The result for the reflection and transmission coefficient is unchanged if we
boost the solution along the direction of the wall to go to non–zero pt. Since the
boost–operator defined in (32) commutes with γ3
[γ3, S(θ)] = 0
we see that the currents defined in (44) is invariant under S. This shows that
also (47) is unchanged.
We proceed now to the solution of type I. Here the transmitted wave has to
behave like e−2βx for x→ −∞. But the solution (39) is not regular in this limit – the
hypergeometric functions diverge. To resolve this problem we have to rewrite (39)
in terms of hypergeometric functions defined as expansions around z = 1.
There are two possible ways to obtain this modification of (39). One possibility
is to restart from (24) and write the two independent solutions of the hypergeo-
metric equation as hypergeometric functions defined as expansions around z = 1.
Equation (24) becomes then ([25])
χ
(+β)
± (z) = 2F1(a∓, b∓, a∓ + bmp − c+ 1; 1 − z)
χ
(−β)
± (z) = (1− z)c−a∓−b∓ 2F1(c− a∓, c− b∓, c− a∓ − b∓ + 1; 1 − z) (48)
and (26) is now
φ
(+β)
± = z
α(1− z)β 2F1(a∓, b∓, a∓ + b∓ − c+ 1; 1− z)
φ
(−β)
± = z
α(1− z)−β 2F1(c− a∓, c− b∓, c− a∓ − b∓ + 1; 1 − z). (49)
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Finally we repeat all steps leading to (39). The superscripts in the equations above
indicate the behavior of these functions at x → −∞ corresponding to 1 − z = 0.
We can deduce this behavior by comparing (49) with (28).
A second approach for rewriting (39) is to start out with the four independent
solutions we found in (39), use then (42) and the identity ([25])
2F1(a, b, c; 1 − z) = zc−a−b 2F1(c− a, c− b, c; 1 − z) (50)
to rewrite the four solutions in terms of hypergeometric functions of the variable
(1− z) instead of z.
Both approaches yield as result
Ψsr = (A
s)(+β)(ǫrφ
(+β)
+ u
s
− − 2βφ(+β)− us+)
+ (As)(−β)(ǫrφ
(−β)
+ u
s
− + 2βφ
(−β)
− u
s
+) (51)
To impose the boundary conditions for the solution of type I we have to require that
for x → −∞ only terms oscillating like e−2βx survive. We thus set (As)(+β) = 0.
The solution of type I is therefore
(Ψsr)I = AI(ǫrφ
(−β)
+ u
s
− + 2βφ
(−β)
− u
s
+). (52)
Continuing now analogously to equations (41) to (47) we find the transmitted wave
(Ψsr)I
x → −∞−→ (Ψsr)transI = AI(ǫrus− + 2βus+)e−2βx (53)
and the incident and reflected waves for this case
Ψsr
x→ +∞−→ (Ψsr)incI + (Ψsr)refI
(Ψsr)
inc
I =
AIΓ(1− 2β)Γ(−2α)
Γ(−α− β + ξ)Γ(−α− β − ξ)
(
ǫru
s
−
−α− β − ξ +
2βus+
−α− β + ξ
)
e−2αx
(Ψsr)
ref
I =
AIΓ(1− 2β)Γ(2α)
Γ(α− β + ξ)Γ(α− β − ξ)
(
ǫru
s
−
α− β − ξ +
2βus+
α− β + ξ
)
e+2αx
. (54)
18
Here we see that we can obtain the reflected wave from the incident wave by ex-
changing α with −α.
As before we can calculate the currents and find
(jincI )3 = 8|AI |2|α|ǫr
∣∣∣∣ Γ(1 + 2β)Γ(2α)Γ(1 + α+ β + ξ)Γ(α+ β − ξ)
∣∣∣∣
2
(jrefI )3 = −8|AI |2|α|ǫr
∣∣∣∣ Γ(1 + 2β)Γ(2α)Γ(1− α+ β + ξ)Γ(−α+ β − ξ)
∣∣∣∣
2
(jtransI )3 = 4|AI |2ǫrǫ
(55)
If we compare these currents to the ones obtained in type II (45) we see that
we obtain (55) from (45) by exchanging α with β. Since the transmission and
reflection coefficients in (47) are unchanged under exchange of α with β we find that
the reflection and transmission coefficients for a fermion falling into the asymmetric
phase or a fermion escaping the asymmetric phase are the same for energies above
the barrier and are given by (47).
4 Normalization and Orthogonality
In this section we want to construct a general solution to the Dirac equation using
the type I solution given in (52) and the type II solution given in (40). The general
solution should have the form
Ψsr = a
s
r(Ψ
s
r)I + b
s
r(Ψ
s
r)II (56)
were a, b are arbitrary coefficients normalized to 1
1 = (asr)
2 + (bsr)
2. (57)
In (56) ΨI and ΨII should represent then the normal modes of the system as depicted
in figure 3.
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To obtain such a solution we have to normalize first ΨI and ΨII themselves and
then assure that the two solutions form an orthogonal set. It will turn out that they
actually are not orthogonal and we finally will show how to orthogonalize them to
obtain a solution of the form (56).
To normalize the type I and II solutions given in (52) and in (40) we first choose
an open interval (+l,−l) on the x-axis of figure 1. We define now the normalization
condition for a state Ψ on this interval as follows
1 = liml→∞
∫ +l
−l
dxΨγ0Ψ
= liml→∞
∫ +l
−l
dxΨ†Ψ. (58)
For l →∞ we recover the usual normalization condition from (58).
To evaluate the integral in equation (58) we introduce an additional length scale
δ on (−l,+l) such that δ ≪ l. The scale δ defines an symmetric interval around
x = 0 such that inside [−δ,+δ] the Higgs potential g(x) changes rapidly from its
value close to zero, to its value close to 2.
∫ l
−l
dxΨ†Ψ = (
∫ −δ
−l
+
∫ +δ
−δ
+
∫ +l
+δ
) dxΨ†Ψ
If the scale l becomes very large we can replace the wavefunction Ψ on the intervals
(−l,−δ) and (+δ,+l) with its asymptotic limits at x→ ∓∞ respectively and obtain
so
∫ l
−l
dxΨ†Ψ =
∫
−l
dxΨ†(−∞)Ψ(−∞) +
∫ +l
dxΨ†(+∞)Ψ(+∞) +O(δ/l). (59)
Here Ψ±∞ represents the asymptotic limit of the wavefunction at x→ ±∞ respec-
tively and the integrals have to be evaluated only at the indicated limits ±l. If we
let l → ∞ the corrections of order O(δ/l) vanishes and expression (59) becomes
exact. The result diverges in this limit linearly in l analogous to the divergence in
the volume of the plane wave normalization.
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To solve equation (59) for the constants AI and AII of ΨI and ΨII we use their
asymptotic expressions given by (53), (54), (41) and (43) respectively. Using the
orthogonality of the spinors u in (15) and the fact that integrals over oscillating
functions average to zero
∫
dxeikx = 0 we obtain after some algebra
|AI |2 = αT
4lǫ2β
1
1 +R+ βαT
|AII |2 = βT
4lǫ2α
1
1 +R+ αβT
. (60)
As before we can obtain AI from AII by exchanging α with β.
To prove the orthogonality of ΨI and ΨII we need to evaluate their overlap
integral given by the scalar product
I =
∫ +l
−l
dxΨ†I ΨII (61)
The integral is defined as before on an interval (−l,+l). If the overlap integral I
in (61) is zero then ΨI and ΨII are orthogonal, if it is non–zero we still have to
search for orthogonal solutions.
Proceeding analogously to equations (58) to (59) we obtain
I =
∫ +l
dx(Ψ†I)(+∞)(ΨII)(+∞) +
∫
−l
dx(Ψ†I)(−∞)(ΨII)(−∞) (62)
Using again the expressions for the asymptotic wave functions we find
I = 8lAIIA
⋆
Iǫ
2(β − α) Γ(2β)Γ(−2α)
Γ(β − α+ ξ)(β − α− ξ + 1)
6= 0 (63)
The overlap integral is therefore non–zero, ΨI and ΨII are not orthogonal. To
obtain a solution containing normal modes like it was envisioned in (56) requires
therefore to find a set of orthogonal states. This can be done using the Schmidt
Orthogonalization ([26]).
In the Schmidt Orthogonalization we start out with a set of non–orthogonal
states and construct out of these one by one an orthonormal basis. The set of
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non-orthogonal states is in our case ΨI and ΨII . Let’s choose now ΨI as our first
normalized basis state. The second orthonormal basis state corresponding to ΨI is
then obtained through the ansatz
Ψortho = N(aΨI +ΨII). (64)
Here N and a are constants to be fixed by the requirement that Ψortho is normalized
to one and is orthogonal to ΨI respectively.
The orthogonality condition is evaluated by forming the scalar product of Ψortho
in (64) and ΨI ∫
dxΨ†IΨortho = N(a
∫
dxΨ†IΨI +
∫
dxΨ†IΨII)
≡ 0 (65)
The first integral on the right hand side is one since ΨI is normalized and we obtain
therefore
a = −
∫
dxΨ†IΨII ≡ −I. (66)
The constant a is therefore identical to the overlapp integral I evaluated in (63). It
is now straightforward to normalize Ψortho. The normalization condition reads
1 =
∫
dxΨ†orthoΨortho (67)
which can be solved for
|N |2 = 1
1 + |I|2 (68)
We therefore found a general solution of the form (56) with ΨII replaced by Ψortho.
Of course, we could have started in (64) with the orthonormal basis state to ΨII
Ψ′ortho = N
′(a′ΨII +ΨI). (69)
It is straightforward to see that in this case a′ = −I⋆ and |N ′|2 = |N |2, so that up
to a phase Ψ′ortho = Ψ
⋆
ortho. Again we can construct the general solution of normal
modes, this time replacing ΨI in (56) with Ψ
⋆
ortho.
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5 Conclusion
In this paper we discussed the motion of fermions under the influence of electroweak
domain walls. We showed that such fermions are well described by a Dirac equation
with an effective mass term. This mass term was obtained via the Yukawa coupling
in the Lagrangian applying the classical mean field approximation. We substituted
for the finite temperature vev of the Higgs field the classical solution to the equations
of motion of a Higgs field in a finite temperature effective potential.
We investigated the Dirac equation analytically and found the wave function of
the fermion. Transmission and reflection coefficients were derived and found to be
the same for both fermions and antifermions.
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Appendix A
Here, we would like to show that ϕ’s defined as
ϕ± = [∓ d
dx
+ ξg(x)]φ± (i)
in equation (36) are proportional to the φ ’s given by equation (26) where g(x) =
1 + tanhx. We will prove it for one case, show that it can be done for the others
and write the specific relations for all cases.
Let’s start by looking at one case, for example,
ϕ
(−α)
+ = [−
d
dx
+ ξg(x)]φ
(−α)
+ (ii)
where
φ
(−α)
+ = z
α(1− z)β 2F1(α+ β − ξ + 1, α+ β + ξ, 2α+ 1, z) (iii)
and z = 12(1− tanhx). Then it follows that
[− d
dx
+ ξg(x)] = 2(1− z)[z d
dz
+ ξ] (iv)
so we can rewrite ϕ
(−α)
+ as
ϕ
(−α)
+ = 2(1 − z)[z
d
dz
+ ξ]φ
(−α)
+ . (v)
Let’s consider
d
dz
[zξφ
(−α)
+ ] = ξz
ξ−1φ(−α)+ + z
ξ d
dz
φ
(−α)
+
Multiplying both sides of this equation by 2(1 − z)z−ξ+1, we obtain
2(1 − z)z−ξ+1 d
dz
[zξ φ
(−α)
+ ] = 2(1 − z)[z
d
dz
+ ξ]φ
(−α)
+ .
(vi)
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Comparing this with equation (26) and using the explicit form for φ, we have
ϕ
(−α)
+ = 2(1− z)z−ξ+1
d
dz
[zξ+α(1− z)β 2F1(α+ β − ξ + 1, α + β + ξ, 2α + 1, z)]
= 2(1− z)zα+1[ d
dz
(1− z)β ] 2F1(α+ β − ξ + 1, α + β + ξ, 2α + 1, z)
+ 2(1− z)β+1 z−ξ+1 d
dz
[zξ+α 2F1(α+ β − ξ + 1, α + β + ξ, 2α + 1, z)]
We now add and subtract β to the exponent of z inside the bracket in the second
term above and differentiate to get
d
dz [z
α+ξ
2F1(α+ β − ξ + 1, α + β + ξ, 2α+ 1, z)] =
z−β ddz [z
α+β+ξ
2F1(α+ β − ξ + 1, α+ β + ξ, 2α+ 1, z)]
− βzα+ξ−1 2F1(α+ β − ξ + 1, α + β + ξ, 2α+ 1, z).
Now we use the identity ([25])
d
dz
[zb 2F1(a, b, c, z)] = bz
b−1
2F1(a, b+ 1, c, z)
and putting everything together, we find
ϕ
(−α)
+ = −2βzα(1− z)β 2F1(α + β − ξ + 1, α+ β + ξ, 2α+ 1, z)
+ 2(α+ β + ξ)zα(1− z)β+1 2F1(α+ β − ξ + 1, α+ β + ξ + 1, 2α + 1, z)
In the second term of this equation we can use the identity ([25])
2F1(a, b, c, z) =
c− a
(b− a)(1 − z) 2F1(a− 1, b, c, z) −
c− b
(b− a)(1 − z) 2F1(a, b− 1, c, z)
and then combine the terms such that
ϕ
(−α)
+ = [−2β −
1
ξ
[α2 − (β + ξ)2]]zα(1− z)β 2F1(α+ β − ξ + 1, α+ β + ξ, 2α + 1, z)
+
1
ξ
[(α+ ξ)2 − β2]zα(1− z)β 2F1(α+ β − ξ, α+ β + ξ + 1, 2α + 1, z)
Using the fact that α2 = β2 + ξ2, we see that the coefficient of the first term is
identically zero and that
1
ξ
[(α + ξ)2 − β2] = 2(ξ + α)
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Finally comparing to equation (26)
φ
(−α)
− = z
α(1− z)β 2F1(α+ β − ξ, α+ β + ξ + 1, 2α + 1, z)
we see that
ϕ
(−α)
+ = 2(ξ + α)φ
(−α)
− (vii)
Similarly we can show that
ϕ
(−α)
− = 2(ξ − α)φ(−α)+
ϕ
(+α)
+ = 2(ξ − α)φ(+α)−
ϕ
(+α)
− = 2(ξ + α)φ
(+α)
+ (viii)
For the case when ϕ’s and φ’s are expanded around (1 − z) instead of z, we can
apply the same method to derive similar relationships. They are
ϕ
(−β)
+ = 2βφ
(−β)
−
ϕ
(+β)
+ = −2βφ(+β)− (ix)
These relations are used in the calculation of the fermionic wave function to elimi-
nate the linearly dependent solution.
26
References
[1] For recent reviews see N. Turok, Imperial College Preprint , Imperial/TP/91–
92/33 and L. McLerran, TPI–preprint , TPI–MINN–92/65–T
[2] G. ’t Hooft, Phys. Rev. Lett. 37, 8 (1976); Phys. Rev. D14, 3432 (1976).
[3] F. R. Klinkhammer and N. S. Manton, Phys. Rev. D30, 2212 (1984).
[4] V. A. Kuzmin, V. A. Rubakov and M. E. Shaposhnikov, Phys. Lett. 155B, 36
(1985).
[5] P. Arnold and L. McLerran, Phys. Rev. D36, 581 (1987).
[6] D. A. Kirzhnitz, JETP Lett., 15, 529 (1972); D. A. Krizhnits and A. D. Linde,
Phys. Lett. 72B, 471 (1972).
[7] M. E. Carrington, Phys. Rev. D45 , 2933 (1992).
[8] G. W. Anderson and L. J. Hall, Phys. Rev. D45 , 2685 (1992) 2933.
[9] M. Dine, R. Leigh, P. Huet, A. Linde and D. Linde, Phys. Lett. 283B, 219
(1992); Phys. Rev. D46, 550 (1992).
[10] M. E. Carrington and J. I. Kapusta, TPI–preprint , TPI–MINN–92/55–T
[11] M. E. Shaposhnikov, JETP Lett. 44, 465 (1986); Nucl. Phys. B287, 757
(1987).
[12] A. I. Bochkarev and M. E. Shaposhnikov, Mod. Phys. Lett. A2, 417 (1987).
[13] L. McLerran, Phys. Rev. Lett. 62, 1075 (1989).
[14] N. Turok and J. Zadrozny, Phys. Rev. Lett. 65, 2331 (1990); Nucl. Phys.
B358, 471 (1991).
27
[15] L. McLerran, M. E. Shaposhnikov, N. Turok and M. B. Voloshin, Phys. Lett.
bf 256B, 451 (1991).
[16] R. Singleton, M. Dine, P. Huet and L. Susskind, Phys. Lett. 257B 351 (1991).
[17] A. Cohen, D. Kaplan and A. Nelson, Phys. Lett. 257B, 351 (1991); 245B, 561
(1990); B294, 57 (1992); Nucl. Phys. B349, 727 (1991); B373, 453 (1992);
[18] G. R. Farrar and M. E. Shapsohnikov, Cern Preprint CERN-TH-6732/93.
[19] N. Turok, Phys. Rev. Lett. 68 , 1803 (1992)
[20] B. H. Liu, L. McLerran and N. Turok, Phys. Rev. D46 (1992) 2668.
[21] S. Yu. Khlebnikov, Phys. Lett. B300, 376 (1993).
[22] See for example M. Abramowitz and I. A. Stegun, Handbook of Mathematical
Functions (National Bureau of Standards, 1964).
[23] S. Coleman, Aspects of Symmetry (Cambridge University Press, 1985).
[24] See for example J. F. Donoghue, E. G. Golowich and B. R. Holstein, Dynamics
of the Standard Model (Cambridge University Press 1992).
[25] A. Erdelyi, Higher Transcendental Functions (McGraw–Hill 1953).
[26] G. Arfken, Mathematical Methods for Physicists (Academic Press 1966)
28
Figure captions
Figure 1: The bubble profile. x = −∞ corresponds to the bubble’s outside. The
domain wall is the region where the vev of the Higgs field g(x) changes rapidly.
Figure 2: The dimensionless effective potential for the Higgs field V (g, ζ) in units
of δT ( δTλ )
3 for different values of ζ = 0, 2, 1.75, 2.25, 2.75.
Figure 3: Scetch of the asymptotic behavior of the solutions of type I and II.
Figure 4: Transmission and reflection coefficients for ξ = 0.6, 4 which correspond
to a ratio of fermion to Higgs mass of 0.3 and 2 respectively. The reduced energy
parameter is y = ǫ2ξ , so that the top of the barrier is at y = 1.
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