Abstract. The main objectives of this article are two-fold. First, we study the effect of the nonlinear Onsager mobility on the phase transition and on the well-posedness of the Cahn-Hilliard equation modeling a binary system. It is shown in particular that the dynamic transition is essentially independent of the nonlinearity of the Onsager mobility. However, the nonlinearity of the mobility does cause substantial technical difficulty for the well-posedness and for carrying out the dynamic transition analysis. For this reason, as a second objective, we introduce a systematic approach to deal with phase transition problems modeled by quasilinear partial differential equation, following the ideas of the dynamic transition theory developed in Ma and Wang [17, 16] .
. However, the dependence of the mobility on the concentration is very much relevant for physical applications, and a concentration dependent mobility appeared in the original derivation of the Cahn-Hilliard equation in [4] . In this case, the modeling equation is no longer a semilinear equation, and become a quasilinear equation, which makes the problem much more challenging.
The main objectives of this article are to study the effect of the nonlinearity of the Onsager mobility on the phase transition dynamics and on the well-posedness of the model, and to introduce a systematic approach for studying phase transitions for such quasilinear systems.
First, for a quasilinear dynamical system as the Cahn-Hilliard equation with the Onsager mobility, the main difficulty comes from the regularity loss through the nonlinear terms involving the highest order spatial derivatives. This has to be compensated by the regularizing properties of the linear operator. In particular, the so called maximal regularity property [6, 24] is essential to guarantee the existence of a center manifold for a quasilinear system. This can be achieved by working in more regular function spaces [2, 6, 15, 20, 24] ; see Section 4 for more details. Under this setup, we are able to derive the same approximation formulas for center manifold functions for quasilinear systems as in [16] . With these approximations at our disposal, the main ideas and methods in the dynamic transition theory can then be applied to studying quasilinear systems.
Second, by putting the Cahn-Hilliard equation with Onsager mobility in the framework just mentioned, we are able to derive the detailed transition dynamics as for the constant mobility case, leading to precise information on the type and structure of dynamic transition. In particular, we derive that as for the steady state bifurcation case given by Hsia [11] , the type of transition, the critical temperature and the strength of deviation of solutions from the homogenous state are all independent of the choices of the nonlinearity of the Onsager mobility.
Third, to set up the problem so that we can use the center manifold theory and the approximation formulas for the center manifold functions for quasilinear systems, we need to examine carefully the well-posedness of the model. In the constant mobility case, the equation being semilinear, the well-posedness can be dealt with using standard procedure for semilinear equations (see e.g. [10] ). However the well-posedness is an issue in the non-constant mobility case and the results in this case are far from being satisfactory. For the two-dimensional case, the existence and uniqueness of a classical solution has been established recently in [14] . But for the three-dimensional case, we are not aware of any such result except some partial results; see also [1, 8, 23] . Hence we derive the existence and uniqueness theorems of global strong solution with small initial data to the equation, which is sufficient for the purposes of this paper.
This article is organized as follows: The model is presented in Section 2, and the phase transitions for the model in a rectangular domain is given in Section 3. Section 4 addresses the general framework for dynamic transitions for quasilinear systems. Section 5 is devoted to the proofs of the phase transition results based on the dynamic transition theory. The existence and uniqueness of global strong solutions is analyzed in Section 6.
The Model
Consider a binary system consisting of elements A and B with molar fractions u 1 and 1 − u 1 , respectively. The free energy of the system is given by
where Ω is an open subset in R 3 with Lipschitz boundary ∂Ω, α > 0 is a constant, and Ψ(u 1 ), the homogeneous free energy for a mean field model of binary systems at a fixed temperature, is in the Hildebrand form: Ψ(u 1 ) = RT (u 1 ln u 1 + (1 − u 1 ) ln(1 − u 1 )) + γu 1 (1 − u 1 ).
Here R is the molar gas constant, T is the temperature of the system measured in Kelvin, and γ > 0 is the coefficient of repulsive interaction between A and B.
The Cahn-Hilliard equation associated with the above free energy is the following; see [4, 22, 18, 11] : 
where J is the flux of type-A molecules, H(u 1 ), a strictly positive function, is the Onsager mobility measuring the strength of diffusion, µ is the generalized chemical potential, and δG/δu 1 is the variational derivative of G. The above equation is supplemented with no-flux and Neumann boundary conditions:
J · ν| ∂Ω =0, ∇u 1 · ν| ∂Ω =0, which is equivalent to (2) ∂u 1 ∂ν
where ν is the outward unit normal vector at the boundary ∂Ω. As a consequence of the no-flux boundary condition, the mass is conserved:
Now representing the deviation of concentration around a homogenous state u 1 by u = u 1 − u 1 and approximating H(u 1 ) and Ψ ′ (u 1 ) by their Taylor expansions about u 1 , the equation governing the evolution of u can be stated as follows; see Hsia [11] :
Here H(u 1 ) > 0 is the Onsager coefficient evaluated at u = u 1 , and
− 2γ,
The boundary conditions in (2) read:
Equation (4) is also supplemented with the following initial condition
Due to the mass conservation (3), we assume in additional that
Effects of the Onsager Mobility on Phase Transition Dynamics
In this section we present our theorems describing the phase transitions of CahnHilliard equation in a rectangular box Ω = 3 i=1 (0, L i ). These theorems show the independence of the dynamic transition on the nonlinearity of the Onsager mobility.
We consider the following three cases of the domain:
The critical temperature at which the homogenous state loses its stability is given by:
Step 2 in Section 5 for more details. The following numbers, evaluated at T c , are crucial to describe the phase transition of the problem:
Then the system (4)-(7) has a phase transition at (u, T ) = (0, T c ). Moreover, the following statements are true. i) If B 1 > 0, then the transition is Type-I. In particular, the problem bifurcates on T < T c to exactly two equilibria u T 1 and u T 2 which are attractors and can be expressed as
.
ii) If B 1 < 0, then the transition is Type-II. In particular, the problem bifurcates on T > T c to exactly two equilibria u T 1 and u T 2 , which are nondegenerate saddle points given by:
Then the system (4)- (7) undergoes a phase transition at T = T c satisfying the following properties:
i) If B 2 > 0, then the transition is Type-I and the problem bifurcates on T < T c side to an attractor Σ T , which is homeomorphic to the unit sphere S 1 and contains 8 non-degenerate singular points with 4 minimal attractors. ii) If B 2 < 0, then the transition is Type-II and the problem bifurcates to 8 nondegenerate saddle points at T = T c . There are 4 saddle points bifurcating out on both sides of T c if B 1 > 0, and all of the 8 bifurcated saddle points are on T > T c side if
There is a phase transition at (u, T ) = (0, T c ) for the system (4)- (7), and the following assertions hold true:
i) If B 3 > 0, then the phase transition is Type-I, and the problem bifurcates on T < T c side to an attractor Σ T , which is homeomorphic to the unit sphere S 2 . Σ T contains 26 non-degenerate singular points, among which
9π 2 at T = T c , and
ii) If B 3 < 0, then the phase transition at T = T c is Type-II. In particular, the problem bifurcates to 26 saddles at T = T c . On T > T c , there are and the rest are on the side when T < T c . In all these three cases, the saddle points are all non-degenerate.
Remark 3.1. When the transition is Type-II, the system undergoes a drastic change as T decreasingly crosses T c . On T > T c , the physically meaningful states are the homogenous state u = 0 and some transition states away from u = 0 which are metastable. The bifurcated saddles indicated in the theorems in this case are not physical states.
Dynamic Transition Framework for Quasilinear Systems
In this section, we present a general framework for studying phase transitions for quasilinear systems based on the dynamic transition theory developed recently by Ma and Wang [17, 16] . The basic philosophy is still to search for the complete set of transition states as in the dynamic transition theory. For quasilinear systems, the key technical ingredient is the reduction of the original system to a properly defined center manifold for quasilinear parabolic equations [20, 24] . 4.1. Center manifolds for quasilinear systems. Let X 1 ⊂ X be two Banach spaces with dense and continuous inclusion. Consider
where u is the unknown function in C([0, T ]; X), λ is a real parameter of the system, for each λ the linear operator
independent of λ, L λ depends continuously on λ, and G : X 1 × R → X is a given nonlinear function, which contains terms of highest order derivatives in space variables and thus makes the problem quasilinear in nature.
As is well known, the starting point of the existence of center manifolds is the variation of constants formula (12) u
However, this is only a formal expression. To make sense of (12), we face two difficulties. First, we need the integral term to be finite and second, it should be in the same space as u.
There is an easy remedy for the first one by strengthening the usual concept of a solution by requiring
This requires, of course, that we choose the initial data u 0 in X 1 .
To overcome the second difficulty, we have to deal with the regularity loss due to the nonlinear term G. This has to be compensated by the regularizing properties of the analytic semigroup generated by the linear part. In order to achieve this, we have to choose our spaces carefully. As is well known (see e.g. Henry [10] ), for the semilinear case, this can be overcome by requiring that G : X α × R → X with X α being some intermediate space between X 1 and X. But this does not work for the quasilinear case because of the terms with highest order derivatives involved in G. One way to fix this is to work in a pair of Banach spaces D L λ (θ + 1) and D L λ (θ) for some θ ∈ (0, 1) instead of X 1 and X, where D L λ (θ + 1) and D L λ (θ) are defined as follows: Definition 4.1. Let A be the infinitesimal generator of an analytic semigroup in X. For θ ∈ (0, 1), the spaces D A (θ) and D A (θ + 1) are defined as:
The function spaces D A (θ) and D A (θ + 1) are Banach spaces endowed with corresponding norms respectively. For any θ ∈ (0, 1),
where D(A) is the domain of A, and (X, Y ) θ is the real interpolation space between Y and X; see e.g. [5, 15, 26] .
It is known that D A (θ) does not depend explicitly on the operator A, but only on the domain of A and on the graph norm of A; see e.g. Corollary 2.2.3 in [15] . So by our assumptions on L λ , D L λ (θ) does not depend on λ as long as λ is restricted to some bounded interval in R. We refer readers to [15] for some equivalent characterizations of these two spaces for arbitrary Banach space X. When X is L p (Ω) for some properly chosen p, these spaces are contained in the so called (little) Nikolski spaces h s p (Ω) for some s. It is this characterization and the known nice properties of the Nikolski spaces that help us overcome the aforementioned second difficulty. Now, we present the center manifold theorem for (11) under the following assumptions:
are the restrictions of L λ to the corresponding invariant subspaces, and P i : X → E 
is closed, densely defined and satisfies the resolvent estimate:
(θ + 1) of zero and an integer k ≥ 1 such that
where C k b,unif is the set of all functions with bounded uniformly continuous derivatives up to order k. Moreover, there is a neighborhood Λ of λ c , such that G(0, λ) = 0, and (∂/∂u)G(0, λ) = 0 for all λ ∈ Λ. Theorem 4.1 ([20] ). Let (A 1 ) and (A 2 ) be satisfied for (11) . Then there exist neighborhoods U
2 ) with the following properties:
i) The set
is the solution of (11) with initial datum u 0 and t u0 is some positive constant depending on
Now we give the definitions and some crucial properties of Nikolski spaces following [5] , from which we will see that the assumption (A 2 ) above can be verified easily when we choose the spaces carefully.
where e j is the unit vector in the j th direction. For m ∈ N and any open set Ω ⊂ R n , (Ω) is continuously embedded in C(Ω) and thus forms an algebra. ii) For s = m + σ > n/p, m ∈ N, σ ∈ (0, 1), and f ∈ C m+k (R l , R) with some k ∈ N, the evaluation mapping
We note that the first part of our assumption (A 2 ) is a direct consequence of Lemma 4.1 under the condition that G is smooth enough.
4.2.
Approximation of the center manifold function. In this subsection, we consider an approximation of the center manifold function Φ(x, λ) for (11) obtained by Theorem 4.1 following the same line as in [16] .
We assume that the nonlinear term G(u, λ) in (11) has the Taylor expansion about u = 0 as follows
Let { β i (λ) ∈ C | i ∈ N} be all eigenvalues of L λ counting multiplicities and {e i (λ) | i ∈ N} be the corresponding eigenvectors. Assume that the following principle of exchange of stabilities (PES) condition holds: (16) Re
We also assume that the span of
has eigenvalues β j (λ) (j ≥ m + 1). Now, we present the following theorem which gives a first order approximation formula of the center manifold function of (11) for λ close to λ c . The approximation formula is essential to understand the dynamic behavior of the trivial solution u ≡ 0 of (11) for λ near λ c . Theorem 4.2. Assume all the above conditions given in this subsection hold. For the nonlinear term G(u, λ), assume in addition that (A 2 ) in Subsection 4.1 holds. Then for λ sufficiently close to λ c we have the following approximation for the center manifold function Φ(u c , λ):
where L λ 1 and L λ 2 are the linear operators as given in (18), G k (u, λ) is the lowest order k-multiple linear operator as in (15) , and
is sufficiently small. In particular, for some special cases we have the following assertions:
with β(λ) being the eigenvalue of L λ with largest real part.
is bilinear, i.e. k = 2, then the center manifold function Φ(u c , λ) can be expressed as
geometric multiplicity r = 1 near λ = λ c , i.e., L λ 1 has the Jordan form:
where
and the center manifold function Φ has the following form
The above Theorem is a direct generalization of the Hilbertian version in [16] and the proof is the same as the Hilbertian version with obvious modification and is thus omitted here.
Proof of Main Theorems on Phase Transitions
In this section, we provide a unified proof for Theorem 3.1-3.3 on the phase transitions of the problem (4)- (7). The main ingredient of our proof is the center manifold reduction, following the line of Ma and Wang [18] . But since our equation is quasilinear, it seems very hard, if not impossible, to do the reduction in Hilbert space setting as was done for semilinear case in [18] ; see also the discussion in Section 4. Instead, we will work with a pair of Banach spaces (D LT (θ + 1), D LT (θ)) for some θ ∈ (0, 1) as defined in Definition 4.1, where the existence of a center manifold is known and is recalled in Theorem 4.1.
In order to study the phase transition of the problem we need that the equation
. This is done in Section 6, where the existence of global solutions with small initial data in H 2 is also shown. Assuming for the moment the well-posedness of the problem (4)- (7) with small initial data in D L λ (θ+1), we prove the main theorems in five steps. In the first step, we establish the necessary functional set-up. In Step 2, we analyze the linearized problem to identify the critical parameter at which the homogeneous state u ≡ 0 of the system loses its stability.
Step 3 is devoted to deriving an approximation of the center manifold function by the approximation formula given in Section 4.2. We derive the reduced equations to center manifolds in Step 4. In the last step, the reduced equation to the corresponding center manifold is analyzed.
Step 1: Functional setting. For the functional setting of the problem, we will choose p > 3 and θ > 0 such that 1 > 4θ > 3/p and set
With this choice of p and θ, the interpolation space D LT (θ) in (29) becomes an algebra (see Lemma 4.1), which is essential to guarantee the existence of a center manifold. We note that the algebra property is also needed for the well-posedness; see the proof of Theorem 6.2.
We define the operators
and G by
The problem (4)- (7) can now be recast in the following abstract form:
Letting s = 4θ, it is known (see [5] ) that the interpolation spaces D LT (θ) and D LT (θ + 1) defined in Definition 4.1 are given by (29)
where h s p is the Nikolski space defined in Definition 4.2. From Lemma 4.1, we know that for s = m + σ > n/p, 0 < σ < 1, f ∈ C m+k (R l , R), the evaluation mapping
We can also check easily that (31) G(0, T ) = 0 and ∂ ∂u G(0, T ) = 0 for all T > 0.
Step 2: The principle of exchange of stabilities (PES). In this step, we explore the eigenvalue problem associated with the linearized counterpart of (28) to identify the critical parameter T = T c at which the homogeneous state u ≡ 0 of the system loses its stability. First, we consider the eigenvalue problem (32)
The eigenvectors e K and the eigenvalues ρ K are given by
. Now, we turn to the eigenvalue problem associated with the linearization of (28) around u ≡ 0:
It is easy to see that the eigenvectors of (34) are the same as the eigenvectors of (32), and the eigenvalues are given by
Let T c be given by (9) . One can readily see that β K (T ) < 0 for all K ∈ K when T < T c . Now, we define P, a subset of K, which contains all K ∈ K satisfying β K (T c ) = 0; namely
By (33), (35) and our choices of T c and P, we see that PES is valid:
The PES above shows that T c is the critical parameter value at which the homogeneous state loses its linear stability. From the general dynamic transition in [16] , we know then that the system will always undergo a dynamic transition at this critical threshold. The type of transitions is however dictated by the nonlinear interactions, which we shall explore in the next few steps.
Step 3: Approximation of the center manifold function. Let E
be the restrictions of L T to E T 1 and E T 2 , respectively. It is clear that assumption (A 1 ) below Definition 4.1 is satisfied for (28) with T playing the role of λ. Thanks to (30) and (31), (A 2 ) is also satisfied. Thus, by Theorem 4.1 the system (28) admits a center manifold in a neighborhood of u = 0 in D LT (θ + 1). In the following, we will use Theorem 4.2 to derive an approximation of the center manifold function Φ(u c , T ). Let
Note that the Jordan matrix L T 1 is diagonal for all the three types of domain Ω as given in (8a)-(8c), then we have the following approximation of the center manifold function Φ (see Section 4.2 formula (20)):
, where G 2 consists of the quadratic terms of G given in (27), i.e.,
and the notation o(n) is as in (21) with T playing the role of λ. Henceforth, all the equalities involving T hold for T sufficiently close to T c . Let ·, · denote the L 2 inner product. Note that we have the following orthogonality relations
, by the orthogonality relations above, we can write Φ in the following form:
Now, for each e K with K ∈ K \ P, we take the L 2 inner product of (40) with e K and integrate by parts on the left hand side to obtain
The last equality above holds due to (42). Thus,
Plugging this back to (43), we obtain
Also note that for all K ∈ P, β K (T ) → 0 as T → T c . Then by (33) and (35), we have
We now compute the term G 2 (u c , T ), e K . By (38), we have
and (47)
By our definitions of P and S in (36) and (39), respectively, one can easily see that for any given J, L ∈ P and K ∈ K \ P, we have:
is the volume of Ω. Now, by (41), and (46)-(48), we have
By (45) and (47), we also have
Hence by (44), (46), (49) and (50), the center manifold has the following approximation:
(51)
Using (35), (45) and (48), we have (52)
Step 4: Derivation of the reduced system. Now let
The dynamics of the system (28) close to T c is determined by the dynamics on the corresponding center manifold. To this end, we replace u in (28) by the right hand side of (53), take the L 2 inner product of (28) with e J , and make use of the orthogonality relations (42) to obtain the following reduced system:
The second term on the right hand side of (54) can be simplified further using the approximation formula of the center manifold function (52) as we now show. For J ∈ P, making use of the orthogonality relations (42), the following can be obtained by direct computation:
The last equality above follows from the result of (56).
(59)
Using (51)- (52) and (55)- (59) in (54) and ρ J = π 2 L 2 for all J ∈ P with L as in (8a)-(8c), we get the following reduced system:
where σ 1 and σ 2 are
3απ 2 , and σ 2 = 3b 3 −
Step 5: Analysis of the reduced system. The reduced equation (60) is essentially the same as in the case of constant mobility except for a factor of H(u 1 ) appearing in the cubic terms; see Ma and Wang [18] . For the sake of completeness, we present here the main ingredients of the analysis.
First, it is known that the transition type of (60) at the critical point T c given by (9) is completely determined by the following equations: 
These relations will be used frequently in the following.
Second, for the case where L = L 1 > L 2 ≥ L 3 , the critical index set P = {(1, 0, 0)}, the equation (60) reads:
and (62) takes the following form:
. Thus, the system has a pitchfork bifurcation at T c , and the type of transition depends on the sign of σ 
and the equations in (62) read:
(68)
To analyze (68), we first find the straight line orbits, which are orbits of the form y 2 = m 1 y 1 or y 1 = m 2 y 2 . We assume that the line
is a straight line orbit of (68) with some m 1 ∈ R. Then > 0, namely B 1 < 0 and B 2 > 0, the four straight line orbits on y 2 = ±y 1 extend outward from y = 0, and the other four on y 1 = 0 or y 2 = 0 go toward y = 0 which implies that all regions at y = 0 are hyperbolic. Hence, by Theorem A.3 in [18] , the transition of (67) at T c is Type-II.
When σ 0 1 ≤ 0, then σ 0 2 < 0 too. In this case, no orbits of (68) go toward y = 0 which implies by Theorem A.3 in [18] that the transition is Type-II.
Thus by (64) and the above analysis, we proved that the transition of (70) It is clear that the straight lines (72)
consist of orbits of (71). There are 13 straight lines in total contained in (72), each of which consists of two orbits. Thus, (71) has at least 26 straight line orbits. In fact, as shown in [18] , the number of straight line orbits of (71) is exactly 26 when σ extend outward the origin, and all the rest straight line orbits go toward the origin. Hence, for any initial data in a small neighborhood of 0, the orbit of (71) goes away from 0 as long as the initial data does not belong to any of the coordinate planes, which implies that the transition is Type-II.
Similarly, when σ 0 1 + σ 0 2 ≤ 0 one can also check that given a small neighborhood of 0, there is a dense subset of the neighborhood, such that for any initial data in the dense subset, the orbit of (71) goes away from 0. Hence, the transition is Type-II.
Thus by (64) and the above analysis we proved that the transition of (70) from (u, T ) = (0, T c ) is Type-I if B 3 > 0, and Type-II if B 3 < 0. This proves the assertions about the types of transitions stated in Theorem 3.3.
Fifth, we show the nondegeneracy of bifurcated steady states. Since the bifurcated equilibrium points of (28) are in one-to-one correspondence to the bifurcated equilibrium points of (60), it is sufficient to consider the leading order steady state equations of the reduced system (60)
. Let m = |P|. In [18] , it is shown that (73) has 3 m − 1 bifurcated solutions, and all bifurcated solutions of (73) are regular.
For Type-I transition case, since all bifurcated singular points of (28) are nondegenerate and when Σ T is restricted to y i y j -plane (1 ≤ i, j ≤ m) the singular points are connected by their stable and unstable manifolds, all singular points in Σ T are connected by their stable and unstable manifolds. Therefore, Σ T must be homeomorphic to a sphere S m−1 . Finally, in addition, as in [18] , the number of minimal attractors is obtained by studying the Jacobian matrix of (73). The proofs of Theorems 3.1-3.3 are now complete.
Existence and Uniqueness of Global Strong Solutions
In this section, we will give two results concerning the existence and uniqueness of solutions with small initial data, one in Hilbert space setting and the other in the interpolation space setting.
6.1. Existence in Hilbert spaces. We start with the following problem:
Here α, b 1 , b 2 , and b 3 are constants with α > 0 and b 3 > 0, and Ω is a bounded domain in R 3 with sufficient smooth boundary. We make the following assumption on the Onsager mobility H(s): (H): min H(s) ≥ B 1 > 0, and H(s) and H ′ (s) satisfy the following growth condition:
where 1 < p < 3. It is clear that the free energy functional associated with (74) takes the following form (see Section 2):
and the generalized chemical potential µ in this case is given by
We use the following notations. | · | denotes either the norm on L 2 (Ω) or the Euclidean norm on R n , which should be clear from the context, | · | X denotes the norm on the generic Banach space X, ·, · is the L 2 (Ω) inner product, H m is the usual Sobolev space, and we also denote:
Hereafter, C denotes a generic constant which depends only on the bound B 1 , the coefficients b 1 , b 2 , b 3 , and the domain Ω, C(u 0 ) denotes a generic constant depending on the initial data u 0 .
We have the following existence and uniqueness theorem of a strong solution to the problem (74), which will be proved in Section 6.3.
Theorem 6.1. There exists a constant ǫ 0 > 0, such that for any initial datum u 0 ∈ W with |u 0 | H 2 < ǫ 0 , there exists a unique strong solution u to (74) such that
6.2. Existence in interpolation spaces. Now recall the Cahn-Hilliard equation with Onsager mobility:
where L T is as in (26) and G is as in (27). The main result for (80) is as follows: 6.3. Proof of Theorem 6.1. The proof is carried out by first proving a local existence result. For this purpose, we need the following lemmas.
Lemma 6.1. |∆u| is a norm on W which is equivalent to the H 2 -norm. Similarly, |∆ 2 u| is a norm on W 1 which is equivalent to the H 4 -norm. Moreover, for any u ∈ W 1 , there exists a constant C depending only on the domain Ω such that
Proof. The above results follow from the regularity theory for elliptic boundaryvalue problems. For the first claim, we use the regularity theory of the Neumann problem
Since each u ∈ W satisfies Ω u dx = 0, the first claim follows.
The second claim follows from the regularity theory of the Neumann biharmonic problem
For more details, we refer the interested readers to [25] , Chapter III Lemma 4.2.
For the third claim we use a special case of Corollary 27 in [7] , which states that if u ∈ H 3 (Ω) and ∂u ∂n | ∂Ω = 0, then there exists a constant C depending only on Ω such that |u| H 3 ≤ C|∆u| H 1 .
Thus, for any u ∈ W 1 ,
The last inequality follows by applying the Poincaré's inequality to ∆u and making use of the fact that ∆u has mean zero due to Gauss divergence theorem and
Lemma 6.2. Let u(t) be a solution to (74) with initial data u 0 ∈ W . Then we have the following estimates:
10 , ∀ t ≥ 0 and 0 < ǫ < 1.
Proof. Taking the time derivative of the free energy functional given in (75) and using assumption (H), we have
where µ is as in (76). Thus,
which justifies (82).
By (75) and (85), we have
which implies
We thus obtain
and (83) follows by the Poincaré's inequality.
We have by triangle inequality
H 3 and the fact that |u| H 3 is equivalent to |∇∆u| as shown in Lemma 6.1. Then
By (83), (86) and (87), we have
Now (84) follows from (88) and the fact that |∇∆u| is an equivalent norm to |u| H 3 .
With the above two lemmas at our disposal, we are ready to prove the following local well-posedness result. Proposition 6.3. For any initial datum u 0 ∈ W , there exist T 0 > 0 and a unique local solution u(t) to the problem (74) such that:
Proof. The proof consists of several steps.
Step 1. Given any m ∈ N, let
where e k 's are eigenvectors of −∆ with Neumann boundary condition on ∂Ω and Ω e k dx = 0, and T m > 0 is a constant to be chosen as follows. According to standard existence theory for ordinary differential equations, for each m, there exist T m > 0 and an approximate solution u m to (89) in the following sense:
m . In order to show that there exists a solution to the original system, we need to establish some uniform estimates on the approximate solutions, which is the direction that we turn now.
In (91), using ∆ 2 u m as the test function, integration by parts twice and applying (H), we obtain
We have the following estimates for I 1 and I 2 .
(93)
Similarly, we have
and
By combining the estimates for the two parts of I 2 , we obtain (95)
By (92), (94), (95) and Lemma 6.1, we have
then by (96)
Integrating this differential inequality, we find
for 0 ≤ t ≤ T 0 where
This together with (96) implies that T m as in (90) satisfies T m ≥ T 0 for each m and
independent of m. Now, by (74) and (98) we have the following estimate for
Note that
, which together with (83) implies
, and
Plugging the above four inequalities in (99), we obtain
which together with (98) shows that
Step 2. By (98) and (100) we can extract a subsequence u m ′ of u m which satisfies
Thanks to the compactness of the embedding of
is compact; see e.g. [3] Lemma 1.6. Therefore without loss of generality, we may assume
Note also the following embedding is continuous
see e.g. [3] . Thus, upon passing to a further subsequence, we have by (101) 1 and (101) 3
In particular, u m ′ (0) converges weakly to u(0) in W , and so u(0) = u 0 because u m ′ (0) converges to u 0 strongly in W . We still need to show that the function u satisfies (89) 2 .
We consider φ ∈ C ∞ c (0, T 0 ) and N ≥ 1. For any m ′ ≥ N , u m ′ satsfies (91) 2 with w = e N where e N is as in (90). We multiply this equation by φ(t) and integrate by parts to obtain
The convergence properties of the sequence u m ′ allow us to pass to the limit in this equation. The passage to the limit on the LHS is easy to see by using (101) 1 , and we have
For the RHS, we have
For brevity, we will only show the convergence of the first term and the convergence of the rest terms follows in the same fashion.
Using (101) -(103) and mean value theorem, the first quantity on the RHS of (107) can be estimated as
In light of (102), the above quantity can be made as small as possible by choosing δ > 0 sufficiently small and m ′ sufficiently large. The second quantity on the RHS of (107) can be estimated in the same way. Now, we obtain after passing to the limit the following equation for u:
The limit equation obtained above is fulfilled for any N and any φ ∈ C ∞ c (0, T 0 ), so that the density of span{e N | N ∈ N} in W allows us to conclude that u satisfies (89) 2 .
Step 3. In the following, we will sketch the proof for the uniqueness. Let u 1 and u 2 be any two strong solutions of (74) defined on the interval [0, T 0 ]. There exists C(T 0 ) > 0 such that for i = 1, 2
, integrating over Ω, we get:
from which we see thatũ satisfies
From the regularity we obtained for solutions of (74), we can take v in the above equation to be −∆ũ and use (H) to get:
Here, the term d|∇ũ| 2 dt is understood in the distribution sense. More specifically, since
. Denote the terms on the RHS of (112) by I 3 , I 4 , I 5 . We have the following estimates for them. Applying mean value theorem to H and using (109), we have
where w = θ(t)u 1 + (1 − θ(t))u 2 for some θ(t).
By (109), we have
Similarly,
Plugging the above estimates in (112), we have
which together with u ∈ L 2 (0, T 0 ; W 1 ) and |∇ũ(0)| 2 = 0 implies |∇ũ(t)| 2 = 0 for all t ∈ [0, T 0 ], and the uniqueness is thus proven.
Completion of the proof of Theorem 6.1. For 1 < p < 3, one can find 2 < q 1 , q 2 < 3 such that the following inequalities are satisfied:
Taking L 2 inner product on both sides of (74) with ∆ 2 u, we get:
Here 1 2 d dt |∆u| 2 on the LHS is understood in the scalar distribution sense on (0, T ); again see Theorem 2.3 in [13] . Then by our assumption (H), we have
Let p 1 = 6p 
Using (117) and (114) we can obtain:
To estimate J 1 , let η be defined as
and note that (120) |∇∆u| 6−η
We estimate J 1 using (118), (119) and (120) as follows:
By (114), we know
To estimate J 2 we first estimate the following two integrals
Using (123) and (124) we have
For J 3 , we have
From the estimates for J 1 , J 2 and J 3 given in (121), (125) and (126) respectively, we have by (79) and (116):
Here N = max{11, (12(6 − η) − η)/η} with η determined by (119). Also note that N → ∞ as p approaches the critical exponent 3.
The crucial step towards the global existence and uniqueness is a uniform H 2 bound for the solution. This can be achieved by manipulating (127) when the initial data is small as we now show. To our knowledge, a similar method first appeared in [12] . First, for any t ≥ 0 and 1 >ǫ > 0 to be specified later, we have by (83) and (84):
From now on we will assume that |u 0 | H 2 ≤ 1. Then we have by (128) 
which leads to the following contradiction to the definition of T * :
We claim now that T * = ∞. Otherwise, by (129) ∃ t * ∈ [T * −ǫ 2 , T * ], such that
We also know
Again, we are led to the contradiction (135).
Since T * = ∞, then This lemma is a direct consequence of sections 4.3 and 4.4 of Lunardi [15] . We first show that Theorem 6.2 is true when T > T c . In this case, from (37) we see that ω LT = sup{ λ | λ ∈ σ(L T ) } < 0. Now for any given v ∈ B(0, From above, we see that given any u 0 ∈ B 2 there is a unique fixed point u ∈ B 1 such that Γ(u, u 0 ) = u. So for any initial datum u 0 ∈ B 2 ⊂ D LT (θ + 1), the equation (80) where id is the identity map, β 1 (T ) is the largest eigenvalue of L T , and δ is some positive number to be chosen below.
By (37), we can choose ǫ and δ sufficiently small such that The proof is now complete.
