There exist tilings of the plane with pairwise noncongruent triangles of equal area and bounded perimeter. Analogously, there exist tilings with triangles of equal perimeter, the areas of which are bounded from below by a positive constant. This solves a problem of Nandakumar.
Introduction
Nandakumar's questions on tilings [6, 7] inspired a lot of research in geometry and topology. In particular, he and Ramana Rao [8] conjectured that for every natural number n, any plane convex body can be partitioned into n convex pieces of equal area and perimeter. After some preliminary results [1, 4] indicating that the problem is closely related to questions in equivariant topology, the conjecture has been settled in the affirmative by Blagojević and Ziegler [2] in the special case where n is a prime power. The problem remained open, e.g., for n = 6. See also [9, 10] .
Nandakumar also asked whether it possible to tile the plane with pairwise noncongruent triangles of the same area and perimeter. The answer turned out to be negative [5] . In fact, we proved the stronger statement that every tiling of the plane with unit perimeter triangles such that the area of each triangle is at least ε > 0, contains two triangles that share a side. If the areas of these two triangles are the same, they must be congruent.
This result left open the possibility that there exist tilings with pairwise noncongruent unit perimeter triangles whose areas are bounded from below by a constant ε > 0. The "dual" question was also asked by Nandakumar: do there exist tilings of the plane with pairwise noncongruent unit area triangles with bounded perimeter? The aim of the present note is to show that the answer to both of these questions is positive. Theorem 1. There exist tilings of the plane with pairwise noncongruent triangles of unit area, the perimeters of which are bounded from above by a constant. Theorem 2. There exist tilings of the plane with pairwise noncongruent triangles of unit perimeter, the areas of which are bounded from above by a constant.
Constructions very similar to ours have been found independently by Frettlöh [3] . However, his proof has gaps. In particular, he argued that with one degree of freedom (that is, having uncountably many possible choices), one can avoid a countable set of "coincidences". While such a statement is true in many settings, it certainly does not hold in general. As our current proof shows, making such an argument work requires nontrivial effort.
In the next section, we prove of Theorem 1. Theorem 2 can be established analogously.
Equal area and bounded perimeter -Proof of Theorem 1
An unbounded convex planar region C bounded by a segment and two nonparallel half-lines is said to be a cone. The segment is called the base of C, and the half-lines are called the sides.
The angles of C are the angles between the base and the sides. The width of C is defined as the minimum distance between two points on different sides. The width of C is equal to the length of the base if and only if both angles of C are at least π/2. Throughout this paper we consider closed regions, so we consider the triangles and the cones to be closed. In tiling of the plane is the covering of the plane with pairwise internally disjoint closed regions. We construct a tiling of the plane by unit area triangles, using the following infinite "splitting procedure". At each step of the procedure we obtain a tiling of the plane with finitely many triangles and cones.
Splitting Procedure
Step 0: We split the plane by three half-lines starting from the origin O into 3 angular regions, the angle of each of which is 2π 3 . In each of these angular regions A, we choose a "generic" triangle T = T (A) with unit area and all three angles at least π/12 such that one of its vertices is at the origin and the other two lie on opposite sides of A. The closure of A \ T (A) is a cone. The initial tiling is the tiling of the plane consisting of the triangles and the cones constructed above: one triangle and one cone in each of the three angular regions. (The precise definition of "generic choice" will be crucially important for the proof, and will be discussed later.)
Step i + 1, for i ≥ 0: Let C be one of the finitely many convex cones that we have after
Step i, which is closest to O.
If the width of C is larger than 4, then split C into two cones with widths larger than 2 by a half-line starting at a point x of the base of C. It is clear that we can do this, further we have 2 degrees of freedom to choose x and the direction of the half-line emanating from x. We make a generic choice (see later).
If the width of C is at most 4, then there is a unit area triangle T such that one of its sides coincides with the base of C and its third vertex lies on a side of C whose angle with the base is at most as large as the other angle of C. (We break ties arbitrarily.) We replace C by the triangle T and the cone C ′ that is the closure of C \ T .
Lemma 1. All cones C created during the Splitting Procedure satisfy
Property P: The width of C is larger than 2, both of its angles are at most 11π/12, and the sum of these two angles is at most 5π/3.
Proof.
Consider a cone C of the initial tiling. It is the closure of A \ T (A) for the angular region A. The angles of C are π minus an angle of T (A), so they are at least 11π/12. The sum of the angles of C is π plus the angle between the sides of C, and so it is exactly 5π/3. Finally, the width of C is the base of C, which is the longest edge of the unit area obtuse triangle T (A), so it is longer than 2. This establishes Property P for the cones in the initial tiling.
Our goal is to show that Property P is preserved throughout the whole Splitting Procedure. This is obviously true for steps in which a cone C of large width is split into two cones. Each of the resulting cones inherits one of its angles from C, while its other angle is strictly smaller than the other angle of C. The widths of the two new cones are required to be larger than 2, so if the original cone had Property P, so do both of it parts.
It remains to verify that when a triangle T is split off from a cone C satisfying Property P, then the remaining cone C ′ (the closure of C \ T ) also satisfies Property P. Let us assume that T = pqr, where pq is the base of C and r is on the side starting at p; see Fig. 2 . The base of C ′ is qr and the angle of C ′ at q is smaller than the angle of C at q, which was at most 11π/12. The sum of the angles of C ′ is the same as the sum of the angles of C, so at most 5π/3. In view of the fact that the sides of C ′ are contained in the sides of C, the width of C ′ is at least as large as the width of C, which is larger than 2. It remains to prove that the angle of C ′ at r is at most 11π/12, or, equivalently, that ∢prq is at least π/12.
Using the fact that the angles of C add up to at most 5π/3 and the angle of C at p is not larger than the other angle of C, we have ∢qpr ≤ 5π/6. As the other angle of C is at most 11π/12 and the sum is over π, we also have that ∢qpr ≥ π/12. Among all unit area triangles pqr with given base pq and ∢qpr ∈ [π/12, 5π/6], ∢prq attains the minimum for one of the extreme cases ∢qpr = π/12 or ∢qpr = 5π/6. If pq had length 2, both extremal configurations would correspond to unit area isosceles triangles with ∢prq = π/12. The length of pq is at least as large as the width of C, which is larger than 2. Therefore, ∢prq ≥ π/12, as claimed. Proof. The unit area condition holds by the choice of these rectangles. For the bounded perimeter condition, we can safely ignore the three triangles in the initial tiling. So let C be a cone with base pq, and let T = pqr be the triangle cut off from C by the Splitting Procedure as in the end of the previous proof. The width of C cannot exceed 4, otherwise, T would not have been cut off during the process. Notice that this width is at least the length of the base multiplied by sin(∢qpr) ≥ sin(π/12), since ∢qpr is the smaller angle of C and it is still at least π/12. Therefore, the length of pq is less than 16, which together with ∢prq ≥ π/12 (established in the previous proof) implies that the perimeter of T is bounded.
The triangles created during the procedure are pairwise internally disjoint. We only have to verify that their union is the entire plane. Assume, for contradiction, that there is a point x in the plane that belongs to a cone during the entire process. This means that every cone C split during the process is at distance at most xO from O. The base of C is either a side of a triangle or is obtained by splitting the base of a previously created other cone. In either case, its length is bounded. Hence, there is a disk D centered at O which contains every triangle and the base of every cone created during the Splitting Procedure. Take a larger disk D ′ around O. As the angles of the cones are bounded away from 0, there exists δ > 0 such that every cone covers a part of D ′ whose area is at least δ. Thus, at each stage of the procedure, the total number of triangles and cones is bounded from above by an absolute constant, which is a contradiction.
In the sequel, we spell out what we mean by "generic choice" during the Splitting Procedure, and how this can be explored to avoid creating two congruent triangles.
There are precisely two ways to split off a triangle of unit area from a cone C such that the remaining region is also a cone, depending on the side of C which contains an edge of the triangle. Denote the resulting triangle and cone by C * 0 and C 0 , respectively, if the "left" side of C contains an edge of the triangle, and by C * 1 and C 1 , respectively, if the "right" side. Extend this notation recursively to an arbitrary 0-1 sequence s by letting
We call every triangle C * s for some 0-1 sequence s a potential triangle of the cone C. Note that if a cone C appears in our process and its width is at most 4, then in a future step one of the triangles C * 0 or C * 1 will be split off from C. If the width of the remaining cone still does not exceed 4, we split off a further potential triangle of C, etc.
We need two simple facts, the first of which follows by trigonometric considerations, while the second is an elementary statement from real analysis. Fact I. For any 0-1 sequence s, the length of each side of the triangle C * s is an analytic function of the three parameters describing C: the length of its base and its two angles.
Fact II. Let F be a countable collection of analytic functions f defined on a connected open region R of a Euclidean space. If none of these functions is identically zero, then every nonempty open subset of R has a point where none of the functions vanishes.
We would like to use our two degrees of freedom in choosing the splitting rays to guarantee that at every stage of the procedure all triangles that have already been created and all potential triangles of the existing cones are pairwise noncongruent. It will be sufficient to establish a slightly relaxed version of this property for the initial tiling: we allow potential triangles of the same cone to be congruent if they cannot possibly show up in the same tiling later, because they correspond to inconsistent future paths of splittings. To make this statement precise, we introduce the following definition.
Definition. A tiling of the plane into triangles and cones satisfies the exclusion property
if there are no two congruent triangles among the triangles in the tiling and the potential triangles of the cones in the tiling, except possibly for pairs of potential triangles C * s and C * t obtained from the same cone C, and if two such triangles are congruent, then neither s is an initial segment of t, nor vice versa.
Lemma 3. For a suitable choice of the three triangles in
Step 0, the initial tiling satisfies the exclusion property.
Proof. Let A be one of the angular regions in the initial tiling that will be split into a triangle T and the cone C that is the closure of A \ T . Let us write A s = C * s for a nonempty 0-1 string s, and let A s = T for the empty string s. We have one degree of freedom in choosing the length l A of the edge of T on the left-hand side of A. The lengths of the other edges of T and both angles of C are analytic functions of l A and, by Fact I, the same holds for the edge lengths of all potential triangles A s . Hence, the lengths of all edges of these triangles in all three angular regions are analytic functions of the three free parameters l A , l A ′ , and l A ′′ for the angular regions A, A ′ , and A ′′ . Consider all pairwise differences between these functions. By Fact II above, we can choose suitable values l A , l A ′ , and l A ′′ within the required range in such a way that only those differences will vanish that happen to be identically zero for all possible choices of the parameters. We call such a choice of the parameters "generic", and argue that for a generic choice, the exclusion property holds. (Note that for a generic choice of the parameters, two potential triangles are congruent if and only if they are identically congruent, that is, they are congruent for every choice of the parameters.)
Observe that if s is a proper initial segment of t, then the diameter of A s is strictly smaller than the diameter of A t , so A s and A t cannot be congruent. Therefore, the exclusion property can only be violated by triangles belonging to distinct angular regions in the initial tiling. It is, therefore, sufficient to show that for any choice of distinct angular regions A and B in the initial tiling, and for every fixed pair of strings s and t, the potential triangles A s and B t are not identically congruent. For a fixed triangle of the initial tiling in A, the triangle A s is uniquely determined. Now fix the triangle of the initial tiling in B in such a way that its diameter is larger than that of A s . Then the diameter of B t larger than that of A s , so they cannot be congruent. This shows that A s and B t are not identically congruent.
Lemma 4. If the exclusion property is satisfied for a finite tiling, then we can perform the next step in the Splitting Procedure so that it is also satisfied for the resulting tiling.
Proof. If in the given step we split off a triangle T from a cone C of the current tiling, leaving another cone D = C \ T , then T = C * i for i = 0 or i = 1 and D * s = C * is for all 0-1 sequences s. Therefore, the exclusion property of the new tiling is inherited from the exclusion property of the old one.
If in the given step we split the cone C into two cones, D and E, then the resulting tiling does not necessarily have the exclusion property, because the potential triangles in D and E were not potential triangles in the old tiling. There are three types of possible conflicts, plus two more symmetric ones with the roles of D and E reversed (type (iii) is self-symmetric).
(i) D * s is congruent to a triangle T that either appears in the current tiling or is a potential triangle of a cone other than C in the current tiling.
(ii) D * s and D * t are congruent for some distinct 0-1 sequences s and t, where s is an initial segment of t.
(iii) D * s and E * t are congruent for some 0-1 sequences s and t.
The requirement that the widths of the cones D and E are larger than 2, determine an open region in the range of the two parameters that describe the ray separating D and E. In view of Facts I and II, it is sufficient to verify that any fixed conflict can be avoided for some choice of the ray. This implies that there is a suitable choice of the splitting line for which all possible conflicts will be avoided. According to Fact I, the length of every edge of every relevant triangle is an analytic function of two free parameters that determine the split. As in the proof of Lemma 3, Fact II guarantees that for a proper "generic" choice of the parameters, all coincidences between these lengths can be avoided that do not hold for every choice of the parameters, even if those choices for which two lengths differ do not belong to the permissible range of parameters (for example, if they give rise to cones of width smaller than 2). For such a generic choice of the parameters, only those pairs triangles will be congruent that are identically congruent. It is enough to show that none of the conflicts listed above are unavoidable.
We will show that every conflict can be avoided by considering an "extreme" choice of the splitting line, very close to a side of C. We make the length of the base of E and the angle between its sides both tend to zero. Then the parameters of D will tend to those of C, hence the side lengths of the triangles D * s will tend to the side lengths of C * s . Therefore, conflicts of types (i) and (ii) cannot occur in the limit, as we assumed the tiling before the current step had the exclusion property. This implies that all conflicts of types (i) and (ii) can be avoided.
We have to be a bit more careful with conflicts of type (iii). Notice that the analytic dependence of the side lengths of E t remains valid even in the extreme case where E has two parallel sides (in which case it is not a proper cone, but the definition extends to such shapes, too). Making the base length of E go to zero, the width of E will also tend to zero. Therefore, E * t will degenerate in the limit, while D * s will tend to C * s , which is a fixed nondegenerate triangle. Thus, this type of conflict can also be avoided.
According to Lemma 2, the Splitting Procedure always yields a tiling of the plane with unit area and bounded perimeter triangles. Lemmas 3 and 4 show that with appropriate (generic) choices made during the procedure, all intermediate finite tilings will have the exclusion property. In particular, the resulting infinite tiling has no two congruent triangles. This completes the proof of Theorem 1.
