Abstract
Motivation
Integrated energy system models try to create a representation of the various interactions between environment, resources, technology and investment, and economy and society (Fig. 1) . Development of the first energy system models started in the 1970s. The Energy Technology Systems Analysis Program (ETSAP) of the International Energy Agency (IEA) first produced the MARKAL (MARket ALlocation) [16] modelling platform. The International Institute for Applied Systems Analysis (IIASA) developed its Model for Energy Supply Strategy Alternatives and their General Environmental Impact (MESSAGE [17, 18] ). Both models were originally designed for bottom up optimisation of large-scale energy systems of countries or at an international level. Therefore, they require extreme simplifications such as country level aggregated values and seasonal or annual supply and demand balance [19] . Because all of the simplifications were accepted and well understood in energy systems consisting of base-load and fully dispatchable generators, such an energy-based perspective was sufficient for the desired purpose of such models. However, due to the temporal variability of RES, those tools may not fully capture the complexity of current and future energy systems. This leads to the necessity of a power-based perspective of future energy systems.
In this review, we focus on integrated, grid-based MES for three main reasons: (1) for a decarbonisation of the global energy system, fossil fuels must be substituted by renewable electricity [20] , (2) the integration of fluctuating RES is especially a challenge for the electricity grid [21] and (3) an integrated MES approach supports a better utilisation of volatile RES and existing grid infrastructures [22] .
The first two reasons address the implications of substituting fossil fuels for RES. For example, the shift from gasoline or diesel cars to electric cars powered by renewable energy [23] . Reason (3) considers the need to provide flexibility and virtual storage capacities 1 when integrating variable RES. This is to overcome the gap between fluctuating supply and demand.
As described in the introduction, most of the energy system models and modelling frameworks are opaque black or grey boxes. However, this has changed in recent years with the public release of many models and modelling frameworks [25] . Compared to proprietary models and modelling frameworks, in open source energy modelling, all stages of the process should be open and transparent (Fig. 2 ). According to [12] , the main advantages of open source energy system models are (1) an improved quality of science due to increased transparency and reproducibility, (2) more effective and broader collaboration, (3)
Fig. 1
Integrated energy systems modelling. Representation of the interactions between environment, resources, technology and investment, and economy and society in an integrated grid-based MES model. Adapted from [19] increased productivity because of burden sharing and (4) a profound relevance to social debates.
Definitions and methodology
Different interpretations regarding the terminology and system boundaries in energy system modelling are available. Their use and interpretation within this paper is described in this section, together with the methodology of this review article.
Definitions
The system boundaries must be carefully selected in order to adequately assess the overall system. For MES, all energy carriers ranging from extraction to services must be included within the system boundaries. In this work, the definitions of an energy system and sector according to [27] are used. An energy system includes 'all steps in the chain-from primary energy resources to energy services' . The energy sector refers to 'the steps in the chain, from the extraction of primary energy resources to the delivery of final energy carriers for use in end-use technologies that produce energy services or goods' . A consistent definition of Multi-Energy-Systems (MES) has currently not been found. In general, a MES approach requires holistic consideration of an energy system, covering the energy stages from the extraction and treatment (e.g. gas well, coal mine, sun) to the services (e.g. heating, illumination, transport), while also considering the different carriers (e.g. electricity, natural gas, oil, coal). In this paper, we focus on the grid-based energy carriers of the energy sector in the range from primary energy to final energy (marked by the dashed box in Fig. 3 ). Mancarella [28] points out four categories to characterise MES: spatial, multi-service, multi-fuel and network. While multiservice means that one energy source can supply energy services at the same time (e.g. a combined heat and power plant), multi-fuel means that different services can be provided by multiple primary energy carriers (e.g. domestic heat can be produced by a heat pump or a gas boiler). The spatial category describes the spatial resolution of a MES model, where common resolutions are buildings, cities and entire countries. Energy networks are required to overcome the spatial distance between consumers and producers and to enable the development of multi-energy technologies and their interactions. In addition to the four categories Mancarella consider, time resolution should also be considered in models integrating variable RES and energy storage. Therefore, when considering MES in our work, five categories are incorporated: spatial, time, network, multi-service and the multi-fuel. The definitions of model, model generator and framework are taken from [29] . Models are simplified replicas of real world systems and may consist of several hardor soft-linked sub-models. Model generators allow users to build models by the use of pre-defined units (e.g. a pre-defined set of equations represents a storage unit and converter). A modelling framework is a structured toolbox and may consist of sub-frameworks and model generators.
Methodology
The aim of this review is to give a comprehensive overview and to discuss the requirements of grid-based MES models. Additionally, selected open source modelling frameworks are presented and characterised. Our work draws on several recent reviews of MES modelling and the implied challenges (Table 1) . Additional literature was consulted where necessary. The reviews can be grouped into five different fields: general MES modelling [19, 28, 30] , modelling of urban MES [31, 32] , categorisation of energy system models and frameworks [29, 33] , evaluation of the challenges in energy system modelling [11] and the power flow modelling [34] .
The review of Hall et al. [33] presents the prevalent usage and categorisation of energy system models in the UK. A qualitative evaluation method to categorise energy sytem modelling frameworks is proposed by Wiese et al. [29] . Mohammadi et al. [30] analyse recent developments in the field of the energy hub, which is a generic and extensive MES approach (further details can be found in the "Energy hub" section). In his review, Mancarella [28] gives a broad overview on the currently available MES concepts, evaluation models and assessment techniques. In a later review Mancarella et al. [19] focus on the modelling of integrated MES. They present the requirements, opportunities and MES modelling applications ranging from optimal unit scheduling, optimal RES integration and optimal power flow between energy hubs. Van Beuzekom et al.
[32] identify suitable modelling tools and frameworks, whereas Keirstead et al. [31] identify and evaluate the influence of technology design, building design, urban climate, systems design, policy assessment, and land use and transportation modelling. A further two reviews [11, 29] look at the general challenges of recent energy system modelling. Only one review was found which focuses on modelling of control techniques and the modelling of electrical power flow across transmission networks [34] , but nothing was found regarding the modelling of natural gas or district heating grids.
We used the literature review to determine the general aspects, modelling approaches and challenges for modelling MES as well as those specific to grid-based energy systems. For the evaluation of such energy systems, suitable assessment criteria are provided. Three selected open source MES modelling frameworks are assessed. Specifically, the review analyses each framework's modelling approach and the extent to which the necessary aspects are considered.
We identified five general aspects important to MES modelling as well as three grid-specific aspects (Table 2 ). In the following section, each of the aspects is presented in further detail and discussed. The two most common modelling scopes today are planning and operation. While planning models evaluate the long-term evolution of the energy system, operational models assess the operational soundness of scenarios. For planning models, the time horizon is especially important because it determines how far the model looks into the future. MES may range from a single building to districts, cities or whole countries. This is described in the spatial coverage. The mathematical model formulation, together with the programming technique, influences the possible level of detail and the necessary computational effort. For detailed models, data availability is essential, since it is often not known or is of bad quality. The level of detail describes how thoroughly the physical properties of the single components (e.g. part load efficiencies, power flow models) are considered within the model. The necessary aggregation and network representation are mainly affected by the spatial resolution. For the integration of variable RES, the temporal resolution is important and determines to which extent short-and long-term dynamics can be considered.
The MES modelling approaches consist of full and hybrid concepts. While the full approaches consider all available energy carriers, the hybrid approaches consider only some. The different energy and power flow representations in electricity, gas and district heat networks provide various degrees of detail. They range from simple network flow models to more detailed power flow representations like DC or AC load flow.
Based on the general and specific modelling aspects, three open source modelling frameworks which are suited to model grid-based MES are evaluated according to the modelling aspects and approaches stated out above. The major requirements for such tools are the possibility to model multiple energy carriers, a temporal resolution to 
MES modelling aspects and assessment
According to Box and Draper, 'essentially, all models are wrong but some are useful' [35] . To receive a useful result from a model, it is crucial to model the values which are relevant to the problem and not those which lend themselves to modelling [11] . Therefore, in the next sections, we discuss several important aspects for MES modelling, from general to specific grid-based modelling aspects to the assessment of the results.
General aspects
Top-down (or macroeconomic) and bottom-up (technoeconomic) are the currently most typical energy system modelling approaches (Table 3) . Models using top-down approaches try to provide a holistic perspective of the economy (this includes economic growth, employment, trade, etc.), but only consider the energy sector in a simplified and aggregated manner. In comparison, bottom-up models incorporate more technological detail and use an economically driven approach for evaluating investigated technologies. This allows them to provide more detailed outlooks on future supply and demand and possible technology utilisation. The high technological detail requires extensive data. Many assumptions have to be made regarding technology diffusion, investments and operating cost [36] .
Since modelling grid-based energy systems requires a high level of technological detail we further focus only on bottom up modelling approaches in this work.
Modelling scope
Planning models are used to investigate the long term evolution of energy systems. They consider investment Table 3 Energy systems modelling approaches [36] Top-down Bottom-up
Input-output models Simulation models
Econometric models Optimisation models
Computable general equilibrium models Partial equilibrium models System dynamics models Multi-agent models decisions and account for a change in future parameters like fossil fuel availability, renewable resources, technology prices, technology diffusion and future learning. These parameters are input variables for energy systems models, and must be chosen carefully to avoid creating biased results [29] . Typical energy planning models are MARKAL/TIMES and MESSAGE. Planning models typically use an energy-based perspective because they work with highly aggregated data (e.g. annual demand and supply values). Operational models examine the operational feasibility of a scenario and since the energy demand must be met at any time of the investigated period, a powerbased perspective is necessary. This requires consideration of the short and long term dynamics of supply and demand, as well as technological, regulatory, economic and social constraints [15] . Typical operational models are PLEXOS, GTmax and EnergyPLAN.
Time horizon
The time horizon is closely connected to the modelling scope. While common time horizons for planning model are 30 to 50 years, typical investigation periods for operational models range from a day to a year [32, 37] .
Spatial coverage
The spatial coverage may range from a local, single building to districts and countries. It has a vast impact on the suitable programming techniques, the possible level of detail [38] , and the possible time horizons and time-steps [37] . A classification of current MES models according to their spatial dimension and level of detail shows that models which cover a spatial dimension that is greater than multiple buildings usually use rather simple, highly aggregated modelling approaches with constant conversion efficiencies between energy carriers (Fig. 4 , see also sections "Programming techniques" and 'Level of detail') [38] .
Model formulation
The most common modelling approaches for bottomup models are simulation 2 , optimisation 3 and partialequilibrium 4 models [36] . Newer approaches include agent-based-modelling and co-simulation [39] . While simulation is descriptive, meaning it forecasts how the energy system might evolve, optimisation is normativeits primary aim being to provide scenarios of how the energy system could evolve [11] . Describing the physical world (e.g. energy generation, distribution, infrastructure and their components) usually results in continuous models with linear and non-linear behaviour [40] . To create mathematically tractable models for integrated simulation or optimisation problems, the equations must be brought to a common problem formulation. The ones most commonly used are linear I: large-scale grid studies relying on simplified models, II: simple tools for quick assessments of small-scale energy systems, III: building and city district energy system design studies with simplified models, IV: on-site energy system studies with additional features, V: mixed-integer linear programming with part-load efficiencies and VI: mixed-integer non-linear programming with complex models. Adapted from [38] programming (LP), mixed-integer linear programming (MILP), mixed integer non-linear programming (MINLP) and dynamic programming (DP) [13] . In LP, all relationships are expressed in fully linearised terms that makes it an eas-to-use technique which delivers quick results [41] . However, the constant coefficients are also one of its main disadvantages, leading to deviations if describing non-linear phenomena. Almost all optimisation models for energy planning and technology-related, long-term energy research are LP models [37] . MILP is an extension of LP as it allows a greater detail in formulating technical properties and relations. It adds decision variables and non-convex relations which allow, for example, to model an on/off mode for individual units [42] . MINLP can also take into account non-linear objective functions and constraints meaning that it most closely approximates real world systems [43] . However, this adds a layer of complexity since the identification of the global optimum among the local optima in non-linear problems requires greater computational effort [44] . Because of the computationally costly solution process, MILP and MINLP models are usually applied only on small scale energy systems (Fig. 4 , e.g. for dispatch modelling of combined heat and power plants [42] or thermal energy storage utilisation in an energy system with high shares of distributed energy sources [45] ). DP is a method to find the optimum growth path. The problem is divided into several simple sub-problems for which the optimum solution is calculated and then combined to a global solution [41] . This method was applied for example on distribution system expansion planning [46] or the optimal operation of a distribution network with dispersed generation units [47] .
Data
The vast amount of data required for detailed bottom-up models causes challenges for the modellers. The necessary data is often not available because it is either not measured (high resolution load profiles of gas and electricity), is commercially confidential [48] , relates to the future and is highly uncertain [19] , or is of doubtful quality. Even though several methods exist to deal with this issue (probabilistic approaches, possibilistic approaches, interval programming, robust optimisation, etc. [49] ), the majority of energy system models uses a deterministic logic (e.g. MARKAL, MESSAGE, etc.) and do not take into account any uncertainties. Probabilistic approaches use probability density functions for the input variables [9] , for example the Weibull distribution of wind speed patterns [50] . In comparison, possibilistic approaches, also called fuzzy approaches, use membership functions to describe uncertainties [51] . Interval linear programming can deal with uncertainties in the system constraints and the objective function, as the lower and upper boundaries are specified. However, it cannot handle distribution functions [52] .
Specific modelling aspects
While planning models have a long time horizon and coarse temporal and spatial resolutions, operational models have a significantly shorter time horizon and finer temporal and spatial resolutions. The variable and distributed nature of RES, the inclusion of energy storage, and the restricted transport capacities of transmission lines demands that finer temporal and spatial resolutions be used [11] . This calls for an increased level of detail which has an influence on the mathematical tractability and computational effort (Fig. 4) . The different energy vectors and the technical infrastructure in a MES may require particular levels of detail, temporal and spatial resolutions [19] . These topics have recently been subject to many reviews, [53] [54] [55] [56] [57] evaluated the different levels of technical detail, [15, 53, 54, [58] [59] [60] [61] focus on the temporal resolution and [62, 63] on the spatial details.
Level of detail
The different levels of detail can be divided into three categories: black-box, grey-box and white-box representations [64] . Black-box models are highly aggregated, databased input-output models without a representation of the underlying physical principles [65] . Therefore, they lead to straightforward and easy-to-solve models. However, it should be ensured that they are appropriate and accurate enough for the relevant problem [66] . Whitebox models offer higher degrees of detail and are based on physical principles to calculate load flows and conversion efficiencies [65] . This also leads to increased modelling effort and the mathematical tractability of the model may cause issues [66] . Grey-box models use simplified physical representations, and their aggregation level and degree of detail is in between that of a white-box model and a black-box model [67] Almost all tools used for nationwide energy forecasts (e.g MARKAL/TIMES, MES-SAGE, etc.) use grey-box or black-box approaches. As shown in Fig. 4 , complex white box models have limited spatial coverage, there is no known model which features both.
Spatial resolution
MES models should consider spatial dimensions because energy supply and demand often occur in different locations. To connect demand with supply, energy transfer infrastructure is necessary [19] . The smallest known common entities in MES modelling are houses and residential buildings. In several papers, MES houses were addressed. Some examples include the high resolution modelling of residential demand [68] or the optimum integration of MES devices into buildings at design stage [69] . MES of the next resolution size-district or city-are the subject of intense research and many publications. In [70] , integrated green-and brownfield MES approaches are used to determine the optimum solution for a district's future energy system. Another publication [22] deals with the exergetic optimisation of a city's grid-based energy system. Studies with a higher spatial coverage (e.g. [71, 72] ) usually do not account for system operation and infrastructure details [19] . Aggregation of data is crucial for modelling MES. On the one hand, to make the problem computationally tractable and, on the other hand, to account for unavailable or unmeasured data, different spatial and temporal resolutions may lead to deviating results. For district heating in the UK, [73] used a spatially explicit model to model future district heat scenarios and [74] determined that different spatial resolutions provide different results for the optimum heat supply strategies. For electrical networks, bus-aggregation methods are used for network reductions [75, 76] . Such simplified networks are further used to determine the effects of aggregating electric loads in the USA [77] and Europe [76] .
Temporal resolution
Using time-aggregated data, for example averaged hourly values, can lead to deviations in the results. For example, [78] showed that the design capacity of a micro combined heat and power plant varied by half between analysis using 5-min and 1-h time-steps. The necessary temporal and spatial scales for grid planning and operation as well as the resolutions of current MES tools are shown in Fig. 5 . When modelling, it is assumed that fast phenomena have reached equilibrium at the end of a time-step. This is especially challenging when modelling MES as they cover a wide range of time scales, including microseconds in electric system operations, hours for gas transport in transmission lines and months in the case of seasonal influences of RES [19] . A possible solution to this problem is to interlink long-term energy system models with short term electricity system models. However, while the information flow from long-term models to short-term models works quite well, the reverse seems to be more challenging [55] . A major challenge in MES modelling is to select a proper temporal resolution to fit the scope. The shares of RES which can be integrated might be over-or under-estimated if an unsuitable resolution is chosen [15] , for example [32] suggests a 15-min interval.
Assessment criteria
Choosing the appropriate assessment criterion and performance indicators is critical in the evaluation of MES. The most common criteria are economic, environmental or technical (energetic or exergetic). Qualitative and quantitative criteria exist, but only quantitative criteria can be used for the formulation of objective functions. The assessment and performance indicators can derive from an absolute or relative value, and a single-or multiobjective approach [28] . Other criteria like sustainability, resilience or socio-ecological effects are not considered in this section. An Economic Assessment is the most widely used evaluation criterion. It can be applied anywhere from planning to the operational stage. The main premise is the minimisation of the total cost or the maximisation of profits. For planning purposes, the discounted cash flow or the net present value theory are usually used. At the operational stage, the analysis of costs and revenues caused by system operation is the typical approach.
An Energetic Assessment is the comparison of energy output to energy input, also called first law efficiency or energy efficiency. This can be conducted for individual components or whole systems during a particular operating state or over a certain period of time. Energy efficiency must always be compared to a reference case. An example of a relative indicator is when comparing energy savings by cogeneration to separate production [79] .
An Exergetic Assessment considers the first and the second law of thermodynamics. Exergy describes the maximum share of energy that can be converted to useful technical work. While energy can be neither produced nor destroyed, it is the exergy that is consumed to provide a certain service. Therefore, exergy is a suitable common basis when comparing different energy carriers in a MES. Exergy analysis allows the evaluation of cascading energy usage and is a powerful tool for identifying causes, locations and magnitudes of primary energy losses [80] .
An Environmental Assessment is an important criterion in the field of energy policy development. It covers the wide range of impacts of MES on the environment, like greenhouse gas emissions, air pollutants, influence on biodiversity and groundwater resources. In general it can be distinguished between local impacts, for example particulate matter and NO x -emissions, and global impacts, such as greenhouse gases and chlorofluorocarbons. In this work, the environmental assessment focuses on the CO 2 -emissions related to energy production.
The Reliability Assessment rates the ability of energy systems to provide an adequate supply. The main aim of the reliability assessment is to identify the weak and critical parts of the energy infrastructure, such as the outage rates of generating units, the failure rates of overhead lines and operational decisions. All those are predicted future events which cannot be estimated precisely and therefore have to be assessed probabilistically. Typical key performance indicators are loss of load probability (LOLP), loss of load expectation (LOLE), expected energy not served (EENS) and loss of energy expectation (LOEE) [81] .
Grid-based MES modelling approaches
In addition to supply and demand, grid-based MES models must consider the energy flows in the networks, energy storage and the energy conversion between networks. Two approaches are used to model such systems: the integrated approach and model linkage or co-simulation. In the integrated approach, all components (networks, converters, storage) are modelled within the same framework. Co-simulation or model linkage means that several or all components have their own dedicated model, which are coupled by a superior tool. For the coupling tool, the sub-systems are black boxes.
Energy network modelling approaches
Energy transmission via networks can be modelled in various levels of detail. Geidl [82] suggests a classification into network (black-box models) and power flow (grey-or white-box models) models. Type I network flow models feature energy flows that transmit energy without losses. Conversely, in type II network flow models, losses are incorporated as a function of the corresponding flow. Power flow models are the most accurate and based on conservation of flow and on conservation laws, but also include non-linearities.
While the network flow models are relatively simple and the same for each of the three most common energy networks (electricity, gas and district heat), the power flow models are more complicated. Physical laws such as the relation between electric voltage and current, or hydraulic pressure and flow, are used to determine the load flows. Since these physical relations are specific for the individual energy carriers, no general model for all energy carriers is available [82] . For each network type there are dedicated static load flow calculation tools which are based on physical laws, for example NEPLAN 5 , PSS SINCAL 6 or DIgSILENT PowerFactory 7 . As well as modelling electricity networks, the first two tools can also model district heat and gas networks, however, it is not possible to interconnect each energy carrier.
Electric networks
There are two different approaches to model electrical power flow, the linear DC model and the more realistic AC model [83] . For the DC model, Kirchhoff 's law is used to determine the active power flows which depend on the maximum power capacity and the resistance of the power lines [84] . Very often, linear DC power flow is used in operational electricity system models to decrease the complexity and calculation time for the non-linear optimal power flow problem [85] . For example, DC load flow models were used in two recent studies on the German electricity grid. One [86] investigated the necessary long term grid expansion due to the RES integration, the other was used to determine the optimal placing of storage power plants in 2020 [87] . DC load flow network representation was also used for an integrated day-ahead electricity market model in Turkey [88] . Several papers address the accuracy of DC load flow formulations [89] or compare results gained by AC and DC formulations [85, 90, 91] .
As AC load flow representations also account for active and reactive power flows, data regarding capacitive and inductive behaviour of the transmission lines is required. However, this increased detail adds to the complexity of the model and results in longer calculation times [84] . Solving large-scale electricity systems with an AC power flow representation is still a challenge because for some operation states, standard methods like Newton-Raphson or optimal power flow do not deliver any results [85] and prevent full AC power flow models from being widely adopted in real time operation [92] . All of the above mentioned load flow calculation tools are capable of AC power flow calculations. Geidl and Andersson [93] used an AC load flow representation to determine the optimum power flow in an interconnected system of energy hubs. Other applications are the determination of the optimal load flow in the distribution grid [94] .
Pipeline networks
Power flow models for pipeline networks must consider pressure losses and, in the case of district heat grids, must also consider heat losses and the temperatures of the feed and return flows. The tools described above, NEPLAN and PSS SINCAL, can solve the non-linear power flow equations, for example by using the Newton-Raphson algorithm. The non-linear dependency between flow and pressure loss is a challenge in case of integrated MES simulation, because it requires either linearisation or a non-linear problem formulation. Several works have dealt with optimal power flow modelling in MES: for pipeline networks, they either linearised the equations [95] or used non-linear models [93, 96] . In practical modelling, generally static equations are used. This means that fast phenomena are negligible and have reached equilibrium before the end of the time-step [19] . In the case of fine time resolutions and large-scale pipeline networks, equilibrium might not be reached at the end of a time-step meaning full transient equations are necessary [97] to consider the changes in the linepack 8 [19] . The same applies if modelling storage that is intrinsically available in existing infrastructure, for example if using the slower dynamics as flexibility option for the power grid [99] .
Converter and storage modelling approaches
There are several converter and storage modelling concepts with various levels of detail. The most generic one is the energy hub concept [100] which was specifically developed for describing the power flows in interconnected, grid-based MES. In his review, Mancarella [28] also includes the microgrid [101] and virtual power plant [102] modelling concepts, which were originally designed for power grid modelling, in the MES modelling concepts. A more recent concept is the power node modelling concept [103] -originally designed to model energy storage in electrical power systems. Whereas the energy hub is a full multi-energy modelling concept, the others primarily target the electricity system and only consider some multi-energy aspects, but do offer a higher degree of detail.
Energy hub
The energy hub concept is a generic approach for steady state modelling and optimisation of future interconnected multi-energy networks [82, 93] . The energy hubs serve as interfaces between different energy infrastructures (e.g. connecting the natural gas network to the electricity and heat grid using a co-generation plant) and network participants (consumers, producers). The basic elements of an energy hub are converters, energy storage, and input and output connections (Fig. 6 ). A converter is described by the energy efficiency η α,β between input of energy carrier α and output of energy carrier β and can have multiple power inputs P in and outputs P out . A hub can consist of a single device or a combination of multiple converters and has dedicated inputs and outputs. The general formulation of energy conversion for a multi-input and multi-output hub is analogous to a single converter and can be stated as followed [104] :
Energy systems of various scales and resolutions can be represented by a set of interconnected energy hubs. The energy transmission between the hubs can be represented by network or power flow models. The original approach uses a black-box modelling approach with constant conversion efficiencies for converters. The majority of energy hub applications use an integrated modelling approach. Although the energy hub concept was originally developed for greenfield design studies [105] , it has been used for several other purposes. In addition to optimal dispatch [104] , optimal power flow modelling in the networks [93] and topological optimisation [106] , energy hub models were also used for reliability considerations [107] and exergetic optimisation [108] . A decent collection of published research on the energy hub can be found in [30] .
Hybrid concepts
A micro-grid is a distribution system with interconnected loads and distributed energy sources (PV, wind, storage, etc.) which is controlled in a coordinated way, allowing it to operate in parallel with the grid or in island mode [109] . Micro-grids can be MES, if the loads and supplies of other forms of energy are included in their control strategy as well. Examples are the integration of co-and tri-generation as well as electrical heat pumps. A tool for efficient design and operation of polygeneration micro-grids was presented by [110, 111] . The application of a MES micro-grid was shown at the University of Genua [112] .
A virtual power plant (VPP) is a flexible representation of a portfolio of distributed energy resources. They are aggregated and coordinated in a way so that they act as a single power plant [113] . Currently, small power generation facilities like battery storage and distributed energy resources are generally prohibited from the electricity spot market [114] . Virtual power plants can help overcome these barriers and meet the requirements for participation in the European Energy Exchange spot market [115] and the control energy tenders [116, 117] . The application of VPP in MES concentrates on providing system flexibility, for example by including thermal storage in a cluster of CHP plants [118] or by using aggregated resources like heat pumps, electric vehicles and electrolysers in replace of the spinning reserve [119] . For example, a VPP model is used to evaluate the feasibility of balancing the power in a renewables only power system using CHP, heat pumps and thermal storage [120] .
The Power Nodes modelling concept is based on a Multilevel Flow modelling approach, which is usually used to model industrial processes on several interconnected levels [121] . A power node represents a generic storage which is inserted in between the grid and the supply and demand processes. This adds a new degree of freedom to balance the power grid and works in tandem with controllable loads by offering inherent storage capacity. In order to provide a conceptual model for energy storage and different levels of controllability of power system units the power node approach aims to 'introduce a model decomposition for operation functions in different planning stages and operation time-scales' [122] . A multi-stage formulation is used to provide equations for day-ahead and intra-day rescheduling as well as real-time operation. Although the power node modelling concept is mainly designed solely for electricity grid simulations, it may also be used in a MES context when considering power-to-heat applications. In a case study, a power grid with intermittent electricity supply, thermal load and thermal energy storage was investigated [103, 122, 123] .
MES open source modelling frameworks
While in earlier times, models designed for urban or utility energy systems were not commercially available [124] , the situation has changed and today there are several accessible MES modelling concepts and open source modelling frameworks. For our review, a collection of 29 open source energy modelling tools was established from [25, 125, 126] . The complete collection, including information regarding the properties of the tools (e.g. programming language, available energy sectors, time resolution, energy grids), can be found in Additional file 1. Sixteen of these tools support modelling energy grids, and only seven of those allow the modelling of more than a single energy carrier. Balmorel [127] , ficus [128] and PyPSA [129] focus on modelling electricity and heat supply. TransiEnt [130] is a Dymola library for modelling the transient behaviour of electricity, gas and district heat networks. Calliope [131] , oemof [132] and urbs [133] are the most generic and flexible modelling frameworks as they support modelling user-defined energy sectors and grids. They also allow user-defined time-resolutions and horizons. Therefore we selected them for a further evaluation according to the modelling aspects and approaches stated above. A short description of each framework is provided followed by a comparison.
Calliope
Calliope is a framework used to model MES, developed by the universities ETH Zürich and University of Cambridge. The model is written in Python and has a clear separation of framework (code) and model (data). The focus is set on spatial and temporal explicitness, openness, transparency and the ability to compute and compare a large number of scenarios [11] .
oemof oemof is a 'modular open source framework to model energy supply systems' developed by the Reiner Lemoine Institut and the Center for Sustainable Energy Systems at Flensburg University of Applied Sciences. It is a collaborative modelling approach that is still under development. The modular structure offers the ability to adapt to the desired scope, making it flexible in time resolution and allows for the connection of multiple regions and energy sectors. It provides a rich set of tools to construct energy supply system models in high temporal and spatial resolution. The object-oriented implementation of the framework allows users to address the uncertainties of highly integrated future energy systems [134] .
urbs urbs is an energy modelling framework developed by the Technical University of Munich. It is a linear programming optimisation model built for capacity expansion planning and unit commitment for distributed energy systems. It is suitable for MES with a focus on optimising storage size and use. The optimisation objective is to minimise the cost of the energy system while satisfying the given demand [133] .
Framework comparison
The general and specific characteristics of the modelling frameworks are summarised in Table 4 . All of the modelling frameworks are based on the energy hub concept and cover the electricity, heat and gas sector. oemof stands out with the option to include the transport sector. The basic features included are renewable energy sources, converters (including co-and tri-generation), consumers, storage and grids for electricity, heat and gas. Type II network flow models are used to describe the energy transmission between multiple regions. Since all frameworks have operational and planning modes incorporated, they support high time resolutions and long term investigation periods. Using a deterministic optimisation model formulation, all frameworks accept linear equations. oemof and Calliope also accept binary variables. This only allows a basic level of detail but high spatial coverage.
The main objective of all frameworks is to minimise costs for a given scenario. As well as economic constraints, urbs also offers the opportunity to include CO 2 emissions as an auxiliary constraint. The economic analysis of urbs is especially advanced as it includes a number of economic variables outside of the fixed and variable standard costs. It allows the user to explore investment costs, start-up cost, time variable buy and sell prices for commodities and an annuity factor formula for a given depreciation duration and interest rate. Even though the basic functions of the tools are quite similar, they also have some unique features. Calliope and urbs support multi-scenario evaluation and urbs also provides demand response, while oemof offers the implementation of minimum up-and down-times for converters.
The source codes for all the frameworks are hosted on github 9 . The number of commits 10 made on these projects Appropriate documentations help to support new users with understanding the structure and functions of the frameworks. Compared to the other frameworks, urbs has broader ranging application possibilities which are supported by more extensively and detailed documentation. The well-structured source code of each framework is straightforward and of high quality. However, urbs stands out because its in-code documentation includes more details and additional information.
Even though urbs has the most extensive documentation, the broad functionality and sophisticated economic assessment make it time consuming to change the code. A considerable advantage of oemof is the clear and modular structure of the code which allows it to be easily adapted. In comparison to oemof, Calliope does not have such clear and strict separation between the model description, simulation and optimisation.
MES modelling challenges
Energy system modelling is influenced by various sectors and fields (see Fig. 1 and Table 5 ). As well as detailing energy infrastructure components and technology, energy system models must also account for the stochastic nature of RES and the behaviour of consumers and market stakeholders.
General aspects
The main challenge when modelling an energy system is to accurately model the desired problem, and to select the proper influencing factors and boundary conditions. It is important to model the factors that are relevant to the problem instead of prioritising factors that may be easier to use [11] . While energy system models are often implemented for technological and economic effects, they are rarely used to investigate the effects of aspects such as human behaviour, indirect costs, socio-political or nonfinancial barriers for technology [11] .
Energy systems typically consist of the four interconnected fields listed in Table 5 . On the path to a future energy system based on distributed RES, the number of interconnections between the individual energy carriers will need to increase. This adds to the complexity of the system and increases the overheads for maintenance [135, 136] .
Model formulation
While there are several specialised and dedicated tools for modelling the individual segments of the energy system in various detail, there is no known transdisciplinary tool or method that combines all four fields stated in Table 5 in high detail. The more convoluted and interconnected a system becomes, the more difficult it is to solve the arising mathematical problem. Already when only modelling components and grids of a MES using the energy hub concept, the synthetic matrix representation leads to a model formulation that is intrinsically nonlinear due to the multiplication of decision variables [28] . Optimisation problems with non-linear constraints require additional optimality conditions (Karush-Kuhn-Tucker conditions) to find a globally optimal solution [82] . This makes the mathematical problem more difficult to solve. Another approach is to decompose the energy flows to obtain linear models [95] . However, this might lead to large errors because power flow equations for electricity and hydraulic networks are non-linear. Including control systems in a MES model requires variable-structure, dynamic models [40] . Consumer behaviour and stochastic elements (Table 5 ) have rarely been included in energy system modelling to date. However, these factors are expected to be important in future applications despite adding many layers of complexity to the models. For example, in the UK, there are very few low carbon emission energy scenarios which also take into account social or political aspects [137] . The estimation of future energy demand and the required energy infrastructure can have significant influence on the future of energy supply [11] . In order to achieve a low-carbon emission future, energy demand must, in addition to energy supply, be addressed and managed [20, 138] . Furthermore, the public acceptance of renewable energy installations like rooftop solar panels in cities, on-and off-shore wind power plants, or new grid lines plays an important role for future energy systems. Overall, considering all four fields requires several different modelling methodologies, techniques and logics. This results in large stochastic hybrid models [40] .
Data
Generally, there are two types of uncertainty: epistemic and aleatory [139] . An uncertainty is epistemic if the modeller thinks it can be reduced by better data and models, otherwise it is aleatory. There is no way to address epistemic uncertainties except for better models and data, but there are formal methods for dealing with aleatory uncertainties-an example is the Monte Carlo method. The Monte Carlo method, or similar approaches to determine uncertainty, examine the changes of a model's inputs and outputs by varying input data several times. The benefit of these methods is that they can be used in combination with existing deterministic models.
Stochastic models, for example, are designed to deal with uncertainties by handling a random input and producing a randomly distributed outcome. This means that distributions are fed into the model instead of deterministic parameters [11, 31] . Ideally, input data and parameters should be assigned with deviation ranges. However, the necessary input information might not always be of sufficient quality. Alternatively, it may be unavailable, or may only be available on an aggregated level because of data protection law limitations. If this is the case, then it must be adjusted or downscaled to the desired boundaries -for example from a national to a district level on a per-capita basis. Very often in these cases the uncertainty is difficult or impossible to determine. Unfortunately, the majority of studies do not describe the methods on how they dealt with the uncertainties related to their input data [31] .
Specific aspects
The distributed nature and the necessary power-based perspective of RES mean that the modelling of time and space is crucial for accurate and robust results of MES models. Because it is very difficult to acquire sufficiently fine resolution data for RES, it is unlikely that traditional optimisation models (which use an energy based perspective) can fully represent the resolution challenges [11] .
Time and space
Energy is not always supplied when and where it is required. This imbalance may be compensated for either spatially by the grid, or held by storage to be discharged at a later time. However, models with a high degree of spatial and temporal detail may require too much computational effort to be solved in an acceptable timeframe. Although a coarse resolution requires less computational effort, it can lead to inaccurate results. This is due its averaging character that may filter out the extreme points when designing the system [59] . Hayt et al. [58] determined in their work that models that do not consider the full variability of supply and demand can overestimate the share of demand met by renewable energies. There are three general approaches to address the variability of RES [11] : (1) capacity factors or load duration curves, (2) time slices of representative days or seasons and (3) real time series of RES production potential. Large-scale energy optimisation models like MARKAL/TIMES and MESSAGE use (1), but they may be adapted to be used with the time slices approach (2). For example Kannan et al. [61] presented such a model for the Swiss electricity system. Another example for the application of (2) is the LIMES model [59, 140] . The application of real time series (3) can mainly be found in electricity system models [141, 142] . There are also hybrid models where long term energy system models are linked to short term operational power system models [53, 54, 60] . The weather dependency of RES potentials requires highly resolved data in space. However, such spatially resolved data is generally only available in annual values (e.g. in [143] where the annual RES potentials on a district level for Austria are presented). A newer approach is the renewable.nija database which provides time and space resolved PV and wind potentials [131, 144] . The spatial distribution of demand was mainly addressed for the heating sector by two studies which investigated the heat demand in the UK [73, 74] . It was found that different levels of spatial resolution or aggregation also require a simplification of the energy networks. Network reduction is currently an important field for modellers of large-scale transmission power grids [62, 75, 77, 145, 146] . This is also an important consideration when modelling MES at a distribution level.
The cellular approach [147] is a method that supports network reduction. The studied area is divided into a number of cells, based on local conditions like consumers, producers and energy infrastructure. All individual entities of the same type within a cell are aggregated and represented by one single cell. Because the internal load flows of a cell are neglected, network reduction methods are necessary so that inter-cellular load flows are correctly represented. Because of the averaging effect of aggregation, the cellular approach allows the utilisation of standardised or synthetic load profiles if no high resolution data is available.
Conclusions
In this paper, we presented an overview of the current research and challenges of modelling grid-based MES. General and specific aspects of modelling grid-based energy carrier systems have been provided.
In order to provide a robust and efficient future energy supply, MES models should incorporate the interactions between different energy carriers, and the representation of load flows in grids. They should also enable the cost efficient integration of high shares of RES by using available synergies the different energy grids provide. The aspects which necessitate a power-based perspective in future planning models have been discussed. These aspects include the representation of modelling details, temporal and spatial resolutions, and network representations. Presented are three open source modelling frameworks that have been tested and used by the authors.
The challenges discussed show that there are still wide gaps and several opportunities for future research topics. From a technical perspective, the amalgamation of planning and operational models [11] is a major challenge. This is because it demands finer temporal and spatial resolutions and requires the implementation of a lot more technical details into the model. Moreover, the complexity of a model increases when accounting for interdisciplinary aspects such as the interdependency of the food and water sector [29] , or human behaviour in an energy system. The most common model families, like simulation and optimisation, might not be sufficient for solving the resulting (usually non-linear) mathematical problem. Model coupling or new modelling approaches like agentbased-modelling might be necessary to obtain robust and relevant results. 1 The flexibilities offered by one energy carrier that can be used by another energy carrier, e.g. the enormous storage capacity of the natural gas grid is used with power-to-gas plants [ 8 Linepack is the quantity of gas contained in the pipe at a given time [98] . 9 www.github.com 10 A commit is a contribution to a github project.
Endnotes

Additional file
Additional file 1: Additional file 1 includes the complete collection of open source energy modelling tools established from [25, 125, 126] . It includes: information regarding the host, the software license, the programming language, the mathematical model formulation, the availability of a documentation, the scope, the available energy sectors 
