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Abstract-The problem of identifiability of finite mixture of Burr type XII distributions is stud- 
ied. A procedure is presented for finding maximum likelihood estimates of the parameters of a mixture 
of two Burr type XII distributions, using classified and unclassified observations. Estimation of a 
nonlinear discriminant function on the basis of a small sample size is considered. Its performance 
is investigated by a series of simulation experiments. The simulations conducted for estimating a 
nonlinear discriminant function by maximum likelihood, on the basis of unclassified data drawn from 
a mixture of the underlying populations suggest that the error rate can be reduced by a substantial 
percentage for widely separated populations. Generally, the performance of the mixture discrimi- 
nation procedure relative to the completely classified procedure, measured by total probabilities is 
good. 
Keywords-Mixture of two Burr type XII, Identifiability, Classification rules, Probability of 
misclassification. 
1. INTRODUCTION 
Burr type XII distribution was first introduced by Burr [l]. Lewis [2] stated that many stan- 
dard theoretical distributions, including the Weibull, exponential, logistic, Gompertz, normal, 
extreme value and uniform, are special cases or limiting cases of the Burr system of distributions. 
Dubey [3,4] discussed usefulness and properties of the Burr type XII distribution as a failure 
model. Evans and Simons [5] studied further the distribution as a failure model, and they also 
derived the maximum likelihood estimators as well as the moments of the Burr type XII distri- 
bution. Wingo [6] fitted the Burr type XII distribution to life testing data using the maximum 
likelihood method. 
The cumulative distribution function of Burr type XII distribution is given by 
F(Z, c, Ic) = 1 - (1 + q-It, x > 0, c > 0, Ic > 0. (1.1) 
Mixtures of life distributions occur when two different causes of failure are present each with 
the same parametric form of life distribution. Finite mixture of distributions have been used as 
models throughout the history of modern statistics. The mixture of two populations is usually 
associated with two problems. In the first problem, the aim is to estimate the parameters of 
the two populations. Unclassified data are used for this purpose. The other problem associated 
with the mixture model is to estimate a discriminant function from the unclassified data and 
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study the performance of the discriminant function. Studies in this area have been undertaken by 
O’Neill [7] and Ganasalingam and Mclachlan [8,9]. In all these studies, the underlying population 
are assumed to be normal. Amoh [lo] estimated a discriminant function from a mixture of two 
inverse Gaussian distributions when the sample size is small. 
In this paper, a mixture of two Burr type XII is considered, identifiability, estimation of para- 
meters and estimation of nonlinear discriminant function are studied. Also, three classification 
procedures, mixture, completely classified and optimal are compared. 
2. IDENTIFIABILITY 
The property of identifiability is an important consideration on estimating the parameters in 
a mixture of distributions, also testing hypothesis about mixture of distributions, classification 
of a random variable based on a mixture, etc., can be meaning fully discussed only if the class of 
all finite mixtures is identifiable. 
Here, we discussed the problem of identifiability of finite mixture of Burr type XII distributions. 
Yet, to our knowledge, the question of identifiability in this case has not been settled in the 
literature. Discussions of the identifiability of mixtures may be found in several papers, among 
others, by Teicher [ll-131, Yakowitz and Spragins [14], Mohanty [15], Rennie [16], Blum and 
Susarla [17], AL-Hussaini and Ahmad [18], Fraser et al. [19], Ahmad and AL-Hussaini [20], 
Kent [21], Ahmad [22], and Ahmad and Abd EL-Hakim [23]. 
The set H of all finite mixtures of a class 3-1 of distributions is the convex hull of 7-1, 
H = 
{ 
H(z) : H(z) = &F,(X), ci > 0, kci = 1, F~(z) E 2, n = 1,2 ,... 
i=l i=l 1 
the class of all finite mixture is identifiable if,’ and only if, the convex hull of % has the uniqueness 
of representation property: 
R. m 
&F,(x) = cc:F;(x) 
i=l i=l 
implies n = m and for each i, 1 5 i 5 n, there is some j, 1 5 j < n, such that ci = c: and 
Fi = Fl. The following theorem given by Teicher [12] gives a necessary and sufficient condition 
for the identifiability of finite mixtures of distributions. 
THEOREM. [12] A necessary and sufkient condition that the class IFt = {EZ, ciFi(z), 
ci 2 0, Cz, ci = 1) of all finite mixtures of the finite family 2 = {Fl(z), Fz(z), . . . , F,(z)} 
be identifiable is that there exist n real values x1, x2, . . . , x, for which the determinant of Fi(zj), 
1 5 i, j 5 n does not vanish. 
PROPOSITION. The class of all finite mixture of Burr type XII distributions, with common shape 
parameter c, is identifiable. 
PROOF. Consider the cumulative distribution function of Burr type XII, which is defined by (1.1). 
Application of the above theorem, a sufficient condition for the identifiability of 7-t, is that at 
least n distinct values of x, say ~1, x2,. . . , xnr exist such that 
F(xl; c, W F(xl; c, /c2) . . . F(m; c, bJ 
F(x2; c, ICI) F(xz; c, kz) . . . F(x2; c, k) 
*. # 0, . : 
F(xn; c, h) F(x,;c,kz) . . . F(xn; c, M 
with xj = (2j - l)l”, = 1,2,..., n, leads to the determinant 
1 _ 2-k’ l-2-+ . . . 1 _ 2-kn 
1 _ 2-2kl 1 - 2-2k2 . . . 1 _ 2-2kn 
‘. 7 . : 
1 _ 2-nh ;--2-h ... 1 _ 2-k 
(2.1) 
(2.2) 
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taking 2-kj = Xj, for j = 1,2,. . . , n, the above determinant (2.2) can be written in the form 
1 - x1 l-X2 . . . 1 - A, 
1 - xi 1-x; . . . 1 - xg 
. . . : 
1 - A? 1-x; . . . 1 - x; 
One can see that the determinant (2.3) can be reduced to the form 
1 1 . . . 1 
(1 -X1)(1 - Xz)***(l -A,) ? “z 1:’ 
&l 
. ) 
. : 
x7-1 $1 . . . 12 An-1 
where the above determinant is a Vandermonde one. Thus, the form in (2.4) is equal to 
[ 1 fp- Xj) {(X1- X2)(k- A3)*..(&- &I)) j=l 
(2.3) 
(2.4) 
.{(A2 -x3)(x2 -x4).*.(x2 - ~n)}~'~{@n-l- k)}, 
which is not equal zero for distinct Xi, Xp, . . . , A,. 
3. LIKELIHOOD ESTIMATION 
Let 21, 22, . . . , zn be a random sample of size n drawn from a mixture of two Burr type XII 
density functions in the form 
f(z) = CfY1 
( 
pkr(1 + ~?)-(~l+‘) + qk2(l + z~)-(~‘+‘) 
> 7 
x > 0, 
h,b,c > 0, O<p<l, p+q=l, (3.1) 
where p is the mixing proportion of the first component in the mixture, ICI is the shape parameter 
of the first component, k2 is the shape parameter of the second component and c is the common 
shape parameter. 
Following the procedure used by Day [24], the likelihood function can be written in the form 
L(z;p, ICI, kzyc) = Cn fi XTmlQj, (3.2) 
where 
j=l 
Qj =pgj(al) + qgj(a21, 
gj (ai) = ki( 1 + x~)-(lc’+l) 7 
fori=1,2andj=1,2 ,..., n. 
Differentiating the log-Likelihood function with respect to 
equating to zero, we obtain 
n 
p, ICI, kz and c, respectively, and 
C iIj(al)-Sj(82) 
j=l 
Qj =" 
(3.3) 
n 
c ( *lj i-JOg(l+Xi) =O, j=l > 
n 
c ( 
bV2j f& -lOg(l+X$) = 0, 
(3.4) 
j=l > 
n 
i+C 1 lOgXj_ Wlj j=l [ * (l+kr) +r/irzj (l+&)] & 1OgXj =O, 3 1 
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where Wij is defined as the probability that the observation xj arises from the ith component, 
with Wij = pgj(al)/Qj and Wzj = 1 - Wlj. Hence, 
Wlj = (1 + exp[a + br(Xj)]}-l (3.5) 
and 
a=log(~)+log(~), b=kl-kz. (3.6) 
Thus, we can write an estimate of Wij a~ FVij which is obtained by replacing a and b in (3.6) by 
their maximum likelihood estimates C? and 6. 
Solving the equations given in (3.4), we get 
ki = Cj”=l *ij 
Cy=i *ijr(Xj) ' 
i = 1,2, 
"=~~=,{[i@~j(l+k1) +~~j(l+~2)]B(xj)--10gxj}' 
(3.7) 
where r(xj) = log(1 + xi), P(xj) = x;/(l + x;) logxj. It is straightforward, at least in principle, 
to find a solution of the system of equations (3.7), using the EM algorithm of Dempster et al. [25]. 
In this article, we solve the nonlinear system of equations (3.4) directly by using routine ZSPOW 
from IMSL [26]. 
4. CLASSIFICATION RULES 
Discriminant function is helpful in indicating the direction and the degree to which each variable 
contributes to the classification. The classification procedure assigns an individual to one of two 
distinct population ~1 and 7r2 with probability p and q, p + q = 1. When all the parameters 
of the populations are known the optimal rule, nonlinear discriminant rule is to assign a new 
observation x to ~1 or ~2 according to whether the value of the nonlinear discriminant function 
NJ!+_,(X) = a + br(x), 
where 
a=log(i)+log($), b=kl--k2, r(x)=log(l+x’), (4.1) 
is less or greater than zero, respectively. 
On the other hand, when the parameters of the population are unknown but there are ni initial 
observations available from ni with n = ni +nz, the classification rule is based on estimates of the 
unknown parameters from the classified samples. The resulting classified nonlinear discriminant 
function is 
iv&(x) = C+&(x), 
ndog(~)+log(~). ?,=&iz, F(z)=log(l+x”). (4.2) 
The maximum likelihood estimates of the parameters from the classified samples can be written 
in the form 
where r(xij) = log ( ln+ xzj) - 
n 
1 
7 
1%(&j) 
(4.3) 
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For a nonlinear equation (4.3), the EM algorithm is easy to program and proceeds iteratively 
in two steps. E (for expectation) and M (for maximization). Now we consider the situation where 
all the initial observations are unclassified and they are only known to come from a mixture of ~1 
and ~2. 
The nonlinear discriminant function for this mixed sample is 
NL,(x) = c?+hys), 
where 
&log(;)+log(;), S&-&s, ?(s)=log(l+z”). (4.4 
fi, ii, ,& and E are obtained by solving the nonlinear system of equations in (3.4). 
5. DEFINITION OF PROBABILITY OF MISCLASSIFICATION 
Let Eij (i = 1,2, j = o, c, m) be the probability of misclassifying an observation from xi by 
the nonlinear discriminant function NLj(z), with Ej as the corresponding total probability of 
misclassification. The conditional error rates for the nonlinear discriminant function well be 
measured by the following exact formula. 
Consider the nonlinear discriminant function 
NLj(z) = aj + bjr(s). (5.1) 
We classify 2 in ~1 if NLj(Z) < 0. Hence, 
Elj = p(aj + bj T(X) > 0 1 x E TI), if ICI < kz, bj < 0, 
hence, 
Elj = p T(X) < -z / Z E X1 ) 
3 > 
i.e., 
Elj =p (X < (eeajlbj - l)l”) . 
Then for ICI < k2, aj = (e-aj/bj - 1) i/C , we have 
Eij = F(oj,c,ki), E2j=l_F(aj,c,k2), Ej=pElj+qE2j, (54 
where aj is given by (emajlbj - 1) l”, (emajihj - 1) 
1/t 
and (e-&j/&j - 1) 
1/e 
, for j = o, c, m, re- 
spectively, and F(aj, c, ki) is the cumulative distribution function of the Burr type XII, which 
can be written in the form 
F(aj,c, ICI) = 1 - (1 + c~;)-~‘, for i = 1,2 and j = o,c,m. 
6. SIMULATION EXPERIMENTS AND RESULTS 
A series of simulation experiments were performed to investigate the performance of NL,(z) 
relative to NL,(z) and NL,(z) for small samples. Twelve combinations of the parameters were 
taken: c = 5, ICI = 1, k2 = 2,6,11 and p = 0.3,0.5. For each combination of the parameters, 
classified and mixture samples of sizes n = 40 and n = 100 were generated from the mixture 
distribution. The following procedure was used for generating a mixture sample: 
- Generate Vi and Us from U(0, 1) using GGBUS routine from IMSL. 
_ IfUi<p,deliverX= (l-V~)-“~~-l [ 1 
i/c . 
- Deliver X = [ (1 - Uz)-l’k’ - 1 1 
l/c . 
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Table 1. Individual probabilities of misclassification. 
12 P 
- 
C h kz Elm E2m El, E2c El, E20 
- 
40 0.3 5 2 .72364 .09132 .78148 .04597 .78571 .04592 
(.20218) (.14815) (.15461) (.04062) 
6 .46902 .05883 .42343 .04307 .41011 .04214 
(.16137) (.08172) (X036) (.01820) 
11 .37773 .06148 .28670 .02946 .27713 .02816 
(.23319) (X954) (.08698) (.01392) 
- 
40 0.5 5 1 2 .53212 .23993 .47561 .28856 .50000 .25000 
(.23164) (.21679) (.20495) (.19361) 
6 .30755 .21770 .29368 .12832 .30117 .11647 
(.12942) (.20007) (.08748) (.05692) 
11 .29983 .15830 .21034 .07818 .21321 .07153 
(.19876) (.21175) (.06884) (.03419) 
- - 
100 0.3 5 1 2 .69772 .11838 .76612 .04640 .78571 .04592 
(.17841) (.16289) (.10302) (.02131) 
6 .40711 .04328 .40189 .04105 .41011 .04214 
(.09406) (.02421) (.07258) (.01078) 
11 .31002 .04303 .27173 .02742 .27713 .02816 
(X496) (.05957) (.05899) (.00793) 
- - 
100 0.5 5 1 2 .62650 .16938 .50047 .24702 .50000 .25000 
(.21076) (.17369) (S4050) (.12226) 
6 .36286 .15311 .29910 .11387 .30117 .11647 
(.10388) (.12870) (.06052) (.03183) 
11 .26853 .12056 .21171 .06965 .21321 .07153 
(.13650) (.13262) (.04823) (.01914) 
- - - 
Parameters 
T 
Mixtures 
Classification Procedures 
1 Completely Classified T Optimal 
Using the parameters and the calculated estimates the individual and total conditional prob- 
abilities of misclassification, as defined in (5.2), were evaluated for the completely classified and 
mixture discrimination procedures for each sample generated. These were averaged over 50 rep- 
etitions for each combination of parameters considered. The sample means of the individual and 
total conditional probabilities of misclassification are denoted by i!& and Ej (i = 1,2, j = m, c), 
respectively. The corresponding optimal probabilities of misclassification I&, I& and E, were 
also evaluated for each parameter combination. Table 1 shows the individual probabilities of 
misclassification for the three discrimination procedures for n = 40 and n = 100. The standard 
deviations for the conditional probabilities of misclassification are shown in parentheses. We find 
that generally Erj (j = c, m) are closer to the corresponding optimal values than Ezj, consider- 
ing these conditional probabilities of misclassification as estimates of the optimal probabilities of 
misclassification. We observe that for small values of d = llcl - lczl, the estimates ,??rj are poor 
with Z&j, consistently exceeding Ezo. This is not surprising since when the parameters are small 
the components of the mixture population are well-separated, and hence, it is very difficult to 
discriminate between them. When d is large and p is change from 0.3 to 0.5, the estimates Erj 
and Ezj are improved. The variance associated with Eij are quite large and every Eij lies within 
one standard deviation of the corresponding optimal value Ei,. Also, for every parameter com- 
bination, the standard deviation of Ei, is smaller than that of Eim, since more information is 
known in the former case. 
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n 
40 
40 
100 
100 
Table 2. Total probabilities of misclassification and percentage biases. 
P 
0.3 
0.5 
0.3 
0.5 
Parameters 
l- Classification Procedures l- Relative Bias 
t- 
- 
c 
- 
5 
- 
5 
- 
5 
- 
5 
- 
- - 
h kz 
- - 
1 2 
6 
11 
- 
1 
- 
1 
- 
1 
- 
- 
2 
6 
11 
- 
2 
6 
11 
- 
2 
6 
11 
- 
Mixtures 
.23414 
(X575) 
.16101 
(.08116) 
.12891 
(.09071) 
.31237 
(.09168) 
.23069 
(.05959) 
.18376 
(.09635) 
.28676 
(.10565) 
.14738 
(.04655) 
.11872 
(.05967) 
.30710 
(.09423) 
.23587 
(.05584) 
.17927 
(.07718) 
T Completely Classified 
.25930 
(.05559) 
.15270 
(.04310) 
.10381 
(.03499) 
.35434 
(.05564) 
.20364 
(.04821) 
.14032 
(.04102) 
.25941 
(.03539) 
.14245 
(.02616) 
.09945 
(.02153) 
.36104 
(.02986) 
.20246 
(.02723) 
.13806 
(.02368) 
Optimal 
& 
.26786 
.15253 
.10285 
.37500 
.20882 
.14237 
.26786 
.15253 
.10285 
.37500 
.20882 
.14237 
r Optimal 
B(k) B(-%) 
29.132 15.398 
12.588 3.196 
10.448 .394 
5.559 .lll 
27.671 2.744 
25.338 .933 
68.314 37.136 
16.701 5.509 
36.701 10.807 
10.473 2.495 
42.958 4.998 
29.072 1.440 
17.889 23.876 
26.342 3.155 
11.063 38.532 
3.376 6.609 
26.596 15.792 
15.430 3.306 
72.057 46.752 
18.107 3.723 
48.442 23.356 
12.953 3.046 
47.810 18.201 
25.918 3.027 
T Completely Classified 
B 
9.703 
5.442 
24.179 
11.845 
13.299 
30.958 
10.543 
3.461 
19.377 
14.940 
16.502 
29.849 
Table 2 shows the total probabilities of misclassification, with the standard deviation of Em 
and E, shown in parentheses. Also shown are the standardized biases. The first entry in each cell 
under B(l?j) is the value of the absolute bias from E, standardized by the standard deviation 
of ,??j and the second is the value of the ratio of the absolute bias to E,. On the other hand, B is 
the value of the ratio of the bias of E,,, from I?,. 
From Table 2, we see that the total conditional probabilities of misclassification as estimates 
of the optimal probabilities are poor when d = llcr - Iczl is small. The standard deviations are 
smaller than those for individual probabilities but they are still quite large. When d is large the 
estimates are quite good and EC does consistently better than I?,. From the last column, we see 
that the mixture discriminant procedure relative to the classified performs poorly for d large and 
as d decrease the performance improves. Generally when p = 0.3, the performance is superior to 
the performance when p = 0.5. When the sample size is increased from n = 40 to n = 100, all 
the estimates of the two combinations of parameters considered improved. 
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