Abstract -The coexistence of different heterogeneous Radio Access Technologies (RATs) is a significant feature of current wireless networks. Thus, it is important for network elements, such as the Base Stations (BSs) of cellular networks or access points (APs) of wireless local area networks (WLANs) to be reconfigurable according to the real-time network environment. This will enable interconnection between different networks. In this paper, we propose an efficient distributed reconfiguration algorithm: the Dynamic Network Self-optimization Algorithm (DNSA). This algorithm is based on the widely used Qlearning algorithm and regards the network selfoptimization entity of each radio access network as an independent intelligent agent. Multiple agents perform the optimization cooperatively to reduce the system blocking rate and improve network revenue. In the proposed algorithm, the dynamic network selfoptimization problem is transformed into a multiagent reinforcement learning problem, which has much lower complexity and better performance. 
INTRODUCTION
Currently, wireless communication networks are characterized by the presence of numerous wireless standards. To fulfill the requirements of these standards, different technologies have been developed and employed. Hence, interconnection between these networks is not possible because they are based on different standards and technologies. However, anytime, anywhere wireless access for customers is an essential future requirement. A heterogeneous network supported by a Software Defined Radio (SDR) solution can offer the capability of reconfiguration for cross network interconnection to most wireless access networks [1] [2] . However, maintaining the required Quality of Service (QoS) over different network technologies without significantly increasing the overhead for maintenance and optimization requires a practical and effective self-optimization algorithm.
Significant research has been performed on the dynamic optimization and management of radio resources with reconfigurable network elements. In [2] [3] [4] [5] , centralized algorithms for the dynamic management of heterogeneous networks have been proposed which are based on exhaustive search. However, these algorithms must simultaneously consider a large number of QoS optimization variables, and also a large number of users and Radio Access Technologies (RATs). Thus it is hard to provide stable QoS performance. Also, the complexity of these algorithms is high, even if techniques such as artificial intelligence are introduced to solve resource allocation problems. In [6] , the Reinforcement Learning (RL) algorithm was implemented in heterogeneous RATs to accomplish Joint Radio Resource Management (JRRM), i.e., RAT selection based on the Q-learning algorithm. However, the results in [6] are limited to WLAN terminals which are reconfigurable. In this paper, we consider a more practical network environment where both the base stations and WLAN terminals are reconfigurable. A Reinforcement Learning based Dynamic Network Selfoptimizing Algorithm (RL-DNSA) for heterogeneous networks is designed which integrates the Q-learning and mode reconfiguration operations to dynamically adjust network deployment to optimize overall network performance.
II. SYSTEM MODEL
We consider the Universal Mobile Telecommunications System (UMTS) and Wireless Local Area Networks (WLANs) for their prevalence and complementary characteristics. Fig. 1 illustrates a typical system deployment. As shown, each UMTS cell consists of three sectors. A WLAN network can have the coverage area of one or two UMTS sectors. All access points of the WLANs and UMTS BSs can be reconfigured to accommodate as many users as possible with adequate QoS. That is, WLAN access points and UMTS BSs can be reconfigured to perform the functions of the other network. In addition, each UMTS sector can be individually reconfigured. We assume that WLAN networks located on the border of multiple UMTS sectors can be reconfigured into multiple WLANs each within a UMTS sector. With this assumption, each WLAN lies within the coverage of only one UMTS sector. We consider the optimization of all RATs within the coverage area of a UMTS cell. The system model consists of K reconfigurable systems composed of several overlapped RATs, where base stations, access points (APs), and terminals are all reconfigurable. Under different RAT modes, BS coverage, service quality and cell capacity are variable. Considering the reconfiguration capabilities, the system model variables are:
• U -the set of users;
• S -the set of service classes;
• Q s (s S) -the QoS level provided for class s;
• R -the set of RAT types;
• T -the set of transceivers;
• uf s (q) ((s,q) (S,Q s )) -the utility gained when service s is provided with QoS level q. This indicates the user satisfaction with the QoS provided;
• b usrt (q) ((u,s,r,t,q) (U,S,R,T,Q s )) -the system resources consumed by user u with service class s when accessing network t using RAT r (r R) and provided with QoS q (q Q s );
• R t -the set of RAT transceivers that network t can support; covtr(t,r) (T,R)) -the coverage of transceiver t using RAT r; captr ((t,r) (T,R)) -the system capacity of transceiver t using RAT r.
The objective is to choose a RAT type for each transceiver, as well as a suitable access network and bandwidth for each reconfigurable terminal, so as to maximize system efficiency and users QoS
where A TR represents the set of RATs assigned to wireless transmit receivers, and r(t), (r(t) ) is the set of RATs 
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In (3), OF(A TR ,A USQ ) is the objective function, and (4) is the constraint to guarantee that the load of each wireless transceiver is within its capacity limit. Equation (5) ensures that a user has no utility outside the coverage area of the network, and (6) ensures that the QoS of each user is met. Equation (7) ensures that the RAT assigned to each transceiver is available.
III. REINFORCEMENT LEARNING MODEL
Reinforcement Learning (RL) is an important branch of machine learning. RL assumes that intelligent entities can independently learn without a priori knowledge or training [7] . RL fits well with our network model because it is very difficult to establish synchronization or centralized control between different RAT elements with different transmit locations, states and QoS requirements. In this section, the RL model is introduced together with Q-learning for heterogeneous network optimization.
A. The Basic Reinforcement Learning Model
The framework of basic reinforcement learning is shown in Fig. 2 . After the agent makes an action decision based on the current state of the environment, the environment provides feedback, either positive or negative, that is the reinforcement signal (reward) [7] . If the feedback after an action is positive, the probability of this action being selected again is increased, otherwise it is decreased . Figure 2 . The basic RL model.
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RL is designed to find the most beneficial policy ʌ: SĺA through learning. It is necessary to define a target function which is often referred to as the function value of the state s t , and can be expressed as follows [8] 1 0 ( ) , 0 1
where Ȗ (0,1) is the discount factor, and r t is the reward returned by the environment when it makes a transition from state s t to s t+1 , which can be positive, negative or zero. Once the target function (8) is determined, the optimal behavior policy can be expressed as
RL obtains its optimal policy based on the feedback obtained. Unlike supervised learning, RL needs no training sequences.
B. The Q-learning Algorithm
Usually, RL algorithms use iterative approximation methods for stochastic decision sequence problems to compute the state value function V and state-action function
In (10), Į is the learning rate which decreases over time.
The value of state s or the state-action value is updated based on the current state value, the current reward value and the subsequent state value.
We assume that the environment is a finite-state discrete-time Markov process. The RL system can choose an action from a limited action set. The environment changes state after an action occurs and at the same time returns feedback r t . The probability of a transfer from the current state to state s t +1 is
The RL algorithm aims to find the optimal policy to maximize the total expected discounted reward. 
Q-leaning can be realized using a Neural Network (NN (s t ) with probability 1, so that the optimal policy ʌ* is obtained.
IV. THE RL-DNSA SCHEME In this paper, self-optimization of the dynamic network is accomplished based on an enhanced Q-learning algorithm. Each access network has an intelligent Distributed Network Self-Optimizing Entity (DNSE). They cooperate with each other to collect the load information of neighboring BSs and select actions corresponding to the resulting optimization.
In areas overlapped by several RATs, terminals can be reconfigured to be serviced by any of these RATs. DNSE implements dynamic network self-optimization when a terminal initiates a session request. DNSE chooses to accept the request immediately, redirects it to another network, negotiates with other DNSEs to execute reconfiguration, or rejects the request. Each DNSE should consider information from other DNSEs such as their loads to validate its decision.
RL-DNSA is a loop learning process which can be divided into two stages: 1) When the system is currently able to provide enough bandwidth for a terminal with an access request, DNSE selects a suitable access network for the terminal using an enhanced Q-learning algorithm; 2) When the system is currently unable to provide sufficient bandwidth, DNSE entities collaborate to estimate whether enough bandwidth can be provided for all terminals after reconfiguration. If so, it changes its mode and goes back to 1); otherwise the request is rejected. This process is described in the next section.
A. The Q-learning Access Control Stage
In the reconfigurable system we apply the RL-DNSA scheme. There are K heterogeneous networks. Base stations and terminals can be reconfigured as any mode in set R, which has M elements each representing an available mode. Each DNSE maintains M K Q-value tables, one for each possible mode combination of the K networks. Each DNSE updates these tables based on the current mode of the system.
In this stage, two major procedures are executed, "Qvalue update" and "action selection". "Q-value update" is the Q-value table maintenance procedure executed by each DNSE. A Q-value table is two-dimensional. One dimension is the index of all possible states, while the other dimension represents all possible actions. Each unit of the Q-value table, Q(s, a), represents the Q-value of action a at state s. "Action selection" is the DNSE procedure to choose an action from the action set with probabilities based on the Q-value table.
A flow chart of this stage is shown in the upper part of Fig. 3 . All DNSEs interact regularly and prepare load information for action selection. However, each DNSE entity carries out its action selection independently. The implementation is given below: a) Initialization: Each entity initializes all the Qvalues to 0. d, c, g, L) , where d {0,1} denotes whether the request has been redirected (0 for an original request, and 1 for a redirected request); c represents the base stations which cover the terminal; g {1,2,…,G} is the service type of the access request; L = [l 1 ,…,l i ,…,l K ] is the vector of load levels of all access networks, so l i [0,1] is the current load level of network i. According to (15) and (16), the corresponding Q-value will be updated using the previous state-action values and the current reward.
c) Action Selection:
In the basic RL algorithm, action selection is randomized during the initial learning phase. In [6] , it was shown that in the initial learning stage, the system sometimes rejects an access request even when the load is light. To avoid this problem, we provide only two options for the RAT, "accept" or "redirect to another RAT". When a terminal lies in the coverage area of only one RAT, this RAT uses the access control algorithm to decide whether it can access the request. If enough bandwidth can be provided, the RAT chooses the action "accept", otherwise the RAT initiates a reconfiguration request, and negotiates with other RATs to determine if mode reconfiguration is feasible.
When a terminal is covered by several RATs, it randomly chooses a RAT to send an access request. This RAT computes the Q-value of the two actions and selects one of them, a, according to the corresponding probabilities. If "accept" is chosen and enough bandwidth is available, the RAT computes the respond reward and records (s,a). If "redirect to another RAT" is chosen, the terminal randomly choose another RAT and sends the access request again. If all RAT decisions are "redirect to another RAT", the mode reconfiguration stage described in Section B is triggered. DNSE calculates the revenue (reward) in each round based on the result of action a. If the request is accepted without redirection, the revenue is calculated as: r t (s,a)= ȗ(g)Ĳ, where Ĳ is the duration of the session, and ȗ(g) is the service revenue factor. If the accepted request was redirected from another RAT, the access network shares its revenue with the source network. The source RAT gains r(s,a)Ȧ, and r(s,a)(1-Ȧ) for the current network, where Ȧ (0,1) is the revenue share factor. Obviously, a network will benefit more from accessing the request directly than from revenue sharing. This rewarding mechanism drives DNSE to choose the former action rather than the latter.
B. The Mode Reconfiguration Stage
When none of the RATs have the capacity to accommodate a new terminal, one of the DNSEs initiates a reconfiguration request, and negotiates with other DNSEs. A flow chart of mode reconfiguration is shown in the lower part of Fig. 3 . The algorithm is described below.
When a DNSE has initiated a mode reconfiguration, it is selected as the controller of this operation. Each DNSE reports to the mode reconfiguration controller with their load information, coverage in each available mode, terminal locations, etc. With this information, the controller consults the Q-value table and calculates the number of acceptable terminals, maximum system revenue, and accessible RATs under all possible mode combinations. If the revenue under one of the mode combinations is higher than the current one, this DNSE sends a reconfiguration request to the other DNSEs, and executes mode reconfiguration. Then it renews the Q-value table and returns to the Q-learning access control stage.
V. PERFORMANCE RESULTS
We consider a reconfigurable system composed of UMTS and WLAN networks. For simplicity, handovers in the same RAT are not considered. Only one UMTS cell is simulated. In the initial deployment one WLAN AP is located in the UMTS cell. The simulation parameters are shown in Table 1 .
The UMTS BS is located at position (0,0), and the WLAN AP is located at (250,250), and both are reconfigurable, supporting the UTRAN and WLAN protocols. All users are uniformly distributed in an area centered at (0,0) with a radius of 450 m. When configured in UMTS mode, the BS has a coverage area of 600 m and a cell capacity of 800 kbps, and when configured in WLAN mode, the BS (AP) has a coverage area of 200 m and a cell capacity of 2000 kbps. All terminals are reconfigurable, and accessible to both RATs. In the overlapped area, terminals can initiate an access request to any RAT, while in the non-overlapped area, an access request can only be sent to the network that covers this area. Both voice and data services are considered, with each request having the same bandwidth requirements. The request arrival rate of both classes is equal and follows a Poisson distribution. The session durations follow the exponential distribution with mean 1/ȝ.
We compare RL-DNSA with two JRRM algorithms for heterogeneous networks which do not allow reconfigurable BSs: Non-control JOSAC (Non-JOSAC) and Load Balancing JOSAC (LB-JOSAC) [2] [3] [4] [5] . In the first algorithm, an access request is accepted when the RAT receiving the request has spare capacity; otherwise, it is rejected. In LB-JOSAC, an access request is randomly accepted when all RATs have a light load. When the RAT receiving the request is full-loaded, LB-JOSAC will redirect the request to the RAT with the lightest load covering the terminal. Load l i of each RAT network is graded according to the ratio of its occupied bandwidth to its total capacity, and is uniformly quantified to 10 levels, e.g., a RAT with load10 means that it is full loaded. The call blocking ratio and system average revenue rate using the algorithms are shown in Figs. 4 and 5, respectively. Fig. 4 demonstrates that with a heavy load of up to 1800 calls/hour, RL-DNSA can maintain a blocking ratio of less than 1%, while LB-JOSAC and Non-JOSAC have ratios of more than 5% and 30%, respectively. As the load increases, RL-DNSA has a moderate increase in call blocking ratio, while the others deteriorate considerably. Compared to Non-JOSAC and LB-JOSAC, RL-DNSA greatly reduces the blocking rate under heavy loads, because BS reconfiguration enhances system flexibility. When the current mode combination cannot satisfy user access requests, the system can adjust its configuration to allow access to more users. Thus radio resources are utilized more efficiently. Fig. 5 shows the average revenue for the three algorithms. At low request arrival rates (approximately 600-700 calls/hour), revenue does not differ because JRRM is not required in low load situations. However, when the request arrival rate increases to 1300 calls/hour or more, RL-DNSA can provide a significant increase in revenue compared to the other approaches. This is because the reconfiguration of network elements and the learning algorithm can accomplish real-time adaptation to the operator's benefit.
The results obtained show that RL-DNSA performs better than the other algorithms under heavy load situations because it can meet the QoS demands of a maximum number of users. This is a result of mode reconfiguration and real-time self-optimization. 
