We propose a quantitative model of the mode saturation, zonal flow (ZF) regulation and energy cascade that governs ion temperature gradient (ITG) turbulence in magnetized plasmas. Our model is formulated in terms of observable quantities, and tested in detail against numerical simulations to confirm that both its assumptions and predictions are satisfied. Key results include (1) a sensitivity of the nonlinear zonal flow response to the energy content of the ITG mode, (2) a persistence of ZF-controlled saturation at very high temperature gradients, (3) a physical explanation in terms of secondary and tertiary instabilities, and (4) dependence of heat flux in terms of dimensionless parameters at high drive strength. Our findings reconcile ostensibly divergent views on the basic theory of ITG turbulence.
INTRODUCTION
ITG driven turbulence is both a dominant factor limiting thermal confinement in magnetized plasmas, and an intensely studied type of plasma turbulence for which a quantitative physical understanding is within grasp. Decades of contentious research seem to converge on a single fact: the interaction between plasma waves and spontaneously generated ZFs is the key problem to understanding the turbulence. This has been called the "drift wave-zonal flow" (DW-ZF) problem; see Diamond et al. [1] . To clarify the key nonlinear physics, a comparison is often drawn between ITG and electron temperature gradient (ETG) turbulence, which are linearly isomorphic: whereas ETG turbulence displays anisotropic streamers, aligned radially with the temperature gradient, the ITG turbulence spectrum is characteristically smeared out among radial Fourier modes, resulting in a much more isotropic energy spectrum (and lower relative transport) -the reason for this difference is ZFs.
It can be argued that the difference between ITG and ETG turbulence is even more fundamental: while an ETG mode is thought to saturate by energy transfer directly into secondary modes [2] , the energetic cost imposed on an ITG mode in the generation and sustainment of zonal flows is small, and the real impact of the zonal flow is in its conservative "shearing" of the ITG mode; see [3] . The term "regulator" is thus used, evoking the analogy of a special device (e.g. a valve) that limits the operation of a machine.
Among the works supporting the picture of regulation by ZFs is a numerical experiment conducted by Waltz and Holland [4] where gyrokinetic simulations were performed that selectively retained certain nonlinear couplings. In one case, all couplings where removed except the DW-ZF interactions and the heat flux was not strongly reduced from the fully coupled case.
One rather successful theoretical framework for understanding ITG turbulence was conceived by Cowley et al. [5] , Rogers et al. [6] in terms of a hierarchy of instabilities, namely primary, secondary and tertiary instabilities; a similar approach was adopted by Jenko et al.
[2] for electron temperature gradient (ETG) turbulence. The idea is to use these instabilities to predict properties of the turbulence, such as saturation amplitudes of linear eigenmodes, characteristic scales, and critical thresholds. From a current perspective, one might justify this approach by noting that gyrokinetic turbulence remains "nearly linear" in the sense that linear eigenmodes are clearly observed in the fully saturated state of nonlinear simulations [7] [8] [9] .
There has been significant recent progress. In an enterprising spirit, Barnes et al. [10] presented a cascade model that eschewed details of ITG mode saturation and ZF physics in favor of a simple set of scaling conjectures, for which they found remarkable agreement with numerical simulations. Following this, however, Nakata et al. [11] confirmed the paradigm of ZF regulation by demonstrating that nonlinear energy transfer between ITG modes in the saturated steady state is dominated by wavenumber triads that are zonal-flow mediated (see Fig. 11 (b) of [11] ); in other words, the energy transfer between ITG modes is accounted for mostly by ZF shearing. Shortly thereafter, Plunk et al. [3] discovered that the amplitude of ZFs is controlled by energetic properties of the linear eigenmodes that drive the turbulence: this picture suggests that the relative amplitude of ZFs as compared with drift waves should decrease with increasing drive strength due to a "cascade reversal" phenomenon.
Despite such a large body of research, only selectively summarized above, the challenge remains to understand in a detailed and quantitative manner the processes by which the ITG turbulent state forms. We propose a new model of the saturation process, formulated in terms of well-defined observable quantities so that both its assumptions and predictions can be tested against evidence from numerical simulation. We summarize our findings as follows. By performing electrostatic gyrokinetic simulations with Cyclone Base Case (CBC) parameters, we demonstrate (1) that the rate of energy injection in ITG turbulence is determined by the linear growth rate and (2) a properly defined ZF shearing rate balances with this rate at energy-containing scales. We thus argue that saturation occurs by a regulatory process consisting of the nonlinear generation of ZF and concurrent shearing of ITG modes.
An important new ingredient in this picture is that the ITG mode intensity needed to produce sufficiently strong ZFs is sensitive to the energy content of the ITG modes (i.e. their velocity dependence). This sensitivity results in a larger saturation amplitude of ITG modes as the temperature gradient is increased, which we explain physically using secondary and tertiary instability theory. We develop a phenomenological cascade model that incorporates these ingredients and find that it agrees with the observed fluctuation spectra and heat flux in the strongly-driven limit.
EQUATIONS AND DEFINITIONS
We solve the electrostatic gyrokinetic equation for ions, which (ignoring collisions) can be written
where
, v th = 2T 0 /m, q is the ion charge, ψ is the flux surface label, and n 0 and T 0 are the bulk ion density and temperature. For the electron species we assume a modified Boltzmann response, so the quasi-neutrality constraint is
/ZT e ,φ = φ − φ ψ and φ ψ ≡ φ is the flux surface average of φ. In our theoretical arguments, we invoke the strongly ballooning limit, whereby the dynamics are nearly two-dimensional (i.e. do not depend on z). In this case we may use the
and R is the radius of curvature for the magnetic field. However, we perform numerical simulations in flux tube geometry using the simple model tokamak equilibrium of the CBC that includes non-uniformity in z.
Assuming appropriately periodic boundary conditions, the free energy
is conserved by all terms in the collisionless gyrokinetic equation except the source term proportional toω * ; W is the quantity that "cascades." The system is characterized by dimensionless parameters κ = R/L T , L /R, τ and η. If transport fluxes are locally determined then they must obey gyro-Bohm scaling, up to a constant that depends on these dimensionless parameters (and generally also details of the shape of the equilibrium magnetic field) [12] . In what follows, we will try to keep the discussion as general as possible, but will give special attention to the strongly driven limit κ κ c (where κ c is the critical threshold for instability), which is simpler to analyze. This is the non-resonant (fluid) limit of the ITG mode in which η is an ignorable parameter.
ENERGY INJECTION AND ZONAL SATURATION
Our model will assume that the turbulence has two key properties: (P1) the nonlinear turnover rate is dominated by a local (in wavenumber space) ZF-mediated transfer of free energy and (P2) the injection of energy is largely determined by the linear instability. As we develop the model below, these assumptions will be made more precise, and their validity will be tested using numerical simulations; see Fig. 1 .
Because large scales dominate the transport spectrum of ITG turbulence, let us consider the long-wavelength fluid limit of gyrokinetics, k ⊥ 2 ρ 2 1. At these scales, nonlinear phasemixing [13] and other finite-Larmor-radius (FLR) effects are weak. Although a closed fluid system cannot generally be derived in this limit, one can simply take the density moment of the gyrokinetic equation, yielding the equation (see [3] , Eqn. D.6)
where φ andφ = φ − φ are respectively the zonal and non-zonal parts of the electrostatic potential, and S represents linear source terms; the equation for the evolution of the zonal component φ is not shown here, and the closure problem is thereby concealed. Nevertheless, Eqn. 2 reveals that the nonlinear evolution of the non-zonal potential is due entirely to conservative "shearing" by ZFs. We argue that this induces a series of "insulated" onedimensional cascades in k x -space whereby energy is transported in k x -space, but not in
Let us formulate a phenomenological description of this process. We first assume locality, i.e. that the nonlinear interactions causing energetic change of fluctuations at a given scale are dominated by wavenumbers of a similar magnitude. Locality in gyrokinetic turbulence has been thoroughly researched in recent years using shell-filtering [14, 15] and established definitively in terms of the disparity of triad interactions by Teaca et al. [16] .
The fact that locality is satisfied justifies expressing the nonlinear rate in terms of a quantity like φ , defined locally in scale-space, which measures the contribution from the field φ to interactions at the scale . Defining φ = kφ exp(ik · r), the quantity φ can be formally related to the root-mean-square (RMS) Fourier component via the identification
, where D is the dimension of space (in which turbulent energy flow occurs) and ∆k is the wavenumber spacing.
[17] Henceforth we will abbreviate the RMS potential |φ(k x , k y , k )| rms as simplyφ. As is the convention, we will use '∼' to mean 'equal up to a dimensionless constant of order unity,' with no dependence on additional system parameters, κ, τ , etc.
Now we invoke our second assumption (P2), i.e. that linear eigenmodes are sufficiently preserved in the nonlinear state that the growth rate determines energy injection.
That is, we assert a balance between linear growth rate γ L and the nonlinear turnover rate ω NL . For the one-dimensional random shearing process implied by Eqn. 2 we write
, then leads to the saturation rule for the zonal potential,φ
which differs from the saturation rule of Waltz and Holland [4] in that the nonlinear shearing rate involves a multitude of radial Fourier modes via the volumetric factor (k x /∆k ⊥ )
1/2
instead of a single componentφ(k x ). Another related saturation rule was proposed by
Hahm et al. [18] ; our rule is different in that it assumes no timescale separation between zonal and non-zonal dynamics.
Let us test how well the assumptions of the above model are satisfied by the turbulence.
We perform nonlinear gyrokinetic simulations with the GENE code; Fig. 1 summarizes our findings. For these plots the wavenumber is normalized to the peak of the heat transport spectrum (approximately the same as the peak of the free energy spectrum), denoted k o y . Note that merely by assuming the nonlinear turnover of the turbulence increases sufficiently fast in k y , the wavenumber k o y will be close to the cutoff (i.e. the smallest unstable k y ; see [19, 20] ) of the instability γ L rather than its peak -this is also a feature of quasilinear transport models [21] . The bottom panel of (dW (k y )/dt) NL where
The frequency ω G is the correct quantity to compare with the nonlinear frequency ω NL since nonlinear turnover refers explicitly to the transport of energy. Our propositions (P1) and (P2) can now be succinctly stated as ω NL ∼ ω G ∼ γ L . However, these are not equalities, so their validity is tested not by how close the frequency ratios are to unity, but by whether or not they systematically change with the variation of parameters. Fig. 1 demonstrates that the balance ω NL ∼ γ L is satisfied uniformly well over a significant range of κ. However, there is a significant variation in k; we will return to this later. The balance ω G ∼ γ L , is also satisfied uniformly well over κ. should instead writeφ ∼ αφ , or in k-spacê
The factor α quantifies a certain "non-universality": in addition the scale (1/k o y ) and rate (γ L ), it turns out that the energy injection also depends on an additional energetic property of the ITG mode itself. As we will find, this causes the nonlinear response of the ZFs to weaken as the temperature gradient increases. [23] For simplicity we will assume the system is strongly driven (large κ) for the remainder of the paper. Let us attempt to determine the constant α using the primary/secondary/tertiary instability framework of Rogers et al. [6] . The basic nonlinear physics for gyrokinetics at
1 is captured by a 2D nonlinear gyrofluid model such as those of [6] or [3] . In such a system, the dynamical fields are the electrostatic potential and the perpendicular temperature T ⊥ = 2πn
, we expect that α depends on the ratio of the free energy and the electrostatic energy; here we can use T ⊥ /qφ as a proxy for this ratio because it has the same scaling in κ as the energy ratio for an ITG mode.
That is, as κ increases the primary (ITG) mode develops a large temperature component that is out of phase with the potential while the in-phase part remains comparable, i.e.
|T ⊥ | q|φ| but (T * ⊥φ + c.c.)/|φ| ∼ q|φ| (this fact can be derived via the local dispersion relation of the toroidal ITG mode). The secondary instability, which drives zonal modes, is only sensitive to the in-phase part and so may be written γ s ∼ k [3] . However, the large temperature fluctuations are passed on to the zonal modes -indeed, it can be shown by eigenmode analysis of the secondary mode (using the zeroth-order system of [3] ) that the zonal mode inherits the temperature-potential ratio of the primary mode, i.e.
κτ ; we omit the derivation here for brevity but verify the dependence numerically and plot it in Fig. 2 . The large temperature component strongly affects the tertiary mode, as shown originally by Rogers et al. [6] . The tertiary mode growth rate may be calculated by solving Eqn. 6 of Rogers et al.
[6] in the limit of a large zonal temperature component, yielding
y is the wavenumber of the tertiary. [24] Then by balancing the secondary and tertiary growth rates γ s ∼ γ t we findφ/φ ∝ τ −1 T ⊥ /qφ ∼ κ/τ . Finally, using (k [6] ), and Eqn. 5 we find that
Combining this expression for α with Eqn. 5, we find that for k ⊥ = k o y ∝ 1/κ (given by the large-κ linear cutoff [19, 20] ) the ratio of the non-zonal potential to the zonal potential should go as κ. This is supported by our numerical results as shown in Fig. 2 .
SPECTRA AND TRANSPORT
As we have noted, the balance between injection, nonlinear turnover by zonal shearing, and linear growth is not uniformly satisfied in k. Indeed, a recent study of the nonlinear flux in gyrokinetic ITG turbulence simulations indicates that the zonal-mediated flux is only a small part of the total flux at small scales [25] . It is possible therefore that at scales significantly smaller than the injection scale, an isotropic cascade (in k ⊥ ) overtakes the zonal-mediated transfer. However we stress that an isotropic cascade is not possible around [10] but with the substitution ω T * = k y ρv th /L T → ω T * /τ in their scaling conjecture (4), and ultimately obtain Eqn. 7 below. Alternatively, we can assume a zonal-dominated nonlinear turnover continues to apply for k y > k o y . We then consider k as an ignorable parameter, except that it cannot be so large that it stabilizes the ITG mode via Landau damping, and it cannot be so small that the mode extends beyond the instability drive (bad curvature).
Thus we assume a flat spectrum for k k y ρL /L T and a sharp fall-off in the spectrum at larger k , i.e. so that its contribution to the total energy can be neglected. Likewise, we restrict the domain of our spectrum to k x k y : we reason that in one nonlinear turnover time (τ NL ∼ ω NL −1 ) drift-wave energy will be transported from k x k y to k x > k y , without involving any intermediary x-wavenumbers, and thereby reach wavenumbers (k x , k y ) that are both more stable and subject to faster nonlinear turnover; we need not specify the full spectrum but note that a flat spectrum at k x < k y followed by a sharp fall-off at k x > k y is observed in almost all of our simulations (the exceptions are at low τ as discussed below).
In summary we find the three-dimensional spectrum valid within the wavenumber domain
x , where C 0 = ρB 0 T 0 v th /(qL 2 T ). Assuming the spectrum decays steeply outside this domain, we find dk dk xẼφ ≡Ẽ φ (k y ) ∝ k 
which differs from [10] in its τ dependence; this difference is significant because it reflects completely different saturation physics. As shown in Fig. 3 , the additional τ dependence is consistent with our simulation results. Note that deviation from the theoretical line is expected at sufficiently low-τ because, given fixed k o y , the weakening of the zonal flows must ultimately cause nonlinear interactions among the ITG modes (DWs) to become important.
Indeed, although all our other simulations show the signature of dominant zonal shearing, i.e. a flat energy distribution for k x ≤ k y , the spectrum of the low-τ outliers exhibit peaking at low-k x and associated streamer-like structures.
FINAL REMARKS
We have presented a description of the saturation process of ITG turbulence, which agrees with numerical simulations in a detailed and quantitative way. Furthermore, a key part of our theoretical argument is a set of linearly calculable (primary, secondary, and tertiary) instabilities. Combined, these aspects of our model are significant because they validate it physically. Thus it may prove to have predictive power, i.e. it may be extended to describe regimes beyond those considered here.
