Abstract: In this paper, we study the constrained estimation in Cox's model for the rightcensored survival data and derive asymptotic properties of the constrained estimator by using the Lagrangian method based on Karush-Kuhn-Tucker conditions. A novel minorizationmaximization (MM) algorithm is developed for calculating the maximum likelihood estimates of the regression coefficients subject to box or linear inequality restrictions in the proportional hazards model. The first M-step of the proposed MM algorithm is to construct a surrogate function with a diagonal Hessian matrix, which can be reached by utilizing the convexity of the exponential function and the negative logarithm function. The second M-step is to maximize the surrogate function with a diagonal Hessian matrix subject to box constraints, which is equivalent to separately maximizing several one-dimensional concave functions with a lower bound and an upper bound constraint, resulting in an explicit solution via a median function. The ascent property of the proposed MM algorithm under constraints is theoretically justified. Standard error estimation is also presented via a non-parametric bootstrap approach.
Introduction
Survival data arise in a number of fields such as reliability engineering, economics, sociology, public health, epidemiology and medicine (especially, clinical trials). Survival analysis is used to model the relationship between the time-to-event (e.g., death or disease) and a set of covariates or predictors. When the period of observation expires, or an individual is removed from or drops out the study prior to the event occurs, survival data are considered as right-censored.
The proportional hazards model originally introduced by Cox (1972) may be the most widely used method for analyzing survival data with censoring. Since the publication of Cox (1972) , numerous extensions and developments in various aspects have been proposed during the past 40 years by many authors including Cox (1975) , Andersen and Gill (1982) , Bickel et al. (1993) , Lin and Ying (1993) , Lin (1994) , Huang (1996) , Chen and Little (1999) , and Chen and Lo (1999) . A comprehensive review was given by Kalbfleisch and Prentice (2002) .
In many practical problems, it may be available as prior information that restrictions on some model parameters would result in a more reasonable interpretation. Such restrictions cannot be ignored; otherwise the statistical inference may be misled and an underestimate of the effect may be caused (Tan et al., 2005; Fang et al., 2006) . Therefore, it is reasonable to expect that the analysis would perform better if parameter constraints are taken into account in the modeling process. However, the complication resulting from such restrictions raises statistical challenges. Statistical inferences on constrained problems have been studied by many authors (e.g., Liew, 1976; Nyquist, 1991; Silvapulle, 1997) . For example, Wang (1996 Wang ( , 2000 studied asymptotic properties of constrained estimators in nonlinear regressions. Moore and Sadler (2006) and Moore et al. (2008) discussed the asymptotic theory for the constrained maximum likelihood estimator (MLE) and presented a constrained Cramér-Rao bound. However, to our knowledge, asymptotic properties of constrained estimators for the regression coefficients in Cox's model have never been studied.
The first objective of this paper is to derive two asymptotic properties of the constrained MLEs for the regression coefficients in the proportional hazards model with right-censored data.
These asymptotic results are useful in statistical inferences for Cox's model with box and linear inequality constraints. We use the Karush-Kuhn-Tucker conditions, a well-known approach in optimization with inequality constraints, to overcome the difficulty caused by the constraint. Similar techniques were adopted by Wang (2000) , Xu and Wang (2008) for constrained least-squares estimator, and Moore and Sadler (2006) , Moore et al. (2008) for constrained Cramér-Rao bound in parametric models. Thus, the second objective of this paper is to develop a novel MM algorithm for calculating the MLEs of the regression coefficients with box or linear inequality restrictions in the proportional hazards model. The key to the proposed MM algorithm is to construct a surrogate function Q(β|β (m) ) with a diagonal Hessian matrix, which can be reached by utilizing the convexity of the exponential function e x and the negative logarithm function − log x. Maximizing this surrogate function with a diagonal Hessian matrix subject to box constraints is equivalent to separately maximizing several one-dimensional concave functions with a lower bound and an upper bound constraint, which has an explicit solution via a median function.
The rest of the article is organized as follows. In Section 2, we formulate the proportional hazards model with constraints and derive two asymptotic properties for the constrained estimator. In Section 3, we develop a new MM algorithm for calculating the constrained estimation in Cox's model. The ascent property of the proposed MM algorithm under constraints is derived. Standard error estimation is also presented via a non-parametric bootstrap approach.
We conduct several simulation studies in Section 4 to compare the estimations with and without constraints. In Section 5, two real data sets are used to illustrate the proposed methods.
A discussion is presented in Section 6. Detailed proofs on asymptotic properties are put in the Appendix.
Constrained estimation in Cox's model 2.1 The formulation of the constrained Cox model
Consider Cox's proportional hazards model with constrained regression coefficients. Suppose that there are n subjects drawn randomly from the population of interest. For the i-th subject
and Z i denote the failure time, the censoring time, the observed time and the covariate vector of p dimension, respectively. We assume that given the covariate vector Z i , the failure time T i and the censoring time C i are conditionally independent.
denote the right censoring indicator, at-risk process and counting process for subject i, where
The proportional hazards model specifies the hazard function of the failure time conditional on covariates taking the following form:
where λ 0 (t) is an unspecified baseline hazard function, Z(t) is a p-dimensional vector of timevarying covariates, and β = (β 1 , . . . , β p ) ⊤ is a p-dimensional vector of regression coefficients. We are interested in estimating the unknown parameter vector β subject to the following equality and inequality constraints:
where both f (β) = (f 1 (β), . . . , f r (β)) ⊤ and g(β) = (g 1 (β), . . . , g s (β)) ⊤ are assumed to have continuous second-order partial derivatives, and functional constraints are consistent; i.e. S(f , g)
is a non-empty convex set. Note that if r = 0, then there is no equality constraint; if s = 0, there is no inequality constraint.
It is well known that the inference on β can be based on the partial likelihood function (Cox, 1972 )
for which the corresponding partial log-likelihood function is
3)
The constrained MLEβ is defined bŷ 4) which can be viewed as the solution to the following constrained optimization problem:
By allowing inequality constraints, the Karush-Kuhn-Tucker (KKT) approach to constrained optimizations generalizes the method of Lagrange multipliers, which allows only equality constraints. By using the KKT approach, we can build the Lagrangian of the optimization problem in (2.5) as 
Primal feasibility:
Dual feasibility:
where
The k-th inequality constraint g k (β) 0 is referred to be active at a feasible point β if g k (β) = 0; otherwise it is called inactive. For an equality constraint f j (β * ) = 0, the µ * j can have any sign. For an active inequality constraint, we have g k (β * ) = 0 and ν * k 0. For an inactive inequality constraint g k (β * ) < 0, we must have ν * k = 0 to confirm the last s equations in (2.7), indicating that these inactive inequality constraints have no influence on the stationarity equation. Due to these remarks, the stationarity equation in (2.7) can be simplified by incorporating all active constraints into h(β) = (h 1 (β), . . . , h q (β)) ⊤ . Then, we can rewrite the stationarity equation as
is the q ×p gradient matrix of all q active constraints and have full-row rank. By using the Lagrangian method based on KKT conditions, the asymptotic properties of constrained estimatorβ can be established.
Asymptotic properties of the constrained estimator
We now study asymptotic properties of the constrained estimatorβ. Inspired with the methods developed by Moore and Sadler (2006) and Moore et al. (2008) , we introduce a p×(p−q) matrix U(β) whose elements being continuous of β such that for each β,
That is, the columns of U(β) form an orthonormal null space of the range space of the row vectors in F(β). To present asymptotic results, we define
where x ⊗0 = 1 1, x ⊗1 = x and x ⊗2 = xx ⊤ for a vector x. Let β 0 be the true parameter vector, and τ be the stoping time for the survival study. We make the following assumptions throughout this paper.
(A1) The parameter space S(f , g) is a compact and convex set, and the space of covariate, Z, is also compact;
(A3) There exists a positive number δ such that
(A4) There exist three matrix functions
which satisfy the following conditions:
(b) For j = 0, 1, 2, the functions β → s (j) (β, t) are continuous on S(f , g) uniformly in t ∈ [0, τ ], and the equalities s
hold for any β ∈ S(f , g) and t ∈ [0, τ ]; (c) s (0) (β, t) is bounded away from zero for any β ∈ S(f , g) and t ∈ [0, τ ];
is positive definite at β 0 , where
Under these conditions, we have the following results with detailed proofs given in Appendix.
Theorem 1 (Consistency). Under Assumptions (A1)-(A4), we have the consistency of the constrained estimatorβ n ; that is,β n P → β 0 as n → ∞.
Theorem 2 (Asymptotic normality). Under Assumptions (A1)-(A4), we have the asymptotic normality ofβ n ; that is,
, where the asymptotic variance matrix
A new MM algorithm for constrained estimation in Cox's model
In Section 2, we obtained the large-sample theory for the constrained estimatorβ of the regression coefficients in Cox's model by using the Lagrangian method based on KKT conditions. However, in general, the computation of the optimization problem in (2.4) are very complicated, which motivates the development of efficient algorithms to obtain the solution to the constrained optimization problem. In this section, we propose a new MM algorithm for the computation of the constrained estimation in Cox's model. We transfer the constrained problem for maximizing the partial log-likelihood function ℓ(β) in (2.4) to maximizing a surrogate function Q(β|β (m) ) with a diagonal Hessian matrix subject to the constraints β ∈ S(f , g), which has an explicit solution via a median function.
3. 
p ) ⊤ denote the m-th approximation of the constrained MLEβ defined in (2.4). For the logarithm term in the partial log-likelihood function (2.3), we have
for all β, β (m) ∈ S(f , g) and arbitrary positive weights {λ lk } p k=1 . In practice, similar to the suggestion in Becker et al. (1997) , for each l ∈ {1, . . . , n}, we can set
lk= 0. Furthermore, in the well-known inequality − log x 1 − log y − x/y, let
Based on the inequality (3.5), for a given vector β (m) ∈ S(f , g), we define a surrogate function
is a constant independent of β and
By combining (2.3), (3.5) and (3.6), we immediately obtain
In addition, it is noted that the equality case in the inequalities (3.2) and (3.5) holds if and only
). Therefore, we can establish the following MM algorithm for the case with constraints:
The first partial derivatives of Q(β|β (m) ) with respect to the k-th component of β are
In the vector form, we obtain the score vector of Q(β|β
Similarly, the second partial derivatives of Q(β|β (m) ) are given by
The negative Hessian matrix of Q(β|β
, k = 1, . . . , p.
Derivation of the MLE for a class of linear inequality constraints
Consider a class of linear inequality constraints of the form a Aβ b, where A is a known r × p matrix, a and b are two known r × 1 vectors. Several typical order restrictions in isotonic regression are special cases of such linear inequality constraints including the simple
, the umbrella ordering
where {d k } p k=1 are known and
For example, the simple ordering β 1 · · · β p can be converted into the box constraint of the form a µ b, where
Similarly, we can convert the tree ordering (corresponding to s = 2), the umbrella ordering (s = 3), and the increasing convex ordering 
Proposition 1 indicates that we could focus on the box constraint. Since (3.12) is a diagonal matrix, the surrogate function Q(β|β (m) ) is a separable function in the form Q(β|β
for k = 1, . . . , p. Thus, solving the constrained optimization problem (3.10) with
) with respect to β k subject to a lower bound a k and an upper bound b k , resulting in an explicit solution via a median function. In other words, we have the following MM algorithm:
14)
where R is the real line. Note that (3.14) is an unconstrained optimization problem of one dimension, the Newton-Raphson algorithm can be applied to obtain θ
. In fact, two built in R functions "optimize" (one dimensional optimization; this function searches the interval from lower to upper for a minimum or maximum of a function with respect to its first argument) and "nlm" (non-linear minimization; this function carries out a minimization of a function using a Newton-type algorithm) can facilitate the programming of R. We summarize the MM algorithm in the matrix form as follows and postpone the discussion of its convergence in the next subsection.
The mm algorithm for constrained estimation in cox's model:
Step 1:
, calculate the score vector (3.11) and the negative Hessian matrix (3.12) for the Q(β|β (m) ) function;
Step 2: Update β (m+1) via the following iterations:
where R p is the p-dimensional Euclidean space.
Remark 1:
In practice, alternatively, we suggest using a simple one-step Newton-Raphson method to calculate θ (m+1) k in (3.14) as follows: 17) so that (3.15) can be replaced by
The idea of the one-step Newton-Raphson method was also suggested by is not a real MM algorithm. However, based on our limited experience, the one-step NewtonRaphson method does not affect the final convergence of the above MM algorithm.
The ascent property of the new MM algorithm
For the proposed MM algorithm for constrained estimation in Cox's model, we have the following result.
Theorem 3 (The ascent property). Let the partial log-likelihood function ℓ(β) and the surrogate function Q(β|β (m) ) be given by (2.3) and (3.6), respectively. We
, where the equality holds if and only if
Proof. The assertion (i) is a special case of (3.9)
, and ℓ(β) − Q(β|β (m) ) achieves its minimum zero at
. On the other hand, from (3.15) and (3.16), we have Q(
Combining the two facts, we obtain the following ascent property:
where the inequality is strict if
The ascent property indicates that finding (2.4) with S(f , g) = [a, b] is equivalent to iteratively finding (3.10) or (3.15) and (3.16). Moreover, this ascent property guarantees not only the convergence of β (m+1) →β as m → ∞ but also the monotone convergence, namely, each iteration must increase the partial log-likelihood ℓ(β).
Standard error estimation via a nonparametric bootstrapping
In the absence of constraints, the asymptotic variance matrix of the maximum likelihood estimator of β takes the form [Σ(β)] −1 , defined in Assumption (A4) (Andersen and Gill, 1982;
Kalbfleisch and Prentice, 2002). Thus, the estimation of standard error can be calculated by
replacing the large-sample quantities in Σ(β) with their small-sample quantities. However, in the presence of constraints, due to the complicated derivation of U(β) in the asymptotic variance of constrained estimatorβ in Theorem 2, there are no procedures available. We adopt the nonparametric bootstrap approach (Hjort, 1985; Efron and Tibshirani, 1993; Burr, 1994) to estimate the standard error ofβ.
The basic idea of the nonparametric bootstrap approach is to construct an empirical distribution function by repeatedly sampling from the observed data. As a computer-based method, it is widely used to estimate the standard error of an estimator, especially when the underlying distribution is unknown.
Let Y obs = {X 1 , . . . , X n } denote the observed data for n subjects, where
denote the observed time, the right censoring indicator and the covariate vector for the i-th subject. We randomly draw from Y obs = {X 1 , . . . , X n } with replacement to obtain a bootstrap sample Y * obs = {X * 1 , . . . , X * n }, where each X * i equals any one of the n values X i with probability 1/n. In fact, we can use the built-in R function, sample(X, n, prob = rep(1/n, n), replace = T), to produce a vector of length n randomly chosen from {X 1 , . . . , X n } with equal probabilities {1/n, . . . , 1/n} with replacement. A bootstrap replicationβ * can be obtained by using the proposed MM algorithm based on Y * obs . Independently repeating this process B times, we can obtain B bootstrap replications {β
, whereβ
. Therefore, the standard error of the k-th component of the constrained MLEsβ can be estimated by the following sample standard derivation 
is approximately normally distributed, the (1 − α)100% Wald-type bootstrap CI of β k is given by are non-normally distributed. In this case, the (1 − α)100% bootstrap CI for β k can be constructed as
whereβ k, L andβ k, U are the 100(α/2) and 100
, respectively.
Simulation studies
As we mentioned before, evidences in some real-data analyses show that ignoring the restriction on parameters may result in misleading inference ( Tan 
Experiments 1 and 2
We consider a proportional hazards model, where the hazard function of the failure time T
given covariates (Z 1 , Z 2 ) is assumed to be
Furthermore censoring. Approximately 30%, 50% and 80% censoring rates ρ are considered. Sample size n is set to be 50 and 100, respectively.
For each setting, we compare the estimatorsβ UNR andβ UMM (without constraints) with the estimatorβ CMM (with constraints). Sample bias, sample MSE and sample variance of each estimator are calculated based on 1000 independent simulated data sets. The stopping criteria are specified by |ℓ(β (m+1) ) − ℓ(β (m) )| < 10 −4 for all three estimation methods. The corresponding simulation results are displayed in Table 1 and 2.
[Insert Tables 1 and 2 here] Under all considered cases, estimators without constraintsβ UNR andβ UMM show almost identical results. As expected, the estimator with constraints performs better than estimators without constraints, since the sample MSE and sample variance ofβ CMM are notably smaller than the estimatorsβ UNR andβ UMM . This fact confirms that ignoring the constraints may reduce the efficiency of estimation. In terms of bias, the three estimators are all biased under all settings. However, the estimator with constraints sometimes may cause a larger bias than estimators without constraints. For example, the estimator for β 1 in Case I, for n = 50, ρ = 0.30, bias with and without constraints are −0.0302 and −0.0158, respectively.
Experiments 3 and 4
In this subsection, we would like to evaluate the performance of the proposed MM algorithm when the constraints are wrongly chosen via simulations. For Case I in Table 1 , we set the constraint to be β 1 0 when the true value of β 1 is −0.5. For Case II in Table 2 , we choose the constraint to be β 1 β 2 when the true values β 1 = 0.25, β 2 = 0.5. We consider λ 0 (t) = 1, ρ = 30%, 50%, 80%, and n = 100, respectively. The simulation results are reported in Tables   3 and 4. [Insert Tables 3 and 4 here] Under all the cases here, we note that the simulation results of the estimators without constraints (i.e.,β UNR andβ UMM ) remain to be consistent with those in Tables 1 and 2 . However, non-ignorable biases arise in the simulation results of the estimate with constraints (i.e.,β CMM ) when the constraints are poorly imposed. For example, in Table 3 , the estimates of β 1 are close to 0, which is on the border of the box constraint. While the results of the estimators of β 2 are consistent with those in Table 1 since the constraint is only imposed on β 1 . In Table 4 , the estimators of both β 1 and β 2 are biased.
Numerical illustrations
In this section, we analyze two real data sets to illustrate the proposed method by comparing the estimations with and without restrictions.
Breast cancer trial
The most important discriminant in staging breast carcinoma is the presence of positive axillary Table 5 , which are obtained from [Insert Table 5 here]
We use a proportional hazards model with the following hazard function to model the above data set: (1989) showed that patients with IH-detected metastases had significantly higher risk of death than that without IH-detected metastases, it is reasonable to impose a non-negativity restriction on β 1 :
To analyze the data, we apply the proposed MM algorithm to estimate the regression coefficient β 1 in model (5.1) with constraint specified by (5.2). The corresponding standard error ofβ 1 can be estimated by the non-parametric bootstrap approach as shown in (3.19) . For the purpose of comparison, we also compute the unconstrained MLE of β 1 by using the NewtonRaphson algorithm based on the partial likelihood function. The results are listed in Table 6 and show that immunoperoxidase positive significantly increases the risk of death under both methods. In addition, the MLEβ 1 = 0.9802 indicates that a patient with positive immunoperoxidase could be exp(0.9802) = 2.67 times more likely to die than a patient with negative immunoperoxidase. Table 6 also shows that the proposed MM algorithm with constraints has a smaller standard error, resulting in a shorter confidential interval. This demonstrates that ignoring the constraint would lower the analysis efficacy.
[Insert Table 6 here] [Insert Table 7 and DRAge = DonAge×RecAge. Furthermore, as we mentioned before, AML patients with an FAB classification of M4 or M5 tend to have an increased risk of relapse or treatment-related death, we focus on the effect of FAB and impose non-negativity restriction on β 1 :
Bone marrow transplant study
We calculate the constrained MLEs of the regression coefficients in model (5.3) with constraint specified by (5.4) by the proposed MM algorithm, and estimate the corresponding standard error via the non-parametric bootstrap method. The results are listed in the third column of Table 8 , which suggests that FAB classification, risk groups and age have significant effects on risk of relapse or treatment-related death. Unsurprisingly, patients whose FAB classification of M4 or M5 have a higher risk after the transplantation. In addition, we also calculate the unrestricted MLEs of the regression coefficients by using the Newton-Raphson algorithm based on the partial likelihood function, and list the results in the second column of Table 8 . By comparing the two columns, the evidence strongly supports that the estimation with constraint performs better than the estimation without restrictions by providing a smaller standard error and a shorter confidential interval. Figure 1 is a plot of the estimated survival function for two FAB classifications. Again, this plot shows that patients with FAB classification of M4 or M5
have a worse survival curve. All analyses suggest that considering FAB effect with restriction improves the efficiency of the study.
[Insert Table 8 and Figure 1 here]
Discussion
We studied the constrained estimation in the proportional hazards model with right-censored survival data and derived two asymptotic properties (i.e., consistency and asymptotic normality) by using the Lagrangian method based on KKT conditions. We developed a new MM algorithm for calculating the MLE of the regression coefficients with box or linear inequality restrictions in the proportional hazards model, where a surrogate function with a diagonal Hessian matrix is established, resulting in an explicit solution in the second M-step via a median function. Standard error estimation is also introduced through a non-parametric bootstrap approach. Simulation studies suggested that the proposed estimation provides a feasible and efficient method for the inference of the regression coefficients with box constraints in Cox's model. We applied the proposed method to analyze data sets from a breast cancer trial and a bone marrow transplant study, respectively. The gain in these analyses suggests that the consideration of restrictions improves the efficiency of the study.
Merely based on (3.2), we can construct the second surrogate function, denoted by
where g lk (β k |β (m) ) is given by (3.8). However, the Hessian matrix of Q 2 (β|β (m) ) is not diagonal.
In other words, the MM algorithm with Q 2 (β|β (m) ) as the surrogate function cannot be applied to the proportional hazards model with box constraints but can be applied to the proportional hazards model without constraints. Similarly, only based on (3.4), although we can establish the third surrogate function
, where c 0 is given by (3.7), the Hessian matrix of Q 3 (β|β (m) ) is also not diagonal. Up to now, there are at least three algorithms (i.e., two MM algorithms based on Q 2 (β|β (m) ) and
) and the QLB algorithm of Böhning and Lindsay, 1988) with monotone convergence, which can be applied to Cox's model without constraints. The comparison among the convergence rates of the three algorithms is one of our research topics in the future.
As a general resampling statistical inference tool, the bootstrap method has many advantages in practice. Many authors studied the bootstrap theory for parametric models (Bickel and Freedman, 1981; Singh, 1981; Mason and Newton, 1992) . However, theoretical studies on the bootstrap inference in semi-parametric models are quite challenging. Hjort (1985) 
Appendix: Proofs of asymptotic properties
Proof of Theorem 1. Let A(β, t) be the logarithm of the Cox partial-likelihood function evaluated at time t, i.e.
Then, we have ℓ(β) = A(β, τ ). Based on the discussions in Anderson and Gill (1982) regarding asymptotic properties of Cox models, we observe that
which is a continuous and concave function of β and has a unique maximum at β 0 . That is,
with equality if and only if β = β 0 .
Using the method of the contradiction, we assume that there is a set of positive probability such thatβ n does not converge to β 0 . Then there exists a subsequence {β jn } of {β n } which converges toβ not equal to β 0 . Sinceβ jn is the maximum, we have C(β jn , τ ) C(β 0 , τ ). By the uniform convergency and continuity of limit, we obtain
By this contradiction, we have the convergency ofβ n to β 0 in probability. ✷ By combining the method developed by Moore and Sadler (2006) and Moore et al. (2008) in the proof of the asymptotic normality of constrained MLE in parametric model with the asymptotic theory of Cox's model without constraints, we can obtain the asymptotic normality of the constrained estimator.
Proof of Theorem 2. Sinceβ n is a stationary point of the ℓ(β), by Eq. (2.8) and the definition of U(β), we have
, where u j (β) is the j-th column of U(β) and
The first-order Taylor expansion of the left-hand side of Eq. (A.2) around β yields
where o P (1) vanishes as β n − β P → 0. Thus, we have
Since S(f , g) is connected, there exists a path-connected curve on the surface of h(β) = 0 0, including the constrained estimators {β n } and β 0 . Let ϕ(w): R → S(f , g) be a continuously differentiable map such that ϕ(0) = β 0 and ϕ(1/n) =β n . Thus, we havê β n − β 0 = ∇ w ϕ(a n ) 1 n , where 0 < a n < 1 n .
Since h(ϕ(a n )) = 0, we obtain 0 = ∇ w h(ϕ(a n )) = F(ϕ(a n ))∇ w ϕ(a n ).
Thus, there exists b n ∈ R d such that
Due to Eq.'s (A.2)-(A.5), we have
Hence, we obtain
Under Assumptions (A1)-(A4) and the discussions in Anderson and Gill (1982), Kalbfleisch and Prentice (2002), we have
, and
By continuity, we have U(β n ) → U(β 0 ) and U(ϕ(a n )) → U(β 0 ), as n → ∞. Due to Slutsky's theorem, we can obtain
which indicates the asymptotic normality. ✷ Table 1 : Simulation results based on the model λ(t|Z 1 , Z 2 ) = λ 0 (t) exp(β 1 Z 1 + β 2 Z 2 ) with box constraint β 1 0, where 
