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Resumo
BLEYER, Ismael Rodrigo. Funcionais de Tikhonov e Penalizac¸a˜o com distaˆncias de Breg-
man. 2008. 123 pa´ginas. Dissertac¸a˜o (Mestrado em Matema´tica) - Programa de Po´s-Graduac¸a˜o
em Matema´tica e Computac¸a˜o Cientı´fica, Universidade Federal de Santa Catarina - UFSC, Flo-
riano´polis, 2008.
Orientador: Prof. Dr. Antoˆnio Carlos Gardel Leita˜o
Defesa: 17/12/2008
Uma te´cnica de regularizac¸a˜o que vem ganhando destaque na comunidade de problemas
inversos e´ a regularizac¸a˜o de Tikhonov com termo de penalizac¸a˜o dado pela seminorma de
variac¸a˜o limitada. Esse me´todo de regularizac¸a˜o busca aproximar a soluc¸a˜o “exata” do pro-
blema por func¸o˜es em BV , um espac¸o de Banach.
O me´todo de Tikhonov e´ largamente utilizado para problemas inversos formulados em
espac¸os de Hilbert, situac¸a˜o para qual va´rios resultados teo´ricos sa˜o conhecidos. Esse me´todo
de regularizac¸a˜o tem como caracterı´stica fornecer soluc¸o˜es suaves, o que se torna uma desvan-
tagem em certas aplicac¸o˜es em processamento de imagens, quando a imagem a ser reconstruı´da
apresenta grandes gradientes ou quando e´ descontı´nua.
Neste trabalho apresentamos um me´todo tipo Tikhonov que visa obter soluc¸o˜es de pro-
blemas inversos mal-postos num contexto mais geral. Com essa generalizac¸a˜o procuramos
resultados teo´ricos para o tratamento de uma equac¸a˜o mal-posta em que o operador envolvido
e´ definido entre espac¸os de Banach, ale´m de utilizar uma penalizac¸a˜o na˜o diferencia´vel. Dessa
maneira, o me´todo investigado corresponde a uma generalizac¸a˜o da teoria cla´ssica de Tikhonov,
a qual pode ser utilizada no espac¸o de func¸o˜es de variac¸a˜o limitada.
Apo´s introduzirmos as condic¸o˜es necessa´rias para garantir a existeˆncia de uma soluc¸a˜o
para o problema regularizado, damos inı´cio ao estudo da qualidade das soluc¸o˜es obtidas por
esse me´todo. Exibimos resultados de estabilidade e taxas de convergeˆncia entre uma soluc¸a˜o
regularizada e uma soluc¸a˜o “exata” do problema inverso. Tal ana´lise de convergeˆncia e´ obtida
com base na distaˆncia de Bregman. Operadores lineares e na˜o lineares sa˜o considerados. Para
problemas na˜o lineares, investigamos tambe´m um me´todo de Tikhonov iterado.
Palavras-chave: regularizac¸a˜o de Tikhonov, distaˆncias de Bregman, penalizac¸a˜o com
variac¸a˜o limitada.
Abstract
BLEYER, Ismael Rodrigo. Funcionais de Tikhonov e Penalizac¸a˜o com distaˆncias de Breg-
man. 2008. 123 pa´ginas. Dissertac¸a˜o (Mestrado em Matema´tica) - Programa de Po´s-Graduac¸a˜o
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In the last few years a regularization technique became popular in the inverse problems
community, namely the Tikhonov regularization with a penalization function given by the boun-
ded variation seminorm. This regularization method provides approximate solutions in BV to
the “exact” solution of the inverse problem.
The Tikhonov method is widely used to approximate solutions of inverse problems modeled
by operator equations in Hilbert spaces, and there are many theoretical results concerning this
situation. A characteristic of this regularization approach is to provide smooth approximations.
This however, can be a disadvantage in some applications, e.g., in image processing, where one
has to recover images with sharp edges or the nonsmooth images.
In this work we investigate a Tikhonov type method formulated in a more general context.
The approach investigated here allows the generalization of classical theoretical results to the
context of ill-posed equations where the operator is defined between Banach spaces. Moreover,
non-differentiable penalty functions are used and regularized solutions are found in the space
of functions of bounded variation.
Existence of solutions of the regularized problem can be guaranteed. Moreover, using
source conditions, we provide quantitative estimates to the regularization error in the parame-
ter space. Stability and convergence results are derived, and are based on the use of Bregman
distances to estimate the errors. Both linear and nonlinear problems are considered. In the
nonlinear case we also investigate an iterated Tikhonov method.
Key words: Tikhonov regularization, Bregman distances, penalization with total variation.
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1 Introduc¸a˜o
Neste trabalho estudamos me´todos tipo Tikhonov, uma te´cnica importante para obtermos
soluc¸o˜es esta´veis para problemas inversos. A ana´lise de tais me´todos generaliza resultados
conhecidos da teoria cla´ssica. Sa˜o investigados resultados publicados recentemente que exibem
taxas de convergeˆncia e estabilidade entre uma soluc¸a˜o aproximada por esse me´todo e uma
soluc¸a˜o “exata” do problema. Tais resultados sa˜o obtidos utilizando a distaˆncia de Bregman
induzida por um funcional convexo. A teoria e´ desenvolvida para operadores lineares e na˜o
lineares, em especial apresentamos um me´todo iterativo para o caso na˜o linear.
Neste capı´tulo fazemos uma breve introduc¸a˜o sobre problemas inversos e sua relac¸a˜o com
problemas mal-postos. Em seguida apresentamos uma te´cnica usada para resolver problemas in-
versos: os me´todos de regularizac¸a˜o. Em especial voltamos nossa atenc¸a˜o ao me´todo cla´ssico de
Tikhonov, exibindo de forma resumida os principais resultados da teoria cla´ssica para equac¸o˜es
regidas por operadores tanto lineares quanto na˜o lineares definidos entre espac¸os de Hilbert. Na
sequeˆncia exploramos a ide´ia que motivou o estudo e elaborac¸a˜o deste trabalho. A distribuic¸a˜o
do conteu´do desta dissertac¸a˜o e´ exposta na u´ltima sec¸a˜o deste capı´tulo.
1.1 Problemas inversos
A a´rea de problemas inversos tem sido um dos ramos na matema´tica aplicada com o maior
crescimento nas u´ltimas de´cadas. Tal fato deve-se ao grande nu´mero de aplicac¸o˜es extraı´das do
mundo real, na cieˆncia e tecnologia.
Ale´m dos exemplos de problemas inversos encontrados em [TG87] e [Ram05], destaca-
mos os problemas de restaurac¸a˜o de imagens [RS02, OBG+05], eletrocardiograma [JXS+08],
tomografia por impedaˆncia [LRH+05], explorac¸a˜o geofı´sica de depo´sitos de petro´leo [Pen97,
ORL08] e identificac¸a˜o biome´trica [YSSP05], devido sua importaˆncia cientı´fica, econoˆmica,
social e inclusive polı´tica.
Antes de mais nada, precisamos definir o que e´ um problema inverso. Uma das definic¸o˜es
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mais difundidas foi dada em [EHN00], segundo os autores “ resolver um problema inverso e´
determinar causas desconhecidas a partir de efeitos desejados ou observados”.
Por outro lado, definimos um problema direto aquele em que sa˜o conhecidas precisamente
as causas e buscamos determinar seus efeitos.
Do ponto de vista teo´rico modelamos um problema inverso atrave´s de uma equac¸a˜o de
operadores
F(u) = y , (1.1)
em que o operador F : U → H pode ser linear ou na˜o linear, dependendo da natureza do pro-
blema original, y ∈ H e´ o dado observado e u ∈ U e´ a “causa” a ser determinada. Em nosso
contexto visamos trabalhar com U e H espac¸os de Banach. Na teoria cla´ssica de regularizac¸a˜o
de Tikhonov e´ comum considerar operadores em que ambos os espac¸os U e H sa˜o Hilbert.
No entanto, ja´ sa˜o conhecidos inu´meros resultados nesse contexto, como pode ser visto em
[Mor84, Gro84, Gro93, Kir96, EHN00].
Conve´m observarmos que a modelagem de problemas inversos lineares frequ¨entemente
resulta em equac¸o˜es integrais de primeira espe´cie. A maioria dos problemas estudados na co-
munidade induz modelos matema´ticos mal-postos. A definic¸a˜o mal-posto surgiu no inı´cio do
se´culo passado quando o matema´tico franceˆs Jacques Salomon Hadamard estudava equac¸o˜es
diferenciais parciais; os resultados de seu estudo foram publicados em [Had02].
Dizemos que um problema do tipo (1.1) e´ bem-posto se as treˆs propriedades sa˜o satisfeitas:
(P1) Existeˆncia: para cada y ∈ H existe (pelo menos um) u ∈U tal que F(u) = y ;
(P2) Unicidade: para cada y ∈ H existe no ma´ximo um u ∈U tal que F(u) = y ;
(P3) Estabilidade: a soluc¸a˜o u depende continuamente dos dados y, isto e´, para toda sequ¨eˆncia
(uk)⊂U com F(uk)→ F(u) quando k → ∞, vale que uk → u quando k → ∞.
Desse modo um problema e´ dito mal-posto se pelo menos uma das condic¸o˜es acima na˜o e´
satisfeita, conforme [Kir96].
Em geral as medic¸o˜es e observac¸o˜es feitas para determinado problema sa˜o imprecisas e
os dados inseridos em y veˆm contaminados com ruı´dos ou erros experimentais. Muitas vezes
tais erros surgem na pro´pria modelagem matema´tica. Sendo assim, dispomos somente de uma
aproximac¸a˜o yδ ao inve´s do dado exato y. Visto isso, ao inve´s de resolvermos a Equac¸a˜o (1.1)
voltamos nossa atenc¸a˜o para o problema
F(u) = yδ . (1.2)
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Ao trabalharmos com dados exatos ou com suas aproximac¸o˜es, ate´ mesmo aquelas obtidas
quando resolvemos o problema numericamente, o conceito de problema mal-posto deve ser
visto com cautela. Segundo [EHN00] tecemos comenta´rios para as propriedades (P1), (P2) e
(P3).
A violac¸a˜o da existeˆncia de soluc¸a˜o e´ uma condic¸a˜o importante quando os dados sa˜o exatos.
Geralmente podemos relaxar a noc¸a˜o de soluc¸a˜o ou aumentar o espac¸o soluc¸a˜o para contornar
tal dificuldade.
A violac¸a˜o do segundo item - unicidade, e´ um pouco mais se´ria, pois a existeˆncia de va´rias
soluc¸o˜es nos leva a decidir dentre elas qual e´ a mais via´vel. Em certos problemas basta to-
mar como soluc¸a˜o a de menor norma, mas isto na˜o se aplica a todos. Do contra´rio devemos
adicionar condic¸o˜es ao problema original e com isso obter a unicidade, a saber, escolhemos
uma das soluc¸o˜es do problema original que tambe´m satisfac¸a as novas propriedades. Mesmo
em aplicac¸o˜es em que esse item e´ satisfeito, quando resolvemos numericamente geralmente a
unicidade e´ violada por causa da discretizac¸a˜o.
Quanto ao terceiro item, o mais importante deles, a falta de estabilidade torna o problema
extremamente sensı´vel a presenc¸a de ruı´dos nos dados, de modo que pequenas perturbac¸o˜es nos
levam a uma grande variac¸a˜o na soluc¸a˜o. A tentativa de buscar uma soluc¸a˜o nume´rica para um
problema cuja a soluc¸a˜o na˜o dependa continuamente dos dados, a primeira vista, nos parece
invia´vel e ate´ mesmo impossı´vel. Uma maneira de amenizarmos tal dificuldade e´ atrave´s de
me´todos de regularizac¸a˜o.
Por fim, enfatizamos que o requerimento (P3) depende da topologia dos espac¸os envolvidos,
a saber, se o operador inverso e´ contı´nuo. Diferente das questo˜es de existeˆncia e unicidade, as
quais dependem unicamente da natureza alge´brica dos espac¸os e do operador. Em suma, a
definic¸a˜o bem-posto depende da tripla (U,H ,F) e suas normas, conforme [Kir96].
1.2 Me´todo de regularizac¸a˜o
A soluc¸a˜o de um problema inverso modelado pela Equac¸a˜o (1.1) consiste em determinar u
mediante o conhecimento de y. Em outras palavras, o problema consiste na inversa˜o do operador
F . No contexto linear, uma vez conhecido o operador pseudo-inverso1 F† : H ⊃D(F†)→U,
pensamos em resolver o problema da seguinte forma
u = F†(y) .
1Esse operador tambe´m e´ conhecido com a inversa generalizada de Moore-Penrose, veja [GL96].
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No entanto essa tentativa e´ inu´til quando o dado y na˜o pertence ao domı´nio de definic¸a˜o do
operador pseudo-inverso. Mesmo que exista tal operador ele ainda pode ser ilimitado. Portanto,
devemos procurar outra ferramenta para encontrarmos uma soluc¸a˜o para (1.1).
Os me´todos de regularizac¸a˜o aparecem justamente para remediar tal dificuldade. De modo
geral construı´mos uma famı´lia de operadores Rα : H → U limitados que dependem de um
paraˆmetro α > 0, conhecido como paraˆmetro de regularizac¸a˜o, que aproximem pontualmente
o operador F†, ou seja,
lim
α→0
Rα(y) = F†(y) . (1.3)
Caso busquemos uma soluc¸a˜o para a equac¸a˜o do tipo (1.2) e´ indispensa´vel o conhecimento
de um limite para a perturbac¸a˜o dos dados, isto e´,∥∥∥yδ − y∥∥∥≤ δ . (1.4)
Conhecido o nı´vel de ruı´do δ existem duas regras ba´sicas para a escolha do paraˆmetro de
regularizac¸a˜o. Na primeira dizemos que a escolha do paraˆmetro e´ feita a priori, quando essa
escolha depende somente do nı´vel de ruı´do δ , a saber, α = α(δ ). Ao passo que na segunda
regra, feita a posteriori, ainda ha´ dependeˆncia do dado yδ com ruı´do, isto e´, α = α(δ ,yδ ). Do
ponto de vista pra´tico essa escolha torna-se muito u´til, uma vez que e´ calculado juntamente com
a soluc¸a˜o aproximada uδα enquanto resolvemos o problema numericamente.
Sintetizando: um me´todo de regularizac¸a˜o aproxima a soluc¸a˜o u de um problema mal-posto
por uma famı´lia de problemas bem-postos Rα(yδ ), de modo que uδα → u quando δ → 0, para α
devidamente escolhido. Conforme [EHN00, p. 50] o erro no pior caso deve satisfazer
limsup
δ→0
{∥∥∥Rα(yδ )−F†(y)∥∥∥
U
| yδ ∈H ,
∥∥∥yδ − y∥∥∥≤ δ}= 0 . (1.5)
Na˜o basta que o erro convirja para zero, essa convergeˆncia deve ser da mesma ordem do
nı´vel de ruı´do. Caso essa ordem de convergeˆncia seja satisfeita dizemos que a taxa de con-
vergeˆncia e´ o´tima.
Para assegurar que um me´todo produz taxas o´timas de convergeˆncia devemos assumir certas
condic¸o˜es, chamadas condic¸o˜es de fonte, e apenas com esse tipo de informac¸a˜o e´ possı´vel obter
taxas de convergeˆncia no domı´nio do operador.
Na literatura sa˜o apresentados me´todos de regularizac¸a˜o e me´todos iterativos [TGSY95,
EHN00, Vog02, LB05]. Para cada tipo de operador temos uma abordagem especial e uma
cadeia de resultados. Por exemplo: para os operadores lineares, compactos e auto-adjuntos,
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uma refereˆncia e´ [Gro84]. Dentre os me´todos apresentados nas refereˆncias acima, sem du´vida
nenhuma, o me´todo de regularizac¸a˜o de Tikhonov e´ o mais conhecido.
1.3 Regularizac¸a˜o de Tikhonov
O professor Andrei Nikolaevich Tikhonov foi um grande matema´tico russo que trabalhou
no consagrado Instituto de Matema´tica Steklov da Academia Russa de cieˆncias, onde passaram
outros ilustres matema´ticos, como A. N. Krylov, S. L. Sobolev e A. A. Markov.
Tikhonov sugeriu uma formulac¸a˜o mais geral para resolver problemas mal-postos no artigo
[Tik63] publicado em 1963. A partir desse trabalho a teoria de Tikhonov tem sido aplicada no
tratamento de problemas inversos.
Segundo o livro de [Kir96], para a Equac¸a˜o (1.1) com F um operador linear e limitado entre
espac¸os de Hilbert, o me´todo de Tikhonov e´ apresentado como uma famı´lia de operadores {Rα}
da forma
Rα(y) = (F∗F +αI)−1 F∗y , (1.6)
em que F∗ e´ o operador adjunto, I e´ o operador identidade e α e´ uma constante positiva devi-
damente escolhida. Essa formulac¸a˜o concorda com a teoria apresentada na sec¸a˜o anterior.
O operador F∗F e´ auto-adjunto, compacto e tem auto-valores na˜o negativos. Para um α > 0
o operador (F∗F +αI) tem auto-valores estritamente positivos e por sua vez possui inversa
limitada. Assim, a equac¸a˜o de segundo tipo
(F∗F +αI)uα = F∗y (1.7)
e´ bem-posta.
Quando assumimos que o operador F tambe´m e´ compacto podemos calcular o sistema sin-
gular2 e por sua vez a soluc¸a˜o e´ obtida de maneira direta, definida por um somato´rio envolvendo
esse sistema.
Outra formulac¸a˜o mais difundida para a regularizac¸a˜o de Tikhonov e´ dada pela seguinte
interpretac¸a˜o variacional
uα = argmin{Jα (u) | u ∈U} , (1.8)
com
Jα (u) = ‖F(u)− y‖2 +α ‖u‖2U , (1.9)
2 ´E uma generalizac¸a˜o para a decomposic¸a˜o SVD - decomposic¸a˜o de valores singulares - para operadores com
dimensa˜o infinita.
15
em que α ∈ R+ e´ dito paraˆmetro de regularizac¸a˜o.
No livro [Kir96, Teorema 2.11] existe a seguinte relac¸a˜o para o caso linear: a soluc¸a˜o do
modelo apresentado em (1.8) e (1.9) e´ a u´nica soluc¸a˜o de (1.7).
Conve´m observarmos que a penalizac¸a˜o exercida pelo segundo termo do funcional Jα (·)
dado acima pode ser feita a partir de uma aproximac¸a˜o inicial u0, substituindo o termo qua-
dra´tico ‖u‖2U por ‖u−u0‖
2
U . Atrave´s de um operador G devidamente definido podemos tomar
como penalizac¸a˜o o termo ‖G(u)‖2, [Mor84]. Na formulac¸a˜o variacional apresentada acima
pensamos G como o operador identidade e u0 como o vetor nulo. Essa simplificac¸a˜o e´ adotada
por muitos autores, por exemplo [Han00].
A interpretac¸a˜o variacional introduzida em (1.8) e (1.9) consiste em localizar um elemento
que reduza o erro obtido na Equac¸a˜o (1.2) com respeito a norma de H . No entanto, devido ao
mal condicionamento do operador F a identificac¸a˜o desse minimizador e´ uma tarefa difı´cil.
Para amenizar essa dificuldade e´ suficiente adicionarmos uma penalizac¸a˜o no problema de
minimizac¸a˜o com o objetivo de tornar mais evidente tal minimizador.
Nessa formulac¸a˜o nossa atenc¸a˜o e´ voltada para o paraˆmetro de regularizac¸a˜o α . Sua func¸a˜o
e´ fornecer estabilidade ao problema e calibrar a soluc¸a˜o regularizada de maneira a obtermos um
valor mı´nimo para o resı´duo, isto e´, uma boa precisa˜o. Todavia a norma da soluc¸a˜o deve ser
pequena, devido ao termo de penalizac¸a˜o. Caso o paraˆmetro seja muito pequeno (ou ate´ mesmo
nulo) estamos bem pro´ximos do problema original, o qual na˜o conseguimos resolver de modo
esta´vel. Por outro lado, se o paraˆmetro for muito grande nos desviamos da formulac¸a˜o original
dando mais importaˆncia ao termo de penalizac¸a˜o, e por sua vez resultara´ numa soluc¸a˜o distinta
da qual procuramos.
Na literatura encontramos diversos me´todos para a escolha do paraˆmetro α , o qual pode
ser obtido a priori ou a posteriori. Entre os principais, para problemas lineares, destacamos
o me´todo heurı´stico da curva L [Han97c], o princı´pio de discrepaˆncia de Morozov [Mor66], o
crite´rio de mı´nimo local do funcional definido por Regin´ska [Reg96] e o me´todo do ponto fixo
[Baz08]. Para problemas na˜o lineares citamos [Ram02, SEK93].
Neste trabalho damos eˆnfase para a formulac¸a˜o apresentada em (1.8) e (1.9), contudo a
escolha do paraˆmetro de regularizac¸a˜o na˜o faz parte do nosso estudo. Essa formulac¸a˜o pode
ser estendida para operadores na˜o lineares enquanto a formulac¸a˜o exibida em (1.6) somente faz
sentido para o caso linear.
O funcional de Tikhonov (1.9) quando aplicado para operadores lineares e contı´nuos e´ con-
vexo, portanto todo minimizador local sera´ um minimizador global. Quando o operador e´ na˜o
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linear, o problema regularizado ainda pode ser escrito na formulac¸a˜o variacional de Tikhonov
dado por (1.8) com o funcional
Jα (u) = ‖F(u)− y‖2 +α ‖u−u0‖2U . (1.10)
Na˜o podemos mais garantir a convexidade desse funcional e perdemos a unicidade de mi-
nimizadores locais. A ana´lise desse me´todo requer uma boa escolha para a aproximac¸a˜o inicial
u0, pois a ana´lise de convergeˆncia passa a ser local.
Mediante essa dificuldade na formulac¸a˜o do me´todo de Tikhonov para problemas na˜o line-
ares definimos u uma u0-soluc¸a˜o de norma mı´nima como
u = argmin{‖u−u0‖U | F(u) = y} . (1.11)
Resultados de existeˆncia de soluc¸a˜o, convergeˆncia e estabilidade para me´todos de regulari-
zac¸a˜o tipo Tikhonov sa˜o mais conhecidos para operadores lineares. A extensa˜o desses me´todos
e resultados para o caso na˜o linear na˜o e´ ta˜o fa´cil, uma vez que na˜o podemos resolver um
sistema singular e tampouco definir um operador adjunto. Por isso, no caso na˜o linear devemos
adicionar certas hipo´teses ao operador, assim como feito em [EKN89]. Apresentamos de forma
resumida resultados cla´ssicos de convergeˆncia e estabilidade para operadores lineares e na˜o
lineares definidos entre espac¸os de Hilbert nas subsec¸o˜es que seguem.
1.3.1 Operadores lineares
Para um operador F linear e limitado ja´ comentamos sobre a existeˆncia de soluc¸a˜o para o
funcional convexo (1.9).
Assumindo que os dados com ruı´dos satisfac¸am (1.4) e o dado y pertenc¸a a imagem do
operador F , garantimos a convergeˆncia da sequeˆncia das soluc¸o˜es regularizadas para a soluc¸a˜o
u† = F†y, em que F† denota a inversa generalizada de F . Segundo [EHN00, Teorema 5.2]
temos uδα → u
† quando δ → 0 para um paraˆmetro α = α(δ ) escolhido de modo que
α(δ )→ 0 e δ
2
α(δ ) → 0 quando δ → 0 . (1.12)
Caso assumamos apenas que o termo δ
2
α(δ ) seja limitado obtemos a convergeˆncia no sentido
fraco uδα ⇀ u†, conforme [EHN00, p. 119].
A melhor taxa de convergeˆncia que obtemos, apresentada em [EHN00, p. 120] em func¸a˜o
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de µ > 0, e´ obtida na Equac¸a˜o (1.13) tomando µ = 1,
∥∥∥uδα −u†∥∥∥
U
= O
(
δ
2µ
2µ+1
)
e
∥∥∥uα −u†∥∥∥
U
= O(αµ) . (1.13)
Essa taxa e´ verificada quando tomamos α ∼ δ 23 e ainda supomos a existeˆncia de uma
poteˆncia µ > 0 e um elemento ω ∈U tal que u† =
(
F†F
)µ
ω , para ‖ω‖U ≤ 1.
1.3.2 Operadores na˜o lineares
No caso do operador F ser na˜o linear, segundo [EHN00, p. 241] para garantirmos a existeˆn-
cia de um minimizador para (1.10) devemos ainda supor:
(H1) F e´ limitado;
(H2) F e´ sequ¨eˆncialmente fracamente fechado, isto e´, para qualquer sequ¨eˆncia (uk)⊂D(F), a
convergeˆncia fraca de uk para u ∈U e a convergeˆncia fraca de F(uk) para y ∈H implica
que u ∈D(F) e F(u) = y.
Observamos tambe´m que a escolha de u0 para o funcional (1.10) e´ muito importante, espe-
cialmente para taxas de convergeˆncia, uma vez que os mı´nimos sa˜o locais. Para o caso linear
u0 pode ser tomado como o elemento nulo.
Para os dados com ruı´dos que satisfac¸am (1.4) e um paraˆmetro α(δ ) satisfazendo (1.12)
como no caso linear, garantimos que toda sequ¨eˆncia
(
u
δk
αk
)
possui uma subsequ¨eˆncia conver-
gente, quando δk → 0. Ale´m disso, o limite de toda subsequ¨eˆncia convergente e´ uma u0-soluc¸a˜o
de norma mı´nima.
Para taxas de convergeˆncia necessitamos adicionar hipo´teses ao problema. Em [EHN00,
Teorema 10.4] as condic¸o˜es suficientes para provar que∥∥∥uδα −u∥∥∥
U
= O
(
δ 12
)
e
∥∥∥F(uδα)− y∥∥∥= O(δ )
sa˜o
(F1) F e´ Fre´chet diferencia´vel;
(F2) existe uma constante c ≥ 0 tal que ‖F ′(u)−F ′(u)‖
L (U,H ) ≤ c‖u−u‖U para todo u ∈
D(F)∩Bρ (u), para um raio ρ > 0 suficientemente grande;
(F3) existe um ω ∈ H satisfazendo u = F ′(u)∗ω +u0 e
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(F4) c‖ω‖< 1 .
Ale´m das condic¸o˜es anteriores assumimos tambe´m que u e´ uma u0-soluc¸a˜o de norma
mı´nima, D(F) e´ convexo e α ∼ δ .
Segundo [EHN00, Teorema 10.7] temos um resultado de convergeˆncia mais geral. Para
µ ∈
[1
2 ,1
]
com a escolha de α ∼ δ
2
2µ+1 obtemos
∥∥∥uδα −u∥∥∥
U
= O
(
δ
2µ
2µ+1
)
.
Essa taxa e´ va´lida sob as quatro hipo´teses dadas acima e ainda supondo que u pertenc¸a ao
interior de D(F) e u = (F ′(u)∗F ′(u))µ ω +u0.
1.4 Regularizac¸a˜o tipo Tikhonov usando distaˆncias de Breg-
man
No livro de Morozov [Mor84] e´ apresentada uma formulac¸a˜o para a regularizac¸a˜o de Tikho-
nov em espac¸os me´tricos. A ide´ia primitiva consiste em minimizar o desvio de F(u) em relac¸a˜o
ao lado direito yδ com ruı´do, relativamente ao quadrado da me´trica do espac¸o H e ainda tentar
estabilizar a soluc¸a˜o por meio de um funcional na˜o negativo.
Com isso em mente o modelo da regularizac¸a˜o de Tikhonov apresentado na sec¸a˜o anterior,
por meio das equac¸o˜es (1.8) e (1.9), pode ser facilmente visualizado na conotac¸a˜o dada em
[Mor84]. Para isso tomamos como me´trica a norma do espac¸o H e como funcional na˜o negativo
a norma do espac¸o U ao quadrado.
Generalizando a escolha do termo de penalizac¸a˜o do me´todo de Tikhonov por um funcio-
nal na˜o negativo h : U → R+∪{∞} e preservando o primeiro termo de (1.9), isto e´, a norma
do resı´duo, apresentamos o me´todo de regularizac¸a˜o estudado neste trabalhado associado a
Equac¸a˜o (1.1), o qual consiste em minimizar o funcional
Jα (u) =
1
2
‖F(u)− y‖2 +αh(u) , (1.14)
em que α ∈ R+.
Sob certas hipo´teses sobre esse funcional garantimos a existeˆncia de soluc¸a˜o para o pro-
blema regularizado (1.14). Nesse contexto assumimos
(J1) o funcional h e´ semi-contı´nuo inferiormente com respeito a uma topologia τU de U, isto
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e´, h(u)≤ liminfk h(uk), para toda sequeˆncia uk → u, na topologia τU;
(J2) os subconjuntos de nı´vel {u ∈U | h(u)≤ ρ} sa˜o compactos em relac¸a˜o a topologia τU
e na˜o vazios, para uma constante ρ ≥ 0;
A demonstrac¸a˜o deste resultado, o problema regularizado (1.14) e´ bem-posto, pode ser
conferido em [HKPS07, Teorema 3.1].
A primeira vista essa caracterizac¸a˜o na˜o parece ser uma novidade. No entanto a utilizac¸a˜o
de um funcional convexo na˜o negativo como penalizac¸a˜o torna o trabalho mais interessante e
com certas propriedades que generalizam certos resultados ja´ conhecidos na literatura. Ainda
mais, e´ possı´vel encontrar resultados em espac¸os de Banach e trabalhar com penalizac¸o˜es na˜o
diferencia´veis.
A diferenciabilidade e convexidade de h induz um novo conceito: a distaˆncia de Bregman.
Essa definic¸a˜o foi introduzida por Lev Bregman e publicada em [Bre67] no estudo de proble-
mas em programac¸a˜o convexa, em otimizac¸a˜o. Desde enta˜o essa definic¸a˜o tem sido aplicada
em diferentes a´reas da matema´tica. Em nosso contexto ela torna-se o meio mais natural para
mensurar erros entre as soluc¸o˜es regularizada e exata.
No contexto de espac¸os de Hilbert definimos a distaˆncia de Bregman como a diferenc¸a
entre o valor do funcional e sua aproximac¸a˜o linear, aplicados em um elemento do seu domı´nio.
Algebricamente, dados u,v∈ dom h, a distaˆncia de Bregman entre u e v induzida pelo funcional
convexo h e´ definido como
Dh (v,u) = h(v)−h(u)−
〈
h′(u) , v−u
〉
H
, (1.15)
em que 〈· , ·〉
H
denota o produto interno real no espac¸o de Hilbert H .
Essa definic¸a˜o, embora feita com pouco rigor matema´tico, e´ exemplificada na Figura 1.1.
Conquanto denominamos de “distaˆncia”, necessariamente (1.15) na˜o e´ uma distaˆncia usual.
Mesmo sendo na˜o negativa, a simetria nem sempre e´ cumprida, a menos que exigimos h ser
estritamente convexo; a desigualdade triangular pode na˜o ser satisfeita. Contudo vamos utiliza´-
la em nossas estimativas ao inve´s da norma do espac¸o de Banach U.
Kiwiel em [Kiw97] usou o conceito da distaˆncia de Bregman para funcionais na˜o dife-
rencia´veis. Para tal generalizac¸a˜o necessitamos do conhecimento do subdiferencial do funci-
onal h. Denotamos por ∂h(u) o conjunto dos subgradientes de h em relac¸a˜o ao elemento u,
esse conjunto e´ chamado de subdiferencial. Para relembrar tais definic¸o˜es veja, por exemplo, o
Apeˆndice B; para demais detalhes sugerimos o livro de [IS05] e [Ius95].
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h(u)
u v
h(u)+ 〈h′(u) , v−u〉
h(v)
U
R
Dh (v,u)
Figura 1.1: Ilustrac¸a˜o da distaˆncia de Bregman
Ao longo deste trabalho usamos a definic¸a˜o de distaˆncia de Bregman generalizada. A
saber, dado Ω⊂U um conjunto convexo num espac¸o de Banach U e h : Ω→R+ um funcional
convexo, a distaˆncia de Bregman generalizada induzida pelo funcional h entre os elementos
v,u ∈ Ω e´ definida como
Dh (v,u) =
{
Dξh (v,u) | ξ ∈ ∂h(u)
}
, (1.16)
em que
Dξh (v,u) = h(v)−h(u)−〈ξ , v−u〉 . (1.17)
A notac¸a˜o 〈 , 〉 representa o produto de dualidade cla´ssico definido para um par de ele-
mentos em U∗×U, em que U∗ e´ o dual do espac¸o de Banach U. Uma vez que U∗ denota
o conjunto dos funcionais lineares limitados definidos de U em R, a definic¸a˜o da distaˆncia de
Bregman representa um conjunto de escalares reais.
Mediante essa generalizac¸a˜o na˜o somente sera´ possı´vel utilizar penalizac¸o˜es feitas por fun-
cionais na˜o diferencia´veis como tambe´m o tratamento de operadores definidos entre espac¸os
Banach. O uso de espac¸os de Banach, em particular na˜o reflexivos, na˜o eram comuns na lite-
ratura. Neste trabalho primeiramente assumimos U ser Banach, enquanto H continua sendo
Hilbert. Em seguida, para o caso na˜o linear, assumimos que ambos os espac¸os sa˜o Banach.
As refereˆncias ba´sicas deste trabalho sa˜o relativamente recentes. O primeiro resultado pu-
blicado que introduz o uso de espac¸os de Banach ao inve´s de Hilbert foi [BO04], em 2004.
Nesse artigo sa˜o extraı´das taxas de convergeˆncia para problemas lineares em regularizac¸a˜o vari-
acional convexa. Tambe´m foi apresentado generalizac¸o˜es para a teoria exposta, como por exem-
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plo: o tratamento de operadores na˜o lineares. No ano seguinte apareceu a segunda publicac¸a˜o
na mesma linha de pesquisa, [Res05]. Nesse artigo o foco da autora e´ voltado para os me´todos
de regularizac¸a˜o para problemas mal-postos e foi trabalhado no mesmo contexto que o primeiro,
no entanto foram sa˜o admitidos condic¸o˜es de fonte mais forte. O tratamento de operadores na˜o
lineares em que ambos os espac¸os, em que o operador esta definido, sa˜o espac¸os de Banach
e foi publicado em 2006 no artigo [RS06]. Nessa publicac¸a˜o, assim como nas anteriores, sa˜o
apresentadas taxas de convergeˆncia e estabilidade. Todos os trabalhos ate´ aqui citados teˆm
como principal hipo´tese a continuidade dos operadores envolvidos, a qual pode ser considerada
numa topologia mais fraca do que a usual. No entanto, no trabalho [HKPS07] publicado em
2007 e´ discutido o tratamento de operadores na˜o suaves. Nesse artigo sa˜o assumidos novas
condic¸o˜es de fonte e na˜o linearidade. Para tais condic¸o˜es sa˜o derivados taxas de convergeˆncia
para a regularizac¸a˜o de Tikhonov.
A distribuic¸a˜o de conteu´dos deste trabalho e´ feita da seguinte maneira. No Capı´tulo 2 con-
sideramos apenas operadores lineares, apresentamos estimativas de erro no domı´nio e imagem
do operador F . Sa˜o feitas estimativas para duas condic¸o˜es de fonte. As estimativas no domı´nio
sa˜o obtidas por meio da distaˆncia de Bregman, enquanto na imagem utilizamos a norma do
operador H . Por fim mostramos que essas taxas generalizam o me´todo cla´ssico de Tikhonov.
Em seguida, no Capı´tulo 3, buscamos resultados semelhantes aos apresentados no Capı´tulo
2, pore´m trabalhamos com operadores na˜o lineares. Novamente temos estimativas de erro no
domı´nio e imagem do operador. Apresentamos os resultados para duas condic¸o˜es de fonte
semelhantes ao caso linear. Ao longo da construc¸a˜o das hipo´teses desse capı´tulo, em espe-
cial, apresentamos uma condic¸a˜o de na˜o linearidade que utiliza a distaˆncia de Bregman. Essa
condic¸a˜o difere daquelas conhecidas e revisadas na sec¸a˜o anterior com relac¸a˜o a teoria cla´ssica,
portanto uma novidade.
No Capı´tulo 4 damos uma atenc¸a˜o especial para o caso na˜o linear; investigamos um me´todo
iterativo baseado na distaˆncia de Bregman. Provamos que esse algoritmo esta´ bem definido e
produz um resı´duo mono´tono decrescente. Por fim, apresentamos um funcional convexo e
com ele provamos a existeˆncia de uma sequ¨eˆncia gerada pelo algoritmo que possui uma sub-
sequ¨eˆncia convergente para uma soluc¸a˜o do problema em estudo, tanto para o caso com dados
exatos quanto para dados com a presenc¸a de ruı´do. Para dados inexatos utilizamos um crite´rio
apropriado de parada.
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2 Ana´lise de problemas lineares
Assim como a teoria cla´ssica da regularizac¸a˜o de Tikhonov foi desenvolvida inicialmente
para problemas lineares, a estrutura deste trabalho na˜o poderia ser diferente. Iniciamos o
estudo apresentando o problema a ser resolvido, as hipo´teses que sera˜o assumidas ao longo
deste capı´tulo e introduzimos definic¸o˜es necessa´rias. Em seguida, exibimos resultados de con-
vergeˆncia e estabilidade. Em especial, na primeira sec¸a˜o apresentamos treˆs possı´veis variac¸o˜es
do problema regularizado do ponto de vista de otimizac¸a˜o. Por fim, mediante a escolha de cer-
tos funcionais de penalizac¸a˜o convexos, mostramos que os resultados aqui aferidos condizem
com a teoria cla´ssica.
Na teoria geral de problemas inversos na˜o e´ possı´vel obter estimativas para o erro entre
a soluc¸a˜o “exata” e a regularizada de um problema mal-posto a menos que fac¸amos o uso
de informac¸o˜es a priori, as chamadas condic¸o˜es de fonte. Neste capı´tulo apresentamos duas
condic¸o˜es, sendo a segunda uma condic¸a˜o mais forte e portanto esperamos estimativas melho-
res. Os resultados aqui apresentados servem de inspirac¸a˜o para o tratamento de problemas na˜o
lineares, como veremos no capı´tulo posterior.
O tratamento teo´rico para problemas mal-postos lineares no contexto de espac¸os de Ba-
nach, com o me´todo de regularizac¸a˜o tipo Tikhonov apresentado na introduc¸a˜o, foi publicado
pela primeira vez em [BO04] e teve continuidade no artigo de Resmerita [Res05], onde fo-
ram publicados resultados para uma condic¸a˜o de fonte diferente da utilizada em [BO04]. Uma
das maiores motivac¸o˜es que os levaram a buscar ferramentas teo´ricas nesse contexto foi um
outro me´todo de regularizac¸a˜o, conhecido como regularizac¸a˜o de variac¸a˜o limitada ou ainda
regularizac¸a˜o de variac¸a˜o total. O primeiro artigo sobre esse tipo de regularizac¸a˜o a ganhar des-
taque foi [ROF92] e muitos pesquisadores referem-se ao funcional de Tikhonov proposto nesse
artigo como o funcional ROF, devido as iniciais dos nomes dos autores. Sem du´vida nenhuma,
esse me´todo e´ um dos exemplos de maior destaque para te´cnicas de restaurac¸a˜o de imagem.
Tal fato se deve a uma particularidade interessante: a possibilidade de se obter soluc¸o˜es com
descontinuidades.
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Sem perder o foco deste capı´tulo, apesar do me´todo comentado acima ter uma grande in-
flueˆncia nessa pesquisa e em particular no Capı´tulo 4, aqui estamos interessados em resolver
uma equac¸a˜o da forma
Fu = y , (2.1)
em que F : D(F) ⊂ U → H e´ um operador linear mal-posto entre o espac¸o de Banach U e o
espac¸o de Hilbert H , ambos de dimensa˜o infinita.
Antes de continuarmos, fazemos algumas observac¸o˜es quanto a notac¸a˜o. Para o espac¸o
de Banach U associamos a norma ‖·‖U e para o espac¸o de Hilbert H associamos a norma
‖·‖ (ao inve´s de ‖·‖H para na˜o carregar a notac¸a˜o) definida a partir do produto interno 〈 , 〉H .
Definimos U∗ o dual topolo´gico de U enquanto para o espac¸o de Hilbert temos H ∗ =H . Com
isso denotamos o operador adjunto de F como F∗ : H →U∗. O produto de dualidade 〈 , 〉 para
um par de elementos em U∗×U e´ definido de maneira cla´ssica como 〈ψ , u〉= ψ(u) para um
funcional ψ ∈U∗ e u ∈U. No entanto, se o elemento ψ ∈R(F∗) enta˜o existira´ um elemento
ν ∈ H tal que ψ = F∗ν e para esse caso definimos o produto de dualidade como
〈ψ , u〉= 〈F∗ν , u〉 := 〈ν , Fu〉
H
. (2.2)
Observamos, ainda, que a definic¸a˜o acima vale trivialmente no caso em que ambos os
espac¸os sa˜o Hilbert, como na teoria cla´ssica de Tikhonov.
Visto que o problema regularizado esta´ bem definido, nosso interesse e´ saber qua˜o “boas”
sa˜o as soluc¸o˜es regularizadas. Isto e´, encontrar estimativas entre a soluc¸a˜o de (2.1) com uma
soluc¸a˜o regularizada uδα , a qual minimiza o funcional
Jδα (u) =
1
2
∥∥∥Fu− yδ∥∥∥2 +αh(u) . (2.3)
No funcional acima temos α um escalar na˜o negativo, h(·) um funcional convexo na˜o
negativo e yδ uma aproximac¸a˜o do dado exato y que tenha um nı´vel de ruı´do δ controlado, da
forma ∥∥∥y− yδ∥∥∥< δ . (2.4)
O funcional h : D(h) ⊂ U → R+ inicialmente definido na˜o assume valores “infinitos”.
Contudo nos referimos a sua extensa˜o ˜h : U→R+∪{∞}. Podemos estender o funcional h para
todo espac¸o U da seguinte maneira
˜h(u) =
{
h(u) , se u ∈D(h)
+∞ , caso contra´rio
.
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Observamos que o funcional ˜h e´ convexo quando D(h) e´ convexo, conforme [ET99]. Caso
desejemos estender para todo o domı´nio do operador F , devemos supor a convexidade de D(F).
Sem fazer confusa˜o vamos denotar esse funcional com a mesma h, para simplificar a notac¸a˜o.
Para provarmos resultados como existeˆncia de mı´nimo para o problema regularizado (2.3)
exigimos que a penalizac¸a˜o feita por h na˜o seja sempre infinito. Um funcional convexo que
atinge um valor finito em pelo menos um elemento do seu domı´nio e´ denominado funcional
pro´prio. Quando conveniente fazemos refereˆncia ao conjunto dos elementos de U em que o
funcional h assume valores finitos com a definic¸a˜o de domı´nio efetivo de h, a saber
dom h = {u ∈U | h(u)< ∞} .
As principais hipo´teses que assumimos ao longo deste capı´tulo esta˜o listadas abaixo.
Hipo´tese 2.1.
(L1) Com o espac¸o de Banach U associamos a topologia τU que e´ mais fraca do que a topo-
logia induzida pela norma;
(L2) Com o espac¸o de Hilbert H associamos a topologia τH induzida pelo produto interno;
(L3) Os duais topolo´gicos de U e H sa˜o denotados por U∗ e H , respectivamente;
(L4) Temos D(F)∩dom h 6= /0;
(L5) F : D(F)⊆U→ H e´ um operador linear contı´nuo de (U,τU) em (H ,τH );
(L6) O funcional h e´ limitado e semi-contı´nuo inferiormente na topologia τU;
(L7) Para cada M > 0 , α > 0, o conjunto
M (M) = {u ∈U | h(u)≤ M}
e´ compacto na topologia τU .
Os resultados que seguem ao longo deste trabalho sa˜o extraı´dos em relac¸a˜o a uma soluc¸a˜o
h-minimizante, a qual generaliza a definic¸a˜o de u0-soluc¸a˜o de norma mı´nima dada em (1.11).
Definic¸a˜o 2.2. Um elemento u ∈ dom h∩D(F) e´ dito uma soluc¸a˜o h-minimizante de (1.1) se
ele minimiza o funcional h em relac¸a˜o a todas as possı´veis soluc¸o˜es do problema, isto e´,
u = argmin{h(u) | F(u) = y} .
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A noc¸a˜o de soluc¸a˜o do problema original pode ser substituı´da pela soluc¸a˜o da equac¸a˜o
normal, dependendo do contexto apresentado.
2.1 Estimativas para a condic¸a˜o de fonte ξ = F∗ω
Ao longo desta sec¸a˜o apresentamos taxas de convergeˆncia no domı´nio do operador F para
a soluc¸a˜o regularizada do problema (2.1). Tais resultados sa˜o obtidos mediante uma hipo´tese
crucial: a condic¸a˜o de fonte ξ = F∗ω . Uma motivac¸a˜o para a construc¸a˜o de tal condic¸a˜o esta´
relacionada ao produto de dualidade (2.2).
Assumimos primeiramente que y ∈ R(F) e tomamos u uma soluc¸a˜o h-minimizante como
na Definic¸a˜o 2.2. ´E conveniente supor que existe pelo menos um elemento do subdiferencial de
h(u) que pertence a imagem do adjunto do operador F . Essa hipo´tese faz sentido, uma vez que
R(F∗)⊆U∗ e ∂h(u)⊆U∗. Em resumo, supomos
ξ ∈R(F∗)∩∂h(u) 6= ∅ (2.5)
e que seja satisfeita a equac¸a˜o
Fu = y . (2.6)
Uma maneira ana´loga de apresentar a condic¸a˜o (2.5) e´ a seguinte: assumimos que existe
um elemento ω ∈H tal que ξ = F∗ω . Note que para o elemento ξ fica bem definido o produto
de dualidade dado em (2.2).
Outra interpretac¸a˜o para essa condic¸a˜o de fonte (2.5) esta´ relacionada com a Definic¸a˜o 2.2.
Podemos reescreveˆ-la da seguinte maneira: u ∈U e´ uma soluc¸a˜o h-minimizante se ele resolve
o problema de minimizac¸a˜o com restric¸a˜o, a saber
minimizar h(u)
sujeito a Fu− y = 0 . (2.7)
Segundo [NW06], definimos o Lagrangeano associado ao problema de otimizac¸a˜o com
restric¸a˜o de igualdade acima como
L(u,ω) = h(u)+ 〈ω , Fu− y〉H . (2.8)
A condic¸a˜o necessa´ria de primeira ordem para u ser um mı´nimo local do problema (2.7)
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pode ser formulada em relac¸a˜o ao Lagrangeano (2.8), como
∇uL(u,ω) = 0 e ∇ωL(u,ω) = 0 . (2.9)
Essas condic¸o˜es tambe´m sa˜o conhecidas como condic¸o˜es de Karush–Kuhn–Tucker, ou sim-
plesmente condic¸o˜es de KKT. Observamos que as condic¸o˜es dadas em (2.9), necessariamente,
sa˜o (2.5) e (2.6). Portanto, assumindo a condic¸a˜o de fonte proposta nesta sec¸a˜o as condic¸o˜es de
KKT passam a ser suficientes.
Uma vez conhecido o nı´vel de ruı´do na medic¸a˜o de dados inexatos, o primeiro resultado
que apresentamos e´ de estabilidade. A estimativa e´ feita com relac¸a˜o a distaˆncia de Bregman
induzida pelo funcional de penalizac¸a˜o convexo h. Mostramos que para uma paraˆmetro de
regularizac¸a˜o devidamente escolhido, a saber quando α e´ da mesma ordem do nı´vel de ruı´do,
obtemos uma taxa de convergeˆncia o´tima. Portanto, pela Equac¸a˜o (2.11) quando δ → 0 temos
uδα → u. Por toda extensa˜o deste trabalho deixamos implı´cito que essa convergeˆncia e´ dada no
sentido da distaˆncia de Bregman. Dependendo do funcional que induz essa distaˆncia e´ possı´vel
mostrar que essa convergeˆncia implica na convergeˆncia em L2.
Teorema 2.3 (Estabilidade). Suponha (2.4) va´lida e seja u uma soluc¸a˜o h-minimizante de (2.1)
tal que a condic¸a˜o de fonte (2.5) e a Equac¸a˜o (2.6) sa˜o satisfeitas. Enta˜o, para cada minimiza-
dor uδα do funcional dado em (2.3) a estimativa
DF
∗ω
h
(
uδα ,u
)
≤
1
2α
(α ‖ω‖+δ )2 (2.10)
e´ va´lida para α > 0. Em particular, se α ∼ δ , enta˜o
DF
∗ω
h
(
uδα ,u
)
= O(δ ) . (2.11)
Demonstrac¸a˜o: Primeiramente observamos que∥∥∥Fu− yδ∥∥∥ = ∥∥∥Fu− y+(y− yδ)∥∥∥
≤ ‖Fu− y‖+
∥∥∥y− yδ∥∥∥
≤ δ .
Note que para obtermos a u´ltima desigualdade acima usamos (2.6) e (2.4). Portanto, vale∥∥∥Fu− yδ∥∥∥2 ≤ δ 2 . (2.12)
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Como por hipo´tese uδα e´ soluc¸a˜o h-minimizante e utilizando (2.12) temos
1
2
∥∥∥Fuδα − yδ∥∥∥2 +αh(uδα) ≤ 12
∥∥∥Fu− yδ∥∥∥2 +αh(u)
≤
δ 2
2
+αh(u) .
Reescrevendo essa desigualdade,
1
2
∥∥∥Fuδα − yδ∥∥∥2 +α (h(uδα)−h(u))≤ δ 22 . (2.13)
Pela definic¸a˜o da distaˆncia de Bregman entre uδα e u, com o subgradiente dado em (2.5)
DF
∗ω
h
(
uδα ,u
)
= h
(
uδα
)
−h(u)−
〈
F∗ω , uδα −u
〉
.
Essa igualdade e´ equivalente a
h
(
uδα
)
−h(u) = DF∗ωh
(
uδα ,u
)
+
〈
F∗ω , uδα −u
〉
.
Aplicando a igualdade acima em (2.13) obtemos
δ 2
2
≥
1
2
∥∥∥Fuδα − yδ∥∥∥2 +α (DF∗ωh (uδα ,u)+〈F∗ω , uδα −u〉)
=
1
2
∥∥∥Fuδα − yδ∥∥∥2 +αDF∗ωh (uδα ,u)+α 〈ω , Fuδα −Fu〉
H
=
1
2
∥∥∥Fuδα − yδ∥∥∥2 +αDF∗ωh (uδα ,u)+〈αω , Fuδα − y〉
H
=
1
2
∥∥∥Fuδα − yδ∥∥∥2 +αDF∗ωh (uδα ,u)+〈αω , Fuδα − yδ +(yδ − y)〉
H
=
1
2
∥∥∥Fuδα − yδ∥∥∥2 +αDF∗ωh (uδα ,u)+〈αω , Fuδα − yδ〉
H
+
〈
αω , yδ − y
〉
H
.
Visto essa estimativa, aplicamos a desigualdade de Cauchy-Schwarz e (2.4), obtemos
1
2
∥∥∥Fuδα − yδ∥∥∥2 +〈αω , Fuδα − yδ〉
H
+αDF
∗ω
h
(
uδα ,u
)
≤
δ 2
2
+
〈
αω , y− yδ
〉
H
≤
δ 2
2
+
∣∣∣〈αω , y− yδ〉
H
∣∣∣
≤
δ 2
2
+‖αω‖
∥∥∥y− yδ∥∥∥
≤
δ 2
2
+α ‖ω‖δ . (2.14)
Finalmente, observamos atrave´s da igualdade ‖a+b‖2 = ‖a‖2 + 2〈a , b〉+ ‖b‖2, va´lida
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pela definic¸a˜o do produto de dualidade, que∥∥∥Fuδα − yδ +αω∥∥∥2 = ∥∥∥Fuδα − yδ∥∥∥2 +2〈αω , Fuδα − yδ〉
H
+‖αω‖2 .
Observando os dois primeiros elementos do lado esquerdo de (2.14), reescrevemos a igual-
dade acima como
1
2
∥∥∥Fuδα − yδ∥∥∥2 +〈αω , Fuδα − yδ〉
H
=
1
2
∥∥∥Fuδα − yδ +αω∥∥∥2− α22 ‖ω‖2 .
Substituindo essa igualdade do lado esquerdo de (2.14) obtemos
1
2
∥∥∥Fuδα − yδ +αω∥∥∥2− α22 ‖ω‖2 +αDF∗ωh
(
uδα ,u
)
≤
δ 2
2
+α ‖ω‖δ ,
ou ainda,
1
2
∥∥∥Fuδα − yδ +αω∥∥∥2 +αDF∗ωh (uδα ,u) ≤ α22 ‖ω‖2 +αδ ‖ω‖+ δ
2
2
.
Como nessa desigualdade todos os termos envolvidos sa˜o positivos, podemos estimar cada
elemento da soma do lado esquerdo da desigualdade pelo limitante dado no lado direito da
mesma. Assim, concluı´mos que
αDF
∗ω
h
(
uδα ,u
)
≤
α2
2
‖ω‖2 +αδ ‖ω‖+ δ
2
2
=
1
2
(α ‖ω‖+δ )2 .
Ale´m disso, para α > 0 temos
DF
∗ω
h
(
uδα ,u
)
≤
1
2α
(α ‖ω‖+δ )2 .
Em particular, se α ∼ δ e´ fa´cil ver que
DF
∗ω
h
(
uδα ,u
)
= O(δ ) .
Com isso garantimos as implicac¸o˜es desse teorema. 
Segundo a estimativa fornecida em 2.10, sabemos qua˜o pro´ximo uma soluc¸a˜o regularizada
uδα esta´ de uma soluc¸a˜o do Problema (2.1) apenas conhecendo a norma de ω ∈ H fornecido
pela condic¸a˜o de fonte, o paraˆmetro de regularizac¸a˜o α utilizado e o nı´vel de ruı´do δ .
O pro´ximo resultado e´ ana´logo ao anterior, pore´m, aqui analisamos o problema com da-
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dos exatos. Encontramos um novo limitante para o erro produzido por uma soluc¸a˜o regulari-
zada em relac¸a˜o a soluc¸a˜o h-minimizante u. Essa estimativa depende somente do paraˆmetro
de regularizac¸a˜o α e do elemento ω ∈ H proveniente da condic¸a˜o de fonte. Ou seja, na˜o e´
necessa´rio conhecer a soluc¸a˜o uα para saber qua˜o eficiente ela sera´, muito menos ter o conhe-
cimento da soluc¸a˜o u do Problema (2.1).
Teorema 2.4 (Convergeˆncia). Se u e´ uma soluc¸a˜o h-minimizante de (2.1) tal que a condic¸a˜o de
fonte (2.5) e a Equac¸a˜o (2.6) sejam satisfeitas, enta˜o para cada minimizador uα do funcional
definido em (2.3) com dados exatos, a estimativa
DF
∗ω
h (uα ,u)≤
α
2
‖ω‖2 (2.15)
e´ va´lida.
Demonstrac¸a˜o: A demonstrac¸a˜o desse teorema pode ser vista como uma aplicac¸a˜o do teorema
anterior tomando δ = 0. 
Os teoremas que vimos anteriormente consideram o problema regularizado na formulac¸a˜o
cla´ssica tipo Tikhonov apresentado em (2.1). As mesmas taxas de convergeˆncia ainda sa˜o
obtidas se modificarmos o problema regularizado de maneira conveniente ao tratamento da
aplicac¸a˜o desejada. Na pro´xima subsec¸a˜o apresentamos treˆs possı´veis variac¸o˜es.
2.1.1 Possı´veis variac¸o˜es
A principal modificac¸a˜o feita nesta subsec¸a˜o e´ uma mudanc¸a de varia´vel no paraˆmetro de re-
gularizac¸a˜o do problema (2.3). A saber, definimos α = 1λ e multiplicamos o funcional definido
em (2.3) por λ ≥ 0. Mediante esse procedimento eliminamos o paraˆmetro α que multiplica a
penalizac¸a˜o efetuada pelo funcional convexo h e introduzimos o paraˆmetro λ junto a norma do
resı´duo.
As variac¸o˜es apresentadas a seguir, para o problema regularizado (2.3), sera˜o elaboradas
num formato de problemas de minimizac¸a˜o. Na˜o apresentaremos te´cnicas ou me´todos de
otimizac¸a˜o para resolveˆ-las, apenas mostraremos que as soluc¸o˜es regularizadas, por elas ob-
tidas, sa˜o satisfato´rias com relac¸a˜o a taxas de convergeˆncia.
Modelo irrestrito
O primeiro modelo sugerido, o apresentamos num formato de minimizac¸a˜o irrestrita. Medi-
ante a transformac¸a˜o proposta anteriormente, esse modelo surge de maneira bem natural; faze-
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mos apenas uma mudanc¸a no paraˆmetro de regularizac¸a˜o. Conve´m observar que a multiplicac¸a˜o
por uma constante positiva na˜o altera o argumento que minimiza o funcional (2.16) em relac¸a˜o
ao (2.3).
O problema regularizado (2.3) considerado nesta subsec¸a˜o assume este formato:
minimizar h(u)+ λ
2
∥∥∥Fu− yδ∥∥∥2
sujeito a u ∈U
. (2.16)
Esse e´ o formato ba´sico apresentado no artigo [BO04], o qual foi motivado pelo me´todo de
regularizac¸a˜o de variac¸a˜o limitada originalmente introduzido para o tratamento de imagens em
[ROF92].
As primeiras estimativas apresentadas no inı´cio deste capı´tulo, a saber Teoremas 2.3 e 2.4,
sa˜o reescritas aqui no formato do modelo (2.16). As demonstrac¸o˜es na˜o sa˜o feitas, uma vez que
difere por constantes.
No resultado a seguir mostramos que a distaˆncia entre a soluc¸a˜o uδλ de (2.16) e a soluc¸a˜o
h-minimizante u e´ da ordem do nı´vel do ruı´do quando escolhemos λ ∼ δ−1, isto e´,
DF
∗ω
h
(
uδλ ,u
)
= O(δ ) .
Equivalentemente, quando δ → 0 temos uδλ → u para λ → ∞.
Proposic¸a˜o 2.5 (Estabilidade). Suponha (2.4) va´lida e seja u uma soluc¸a˜o h-minimizante de
(2.1) tal que condic¸a˜o de fonte (2.5) e a Equac¸a˜o (2.6) sa˜o satisfeitas. Enta˜o, para cada mini-
mizador uδλ do funcional dado em (2.16) a estimativa
DF
∗ω
h
(
uδλ ,u
)
≤
‖ω‖2
2λ +δ ‖ω‖+
λδ 2
2
e´ va´lida.
Demonstrac¸a˜o: A demonstrac¸a˜o segue diretamente do Teorema 2.3, a menos de constantes. 
O pro´ximo resultado e´ para dados exatos e a ordem de convergeˆncia obtida nesse caso e´
O
(
λ−1
)
.
Proposic¸a˜o 2.6 (Convergeˆncia). Se u e´ uma soluc¸a˜o h-minimizante de (2.1) tal que condic¸a˜o
de fonte (2.5) e a Equac¸a˜o (2.6) sa˜o satisfeitas, enta˜o para cada minimizador uλ do funcional
dado em (2.16) com dado exato, a estimativa
DF
∗ω
h (uλ ,u)≤
‖ω‖2
2λ
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e´ va´lida.
Demonstrac¸a˜o: A demonstrac¸a˜o desse teorema pode ser vista como uma aplicac¸a˜o do teorema
anterior tomando δ = 0. 
O pro´ximo funcional de Tikhonov a ser estudado e´ uma variante de (2.16). Para tal variac¸a˜o
retiramos a hipo´tese da diferenciabilidade do segundo termo, o qual mede o resı´duo.
Modelo com penalizac¸a˜o exata
Um aproximac¸a˜o para o problema regularizado (2.16) ou (2.3), pois como observamos
anteriormente esses modelos possuem o mesmo minimizador, e´ atrave´s de uma penalizac¸a˜o
exata.
A nomenclatura penalizac¸a˜o exata e´ usada em programac¸a˜o na˜o linear, em nosso contexto
tambe´m vamos usa´-la. Essa terminologia fica mais pro´xima do seu contexto original quando
pensamos Fu = yδ como a restric¸a˜o de igualdade para o modelo
minimizar h(u)+λ
∥∥∥Fu− yδ∥∥∥
sujeito a u ∈U
. (2.17)
Apesar desse modelo ser diferente dos anteriores obtemos o´timos resultados teo´ricos. O
primeiro e´ para dados com ruı´dos. No modelo irrestrito os resultados vistos garantem que uma
soluc¸a˜o regularizada converge para a soluc¸a˜o u quando λ → ∞ e mais, a escolha do paraˆmetro
de regularizac¸a˜o depende do nı´vel de ruı´do. No pro´ximo resultado para o modelo de penalizac¸a˜o
exata proposto em (2.17), garantimos que uma soluc¸a˜o regularizada converge para a soluc¸a˜o u
na ordem O(δ ) e essa taxa ocorre para um λ finito e na˜o tem dependeˆncia de δ .
Teorema 2.7 (Estabilidade). Suponha (2.4) va´lida e seja u uma soluc¸a˜o h-minimizante de (2.1)
tal que condic¸a˜o de fonte (2.5) e a Equac¸a˜o (2.6) sa˜o satisfeitas. Assuma que λ > ‖ω‖. Enta˜o,
para cada minimizador uδλ de (2.17) a estimativa
DF
∗ω
h
(
uδλ ,u
)
≤ (λ +‖ω‖)δ
e´ va´lida.
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Demonstrac¸a˜o: Como uδλ e´ minimizador de (2.17) vale
λ
∥∥∥Fuδλ − yδ∥∥∥+h(uδλ) ≤ λ ∥∥∥Fu− yδ∥∥∥+h(u)
= λ
∥∥∥y− yδ∥∥∥+h(u)
≤ λδ +h(u) .
Note que na primeira igualdade usamos (2.6), enquanto para a u´ltima desigualdade utiliza-
mos (2.4).
Podemos reescrever a desigualdade acima de maneira conveniente, como
λ
∥∥∥Fuδλ − yδ∥∥∥+h(uδλ)−h(u) ≤ λδ . (2.18)
A distaˆncia de Bregman entre uδλ e u com o subgradiente dado pela condic¸a˜o de fonte (2.5)
e´ definida como
DF
∗ω
h
(
uδλ ,u
)
= h
(
uδλ
)
−h(u)−
〈
F∗ω , uδλ −u
〉
. (2.19)
Reescrevendo essa definic¸a˜o como
h
(
uδλ
)
−h(u) = DF∗ωh
(
uδλ ,u
)
+
〈
F∗ω , uδλ −u
〉
e substituindo essa igualdade em (2.18), obtemos
λ
∥∥∥Fuδλ − yδ∥∥∥+DF∗ωh (uδλ ,u)+〈F∗ω , uδλ −u〉 ≤ λδ .
Logo,
λ
∥∥∥Fuδλ − yδ∥∥∥+DF∗ωh (uδλ ,u) ≤ λδ −〈F∗ω , uδλ −u〉
= λδ −
〈
ω , Fuδλ −Fu
〉
H
≤ λδ +
∣∣∣〈ω , Fuδλ −Fu〉
H
∣∣∣
= λδ +
∣∣∣〈ω , Fuδλ − y〉
H
∣∣∣
≤ λδ +‖ω‖
∥∥∥Fuδλ − y∥∥∥
= λδ +‖ω‖
∥∥∥Fuδλ − yδ −(y− yδ)∥∥∥
≤ λδ +‖ω‖
(∥∥∥Fuδλ − yδ∥∥∥+∥∥∥y− yδ∥∥∥)
≤ λδ +‖ω‖
(∥∥∥Fuδλ − yδ∥∥∥+δ) .
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Para as estimativas feitas acima usamos a definic¸a˜o de produto dual, desigualdade de Cau-
chy - Schwarz e (2.4).
Visto a u´ltima desigualdade, podemos isolar a distaˆncia de Bregman do lado esquerdo e
obter
DF
∗ω
h
(
uδλ ,u
)
≤ λδ +‖ω‖
(∥∥∥Fuδλ − yδ∥∥∥+δ)−λ ∥∥∥Fuδλ − yδ∥∥∥
= λδ +‖ω‖
∥∥∥Fuδλ − yδ∥∥∥+δ ‖ω‖−λ ∥∥∥Fuδλ − yδ∥∥∥
= (λ +‖ω‖)δ +(‖ω‖−λ )
∥∥∥Fuδλ − yδ∥∥∥ . (2.20)
Para concluir a demonstrac¸a˜o, usamos a hipo´tese λ > ‖ω‖ e concluı´mos que (‖ω‖−λ )<
0. Substituindo em (2.20) temos
DF
∗ω
h
(
uδλ ,u
)
≤ (λ +‖ω‖)δ .

O segundo resultado desenvolvido para o modelo (2.17) e´ ainda mais interessante. Para
dados exatos garantimos que para um λ finito resolvemos o problema proposto (2.1) de maneira
eficiente e se adicionarmos uma hipo´tese ao funcional no termo de penalizac¸a˜o, a saber que ele
seja estritamente convexo, garantimos que a soluc¸a˜o regularizada de (2.17) e´ uma soluc¸a˜o u.
Teorema 2.8 (Convergeˆncia). Seja yδ = y e u uma soluc¸a˜o h-minimizante de (2.1) tal que
condic¸a˜o de fonte (2.5) e a Equac¸a˜o (2.6) sa˜o satisfeitas. Assuma que λ > ‖ω‖. Enta˜o, cada
minimizador uλ de (2.17) e´ uma soluc¸a˜o h-minimizante de (2.1) e
DF
∗ω
h (uλ ,u) = 0 .
Ainda mais, se assumirmos que h e´ estritamente convexo no nu´cleo de F, enta˜o uλ = u.
Demonstrac¸a˜o: A demonstrac¸a˜o desse teorema segue a demonstrac¸a˜o do teorema anterior to-
mando δ = 0. Falta mostrar a u´ltima parte do teorema, quando admitimos uma hipo´tese adici-
onal.
Tomamos uma distaˆncia como em (2.19) e pela desigualdade (2.20) temos
DF
∗ω
h (uλ ,u) ≤ (‖ω‖−λ )‖Fuλ − y‖ .
Observe que o lado esquerdo da desigualdade acima representa um valor na˜o negativo. Pela
hipo´tese λ > ‖ω‖ o lado direito dessa desigualdade deve ser menor ou igual a zero. Portanto,
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deve ser satisfeita a igualdade
DF
∗ω
h (uλ ,u) = 0 .
Visto que cada soluc¸a˜o analisada uλ e´ um minimizador do funcional regularizado (2.17),
vale
λ ‖Fuλ − y‖+h(uλ ) ≤ λ ‖Fu− y‖+h(u)
= h(u) .
A u´ltima igualdade e´ verdadeira pois u satisfaz (2.6). Como cada parcela do lado esquerdo
e´ limitada pelo lado direito, em particular, temos
h(uλ )≤ h(u) .
Por outro lado, temos por hipo´tese que u e´ uma soluc¸a˜o h-minimizante, isto e´, o valor do
funcional aplicado em qualquer elemento sempre e´ maior do que h(u). Em particular para o
elemento uλ vale
h(u)≤ h(uλ ) .
Combinando as duas u´ltimas desigualdades temos a igualdade h(u) = h(uλ ).
Utilizando a hipo´tese adicional de que o funcional h e´ estritamente convexo segue que
u = uλ . 
O u´ltimo modelo apresentado faz sentido somente quando os dados na˜o sa˜o exatos, pois ele
e´ definido por uma restric¸a˜o de desigualdade que depende do nı´vel de ruı´do.
Modelo restrito
O u´ltimo modelo a ser exposto e´ um problema com restric¸a˜o de desigualdade. Esse modelo
e´ uma aproximac¸a˜o relacionada ao Problema (2.16), apenas para o caso de dados com ruı´do. O
modelo estudado e´
minimizar h(u)
sujeito a
∥∥∥Fu− yδ∥∥∥≤ δ
u ∈U
. (2.21)
Uma motivac¸a˜o para a escolha da restric¸a˜o de desigualdade e´ dada por (2.4) em que o nı´vel
de ruı´do e´ controlado. Sendo assim, um elemento u que satisfaz a restric¸a˜o de desigualdade
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do Problema (2.21) tem sua imagem pro´xima do dado exato y a menos de 2δ . Apesar dessa
implicac¸a˜o na˜o garantir que tal elemento esteja pro´ximo da soluc¸a˜o u, pois o problema (2.1) e´
mal-posto, o conjunto dos elementos u que satisfazem a restric¸a˜o de desigualdade e´ um bom
palpite para procurarmos um elemento, nesse conjunto, que tambe´m esteja pro´ximo de uma
soluc¸a˜o h-minimizante.
O pro´ximo resultado nos informa quais as condic¸o˜es que devemos assumir a fim de ob-
termos uma taxa da ordem O(δ ). Essa formulac¸a˜o na˜o tem o paraˆmetro λ e mesmo assim
conseguimos estimativas ta˜o boas quanto as anteriores. De fato, as soluc¸o˜es desse problema
convergem na mesma taxa das soluc¸o˜es regularizadas dos problemas (2.3), (2.16) e (2.17) para
dados inexatos.
Teorema 2.9. Suponha (2.4) va´lida e seja u uma soluc¸a˜o h-minimizante de (2.1) tal que condi-
c¸a˜o de fonte (2.5) e a Equac¸a˜o (2.6) sa˜o satisfeitas. Enta˜o, para cada minimizador uδ de (2.21)
a estimativa
DF
∗ω
h
(
uδ ,u
)
≤ 2δ ‖ω‖
e´ va´lida.
Demonstrac¸a˜o: Como por hipo´tese uδ e´ soluc¸a˜o de (2.21), o valor do funcional h(·) aplicado
em uδ e´ menor do que em qualquer outro elemento u que satisfac¸a
∥∥∥Fu− yδ∥∥∥≤ δ . Por exemplo,
para a soluc¸a˜o h-minimizante vale
h
(
uδ
)
≤ h(u) .
Ou ainda,
h
(
uδ
)
−h(u)≤ 0 . (2.22)
A definic¸a˜o de distaˆncia de Bregman entre uδ e u com subgradiente dado por (2.5) e´
DF
∗ω
h
(
uδ ,u
)
= h
(
uδ
)
−h(u)−
〈
F∗ω , uδ −u
〉
.
Por convenieˆncia reescrevemos essa distaˆncia como
h
(
uδ
)
−h(u) = DF∗ωh
(
uδ ,u
)
+
〈
F∗ω , uδ −u
〉
.
Com isso, substituı´mos o valor da igualdade acima no lado esquerdo da desigualdade (2.22).
Logo,
DF
∗ω
h
(
uδ ,u
)
+
〈
F∗ω , uδ −u
〉
≤ 0 .
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Usando propriedades de produto dual, a desigualdade de Cauchy-Schwarz, a hipo´tese (2.4)
e o fato de uδ ser soluc¸a˜o do problema (2.21) conseguimos a seguinte estimativa:
DF
∗ω
h
(
uδ ,u
)
≤ −
〈
F∗ω , uδ −u
〉
=
〈
F∗ω , u−uδ
〉
=
〈
ω , Fu−Fuδ
〉
H
=
〈
ω , y−Fuδ
〉
H
=
〈
ω ,
(
y− yδ
)
+
(
yδ −Fuδ
)〉
H
≤ ‖ω‖
∥∥∥(y− yδ)+(yδ −Fuδ)∥∥∥
≤ ‖ω‖
(∥∥∥y− yδ∥∥∥+∥∥∥yδ −Fuδ∥∥∥)
≤ ‖ω‖(δ +δ )
= ‖ω‖2δ .
Comparando a parte inicial da desigualdade dada acima com a u´ltima parte concluı´mos que
DF
∗ω
h
(
uδ ,u
)
≤ 2δ ‖ω‖ .

Todas as estimativas apreciadas ate´ o presente momento sa˜o baseadas na condic¸a˜o de fonte
(2.5). Na pro´xima sec¸a˜o assumimos uma nova condic¸a˜o mais forte e derivamos estimativas
ana´logas as obtidas na primeira parte deste capı´tulo.
2.2 Estimativas para condic¸o˜es de fonte ξ = F∗Fω
Na teoria cla´ssica de regularizac¸a˜o de Tikhonov e´ comum exigir que as soluc¸o˜es regula-
rizadas e a soluc¸a˜o “exata” do Problema (2.1) pertenc¸am a imagem do operador (F∗F)µ com
µ > 0. Essa suposic¸a˜o e´ uma condic¸a˜o de fonte para a regularizac¸a˜o de Tikhonov em espac¸os
de Hilbert, conforme comentado na introduc¸a˜o deste trabalho. Nesta sec¸a˜o vamos derivar esti-
mativas para o erro no domı´nio e tambe´m na imagem do operador F . As estimativas no domı´nio
sa˜o obtidas atrave´s da distaˆncia de Bregman, enquanto as estimativas na imagem sa˜o feitas em
relac¸a˜o a norma do espac¸o H . Motivados pela condic¸a˜o de fonte (2.5), admitida na sec¸a˜o ante-
rior, e tendo em vista a condic¸a˜o de fonte na formulac¸a˜o cla´ssica, assumimos por convenieˆncia
a condic¸a˜o de fonte ξ = F∗Fω .
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Na sec¸a˜o anterior assumimos y ∈ R(F), com a nova condic¸a˜o de fonte podemos relaxar
essa exigeˆncia. Uma vez que possivelmente y /∈R(F) na˜o garantimos a igualdade Fu = y, logo
a Definic¸a˜o 2.2 deve ser reformulada. Por isso, consideramos a soluc¸a˜o de quadrados mı´nimos
F∗Fu = F∗y. Com isso em mente definimos u uma soluc¸a˜o h-minimizante como uma soluc¸a˜o
do problema de otimizac¸a˜o com restric¸a˜o de igualdade
minimizar h(u)
sujeito a F∗Fu−F∗y = 0 . (2.23)
Ao longo desta sec¸a˜o a condic¸a˜o de fonte e´ baseada na existeˆncia de um elemento ξ ∈
∂h(u)⊂U∗ na imagem do operador F∗F . Em suma, supomos
ξ ∈R(F∗F)∩∂h(u) 6= ∅ (2.24)
e a equac¸a˜o abaixo seja satisfeita
F∗Fu = F∗y . (2.25)
Assumir a Equac¸a˜o (2.24) e´ equivalente a afirmar a existeˆncia de um elemento ω ∈U\{0}
tal que ξ = F∗Fω , em que F∗ e´ o operador adjunto de F e F∗F : U→U∗.
Uma ana´lise da condic¸a˜o de fonte (2.24) e (2.25) com relac¸a˜o as condic¸o˜es de KKT exi-
bidas em (2.9) para o problema (2.23) pode ser repetida como na sec¸a˜o anterior, definindo o
Lagrangeano de maneira semelhante a (2.8). Para (2.23) as condic¸o˜es de KKT sa˜o
∂h(u) ∈ (F∗F)∗ω
e
F∗Fu = F∗y .
Uma vez que (F∗F)∗ :U∗∗→U∗, garantimos a existeˆncia de um multiplicador de Lagrange
ω ∈U∗∗, em que U∗∗ = (U∗)∗ e´ o dual do espac¸o U∗, chamado de bidual de U (ver [Kre89]).
Sabemos que U ⊂U∗∗ e o espac¸o de Banach U∗∗ pode ser bem maior que o espac¸o de Banach
U, pois a igualdade U∗∗ = U vale somente para espac¸os de Banach reflexivos. Contudo, a
hipo´tese de U ser um espac¸o de Banach reflexivo na˜o e´ assumida neste trabalho. A condic¸a˜o
de fonte (2.24) considera apenas os elementos ω ∈U ⊂U∗∗ e desse modo fazemos menc¸a˜o ao
operador F∗F ao inve´s de (F∗F)∗, pois a restric¸a˜o do operador (F∗F)∗ ao subespac¸o U ⊂U∗∗
e´ o pro´prio operador F∗F .
Apresentamos o primeiro resultado para dados inexatos, cujo nı´vel de ruı´do e´ limitado.
Atrave´s da hipo´tese de fonte discutida acima obtemos uma estimativa para a distaˆncia entre
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uma soluc¸a˜o regularizada uδα e a soluc¸a˜o u em comparac¸a˜o com a distaˆncia de u e do elemento
v = u−αω . Note que o elemento v esta´ na direc¸a˜o oposta ao multiplicador de Lagrange for-
necido pela condic¸a˜o de fonte (2.24), a partir da soluc¸a˜o h-minimizante u. Essas distaˆncias
sa˜o mensuradas pela distaˆncia de Bregman. A ordem de convergeˆncia para esse resultado e´
fornecida atrave´s do Corola´rio 2.12, mediante hipo´teses adicionais.
Teorema 2.10 (Estabilidade). Sejam (2.4) va´lida e u uma soluc¸a˜o h-minimizante de (2.1) tal
que a condic¸a˜o de fonte (2.24) e (2.25) sa˜o satisfeitas, enta˜o as seguintes desigualdades valem
para α > 0:
DF
∗Fω
h
(
uδα ,u
)
≤ DF
∗Fω
h (u−αω,u)+
δ 2
α
+
δ
α
√
δ 2 +2αDF∗Fωh (u−αω,u) (2.26)
e ∥∥∥Fuδα −Fu∥∥∥≤ α ‖Fω‖+δ +√δ 2 +2αDF∗Fωh (u−αω,u) .
Demonstrac¸a˜o: Dado uma soluc¸a˜o uδα do problema regularizado (2.3) temos
1
2
∥∥∥Fuδα − yδ∥∥∥2 +αh(uδα)≤ 12
∥∥∥Fu− yδ∥∥∥2 +αh(u) .
Reescrevendo essa desigualdade e utilizando a Equac¸a˜o (2.25), segue
0 ≥ 1
2
[∥∥∥Fuδα − yδ∥∥∥2−∥∥∥Fu− yδ∥∥∥2
]
+αh
(
uδα
)
−αh(u)
=
1
2
[∥∥∥Fuδα∥∥∥2−2〈Fuδα , yδ〉
H
+
∥∥∥yδ∥∥∥2−‖Fu‖2 +2〈Fu , yδ〉
H
−
∥∥∥yδ∥∥∥2]
+α
(
h
(
uδα
)
−h(u)−
〈
F∗Fω , uδα −u
〉)
−α (h(u)−h(u)−〈F∗Fω , u−u〉)
+α
〈
F∗Fω , uδα −u
〉
=
1
2
[∥∥∥Fuδα∥∥∥2−‖Fu‖2−2〈Fuδα −Fu , yδ〉
H
]
+αDF
∗Fω
h
(
uδα ,u
)
−αDF
∗Fω
h (u,u)
+α
〈
F∗Fω , uδα −u
〉
=
1
2
[∥∥∥Fuδα∥∥∥2−‖Fu‖2
]
−
〈
F
(
uδα −u
)
, yδ
〉
H
+α
〈
Fω , F
(
uδα −u
)〉
H
−αDF
∗Fω
h (u,u)+αD
F∗Fω
h
(
uδα ,u
)
. (2.27)
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Observamos a seguinte igualdade:∥∥∥F (uδα −u+αω)∥∥∥2−‖F (u−u+αω)‖2 +2〈Fuδα −Fu , Fu−αFω〉
H
=
〈
Fuδα −F (u−αω) , Fuδα −F (u−αω)
〉
H
−〈Fu−F (u−αω) , Fu−F (u−αω)〉
H
+2
〈
Fuδα −Fu , Fu−αFω
〉
H
=
〈
Fuδα , Fu
δ
α
〉
H
−
〈
Fuδα , F (u−αω)
〉
H
−
〈
F (u−αω) , Fuδα
〉
H
+〈F (u−αω) , F (u−αω)〉H −〈Fu , Fu〉H + 〈Fu , F (u−αω)〉+ 〈F (u−αω) , Fu〉H
−〈F (u−αω) , F (u−αω)〉
H
+2
〈
Fuδα , F (u−αω)
〉
H
−2〈Fu , F (u−αω)〉
H
=
∥∥∥Fuδα∥∥∥2−‖Fu‖2 .
Com essa observac¸a˜o o lado direito da desigualdade (2.27) e´ equivalente a
1
2
[∥∥∥F (uδα −u+αω)∥∥∥2−‖F (u−u+αω)‖2
]
+
〈
Fuδα −Fu , Fu−αFω
〉
H
−
〈
F
(
uδα −u
)
, yδ
〉
H
+α
〈
Fω , F
(
uδα −u
)〉
H
−αDF
∗Fω
h (u,u)+αD
F∗Fω
h
(
uδα ,u
)
=
1
2
[∥∥∥F (uδα −u+αω)∥∥∥2−‖F (u−u+αω)‖2
]
+
〈
F
(
uδα −u
)
, Fu
〉
H
−α
〈
F
(
uδα −u
)
, Fω
〉
H
−
〈
F
(
uδα −u
)
, yδ
〉
H
+α
〈
Fω , F
(
uδα −u
)〉
H
−αDF
∗Fω
h (u,u)+αD
F∗Fω
h
(
uδα ,u
)
=
1
2
[∥∥∥F (uδα −u+αω)∥∥∥2−‖F (u−u+αω)‖2
]
−
〈
F
(
uδα −u
)
, yδ −Fu
〉
H
−αDF
∗Fω
h (u,u)+αD
F∗Fω
h
(
uδα ,u
)
. (2.28)
Para continuar a estimativa acima observamos atrave´s da hipo´tese (2.25), a seguinte equi-
valeˆncia:
〈
F
(
uδα −u
)
, yδ −Fu
〉
H
=
〈
uδα −u , F
∗
(
yδ −Fu
)〉
=
〈
uδα −u , F
∗yδ −F∗Fu
〉
=
〈
uδα −u , F
∗yδ −F∗y
〉
=
〈
uδα −u , F
∗
(
yδ − y
)〉
=
〈
F
(
uδα −u
)
, yδ − y
〉
H
Substituindo essa informac¸a˜o no lado direito de (2.28), o qual estima o lado direito de
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(2.26), que e´ menor ou igual a zero, segue
1
2
∥∥∥F (uδα −u+αω)∥∥∥2 +αDF∗Fωh (uδα ,u) ≤ 〈F (uδα −u) , yδ − y〉
H
+αDF
∗Fω
h (u,u)
+
1
2
‖F (u−u+αω)‖2
para todo elemento u ∈U, α ≥ 0 e δ ≥ 0.
Tomando u = u−αω para um α ≥ 0 na equac¸a˜o acima verificamos
1
2
∥∥∥F (uδα −u+αω)∥∥∥2 +αDF∗Fωh (uδα ,u) ≤ 〈F (uδα −u−αω) , yδ − y〉
H
+ αDF
∗Fω
h (u−αω,u) .
Usando a relac¸a˜o 〈a , b〉 ≤ |〈a , b〉 | ≤ ‖a‖‖b‖ e a hipo´tese (2.4) na estimativa acima, obte-
mos
1
2
∥∥∥F (uδα −u+αω)∥∥∥2 +αDF∗Fωh (uδα ,u)≤ ∥∥∥F (uδα −u+αω)∥∥∥δ +αDF∗Fωh (u−αω,u) .
Para simplificar a notac¸a˜o definimos a varia´vel γ =
∥∥∥F (uδα −u+αω)∥∥∥ e reescrevemos a
relac¸a˜o acima como
1
2
γ2 +αDF∗Fωh
(
uδα ,u
)
≤ δγ +αDF∗Fωh (u−αω,u) .
Como todos os termos envolvidos na desigualdade acima sa˜o positivos, cada parcela da
soma dada no lado esquerdo da mesma e´ limitado pela quantidade do lado direito. Dessa ma-
neira obtemos duas estimativas, a saber
αDF
∗Fω
h
(
uδα ,u
)
≤ δγ +αDF∗Fωh (u−αω,u) (2.29)
e
γ2 ≤ 2δγ +2αDF∗Fωh (u−αω,u) . (2.30)
Para continuar a estimativa na primeira desigualdade precisamos encontrar um majorante
para γ , o qual sera´ exibido atrave´s da desigualdade (2.30). Para isso, basta ver que ela e´ uma
inequac¸a˜o do segundo grau em γ . Utilizando a fo´rmula de Ba´skara encontramos duas raı´zes
para a equac¸a˜o do segundo grau associada a essa inequac¸a˜o, a saber
γ1,2 = δ ±
√
δ 2 +2αDF∗Fωh (u−αω,u) .
Facilmente vemos que uma soluc¸a˜o γ e´ positiva e outra e´ negativa. Como a soluc¸a˜o deve
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satisfazer γ ≥ 0, a Inequac¸a˜o (2.30) e´ satisfeita para
γ ≤ δ +
√
δ 2 +2αDF∗Fωh (u−αω,u) . (2.31)
Usando essa estimativa em (2.29) e assumindo que α > 0 encontramos a primeira estimativa
desse teorema, a saber
DF
∗Fω
h
(
uδα ,u
)
≤ DF
∗Fω
h (u−αω,u)+
δ 2
α
+
δ
α
√
δ 2 +2αDF∗Fωh (u−αω,u) .
Para encontrar a segunda desigualdade requerida nesse teorema observamos que∥∥∥F (uδα −u)∥∥∥ = ∥∥∥F (uδα −u)+αFω −αFω∥∥∥
≤
∥∥∥F (uδα −u+αω)∥∥∥+‖αFω‖
= γ +α ‖Fω‖ .
Note que na u´ltima igualdade utilizamos apenas a definic¸a˜o de γ introduzida anteriormente.
Utilizando a estimativa (2.31) para γ obtemos∥∥∥F (uδα −u)∥∥∥≤ α ‖Fω‖+δ +√δ 2 +2αDF∗Fωh (u−αω,u) ,
confirmando a segunda estimativa desse teorema. 
O mesmo resultado visto no teorema acima e´ repetido para dados exatos. A estimativa para
o erro obtida no teorema a seguir, entre a soluc¸a˜o regularizada e a soluc¸a˜o h-minimizante, e´
dada novamente em relac¸a˜o a distaˆncia de Bregman entre u e v = u−αω . Para α → 0 temos
v → u e como Dξh (·,u) e´ uma func¸a˜o crescente, o erro produzido pela distaˆncia de Bregman
decresce quando α tende a zero. Para melhor ilustrar o comportamento do termo que aparece
no lado direito de (2.32) observamos a Figura 2.1.
Para melhor compreender a ilustrac¸a˜o da Figura 2.1 inserimos a notac¸a˜o com ı´ndice k.
Sendo assim, definimos vk = u−αkω com αk → 0 quando k → ∞ e denotamos ek = Dξh (vk,u),
com ξ ∈ ∂h(u).
No Teorema 2.11 apresentamos uma estimativa na imagem do operador F . Para taxas de
convergeˆncia no domı´nio do operador citamos o Corola´rio 2.12.
Teorema 2.11 (Convergeˆncia). Se u e´ uma soluc¸a˜o h-minimizante de (2.1) tal que as condic¸o˜es
de fontes (2.24) e (2.25) sa˜o satisfeitas, enta˜o, dado α ≥ 0, as desigualdades
DF
∗Fω
h (uα ,u)≤ D
F∗Fω
h (u−αω,u) (2.32)
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e
‖Fuα −Fu‖ ≤ α ‖Fω‖+
√
2αDF∗Fωh (u−αω,u)
sa˜o satisfeitas.
Demonstrac¸a˜o: A demonstrac¸a˜o desse teorema segue a mesma ide´ia da demonstrac¸a˜o do Teo-
rema 2.10, pore´m aqui tomamos δ = 0 e na˜o e´ necessa´rio impor α > 0. 
O pro´ximo resultado agrupa taxas de convergeˆncia para os Teoremas 2.10 e 2.11. As
hipo´teses assumidas no Corola´rio 2.12 sa˜o suficientes para obter uma taxa O
(
δ 43
)
para dados
com ruı´dos, quando tomamos o paraˆmetro de regularizac¸a˜o α ∼ δ 23 . Em geral, para obter-
mos taxas de convergeˆncia para os teoremas desta sec¸a˜o precisamos de uma estimativa para a
distaˆncia de Bregman Dξh (u−αω,u) encontrada nas estimativas (2.26) e (2.32). Uma alterna-
tiva e´ apresentada a seguir.
Corola´rio 2.12. Sob as hipo´teses do Teorema 2.10 assuma tambe´m que h e´ duplamente di-
ferencia´vel numa vizinhanc¸a de u e que existe um nu´mero M > 0 tal que, para cada u nesta
vizinhanc¸a e v ∈U, 〈
h′′(u)v , v
〉
≤ M ‖v‖2 . (2.33)
Enta˜o, para a escolha do paraˆmetro α ∼ δ 23
Dξh
(
uδα ,u
)
= O
(
δ 43
)
,
R
Uu
h(u)
vk−1vkvk+1
ek−1
ek
ek+1
ω
Figura 2.1: Convergeˆncia com distaˆncia de Bregman
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enquanto para dados exatos obtemos
Dξh (uα ,u) = O
(
α2
)
.
Demonstrac¸a˜o: Atrave´s da expansa˜o de Taylor da func¸a˜o h em torno de u temos
h(u) = h(u)+
〈
h′(u) , u−u
〉
+
1
2
〈
h′′(µ)(u−u) , u−u
〉
para algum µ ∈ [u,u].
Tomando u = u−αω na expressa˜o acima
h(u−αω) = h(u)+
〈
h′(u) , u−αω −u
〉
+
1
2
〈
h′′(µ)(u−αω −u) , u−αω −u
〉
= h(u)+
〈
h′(u) , −αω
〉
+
1
2
〈
h′′(µ)(−αω) , −αω
〉
.
Essa igualdade pode ser reescrita como
h(u−αω)−h(u)−
〈
h′(u) , −αω
〉
=
1
2
〈
h′′(µ)(−αω) , −αω
〉
.
Visto que h e´ duplamente diferencia´vel o subgradiente em u e´ o pro´prio gradiente da func¸a˜o.
Isto e´, ξ = h′(u). Observando que o lado esquerdo da igualdade acima necessariamente e´ a
distaˆncia de Bregman entre u−αω e u, induzida pelo funcional h, podemos reescreveˆ-la como
Dξh (u−αω,u) =
1
2
〈
h′′(µ)(−αω) , −αω
〉
≤
M
2
‖−αω‖2
= α2
M
2
‖ω‖2U
= O
(
α2
)
. (2.34)
Note que para obtermos a estimativa acima utilizamos a hipo´tese (2.33).
Para dados com ruı´do mencionamos o Teorema 2.10, mais especificamente a Equac¸a˜o
(2.26) e encontramos
Dξh
(
uδα ,u
)
= O
(
δ 43
)
,
quando α ∼ δ 23 .
Para os dados exatos, pela Equac¸a˜o (2.32) do Teorema 2.11, concluı´mos
Dξh (uα ,u) = O
(
α2
)
.
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2.3 Comparac¸a˜o com a teoria cla´ssica de regularizac¸a˜o
Nesta sec¸a˜o vamos definir um funcional h como termo de penalizac¸a˜o para o problema
regularizado apresentado em (2.3). Com a escolha de um funcional conveniente, desde que
sejam satisfeitas as hipo´teses anteriormente observadas, podemos comparar os resultados ate´
enta˜o obtidos com a teoria cla´ssica.
Para cada funcional definido derivamos um me´todo de regularizac¸a˜o diferente. Em cada
subsec¸a˜o que segue apresentamos um funcional de penalizac¸a˜o com o objetivo de gerar o
me´todo de Tikhonov, variac¸a˜o total e ma´xima entropia. Nossa atenc¸a˜o e´ voltada aos dois pri-
meiros, os quais formam a base e motivac¸a˜o deste trabalho.
2.3.1 Regularizac¸a˜o de Tikhonov
O me´todo de regularizac¸a˜o de Tikhonov, como ja´ mencionamos, e´ a base deste trabalho.
Nosso principal interesse nesta sec¸a˜o e´ exemplificar a generalizac¸a˜o proposta, para isso apli-
camos um funcional convexo de maneira a derivar o me´todo de Tikhonov. Ale´m disso, vamos
mostrar que as condic¸o˜es de fonte e as taxas de convergeˆncia investigadas neste capı´tulo sa˜o
equivalentes as do me´todo cla´ssico. Para maiores detalhes sugerimos [EHN00, Gro84, Gro93,
Kir96, Mor84].
Essa regularizac¸a˜o e´ aplicada para uma equac¸a˜o do tipo (2.1), em que o operador linear F
e´ definido entre o espac¸o de Hilbert U nele mesmo. Para a escolha do funcional de penalizac¸a˜o
h(u) = 1
2
‖u‖2
U
, (2.35)
o problema regularizado (2.3) torna-se
Jδα (u) =
1
2
∥∥∥Fu− yδ∥∥∥2 + α2 ‖u‖2U .
Uma vez que o funcional definido em (2.35) e´ Gaˆteaux diferencia´vel temos ∂h(u) = {u}.
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Portanto, a distaˆncia de Bregman e´
Dξh (v,u) = h(v)−h(u)−〈ξ , v−u〉
=
1
2
‖v‖2U−
1
2
‖u‖2U−〈u , v−u〉
=
1
2
‖v‖2U−
1
2
‖u‖2U−〈u , v〉+‖u‖
2
U
=
1
2
‖v‖2U +
1
2
‖u‖2U−〈u , v〉
=
1
2
‖v−u‖2U .
Falta verificar a condic¸a˜o de fonte para aplicarmos os resultados de convergeˆncia anteriores,
a qual e´ satisfeita. De fato, a condic¸a˜o de fonte (2.5) para o caso em que o subdiferencial e´
unita´rio resulta em u = F∗ω . Para essa condic¸a˜o de fonte podemos aplicar os Teoremas 2.3 e
2.4 e atrave´s deles encontramos os seguintes resultados de convergeˆncia∥∥∥uδα −u∥∥∥
U
= O
(
δ 12
)
e
‖uα −u‖U = O
(
α
1
2
)
.
Para a condic¸a˜o de fonte (2.24), visto que ∂h(u) = {u}, temos u = F∗Fω . Aplicando o
Corola´rio 2.12 encontramos ∥∥∥uδα −u∥∥∥
U
= O
(
δ 23
)
, se α ∼ δ 23
e
‖uα −u‖U = O(α) .
Os resultados sa˜o compara´veis com a teoria cla´ssica (veja por exemplo [EHN00]) e para a
segunda condic¸a˜o de fonte temos uma taxa de convergeˆncia o´tima.
Atrave´s desse exemplo concluı´mos que o me´todo tipo Tikhonov generalizado por uma pe-
nalizac¸a˜o convexa esta´ bem fundamentado.
2.3.2 Regularizac¸a˜o de variac¸a˜o limitada
Para o me´todo de Tikhonov apresentado anteriormente, em geral, e´ utilizado o espac¸o de
Hilbert L2 (Ω) e sua norma como termo de penalizac¸a˜o. O me´todo de regularizac¸a˜o de variac¸a˜o
limitada consiste em trabalhar com func¸o˜es cuja variac¸a˜o total seja limitada, ao inve´s de func¸o˜es
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que possuem quadrado integra´vel (integral com valor finito).
Esse me´todo vem ganhando destaque na comunidade de problemas inversos a partir do
artigo [ROF92]. Essa teoria vem sendo investigada por diversos autores como [AV94, CKP99,
CK97, OBG+05, Vog02].
Essa te´cnica e´ aplicada como uma ferramenta favora´vel para problemas de processamento
de imagem, uma vez que ela permite a reconstruc¸a˜o de soluc¸o˜es com descontinuidades. Um
destaque para essa aplicac¸a˜o e´ a reconstruc¸a˜o de imagens com ruı´do. Em ingleˆs esse processo
e´ chamado de denoising.
Figura 2.2: Exemplo imagem com ruı´do Figura 2.3: Imagem original - pre´dio
Esta aplicac¸a˜o a teoria cla´ssica tem como objetivo ilustrar o me´todo investigado com fun-
cionais que sa˜o aplicados na pra´tica, assim como na pro´xima subsec¸a˜o. Na˜o vamos nos ater a
detalhes de convergeˆncia e demais comparac¸o˜es. Para maiores detalhes veja [BO04, Res05].
Antes de apresentarmos a penalizac¸a˜o para derivarmos o me´todo de regularizac¸a˜o desta
subsec¸a˜o, precisamos definir o espac¸o das func¸o˜es de variac¸a˜o total limitada, denotado por
BV (Ω) - do ingleˆs Bounded Variation.
Iniciamos com uma definic¸a˜o num contexto mais acessı´vel para uma func¸a˜o de uma varia´-
vel, encontrada no livro [BSU96], e na sequeˆncia generalizamos tal definic¸a˜o. Seja u : Ω → R
com Ω = [a,b] e defina pi uma partic¸a˜o qualquer desse intervalo, tal que a = x0 < x1 < .. . <
xm−1 < xm = b. Definimos a variac¸a˜o da func¸a˜o u como
TV pi (u; [a,b]) =
m−1
∑
k=0
|u(xk+1)−u(xk)|
e a variac¸a˜o total1 de u como
TV (u; [a,b]) = sup
pi
{
m−1
∑
k=0
|u(xk+1)−u(xk)|
}
. (2.36)
1A notac¸a˜o TV (u;Ω) deriva da expressa˜o em ingleˆs Total Variation.
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O supremo na definic¸a˜o acima e´ calculado sobre todas as possı´veis partic¸o˜es do intervalo
[a,b]. Caso u seja constante por partes com um nu´mero finito de descontinuidades, enta˜o a
variac¸a˜o total de u fornece a soma das magnitudes desses saltos.
Se TV (u; [a,b]) e´ finito enta˜o dizemos que u possui variac¸a˜o total limitada, ou simples-
mente variac¸a˜o limitada. Observamos que o conjunto de todas as func¸o˜es com variac¸a˜o limi-
tada formam o espac¸o normado BV ([a,b]) com a norma
‖u‖BV (Ω) = |u|BV(Ω) +u(a) .
Na expressa˜o acima |·|BV(Ω) denota o supremo da variac¸a˜o total, isto e´,
|u|BV(Ω) = sup
pi
{TV pi (u; [a,b])} .
Ale´m disso, |·|BV(Ω) representa uma seminorma para o espac¸o BV (Ω).
As func¸o˜es mono´tonas limitadas pertencem ao espac¸o BV (Ω) e nesse caso |u|BV(Ω) =
|u(b)− u(a)|. Outro exemplo cla´ssico sa˜o as func¸o˜es Lipschitz no intervalo [a,b]. Em par-
ticular, quando u ∈ C 1([a,b]) a definic¸a˜o de variac¸a˜o total pode ser reformulada, multiplicando
e dividindo o lado direito de (2.36) por ∆xk = xk+1− xk. Assim,
|u|BV(Ω) = sup
pi
m−1
∑
k=0
|u(uk+1)−u(uk)|
∆xk
∆xk .
Tomando o limite quando ∆xk → 0 na equac¸a˜o acima obtemos a representac¸a˜o
|u|BV(Ω) =
∫ b
a
|∇u| dx , (2.37)
em que ∇u = dudx denota a derivada da func¸a˜o u em relac¸a˜o a varia´vel x. No livro [Kre89] com a
definic¸a˜o de variac¸a˜o limitada da func¸a˜o u e´ obtido o conceito da integral de Riemann-Stieltjes.
Observamos que a definic¸a˜o da semi-norma de BV (Ω) em (2.37) necessariamente e´ a norma
da derivada da func¸a˜o u no espac¸o L1([a,b]). Ainda mais, essa definic¸a˜o pode ser estendida para
espac¸os de dimensa˜o n ≥ 1.
No livro [EG92] e´ apresentado uma definic¸a˜o para o espac¸o BV (Ω), com Ω ⊂ Rn um
subconjunto aberto, num contexto mais geral para func¸o˜es em L1(Ω).
Uma func¸a˜o u ∈ L1(Ω) pode ser descontı´nua e portanto na˜o diferencia´vel no sentido cla´s-
sico. Sendo assim, a generalizac¸a˜o da definic¸a˜o apresentada em (2.37) deve ser construı´da num
sentido mais fraco para a diferenciac¸a˜o de u. Utilizamos a derivada no sentido das distribuic¸o˜es
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com o auxı´lio do conjunto de func¸o˜es teste V = {ϕ ∈ C 1c (Ω) | |ϕ(x)|< 1 , ∀x ∈ Ω}.
Definimos a variac¸a˜o total de u como
∫
Ω
|Du|= sup
ϕ∈V
{∫
Ω
u div(ϕ)dx
}
, (2.38)
em que Du denota a derivada distribucional de u.
Portanto,
BV (Ω) =
{
u ∈ L1(Ω) | |u|BV(Ω) < ∞
} (2.39)
e´ o espac¸o das func¸o˜es de variac¸a˜o limitada, com
|u|BV(Ω) =
∫
Ω
|Du| .
Ale´m disso, BV (Ω) e´ um espac¸o de Banach com a norma
‖u‖BV (Ω) = |u|BV(Ω) +‖u‖L1(Ω) .
Duas refereˆncias ba´sicas para o estudo do espac¸o BV (Ω) sa˜o [EG92] e [AFP00]. A u´ltima
em especial traz propriedades que mostram BV (Ω) como um espac¸o de Banach, sua imersa˜o
e´ compacta em L1(Ω) e introduz a definic¸a˜o de convergeˆncia fraca para esse espac¸o em dois
sentidos: fraco-∗ e estritamente convergente. Depois e´ observado que BV (Ω)⊆ L1(Ω) e W 1,1 ⊂
BV (Ω), sendo estrita a inclusa˜o do espac¸o de Sobolev2 em BV (Ω) . ´E definido a convergeˆncia
fraco-∗ e na sequeˆncia [AFP00, p. 124] traz um importante comenta´rio: BV (Ω) e´ o dual de um
espac¸o separa´vel e a caracterizac¸a˜o da convergeˆncia fraca para o espac¸o de Banach BV (Ω) e´
muito difı´cil; por outro lado, para domı´nios suficientemente regulares a convergeˆncia fraco-∗
introduzida em [AFP00, Definic¸a˜o 3.11] define a convergeˆncia no dual de BV (Ω). Supondo
Ω ∈ Rn uma regia˜o aberta e limitada com fronteira ∂Ω Lipschitz contı´nua sa˜o obtidos mais
propriedades em [EG92], como a extensa˜o de u ∈ BV (Ω) para u˜ ∈ BV (Rn).
Uma vez que as definic¸o˜es mais importantes esta˜o expostas, o me´todo de regularizac¸a˜o
proposto em [ROF92] consiste em tomar
h(u) = |u|BV (Ω) (2.40)
como o funcional de penalizac¸a˜o. Portanto, o problema regularizado (2.3) torna-se
Jδα (u) =
1
2
∥∥∥Fu− yδ∥∥∥2 +α|u|BV (Ω) . (2.41)
2Aconselhamos ao leitor o livro [AF03] para maiores detalhes sobre espac¸os de Sobolev e teoria de distribuic¸a˜o.
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Propriedades do me´todo regularizado (2.41) foram desenvolvidas em [AV94, CKP99]. Nes-
sas refereˆncias encontramos resultados que garantem a convexidade e a semi-continuidade in-
ferior para o funcional de penalizac¸a˜o (2.40), bem como a existeˆncia de soluc¸a˜o e estabilidade
para (2.41).
Segundo [BO04] um problema padra˜o F : U → H considerado pela regularizac¸a˜o de va-
riac¸a˜o limitada e´ definido para F = I o operador identidade entre os espac¸os U = BV (Ω) e
H = L2 (Ω), para algum domı´nio Ω ⊂Rn com n ≤ 3.
Se u e´ uma func¸a˜o contı´nua com |∇u| > 0, enta˜o o me´todo regularizado (2.41) pode ser
escrito como
Jδα (u) =
1
2
∥∥∥yδ −u∥∥∥2
L2(Ω)
+α
∫
Ω
|∇u| dx .
Nessas condic¸o˜es o subdiferencial de h e´ unita´rio
∂h(u) = {ζ (u)} , ζ (u) = div
( ∇u
|∇u|
)
.
Uma vez que F∗ = I em L2 (Ω), a condic¸a˜o de fonte (2.5) resumi-se a
ζ (u) ∈ L2 (Ω) . (2.42)
Terminamos a ilustrac¸a˜o referente a regularizac¸a˜o de variac¸a˜o limitada com algumas obser-
vac¸o˜es. A condic¸a˜o de fonte (2.42) e´ uma condic¸a˜o de regularidade bastante fraca, pois func¸o˜es
descontı´nuas tambe´m satisfazem essa condic¸a˜o. Por exemplo a func¸a˜o caracterı´stica na bola de
raio ρ
χ(x) =
{
1 , se |x|< ρ
0 , caso contra´rio
.
Essa func¸a˜o e´ exibida em [BO04, ref. (16)] e para um yδ apropriado ela e´ uma soluc¸a˜o h-
minimizante para o problema regularizado (2.41) e satisfaz a condic¸a˜o de fonte (2.42). Portanto,
a condic¸a˜o de fonte necessariamente na˜o impo˜e regularidade na func¸a˜o envolvida.
Motivado pelo mesmo exemplo no artigo [Res05] a autora afirma que a condic¸a˜o de fonte
(2.24) tambe´m e´ satisfeita para um yδ ∈ BV (Ω). De fato, aplicando a condic¸a˜o de otimalidade
de primeira ordem para (2.41), no contexto que estamos trabalhando, temos
0 ∈ F∗
(
Fu− yδ
)
+α∂h(u) . (2.43)
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Como F = I vale Fyδ = yδ e por sua vez
F∗
(
Fu− yδ
)
= F∗
(
Fu−Fyδ
)
= F∗F
(
u− yδ
)
.
Portanto, basta tomar ω = 1α (y
δ −u) ∈ BV (Ω) e a relac¸a˜o F∗Fω ∈ ∂h(u) e´ satisfeita.
Uma vez que as condic¸o˜es de fonte sa˜o satisfeitas podemos aplicar os resultados obtidos ao
longo deste capı´tulo.
2.3.3 Regularizac¸a˜o de ma´xima entropia
Outro exemplo importante na a´rea e´ a regularizac¸a˜o de ma´xima entropia, [AH91, EL93,
Egg93]. O funcional de penalizac¸a˜o a ser usado e´ entropia negativa de Shannon. Claude
E. Shannon (1916-2001) e´ considerado o pai da teoria da informac¸a˜o, um ramo da teoria de
probabilidade e estatı´stica. Um dos trabalhos a dar inı´cio a moderna teoria da informac¸a˜o e´
associado a [Sha48].
A caracterı´stica principal desse me´todo e´ a busca de soluc¸o˜es positivas sem a necessidade
de adicionar restric¸o˜es ao modelo, pois esta particularidade prove´m da formulac¸a˜o do problema.
A saber, o funcional de penalizac¸a˜o h : L1(Ω)→ R com Ω ⊂ Rn limitado e mensura´vel e´
dado por
h(u) =
{ ∫
Ω u(x) log(u(x))dx , se u(x)≥ 0 q.s. e u(x) log(u(x)) ∈ L1(Ω)
+∞ , caso contra´rio
. (2.44)
Na definic¸a˜o acima a sigla q.s.3 significa quase sempre; fazemos ainda a convenc¸a˜o 0 log(0) =
0.
Observamos brevemente que a entropia de Shannon foi introduzida na teoria de probabili-
dade como−∑k pk(x) log(pk(x)); para o caso contı´nuo e´ usado a integral ao inve´s do somato´rio.
Note que cada func¸a˜o pk(·) representa uma probabilidade, isto e´, 0 ≤ pk(x) ≤ 1 e por sua vez
log(pk(x)) assume um valor negativo. Por isso na definic¸a˜o aparece um sinal negativo, uma vez
que a medida de entropia deve ser positiva. Na definic¸a˜o que utilizamos na˜o trabalhamos com
func¸a˜o de probabilidade e portanto na˜o ha´ necessidade de utilizarmos tal sinal. Por sua vez o
funcional definido em (2.44) e´ chamado entropia negativa de Shannon. Maiores detalhes em
[Yoc05].
3Alguns livros utilizam a sigla a.e. derivada da expressa˜o em ingleˆs almost everywhere.
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O me´todo de regularizac¸a˜o de ma´xima entropia para o funcional definido em (2.44) e´
Jδα (u) =
1
2
∥∥∥Fu− yδ∥∥∥2 +αh(u) . (2.45)
Um estudo desse me´todo pode ser conferido com mais detalhes em [AH91]. Nesse mesmo
artigo sa˜o realizadas comparac¸o˜es nume´ricas entre o me´todo de ma´xima entropia e o me´todo
de Tikhonov com restric¸a˜o de na˜o negatividade, ambos buscam reconstruir soluc¸o˜es na˜o nega-
tivas. O comportamento observado nos exemplos propostos apontou uma melhor performance
para o me´todo de ma´xima entropia quando a soluc¸a˜o esta´ pro´xima da fronteira. Caso contra´rio,
o me´todo de Tikhonov obteve um melhor comportamento. Um estudo de estabilidade, con-
vergeˆncia e taxas de convergeˆncia pode ser conferido em [EL93].
Assim como fizemos para o me´todo de variac¸a˜o limitada, vamos apenas apresentar alguns
resultados e tecer comenta´rios sobre a regularizac¸a˜o de ma´xima entropia a fim de ilustrar o
funcional de penalizac¸a˜o h.
O pro´ximo resultado exibido foi extraı´do de [Res05] e atrave´s dele obtemos informac¸o˜es
importantes sobre o domı´nio de h e o subgradiente desse funcional. Na˜o demonstraremos esse
resultado. Para o mesmo precisamos definir o conjunto Lp+(Ω) para p∈ [1,∞]. De modo natural
definimos esse conjunto como Lp+(Ω) = {u ∈ Lp(Ω) | u(x)≥ 0 q.s. }.
Lema 2.13. O funcional definido em (2.44) possui as seguintes propriedades:
(i) o domı´nio do funcional h esta´ estritamente incluso em L1+(Ω);
(ii) o conjunto ∂h(u) e´ na˜o vazio se e somente se u pertence a L∞+(Ω) e e´ limitado longe do
zero, ainda mais, ∂h(u) = {1+ log(u)};
(iii) para todo u,v ∈ dom h, vale
‖v−u‖2L1(Ω) ≤
(
2
3
‖v‖L1(Ω) +
4
3
‖u‖L1(Ω)
)
Dh (v,u)
Observando as hipo´teses do lema acima, podemos reescrever a condic¸a˜o de fonte para ξ =
log(u)+1 como u = exp(ξ −1), ou ainda, u = exp(ξ )
exp(1) . Note que para as condic¸o˜es de fonte (2.5)
e (2.24) podemos reescreveˆ-las como
u =
exp(F∗ω)
exp(1)
e u =
exp(F∗Fω)
exp(1)
.
Por fim, calculamos a distaˆncia de Bregman induzida pelo funcional(2.44) entre u,v ∈
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L1+(Ω) para ξ = log(u)+1.
Dξh (v,u) = h(v)−h(u)−〈log(u)+1 , v−u〉
=
∫
Ω
v log(v)−
∫
Ω
u log(u)−
∫
Ω
(log(u)+1)(v−u)
=
∫
Ω
v log(v)−u log(u)− (v−u)− v log(u)+u log(u)
=
∫
Ω
v log(v)− v log(u)+u− v
=
∫
Ω
v log
(v
u
)
+u− v .
Em resumo,
Dξh (v,u) =
∫
Ω
v(x) log
(
v(x)
u(x)
)
+u(x)− v(x)dx .
Essa distaˆncia estima o divergente de Kullback-Leibler, o qual e´ uma medida natural na
teoria de informac¸a˜o. A saber o divergente de Kullback-Leibler foi inicialmente definido no
caso contı´nuo para duas func¸o˜es de densidade (ou probabilidade) p e q da seguinte forma
DKL(p,q) =
∫ +∞
−∞
p(x) log
(
p(x)
q(x)
)
.
Para o caso discreto usamos um somato´rio ao inve´s da integral. Note que DKL na˜o e´
sime´trico, assim como a distaˆncia de Bregman.
Mediante os comenta´rios exibidos sobre o me´todo podemos aplicar os resultados garantidos
pelos resultados contidos ao longo deste capı´tulo.
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3 Ana´lise de problemas na˜o lineares
Pela primeira vez na literatura em [EKN89] foram apresentadas taxas de convergeˆncias
para problemas mal-postos com operadores na˜o lineares, utilizando te´cnicas de regularizac¸a˜o
de Tikhonov. Tal formulac¸a˜o foi feita em espac¸os de Hilbert. No capı´tulo anterior vimos as
primeiras te´cnicas aplicadas para um operador linear definido entre um espac¸o de Banach num
espac¸o de Hilbert. Motivados pelos resultados dados em [BO04] e [Res05], esse estudo foi
estendido para o caso na˜o linear com uma novidade: ambos os espac¸os sa˜o de Banach. Essa
extensa˜o foi desenvolvida em [RS06] e e´ a refereˆncia ba´sica deste capı´tulo.
Na sequ¨eˆncia, apresentamos o problema geral para o qual buscamos uma soluc¸a˜o, o me´todo
de regularizac¸a˜o a ser aplicado e as hipo´teses que assumiremos nos teoremas que seguem. O
capı´tulo e´ divido em duas sec¸o˜es, uma para cada condic¸a˜o de fonte assumida. Cada sec¸a˜o traz
um resultado de estabilidade e um de convergeˆncia.
Neste capı´tulo buscamos uma soluc¸a˜o para equac¸a˜o operador
F (u) = y , (3.1)
em que F : D(F)⊆U→H e´ um operador na˜o linear mal-posto entre os espac¸os de Banach U
e H , ambos de dimensa˜o infinita.
Novamente denotamos uδα uma soluc¸a˜o regularizada para dados com ruı´dos. Essa soluc¸a˜o
e´ dada pelo elemento que minimiza o funcional (3.2), proveniente do me´todo de regularizac¸a˜o
com penalizac¸a˜o convexo
Jδα (u) =
1
2
∥∥∥F (u)− yδ∥∥∥2 +αh(u) . (3.2)
No funcional acima temos α ∈ R+, h um funcional convexo positivo e yδ um dado com
ruı´do satisfazendo ∥∥∥y− yδ∥∥∥< δ . (3.3)
A princı´pio a formulac¸a˜o (3.2), para problemas na˜o lineares, e´ ideˆntica a formulac¸a˜o para
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problemas lineares apresentada na Equac¸a˜o (2.3) do capı´tulo anterior. Na introduc¸a˜o deste
trabalho demos eˆnfase na importaˆncia da escolha de uma aproximac¸a˜o inicial u0 para o me´todo
de Tikhonov na˜o linear, conforme a Sec¸a˜o 1.3. A escolha de u0 na˜o e´ necessa´ria na formulac¸a˜o
estudada neste capı´tulo. No entanto, considerando o funcional h(u) = 12 ‖u−u0‖
2
U podemos
refazer os ca´lculos do subgradiente ∂h(u) e concluir a mesma condic¸a˜o de fonte exibida em
(F3) na pa´gina 17, concordando com a teoria cla´ssica.
Por toda a extensa˜o deste capı´tulo assumimos as hipo´teses listadas abaixo.
Hipo´tese 3.1.
(N1) Com os espac¸os de Banach U e H associamos as topologias τU e τH , respectivamente,
as quais sa˜o mais fracas do que as topologias induzidas pelas normas;
(N2) Os duais topolo´gicos de U e H sa˜o denotados por U∗ e H ∗, respectivamente;
(N3) A norma ‖·‖ e´ semi-contı´nua inferiormente com respeito a topologia τH ;
(N4) D(F) possui interior na˜o vazio com relac¸a˜o a topologia da norma e e´ fechado na topo-
logia τU . Ale´m disso, D(F)∩dom h 6= /0;
(N5) F : D(F)⊆U→ H e´ um operador na˜o linear contı´nuo de (U,τU) em (H ,τH );
(N6) O funcional h e´ limitado e semi-contı´nuo inferiormente na topologia τU;
(N7) Para cada M > 0 , α > 0, o conjunto
Mα (M) =
{
u ∈U : ‖F (u)‖2 +αh(u)≤ M
}
(3.4)
e´ compacto na topologia τU .
Em [EKN89] sa˜o dados alguns exemplos de operadores na˜o lineares. Em tais exemplos ob-
servamos que um problema na˜o linear mal-posto pode ter sua linearizac¸a˜o bem-posta e ainda um
problema originalmente bem-posto pode ter sua linearizac¸a˜o mal-posta. Portanto, na˜o podemos
fazer generalizac¸o˜es somente ao tipo de operador na˜o linear. Nesse contexto e´ natural exigir
condic¸o˜es sobre o problema na˜o linear e sua linearizac¸a˜o. Tal hipo´tese e´ chamada condic¸a˜o de
na˜o linearidade.
Quando ambos os espac¸os em que definimos o operador sa˜o Hilbert, assumimos que o
operador F ′ satisfaz uma condic¸a˜o semelhante a Lipschitz continuidade numa vizinhanc¸a de
uma u0-soluc¸a˜o de norma mı´nima, conforme a segunda hipo´tese exibida na pa´gina 17 extraı´da
de [EHN00]. Para operadores definidos de um espac¸o de Banach num espac¸o de Hilbert a
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condic¸a˜o de na˜o linearidade e´ outra. Conforme o comenta´rio feito em [BO04], o operador F
deve satisfazer
〈
F (u)−F (u)−F ′ (u)(u−u) , ω
〉
H
≤ c‖F (u)−F (u)‖‖ω‖ , (3.5)
para uma constante c > 0 e ω ∈ H dado pela condic¸a˜o de fonte em (3.9). Mediante essa
condic¸a˜o de fonte e´ possı´vel estender os resultados apresentados no Capı´tulo 2 para o caso na˜o
linear, sendo que os resultados apresentados no capı´tulo anterior continuam va´lidos com uma
pequena mudanc¸a nas constantes.
O objetivo deste capı´tulo e´ generalizar um pouco mais os resultados de convergeˆncia e
estabilidade para problemas na˜o lineares a fim de abranger o caso em que ambos os espac¸os
envolvidos sa˜o Banach. Para isso a condic¸a˜o de na˜o linearidade exibida em (3.5) deve ser
modificada, de modo a na˜o depender do produto interno. No artigo [RS06] essa condic¸a˜o e´
substituı´da por (3.6), em que e´ usada a norma do espac¸o H e no lado direito e´ utilizada a
distaˆncia de Bregman.
Hipo´tese 3.2. Assuma que existe uma soluc¸a˜o h-minimizante u de (3.1) e que o operador F :
D(F)⊆U → H e´ Gaˆteaux diferencia´vel. Ale´m disso, suponha que exista ρ > 0 tal que, para
cada u ∈D(F)∩Bρ (u)
∥∥F (u)−F (u)−F ′ (u)(u−u)∥∥≤ cDξh (u,u) , c > 0 (3.6)
e ξ ∈ ∂h(u).
Tendo em vista o objetivo deste capı´tulo, bem como as hipo´teses que usaremos, em cada
sec¸a˜o que segue introduzimos a condic¸a˜o de fonte a ser usada e apresentamos os principais
resultados.
3.1 Estimativas para a condic¸a˜o de fonte ξ = F ′ (u)∗ω
Para operadores na˜o lineares na˜o e´ definido o operador adjunto. Por isso, ao longo deste
capı´tulo na˜o assumimos condic¸o˜es de fonte iguais ao capı´tulo anterior. Para contornar essa
dificuldade fazemos hipo´teses sobre a linearizac¸a˜o do operador F de modo semelhante ao
tratamento dado para problemas lineares, assim como vem sendo feito na literatura [EKN89,
EHN00, Neu89].
Em comparac¸a˜o com a condic¸a˜o de fonte (2.5) apresentada no capı´tulo anterior, nesta sec¸a˜o
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assumimos a condic¸a˜o de fonte
ξ ∈R(F ′ (u)∗)∩∂h(u) 6= ∅ (3.7)
e que a equac¸a˜o
F (u) = y (3.8)
seja satisfeita.
A diferenciac¸a˜o do operador F e´ definida entre o espac¸o U e o espac¸o L (U,H ) das trans-
formac¸o˜es lineares de U em H . Quando aplicamos um elemento u ∈ U no operador F ′ (·),
obtemos um operador linear F ′ (u) :U→H e por sua vez esta´ bem definido o operador adjunto
para ele, F ′ (u)∗ : H ∗ → U∗. Podemos reescrever a condic¸a˜o de fonte apresentada em (3.7)
assumindo a existeˆncia de um elemento ω ∈H ∗ tal que
ξ = F ′ (u)∗ω ∈ ∂h(u) . (3.9)
O primeiro resultado deste capı´tulo reu´ne condic¸o˜es suficientes para obtermos taxas de
convergeˆncia para uma soluc¸a˜o regularizada uδα no domı´nio e na imagem do operador F , para
dados inexatos. Ale´m disso, com a escolha do paraˆmetro de regularizac¸a˜o α na ordem do nı´vel
de ruı´do δ obtemos uma taxa da ordem O(δ ).
Teorema 3.3 (Estabilidade). Assuma que as Hipo´teses 3.1, 3.2 e as relac¸o˜es (3.3) e (3.8) sejam
satisfeitas. Ale´m disso, suponha que exista ω ∈H ∗ tal que (3.9) e´ va´lida e
c‖ω‖H ∗ < 1 .
Enta˜o, temos as seguintes estimativas:
∥∥∥F (uδα)−F (u)∥∥∥≤ 2α ‖ω‖H ∗ +2(α2‖ω‖2U +δ 2) 12
e
DF
′(u)∗ω
h
(
uδα ,u
)
≤
2
1− c‖ω‖H ∗
[ δ 2
2α
+α ‖ω‖2U +‖ω‖H ∗
(
α2‖ω‖2U +δ 2
) 1
2
]
.
Em particular, para a escolha de um paraˆmetro de regularizac¸a˜o α ∼ δ , temos∥∥∥F (uδα)−F (u)∥∥∥= O(δ ) , DF ′(u)∗ωh (uδα ,u)= O(δ ) .
Demonstrac¸a˜o: Como uδα e´ minimizador do problema (3.2) vale
1
2
∥∥∥F (uδα)− yδ∥∥∥2 +αh(uδα)≤ 12
∥∥∥F (u)− yδ∥∥∥2 +αh(u) .
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Usando a desigualdade
∥∥∥F (u)− yδ∥∥∥= ∥∥∥y− yδ∥∥∥≤ δ na estimativa acima obtemos
1
2
∥∥∥F (uδα)− yδ∥∥∥2 ≤ 12
∥∥∥F (u)− yδ∥∥∥2 +αh(u)−αh(uδα)
≤
1
2
δ 2−α
(
h
(
uδα
)
−h(u)
)
=
1
2
δ 2−α
(
DF
′(u)∗ω
h
(
uδα ,u
)
+
〈
F ′ (u)∗ω , uδα −u
〉)
. (3.10)
Note que a u´ltima igualdade prove´m da definic¸a˜o da distaˆncia de Bregman.
Para encontrar uma estimativa na imagem do operador precisamos primeiramente observar
a estimativa∥∥∥F (uδα)−F (u)∥∥∥2 = ∥∥∥F (uδα)− y∥∥∥2
=
∥∥∥F (uδα)− yδ + yδ − y∥∥∥2
=
∥∥∥(F (uδα)− yδ)+(yδ − y)∥∥∥2
=
∥∥∥F (uδα)− yδ∥∥∥2 +∥∥∥yδ − y∥∥∥2 +2〈F (uδα)− yδ , yδ − y〉
H
≤
∥∥∥F (uδα)− yδ∥∥∥2 +∥∥∥yδ − y∥∥∥2 +2∥∥∥F (uδα)− yδ∥∥∥∥∥∥yδ − y∥∥∥
≤
∥∥∥F (uδα)− yδ∥∥∥2 +∥∥∥yδ − y∥∥∥2 +∥∥∥F (uδα)− yδ∥∥∥2 +∥∥∥yδ − y∥∥∥2
≤ 2
(∥∥∥F (uδα)− yδ∥∥∥2 +∥∥∥yδ − y∥∥∥2
)
Note que na penu´ltima desigualdade acima usamos o seguinte fato:
0 ≤
(∥∥∥F (uδα)− yδ∥∥∥−∥∥∥yδ − y∥∥∥)2
=
∥∥∥F (uδα)− yδ∥∥∥2 +∥∥∥yδ − y∥∥∥2−2∥∥∥F (uδα)− yδ∥∥∥∥∥∥yδ − y∥∥∥ ,
ou melhor,
2
∥∥∥F (uδα)− yδ∥∥∥∥∥∥yδ − y∥∥∥ ≤ ∥∥∥F (uδα)− yδ∥∥∥2 +∥∥∥yδ − y∥∥∥2 .
Pela observac¸a˜o anterior e a relac¸a˜o (3.3) temos
1
2
∥∥∥F (uδα)−F (u)∥∥∥2 ≤ ∥∥∥F (uδα)− yδ∥∥∥2 +δ 2 . (3.11)
Na sequ¨eˆncia exibimos uma nova estimativa, a qual depende das estimativas e observac¸o˜es
feitas anteriormente. Por exemplo, na primeira desigualdade abaixo usamos (3.11) e na segunda
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(3.10). Dessa maneira
1
4
∥∥∥F (uδα)−F (u)∥∥∥2 = 12
(
1
2
∥∥∥F (uδα)−F (u)∥∥∥2
)
≤
1
2
(∥∥∥F (uδα)− yδ∥∥∥2 +δ 2
)
≤
1
2
δ 2−α
(
DF
′(u)∗ω
h
(
uδα ,u
)
+
〈
F ′ (u)∗ω , uδα −u
〉)
+
1
2
δ 2
= δ 2−αDF
′(u)∗ω
h
(
uδα ,u
)
+α
〈
ω , −F ′ (u)
(
uδα −u
)〉
≤ δ 2−αDF
′(u)∗ω
h
(
uδα ,u
)
+α ‖ω‖
H ∗
∥∥∥−F ′ (u)(uδα −u)∥∥∥
= δ 2−αDF
′(u)∗ω
h
(
uδα ,u
)
+α ‖ω‖
H ∗
∥∥∥F (uδα)−F (u)−F ′ (u)(uδα −u)−[F (uδα)−F (u)]∥∥∥
≤ δ 2−αDF
′(u)∗ω
h
(
uδα ,u
)
+α ‖ω‖H ∗
∥∥∥F (uδα)−F (u)∥∥∥
+α ‖ω‖
H ∗
∥∥∥F (uδα)−F (u)−F ′ (u)(uδα −u)∥∥∥
≤ δ 2−αDF
′(u)∗ω
h
(
uδα ,u
)
+α ‖ω‖H ∗ cD
F ′(u)∗ω
h
(
uδα ,u
)
+α ‖ω‖
H ∗
∥∥∥F (uδα)−F (u)∥∥∥
= δ 2 +α (c‖ω‖H ∗−1)D
F ′(u)∗ω
h
(
uδα ,u
)
+α ‖ω‖H ∗
∥∥∥F (uδα)−F (u)∥∥∥
≤ δ 2 +α ‖ω‖
H ∗
∥∥∥F (uδα)−F (u)∥∥∥ (3.12)
Para garantir a penu´ltima desigualdade feita acima usamos (3.6), enquanto a u´ltima desi-
gualdade deriva da hipo´tese c‖ω‖H ∗ < 1, ou melhor, (c‖ω‖H ∗−1)< 0.
Reescrevendo a estimativa (3.12) encontramos a inequac¸a˜o do segundo grau
γ2−4α ‖ω‖H ∗ γ −4δ 2 ≤ 0 ,
com γ =
∥∥∥F (uδα)−F (u)∥∥∥≥ 0 a varia´vel.
Utilizando a fo´rmula de Ba´skara facilmente encontramos as raı´zes da equac¸a˜o do segundo
grau associada a essa inequac¸a˜o. Como uma raiz da equac¸a˜o do segundo grau e´ positiva e outra
negativa, observando tambe´m que a varia´vel γ da inequac¸a˜o acima e´ positiva e a concavidade
da equac¸a˜o do segundo grau e´ para cima, a inequac¸a˜o e´ verificada quando
∥∥∥F (uδα)−F (u)∥∥∥≤ 2α ‖ω‖H ∗ +2(α2 ‖ω‖2H ∗ +δ 2) 12 . (3.13)
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Vamos extrair a u´ltima igualdade de (3.12), a saber
0 ≤ δ 2 +α (c‖ω‖H ∗−1)D
F ′(u)∗ω
h
(
uδα ,u
)
+α ‖ω‖H ∗
∥∥∥F (uδα)−F (u)∥∥∥ .
Utilizando a estimativa (3.13) reescrevemos a desigualdade acima como
α (1− c‖ω‖H ∗)D
F ′(u)∗ω
h
(
uδα ,u
)
≤ δ 2 +α ‖ω‖H ∗
∥∥∥F (uδα)−F (u)∥∥∥
≤ δ 2 +α ‖ω‖H ∗
[
2α ‖ω‖H ∗ +2
(
α2‖ω‖2
H ∗ +δ 2
) 1
2
]
.
Multiplicando ambos os lados da relac¸a˜o acima obtida por 1α(1−c‖ω‖H ∗) , para α > 0 e efe-
tuando algumas operac¸o˜es ba´sicas encontramos
DF
′(u)∗ω
h
(
uδα ,u
)
≤
2
1− c‖ω‖H ∗
[ δ 2
2α
+α ‖ω‖2U +‖ω‖H ∗
(
α2 ‖ω‖2H ∗ +δ 2
) 1
2
]
.
Em particular, para uma escolha de α ∼ δ , facilmente vemos que∥∥∥F (uδα)−F (u)∥∥∥= O(δ ) e DF ′(u)∗ωh (uδα ,u)= O(δ ) .

Repetimos esse resultado para dados exatos. Sob as hipo´teses do Teorema 3.3 mostramos
que uα → u quando α → 0. Obtemos uma taxa de convergeˆncia na imagem e no domı´nio do
operador F com a ordem O(α).
Teorema 3.4 (Convergeˆncia). Assuma que as Hipo´teses 3.1, 3.2 e a Equac¸a˜o (3.8) sa˜o verda-
deiras. Ale´m disso, suponha que existe ω ∈ H ∗ tal que (3.9) e´ satisfeita e
c‖ω‖H ∗ < 1 .
Enta˜o, temos as seguintes estimativas:
‖F (uα)−F (u)‖ ≤ 4α ‖ω‖H ∗
e
DF
′(u)∗ω
h (uα ,u)≤
4α ‖ω‖2H ∗
1− c‖ω‖
H ∗
.
Demonstrac¸a˜o: A demonstrac¸a˜o e´ ana´loga a demonstrac¸a˜o do teorema anterior, tomando δ = 0.

A condic¸a˜o de na˜o linearidade (3.6) e´ fundamental na obtenc¸a˜o dos resultados apresentados
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anteriormente, por exemplo, obtemos estimativas para DF
′(u)∗ω
h
(
uδα ,u
)
e DF
′(u)∗ω
h (uα ,u) na
ordem O(δ ).
Na sequeˆncia apresentamos um corola´rio para o Teorema 3.3 com estimativas no domı´nio
e na imagem do operador F entre as soluc¸o˜es regularizadas uδα e uα . Note que D
ζ
h
(
uδα ,uα
)
na˜o depende de u, soluc¸a˜o h-minimizante, portanto a condic¸a˜o de fonte (3.7) na˜o e´ u´til para
encontrar um subgradiente ζ ∈ ∂h(uα). O ca´lculo de um elemento do subdiferencial de h para
u ∈U e´ realizado no lema a seguir.
Lema 3.5. Se F e´ um operador Fre´chet diferencia´vel em u, enta˜o a condic¸a˜o de otimalidade
de primeira ordem para o problema regularizado (3.2) e´
ζ (u) =− 1
α
F ′ (u)∗ p ∈ ∂h(u) , (3.14)
para p ∈A
(
F (u)− yδ
)
, em que A e´ a aplicac¸a˜o multivaluada
A(x) =
{
p ∈ H ∗ | 〈p , x〉= ‖p‖2
H ∗ = ‖x‖
2
}
.
Demonstrac¸a˜o: Conforme a Proposic¸a˜o C.1 se u e´ um ponto extremo enta˜o 0 ∈ ∂Jδα (u). Utili-
zando os resultados B.10 e B.11 vale
0 ∈ ∂
(
1
2
∥∥∥F (u)− yδ∥∥∥2)+α∂h(u) . (3.15)
Para terminar a demonstrac¸a˜o basta calcular o subgradiente do primeiro termo em (3.15).
Observamos que a aplicac¸a˜o envolvida e´ uma composic¸a˜o de aplicac¸o˜es, a saber
1
2
∥∥∥F (u)− yδ∥∥∥2 = 12 ‖x‖2 ◦
[
F (x)− yδ
]
(u) . (3.16)
Aplicando o resultado B.13 temos
∂
(
1
2
‖x‖2 ◦
[
F (x)− yδ
])
(u)⊆
[
F ′ (u)
]∗∂g(F (u)− yδ) (3.17)
com g(x) = 12 ‖x‖
2
.
Uma vez que H e´ um espac¸o de Banach e na˜o existe um produto interno definido, o modo
cla´ssico de diferenciac¸a˜o na˜o e´ aplicado ao funcional g. No entanto podemos utilizar elemen-
tos de dualidade para visualizar o subgradiente de g. Tendo em vista o teorema de Asplund
(Teorema C.5) definimos a aplicac¸a˜o de dualidade A(·) com densidade φ(t) = t, conforme a
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Definic¸a˜o C.3,
A(x) =
{
p ∈ H ∗ | 〈p , x〉= ‖p‖2
H ∗ = ‖x‖
2
}
. (3.18)
Por fim, pelo Lema C.4 e o Teorema C.5, concluı´mos
∂g(x) = ∂
(
1
2
‖x‖2
)
= A(x) . (3.19)
Logo,
∂g
(
F (u)− yδ
)
= A
(
F (u)− yδ
)
. (3.20)
Portanto, (3.17) fica bem definido e por sua vez (3.16) garante o resultado (3.14). 
Com esse resultado e´ possı´vel provar o seguinte corola´rio:
Corola´rio 3.6. Sob as hipo´teses do Teorema 3.3, assuma tambe´m que o operador F e´ Fre´chet
diferencia´vel em D(F)∩Bρ (u) e para cada par u , v ∈D(F)∩Bρ (u)
∥∥F (u)−F (v)−F ′ (v)(u− v)∥∥≤ cDζ (v)h (u,v)
vale para um c > 0 e ζ (v) ∈ ∂h(v). Se (3.9) vale e
4c‖ω‖H ∗ < 1,
enta˜o, para α > 0 temos ∥∥∥F (uδα)−F (uα)∥∥∥≤ j(α,δ )
e
Dζ (uα )h
(
uδα ,uα
)
≤
1
α (1−4c‖ω‖H ∗)
[
4α ‖ω‖
H ∗ j(α,δ )+32α2 ‖ω‖2H ∗ +2δ 2
]
,
em que ζ (uα) ∈ ∂h(uα) e j(α,δ ) e´ definido por
j(α,δ ) = 8α ‖ω‖H ∗ +
(
8δ 2 +192α2 ‖ω‖2H ∗
) 1
2
.
Ale´m disso, para um paraˆmetro de escolha α ∼ δ temos∥∥∥F (uδα)−F (uα)∥∥∥= O(δ )
e
Dζ (uα )h
(
uδα ,uα
)
= O(δ ) .
Demonstrac¸a˜o: Como uδα e´ minimizador de (3.2) o valor do funcional aplicado nesse elemento
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e´ menor do que em qualquer outro do domı´nio, em particular para uα , temos
1
2
∥∥∥F (uδα)− yδ∥∥∥2 +αh(uδα) ≤ 12
∥∥∥F (uα)− yδ∥∥∥2 +αh(uα) . (3.21)
Para a pro´xima estimativa lembramos da desigualdade abaixo observada no demonstrac¸a˜o
do teorema anterior, para quaisquer a e b vale
2ab≤ a2 +b2 . (3.22)
Com isso, iniciamos a estimativa na imagem do operador,
1
2
∥∥∥F (uδα)−F (uα)∥∥∥2 = 12
∥∥∥F (uδα)− yδ +(yδ −F (uα))∥∥∥2
≤
1
2
∥∥∥F (uδα)− yδ∥∥∥2 + 12
∥∥∥yδ −F (uα)∥∥∥2
+
1
2
(
2
∥∥∥F (uδα)− yδ∥∥∥∥∥∥yδ −F (uα)∥∥∥)
≤
1
2
∥∥∥F (uδα)− yδ∥∥∥2 + 12
∥∥∥yδ −F (uα)∥∥∥2 + 12
∥∥∥F (uδα)− yδ∥∥∥2
+
1
2
∥∥∥yδ −F (uα)∥∥∥2
=
∥∥∥F (uδα)− yδ∥∥∥2 +∥∥∥yδ −F (uα)∥∥∥2 .
A Observac¸a˜o (3.22) foi usada para obter a segunda desigualdade da relac¸a˜o acima.
Tomando a estimativa acima, multiplicando por 12 e somando o termo αD
ζ (uα )
h
(
uδα ,uα
)
,
que e´ positivo, em ambos os lados da desigualdade, encontramos
1
4
∥∥∥F (uδα)−F (uα)∥∥∥2 +αDζ (uα )h (uδα ,uα) ≤ 12
∥∥∥F (uδα)− yδ∥∥∥2 + 12
∥∥∥yδ −F (uα)∥∥∥2
+αDζ (uα )h
(
uδα ,uα
)
=
1
2
∥∥∥F (uδα)− yδ∥∥∥2 + 12
∥∥∥yδ −F (uα)∥∥∥2
+α
[
h
(
uδα
)
−h(uα)−
〈
ζ (uα) , uδα −uα
〉]
=
1
2
∥∥∥F (uδα)− yδ∥∥∥2 +αh(uδα)
+
1
2
∥∥∥yδ −F (uα)∥∥∥2−αh(uα)
−α
〈
ζ (uα) , uδα −uα
〉
. (3.23)
Na sequeˆncia estimamos (3.23) com (3.21). Para isso utilizamos ζ (uα) =− 1
α
F ′ (uα)∗ p ∈
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∂h(uα) para algum p ∈A(F (uα)− y) dado pelo Lema 3.5, o que resulta
(3.23) ≤ 1
2
∥∥∥F (uα)− yδ∥∥∥2 +αh(uα)+ 12
∥∥∥yδ −F (uα)∥∥∥2−αh(uα)
−α
〈
ζ (uα) , uδα −uα
〉
=
∥∥∥F (uα)− yδ∥∥∥2−α 〈ζ (uα) , uδα −uα〉
=
∥∥∥F (uα)− y+(y− yδ)∥∥∥2−α
〈
−
1
α
F ′ (uα)∗ p , uδα −uα
〉
≤ 2
∥∥∥F (uδα)− y∥∥∥2 +2∥∥∥y− yδ∥∥∥2 +〈F ′ (uα)∗ p , uδα −uα〉
≤ 2
∥∥∥F (uδα)− y∥∥∥2 +2δ 2 +〈p , F ′ (uα)(uδα −uα)〉
≤ 2
∥∥∥F (uδα)− y∥∥∥2 +2δ 2 +‖p‖H ∗ ∥∥∥F ′ (uα)(uδα −uα)∥∥∥ . (3.24)
Note que na segunda igualdade usamos a definic¸a˜o de ζ (uα) e aplicamos as propriedades
da norma a fim de fazer uso da desigualdade (3.22). Na penu´ltima desigualdade usamos (3.3) e
na u´ltima a desigualdade de Cauchy-Schwarz.
Para ficar mais claro a segunda desigualdade da relac¸a˜o anterior, observamos a desigualdade
‖a+b‖ ≤ ‖a‖+‖b‖ e uma vez que os termos sa˜o positivos vale
(‖a+b‖)2 ≤ (‖a‖+‖b‖)2
= ‖a‖2 +‖b‖2 +2‖a‖‖b‖
≤ ‖a‖2 +‖b‖2 +‖a‖2 +‖b‖2
= 2‖a‖2 +2‖b‖2 . (3.25)
O uso desigualdade (3.22) ocorre na segunda desigualdade acima.
Observamos ainda que a escolha de p ∈A(F (uα)− y) resulta em
‖p‖
H ∗ = ‖F (uα)− y‖ .
De fato, vemos essa igualdade pela definic¸a˜o da aplicac¸a˜o A(·). Atrave´s do Lema 3.5 a
aplicac¸a˜o e´ definida como
A(F (uα)− y) =
{
p ∈H ∗ : 〈p , F (uα)− y〉= ‖F (uα)− y‖2 = ‖p‖2H ∗
}
.
Uma vez que a igualdade e´ verificada ao quadrado e os elementos sa˜o positivos, enta˜o vale
a igualdade sem os quadrados.
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Visto essas observac¸o˜es damos continuidade a estimativa
(3.24) = 2
∥∥∥F (uδα)− y∥∥∥2 +2δ 2 +‖F (uα)− y‖∥∥∥F ′ (uα)(uδα −uα)∥∥∥
= ‖F (uα)− y‖
∥∥∥F (uδα)−F (uα)−[F (uδα)−F (uα)−F ′ (uα)(uδα −uα)]∥∥∥
+2
∥∥∥F (uδα)− y∥∥∥2 +2δ 2
≤ ‖F (uα)− y‖
∥∥∥F (uδα)−F (uα)∥∥∥+2∥∥∥F (uδα)− y∥∥∥2 +2δ 2
+‖F (uα)− y‖
∥∥∥F (uδα)−F (uα)−F ′ (uα)(uδα −uα)∥∥∥
≤ ‖F (uα)− y‖
∥∥∥F (uδα)−F (uα)∥∥∥+2∥∥∥F (uδα)− y∥∥∥2 +2δ 2
+‖F (uα)− y‖cD
ζ (uα )
h
(
uδα ,uα
)
. (3.26)
Claramente a u´ltima desigualdade e´ va´lida mediante a condic¸a˜o de na˜o linearidade (3.6).
Uma vez que assumimos as hipo´teses do Teorema 3.3, as hipo´teses do Teorema 3.4 sa˜o
verificadas e por sua vez podemos usar a estimativa ‖F (uα)− y‖ ≤ 4α ‖ω‖H ∗ . Com isso,
temos
(3.26) ≤ (4α ‖ω‖H ∗)
∥∥∥F (uδα)−F (uα)∥∥∥+2(4α ‖ω‖H ∗)2 +2δ 2
+c(4α ‖ω‖H ∗)D
ζ (uα )
h
(
uδα ,uα
)
= 4α ‖ω‖H ∗
∥∥∥F (uδα)−F (uα)∥∥∥+32α2 ‖ω‖2U +2δ 2 +4αc‖ω‖H ∗ Dζ (uα )h (uδα ,uα) .
Sem perder o foco da estimativa inicial dada no lado direito de (3.23), a saber
1
4
∥∥∥F (uδα)−F (uα)∥∥∥2 +αDζ (uα )h (uδα ,uα) ,
organizamos os termos semelhantes e obtemos
1
4
∥∥∥F (uδα)−F (uα)∥∥∥2 +α (1−4c)‖ω‖H ∗ Dζ (uα )h (uδα ,uα) ≤ 4α ‖ω‖H ∗ ∥∥∥F (uδα)−F (uα)∥∥∥
+ 32α2‖ω‖2H ∗ +2δ 2 . (3.27)
Como por hipo´tese temos 4c‖ω‖H ∗ < 1, ou seja, (1−4c)> 0, o lado esquerdo da estima-
tiva acima e´ composto pela soma de dois termos positivos. Sendo assim, podemos estimar cada
termo pelo lado da direito da desigualdade.
Para o primeiro termo da estimativa temos uma inequac¸a˜o do segundo grau na varia´vel γ da
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forma
1
4
γ2− (4α ‖ω‖H ∗)γ −
(
2δ 2 + 32α2 ‖ω‖2H ∗
)
≤ 0 ,
em que
γ =
∥∥∥F (uδα)−F (uα)∥∥∥≥ 0 .
Atrave´s do fo´rmula de Ba´skara encontramos facilmente as duas raı´zes para a equac¸a˜o do
segundo grau associada a essa inequac¸a˜o. Visto uma raiz e´ positiva, a outra e´ negativa e a
varia´vel γ e´ positiva, obtemos a soluc¸a˜o∥∥∥F (uδα)−F (uα)∥∥∥≤ j(α,δ ) , (3.28)
em que a func¸a˜o j(α,δ ) e´ definida por
j(α,δ ) = 8α ‖ω‖H ∗ +
(
8δ 2 +192α2 ‖ω‖2
H ∗
) 1
2
.
Com isso terminamos a primeira estimativa do teorema. Para a estimativa no domı´nio do
operador F estimamos o segundo termo da desigualdade (3.27) da forma
α (1−4c)‖ω‖H ∗ D
ζ (uα )
h
(
uδα ,uα
)
≤ 4α ‖ω‖H ∗
∥∥∥F (uδα)−F (uα)∥∥∥+32α2 ‖ω‖2H ∗ +2δ 2 .
Por fim, usamos a estimativa (3.28) para α > 0 e encontramos
Dζ (uα )h
(
uδα ,uα
)
≤
1
α (1−4c‖ω‖H ∗)
[
4α ‖ω‖H ∗ j(α,δ )+32α2 ‖ω‖2H ∗ +2δ 2
]
.
Fica evidente que a escolha de α ∼ δ fornece∥∥∥F (uδα)−F (uα)∥∥∥= O(δ )
e
Dζ (uα )h
(
uδα ,uα
)
= O(δ ) .
Com isso concluı´mos a prova desse corola´rio. 
Observac¸a˜o 3.7. Em particular o resultado (3.14) vale para um operador na˜o linear F : U →
H , em que H e´ um espac¸o de Hilbert. Nesse caso, na aplicac¸a˜o A(·) facilmente encontramos
um elemento do dual
ζ (u) =− 1
α
F ′ (u)∗
(
F (u)− yδ
)
.
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Observamos ainda que se tomarmos u = u na igualdade acima obteremos ζ (u) = F ′ (u)∗ω
com ω =
1
α
(
yδ −F (u)
)
. Portanto, a condic¸a˜o de fonte (3.9) sera´ va´lida.
´E interessante notar que as treˆs estimativas obtidas nos resultados anteriores, Teoremas
3.3, 3.4 e Corola´rio 3.6, aparecem no lado esquerdo da igualdade dos treˆs pontos. Segundo a
Proposic¸a˜o B.15 vale
Dζh
(
uδα ,uα
)
−Dξh
(
uδα ,u
)
+Dξh (uα ,u) =
〈
ζ −ξ , uα −uδα
〉
,
em que ζ ∈ ∂h(uα) e ξ = F ′ (u)∗ω . Essa estimativa e´ usada no capı´tulo posterior.
Na pro´xima sec¸a˜o fazemos um estudo ana´logo para uma condic¸a˜o de fonte mais forte, assim
como foi feito para problemas lineares.
3.2 Estimativas para a condic¸a˜o de fonte ξ = F ′ (u)∗F ′ (u)ω
Motivados pela eficieˆncia da condic¸a˜o de fonte escolhida atrave´s da linearizac¸a˜o do opera-
dor F conforme a sec¸a˜o anterior, nesta sec¸a˜o fazemos um estudo para uma condic¸a˜o de fonte
no formato proposto em (2.24), a saber supomos
ξ ∈R(F ′ (u)∗F ′ (u))∩∂h(u) 6= ∅
e que seja satisfeita a equac¸a˜o
F (u) = y . (3.29)
De maneira equivalente, assumimos a existeˆncia de um elemento ω ∈U tal que
ξ = F ′ (u)∗F ′ (u)ω ∈ ∂h(u) . (3.30)
Mediante essa nova condic¸a˜o de fonte precisamos supor que o espac¸o H novamente e´ um
espac¸o de Hilbert, assim como na formulac¸a˜o do Capı´tulo 2.
O primeiro resultado a ser apresentado e´ para dados inexatos. Apresentamos cotas para o
erro na imagem e no domı´nio do operador F .
A primeira estimativa que sera´ dada no lado direito de (3.31) dependera´ do escalar s, o qual
sera´ definido em (3.33) como a distaˆncia de Bregman entre u e u−αω . Conforme observamos
na Figura 2.1 essa distaˆncia tende a zero quando δ → 0. No entanto, na˜o sabem em que or-
dem ocorre tal convergeˆncia, a menos seja assumido condic¸o˜es sobre o funcional h. Taxas de
convergeˆncia sera˜o apresentadas no Corola´rio 3.10.
67
Teorema 3.8 (Estabilidade). Suponha que as Hipo´teses 3.1, 3.2, a Equac¸a˜o (3.29) e a Estima-
tiva (3.3) sa˜o satisfeitas e tome H um espac¸o de Hilbert. Ale´m disso, assuma que a soluc¸a˜o
h-minimizante u de (3.1) esta´ no interior do D(F) e que existe ω ∈U tal que (3.30) e´ satisfeita
e
c
∥∥F ′ (u)ω∥∥< 1 .
Enta˜o, para α suficientemente pequeno, temos as seguintes estimativas:∥∥∥F (uδα)−F (u)∥∥∥≤ α ∥∥F ′ (u)ω∥∥+g(α,δ )
e
DF
′(u)∗F ′(u)ω
h
(
uδα ,u
)
≤
αs+(cs)2/2+δg(α,δ )+ cs(δ +α ‖F ′ (u)ω‖)
α (1− c‖F ′ (u)ω‖)
, (3.31)
em que
g(α,δ ) = δ +
√
(δ + cs)2 +2αs(1+ c‖F ′ (u)ω‖) (3.32)
e
s = DF
′(u)∗F ′(u)ω
h (u−αω,u) . (3.33)
Demonstrac¸a˜o: Como uδα e´ o minimizador de (3.2), para todo elemento u ∈D(F) vale
1
2
∥∥∥F (uδα)− yδ∥∥∥2 +αh(uδα) ≤ 12
∥∥∥F (u)− yδ∥∥∥2 +αh(u) .
Reescrevendo essa desigualdade de maneira conveniente obtemos
0 ≥ 1
2
∥∥∥F (uδα)− yδ∥∥∥2− 12
∥∥∥F (u)− yδ∥∥∥2 +α (h(uδα)−h(u))
=
1
2
∥∥∥F (uδα)∥∥∥2−〈F (uδα) , yδ〉
H
+
1
2
∥∥∥yδ∥∥∥2− 12 ‖F (u)‖2 +
〈
F (u) , yδ
〉
H
−
1
2
∥∥∥yδ∥∥∥2
+α
(
h
(
uδα
)
−h(u)
)
=
1
2
∥∥∥F (uδα)∥∥∥2− 12 ‖F (u)‖2 +
〈
F (u)−F
(
uδα
)
, yδ
〉
H
+α
(
h
(
uδα
)
−h(u)
)
= Φ
(
uδα
)
−Φ (u) . (3.34)
A u´ltima igualdade e´ va´lida para
Φ (u) =
1
2
‖F (u)−q‖2 +αDF
′(u)∗F ′(u)ω
h (u,u)−
〈
F (u) , yδ −q
〉
H
+α
〈
F ′ (u)∗F ′ (u)ω , u
〉
,
com q = F (u)−αF ′ (u)ω .
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Para ver isso calculamos Φ
(
uδα
)
e Φ (u). A saber
Φ
(
uδα
)
=
1
2
∥∥∥F (uδα)−q∥∥∥2 +αDF ′(u)∗F ′(u)ωh (uδα ,u)−〈F (uδα) , yδ −q〉
H
+α
〈
F ′ (u)∗F ′ (u)ω , uδα
〉
=
1
2
∥∥∥F (uδα)∥∥∥2−〈F (uδα) , q〉
H
+
1
2
‖q‖2−
〈
F
(
uδα
)
, yδ
〉
H
+
〈
F
(
uδα
)
, q
〉
H
+α
[
h
(
uδα
)
−h(u)−
〈
F ′ (u)∗F ′ (u)ω , uδα −u
〉]
+α
〈
F ′ (u)∗F ′ (u)ω , uδα
〉
e
Φ (u) = 1
2
‖F (u)‖2−〈F (u) , q〉
H
+
1
2
‖q‖2−
〈
F (u) , yδ
〉
H
+ 〈F (u) , q〉
H
+α
[
h(u)−h(u)−
〈
F ′ (u)∗F ′ (u)ω , u−u
〉]
+α
〈
F ′ (u)∗F ′ (u)ω , u
〉
.
Tomamos a diferenc¸a entre eles
Φ
(
uδα
)
−Φ (u) =
1
2
∥∥∥F (uδα)∥∥∥2− 12 ‖F (u)‖2−
〈
F
(
uδα
)
, q
〉
H
+ 〈F (u) , q〉H +
1
2
‖q‖2
−
1
2
‖q‖2−
〈
F
(
uδα
)
, yδ
〉
H
+
〈
F (u) , yδ
〉
H
+
〈
F
(
uδα
)
, q
〉
H
−〈F (u) , q〉H +α
[
h
(
uδα
)
−h(u)−
〈
F ′ (u)∗F ′ (u)ω , uδα −u
〉]
−α
[
h(u)−h(u)−
〈
F ′ (u)∗F ′ (u)ω , u−u
〉]
+α
〈
F ′ (u)∗F ′ (u)ω , uδα
〉
−α
〈
F ′ (u)∗F ′ (u)ω , u
〉
=
1
2
∥∥∥F (uδα)∥∥∥2− 12 ‖F (u)‖2−
〈
F
(
uδα
)
−F (u) , yδ
〉
H
+α
[
h
(
uδα
)
−h(u)−
〈
F ′ (u)∗F ′ (u)ω , uδα −u
〉]
+α
〈
F ′ (u)∗F ′ (u)ω , uδα −u
〉
=
1
2
∥∥∥F (uδα)∥∥∥2− 12 ‖F (u)‖2−
〈
F
(
uδα
)
−F (u) , yδ
〉
H
+α
(
h
(
uδα
)
−h(u)
)
.
Atrave´s de (3.34) obtemos Φ
(
uδα
)
≤Φ (u). Usando a definic¸a˜o de Φ aplicada nos elemen-
tos uδα e u como feito acima, podemos reescrever essa desigualdade de maneira mais apropriada,
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a saber
1
2
∥∥∥F (uδα)−q∥∥∥2 +αDF ′(u)∗F ′(u)ωh (uδα ,u) ≤ αDF ′(u)∗F ′(u)ωh (u,u)+ 12 ‖F (u)−q‖2
+
〈
F
(
uδα
)
, yδ −q
〉
H
−
〈
F (u) , yδ −q
〉
H
−α
〈
F ′ (u)∗F ′ (u)ω , uδα
〉
+α
〈
F ′ (u)∗F ′ (u)ω , u
〉
= αDF
′(u)∗F ′(u)ω
h (u,u)+
1
2
‖F (u)−q‖2
+
〈
F
(
uδα
)
−F (u) , yδ −q
〉
H
+α
〈
F ′ (u)∗F ′ (u)ω , u−uδα
〉
. (3.35)
Usando a definic¸a˜o de q = F (u)−αF ′ (u)ω , o primeiro termo do lado esquerdo da estima-
tiva acima e´ igual a 1
2
∥∥∥F (uδα)−F (u)+αF ′ (u)ω∥∥∥2. Para simplificarmos a notac¸a˜o definimos
v = F
(
uδα
)
−F (u)+αF ′ (u)ω . (3.36)
Como por hipo´tese u pertence ao interior de D(F) enta˜o existe um α > 0 suficientemente
pequeno tal que u−αω ∈ D(F). Visto que as estimativas feitas ate´ aqui sa˜o va´lidas para todo
elemento u ∈D(F) podemos tomar u = u−αω na desigualdade (3.35). Dessa maneira
1
2
‖v‖2 +αDF
′(u)∗F ′(u)ω
h
(
uδα ,u
)
≤ αDF
′(u)∗F ′(u)ω
h (u−αω,u)
+
1
2
∥∥F (u−αω)−F (u)+αF ′ (u)ω∥∥2
+
〈
F
(
uδα
)
−F (u−αω) , yδ −F (u)+αF ′ (u)ω
〉
H
+α
〈
F ′ (u)∗F ′ (u)ω , u−αω −uδα
〉
. (3.37)
Afim de simplificar mais a notac¸a˜o definimos
s = DF
′(u)∗F ′(u)ω
h (u−αω,u) (3.38)
e
T1 =
1
2
∥∥F (u−αω)−F (u)+αF ′ (u)ω∥∥2 . (3.39)
Para modificar o terceiro elemento do lado direito da desigualdade (3.37) usamos a propri-
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edades do produto interno e a igualdade F (u) = y. Fazendo isso, obtemos
1
2
‖v‖2 +αDF
′(u)∗F ′(u)ω
h
(
uδα ,u
)
≤ αs+T1 +
〈
F
(
uδα
)
−F (u−αω) , yδ − y
〉
H
+
〈
F
(
uδα
)
−F (u−αω) , αF ′ (u)ω
〉
H
+α
〈
F ′ (u)∗F ′ (u)ω , u−αω −uδα
〉
≤ αs+T1 +
∣∣∣〈F (uδα)−F (u−αω) , yδ − y〉
H
∣∣∣
+
〈
αF ′ (u)ω , F
(
uδα
)
−F (u−αω)
〉
H
+α
〈
F ′ (u)ω , F ′ (u)
(
u−αω −uδα
)〉
H
. (3.40)
Por fim, definimos
T2 =
∣∣∣〈F (uδα)−F (u−αω) , yδ − y〉
H
∣∣∣ . (3.41)
Aplicando propriedades do produto interno nos dois u´ltimos termos do lado direito de (3.40)
definimos tambe´m
T3 = α
〈
F ′ (u)ω , F
(
uδα
)
−F (u−αω)−F ′ (u)
(
uδα − (u−αω)
)〉
H
. (3.42)
Em resumo,
1
2
‖v‖2 +αDF
′(u)∗F ′(u)ω
h
(
uδα ,u
)
≤ αs+T1 +T2 +T3 , (3.43)
com s, T1, T2 e T3 dados por (3.38), (3.39), (3.41) e (3.42), respectivamente.
A pro´xima etapa da demonstrac¸a˜o consiste em estimar cada constante Ti com i = {1,2,3}.
Pela definic¸a˜o de T1 em (3.39) e pela Equac¸a˜o (3.6) temos
T1 =
1
2
[∥∥F (u−αω)−F (u)+αF ′ (u)ω∥∥]2
≤
1
2
[
cDF
′(u)∗F ′(u)ω
h (u−αω,u)
]2
=
c2s2
2
. (3.44)
Note que a u´ltima igualdade prove´m da notac¸a˜o definida em (3.38).
Para encontrarmos uma estimativa para T2 vamos somar e subtrair termos iguais, aplicar
propriedades do produto interno, a desigualdade de Cauchy-Schwarz e por u´ltimo fazer uso da
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condic¸a˜o de na˜o linearidade (3.6). Dessa maneira encontramos
T2 =
∣∣∣〈F (uδα)−F (u−αω) , yδ − y〉
H
∣∣∣
=
∣∣∣〈(F (uδα)−F (u)+αF ′ (u)ω)+F (u)−αF ′ (u)ω −F (u−αω) , yδ − y〉
H
∣∣∣
=
∣∣∣〈v , yδ − y〉
H
−
〈
F (u−αω)−F (u)+αF ′ (u)ω , yδ − y
〉
H
∣∣∣
≤
∣∣∣〈v , yδ − y〉
H
∣∣∣+ ∣∣∣〈F (u−αω)−F (u)+αF ′ (u)ω , yδ − y〉
H
∣∣∣
≤ ‖v‖
∥∥∥yδ − y∥∥∥+ cDF ′(u)∗F ′(u)ωh (u−αω,u)∥∥∥yδ − y∥∥∥
≤ δ ‖v‖+δcs . (3.45)
Na estimativa acima tambe´m usamos a definic¸a˜o de v introduzida em (3.36). Ale´m disso,
usamos a hipo´tese (3.3).
Por fim, estimamos T3 de maneira similar as anteriores. Visto que o operador F ′ (u) e´ linear
segue
T3 = α
〈
F ′ (u)ω , F
(
uδα
)
−F (u−αω)−F ′ (u)
(
uδα − (u−αω)
)〉
H
= α
〈
F ′ (u)ω , F
(
uδα
)
−F (u−αω)−F ′ (u)
(
uδα −u
)
−αF ′ (u)ω
〉
H
= α
〈
F ′ (u)ω , F
(
uδα
)
−F (u)−F ′ (u)
(
uδα −u
)
−F (u−αω)+F (u)−αF ′ (u)ω
〉
H
= α
〈
F ′ (u)ω , F
(
uδα
)
−F (u)−F ′ (u)
(
uδα −u
)〉
H
+α
〈
F ′ (u)ω , −
(
F (u−αω)−F (u)+αF ′ (u)ω
)〉
H
≤ α
∥∥F ′ (u)ω∥∥∥∥∥F (uδα)−F (u)−F ′ (u)(uδα −u)∥∥∥
+α
∥∥F ′ (u)ω∥∥∥∥F (u−αω)−F (u)+αF ′ (u)ω∥∥
≤ α
∥∥F ′ (u)ω∥∥cDF ′(u)∗F ′(u)ωh (uδα ,u)+α ∥∥F ′ (u)ω∥∥cDF ′(u)∗F ′(u)ωh (u−αω,u)
= αc
∥∥F ′ (u)ω∥∥DF ′(u)∗F ′(u)ωh (uδα ,u)+αcs∥∥F ′ (u)ω∥∥ . (3.46)
Substituindo as estimativas (3.44), (3.45) e (3.46) na desigualdade (3.43) obtemos
1
2
‖v‖2 +αDF
′(u)∗F ′(u)ω
h
(
uδα ,u
)
≤ αs+
c2s2
2
+δ ‖v‖+δcs
+αc
∥∥F ′ (u)ω∥∥DF ′(u)∗F ′(u)ωh (uδα ,u)+αcs∥∥F ′ (u)ω∥∥ .
Multiplicando por 2 ambos os lados da desigualdade acima e associando no lado esquerdo
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os elementos semelhantes ao termo DF
′(u)∗F ′(u)ω
h
(
uδα ,u
)
, resulta
‖v‖2 +2αDF
′(u)∗F ′(u)ω
h
(
uδα ,u
)[
1− c
∥∥F ′ (u)ω∥∥] ≤ 2δ ‖v‖+2αs+(cs)2
+2δcs+2αcs
∥∥F ′ (u)ω∥∥ .
Por hipo´tese c‖F ′ (u)ω‖ < 1, ou melhor, [1− c‖F ′ (u)ω‖] > 0. Dessa maneira o lado
esquerdo da desigualdade acima e´ formado pela soma de dois elementos positivos e estimamos
cada um deles pelo lado direito da mesma desigualdade da seguinte forma:
‖v‖2 ≤ 2δ ‖v‖+2αs+(cs)2 +2cs
(
δ +α
∥∥F ′ (u)ω∥∥)
e
2αDF
′(u)∗F ′(u)ω
h
(
uδα ,u
)(
1− c
∥∥F ′ (u)ω∥∥) ≤ 2δ ‖v‖+2αs+(cs)2 +2cs(δ +α ∥∥F ′ (u)ω∥∥) .
Atrave´s da penu´ltima estimativa acima obtemos uma inequac¸a˜o do segundo grau na varia´vel
‖v‖. A saber,
‖v‖2−2δ ‖v‖−
[
2αs+(cs)2 +2cs
(
δ +α
∥∥F ′ (u)ω∥∥)] ≤ 0 .
As raı´zes da equac¸a˜o do segundo grau associada a ela sa˜o obtidas pela fo´rmula de Ba´skara.
Uma vez que uma raiz e´ positiva, a outra e´ negativa e observando a restric¸a˜o ‖v‖ ≥ 0, a soluc¸a˜o
da inequac¸a˜o acima e´
‖v‖ ≤ δ +
[
(δ + cs)2 +2αs
(
1+ c
∥∥F ′ (u)ω∥∥)] 12 . (3.47)
Para simplificar a notac¸a˜o definimos o lado direito da desigualdade acima como uma func¸a˜o
de α e δ ,
g(α,δ ) = δ +
[
(δ + cs)2 +2αs
(
1+ c
∥∥F ′ (u)ω∥∥)] 12 .
Por meio da definic¸a˜o de v dada em (3.36) encontramos a primeira estimativa enunciada
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nesse teorema. Com a desigualdade (3.47) obtemos
g(α,δ ) ≥
∥∥∥F (uδα)−F (u)+αF ′ (u)ω∥∥∥
=
∥∥∥F (uδα)−F (u)−(−αF ′ (u)ω)∥∥∥
≥
∥∥∥F (uδα)−F (u)∥∥∥−∥∥−αF ′ (u)ω∥∥
=
∥∥∥F (uδα)−F (u)∥∥∥−∥∥αF ′ (u)ω∥∥
=
∥∥∥F (uδα)−F (u)∥∥∥−α ∥∥F ′ (u)ω∥∥ .
Por sua vez, encontramos a estimativa na imagem do operador F∥∥∥F (uδα)−F (u)∥∥∥≤ α ∥∥F ′ (u)ω∥∥+g(α,δ ) .
Reescrevemos a estimativa de interesse encontrada anteriormente
2αDF
′(u)∗F ′(u)ω
h
(
uδα ,u
)(
1− c
∥∥F ′ (u)ω∥∥)≤ 2δ ‖v‖+2αs+(cs)2 +2cs(δ +α ∥∥F ′ (u)ω∥∥) .
Utilizando (3.47) para estimar ‖v‖ e multiplicando por 12α(1−c‖F ′(u)ω‖) ambos os lados da
desigualdade acima, para α > 0 encontramos
DF
′(u)∗F ′(u)ω
h
(
uδα ,u
)
≤
δg(α,δ )+αs+(cs)2/2+ cs(δ +α ‖F ′ (u)ω‖)
α (1− c‖F ′ (u)ω‖)
,
confirmando a u´ltima estimativa do teorema enunciado. 
Repetimos esse resultado para dados exatos e exibimos estimativas para o erro, produzido
por uma soluc¸a˜o regularizada em comparac¸a˜o com uma soluc¸a˜o h-minimizante, no domı´nio
e imagem do operador. Taxas de convergeˆncia seguem como consequeˆncia desse resultado,
exibidas no Corola´rio 3.10.
Teorema 3.9 (Convergeˆncia). Suponha que as Hipo´teses 3.1, 3.2 e a Equac¸a˜o (3.29) sa˜o satis-
feitas, e tome H um espac¸o de Hilbert. Ale´m disso, assuma que a soluc¸a˜o h-minimizante u de
(3.1) esta´ no interior do D(F) e que existe ω ∈U tal que (3.30) e´ satisfeita e
c
∥∥F ′ (u)ω∥∥< 1 .
Enta˜o, para α suficientemente pequeno temos as seguintes estimativas:
‖F (uα)−F (u)‖ ≤ α
∥∥F ′ (u)ω∥∥+√(cs)2 +2αs(1+ c‖F ′ (u)ω‖)
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e
DF
′(u)∗F ′(u)ω
h (uα ,u)≤
αs+(cs)2/2+αcs‖F ′ (u)ω‖
α (1− c‖F ′ (u)ω‖)
, (3.48)
em que
s = DF
′(u)∗F ′(u)ω
h (u−αω,u) .
Demonstrac¸a˜o: A demonstrac¸a˜o desse teorema segue como a demonstrac¸a˜o do Teorema 3.8
anterior, com δ = 0 para dados exatos. 
O pro´ximo resultado e´ bastante significativo para a nossa ana´lise, haja vista que a partir dele
sera˜o obtidas as taxas de convergeˆncia para os resultados exibidos nos Teoremas 3.8 e 3.9. Para
apresentarmos tais taxas precisamos de uma estimativa para a distaˆncia de Bregman. Para isso
impomos condic¸o˜es ao funcional h que sa˜o suficientes para obtermos uma taxa de convergeˆncia
da ordem O
(
δ 43
)
para dados com ruı´do e O
(
α2
)
para dados exatos.
Corola´rio 3.10. Sob as hipo´teses do Teorema 3.8 assuma tambe´m que h e´ duplamente dife-
rencia´vel numa vizinhanc¸a de u e que existe um nu´mero M > 0 tal que, para cada u nessa
vizinhanc¸a e v ∈U, 〈
h′′(u)v , v
〉
≤ M ‖v‖2 . (3.49)
Enta˜o, para a escolha do paraˆmetro α ∼ δ 23
Dξh
(
uδα ,u
)
= O
(
δ 43
)
.
Para dados exatos, temos
Dξh
(
uδα ,u
)
= O
(
α2
)
.
Demonstrac¸a˜o: A demonstrac¸a˜o desse corola´rio e´ ideˆntica do Corola´rio 2.12. Portanto, se-
gundo (2.34) temos Dξh (u−αω,u) = O
(
α2
)
.
Utilizando o resultado do Teorema 3.8, o qual relaciona Dξh
(
uδα ,u
)
com Dξh (u−αω,u)
atrave´s da desigualdade (3.31), vale Dξh
(
uδα ,u
)
= O
(
α2
)
.
Em particular, para a escolha de α ∼ δ 23 , resulta
Dξh
(
uδα ,u
)
= O
(
δ 43
)
.
Repetindo essa ana´lise para a estimativa (3.48) do Teorema 3.9, encontramos a estimativa
Dξh
(
uδα ,u
)
= O
(
α2
)
,
como requerido. 
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4 Um me´todo iterativo para problemas
na˜o lineares
Uma extensa˜o natural da teoria de regularizac¸a˜o desenvolvida nos Capı´tulos 2 e 3 para ope-
radores lineares e na˜o lineares, respectivamente, e´ o desenvolvimento de um me´todo de Tikho-
nov iterado. O termo me´todo iterativo abrange um grande conjunto de te´cnicas utilizadas para
resolver um problema inverso e se caracteriza pela obtenc¸a˜o de aproximac¸o˜es sucessivas para
a soluc¸a˜o. Tais aproximac¸o˜es devem distar cada vez menos da soluc¸a˜o procurada e o me´todo e´
iniciado tomando como ponto de partida uma aproximac¸a˜o inicial dada. Neste capı´tulo apresen-
tamos o me´todo de Tikhonov iterado usando distaˆncias de Bregman como termo de penalizac¸a˜o.
Durante as u´ltimas de´cadas a maioria dos me´todos iterativos de regularizac¸a˜o mais co-
nhecidos para operadores lineares teˆm sido generalizados para operadores na˜o lineares. Des-
tacamos os me´todos de Tikhonov [EKN89, SEK93], tipo iterac¸a˜o de Landweber [Ram99],
me´todos de Levenberg-Marquardt [Han97a], Gauss-Newton [Bak92, BNS97], Gradiente Con-
jugado [Han97b] e os me´todos tipo-Newton [Bla97]. Citamos me´todos que combinam alguns
desses, como TIGRA (TIkhonov-GRAdiente Conjugado) [Ram03], [GPP07] e [WHL08].
O me´todo a ser exposto foi inicialmente proposto em [OBG+05], cujo principal resultado e´
a introduc¸a˜o de um me´todo iterativo para melhorar o desempenho do modelo ROF apresentado
em [ROF92], usado no tratamento de imagens. Nessa proposta foram usadas distaˆncias de
Bregman e considerada a semi-norma de BV como funcional de penalizac¸a˜o. Nesse mesmo
artigo Osher e os demais autores fizeram uma generalizac¸a˜o do me´todo iterativo para o caso
linear e por sua vez derivaram resultados teo´ricos, tais como semi-convergeˆncia e estabilidade.
A sequ¨eˆncia desse estudo foi realizada em [Bac07] com a proposta de modificar o mesmo
me´todo iterativo para o tratamento de operadores na˜o lineares. As refereˆncias citadas nesse
para´grafo formam a base da teoria apresentada neste capı´tulo.
Na primeira sec¸a˜o expomos a equac¸a˜o a ser tratada ao longo deste capı´tulo, bem com as
hipo´teses a ela relacionada. Em seguida apresentamos um algoritmo baseado em distaˆncias de
Bregman, cuja soluc¸a˜o e´ obtida atrave´s de um processo iterativo. Mostramos que os resı´duos
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obtidos pelos iterados sa˜o decrescentes, assim como a distaˆncia entre uma soluc¸a˜o uk e uma
soluc¸a˜o h-minimizante, mensuradas pela distaˆncia de Bregman.
Nosso pro´ximo passo e´ mostrar que esse algoritmo esta´ bem definido no seguinte sen-
tido:dado uma sequ¨eˆncia (uk) gerada pelo algoritmo proposto e´ possı´vel extrair uma subse-
qu¨eˆncia que converge para uma soluc¸a˜o do problema estudado, mesmo num sentido mais fraco.
Todavia, tais resultados de convergeˆncia na˜o sa˜o demonstrados para o caso geral, ou seja, para
qualquer funcional h convexo. Antes de mais nada precisamos de um funcional convexo com
boas propriedades teo´ricas e acima de tudo que seja u´til na pra´tica para o tratamento de proble-
mas relevantes.
Na sec¸a˜o seguinte exibiremos um funcional com a seguinte propriedade: a convergeˆncia
da distaˆncia de Bregman, induzida por esse funcional, implica na convergeˆncia na norma L2, a
menos de uma constante.
Na u´ltima sec¸a˜o sera´ exibida a condic¸a˜o de na˜o linearidade que assumiremos nos demais
resultados. Tambe´m sera´ mostrado que o algoritmo investigado esta´ bem definido para esse fun-
cional, no sentido que o elemento uk+1 define o novo minimizador do problema regularizado e
o subgradiente ξk+1 pertence ao novo subdiferencial. O capı´tulo sera´ finalizado com dois resul-
tados importantes, um para dados exatos e outro para dados inexatos, para os quais mostramos
que a sequ¨eˆncia dos iterados gerados pelo Algoritmo 1 possui uma subsequ¨eˆncia que converge
para uma soluc¸a˜o h-minimizante. A noc¸a˜o da convergeˆncia e´ dada nos respectivos teoremas.
4.1 Um Algoritmo baseado em distaˆncia de Bregman
Assim como fizemos nos capı´tulos anteriores consideramos a equac¸a˜o de operadores
F (u) = y , (4.1)
em que F : D(F)→H e´ um operador contı´nuo, na˜o linear e Fre´chet diferencia´vel, com D(F)⊂
U um domı´nio convexo contido num espac¸o Banach U e H e´ um espac¸o de Hilbert.
Uma vez que a Equac¸a˜o (4.1) analisada e´ mal-posta no sentido de Hadamard a questa˜o
referente a existeˆncia de soluc¸a˜o pode falhar, caso seja satisfeita garantimos unicidade. Sendo
assim, definimos o conjunto das soluc¸o˜es da Equac¸a˜o (4.1) como
S(y) = {u ∈D(F) | F (u) = y} .
Uma ana´lise quantitativa para uma soluc¸a˜o regularizada da Equac¸a˜o (4.1) foi feita no
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capı´tulo anterior; teoricamente temos bons resultados para tal soluc¸a˜o. Neste capı´tulo inves-
tigamos um me´todo iterativo que possui ao menos uma subsequ¨eˆncia convergente para uma
soluc¸a˜o uδ ∈ S
(
yδ
)
, quando trabalhamos com dados inexatos.
O me´todo aqui proposto e´ uma generalizac¸a˜o para o me´todo de Tikhonov iterado
uk+1 ∈ argmin
{
1
2
∥∥∥F (u)− yδ∥∥∥2 +αk ‖u−uk‖2U
}
. (4.2)
A primeira iterac¸a˜o desse me´todo consiste na soluc¸a˜o cla´ssica de Tikhonov para problemas
na˜o lineares, encontrada a partir de uma aproximac¸a˜o inicial u0. No me´todo iterado damos
continuidade na resoluc¸a˜o do problema utilizando a soluc¸a˜o encontrada anteriormente como
uma nova estimativa e reiniciamos o processo, isto e´, calculamos outro minimizador conforme
(4.2).
A modificac¸a˜o proposta para generalizar o me´todo de Tikhonov ocorre no termo de pena-
lizac¸a˜o. Ao inve´s de usarmos a norma do espac¸o U utilizamos a distaˆncia de Bregman para
mensurar o desvio de u em relac¸a˜o a uk. Consideramos o seguinte problema de minimizac¸a˜o
como a generalizac¸a˜o para (4.2)
uk+1 ∈ argmin
{
1
2
∥∥∥F (u)− yδ∥∥∥2 +αkDξkh (u,uk)
}
. (4.3)
Para que essa modificac¸a˜o fique bem definida necessitamos encontrar um subgradiente ξk ∈
∂h(uk) em cada iterac¸a˜o. Essa tarefa na˜o exige muito esforc¸o, observando a condic¸a˜o necessa´ria
de otimalidade de primeira ordem para um minimizador local do problema regularizado dado
em (4.3) temos um bom palpite para a atualizac¸a˜o do mesmo, a saber,
ξk+1 = ξk− 1αk F
′ (uk+1)
∗
(
F (uk+1)− yδ
)
. (4.4)
Com as Equac¸o˜es (4.3) e (4.4) definimos o me´todo iterativo baseado em distaˆncias de Breg-
man estudado ao longo deste capı´tulo.
Na formulac¸a˜o apresentada no Algoritmo 1 o paraˆmetro de regularizac¸a˜o αk possui apenas
uma exigeˆncia: ser estritamente positivo. O mesmo pode ser tomado constante ao longo das
iterac¸o˜es, ou ainda, ser atualizado por algum processo adequado.
Quanto ao crite´rio de parada para o Algoritmo 1, para dados exatos, na˜o existe uma limita-
c¸a˜o para o nu´mero de iterac¸o˜es. Assim, podemos itera´-lo ate´ atingir a toleraˆncia requerida.
Observac¸a˜o 4.1. Na Equac¸a˜o (4.4) damos uma fo´rmula explı´cita para calcular ξk+1 em relac¸a˜o
ao subgradiente anterior. Podemos facilmente reescrever essa equac¸a˜o como um somato´rio
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Algoritmo 1 Tikhonov generalizado com distaˆncia de Bregman
Dados: u0 ∈D(F)∩dom h, ξ0 ∈ ∂h(u0)
1: k = 0
2: αk > 0
3: repita
4: uk+1 ∈ argmin
{
1
2
∥∥∥F (u)− yδ∥∥∥2 +αkDξkh (u,uk)
}
5: ξk+1 = ξk− 1αk F
′ (uk+1)
∗
(
F (uk+1)− yδ
)
6: k = k +1
7: αk > 0
8: ate´ convergeˆncia
envolvendo todos os subgradientes ξk anteriores. Para ver isso basta escrevermos algumas
iterac¸o˜es usando sempre a expressa˜o encontrada na iterac¸a˜o anterior. Dessa forma encontra-
mos como definic¸a˜o equivalente a (4.4)
ξk+1 = ξ0−
k
∑
j=0
1
α j
F ′
(
u j+1
)∗(F (u j+1)− yδ) . (4.5)
O Algoritmo 1 possui boas propriedades. A primeira a ser apresentada garante a monoto-
nicidade decrescente do resı´duo obtido pelos iterados. Note que esse resultado independe de
hipo´teses adicionais ao operador F .
Lema 4.2. Os iterados definidos no Algoritmo 1 satisfazem∥∥∥yδ −F (uk+1)∥∥∥≤ ∥∥∥yδ −F (uk)∥∥∥ . (4.6)
Demonstrac¸a˜o: Uma vez que uk+1 e´ o minimizador de (4.3)
1
2
∥∥∥yδ −F (uk+1)∥∥∥2 +αkDξkh (uk+1,uk) ≤ 12
∥∥∥yδ −F (uk)∥∥∥2 +αkDξkh (uk,uk)
=
1
2
∥∥∥yδ −F (uk)∥∥∥2 .
Evidentemente Dξkh (uk,uk) = 0 e portanto a u´ltima igualdade acima e´ trivialmente satisfeita.
Visto que Dξkh (uk+1,uk) ≥ 0, a soma do lado esquerdo da desigualdade acima e´ maior do
que cada termo da soma, em particular
1
2
∥∥∥yδ −F (uk+1)∥∥∥2 ≤ 12
∥∥∥yδ −F (uk)∥∥∥2 .
Multiplicando por 2 em ambos os lados da desigualdade acima e extraindo a raiz quadrada
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em seguida, confirmamos a desigualdade (4.6), visto que todos os elementos sa˜o positivos. 
Outra propriedade a ser demonstrada e´ a monotonia com relac¸a˜o a distaˆncia de Bregman
entre os iterados, a saber
Dξk+1h (u,uk+1)≤ D
ξk
h (u,uk) .
Esse resultado e´ verdadeiro sob uma condic¸a˜o de na˜o linearidade exigida ao operador F .
No Capı´tulo 3 apresentamos duas condic¸o˜es de na˜o linearidade, (3.5) e (3.6), no entanto aqui e´
requerido outra variac¸a˜o.
Lema 4.3. Seja yδ ∈H uma medic¸a˜o do dado observado. Para dados uk e ξk, se o iterado uk+1
obtido da soluc¸a˜o de (4.3) satisfaz∥∥∥yδ −F (uk+1)−F ′ (uk+1)(u−uk+1)∥∥∥≤ c∥∥∥yδ −F (uk+1)∥∥∥ , (4.7)
para 0 < c < 1, enta˜o
Dξk+1h (u,uk+1)−D
ξk
h (u,uk)+D
ξk
h (uk+1,uk)≤−
1− c
αk
∥∥∥yδ −F (uk+1)∥∥∥2 . (4.8)
Demonstrac¸a˜o: Atrave´s da Proposic¸a˜o B.15 garantimos
Dξk+1h (u,uk+1)−D
ξk
h (u,uk)+D
ξk
h (uk+1,uk) = 〈ξk+1−ξk , uk+1−u〉 . (4.9)
Usando a igualdade (4.4) reescrevemos somente o lado direito da equac¸a˜o acima como
〈ξk+1−ξk , uk+1−u〉 =
〈
−
1
αk
F ′ (uk+1)∗
(
F (uk+1)− yδ
)
, uk+1−u
〉
=
1
αk
〈
F ′ (uk+1)∗
(
F (uk+1)− yδ
)
, u−uk+1
〉
=
1
αk
〈
F (uk+1)− yδ , F ′ (uk+1)(u−uk+1)
〉
H
. (4.10)
A u´ltima igualdade e´ va´lida pela definic¸a˜o do produto de dualidade.
No segundo termo do produto interno em (4.10) vamos somar e subtrair F (uk+1)− yδ de
modo a preservar a igualdade, e pelas propriedades do produto interno no espac¸o de Hilbert H
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temos
(4.10) = 1
αk
〈
F (uk+1)− yδ , F ′ (uk+1)(u−uk+1)+F (uk+1)− yδ −
(
F (uk+1)− yδ
)〉
H
=
1
αk
〈
F (uk+1)− yδ , −
(
F (uk+1)− yδ
)〉
H
+
1
αk
〈
F (uk+1)− yδ , F ′ (uk+1)(u−uk+1)+F (uk+1)− yδ
〉
H
= −
1
αk
∥∥∥F (uk+1)− yδ∥∥∥2− 1αk
〈
F (uk+1)− yδ , yδ −F (uk+1)−F ′ (uk+1)(u−uk+1)
〉
H
≤ −
1
αk
∥∥∥F (uk+1)− yδ∥∥∥2− 1αk
∥∥∥F (uk+1)− yδ∥∥∥∥∥∥yδ −F (uk+1)−F ′ (uk+1)(u−uk+1)∥∥∥ .
Para a u´ltima desigualdade acima usamos a desigualdade de Cauchy-Schwarz. Note que a
u´ltima expressa˜o e´ igual a
−
1
αk
∥∥∥F (uk+1)− yδ∥∥∥(∥∥∥F (uk+1)− yδ∥∥∥−∥∥∥yδ −F (uk+1)−F ′ (uk+1)(u−uk+1)∥∥∥)
=
1
αk
∥∥∥F (uk+1)− yδ∥∥∥(∥∥∥yδ −F (uk+1)−F ′ (uk+1)(u−uk+1)∥∥∥−∥∥∥F (uk+1)− yδ∥∥∥)
≤
1
αk
∥∥∥F (uk+1)− yδ∥∥∥(c∥∥∥F (uk+1)− yδ∥∥∥−∥∥∥F (uk+1)− yδ∥∥∥) . (4.11)
A u´ltima desigualdade obtida e´ baseada na hipo´tese (4.7) para uma constante 0 < c < 1.
Continuando essa estimativa
(4.11) = 1
αk
∥∥∥F (uk+1)− yδ∥∥∥([c−1]∥∥∥F (uk+1)− yδ∥∥∥)
=
(c−1)
αk
∥∥∥F (uk+1)− yδ∥∥∥2
= −
(1− c)
αk
∥∥∥F (uk+1)− yδ∥∥∥2 . (4.12)
Visto que (4.12) estima o lado direito de (4.9) enta˜o e´ satisfeita a estimativa
Dξk+1h (u,uk+1)−D
ξk
h (u,uk)+D
ξk
h (uk+1,uk)≤−
(1− c)
αk
∥∥∥F (uk+1)− yδ∥∥∥2 .

Esse resultado e´ muito importante, pois se na˜o fosse possı´vel garantir que uk esta´ pro´ximo
de uma soluc¸a˜o u, tampouco garantirı´amos resultados de convergeˆncia para o Algoritmo 1. Por-
tanto, nos principais resultados deste capı´tulo devemos em primeiro lugar verificar as hipo´teses
do Lema 4.3.
Esse resultado tambe´m e´ va´lido quando a medic¸a˜o dos dados e´ desprovida de ruı´dos, isto e´,
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para yδ = y.
4.2 Um funcional com variac¸a˜o limitada
Iniciamos o Capı´tulo 2 com a apresentac¸a˜o da teoria de regularizac¸a˜o num contexto bem
geral, extraindo resultados para um funcional de penalizac¸a˜o convexo e semi-contı´nuo inferi-
ormente. Na Sec¸a˜o 2.3 mostramos que a escolha de um funcional especı´fico aferimos a teoria
cla´ssica.
Nesta sec¸a˜o escolhemos um funcional de penalizac¸a˜o bem especial, combinando a penali-
zac¸a˜o de Tikhonov (Sec¸a˜o 2.3.1) com penalizac¸a˜o de variac¸a˜o limitada, visto na Sec¸a˜o 2.3.2.
Com isso buscamos aproveitar caracterı´sticas de cada modelo, em especial a possibilidade de
reconstruir soluc¸o˜es na˜o suaves. A ana´lise do Algoritmo 1 e´ feita em relac¸a˜o ao funcional
introduzido nesta sec¸a˜o.
Um interesse em particular e´ o tratamento de imagens tremidas, borradas ou embac¸adas.
Em ingleˆs o processo para a correc¸a˜o de tais efeitos e´ conhecido como deblurring.
Figura 4.1: Exemplo imagem borrada Figura 4.2: Imagem original - foto´grafo
Para os pro´ximos resultados consideramos um operador na˜o linear F tal que D(F)⊆ L2 (Ω)
e Ω ⊂ Rn e´ um domı´nio Lipschitz limitado. Definimos o funcional de penalizac¸a˜o convexo
como
h(u) = 1
2
‖u‖2L2(Ω) + |u|BV(Ω) . (4.13)
Esse funcional foi proposto no artigo [OBG+05] na sec¸a˜o de futuras generalizac¸o˜es. Com
a escolha desse funcional obtemos um resultado muito importante que relaciona a convergeˆncia
da distaˆncia de Bregman com a convergeˆncia no espac¸o L2 (Ω). O pro´ximo lema garante uma
limitac¸a˜o inferior para a distaˆncia de Bregman nesse contexto.
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Lema 4.4. Se h e´ o funcional convexo definido em (4.13), enta˜o
1
2
‖v−u‖2L2(Ω) ≤ D
ξ
h (v,u) (4.14)
para todo u,v ∈D(F) e ξ ∈ ∂h(u).
Demonstrac¸a˜o: Visto que h satisfaz as hipo´teses da Proposic¸a˜o B.16, temos
Dξh (v,u) = D
ξ1
h1 (v,u)+D
ξ2
h2 (v,u)
≥ Dξ1h1 (v,u) , (4.15)
com h1(u) =
1
2
‖u‖2L2(Ω), h2(u) = |u|BV(Ω), ξ1 ∈ ∂h1(u) e ξ2 ∈ ∂h2(u).
Observando os ca´lculos efetuados na Sec¸a˜o 2.3.1, temos Dξ1h1 (v,u) =
1
2
‖v−u‖2L2(Ω). Por-
tanto, o resultado segue de (4.15). 
A prova desse resultado esta´ ligada diretamente a` demonstrac¸a˜o da Proposic¸a˜o B.16 e por
sua vez depende da igualdade em (B.2). Resultados ana´logos podem ser repetidos desde que
as hipo´teses desses resultados sejam preservadas. Por exemplo, poderı´amos adicionar outro
funcional Gaˆteaux diferencia´vel em (4.13) e o resultado da proposic¸a˜o continuaria va´lido.
Outra propriedade importante e´ fornecida pela desigualdade de Poincare´-Wirtinger em
[EG92], garantindo a imersa˜o contı´nua BV (Ω) ⊂ L2 (Ω), isto e´, existe uma constante c > 0
tal que ‖u‖L2(Ω) ≤ c‖u‖BV (Ω) para todo u ∈ BV (Ω).
4.3 Propriedades do algoritmo
Esta sec¸a˜o e´ a mais importante do capı´tulo, pois exibimos resultados que comprovam a
eficieˆncia do algoritmo introduzido no inı´cio deste capı´tulo. Em especial, mostramos que
a sequ¨eˆncia (uk) gerada pelo Algoritmo 1 possui uma subsequ¨eˆncia que converge para uma
soluc¸a˜o da equac¸a˜o operador (4.1), tanto para dados exatos quanto para dados com ruı´do. Tais
resultados sa˜o demonstrados com o auxı´lio da hipo´tese dada a seguir.
Hipo´tese 4.5. Seja F : D(F) ⊂ L2 (Ω) → H um operador na˜o linear sequ¨eˆncialmente fraca-
mente fechado, com F ′ (·) localmente limitado. Suponha que a condic¸a˜o de na˜o linearidade
∥∥F (v)−F (u)−F ′ (u)(v−u)∥∥≤ η ‖u− v‖L2(Ω) ‖F (u)−F (v)‖ (4.16)
e´ satisfeita para todos elementos u, v ∈ Bρ (u)∩D(F), para algum η,ρ > 0 em que Bρ (u)
denota a bola aberta sobre u de raio ρ em L2 (Ω) e u ∈ S(y)∩dom h.
83
Com essa hipo´tese va´lida derivamos uma estimativa de (4.16) u´til para os pro´ximos resul-
tados, conforme a seguinte observac¸a˜o:
Observac¸a˜o 4.6. Podemos reescrever o lado esquerdo da desigualdade dada em (4.16) como
∥∥−F ′ (u)(v−u)− [F (u)−F (v)]∥∥≥ ∥∥−F ′ (u)(v−u)∥∥−‖F (u)−F (v)‖ .
Essa estimativa resulta da desigualdade triangular. Pelo lado direito de (4.16) temos
∥∥F ′ (u)(v−u)∥∥−‖F (u)−F (v)‖ ≤ η ‖u− v‖L2(Ω)‖F (u)−F (v)‖ .
Por sua vez, reescrevemos a desigualdade acima como
∥∥F ′ (u)(v−u)∥∥≤ (1+η ‖u− v‖L2(Ω))‖F (u)−F (v)‖ . (4.17)
Essa estimativa e´ va´lida sob as mesmas constantes e suposic¸o˜es introduzidas na Hipo´tese
4.5.
O Algoritmo 1 intuitivamente esta´ bem definido, pois tomamos a soluc¸a˜o uk+1 como um
minimizador de um funcional semelhante aqueles utilizados nos capı´tulos anteriores e o sub-
gradiente e´ atualizado de modo ana´logo a Observac¸a˜o 3.7, dada no Capı´tulo 3. Caso na˜o exista
um minimizador para o funcional proposto ou ainda, se o subgradiente ξk+1 /∈ ∂h(uk+1), o al-
goritmo e´ invia´vel. O pro´ximo resultado trata da eficieˆncia do algoritmo proposto com relac¸a˜o
a essas questo˜es.
Proposic¸a˜o 4.7. Seja F um operador satisfazendo a Hipo´tese 4.5. Tome k ∈ N e uk,ξk um par
de iterados fornecidos pelo Algoritmo 1. Enta˜o existe um minimizador uk+1 para (4.3) e ξk+1
definido em (4.4) satisfaz ξk+1 ∈ ∂h(uk+1) .
Demonstrac¸a˜o: Primeiro vamos provar a existeˆncia de um minimizador uk+1 para o funcional
definido em (4.3), a saber
Jδαk (u) =
1
2
∥∥∥F (u)− yδ∥∥∥2 +αkDξkh (u,uk) , (4.18)
com αk > 0.
Conforme a formulac¸a˜o do problema temos dom h ⊂ D(F) e pela Hipo´tese 4.5 temos
D(F)⊂ L2 (Ω), logo dom h ⊂ L2 (Ω) e assim ξk ∈ L2 (Ω) para todo k.
Inicialmente supomos u0 e ξ0 dados iniciais bem definidos. Supomos ainda que existe um
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elemento u ∈D(F) tal que Jδαk (u)<∞. Sendo assim, podemos definir um escalar β ≥ 0 tal que
β = inf
{
Jδαk (u) | u ∈D(F)
}
.
Portanto, existe uma sequ¨eˆncia minimizante (u j) ∈ D(F)∩BV (Ω) que converge para o
valor mı´nimo, isto e´, lim j Jδαk
(
u j
)
→ β .
Como essa sequ¨eˆncia e´ convergente existe uma constante M ≥ 0 tal que
Jδαk
(
u j
)
≤ M , ∀ j .
A partir dessa limitac¸a˜o e da Definic¸a˜o (4.18), temos
Dξkh
(
u j,uk
)
≤
M
αk
, (4.19)
para todo j e αk > 0.
Usando a definic¸a˜o da distaˆncia de Bregman e o funcional h dado em (4.13) obtemos
Dξkh
(
u j,uk
)
= h
(
u j
)
−h(uk)−
〈ξk , u j−uk〉
=
1
2
∥∥u j∥∥2L2(Ω) + |u j|BV (Ω)− 12 ‖uk‖2L2(Ω)−|uk|BV(Ω)
−
〈ξk , u j〉+ 〈ξk , uk〉 . (4.20)
Para melhorar a definic¸a˜o dessa distaˆncia observamos que
1
2
∥∥u j∥∥2L2(Ω)−〈ξk , u j〉 = 12
∥∥u j∥∥2L2(Ω) + 12 ‖ξk‖2L2(Ω)−
〈ξk , u j〉− 12 ‖ξk‖2L2(Ω)
=
1
2
∥∥u j −ξk∥∥2L2(Ω)− 12 ‖ξk‖2L2(Ω) . (4.21)
Dessa forma,
(4.20) = 1
2
∥∥u j−ξk∥∥2L2(Ω)− 12 ‖ξk‖2L2(Ω) + |u j|BV (Ω)− 12 ‖uk‖2L2(Ω)−|uk|BV (Ω) + 〈ξk , uk〉
=
1
2
∥∥u j−ξk∥∥2L2(Ω) + |u j|BV(Ω)− 12
(
‖uk‖
2
L2(Ω) +‖ξk‖2L2(Ω)−2〈ξk , uk〉
)
−|uk|BV (Ω)
=
1
2
∥∥u j−ξk∥∥2L2(Ω) + |u j|BV(Ω)− 12 ‖uk−ξk‖2L2(Ω)−|uk|BV (Ω) . (4.22)
Em resumo, para um passo k fixo e para todo j
Dξkh
(
u j,uk
)
=
1
2
∥∥u j −ξk∥∥2L2(Ω) + |u j|BV (Ω)− ck , (4.23)
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com ck =
1
2
‖uk−ξk‖2L2(Ω) + |uk|BV (Ω) uma constante positiva.
Com isso combinamos (4.19) e (4.23) e concluı´mos
1
2
∥∥u j−ξk∥∥2L2(Ω) + |u j|BV(Ω) ≤ Mαk + ck = ˜Mk , (4.24)
em que ˜Mk ≥ 0.
Em particular essa limitac¸a˜o vale para cada parcela da soma, a saber
|u j|BV (Ω) ≤ ˜Mk . (4.25)
Por argumentos de compacidade1 existe uma subsequ¨eˆncia (u jm) ∈ BV (Ω) que converge
fraco u jm ⇀ u˜, para u˜ ∈ BV (Ω)∩L2 (Ω).
Como o funcional Jδαk (·) e´ sequ¨eˆncialmente fracamente semi-contı´nuo inferiormente
Jδαk (u˜) ≤ liminfjm
Jδαk
(
u jm
)
= lim
jm
Jδαk
(
u jm
)
= lim
j
Jδαk
(
u j
)
= β (4.26)
Note que as igualdades acima derivam da existeˆncia do limite, limite da subsequ¨eˆncia e da
definic¸a˜o da sequ¨eˆncia minimizante, respectivamente.
Portanto, o limite u˜ existe e u˜ ∈ BV (Ω)∩ L2 (Ω). Ale´m disso, e´ satisfeita a igualdade
Jδαk (u˜) = β , ou seja, u˜ = argmin
{
Jδαk (u) | u ∈D(F)
}
.
Para concluir a primeira parte da demonstrac¸a˜o dessa proposic¸a˜o basta definir uk+1 = u˜.
A segunda etapa da demonstrac¸a˜o consiste em provar que ξk+1 ∈ ∂h(uk+1). Para fazer isso
aplicamos o resultado da Proposic¸a˜o B.12.
De fato, o funcional Jδαk (·) definido em (4.18) atrave´s da soma de um funcional Gaˆteaux
diferencia´vel e outro convexo, respectivamente. Cada funcional satisfaz as hipo´teses da propo-
sic¸a˜o referida e definimos
φ1(u) = 12
∥∥∥yδ −F (u)∥∥∥2
L2(Ω)
(4.27)
e
φ2(u) = αkDξkh (u,uk) . (4.28)
Na primeira parte da demonstrac¸a˜o provamos que uk+1 ∈ D(F) e´ o minimizador de Jδαk (·)
e pela Proposic¸a˜o B.12 segue
φ2(v)≥ φ2(uk+1)+
〈
−φ ′1(uk+1) , v−uk+1
〉
, (4.29)
1Tais argumentos sa˜o repetidos nos teoremas a seguir.
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para todo v ∈D(F).
Fazendo os ca´lculos necessa´rios e substituindo os funcionais φ1 e φ2 na desigualdade acima
resulta
αkD
ξk
h (v,uk) ≥ αkD
ξk
h (uk+1,uk)+
〈
−F ′ (uk+1)∗
(
F (uk+1)− yδ
)
, v−uk+1
〉
.
Mediante operac¸o˜es ba´sicas temos
Dξkh (v,uk)−D
ξk
h (uk+1,uk) ≥
1
αk
〈
−F ′ (uk+1)∗
(
F (uk+1)− yδ
)
, v−uk+1
〉
. (4.30)
Observando somente o lado esquerdo da desigualdade acima, aplicamos a definic¸a˜o da
distaˆncia de Bregman para encontrar a igualdade
Dξkh (v,uk)−D
ξk
h (uk+1,uk) = h(v)−h(uk)−〈ξk , v−uk〉
− [h(uk+1)−h(uk)−〈ξk , uk+1−uk〉]
= h(v)−h(uk+1)−〈ξk , v−uk+1〉 . (4.31)
Substituindo o lado esquerdo de (4.30) pelo lado direito de (4.31) obtemos
h(v)−h(uk+1)−〈ξk , v−uk+1〉 ≥
〈
−
1
αk
F ′ (uk+1)∗
(
F (uk+1)− yδ
)
, v−uk+1
〉
.
Para melhor compreender essa desigualdade vamos reescreveˆ-la como
h(v) ≥ h(uk+1)+
〈
ξk− 1αk F
′ (uk+1)
∗
(
F (uk+1)− yδ
)
, v−uk+1
〉
.
Por fim, usamos a Definic¸a˜o B.9 para concluir que ξk+1 ∈ ∂h(uk+1), em que
ξk+1 = ξk− 1αk F
′ (uk+1)
∗
(
F (uk+1)− yδ
)
. (4.32)

O resultado apresentado acima pode ser repetido para outros funcionais convexos h ao inve´s
de (4.13), desde que h seja sequ¨eˆncialmente consistente e satisfac¸a as condic¸o˜es enunciadas
nesse resultado.
Na sequ¨eˆncia do texto apresentamos os principais resultados, primeiro para dados exatos
e em seguida analisamos o mesmo problema para dados com ruı´do. Essa esquematizac¸a˜o e´ a
mais natural, contudo nos capı´tulos anteriores procedemos diferentemente com o objetivo de
simplificar as demonstrac¸o˜es.
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Para o problema regularizado (4.18) com dados exatos e com um paraˆmetro de regulariza-
c¸a˜o finito, exibimos condic¸o˜es suficientes sobre o operador F e sobre os dados iniciais u0 e ξ0
com o objetivo de garantir a existeˆncia de uma subsequ¨eˆncia convergente para uma soluc¸a˜o da
Equac¸a˜o (4.1), gerada pelo Algoritmo 1 a partir dos dados inicias u0 e ξ0.
Teorema 4.8 (Convergeˆncia). Seja F um operador sob a Hipo´tese 4.5 e tome γ < min
{
1
η ,
ρ
2
}
para η , ρ como em (4.16), 0 < αk < α¯ , h(u)< ∞ e os valores iniciais u0, ξ0 ∈ L2 (Ω) satisfa-
zendo Dξ0h (u,u0)<
γ2
8 para um u ∈ S(y). Enta˜o para dados exatos toda subsequ¨eˆncia de (uk)
tem uma subsequ¨eˆncia convergindo para um u ∈ S(y) na topologia fraca-∗ de BV (Ω). Ale´m
disso, se S(y)∩Bρ (u) = {u}, enta˜o uk
∗
−⇀ u em BV (Ω).
Demonstrac¸a˜o: Dividimos esta demonstrac¸a˜o em quatro passos a fim de facilitar a compre-
ensa˜o.
Passo 1: Por induc¸a˜o sobre k vamos mostrar que para todo k os elementos da sequ¨eˆncia
(uk) esta˜o pro´ximos de u.
Primeiro verificamos para k = 0. Para isso reescrevemos a hipo´tese apresentada no enunci-
ado desse teorema sobre os dados iniciais u0, ξ0 ∈ L2 (Ω) como
2
√
2Dξ0h (u,u0)< γ . (4.33)
Supomos que essa desigualdade vale para todo k. Portanto, a hipo´tese de induc¸a˜o sobre o
par uk, ξk dados pelo Algoritmo 1 e´
2
√
2Dξkh (u,uk)< γ . (4.34)
Vamos mostrar sua validade para o par uk+1, ξk+1.
Por (4.3) temos que uk+1 minimiza o funcional
Jαk (u) =
1
2
‖F (u)− y‖2 +αkD
ξk
h (u,uk)
com dados sa˜o exatos.
Como uk+1 e´ o minimizador do funcional dado acima vale
Jαk (uk+1)≤ Jαk (u) ,
para u tal que F (u) = y.
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Reescrevendo essa desigualdade com a definic¸a˜o do funcional regularizado, temos
1
2
‖F (uk+1)− y‖2 +αkD
ξk
h (uk+1,uk) ≤
1
2
‖F (u)− y‖2 +αkD
ξk
h (u,uk)
= αkD
ξk
h (u,uk) .
Como o lado esquerdo da desigualdade acima e´ composta pela soma de dois termos positi-
vos, cada um deles e´ estimado pelo lado direito; visto que os αk sa˜o positivos em particular vale
Dξkh (uk+1,uk)≤ D
ξk
h (u,uk) . (4.35)
Atrave´s do Lema 4.4, Equac¸a˜o (4.14), obtemos
1
2
‖uk+1−uk‖
2
L2(Ω) ≤ D
ξk
h (uk+1,uk) . (4.36)
Associando a estimativa acima com (4.35) concluı´mos
1
2
‖uk+1−uk‖
2
L2(Ω) ≤ D
ξk
h (u,uk) .
Essa estimativa e´ equivalente a
‖uk+1−uk‖L2(Ω) ≤
√
2Dξkh (u,uk) . (4.37)
Novamente pelo Lema 4.4 garantimos
1
2
‖u−uk‖
2
L2(Ω) ≤ D
ξk
h (u,uk) .
Reescrevendo essa estimativa de maneira conveniente, obtemos
‖u−uk‖L2(Ω) ≤
√
2Dξkh (u,uk) . (4.38)
A combinac¸a˜o de (4.37) e (4.38) resulta em
‖uk+1−u‖L2(Ω) = ‖uk+1−uk− (u−uk)‖L2(Ω)
≤ ‖uk+1−uk‖L2(Ω) +‖u−uk‖L2(Ω)
≤
√
2Dξkh (u,uk)+
√
2Dξkh (u,uk)
= 2
√
2Dξkh (u,uk)
< γ .
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Note que para a desigualdade estrita obtida acima usamos a hipo´tese de induc¸a˜o (4.34). Em
resumo
‖uk+1−u‖L2(Ω) < γ . (4.39)
Uma vez que γ < ρ2 temos ‖uk+1−u‖L2(Ω) < ρ . Portanto, concluı´mos que uk+1 ∈Bρ (u)∩
D(F) e com isso e´ possı´vel aplicar a Hipo´tese 4.5. Tomando u = uk+1 e v = u na desigualdade
(4.16), obtemos
∥∥F (u)−F (uk+1)−F ′ (uk+1)(u−uk+1)∥∥ ≤ η ‖uk+1−u‖L2(Ω) ‖F (uk+1)−F (u)‖
< ηγ ‖F (uk+1)−F (u)‖ . (4.40)
A u´ltima desigualdade estrita acima resulta de (4.39).
Como por hipo´tese γ < 1η temos 0< ηγ < 1. Visto que u e´ tal que F (u) = y, a desigualdade
acima satisfaz a hipo´tese requerida no Lema 4.3 para c = ηγ . Portanto, por (4.8) segue
Dξk+1h (u,uk+1)≤ D
ξk
h (u,uk) . (4.41)
Multiplicando ambos os lados dessa desigualdade por 8 e em seguida extraindo a raiz qua-
drada, temos
2
√
2Dξk+1h (u,uk+1)≤ 2
√
2Dξkh (u,uk) . (4.42)
Pela hipo´tese de induc¸a˜o o lado direito dessa desigualdade e´ estimado por γ , logo
2
√
2Dξk+1h (u,uk+1)≤ γ . (4.43)
Dessa maneira mostramos que para todo k ∈ N vale ‖uk−u‖L2(Ω) < γ < ρ; ale´m disso,
usando a Hipo´tese 4.5 podemos aplicar o Lema 4.3 para todos os iterados.
Passo 2: Neste passo mostramos que
∞
∑
i=0
1
αi
‖y−F (ui+1)‖2 < ∞ . (4.44)
Esse resultado e´ necessa´rio para o pro´ximo passo da demonstrac¸a˜o.
Como vimos no passo anterior, pelo Lema 4.3 a desigualdade (4.8) vale para cada k. Vamos
reescreveˆ-la como
Dξk+1h (u,uk+1)+D
ξk
h (uk+1,uk)+
1−ηγ
αk
‖y−F (uk+1)‖2 ≤ D
ξk
h (u,uk) . (4.45)
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Uma vez que essa desigualdade vale para todo k, podemos somar os valores dessa desi-
gualdade para os k primeiros termos. Para isso fixamos um k ∈ N qualquer e aplicamos um
somato´rio em ambos os lados da desigualdade acima da seguinte forma
k−1
∑
i=0
Dξi+1h (u,ui+1)+
k−1
∑
i=0
Dξih (ui+1,ui)+
k−1
∑
i=0
1−ηγ
αi
‖y−F (ui+1)‖2 ≤
k−1
∑
i=0
Dξih (u,ui) . (4.46)
Observamos que o primeiro termo do lado esquerdo pode ser reescrito apo´s uma mudanc¸a
de varia´vel j = i+1 como
k
∑
j=1
Dξ jh
(
u,u j
)
=
k−1
∑
j=1
Dξ jh
(
u,u j
)
+Dξkh (u,uk) .
Para o somato´rio do lado direito de (4.46) retiramos o primeiro termo do somato´rio, assim
k−1
∑
i=0
Dξih (u,ui) = D
ξ0
h (u,u0)+
k−1
∑
i=1
Dξih (u,ui) .
Mediante essas observac¸o˜es podemos cancelar os termos semelhantes de cada lado da de-
sigualdade. Logo (4.46) e´ igual a
Dξkh (u,uk)+
k−1
∑
i=0
Dξih (ui+1,ui)+
k−1
∑
i=0
1−ηγ
αi
‖y−F (ui+1)‖2 ≤ D
ξ0
h (u,u0) .
Uma vez que o lado direito da desigualdade acima e´ limitado por γ
2
8 e o lado esquerdo e´
formado por termos positivos segue
(1−ηγ)
k−1
∑
i=0
1
αi
‖y−F (ui+1)‖2 ≤ D
ξ0
h (u,u0)
<
γ2
8
.
Tomando o limite para k tendendo a infinito resulta
∞
∑
i=0
1
αi
‖y−F (ui+1)‖2 <
γ2
8(1−ηγ) < ∞ .
Segundo o teste da divergeˆncia de uma se´rie, se uma se´rie e´ convergente enta˜o o limite do
termo geral deve ir para zero. Aplicando esse teste na se´rie convergente acima obtemos
F (uk)→ y , (4.47)
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em H .
Passo 3: Este passo e´ o mais elaborado da demonstrac¸a˜o. Mostramos a limitac¸a˜o uniforme
da sequ¨eˆncia (h(uk)) obtida atrave´s da aplicac¸a˜o do funcional h nos elementos da sequ¨eˆncia
(uk) gerada pelo Algoritmo 1.
Lembramos da definic¸a˜o da distaˆncia de Bregman entre u e uk induzida pelo funcional h
para algum k ∈ N fixo, como
Dξkh (u,uk) = h(u)−h(xk)−〈ξk , u−uk〉 ,
com ξk ∈ ∂h(uk) dado por (4.4).
Uma vez que a distaˆncia de Bregman sempre e´ positiva, vale
h(uk) ≤ h(u)−〈ξk , u−uk〉
≤ h(u)+ |〈ξk , u−uk〉|
= h(u)+
∣∣∣∣∣
〈
ξ0−
k−1
∑
i=0
1
αi
F ′ (ui+1)∗ (F (ui+1)− y) , u−uk
〉∣∣∣∣∣ . (4.48)
Para obter a u´ltima igualdade acima usamos a definic¸a˜o equivalente para ξk exibida em
(4.5).
Tecemos uma observac¸a˜o sobre o produto de dualidade acima. Visto que os elementos da
primeira parcela dessa aplicac¸a˜o pertencem ao espac¸o de Banach U∗, dados dois elementos no
dual e um escalar a soma deles ou a multiplicac¸a˜o por um escalar ainda pertence ao dual. Uma
vez que o somato´rio e´ finito e as constantes αk sa˜o positivas para todo k, temos
(4.48) ≤ h(u)+ |〈ξ0 , u−uk〉|+
k−1
∑
i=0
1
αi
∣∣〈F ′ (ui+1)∗ (F (ui+1)− y) , u−uk〉∣∣
= h(u)+ |〈ξ0 , u−uk〉|+
k−1
∑
i=0
1
αi
∣∣〈F (ui+1)− y , F ′ (ui+1)(u−uk)〉H ∣∣
≤ h(u)+‖ξ0‖L2(Ω) ‖u−uk‖L2(Ω) +
k−1
∑
i=0
1
αi
‖F (ui+1)− y‖
∥∥F ′ (ui+1)(u−uk)∥∥
≤ h(u)+ γ ‖ξ0‖L2(Ω) +
k−1
∑
i=0
1
αi
‖F (ui+1)− y‖
∥∥F ′ (ui+1)(u−uk)∥∥ . (4.49)
Para obter a penu´ltima desigualdade aplicamos a desigualdade de Cauchy-Schwarz e para
a u´ltima usamos a conclusa˜o do Passo 1 : ‖u−uk‖L2(Ω) ≤ γ .
Vamos nos ater apenas ao termo ‖F ′ (ui+1)(u−uk)‖ e buscar uma estimativa para ele a fim
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de substituı´-la em (4.49). Para todo ı´ndice 0 ≤ i ≤ k−1 vale
∥∥F ′ (ui+1)(u−uk)∥∥ = ∥∥F ′ (ui+1) [u−ui+1− (uk−ui+1)]∥∥
≤
∥∥F ′ (ui+1)(u−ui+1)∥∥+∥∥F ′ (ui+1)(uk−ui+1)∥∥ . (4.50)
Vamos estimar os dois termos do lado direito da desigualdade acima.
Atrave´s do Passo 1 obtemos ‖u−uk‖L2(Ω) ≤ γ para todo k e ainda ui+1 e uk ∈Bρ (u). Com
isso aplicamos a desigualdade (4.17) duas vezes: primeiro para v = u e depois para v = uk,
ambas com u = ui+1. Fazendo isso encontramos
∥∥F ′ (ui+1)(u−ui+1)∥∥ ≤ (1+η ‖ui+1−u‖L2(Ω))‖F (ui+1)−F (u)‖
≤ (1+ηγ)‖F (ui+1)−F (u)‖
= (1+ηγ)‖F (ui+1)− y‖ (4.51)
e
∥∥F ′ (ui+1)(uk−ui+1)∥∥ ≤ (1+η ‖ui+1−uk‖L2(Ω))‖F (ui+1)−F (uk)‖
=
(
1+η ‖ui+1−u− (uk−u)‖L2(Ω)
)
‖F (ui+1)−F (uk)‖
≤
[
1+η
(
‖ui+1−u‖L2(Ω) +‖uk−u‖L2(Ω)
)]
‖F (ui+1)−F (uk)‖
≤ [1+η (γ + γ)]‖F (ui+1)−F (uk)‖
= (1+2ηγ)‖F (ui+1)− y− (F (uk)− y)‖
≤ (1+2ηγ)(‖F (ui+1)− y‖+‖F (uk)− y‖)
≤ (1+2ηγ)(‖F (ui+1)− y‖+‖F (ui+1)− y‖)
= 2(1+2ηγ)‖F (ui+1)− y‖ . (4.52)
A u´ltima desigualdade e´ garantida pelo Lema 4.2, uma vez que i≤ k−1 (ou melhor, i+1≤
k).
Combinando as estimativas (4.51) e (4.52), conseguimos uma estimativa para (4.50) da
forma
(4.50) ≤ (1+ηγ)‖F (ui+1)− y‖+2(1+2ηγ)‖F (ui+1)− y‖
= (3+5ηγ)‖F (ui+1)− y‖ . (4.53)
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Com a estimativa acima voltamos a (4.49) e vale
(4.49) ≤ h(u)+ γ ‖ξ0‖L2(Ω) +
k−1
∑
i=0
1
αi
‖F (ui+1)− y‖(3+5ηγ)‖F (ui+1)− y‖
= h(u)+ γ ‖ξ0‖L2(Ω) +(3+5ηγ)
k−1
∑
i=0
1
αi
‖F (ui+1)− y‖2 . (4.54)
Por fim, por (4.48) temos
h(uk)≤ h(u)+ γ ‖ξ0‖L2(Ω) +(3+5ηγ)
k−1
∑
i=0
1
αi
‖F (ui+1)− y‖2 . (4.55)
Uma vez que no Passo 2 mostramos que o somato´rio presente na estimativa acima possui
um valor finito, concluı´mos a limitac¸a˜o uniforme de h(uk) para todo k.
Passo 4: No passo anterior concluı´mos que para todo k
|h(uk)|= h(uk)≤ N ,
com N > 0 dado pelo lado direito da Equac¸a˜o (4.55).
Visto que o funcional h e´ dado por (4.13), temos
‖uk‖L2(Ω) + |uk|BV(Ω) ≤ R , (4.56)
para um R> 0 e para os elementos da sequ¨eˆncia (uk) ∈ BV (Ω)∩L2 (Ω) extraı´da do Algoritmo
1.
Da estimativa acima e atrave´s do Teorema C.6 de Banach-Alaoglu temos que BR (0) e´ fraco-
∗ compacta em L2 (Ω) e em BV (Ω). Portanto, podemos extrair uma subsequ¨eˆncia (uk,l) que e´
fraco-∗ convergente em L2 (Ω) para um elemento u∈ BV (Ω)∩L2 (Ω). Novamente utilizamos o
teorema de Banach-Alaoglu para obter uma subsequ¨eˆncia fraco-∗ convergente em BV (Ω). No
entanto, aplicamos esse resultado na subsequ¨eˆncia (uk,l) que possui as mesmas propriedades da
sequ¨eˆncia (uk). Portanto, a subsequ¨eˆncia (uk,l,m) converge fraco-∗ convergente em BV (Ω) para
o mesmo elemento que a subsequ¨eˆncia (uk,l) converge.
Para na˜o carregar a notac¸a˜o definimos ukm := uk,l,m. Em resumo, observando que L2 (Ω) e´
um espac¸o reflexivo, temos
ukm ⇀ u em L2 (Ω) (4.57)
e
ukm
∗
−⇀ u em BV (Ω) , (4.58)
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para u ∈ BV (Ω)∩L2 (Ω).
Por fim, mostramos que o limite u ∈ S(y). Pela Hipo´tese 4.5 o operador F e´ fracamente
sequ¨eˆncialmente fechado, isto e´, o gra´fico de F e´ fechado na topologia fraca de L2 (Ω). Como
ukm ⇀ u em L2 (Ω), (ukm) ∈ D(F) e por (4.47) sabemos que F (ukm) → y, pelo teorema do
gra´fico fechado (Teorema A.13) concluı´mos que u ∈ S(y) e F (u) = y, isto e´, u ∈ S(y). Deixa-
mos claro que o elemento limite possui as mesmas propriedades dos elementos uk da sequ¨eˆncia
gerada pelo Algoritmo 1 do qual extraı´mos a subsequ¨eˆncia (uk) e portanto u ∈D(F)∩Bρ (u).
´E claro que se S(y)∩Bρ (u) = {u}, a subsequ¨eˆncia ukm
∗
−⇀ u em BV (Ω). 
Quando procuramos uma soluc¸a˜o para um problema com dados exatos atrave´s do Algo-
ritmo 1 na˜o nos deparamos com dificuldades relacionadas a um crite´rio de parada, necessa´rio
para resultados de semi-convergeˆncia. Com uma boa escolha para uma aproximac¸a˜o inicial o
resultado anterior garante a eficieˆncia do Algoritmo 1 sem nos preocuparmos com o nu´mero de
iterac¸o˜es. Esse fato na˜o se aplica para problemas com dados inexatos.
Quando os dados coletados apresentam perturbac¸o˜es, ainda que seja conhecido o nı´vel
de ruı´do δ e os dados inexatos sejam controlados da forma
∥∥∥y− yδ∥∥∥ ≤ δ , exibimos apenas
um resultado de semi-convergeˆncia; isto e´, garantimos estabilidade do algoritmo ate´ um certo
passo e a partir desse ı´ndice ele torna-se insta´vel. Para contornar essa dificuldade utilizamos
o princı´pio da discrepaˆncia como crite´rio de parada e definimos o ı´ndice de parada k∗ como o
menor inteiro tal que a desigualdade ∥∥∥F (uk∗)− yδ∥∥∥≤ τδ (4.59)
e´ satisfeita, com τ > 1. Tomamos uk∗ como a soluc¸a˜o regularizada para o problema com dados
inexatos.
No pro´ximo teorema testamos a robustez do me´todo investigado para dados com ruı´do.
Caso seja possı´vel melhorar as estimativas para o nı´vel ruı´do, construindo uma sequ¨eˆncia (δm)
que tende para zero, damos condic¸o˜es suficientes para garantir a existeˆncia de uma subsequ¨eˆncia
convergente gerada pelo Algoritmo 1 com o crite´rio de parada (4.59), para um τ especı´fico; ale´m
disso, mostramos que k∗ e´ finito. No final da demonstrac¸a˜o reunimos os detalhes da mesma e
atualizamos o algoritmo exibido no inı´cio do capı´tulo.
Teorema 4.9 (Semi-convergeˆncia). Seja F um operador sob a Hipo´tese 4.5 e tome γ <min
{
1
η ,
ρ
2
}
para η , ρ como em (4.16), 0 < α ≤ αk ≤ α , h(u)< ∞ e os valores iniciais u0, ξ0 ∈ L2 (Ω) sa-
tisfazendo Dξ0h (u,u0)< γ
2
8 para um u ∈ S(y). Sejam δm > 0 para todo ı´ndice m ∈ N, δm → 0 e
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os correspondentes ı´ndices de parada k∗m encontrados atrave´s do crite´rio (4.59) com
τ >
1+ηγ
1−ηγ . (4.60)
Enta˜o para cada δm o ı´ndice de parada e´ finito e toda subsequ¨eˆncia de
(
uk∗m
)
tem uma sub-
sequ¨eˆncia convergindo para um u ∈ S(y) na topologia fraco-∗ de BV (Ω). Ale´m disso, se
S(y)∩Bρ (u) = {u}, uk∗m
∗
−⇀ u em BV (Ω).
Demonstrac¸a˜o: Dividimos esta demonstrac¸a˜o em cinco passos devido sua extensa˜o.
Passo 1: Tome δ > 0 arbitra´rio e o fixamos.
Em seguida tomamos k∗ o correspondente ı´ndice de parada fornecido por (4.59), aqui ele
pode ser infinito.
Para todo k tal que k < k∗−1, isto e´, aqueles que na˜o satisfazem (4.59) vale∥∥∥F (uk)− yδ∥∥∥> τδ . (4.61)
Vamos mostrar por induc¸a˜o sobre k que cada elemento da sequ¨eˆncia (uk) esta´ pro´ximo da
soluc¸a˜o u.
Primeiro verificamos para k = 0. Para isso reescrevemos a hipo´tese feita aos dados iniciais
u0, ξ0 ∈ L2 (Ω) como
2
√
2Dξ0h (u,u0)< γ .
Supomos que essa desigualdade seja va´lida para todo k. Portanto, a hipo´tese de induc¸a˜o
para o par uk, ξk dados pelo Algoritmo 1 e´
2
√
2Dξkh (u,uk)< γ . (4.62)
Vamos mostrar que ela vale para o par uk+1, ξk+1.
Por definic¸a˜o dos iterados em (4.3), para um passo k qualquer temos que uk+1 e´ minimizador
do funcional
Jδαk (u) =
1
2
∥∥∥F (u)− yδ∥∥∥2 +αkDξkh (u,uk) . (4.63)
Em particular para u tal que F (u) = y, visto que uk+1 e´ o minimizador do funcional acima,
vale
Jδαk (uk+1)≤ J
δ
αk (u) .
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Reescrevendo a desigualdade acima com a definic¸a˜o do funcional de regularizac¸a˜o obtemos
1
2
∥∥∥F (uk+1)− yδ∥∥∥2 +αkDξkh (uk+1,uk) ≤ 12
∥∥∥F (u)− yδ∥∥∥2 +αkDξkh (u,uk)
=
1
2
∥∥∥y− yδ∥∥∥2 +αkDξkh (u,uk)
<
1
2
δ 2 +αkDξkh (u,uk) .
Lembrando que para todo k < k∗−1 vale (4.61), temos
1
2
(τδ )2 +αkDξkh (uk+1,uk)<
1
2
∥∥∥F (uk+1)− yδ∥∥∥2 +αkDξkh (uk+1,uk) .
Combinando essa desigualdade com a anterior obtemos
1
2
(τδ )2 +αkDξkh (uk+1,uk) <
1
2
δ 2 +αkDξkh (u,uk) .
Associando os termos semelhantes no lado esquerdo da desigualdade acima segue
1
2
δ 2
(
τ2−1
)
+αkD
ξk
h (uk+1,uk) < αkD
ξk
h (u,uk) .
Como por definic¸a˜o τ > 1 temos
(
τ2−1
)
> 0. Usando esse fato e tomando α > 0, para
todo k
Dξkh (uk+1,uk) < D
ξk
h (u,uk) . (4.64)
Pelo Lema 4.4 temos
1
2
‖uk+1−uk‖
2
L2(Ω) ≤ D
ξk
h (uk+1,uk) .
Combinando essa relac¸a˜o com a desigualdade (4.64) obtemos
‖uk+1−uk‖L2(Ω) <
√
2Dξkh (u,uk) . (4.65)
Novamente pelo Lema 4.4 vale
‖u−uk‖L2(Ω) <
√
2Dξkh (u,uk) . (4.66)
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Por fim, combinando os resultados (4.65) e (4.66) concluı´mos
‖uk+1−u‖L2(Ω) = ‖uk+1−uk− (u−uk)‖L2(Ω)
≤ ‖uk+1−uk‖L2(Ω) +‖u−uk‖L2(Ω)
<
√
2Dξkh (u,uk)+
√
2Dξkh (u,uk)
= 2
√
2Dξkh (u,uk)
< γ .
Note que a u´ltima desigualdade prove´m da hipo´tese de induc¸a˜o (4.62).
Como γ < ρ concluı´mos pela estimativa acima que ‖uk+1−u‖L2(Ω) < ρ e portanto uk+1 ∈
Bρ (u).
Para finalizar o Passo 1 devemos aplicar o Lema 4.3, antes verificaremos sua hipo´tese.
Como por hipo´tese (4.16) e´ va´lido, aplicamos tal resultado para u = uk+1 e v = u; utilizando
(4.61) verificamos a condic¸a˜o de na˜o linearidade (4.7)∥∥∥yδ −F (uk+1)−F ′ (uk+1)(u−uk+1)∥∥∥ = ∥∥∥yδ −F (u)+F (u)−F (uk+1)−F ′ (uk+1)(u−uk+1)∥∥∥
≤
∥∥∥yδ − y∥∥∥+∥∥F (u)−F (uk+1)−F ′ (uk+1)(u−uk+1)∥∥
≤ δ +η ‖uk+1−u‖L2(Ω)‖F (uk+1)−F (u)‖
< δ +ηγ ‖F (uk+1)− y‖
= δ +ηγ
∥∥∥F (uk+1)− yδ −(y− yδ)∥∥∥
≤ δ +ηγ
(∥∥∥F (uk+1)− yδ∥∥∥+∥∥∥y− yδ∥∥∥)
≤ δ +ηγ
(∥∥∥F (uk+1)− yδ∥∥∥+δ)
= δ +ηγδ +ηγ
∥∥∥F (uk+1)− yδ∥∥∥
=
1
τ
(1+ηγ)δτ +ηγ
∥∥∥F (uk+1)− yδ∥∥∥
<
1
τ
(1+ηγ)
∥∥∥F (uk+1)− yδ∥∥∥+ηγ ∥∥∥F (uk+1)− yδ∥∥∥
=
[
1
τ
(1+ηγ)+ηγ
]∥∥∥F (uk+1)− yδ∥∥∥ .
Portanto, para k < k∗−1 vale a condic¸a˜o de na˜o linearidade (4.7) e por sua vez a hipo´tese
do Lema 4.3 e´ satisfeita para a constante
c =
1
τ
(1+ηγ)+ηγ . (4.67)
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Note que, de fato, tomando c como definido acima, temos 0 < c < 1 devido a escolha de τ
dado por (4.60).
Reescrevendo o resultado (4.8) obtido pelo Lema 4.3, vale
Dξk+1h (u,uk+1)+D
ξk
h (uk+1,uk)+
1− c
αk
∥∥∥yδ −F (uk+1)∥∥∥2 ≤ Dξkh (u,uk) , (4.68)
para a constante c dado em (4.67).
Em particular, uma vez que todos os termos da relac¸a˜o acima sa˜o positivos, vale
Dξk+1h (u,uk+1)≤ D
ξk
h (u,uk) .
Por fim, para concluir que a hipo´tese de induc¸a˜o do Passo 1 vale para k +1, multiplicamos
ambos os lados da desigualdade acima por 8, em seguida extraı´mos a raiz quadrada e aplicando
a hipo´tese de induc¸a˜o (4.62) encontramos
Dξk+1h (u,uk+1)<
γ2
8 . (4.69)
Passo 2: Vamos verificar que o ı´ndice de parada k∗ e´ finito. Na demonstrac¸a˜o do passo
anterior na˜o exigimos que k∗ seja finito e concluı´mos que o Lema 4.3 e´ va´lido para todo k <
k∗−1 e por sua vez (4.68) e´ satisfeito. Sendo assim, somamos essa desigualdade para cada k,
ou melhor, para os primeiros k∗−1.
k∗−2
∑
i=0
Dξi+1h (u,ui+1)+
k∗−2
∑
i=0
Dξih (ui+1,ui)+
k∗−2
∑
i=0
1− c
αi
∥∥∥yδ −F (ui+1)∥∥∥2 ≤ k∗−2∑
i=0
Dξih (u,ui) . (4.70)
Observando o primeiro termo do lado esquerdo, fazemos uma mudanc¸a de varia´vel j = i+1
e o reescrevemos como
k∗−1
∑
j=1
Dξ jh
(
u,u j
)
=
k∗−2
∑
j=1
Dξ jh
(
u,u j
)
+Dξk∗−1h (u,uk∗−1) .
Para o somato´rio do lado direito retiramos o primeiro termo do somato´rio, logo
k∗−2
∑
i=0
Dξih (u,ui) = D
ξ0
h (u,u0)+
k∗−2
∑
i=1
Dξih (u,ui) .
Vistas essas observac¸o˜es, podemos cancelar os termos semelhantes de cada lado da desi-
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gualdade, assim (4.70) e´ igual a
Dξk∗−1h (u,uk∗−1)+
k∗−2
∑
i=0
Dξih (ui+1,ui)+
k∗−2
∑
i=0
1− c
αi
∥∥∥yδ −F (ui+1)∥∥∥2 ≤ Dξ0h (u,u0) .
Como por hipo´tese o lado direito da desigualdade acima e´ limitado por γ
2
8 e do lado es-
querdo cada termo e´ positivo, segue
(1− c)
k∗−2
∑
i=0
1
αi
∥∥∥yδ −F (ui+1)∥∥∥2 < γ28 . (4.71)
Vamos mostrar que o lado esquerdo estima uma quantidade que depende do paraˆmetro k∗,
e por conseguinte mostraremos que ele e´ finito.
De fato, atrave´s do crite´rio (4.61) obtemos
k∗−2
∑
i=0
1
αi
∥∥∥yδ −F (ui+1)∥∥∥2 > k∗−2∑
i=0
1
αi
(τδ )2
= (τδ )2
k∗−2
∑
i=0
1
αi
≥
τ2δ 2
maxk≤k∗−2 αk
k∗−2
∑
i=0
1
=
τ2δ 2 (k∗−1)
α
. (4.72)
Como o lado esquerdo de (4.72) e´ estimado por (4.71) temos
τ2δ 2 (k∗−1)
α
<
γ2
8(1− c) .
Assim concluı´mos que k∗ e´ finito mediante uma modificac¸a˜o na relac¸a˜o acima, como
k∗ <
( γ
τδ
)2 α
8(1− c) +1 .
Passo 3: Neste passo vamos provar um resultado necessa´rio para o pro´ximo passo, a saber
mostramos que a se´rie abaixo e´ finita,
∞
∑
i=0
1
αi
∥∥∥yδ −F (ui+1)∥∥∥2 < ∞ . (4.73)
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Na verdade so´ falta concluir isso, pois pela desigualdade (4.71) ja´ temos
k∗−2
∑
i=0
1
αi
∥∥∥yδ −F (ui+1)∥∥∥2 < γ28(1− c) , (4.74)
com (1− c)> 0.
Portanto, tomando o limite quando k∗ tende a infinito concluı´mos (4.73).
Passo 4: Nesse passo vamos mostrar que o funcional h aplicado nos elementos da sequ¨eˆn-
cia (uk∗) e´ uniformemente limitado.
Sabemos que Dξk∗h (u,uk∗)≥ 0, para ξk∗ ∈ ∂h(uk∗) dado por (4.4) e (4.59). Sendo assim,
h(uk∗) ≤ h(u)−〈ξk∗ , u−uk∗〉
≤ h(u)+ |〈ξk∗ , u−uk∗〉| . (4.75)
Usando (4.5) temos
ξk∗ = ξ0−
k∗−1
∑
l=0
1
αl
F ′ (ul+1)∗
(
F (ul+1)− yδ
)
. (4.76)
Substituindo essa igualdade na relac¸a˜o anterior, obtemos
(4.75) = h(u)+
∣∣∣∣∣
〈
ξ0−
k∗−1
∑
l=0
1
αl
F ′ (ul+1)∗
(
F (ul+1)− yδ
)
, u−uk∗
〉∣∣∣∣∣
= h(u)+
∣∣∣∣∣〈ξ0 , u−uk∗〉−
〈
k∗−1
∑
l=0
1
αl
F ′ (ul+1)∗
(
F (ul+1)− yδ
)
, u−uk∗
〉∣∣∣∣∣
= h(u)+
∣∣∣∣∣〈ξ0 , u−uk∗〉−
k∗−1
∑
l=0
1
αl
〈
F ′ (ul+1)∗
(
F (ul+1)− yδ
)
, u−uk∗
〉∣∣∣∣∣
≤ h(u)+ |〈ξ0 , u−uk∗〉|+
k∗−1
∑
l=0
1
αl
∣∣∣〈F ′ (ul+1)∗(F (ul+1)− yδ) , u−uk∗〉∣∣∣
= h(u)+ |〈ξ0 , u−uk∗〉|+
k∗−1
∑
l=0
1
αl
∣∣∣〈F (ul+1)− yδ , F ′ (ul+1)(u−uk∗)〉
H
∣∣∣
= h(u)+ |〈ξ0 , u−uk∗〉|+
k∗−2
∑
i=0
1
αi
∣∣∣〈F (ui+1)− yδ , F ′ (ui+1)(u−uk∗)〉
H
∣∣∣
+
1
αk∗−1
∣∣∣〈F (uk∗)− yδ , F ′ (uk∗)(u−uk∗)〉
H
∣∣∣ . (4.77)
Vamos estimar separadamente os treˆs u´ltimos termos da desigualdade acima.
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Em primeiro lugar estimamos o segundo termo de (4.77), assim
|〈ξ0 , u−uk∗〉| ≤ ‖ξ0‖L2(Ω) ‖u−uk∗‖L2(Ω)
< ρ ‖ξ0‖L2(Ω) . (4.78)
Note que para concluir a estimativa acima e´ necessa´rio mostrar que ‖u−uk∗‖L2(Ω) < ρ ,
para ver isso procedemos como no Passo 1. Como no passo k∗−1 o elemento uk∗ minimiza o
funcional Jδαk (·) dado em (4.63), vale Jδαk (uk∗) ≤ Jδαk (u). Aplicando a definic¸a˜o do problema
regularizado temos
1
2
∥∥∥F (uk∗)− yδ∥∥∥2 +αk∗−1Dξk∗−1h (uk∗ ,uk∗−1) ≤ 12
∥∥∥F (u)− yδ∥∥∥2 +αk∗−1Dξk∗−1h (u,uk∗−1)
=
1
2
∥∥∥y− yδ∥∥∥2 +αk∗−1Dξk∗−1h (u,uk∗−1)
<
1
2
δ 2 +αk∗−1Dξk∗−1h (u,uk∗−1) .
Como αk∗−1 > 0 e ambos os termos do lado esquerdo sa˜o positivos, vale
Dξk∗−1h (uk∗,uk∗−1) <
δ 2
2αk∗−1
+Dξk∗−1h (u,uk∗−1)
<
δ 2
2αk∗−1
+
γ2
8 .
Para a u´ltima desigualdade aplicamos (4.69) para k = k∗− 2, uma vez que vale para todo
k < k∗−1.
Unindo esse resultado com (4.14), ou seja,
1
2
‖uk∗−uk∗−1‖
2
L2(Ω) ≤ D
ξk∗−1
h (uk∗ ,uk∗−1) ,
obtemos
‖uk∗−uk∗−1‖L2(Ω) <
( δ 2
αk∗−1
+
γ2
4
) 1
2
.
Com isso, estimamos
‖u−uk∗‖L2(Ω) = ‖u−uk∗−1− (uk∗−uk∗−1)‖L2(Ω)
≤ ‖u−uk∗−1‖L2(Ω) +‖uk∗−uk∗−1‖L2(Ω)
< γ +
( δ 2
αk∗−1
+
γ2
4
) 1
2
.
102
Com a escolha de um δ suficientemente pequeno, a saber
δ < δ =
√
3
4
γ2α , (4.79)
obtemos
‖u−uk∗‖L2(Ω) < γ +
( δ 2
αk∗−1
+
γ2
4
) 1
2
< γ +
(
3γ2α
4αk∗−1
+
γ2
4
) 1
2
< γ +
(
3γ2
4
+
γ2
4
) 1
2
= γ +
(
γ2
) 1
2
= 2γ
< ρ . (4.80)
Em segundo lugar, estimamos o terceiro termo de (4.77). Vamos aplicar os resultados
obtidos pelos passos anteriores. Em especial, no Passo 1, assumindo que a hipo´tese de induc¸a˜o
(4.62) era va´lida para k < k∗−1 provamos a validade para k +1. Portanto, os resultados desse
passo valem para todo k ≤ k∗−1.
A estimativa deste passo e´ verificada para 0 ≤ i ≤ k∗−2 em virtude do somato´rio em que
ela aparece; pelo Passo 2 esse somato´rio e´ finito. Para tais ı´ndices i vale∣∣∣〈F (ui+1)− yδ , F ′ (ui+1)(u−uk∗)〉∣∣∣≤ ∥∥∥F (ui+1)− yδ∥∥∥∥∥F ′ (ui+1)(u−uk∗)∥∥ . (4.81)
Observamos que a escolha dos ı´ndices i≤ k∗−2 e´ equivalente a i+1≤ k∗−1, satisfazendo
a condic¸a˜o do Passo 1.
Para estimar o segundo termo do lado direito de (4.81) observamos que
∥∥F ′ (ui+1)(u−uk∗)∥∥ = ∥∥F ′ (ui+1) [u−ui+1− (uk∗−ui+1)]∥∥
≤
∥∥F ′ (ui+1)(u−ui+1)∥∥+∥∥F ′ (ui+1)(uk∗−ui+1)∥∥ . (4.82)
Uma vez obtida estimativas para os dois termos do lado direito de (4.82) obtemos a esti-
mativa para (4.81). Para estimar o primeiro termo utilizamos a Hipo´tese 4.5 e para o segundo
usamos o Lema 4.3.
Pelo Passo 1 obtemos ‖u−ui+1‖L2(Ω) < γ < ρ e por sua vez uk ∈ Bρ (u), para todo 0 ≤
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i ≤ k∗−2. Encontramos tambe´m em (4.80) a relac¸a˜o ‖u−uk∗‖L2(Ω) < ρ e assim uk∗ ∈Bρ (u).
Verificado isso podemos aplicar a Hipo´tese 4.5 na versa˜o apresentada em (4.17) para u = ui+1
e v = uk∗ .
Observamos ainda que
‖ui+1−uk∗‖L2(Ω) = ‖ui+1−u− (uk∗−u)‖L2(Ω)
≤ ‖ui+1−u‖L2(Ω) +‖uk∗−u‖L2(Ω)
< γ +ρ
< ρ +ρ
= 2ρ .
Note que na primeira desigualdade estrita usamos a estimativa conhecida pelo Passo 1,
reescrita no para´grafo anterior, e a relac¸a˜o (4.80).
Dessa maneira segue
∥∥F ′ (ui+1)(uk∗−ui+1)∥∥ ≤ (1+η ‖ui+1−uk∗‖L2(Ω))‖F (ui+1)−F (uk∗)‖
< (1+2ηρ)‖F (ui+1)−F (uk∗)‖
= (1+2ηρ)
∥∥∥F (ui+1)− yδ −(F (uk∗)− yδ)∥∥∥
≤ (1+2ηρ)
(∥∥∥F (ui+1)− yδ∥∥∥+∥∥∥F (uk∗)− yδ∥∥∥)
≤ (1+2ηρ)
(∥∥∥F (ui+1)− yδ∥∥∥+∥∥∥F (ui+1)− yδ∥∥∥)
= 2(1+2ηρ)
∥∥∥F (ui+1)− yδ∥∥∥ . (4.83)
Note que para obter a u´ltima desigualdade utilizamos o Lema 4.2, uma vez que i+1 < k∗.
Afim de obter uma estimativa para o segundo termo de (4.82) aplicamos o Lema 4.3 . Como
foi verificado no Passo 1, a hipo´tese do desse lema e´ va´lida para todo ı´ndice menor que k∗ com
constante c dado em (4.67). Logo∥∥∥yδ −F (ui+1)−F ′ (ui+1)(u−ui+1)∥∥∥≤ c∥∥∥yδ −F (ui+1)∥∥∥ .
Combinando a desigualdade∥∥∥−F ′ (ui+1)(u−ui+1)−(F (ui+1)− yδ)∥∥∥≥ ∥∥F ′ (ui+1)(u−ui+1)∥∥−∥∥∥F (ui+1)− yδ∥∥∥ ,
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com a anterior, temos
∥∥F ′ (ui+1)(u−ui+1)∥∥≤ (1+ c)∥∥∥yδ −F (ui+1)∥∥∥ . (4.84)
Por fim, atrave´s de (4.83) e (4.84), encontramos a seguinte estimativa para (4.82)
∥∥F ′ (ui+1)(u−uk∗)∥∥ < (1+ c)∥∥∥yδ −F (ui+1)∥∥∥+2(1+2ηρ)∥∥∥F (ui+1)− yδ∥∥∥
= [(1+ c)+2(1+2ηρ)]
∥∥∥F (ui+1)− yδ∥∥∥
= (c+3+4ηρ)
∥∥∥F (ui+1)− yδ∥∥∥ . (4.85)
Por sua vez, a estimativa para (4.82) garante
(4.81) < (c+3+4ηρ)
∥∥∥F (ui+1)− yδ∥∥∥2 .
Com isso concluı´mos a estimativa para o terceiro termo de (4.77), a saber
k∗−2
∑
i=0
1
αi
∣∣∣〈F (ui+1)− yδ , F ′ (ui+1)(u−uk∗)〉
H
∣∣∣ < (c+3+4ηρ) k∗−2∑
i=0
1
αi
∥∥∥F (ui+1)− yδ∥∥∥2
< (c+3+4ηρ) γ
2
8(1− c) . (4.86)
Note que a u´ltima desigualdade foi verificada no Passo 3, mais precisamente em (4.74).
O u´ltimo termo de (4.77) e´ estimado assim:
1
αk∗−1
∣∣∣〈F (uk∗)− yδ , F ′ (uk∗)(u−uk∗)〉
H
∣∣∣ ≤ 1
αk∗−1
∥∥∥F (uk∗)− yδ∥∥∥∥∥F ′ (uk∗)(u−uk∗)∥∥
≤
1
α
∥∥∥F (uk∗)− yδ∥∥∥∥∥F ′ (uk∗)(u−uk∗)∥∥
≤
1
α
τδ
∥∥F ′ (uk∗)(u−uk∗)∥∥ . (4.87)
Para as duas u´ltimas desigualdades acima usamos a definic¸a˜o do ı´ndice de parada k∗ dado
em (4.59) e o fato de α < αk∗−1.
Podemos ainda aplicar (4.17) com u = u e v = uk∗ na desigualdade acima e em seguida
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(4.80), dessa forma
(4.87) ≤ τδ
α
(
1+η ‖u−uk∗‖L2(Ω)
)
‖F (u)−F (uk∗)‖
<
τδ
α
(1+ηρ)‖F (u)−F (uk∗)‖
=
τδ
α
(1+ηρ)
∥∥∥y− yδ −(F (uk∗)− yδ)∥∥∥
≤
τδ (1+ηρ)
α
(∥∥∥y− yδ∥∥∥+∥∥∥F (uk∗)− yδ∥∥∥)
≤
τδ (1+ηρ)
α
(δ + τδ )
=
τδ 2 (1+ηρ)(1+ τ)
α
.
Note que na u´ltima desigualdade usamos (4.59). Em resumo
1
αk∗−1
∣∣∣〈F (uk∗)− yδ , F ′ (uk∗)(u−uk∗)〉
H
∣∣∣< τδ 2 (1+ηρ)(1+ τ)
α
. (4.88)
Com isso, terminamos as estimativas para todos os termos de (4.77) e portanto, a partir
(4.75), vale
h(uk∗) < h(u)+ρ ‖ξ0‖L2(Ω) + (c+3+4ηρ)(1− c)
γ2
8 +
τδ 2 (1+ηρ)(1+ τ)
α
, (4.89)
com a constante c dada em (4.67). Tal estimativa prove´m das anteriores como em (4.78), (4.86)
e (4.88), na ordem utilizada.
Por sua vez, concluı´mos a limitac¸a˜o uniforme da sequ¨eˆncia (h(uk∗)) para quaisquer δ < δ
suficientemente pequeno, em que δ e´ dado em (4.79).
Passo 5: No passo anterior concluı´mos que para quaisquer δ < δ suficientemente pequeno
definido em (4.79) vale
|h(uk∗)|= h(uk∗)< N , (4.90)
com N > 0 dado pelo lado direito da Equac¸a˜o (4.89).
Pela definic¸a˜o do funcional h em (4.13), temos
‖uk∗‖L2(Ω) + |uk∗ |BV(Ω) ≤ R , (4.91)
com R> 0 e a sequ¨eˆncia (uk∗)∈ BV (Ω)∩L2 (Ω) extraı´da do Algoritmo 1 respeitando o crite´rio
de parada (4.59).
Mediante esse fato, tomamos uma sequ¨eˆncia (δm) tais que δm > 0 para cada m e δm → 0.
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Definimos (k∗m) a sequ¨eˆncia de nu´meros naturais correspondente aos ı´ndices de parada definidos
por
k∗m = min
{
km |
∥∥∥F (ukm)− yδm∥∥∥≤ τδm} , (4.92)
com τ dado em (4.60).
Assim a Equac¸a˜o (4.91) vale para os ı´ndices k∗m e atrave´s do Teorema C.6 de Banach-
Alaoglu temos que BR (0) e´ fraco-∗ compacta em L2 (Ω) e em BV (Ω). Portanto, podemos
extrair uma subsequ¨eˆncia
(
uk∗m,l
)
que e´ fraco-∗ convergente em L2 (Ω) para um elemento u ∈
BV (Ω)∩ L2 (Ω). Novamente utilizamos o teorema de Banach-Alaoglu para obter uma sub-
sequ¨eˆncia fraco-∗ convergente em BV (Ω), no entanto aplicamos esse resultado na subsequ¨eˆncia(
uk∗m,l
)
que possui as mesmas propriedades de sequ¨eˆncia
(
uk∗m
)
. Logo, a subsequ¨eˆncia
(
uk∗m,l,n
)
e´ fraco-∗ convergente em BV (Ω) para o mesmo elemento que a subsequ¨eˆncia
(
uk∗m,l
)
converge.
A fim de simplificar a notac¸a˜o definimos un := uk∗m,l,n. Em resumo, observando que L
2 (Ω)
e´ um espac¸o reflexivo, temos
un ⇀ u em L2 (Ω) (4.93)
e
un
∗
−⇀ u em BV (Ω) , (4.94)
para u ∈ BV (Ω)∩L2 (Ω).
Por fim, falta mostrar que o limite u∈ S(y). Antes fazemos a observac¸a˜o de que a sequ¨eˆncia(
F
(
uk∗m
))
converge para o dado exato y na norma do espac¸o H . De fato,
∥∥F (uk∗m)− y∥∥ =
∥∥∥F (uk∗m)− yδm + yδm − y
∥∥∥
≤
∥∥∥F (uk∗m)− yδm
∥∥∥+∥∥∥yδm − y∥∥∥
≤ τδm +δm
= (1+ τ)δm .
Note que para verificar a u´ltima desigualdade usamos o crite´rio de parada dado em (4.92) e∥∥∥yδm − y∥∥∥≤ δm para todo m.
Como δm → 0, quando m → ∞, temos
∥∥F (uk∗m)− y∥∥→ 0, isto e´,
F
(
uk∗m
)
→ y . (4.95)
Essa convergeˆncia tambe´m vale para as subsequ¨eˆncias de
(
uk∗m
)
, em particular, vale para
(un).
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Pela Hipo´tese 4.5 o operador F e´ fracamente sequ¨eˆncialmente fechado, isto e´, o gra´fico de
F e´ fechado na topologia fraca de L2 (Ω). Como un ⇀ u em L2 (Ω), (un) ∈ D(F) e por (4.95)
sabemos que F (un) → y, pelo Teorema do gra´fico fechado (Teorema A.13) concluı´mos que
u ∈ S(y) e F (u) = y. Deixamos claro que o elemento limite u possui as mesmas propriedades
dos elementos uk da sequ¨eˆncia gerada pelo Algoritmo 1 e portanto u ∈D(F)∩Bρ (u).
´E claro que se S(y)∩Bρ (u) = {u}, a subsequ¨eˆncia un
∗
−⇀ u em BV (Ω). 
Esse resultado nos permite fazer uma adaptac¸a˜o do Algoritmo 1 para dados com ruı´do,
impondo o crite´rio de parada 4.59. Resumindo os resultados ate´ aqui expostos formulamos o
seguinte algoritmo:
Algoritmo 2 Tikhonov generalizado com distaˆncia de Bregman com crite´rio de parada
Dados: u0 ∈D(F)∩dom h, ξ0 ∈ ∂h(u0), η , γ , δ < δ
1: k = 0
2: τ > (1+ηγ) (1−ηγ)−1
3: αk > 0
4: enquanto
∥∥∥F (uk)− yδ∥∥∥2 > τδ fac¸a
5: uk+1 ∈ argmin
{
1
2
∥∥∥F (u)− yδ∥∥∥2 +αkDξkh (u,uk)
}
6: ξk+1 = ξk− 1αk F
′ (uk+1)
∗
(
F (uk+1)− yδ
)
7: k = k +1
8: αk > 0
9: fim enquanto
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5 Conclusa˜o
Uma te´cnica difundida para resoluc¸a˜o de equac¸o˜es mal-postas e´ o me´todo de Tikhonov.
Motivados por essa te´cnica, na introduc¸a˜o deste trabalho apresentamos uma generalizac¸a˜o para
esse me´todo de regularizac¸a˜o, o qual consiste em utilizar uma penalizac¸a˜o convexa ao inve´s da
penalizac¸a˜o quadra´tica feita por Tikhonov. Essa generalizac¸a˜o permitiu desenvolver ferramen-
tas teo´ricas em espac¸os de Banach e utilizar penalizac¸o˜es na˜o diferencia´veis.
Ao longo desta pesquisa fizemos uma ana´lise quantitativa do me´todo investigado, buscando
estimativas para o erro entre uma soluc¸a˜o regularizada e uma soluc¸a˜o h-minimizante. Usamos
o conceito de distaˆncia de Bregman para mensurar os erros obtidos, a noc¸a˜o de convergeˆncia
foi dada nesse sentido.
Concluı´mos que a distaˆncia de Bregman e´ uma ferramenta eficiente na obtenc¸a˜o de taxas
de convergeˆncia, ademais, o me´todo de regularizac¸a˜o com penalizac¸a˜o convexa concorda com a
teoria cla´ssica de Tikhonov. As taxas extraı´das no sentido da distaˆncia de Bregman sa˜o ideˆnticas
a`s obtidas por te´cnicas utilizadas anteriormente no me´todo de Tikhonov. Ale´m disso, um fun-
cional convexo devidamente escolhido induz a regularizac¸a˜o de ma´xima entropia e de variac¸a˜o
limitada. Esses dois me´todos de regularizac¸a˜o, no caso linear, apresentam melhores taxas de
convergeˆncia em relac¸a˜o as obtidas por diferentes te´cnicas, [Res05].
Para operadores lineares definidos de um espac¸o de Banach num espac¸o de Hilbert encon-
tramos taxas de convergeˆncia na ordem O(δ ), para dados com ruı´do e com um paraˆmetro de
regularizac¸a˜o α escolhido a priori dependendo de δ . Para dados exatos a taxa de convergeˆn-
cia e´ dada por O(α). Ambas as taxas foram obtidas com o auxı´lio da primeira condic¸a˜o de
fonte proposta. As taxas sa˜o preservadas para variac¸o˜es do modelo regularizado. Em especial
para penalizac¸a˜o exata, sob certas condic¸o˜es, mostramos que uma soluc¸a˜o regularizada uδα e´
uma soluc¸a˜o h-minimizante. Damos destaque para as limitac¸o˜es obtidas no erro: dependeˆncia
de α , ω proveniente da condic¸a˜o de fonte e δ quando o dado possui ruı´do. Em suma, sabe-
mos qua˜o boa uma soluc¸a˜o regularizada e´ sem a necessidade de conhecer a soluc¸a˜o exata do
problema.
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Buscando estimativas no mesmo contexto anterior e admitindo uma condic¸a˜o de fonte mais
forte podemos relaxar a exigeˆncia y∈R(F). Na limitac¸a˜o para o erro aparecem as distaˆncias de
Bregman do lado direito da estimativa. Nesse caso obtemos taxas de convergeˆncia adicionando
condic¸o˜es a penalizac¸a˜o. Por exemplo: supondo h duplamente diferencia´vel encontramos as
taxas O
(4
3
)
e O
(
α2
)
para dados com ruı´do e exatos, respectivamente.
Para operadores na˜o lineares definidos entre espac¸os de Banach encontramos as mesmas ta-
xas de convergeˆncia obtidas no contexto linear, a saber O(δ ) e O(α). Essas taxas foram obtidas
assumindo uma condic¸a˜o de fonte para problemas na˜o lineares semelhante a primeira condic¸a˜o
de fonte imposta no caso linear. Um resultado interessante obtido, no contexto referido, foi o
ca´lculo da condic¸a˜o de otimalidade de primeira ordem para o problema regularizado com uma
penalizac¸a˜o convexa na˜o diferencia´vel. Em particular, esse resultado nos permitiu obter uma
estimativa entre duas soluc¸o˜es regularizadas, para problemas com e sem a presenc¸a de ruı´do,
com a taxa da ordem O(δ ).
Admitindo uma condic¸a˜o de fonte mais forte, para o caso na˜o linear, encontramos limita-
c¸o˜es para o erro assim como no caso linear. Novamente assumindo h duplamente diferencia´vel
encontramos taxas da ordem O
( 4
3
)
e O
(
α3
)
. Evidentemente uma condic¸a˜o mais forte fornece
melhores resultados.
Na sequeˆncia introduzimos um me´todo iterativo. Apresentamos um algoritmo conceitual e
mostramos a monotonicidade decrescente para o resı´duo e os iterados. Os resultados derivados
para o me´todo iterativo forma obtidos em relac¸a˜o a uma condic¸a˜o de fonte diferente das anteri-
ores. Apresentamos um funcional convexo que possui boas propriedades teo´ricas, por exemplo,
a convergeˆncia no sentido da distaˆncia de Bregman implica na convergeˆncia em L2 (Ω). Com
relac¸a˜o a esse funcional garantimos a existeˆncia de uma subsequeˆncia convergente no sentido
fraco-∗ na topologia de BV (Ω) para uma soluc¸a˜o do problema analisado, com dados exatos.
Para dados com ruı´do obtemos um resultado de semi-convergeˆncia. Introduzimos um crite´rio
de parada pelo princı´pio da discrepaˆncia e mostramos que o mesmo e´ satisfeito para um nu´mero
finito de iterac¸o˜es. Foi dado condic¸o˜es suficientes para extrair uma subsequeˆncia convergente
no mesmo sentido do resultado anterior.
Uma extensa˜o natural deste trabalho e´ a implementac¸a˜o dos algoritmos desenvolvidos no
Capı´tulo 4 e a realizac¸a˜o de testes computacionais para a comparac¸a˜o da eficieˆncia do mesmo
em relac¸a˜o aos me´todos cla´ssicos conhecidos.
Do ponto de vista teo´rico, longe de se exaurir aqui, podemos dar continuidade ao estudo
adicionando algumas restric¸o˜es, por exemplo de positividade. Outra extensa˜o seria a generaliza-
c¸a˜o do me´todo de Tikhonov envolvendo como penalizac¸a˜o o termo ‖G(u)‖2Z , para um operador
110
G : U→Z em que Z seja um espac¸o de Hilbert ou Banach. Em ambos os casos podemos fazer
uma ana´lise de convergeˆncia baseada em distaˆncias de Bregman, estudo de condic¸o˜es de fonte
ou demais condic¸o˜es que devam ser satisfeitas.
Percebemos que o uso de condic¸o˜es de fonte e´ imprescindı´vel para obtenc¸a˜o de estimativas
no domı´nio do operador. Podemos fazer um estudo dessas condic¸o˜es impondo mais regulari-
dade, assumindo uma condic¸a˜o de fonte da forma (F∗F)µ ω ∈ ∂h(u) com µ ∈
[1
2 ,1
]
, de modo
similar como foi feito no me´todo cla´ssico de Tikhonov. O recente trabalho [Hei08] traz estima-
tivas para o problema cla´ssico de Tikhonov para condic¸o˜es de fonte aproximadas. Motivado por
esse artigo podemos buscar estimativas para o problema regularizado com penalizac¸a˜o convexa,
quando o mesmo comportamento ocorre. Por exemplo, ao inve´s de assumirmos ξ = F∗Fω as-
sumirı´amos ξ = F∗Fω + r, com r ∈R(F∗F)⊥.
A generalizac¸a˜o para o me´todo de Tikhonov foi feita apenas no termo de penalizac¸a˜o e o
termo de ajuste foi preservado. No artigo [LV08] e´ sugerido uma modificac¸a˜o para o me´todo
ROF, penalizando o resı´duo com a norma do espac¸o Hilbert-Sobolev negativo, denotado por
H−s com s ∈ R (para maiores detalhes [DL00]). Para imagens bidimensionais em que Ω ⊂ R2
vale as incluso˜es BV (Ω) ⊂ L2 (Ω) ⊂ L2(R2) ⊂ H−s(R2). Mediante resultados significativos
apresentados nesse artigo, uma sugesta˜o para um trabalho futuro e´ utilizar a norma de H−s ao
inve´s da norma em L2 para o termo de ajuste no me´todo de regularizac¸a˜o tipo Tikhonov.
Por fim, citamos o artigo [HKPS07] como uma refereˆncia natural na linha desta pesquisa.
Ao longo deste trabalho assumimos a continuidade para o operador tratado, mesmo numa topo-
logia mais fraca. No artigo citado foi observado numericamente que a violac¸a˜o da hipo´tese de
suavidade do operador na˜o tem efeitos negativos na convergeˆncia do me´todo. Isso motivou o
estudo de uma ana´lise de convergeˆncia com operadores na˜o-suaves. Em resumo, um operador
ser na˜o-suave na˜o implica no mal condicionamento do problema. Na pra´tica foi observado que
as chances de um operador suave possuir um grau de mal condicionamento grande sa˜o muito
maiores do que em operadores na˜o-suaves.
Sem du´vida nenhuma com este trabalho foi possı´vel aumentar o nosso conhecimento, com
a fixac¸a˜o e revisa˜o de algumas definic¸o˜es, assimilac¸a˜o de novos conceitos e interpretac¸a˜o de
resultados cla´ssicos. O estudo realizado neste trabalho nos proporcionou vislumbrar a conexa˜o
entre alguns ramos da matema´tica, tais como ana´lise funcional e otimizac¸a˜o. E isso nos motiva
cada vez mais a seguir um caminho dentro da matema´tica aplicada.
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AP ˆENDICE A -- Ana´lise Funcional
Definic¸a˜o A.1 ([Kre89]). Um espac¸o normadoU e´ um espac¸o vetorial com uma norma definido
nele. Um espac¸o de Banach e´ um espac¸o normado completo (completo na me´trica definida pela
norma).
Definic¸a˜o A.2 ([Kre89]). Um espac¸o com produto interno (ou um espac¸o pre´-Hilbert) e´ um
espac¸o vetorial H com um produto interno definido em H . Um espac¸o de Hilbert e´ um espac¸o
com produto interno completo (completo na me´trica definida pelo produto interno).
Definic¸a˜o A.3 ([Kre89]). Um funcional linear f e´ um operador linear em que o domı´nio esta´
num espac¸o normado U e a imagem esta´ no corpo de escalares K de U; assim,
f : D( f )→K ,
em que K = R se U e´ real ou K = C se U e´ complexo.
Definic¸a˜o A.4 ([Kre89]). Um funcional linear limitado f e´ um funcional linear com imagem no
corpo de escalares K do espac¸o normado U no qual pertence o domı´nio D( f ). Dessa forma
existe uma constante real c tal que para todo u ∈D( f ),
| f (u)| ≤ c‖u‖U .
Definic¸a˜o A.5 ([Kre89]). Seja U um espac¸o normado. Enta˜o o conjunto de todos os funcionais
lineares limitados em U formam um espac¸o normado com a norma definida como
‖ f‖= sup
u∈U , u6=0
| f (u)|
‖u‖U
,
o qual e´ chamado o espac¸o dual de U e denotamos1 por U∗.
Teorema A.6 ([Kre89]). O espac¸o dual U∗ de um espac¸o normado U e´ um espac¸o de Banach
(mesmo que U na˜o seja).
1Conve´m observar que a notac¸a˜o padra˜o para o dual topolo´gico e´ U ′ e U∗ para o dual alge´brico.
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Definic¸a˜o A.7 ([Kre89]). O conjunto U∗∗ e´ chamado de bidual do espac¸o normado U e e´
definido como o dual do espac¸o de Banach U∗. Para cada elemento de U∗∗ podemos associar
um elemento de U e com isso definimos a aplicac¸a˜o canoˆnica injetiva C : U→U∗∗ tal que
u 7→ gu( f ) = f (u) .
Logo R(C)⊂ U∗∗. Se C e´ sobrejetora (e portanto bijetora), tal que R(C) = U∗∗, enta˜o U e´
dito um espac¸o reflexivo.
Definic¸a˜o A.8 ([Kre89]). Seja F : U → H um operador linear e contı´nuo, em que U e H sa˜o
espac¸os normados. Enta˜o o operador adjunto F∗ : H ∗ →U∗ de F tal que h → F∗h e´ definido
por
h(Fu) = (F∗h)(u) = g(u) , g ∈U∗ ,
em que U∗ e H ∗ sa˜o os espac¸os duais de U e H , respectivamente.
Teorema A.9 ([Kre89]). Todo funcional linear limitado num espac¸o de Hilbert H pode ser
representado pelo produto interno, a saber,
h(u) = 〈u , z〉
em que z depende de h e e´ unicamente determinado por h e tem a norma ‖z‖= ‖h‖.
Definic¸a˜o A.10 ([Kre89]). Tome fk uma sequeˆncia de funcionais lineares e limitados num
espac¸o normado U. Enta˜o
(i) Dizemos que fk converge (fortemente) quando existe f ∈ U∗ tal que ‖ fk− f‖ → 0. De-
notamos por fk → f .
(ii) Dizemos que fk converge fraco-∗ quando existe f ∈ U∗ tal que fk(u)→ f (u) para todo
u ∈U. Denotamos por fk ∗−⇀ f .
Definic¸a˜o A.11 ([Kre89]). Sejam U e H sa˜o espac¸os normados e F : D(F)→H um operador
linear e fechado, em que D(F) ⊂ U. Enta˜o dizemos que F e´ um operador linear fechado se
seu gra´fico
G (F) = {(u,y) | u ∈D(F) e y = F (u)}
e´ fechado no espac¸o normado U×H .
Teorema A.12 ([Kre89]). Sejam U e H sa˜o espac¸os de Banach e F : D(F)→H um operador
linear e fechado, em que D(F)⊂U. Enta˜o se D(F) e´ fechado em U, o operador F e´ limitado.
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Teorema A.13 ([Kre89]). Tome F : D(F)→ H um operador linear, em que D(F)⊂U e U e
H sa˜o espac¸os normados. Enta˜o se D(F) e´ fechado se e somente se a seguinte propriedade e´
satisfeita. Se uk → u, em que (uk) ∈D(F) e F (uk)→ y, enta˜o u ∈D(F) e F (u) = y.
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AP ˆENDICE B -- Ana´lise convexa
B.1 Func¸o˜es convexas
Definic¸a˜o B.1 ([Cla90]). Uma func¸a˜o h : U → R e´ dita Lipschitz se existe um escalar c na˜o
negativo, tal que
|h(u)−h(v) | ≤ c‖u− v‖U
para todo u,v ∈U.
Definic¸a˜o B.2 ([dCS06]). Seja Ω⊂U e´ um conjunto convexo num espac¸o vetorial U. Dizemos
que o funcional h : Ω → R = R∪{−∞,+∞} e´ convexo em Ω quando
h(µu+(1−µ)v)≤ µh(u)+(1−µ)h(v)
para quaisquer u,v∈Ω e 0≤ µ ≤ 1. Dizemos que h e´ estritamente convexa quando a desigual-
dade acima e´ estrita. Definimos ainda o conjunto
dom h = {u ∈U | h(u)< ∞}
como o domı´nio efetivo de h. Se dom h 6= ∅ e na˜o assuma valor −∞, enta˜o h e´ dito pro´prio.
Proposic¸a˜o B.3 ([ET99]). Toda func¸a˜o convexa pro´pria em um espac¸o de dimensa˜o finito e´
contı´nua no interior de seu domı´nio efetivo.
Corola´rio B.4 ([Cla90]). Seja h um funcional convexo limitado numa vizinhanc¸a V de u ∈ Ω,
com Ω um conjunto aberto convexo. Enta˜o h satisfaz a condic¸a˜o de Lipschitz em V .
Proposic¸a˜o B.5 ([dCS06]). Seja h : Ω →R um funcional
1. Se h e´ convexo pro´prio e α ≥ 0, enta˜o αh e´ convexo pro´prio.
2. Toda soma finita de funcionais convexos pro´prios e´ convexo.
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3. Se (hk) e´ uma sequeˆncia de funcionais convexos tal que hk(u) → h(u) para todo u ∈U
enta˜o h e´ convexo.
4. Se h e´ convexo enta˜o dom h e´ convexo.
B.2 Subgradiente
Definic¸a˜o B.6 ([Cla90]). Dizemos que F : U → H e´ estritamente diferencia´vel em u se existe
um elemento DsF (u) ∈L (U,H ) tal que para todo v ∈U temos
lim
u′→u , t↓0
F (u′+ tv)−F (u′)
t
= 〈DsF (u) , v〉 , (B.1)
e essa convergeˆncia e´ uniforme para v em espac¸os compactos.
Proposic¸a˜o B.7 ([Cla90]). Se F e´ continuamente Gaˆteaux diferencia´vel (i.e., existe a derivada
e ela e´ contı´nua) em u, enta˜o F e´ estritamente diferencia´vel em u e portanto Lipschitz em u.
Proposic¸a˜o B.8 ([Cla90]). Se h e´ estritamente diferencia´vel em u, enta˜o h Lipschitz pro´ximo
u e ∂h(u) = {Dsh(u)}. Reciprocamente, se h Lipschitz pro´ximo u e ∂h(u) = {ξ} e´ unita´rio,
enta˜o h e´ estritamente diferencia´vel em u e Dsh(u) = ξ .
Definic¸a˜o B.9 ([dCS06]). Sejam Ω ⊂ U um conjunto convexo num espac¸o de Banach U e
h : Ω →R um funcional convexo. Dizemos que ξ ∈U∗ e´ um subgradiente de h no ponto u ∈U
se
h(v)≥ h(u)+ 〈ξ , v−u〉
para todo v ∈U. O conjunto de todos os subgradientes de h em u e´ chamado de subdiferencial
de h em u, denotamos como
∂h(u) = {ξ ∈U∗ | h(v)≥ h(u)+ 〈ξ , v−u〉 ∀v ∈U} .
Proposic¸a˜o B.10 ([Cla90]). Seja h um funcional Lipschitz contı´nuo numa vizinhanc¸a de u,
enta˜o para qualquer escalar α vale
∂ (αh)(u) = α∂h(u) .
Proposic¸a˜o B.11 ([Cla90]). Seja (hi) uma famı´lia finita de func¸o˜es no qual cada uma e´ Lipschitz
pro´ximo de u. Enta˜o
∂
(
n
∑
i=1
hi
)
(u)⊆
n
∑
i=1
∂hi (u) , (B.2)
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a igualdade e´ verificada quando no ma´ximo uma (ou nenhuma) func¸a˜o falha a condic¸a˜o de
diferenciabilidade estrita.
Proposic¸a˜o B.12 ([Bac07]). Seja h(u) = h1(u)+h2(u) em que h1, h2 sa˜o func¸o˜es de um sub-
conjunto convexo fechado Ω ⊂ U em R, h1 e´ Gaˆteaux diferencia´vel e h2 e´ convexa. Enta˜o se
u ∈ Ω e´ um minimizador de h, vale
h2(v)≥ h2(u)+
〈
−h′1(u) , v−u
〉
para qualquer v ∈ Ω.
Teorema B.13 ([Cla90]). Seja F um operador definido de U em um outro espac¸o de Banach
H e seja g um funcional em H . Suponha que F seja Fre´chet diferencia´vel em u e que h seja
Lipschitz pro´ximo de F (u). Enta˜o se f = h◦F e´ Lipschitz pro´ximo de u, vale
∂ f (u)⊆ [F ′ (u)]∗ ∂h(F (u)) .
B.3 Distaˆncias de Bregman
Definic¸a˜o B.14 ([dCS06]). Sejam Ω ⊂ U um conjunto convexo num espac¸o de Banach U e
h : Ω → R+ um funcional convexo, definimos a distaˆncia de Bregman generalizada induzida
pelo funcional h entre os elementos v,u ∈ Ω como
Dh (v,u) =
{
Dξh (v,u) | ξ ∈ ∂h(u)
}
,
em que
Dξh (v,u) = h(v)−h(u)−〈ξ , v−u〉 .
Proposic¸a˜o B.15 ([Bac07]). Sejam u,v,w ∈U em que U e´ um espac¸o de Banach, h : Ω → R+
um funcional convexo, ξ ∈ ∂h(u) e ζ ∈ ∂h(v) dois subgradientes. Enta˜o vale a igualdade
Dξh (w,u)−D
ζ
h (w,v)+D
ζ
h (u,v) = 〈ξ −ζ , u−w〉 .
Proposic¸a˜o B.16. Sejam Ω ⊂ U um conjunto convexo num espac¸o vetorial U e h : Ω → R+
definida por h(u) = h1(u)+h2(u) em que hi : Ω →R, i = 1,2 sa˜o funcionais convexos pro´prio
e h1 estritamente diferencia´vel. Enta˜o h e´ um funcional convexo e vale
Dξh (v,u) = D
ξ1
h1 (v,u)+D
ξ2
h2 (v,u) (B.3)
para todo v,u ∈ Ω.
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Demonstrac¸a˜o: Pela Proposic¸a˜o B.5 garantimos a convexidade de h.
Dado ξ ∈ ∂h(u) enta˜o existe ξ1 ∈ ∂h1(u) e ξ2 ∈ ∂h2(u) tal que ξ = ξ1 +ξ2, pela Proposic¸a˜o
B.11.
Portanto,
Dξh (v,u) = h(v)−h(u)−〈ξ , v−u〉
= h1(v)+h2(v)− [h1(u)+h2(u)]−〈ξ1 +ξ2 , v−u〉
= h1(v)−h1(u)−〈ξ1 , v−u〉+h2(v)−h2(u)−〈ξ2 , v−u〉
= Dξ1h1 (v,u)+D
ξ2
h2 (v,u)
conforme requerido. 
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AP ˆENDICE C -- Elementos de dualidade
Proposic¸a˜o C.1 ([Cla90]). Seja h um funcional Lipschitz contı´nuo numa vizinhanc¸a de u. Se h
atingi o mı´nimo ou ma´ximo local em u, enta˜o
0 ∈ ∂h(u) .
Definic¸a˜o C.2 ([Cio90]). Uma func¸a˜o contı´nua e estritamente crescente φ : R+ →R+, tal que
φ(0) = 0 e limt→+∞ φ(t) = +∞ e´ chamada func¸a˜o densidade.
Definic¸a˜o C.3 ([Cio90]). Uma aplicac¸a˜o de dualidade com densidade φ e´ uma aplicac¸a˜o mul-
tivaluada entre um espac¸o de H de Banach e seu dual H ∗ definida por
A(y) = {p ∈ H ∗ | 〈p , y〉= ‖p‖H ∗ ‖y‖ , ‖p‖H ∗ = φ (‖y‖)} .
Lema C.4 ([Cio90]). Seja φ uma densidade em R+ e ψ(t) = ∫ t0 φ(s)ds. Enta˜o ψ e´ uma func¸a˜o
convexa em R+.
Teorema C.5 ([Cio90]). Se A e´ uma aplicac¸a˜o de dualidade de densidade φ , enta˜o
A(y) = ∂ψ (‖y‖) .
Teorema C.6 ([Rud73]). Seja H um espac¸o normado e H ∗ seu dual. Enta˜o a bola fechada
unita´ria em H ∗,
B1 (0) = { f ∈H ∗ | ‖ f‖H ∗ ≤ 1}
e´ compacta na topologia fraco-∗.
