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Abstract
Classical black holes and event horizons are highly non-local objects, defined in terms of the
causal past of future null infinity. Alternative, (quasi)local definitions are often used in mathemat-
ical, quantum, and numerical relativity. These include apparent, trapping, isolated, and dynamical
horizons, all of which are closely associated to two-surfaces of zero outward null expansion. In this
paper we show that three-surfaces which can be foliated with such two-surfaces are suitable bound-
aries in both a quasilocal action and a phase space formulation of general relativity. The resulting
formalism provides expressions for the quasilocal energy and angular momentum associated with
the horizon. The values of the energy and angular momentum are in agreement with those derived
from the isolated and dynamical horizon frameworks.
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I. INTRODUCTION
The basic ideas of black hole physics are well-known. These foundations, including the
singularity, uniqueness, and area increase theorems [1], the laws of black hole mechanics
[2], and the identity between those laws and the laws of thermodynamics [3, 4], have been
understood for several decades. Perhaps the most remarkable conclusion to be garnered from
these results is the realization that black holes, in spite of their apparently exotic origin,
are not really so different from other objects studied by physics. Though classically they
harbour singularities in spacetime and have interiors that cannot causally effect the rest of
the universe, they still have physical properties such as mass, charge, angular momentum,
temperature, and entropy. Nevertheless there is at least one fundamental way in which they
are very different. With the exception of spacetimes that are known to be globally stationary,
the exact location and size of a black hole cannot be determined by local measurements;
instead the existence of a black hole event horizon is a property of the causal structure of
the spacetime. Further, in traditional black hole physics, physical properties such as mass
cannot be determined by local measurements, but instead are only defined with reference to
asymptotic structures. This, of course, contrasts quite strongly with most physical objects
which can be identified, measured, and understood without reference to the far future and
spatial infinity.
Given the non-local nature of event horizons, there has always been an interest in alterna-
tive, local, characterizations of black holes. The original alternative black hole signature was
the trapped surface [5] and these figure prominently in the definition of apparent horizons
[1]. More recently there have been several other (closely related) approaches. These include
trapping [6, 7], isolated [8], dynamical [9], and slowly evolving horizons [10]. All of these
will be discussed in more detail in Section IIA but for now the important point to note is
that they are all closely related to each other and defined by the convergence/divergence
of particular sets of null geodesics. Specifically they all share one common property : the
three-surface which they identify as a “horizon” can be foliated with spacelike two-surfaces
of vanishing outward null expansion. These alternative notions of horizons are especially
suited to studies of dynamic black holes. For an evolving black hole, the location of an
event horizon is impossible to determine unless one first understands the causal structure
of the entire spacetime. The alternative horizons do not face this problem as their location
depends only on local geometry — the calculations involved may be difficult, but at least
they are possible.
Thus, alternative horizons are closely associated with the study of black hole evolutions
and their interactions with their surroundings. The exchange of energy and angular momen-
tum between a black hole and its environment is one of the most basic physical problems
that might be investigated under these circumstances and this question has been addressed
under each of the approaches. Various formulae have been proposed for energy and angular
momentum associated with a horizon, as well as the flux of these quantities into and out of
the hole.
In this paper, we apply Hamiltonian methods to gain further insight into the energy and
angular momentum of horizons. Specifically, we examine quasilocal action and Hamiltonian
formulations of general relativity on manifolds which have horizons as boundaries. We begin
in Section III with a discussion of the action in the spirit of the well-known Brown–York
quasilocal action formalism [11, 12] and its non-orthogonal generalizations [13, 14]. We show
that any three-surface (regardless of signature) which can be foliated with spacelike two-
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surfaces of vanishing outward null expansion is a suitable boundary in a quasilocal action
formulation for general relativity, provided that we fix the intrinsic geometry of those two-
surfaces along with the connection on their normal bundles (a quantity closely associated
with angular momentum). This boundary information only needs to be fixed in a weak form
— up to diffeomorphisms which may “move it around”.
If we impose a notion of time on the quasilocal region, then we can perform a Legen-
dre transform of the action and so obtain a Hamiltonian for the spacetime. As in other
derivations of a Hamiltonian, the bulk part of this functional is made up of constraints and
so vanishes on solutions of the Einstein equations. Thus one can evaluate it on a slice of
a solution by examining only the geometry of the boundary. Consequently, we can derive
a quasilocal energy expression for these alternative horizons. As usual, the value of the
Hamiltonian is sensitive to the precise form of the action. With our boundary conditions,
there is a class of acceptable action functionals; the freedom in the action amounts to being
allowed to add free functionals of the fixed data to the original form. As a consequence, the
formalism fixes the energy only up to free functionals of the fixed data.
In Section IV, we turn from Lagrangian to Hamiltonian arguments and consider the
horizons as boundaries from the point of view of phase space, a symplectic structure, and
Hamiltonian evolutions of a quasilocal region of spacetime. This investigation helps to
further elucidate the allowed freedom in the definition of an energy and also gives us a
concrete expression for the angular momentum associated with the horizon. The calculations
follow the extended phase space formalism of [15] which is designed for situations where there
are fluxes of quantities such as energy and angular momentum through the boundaries. This
is in contrast to the standard Hamiltonian formalism which is designed for isolated systems
where there can be no flux of these quantities (and so they are conserved).
Applying this analysis, we derive expressions for the energy and the angular momen-
tum associated with the horizon. The energy expression so derived matches the one found
using the action/Legendre transform methods – essentially any diffeomorphism invariant
functional of the intrinsic boundary two-geometry and the connection on its normal bundle.
The new piece of information is the expression for the angular momentum.
Finally, in Section V we compare the Hamiltonian expressions for energy and angular
momentum with those arising from the isolated and dynamical horizon calculations. On
sections of the horizon which are null, we find that the angular momentum is identical to
that obtained in the isolated horizon framework. Additionally, if we restrict our generators
of rotation to divergence free vector fields, the associated angular momenta on spacelike
sections of the horizon agree with the dynamical horizon values. Next, we turn to the
energy. We can greatly restrict the freedom in the energy by requiring that it satisfy a
basic property: the value of the energy must transform appropriately with rescalings of
the evolution vector field. We find that in this case the natural evolution vector field is
the null vector, ℓ, for which the outward expansion vanishes. This is true even though it
is not, in general, tangent to the horizon. Furthermore, the energy associated to a given
evolution is then determined up to an overall constant rescaling. This constant can be fixed
by appealing to the dynamical horizon framework. With this choice, the energy derived
using Hamiltonian methods will satisfy the dynamical horizon flux law.
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II. LOCAL HORIZONS - A REVIEW
A. Definitions
There are several (quasi-)local definitions of a horizon. In this section, we summarize
the various definitions, highlighting both their similarities and differences, and emphasizing
those features relevant for the action and Hamiltonian calculations that will follow.
Spacelike two-surfaces and their null normal vectors feature prominently in each of the
alternative horizon definitions, so we begin by discussing them. For any spacelike two-surface
S, we can find families of null vectors that are normal to the surfaces. Up to normalization
and orientation, there are just two such null directions. If the spacetime is time-oriented
we can single out the forward-in-time pointing directions and so, up to rescaling, define two
future-pointing null normals ℓa and na. Then, if q˜ab is the two-metric on S, the expansion
associated with these vector fields is given by:
θ(ℓ) = q˜
ab∇aℓb and θ(n) = q˜ab∇anb (2.1)
These are expansions in the sense that if one Lie-drags S in the direction ℓa, and ǫ˜ is the
area two-form on S, then
L ℓǫ˜ = ǫ˜θ(ℓ) . (2.2)
Thus, θ(ℓ) describes how the area-form on S expands/contracts along ℓ. Similar arguments
apply to θ(n).
The two-surface S is said to be trapped if it is closed and the expansions of both ℓ and n
are negative at every point on S. A marginally trapped surface is a slight generalization of a
trapped surface; in this case, the expansions of the null vectors are required to be less than or
equal to zero. Trapped and marginally trapped surfaces can be contrasted to surfaces in flat
spacetime where one would expect the outward expansion of convex surfaces to be positive
everywhere, and the inward expansion negative. Intuitively, the negative expansion of both
null normals can be attributed to strong gravitational fields in the interior of S. This picture
is strengthened by the singularity theorems which state that (provided energy conditions are
satisfied), any spacetime containing a trapped surface must also contain a singularity [1, 16].
Furthermore, it can be shown that any trapped surface in an asymptotically flat spacetime
must be contained within an event horizon. Even in the absence of an appropriate asymptotic
structure, a trapped surface may always be extended into a spacelike three-surface that hides
its inside from its outside [17]. Thus, it seems natural that the various notions of a horizon
discussed below all make use of trapped or marginally trapped surfaces.
We begin with a brief discussion of apparent horizons [1]. Let Σ be an asymptotically
flat Cauchy surface. From an intuitive point of view, such a Σ is an “instant” in an asymp-
totically flat spacetime. Now, a point p ∈ Σ is said to be trapped if it lies on a trapped
surface that in turn is contained entirely in Σ; the total trapped region T is the union of
all the trapped points in Σ. An apparent horizon is then defined as the boundary A of the
total trapped region T . With certain assumptions about smoothness [18], it can be shown,
as one would expect, that θ(ℓ) = 0 on A . Further, it is true that T is itself contained within
an event horizon. In the case of stationary black hole solutions, such as Schwarzschild, T
completely fills the region of Σ inside the black hole and the apparent horizon coincides with
the event horizon.
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While it is certainly possible to identify an apparent horizon without reference to the far
future, it is not a trivial task to first locate all the trapped surfaces, find their union and then
obtain the boundary of that region. Further, one requires knowledge of the entire “instant”
before one can locate the apparent horizon. Finally, A won’t always satisfy the smoothness
assumptions mentioned in the previous paragraph (see [19] for a good discussion). All of
these factors can make working with A inconvenient (at the very least).
More recent quasilocal horizon definitions attempt to extract the idea of apparent horizons
as the boundaries of regions of especially strong gravitational fields, while dropping some of
their more unwieldy aspects. Specifically they circumvent a consideration of entire trapped
regions and focus directly on two-surfaces S of vanishing outward null expansion θ(ℓ) = 0.
This has the advantage of making the definitions quasilocal. Furthermore, as is the case for
apparent horizons, in asymptotically flat spacetimes such surfaces S are always contained
within event horizons. In common usage, for example in numerical relativity [20], the term
“apparent horizon” is frequently used to refer to the outermost two-surface for which θ(ℓ) = 0
as it is simply not practical to find the boundary of the total trapped region. However, one
should keep in mind that while in some circumstances the definitions are equivalent, these
surfaces do not always coincide with A.
Notions such as trapping, isolated, and dynamical horizons seek to formalize these vernac-
ular ideas of an apparent horizon and at the same time remove their somewhat problematic
dependence on Σ slicing. 1 Rather than considering two-dimensional surfaces with vanishing
outward expansion in some three-surface Σ, they instead define three-dimensional horizons
within the full four-dimensional spacetime. These horizons are required to be foliated by
closed spacelike two-surfaces Sv on which θ(ℓ) = 0. Thus, while slicings of the spacetime
may be found that are compatible with these θ(ℓ) = 0 surfaces (in which case they will often
be apparent horizons), the horizon definitions are independent of any such foliation of the
spacetime.2
We will begin by considering isolated horizons and then move on to the very closely
related trapping and dynamical horizons. For detailed discussions of the merits of each
approach the reader is referred to the literature. Here we will briefly review their relevant
properties and demonstrate that each falls within the scope of the upcoming calculations.
Isolated horizons [8] are intended to characterize black holes that are not interacting
with their surroundings, even though those surroundings may themselves be dynamic. An
isolated horizon is a null three-surface whose null normal has zero expansion. Every foliation
of an isolated horizon will have the same outward null normal, whence the foliation into two-
surfaces is not important. Making use of a mild energy condition, it is straightforward to
demonstrate that isolated horizons don’t change in either shape or size and no energy flows
across them. With an additional restriction on the permitted class of null normals ℓa, it
can be shown that isolated horizons obey the zeroth law of black hole mechanics, namely
that the surface gravity is constant over the horizon. Furthermore, a phase space version
of the first law has been shown to hold. Finally, loop quantum gravity calculations have
demonstrated that they have an entropy proportional to their surface area [22].
1 For example, it is well-known that even Schwarzschild spacetime may be foliated so that there are no
apparent horizons in any slice [21] .
2 Note however that the slicing dependence discussed in the last footnote is then replaced by a non-rigidity
of the horizons. In general the two-surfaces making up these horizons may be smoothly deformed while
keeping their θ(ℓ) = 0 property. See [25] for a recent discussion of this non-uniqueness.
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Trapping horizons [6] are defined as three-surfaces (of indeterminate signature) that can
be foliated with θ(ℓ) = 0 two-surfaces S. By themselves these conditions are not enough to
distinguish between outer and inner black hole horizons or for that matter between black
holes and white holes. Additional conditions are added to define future outer trapping
horizons (FOTHs). A FOTH is a trapping horizon that also satisfies the property that
θ(n) < 0 and L nθ(ℓ) < 0. Thus, ingoing null geodesics are converging, while outgoing
null geodesics converge inside the horizon, diverge outside and have zero expansion on the
horizon. Given a three-surface Σ that intersects a FOTH along a foliating two-surface S,
these conditions are intended to ensure that the region inside of S is trapped, while the region
outside will not be (thus S should be apparent horizon). In a spacetime respecting the null
energy condition, the above conditions are sufficient to guarantee that dynamic trapping
horizons are spacelike and expanding, and so individually obey a form of the second-law
of black hole mechanics. In the absence of (gravitational wave) shearing or matter falling
across the horizon, they are null and non-expanding. Finally for energy condition violating
matter, horizons can shrink in size, in accord with Hawking radiation.
A slowly evolving horizon [10] is an “almost” isolated FOTH and so defined in the same
way but with an extra condition that characterizes “almost”. Intuitively, these horizons can
be thought of as FOTHs which are only weakly interacting with their environment. In this
regime, a truly dynamical version of the first law for black holes has been formulated. This
is also the regime of interest for studying the approach to equilibrium after a gravitational
collapse or black hole merger.
A dynamical horizon (DH) [9] is also closely related to a FOTH. It is a spacelike three-
surface that can be foliated with spacelike two-surfaces for which θ(n) < 0 and θ(ℓ) = 0. Here,
the requirement that the surface be spacelike has replaced the L nθ(ℓ) < 0 condition of the
FOTH. This ensures that the horizon can be identified without the need to take derivatives
out of the three-surface. In cases where the horizon is expanding (which are largely the cases
of interest) the Einstein equations along with energy conditions ensure that the definitions of
dynamical horizons and FOTHs are equivalent. It has been shown that dynamical horizons
satisfy a variety of conservation laws that relate the change in horizon properties to fluxes
of stress-energy and matter across the horizon. The connection between those laws and the
calculations of this paper will be discussed further in Section V.
Finally, there has recently been some discussion of non-FOTH/DH extensions of
FOTHs/DHs [23, 24, 25]. Referred to as marginally trapped tubes (MTTs), these are
three-surfaces that satisfy θ(ℓ) = 0 and θ(n) < 0 but are not not necessarily everywhere null
or spacelike. In the terminology of trapping horizons, they are future trapping horizons
with the slight generalization that L nθ(ℓ) may take any value. It has been shown that a
single MTT can include not only regions that are isolated and dynamical but also regions
with timelike signatures (where L nθ(ℓ) < 0). Such regions appear to be associated with
extreme conditions where new horizons form outside of old ones. Though these so-called
timelike membranes probably cannot be viewed as horizons (they are traversible in both
directions), they can evolve directly into/from DHs and so need to be kept in mind during
the following discussions as possible quasilocal boundaries. That said, MTTs will usually
be excluded from consideration in the following as they introduce complications such as
non-trivial intersections with any foliation Σt of the spacetime (see [24] for many examples
of these complications).
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B. Horizon Geometry
In the preceeding section, we have discussed many different local horizon formulations.
Here, we would like to examine the geometrical properties of the horizons, focussing in
particular on those which are common to all the formulations. Initially, we will restrict
our attention to two-surfaces S of zero expansion which foliate a three-surface H . The
intrinsic geometry of the horizon is completely determined by the two-metric q˜ab and the
corresponding area two-form ǫ˜ introduced previously. The extrinsic geometry of the surface
is partially characterized by the extrinsic curvatures (kab) of S along the null directions,
1
2
θ(ℓ)q˜ab + q˜acq˜bdσ
cd
(ℓ) = k(ℓ)ab := q˜
c
a q˜
d
b ∇cℓd and
1
2
θ(n)q˜ab + q˜acq˜bdσ
cd
(n) = k(n)ab := q˜
c
a q˜
d
b ∇cnd . (2.3)
Here, θ(ℓ) and θ(n) are the expansions of the null normals, introduced previously, while σ
ab
(ℓ)
and σab(n) are the shears along ℓ and n respectively. Since ℓ and n are null normals to the
surface S they are, by definition, twist free. The expansion of ℓ is required to vanish on all
the horizons discussed above. The other quantities will generically be non-zero except on an
isolated horizon when the shear σab(ℓ) must also vanish as there can be no flux of gravitational
energy across the horizon.
The rest of the extrinsic geometry is described by the connection on the normal bundle
to S,
ωa = −nc∇aℓc . (2.4)
This quantity is closely associated in many of the formalisms with physical characteristics
of the horizons. On an isolated horizon, the surface gravity is obtained by contracting with
ℓ, whence κ(ℓ) = ℓ
aωa = −ℓanc∇aℓc. Additionally, the two-surface components of ω, namely
ω˜a = q˜
b
a ωb = −q˜ ba nc∇bℓc , (2.5)
are often associated with quasilocal angular momentum [8, 9, 11, 26, 27]. Specifically, on
an axisymmetric isolated or slowly evolving horizon with a symmetry generated by φa, the
angular momentum is given by
JIH [φ] = − 1
8πG
∫
S
ǫ˜φaω˜a . (2.6)
The definition of angular momentum on a dynamical horizon is slightly different. Since
dynamical horizons are by definition spacelike, we can introduce the timelike unit normal
to the horizon τˆa and the unit spacelike normal to the leaves of the horizon, rˆa. Then, the
angular momentum is constructed from these vector fields as
JDH [φ] =
1
8πG
∫
S
ǫ˜φarˆb∇aτˆb . (2.7)
Then, it is straightforward to integrate the diffeomorphism constraint over the horizon to
obtain a flux law for angular momentum [9]. Specifically, given a region of the horizon ∆H
bounded by two surfaces S2 and S1, the angular momentum satisfies
J2[φ]− J1[φ] =
∫
∆H
(H)
ǫ
{
Tabτˆ
aφb +
1
16πG
P ijτˆ L φqij
}
. (2.8)
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In the above
(H)
ǫ is the natural volume form on the horizon. The two terms in (2.8) can
then be interpreted as the flux of matter and gravitation angular momentum through the
horizon.
III. THE ACTION
In this section we construct an action formulation for general relativity over a quasilocal
region of spacetime that includes a trapping horizon H as one of its boundaries. To do this,
we first introduce the spacetime M of interest, and then we specify appropriate boundary
conditions on each boundary of the spacetime. Those on the horizon will be specified
in terms of the geometrical properties discussed in Section IIB while those on the other
boundaries are standard and well-known. Combining these with an action whose bulk term
is the usual Einstein-Hilbert term, we show that the first variation of the action vanishes
in the required way if the Einstein equations hold in the bulk. Thus, an action formulation
exists for spacetimes which have a horizon as a boundary. Finally, by performing a Legendre
transform, we derive a corresponding quasilocal Hamiltonian from this action. In the usual
way, the form of this functional then provides a definition of the energy associated with the
region and its assorted boundaries.
A. The spacetime and its boundaries
Let M be a finite region of spacetime with metric gab, metric-compatible derivative ∇a,
and four-volume form ǫabcd (also written as ǫ). We require M to be time orientable and
diffeomorphic to [0, 1]× [0, 1]× S2, where the four boundaries are:
1. a spacelike past boundary Σ1 which represents the initial configuration,
2. a spacelike future boundary Σ2 which represents the final configuration,
3. a timelike outer boundary B, and
4. an inner horizon boundary H which is foliated by two-spheres 3 Sv of zero outward
null expansion (θ(ℓ) = 0).
The two-dimensional intersections of these boundaries are B1 = Σ1 ∩ B, B2 = Σ2 ∩ B,
S1 = Σ1 ∩H , and S2 = Σ2 ∩H . Figure 1 provides a three-dimensional representation of the
manifold M and these assorted boundaries.
In describing the precise boundary conditions on each of the surfaces and also in the
ensuing calculations, it will often be important to distinguish between four-dimensional
quantities and those defined exclusively in the various two- and three-dimensional surfaces.
To this end, we introduce some notational conventions. Tensor fields which are elements of
the tensor bundles of the full spacetime will be labelled with lower case early alphabet Latin
3 Strictly speaking the only property of S2 that we will need in the following calculations is that it is closed.
That said it can be shown [6] that in most physically interesting situations, the Einstein equations along
with energy conditions actually restrict the Sv to being topologically S
2. Thus, for definiteness, we make
this assumption.
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B2
Σ1
B
B1
Σ2
SvH
FIG. 1: A three-dimensional representation of M along with its boundaries.
indices (a, b, c, etc.). Tensors in the bundles associated with three-dimensional hypersurfaces
will be labelled with lower case mid-alphabet Latin indices (i, j, k, etc.) and tensors in the
bundles associated with two-dimensional surfaces will be labelled with upper case Latin
indices (A,B,C, etc.). Additionally, we will need to map tensors between the tensor bundles
associated with the different manifolds. We will write all pull-back/push-forward operators
as p with indices added to indicate which spaces it maps between. Thus, the four-dimensional
metric gab pulled back into a two-dimensional surface would be written p
a
A p
b
B gab, while a
three-dimensional vector vi would push forward to p ai v
i in the full spacetime. Of course,
as indicated by the indices, only fully covariant tensors may be pulled back and only fully
contravariant tensors may be pushed forward in a metric independent way. If we wish to
project tensors of a different rank we must make use of the metric, rendering the results
metric dependent.
With the preliminaries out of the way, we now describe in more detail the various bound-
aries of M . Figure 2 provides a two-dimensional representation of the spacetime M and its
boundaries. Surface normals and other important vector fields are also shown.
Initial and final boundaries : Σ1,Σ2
Denote the future directed unit normal vectors to the spacelike boundaries Σ1,2 by uˆ
a.
Then, the three-metric on the surfaces Σ is given by hij which satisfies h
ab := p ai p
b
j h
ij =
gab + uˆauˆb. The metric compatible derivative operator is Di. We obtain the three-volume
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Σ1
B
M
H
Σ2
nˆa
u¯a
uˆa
nˆa
na
n¯a
S1
B2
uˆa
Va
ℓa
τa
S2
B1
FIG. 2: A two-dimensional representation of the spacetime containing M (the lightly shaded
region), showing the past and future three-boundaries Σ1 and Σ2 along with the inner and outer
three-boundaries H and B. The intersections of these surfaces S1,2 and B1,2 are also shown along
with the orientations of the assorted normal vector fields for the case where H is spacelike and
expanding. The darkly shaded region is the interior of H – the “hole”. Each point of this schematic
is a two-sphere in the real M .
form by contracting the four-volume form with the normal uˆa.4 Thus,
(Σ)
ǫabc = ǫabcduˆ
d from
which it follows that ǫ = uˆ ∧(Σ)ǫ. Finally, the extrinsic curvature of Σ in M is given by
Kab(uˆ) = h
achbd∇cuˆd.5
Outer boundaries : B, B1,B2
In keeping with the standard quasilocal action analyses, we take the outer boundary B
to be timelike with n¯a as its outward pointing spacelike unit normal. Then, the three-
metric on B is γij, where γ
ab = p ai p
b
j γ
ij = gab − n¯an¯b and it defines the metric compatible
derivative ∆i. The extrinsic curvature K
ab
(n¯) = γ
acγbd∇cn¯d and the volume form is taken to
be
(B)
ǫabc = −ǫabcdn¯d, so that ǫ = n¯ ∧(B)ǫ. 6
The outer boundary B intersects Σ1 and Σ2 on the spacelike two-surfaces B1 and B2.
We do not require that this intersection be orthogonal (i.e. there is no requirement that
uˆ·n¯ = 0). Thus, we introduce two additional normals: nˆa, the outward unit spacelike normal
4 The volume form is induced on every submanifold by Stokes theorem. It can be found by contracting
ǫabcd with the outward normal on the last index.
5 For those familiar with the work of Brown and York [11], note that they define extrinsic curvature with
the opposite sign.
6 Note that this is the opposite of the volume form induced by Stokes theorem. Consequently we will
introduce a minus sign when integrating an exact derivative out to the boundary B.
10
to B1,2 in Σ1,2, and u¯a, the future directed timelike unit normal to B1,2 in B (as illustrated
in figure 2). Defining η = −uˆ · n¯, the unit normals are related by
u¯a =
√
1 + η2 uˆa + η nˆa and n¯a = η uˆa +
√
1 + η2 nˆa . (3.1)
Clearly, when η = 0, u¯a = uˆa and n¯a = nˆa and so the Σ/B intersection is orthogonal.
The two-metric on B1,2 is denoted γ¯AB and its inverse pushes forward to γ¯ab = hab−nˆanˆb =
γab + u¯au¯b. The derivative operator compatible with this metric is dA. The volume form ǫ¯
on B1,2, is given by ǫ = u¯ ∧ n¯ ∧ ǫ¯ = uˆ ∧ nˆ ∧ ǫ¯.
Inner boundaries: H, S1, S2
A discussion of the inner boundary H is more involved than that of the outer boundary.
Since this boundary is required to be a trapping horizon:
1. H has additional structure in the form of a foliation into the θ(ℓ) = 0 spacelike two-
surfaces and
2. there is no restriction on the signature of H and so it can be spacelike, null, timelike,
or conceivably some mixture of the three.
We label the foliation two-surfaces Sv, where v is a foliation parameter. Furthermore, we
assume that S1 ≡ Σ1 ∩H and S2 ≡ Σ2 ∩H are the initial and final leaves of that foliation.
That is, S1 ≡ Sv1 and S2 ≡ Sv2 and v1 ≤ v ≤ v2. The foliation parameter naturally induces
the one-form dv ∈ T ∗H normal to the horizon 2-surfaces. In addition, we introduce a vector
field ∂
∂v
tangent to the horizon and satisfying L (∂/∂v)v = 1. It is not unique, but will be
useful in describing how the cross-sections Sv evolve.
Since the horizon is foliated, we can introduce normals to the two-surfaces. It is most
convenient to work with the null normals ℓa and na to the surfaces Sv. This will allow us to
treat timelike, spacelike and null horizons H together and also make it easier to impose the
condition that θ(ℓ) = 0. As shown in figure 2, we let ℓ
a be outward (towards B) and future
pointing while na will be inward (away from B) and also future pointing. Furthermore, we
require the standard normalization ℓ·n = −1. This, however, still leaves one rescaling degree
of freedom in the null vectors which will be important during the calculations. Irrespective
of how this is chosen, the two-metric q˜AB satisfies q˜
ab = p aA p
b
B q˜
AB = gab+ ℓanb+naℓb. As on
the other two-surfaces, the metric compatible derivative will be denoted dA. Additionally,
in Section IIB we have introduced the extrinsic curvatures kAB(ℓ) and k
AB
(n) of the null vectors,
as well as the one form ω˜A which contains the angular momentum information.
On the initial and final cross sections of the horizon, we can relate the null normals ℓ and
n to those inherited from Σ1 and Σ2. Specifically, we have the timelike normal uˆ
a inherited
from the Σ1/Σ2 boundaries and the outward-pointing spacelike normal nˆ
a to S1/S2 in Σ1/Σ2
as shown in figure 2. Then
ℓa = ζ(uˆa + nˆa) and na =
1
2ζ
(uˆa − nˆa) , (3.2)
for some function ζ . Furthermore, we can also write the two-metric as q˜ab = gab+uˆauˆb−nˆanˆb.
We now turn to characterizing the three-dimensional horizon H . We begin by introducing
a normal to H in M , which we denote τa, and a vector field Va that is both tangent to H (so
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that Vaτa = 0) and perpendicular to the Sv. Both are assumed to be future pointing (in the
sense that V · n and τ · n are strictly negative). Since the horizon is not of fixed signature,
there is no natural normalization for these structures, however, it will often be convenient
to normalize both relative to the foliation label v. Thus, we require
L Vv = 1 ⇔ ∂
∂v
= V + V˜ where V˜ ∈ TSv . (3.3)
and furthermore,
τ · τ = −V · V . (3.4)
For those familiar with dynamical horizons [9], when H is spacelike, Va is spacelike and
proportional to the unit vector rˆa of those papers. Similarly τa becomes timelike and is
proportional to the unit τˆa of those papers. By contrast, when H is null, the fields are
degenerate and are both parallel to ℓ.
For a given two-surface Sv, we have introduced two sets of (future-pointing) normal vector
fields: (ℓa, na) and (Va, τa). Clearly these must be related. To this end, we introduce a scalar
field C on H chosen so that ℓa+Cna is normal to H , and hence proportional to τa. It follows
that ℓa − Cna will then lie in H and be proportional to Va. Therefore, we can write
Va = α(ℓa − Cna) and τa = α(ℓa + Cna) , (3.5)
for some α > 0 on H . The sign of C naturally relates to the signature of the induced metric
qij = p
a
i p
b
j gab on H ; specifically, if C < 0, C = 0, or C > 0, H is respectively timelike, null,
or spacelike. Finally, the orientation of the volume form on the horizon is chosen so that
ǫ = τ ∧ dv ∧ ǫ˜ = −ℓ ∧ n ∧ ǫ˜ . (3.6)
Note that we have said very little about the geometry of H itself. The reason for this is
that the ensuing calculations will largely focus on two-surface rather than three-dimensional
quantities. This is the most convenient way to proceed given that H does not have a fixed
signature and so may change between spacelike, null, and timelike signatures. Similarly, in
order to avoid having to deal with the timelike, null, and spacelike quantities seperately we
choose not to work with normalized quantities such as τˆa and rˆ
a which are ill-defined if H
becomes null.
B. Boundary conditions
In order to obtain a well-defined action principle, it is necessary to specify boundary
conditions for all of the boundary manifolds presented in the previous section. First, on the
initial and final boundaries Σ1 and Σ2, as well as the outer boundary B, we fix the three
metric. Similarly on the two-dimensional intersections B, we fix the two-metric. Thus, we
require that
δhij = 0 , δγij = 0 and δγ¯AB = 0 . (3.7)
These are by no means the only permissible boundary conditions, but they are by far the
most common. See [12] for a discussion of alternative boundary conditions.
The situation onH is more complicated and consequently more interesting. We start with
a defining condition, θ(ℓ) = 0, and so expect it to play an important role in any calculations
— otherwise the resulting action formulation will in no way be tied to horizons. With this
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principle in mind we reject the idea of fixing the full three-metric qij as this would give a
well-defined action principle regardless of the value of θ(ℓ). Geometrically, it would also seem
to be overly profligate compared to what is done on the other boundaries. For example, for
Σ1, the geometry is fully specified by its intrinsic metric, hij, and extrinsic curvature, K
ij
(uˆ).
Each of these has six components, so for Σ1 with standard boundary conditions, six out of
a possible twelve geometric components are fixed. Now, if we fix qij on H as well as θ(ℓ) = 0
we would essentially have fixed seven of those components. By contrast, the path that we
follow in this paper will fix θ(ℓ) = 0 along with just five other components of the surface
geometry on H , and each of those conditions will play a crucial role in the calculations.
H is also different from the other boundaries in that it comes with a foliation. This
foliation is not just an optional structure imposed on H , but is crucial to its very definition.
Without the foliation, the key θ(ℓ) = 0 condition is not well defined and, furthermore, for a
given (spacelike) H this foliation is unique [25]. Given this intricate association of H and
its foliation, it is perhaps not surprising that it also features prominently in our boundary
conditions on H . We fix:
1. θ(ℓ) = 0,
2. the spacelike two-metric q˜AB on each Sv (which also fixes ǫ˜),
3. ω˜A = −p aA nb∇aℓb (the connection on the normal bundle to each Sv), and
4. ℓ←−i = p ai ℓa, the pull-back of ℓa to T ∗H .
Then in the action formulation, the first variation of each of these quantities is zero. The
foliation surfaces Sv as well as their coordinate label v are also kept fixed under these
variations.
The first condition is simply one of the defining conditions for a trapping or dynamical
horizon. Note however, that other defining conditions such as θ(n) < 0, L nθ(ℓ) < 0, or H
being spacelike, are not imposed. Thus, these boundary conditions apply equally well to
dynamical horizons or any of the varieties of trapping horizons, including those usually taken
to represent white holes or inner black hole horizons [6]. It also includes three-dimensional
surfaces traced by smoothly evolving apparent horizons.7
The second condition fixes the intrinsic geometry of each of the Sv two-surfaces and so
is somewhat similar to the usual fixing of the boundary metric. The difference, of course, is
that here only the two-geometries are fixed. The rest of the three-geometry which gives the
details how the two-surfaces evolve into each other, including the signature of H , is left free.
Thus, while we know quantities such as the curvature scalar and area of the two-surfaces,
the boundary conditions won’t fix such things as the shear of H , or indeed any other locally
defined rate of change.
The third condition fixes another part of the extrinsic geometry of Sv by specifying the
connection on the normal bundle. Equivalently, it may be thought of as fixing the angular
momentum of the horizon. Combined with the previous conditions, we see that the boundary
7 However, we do not allow for situations where L nθ(ℓ) changes sign and so C diverges, such as the space-
times considered in [24]. These situations can be dealt with fairly easily by sectioning the horizon into
spacelike/timelike sections over which C is well-defined, but for simplicity we will not consider these cases
here.
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conditions on H are mixed in the sense that they fix parts of both the intrinsic and extrinsic
(two) geometry of the Sv. This contrasts with the conditions on B and Σ1,2 which exclusively
fixed the intrinsic (three) geometry. It is interesting to note that Epp [27] presented counting
arguments which suggest that knowledge of the intrinsic geometry of a two-surface plus the
curvature on its normal bundle should be sufficient to uniquely determine its embedding in
a four-dimensional space of constant curvature. Thus, in this sense, the information that
we have specified on Sv can be thought of as a complete set of data that fully specifies its
geometry.
Finally, we come to the fourth term. At first glance it may appear that we are fixing
a seventh “component” of the geometry (given that θ(ℓ) = 0 is one, q˜AB gives three, and
ω˜A gives two). However, that is not the case. Recall that when defining ℓa we left its
normalization (and so that of na) unspecified. This condition removes that degree of freedom.
Hence, it is essentially equivalent to a requirement like the one that specifies that extrinsic
curvatures should be defined using unit-normal vectors to surfaces. Just as such a definition
is necessary so that a discussion of extrinsic curvature is meaningful, here we need a fix to
give ω˜A a geometric meaning — otherwise it would change with rescalings of ℓa. Keep in
mind that we only fix the pullback of ℓ to H , not ℓa itself (which would have geometric
significance).
C. The quasilocal action and its variation
Having defined M and established this notation, we turn to the action itself. The action
for the region M and its boundaries is given by
IH =
1
16πG
∫
M
ǫR+ 1
8πG
∫
Σ2−Σ1
(Σ)
ǫKuˆ (3.8)
− 1
8πG
∫
B
(B)
ǫKn¯ +
1
8πG
∫
B2−B1
ǫ¯ sinh−1(η)
+
1
8πG
∫
H˜
ǫ ∧ dv
(
κV + V˜
Aω˜A
)
− 1
8πG
∫
S2−S1
ǫ˜ ln ζ ,
where R is the Ricci scalar over M , κV is given by
κV = Vaωa = −Vanb∇aℓb , (3.9)
and V˜ a is defined in (3.3). Equivalently, κV + V˜
Aω˜A =
(
∂
∂v
)i
ωi, and so we see that this
action explicitly depends on both the foliation and the associated vector field
(
∂
∂v
)
(though
in the upcoming calculations, we will see that this is essentially a gauge dependence only as
the variation of IH will vanish whatever the value of these coordinate quantities).
The bulk, Σ, B, and B boundary terms are standard and found in all discussions of the
gravitational action. The integral of the Ricci scalar over M is the Einstein-Hilbert bulk
term while the integrals over Σ1, Σ2, and B are the usual extrinsic curvature terms which
must be included when M has timelike/spacelike boundaries (see, for example, [16]). The
fourth term may be a little less familiar, but is also well known [28]. This “corner” term is
necessary when the Σ boundaries do not orthogonally intersect B; that is uˆan¯a 6= 0. The
final two terms arise at the horizon boundary and so are new, though we immediately note
that the last is a “corner” term between H and Σ1,2.
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Evaluating the first variation of this metric is a non-trivial calculation. Most readers will
not be interested in the details and so they are relegated to Appendix A. Here, we just
quote the final result:
δIH =
1
16πG
∫
M
ǫGabδg
ab − 1
16πG
∫
Σ2−Σ1
(Σ)
ǫ
(
Kijuˆ −Kuˆhij
)
δhij (3.10)
+
1
16πG
∫
B
(B)
ǫ
(
Kijn¯ −Kn¯γij
)
δγij +
1
8πG
∫
B2−B1
(δǫ¯) sinh−1(η)
+
1
16πG
∫
H
dv ∧ ǫ˜ (s˜ABδq˜AB)+ 1
8πG
∫
S2−S1
δǫ˜ (1− ln ζ)
+
1
8πG
∫
H
{
ǫ˜ ∧
(
(δ ℓ←−)θ(n) − (δn←−)θ(ℓ)
)
+ V˜ A δ (dv ∧ ǫ˜ ω˜A)− δ
(
2θ(ℓ)n←−∧ ǫ˜
)}
.
Here, the quantity s˜AB is given by
s˜AB = (kτ + κV)q˜
AB − kABτ , (3.11)
while ℓ←− and n←− respectively denote the pull-backs of ℓa and na into H .
As for the action itself, the boundary terms on Σ1 , 2 and B1 , 2 are completely standard
and it is clear that fixing δhij = 0 and δγij = 0 will ensure that these vanish. Similarly, it is
not hard to see that our boundary conditions from Section IIIB are sufficient to ensure the
terms on H and S1 , 2 vanish. Thus, δIH = 0 if and only if Einstein’s equations hold in the
bulk and so this action is well-formulated.
Finally we note that, as in most Lagrangian analyses, the action that we have considered
is not the only action compatible with the given boundary conditions. In fact, any functional
of the form
I ′H = IH + (functional of the fixed data) , (3.12)
will work equally well, since the variation of a functional of the fixed data is zero. The
implications of this freedom will be discussed in more detail in Section III E.
D. Weak boundary conditions
In the previous section, we have seen that the action principle is well-formulated for a
manifold with a trapping horizon boundary. In the calculation, the boundary conditions have
been imposed in the standard way; namely by requiring that variations of fixed quantities
vanish. However for boundary conditions such as those on B, it has recently been shown
[14, 15] that a weaker form of the boundary conditions can be used instead. These weak
boundary conditions only fix the data up to diffeomorphisms. The motivation for this is the
principle that physical theories should be generally covariant. In the presence of boundaries,
we take this to mean that while we may (partially) specify the geometry of those surfaces,
we should not tie that geometry to specific points of Σ1 , 2, B1 , 2, S1 , 2, B or H — just as
in general relativity spacetime geometry isn’t tied to points of an underlying manifold (or
equivalently a coordinate system).
We now show that the boundary conditions of Section IIIB can also be applied in this
weak form — up to diffeomorphisms which preserve the underlying manifold structure of
the boundaries. Therefore, we require that
δhij = L Y hij , δγij = L Zγij and δγ¯AB = L y¯γ¯AB (3.13)
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where Y i ∈ TΣ1,2, Z i ∈ TB and y¯A ∈ TB1,2. Since the boundaries B1,2 must be preserved
(and so mapped into themselves), we impose the further restrictions that
Y a = Za = y¯a on B1,2 , (3.14)
where each of these is the push-forward of the appropriate lower-dimensional vector field.
Similarly, at the horizon, we allow diffeomorphisms which preserve the geometric struc-
ture, which in this case includes the foliation Sv. Thus, such maps should send all points
in a given leaf Sv into a second leaf SφX(v) for some function φX(v) : [v1, v2]→ [v1, v2]. The
most general vector fields generating a one-parameter family of diffeomorphisms of this type
take the form
X i = xoV i + p iA x˜A where x˜A ∈ TSv , (3.15)
where xo = xo(v) is a function of the foliation parameter v, and
xo = 0 and Y
i = x˜i on S1,2 . (3.16)
Then, the weak form of the boundary conditions fixes :
δq˜AB = LX q˜AB , δω˜A = LXω˜A , δ ℓ←−i = LX ℓ←−i and θ(ℓ) = δθ(ℓ) = 0 . (3.17)
The action principle will remain well-defined if we also enforce the diffeomorphism con-
straint on each of the boundary three-surfaces. This is not a big assumption as these are
naturally induced if the Einstein equations hold in the bulk. Given a normal χa and a
tangent vector Xa to a surface, the (vacuum) diffeomorphism constraint on that surface is
XaG ba χb = 0. Then on Σ1 , 2 and B this constraint says that
Di
(
Kijuˆ −Kuˆhij
)
= 0 and ∆i
(
Kijn¯ −Kn¯γij
)
= 0 , (3.18)
where we respectively take uˆ and nˆ as the normal vectors.
The situation on H is a little more complicated since its uncertain signature means that
we cannot utilize unit normals or assume the existence of a (unique) inverse metric. The
most useful form for our purposes is found by taking τa (defined in equation (3.5)) as the
normal and evaluating
XaG ba τb = 0 , (3.19)
where we continue to assume that Tab = 0. For the current calculation we further specialize
this by integrating over Sv. Then, as noted in [10]:
1
8πG
∫
Sv
{
κVLX ǫ˜+ x˜AL V [ǫ˜ω˜A]
}
=
1
16πG
∫
Sv
ǫ˜
{
kABτ LX q˜AB + 2αCLXθ(n)
}
. (3.20)
A full derivation of this result will be found in [29], but for now a few lines of algebra puts
it into a more useful form for the current calculation:
1
8πG
∫
S2−S1
ǫ˜(x˜Aω˜A) =
1
8πG
∫
H
{
dv ∧ ǫ˜
(
s˜AB
2
LX q˜AB
)
− ǫ˜ ∧ (LX ℓ←−)θ(n) − V˜
ALX(dv ∧ ǫ˜ω˜A)
}
.
(3.21)
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With the weaker boundary conditions, the variation of the action (3.10) becomes
δIH =
1
16πG
∫
M
ǫGabδg
ab − 1
16πG
∫
Σ2−Σ1
(Σ)
ǫ
(
Kijuˆ −Kuˆhij
)L Y hij (3.22)
+
1
16πG
∫
B
(B)
ǫ
(
Kijn¯ −Kn¯γij
)L Zγij + 1
8πG
∫
B2−B1
(L yǫ¯) sinh−1(η)
+
1
16πG
∫
H
dv ∧ ǫ˜ (s˜ABLX q˜AB)+ 1
8πG
∫
S2−S1
L x˜ǫ˜ (1− ln ζ)
+
1
8πG
∫
H
{
ǫ˜ ∧
(
(LX ℓ←−)θ(n) − (δn←−)θ(ℓ)
)
+ V˜ ALX (dv ∧ ǫ˜ω˜A)− δ
(
2n←−θ(ℓ) ∧ ǫ˜
)}
.
The diffeomorphism constraints of Σ1,2 and B allow us to rewrite the boundary terms on
those surfaces as exact derivatives. These can then be integrated to give contributions on
B1,2 and S1,2. Similarly, the horizon constraint (3.21) can be used to replace the terms on
H with a term on S1,2. Therefore, we arrive at
δIH =
1
16πG
∫
M
ǫGabδg
ab +
1
8πG
∫
B2−B1
{
(L yǫ¯) sinh−1(η)− ǫ¯ya
(
nˆb∇auˆb + u¯b∇an¯b
)}
+
1
8πG
∫
S2−S1
{
(L x˜ǫ˜) (1− ln ζ) + ǫ˜x˜a
(
nˆb∇auˆb + n¯b∇au¯b
)}
(3.23)
Finally, we can make use of the relationship between η, nˆ, uˆ and n¯, u¯ given in (3.1)
to show that the terms on B1,2 evaluate to an exact derivative which then integrates to
zero. Similarly the terms on S1,2 are exact as can easily be seen by using the relationship
between ζ , nˆ, uˆ and ℓ, n given in (3.2). The only remaining term is then the bulk term which
vanishes for solutions to Einstein’s equations. Thus, we have shown that the action principle
remains well formulated when we enforce weak boundary conditions while requiring that the
diffeomorphism constraints hold on the boundaries of the spacetime.
With these weak boundary conditions, the freedom in the action is vastly reduced as
boundary terms like those of (3.12) must now be covariantly defined. That said, it is clear
that the parameter space of possible actions remains large and, for example, includes all
actions of the form
I ′H = IH +
∫
Σ2−Σ1
FΣ(hij) +
∫
B
FB(γij) +
∫
H
FH(q˜AB, ω˜A, ℓ←−, θ(ℓ), v) , (3.24)
where the F are required to be dimensionally correct, but are otherwise freely defined vol-
ume forms with the displayed functional dependencies. A lot has been written on possible
boundary terms on B (see for example [11, 27, 30]) but for now we simply note that the
mathematical formalism allows these freedoms and that they can only be further reduced
by imposing extra restrictions on the system. A good example of such a restriction is the
requirement that the evaluated action not diverge in asymptotically flat spacetimes as B is
taken to infinity. In this case extra boundary terms on B not only may, but in fact must be
added to the action to remove such divergences.
In this paper, the external boundary B is not the chief concern and so we will not consider
these terms further. Instead we focus on the internal boundary H and so consider actions
that are equivalent to IH up to terms of the form
∆I = −
∫
dvE[q˜, ω˜, ℓ←−, θ(ℓ), v] , (3.25)
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FIG. 3: A three-dimensional volume Σt along with its boundaries and their normals.
where E[q˜, ω˜, ℓ←−, θ(ℓ), v] is a free functional of the fixed data with dimension length. The
requirement that the extra boundary term break up in this way is natural given the primary
role played by the foliation of H . As we will now see, such terms are also very convenient
as they allow for a clean Legendre transform of the action.
E. Legendre transform to obtain a Hamiltonian
In the previous sections it has been shown that the action IH (3.8) is valid with either
a strong or a weak fixing of the boundary conditions. In this section we introduce a notion
of time to M which then allows us to perform a Legendre transform on the action and so
derive a corresponding Hamiltonian functional.
Flow of time and associated quantities
Coordinate time must be externally imposed in general relativity. We do this in the following
manner. First, foliate M with spacelike (partial Cauchy) surfaces {(Σt, hij); t1 ≤ t ≤ t2};
these will correspond to “instants of simultaneity” (see figure 3). For simplicity, we assume
that this foliation is compatible with all of the structures that we have already introduced.
Thus Σt1 , 2 = Σ1 , 2 and if {Bt; t1 ≤ t ≤ t2} is the induced foliation of B, then Bt1 , 2 = B1 , 2.
On H we require that the induced foliation be compatible with Sv and so it is natural to
drop v and henceforth use the single parameter t to characterize both foliations. This extra
structure on M and its boundaries allows us to extend the definitions of several quantities
that were previously only defined on initial and final boundaries B1,2 and S1,2. Specifically,
with the help of Σt we can define uˆ
a and nˆa everywhere on B and H . Further u¯a and
η := −uˆ · n¯ may be extended over B, while ζ may be defined everywhere on H .
In addition to a foliation parameter, we must also introduce a corresponding notion
of evolution. This is provided by the evolution vector field T a which is assumed to be
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compatible with the foliation in the sense that
L T t = 1 . (3.26)
Thus, the flow generated by T a evolves leaves of the foliation into each other in the required
way. It is also assumed to be compatible with the boundaries so it maps them into them-
selves; equivalently on B/H , T a ∈ TB/H respectively. Then, on H it is natural to choose(
∂
∂v
)a
:= T a. Note that nowhere in this construction have we assumed that T a be every-
where timelike. Just as the natural (Killing) evolution vector field for the Kerr spacetime
is not everywhere causal (even outside the event horizon), so in this case T a is allowed to
be null or spacelike. Regardless of the nature of T a, it can be decomposed into components
normal and tangent to the three-surfaces Σt as
T a = Nuˆa + V a , (3.27)
where N is the lapse function and V a ∈ TΣt is the shift vector field. Given that T a generates
B and H we can perform similar decompositions on those surfaces. Respectively we have
T a = N¯u¯a + V¯ a and (3.28)
T a =
(
∂
∂v
)a
= Va + V˜ a , (3.29)
where N¯ = −T · u¯, V a = p aA V¯ A on Bt and V a = p aA V˜ A on St. Finally, the foliation
parameter can be used to relate the various volume forms. Specifically, uˆa = −N∇at, so
ǫ = −Ndt ∧ (Σ)ǫ. Similarly, on boundaries we have (B)ǫ = N¯dt←− ∧ ǫ¯ and
(H)
ǫ = dt←−∧ ǫ˜, where
dt←− is the appropriate pullback of dt.
Legendre transform
Using this foliation, we can break up the action into space and time components in the
standard way [16]. To this end, we introduce the momentum P ab conjugate to hab as
P ab =
1
16πG
(
Kabuˆ −Kuˆhab
)
. (3.30)
Then, it is straightforward to show that
1
16πG
NR = NH+V aHa+P abL Thab−2L TKuˆ−KuˆhabL Thab+2Da
(
habT c∇cuˆb
)
, (3.31)
where H and Ha are the usual Hamiltonian and diffeomorphism constraints,
H = R
16πG
− 16πG (P abPab − P 2/2) and (3.32)
Ha = 2DbP ba (3.33)
which vanish on shell.
We can then substitute equation (3.31) into our expression for the action (3.8) and make
use of the relationships between the various normals at Bt and St given in (3.1) and (3.2) to
express the action as:
IH =
∫
−dt
{
H(t) +
∫
Σt
PijL Thij +
∫
St
P˜L T ǫ˜−
∫
Bt
P¯L T ǫ¯
}
. (3.34)
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Here the Hamiltonian functional H(t) is given by
H(t) =
∫
Σt
(Σ)
ǫ(NH + V iHi) +
∫
Bt
{
ǫ¯N¯k(n¯)
8πG
+ ǫ¯V¯ A¯A
}
, (3.35)
where
¯A =
p aA uˆ
b∇anˆb
8πG
. (3.36)
Furthermore,
Pij :=
(Σ)
ǫP ijuˆ , P¯ :=
sinh−1 η
8πG
and P˜ :=
ln ζ
8πG
(3.37)
are identified as the conjugate momenta to hij , ǫ˜, and ǫ¯ in the usual way [11, 13, 15, 31].
The Hamiltonian functional
Although it is conventional practice to refer to H(t) as the Hamiltonian, it is clear that
in many cases this functional is not really a Hamiltonian. The problem is that standard
Hamiltonian mechanics properly applies only to closed systems. Here, however, energy flows
are allowed through the boundaries Bt and St and so in general H˙(t) 6= 0 which in turn means
that it cannot really be a Hamiltonian functional. Technically, the Legendre transform and
Hamiltonian identification can only be correctly applied in those cases where the system is
isolated — that is when H is an isolated horizon [8] and B is similarly disconnected from its
surroundings (a sufficient condition is that L Tγij = 0). However, in [11] Hamilton-Jacobi
arguments were used to demonstrate that theH(t) derived in this way can still be interpreted
as the quasilocal energy associated with Σt and its boundaries. These arguments are also
supported by the extended phase space arguments of [15].
With this in mind, we can consider what H(t) tells us about the quasilocal energy of the
system. First, since the bulk terms of (3.35) are pure constraints, the non-vanishing contri-
butions to the energy come exclusively from the boundary terms. Thus, it is conventional
to identify the value of each boundary contribution to H(t) as the energy of that boundary.
In this case, the only such term appears on Bt. This term was first identified in [11] and has
been much discussed since then. Note, however, that the value of the boundary energy is not
uniquely specified. At B we are free to add any free functional of the boundary metric γab
to the action and hence obtain a different value for the energy of B. Indeed, in many cases
(such as the limit of Bt going to infinity in asymptotically flat spacetime) it is necessary to
add such reference terms so that the energy of B doesn’t diverge.
Next, we turn our attention to the horizon boundary. With our choice of action, we do not
obtain a contribution to the Hamiltonian at H . However, as with the outer boundary B, we
are free to add any functional of the fixed data to the action thereby obtaining a different
value for the horizon energy. As we saw in Section IIID this is a significant freedom.
Specifically, if we impose the boundary conditions weakly, we can add any diffeomorphism
invariant function of the fixed boundary data. The freedom (3.25) in the action gives rise
to a corresponding freedom of
∆H = E[q˜AB, ω˜A, ℓ←−, θ(ℓ), v] , (3.38)
in H(t). Thus, as far as the mathematical formalism is concerned the contribution to the
energy from St may be any functional of the fixed data. We will return to a more thorough
discussion of the energy associated with a horizon boundary in Section V.
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First, however, we re-examine this problem from the canonical phase space point of view.
This will both give us a new perspective on the energy calculation and also allow us to derive
an expression for the angular momentum of trapping horizons.
IV. CANONICAL PHASE SPACE FORMULATION
In the previous section we have seen that trapping horizons can act as boundaries in a
quasilocal action formulation of general relativity. Here we will see that they are also suitable
boundaries in a canonical phase space description of gravity. Apart from the value that this
demonstration has in its own right, it also gives us another point of view on some of the
issues that arose in the last section. In particular, it will provide further elucidation of the
relationship between the Hamiltonian and the energy functional H(t), and a sharpening of
the discussion of the allowed freedom in that functional itself. Additionally, while the action
calculation permitted us to investigate time evolution and hence obtain the quasilocal energy
functional, this Hamiltonian investigation will allow us to consider more general evolutions
of the boundary data and so also tell us about other “conserved” quantities. Specifically, we
will be able to study angular momentum as conjugate to rotations of the boundary data.
The particular formalism that we will use was described by the current authors in a
recent paper [15] and is designed to deal with situations, such as this one, where the energy
of the quasilocal region is not expected to be conservered. Such systems cannot be dealt
with using standard Hamiltonian methods which, by their very nature, are tailored to cases
where energy is conserved. The methods that we will use are based on the generalized
Hamiltonian formalisms of classical mechanics which are specifically designed to deal with
situations like these where the energy isn’t constant. These methods expand the phase space
to include the time coordinate as a configuration variable (see for example [32]). Then, it is
possible to construct a conserved Hamiltonian that generates time translations in this new,
extended phase space. In this space, the energy of the system is no longer the value of this
Hamiltonian, but instead is the value of the momentum that is canonically conjugate to
time. In [15] these methods from classical mechanics were extended to quasilocal general
relativity.8 Just as in classical mechanics, the time coordinate appears as a configuration
variable and the energy as its conjugate momenta. However, for quasilocal general relativity,
we also include coordinates parameterizing the two-boundaries in the configuration space.
This allows us to determine the angular momenta of the boundaries, which are conjugate to
rotations of the boundary data.
A. Phase Space and Symplectic Structure
The Hamiltonian approach to general relativity is based on a three-dimensional manifold
Σ and its attendant fields which evolve in time with respect to some time parameter t, rather
than the usual four-dimensional spacetime. In the case of interest here, Σ is diffeomorphic to
[0, 1]× S2 and has boundaries B and S (which are each diffeomorphic to S2), as was shown
in figure 3. Over this region, the basic defining fields of three-dimensional, time-dependent
general relativity are the three-metric hij over Σ and its canonically conjugate momentum
8 Other applications of extended phase space ideas to general relativity include the papers listed in [33].
21
Pij :=
(Σ)
ǫP ij. These variables contain all the information needed to resconstruct the full
four-geometry at any time t and, once we specify a lapse function N and shift vector V i,
also define how that geometry evolves in time (Appendix B).
There are also degrees of freedom on B and S that determine how these boundaries evolve
relative to Σ. To specify these evolutions it is sufficient to know the “orthogonal velocity”
vector fields — that is v⊢ = (V · nˆ)/N . These degrees of freedom are controlled by the
area forms ǫ¯ and ǫ˜ and their conjugate momenta P¯ and P˜ which we defined in (3.37). The
encoding of this information is easily seen for B. There,
N = N¯
√
1 + η2 and V i = (N¯η)nˆi + V¯ i , (4.1)
and so v⊢ = η/
√
1 + η2 (recall that P¯ is defined in terms of η). On S the relation is a little
more complicated, since there are two variables which combine to define the evolution; C
relates horizon evolution to the null vectors and then ζ ties those null vectors to Σ and S.
On S,
N = α
(
ζ − C
2ζ
)
and V i = α
(
ζ +
C
2ζ
)
nˆi + V˜ i . (4.2)
Then v⊢ = (2ζ
2+C)/(2ζ2−C) and the evolution in Σ is given by P˜ (defined in terms of ζ)
once we know C.
In addition to these configuration and momentum variables, in the extended phase space
we include the time foliation label t and spatial coordinates on both boundaries, θ˜α and θ¯α
(for α = 1, 2), as configuration variables in order to allow for energy and angular momentum
flows through those boundaries [15]. Along with these variables come their conjugate mo-
menta Pt (a scalar field) and P¯α and P˜α (one-form valued volume forms), which are closely
related to energy and angular momentum. We can specify the evolution equations of the
configuration variables; they are simply:
d
dt
t = 1 ,
d
dt
θ¯α = 0 and
d
dt
θ˜α = 0 . (4.3)
The values of the conjugate momenta and their evolution equations are initially left free,
however we will see that the necessity of Hamiltonian evolution will greatly reduce that
freedom — and so generate candidate expressions for the energy and angular momentum
associated with the boundary B and horizon S.
The allowed values of (hij,P
ij, ǫ¯, P¯ , ǫ˜, P˜ , t, Pt, θ¯
α, P¯α, θ˜
α, P˜α) span the phase space of
Hamiltonian general relativity on the manifold M . The canonical symplectic structure9 on
this phase space then takes the form:
Ω(δ1, δ2) =
∫
Σ
{
(δ2P
ij)(δ1hij)− (δ1Pij)(δ2hij)
}
+ {(δ2Pt)(δ1t)− (δ1Pt)(δ2t)} (4.4)
+
∫
B
{
(δ2P¯ )(δ1ǫ¯)− (δ1P¯ )(δ2ǫ¯)
}
+
∫
S
{
(δ2P˜ )(δ1ǫ˜)− (δ1P˜ )(δ2ǫ˜)
}
+
∫
B
{
(δ2P¯α)(δ1θ¯
α)− (δ1P¯α)(δ2θ¯α)
}
+
∫
S
{
(δ2P˜α)(δ1θ˜
α)− (δ1P˜α)(δ2θ˜α)
}
.
9 This is really the pre-symplectic structure since the existence of the Hamiltonian and diffeomorphism
constraints means that we have not isolated the true degrees of freedom. The proper symplectic structure
would restrict itself to the true degrees of freedom. That said, we will follow the standard practice and
refer to this pre-symplectic structure as the symplectic structure.
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Enforcing boundary conditions will impose restrictions on the allowed variations on S
and B. There, we use the same weak boundary conditions that we considered in the action
calculation in Section IIID as well as imposing the appropriate diffeomorphism constraints.
We now consider how the conditions translate into the canonical framework.
First, on the outer boundary B, the three-metric γij is a combination of the lapse N¯ ,
shift V¯ A and two-metric γ¯AB. We fix all of these quantities at the boundary, which in turn
imposes restrictions on the full four-dimensional evolution at the boundary. From (4.1) we
note that in particular this is sufficient to fix the bulk lapse N and shift V i, up to the
freedom encoded in η (or equivalently P¯ ).
Next, we consider the inner, horizon, boundary S. The geometry of the horizon is nat-
urally described in terms of the two-metric q˜AB, shift vector V˜
A, the quantities α and C
and other quantities constructed from the null vector fields ℓ and n. These can, of course,
be related to the three-dimensional metric hij , the momentum P
ij , the lapse and shift, and
the quantity ζ . We will not give all the relations here, but refer the interested reader to
Appendix B. In this case the boundary conditions are already tailored to the two-surface
S. They require that we fix the two-metric q˜AB, the angular momentum one-form ω˜A and
the value of αC (which is equivalent to the earlier fixing of ℓ←−), as well as requiring that θ(ℓ)
vanish.
In analogy to the way that we restricted the variation of these quantities in the action
formulation, here the variation of “fixed” quantities is restricted so that δ respectively acts
as:
δXS = (δt)
d
dt
+ L δ˜X and δXB = (δt)
d
dt
+ L δX , (4.5)
on S and B. Here, δt is a function of t alone (which means that the variation preserves the
foliation) and δ˜X/δX ∈ TB/S. Finally, note the difference between this decomposition of
the variation and that given in (4.5). In the earlier version, we decomposed with respect to
V rather than T . Thus, the two are related by: xo = δt and δ˜X
A
= x˜A − (δt)V˜ A.
B. Hamiltonian evolution
In this section, we will use Hamiltonian methods to obtain expressions for the energy and
angular momentum of a horizon. In order to do this, we will be interested in evolutions of
the form
δΛ = λo
d
dt
+ L λ , (4.6)
where λo = λo(t) is a scalar function and λ
i ∈ TΣ is a vector field defined over Σ. In
addition, we require that λi be tangent on the boundaries. That is
λi = p iA λ˜
A on S and λi = p iA λ¯
A on B , (4.7)
for some λ˜A ∈ TS and λ¯A ∈ TB. For an evolution along Λ, we will show that there exists
a Hamiltonian functional which generates the evolution. Specifically, this means that the
symplectic structure (4.4) with δ1 = δΛ can be manipulated into the form
Ω(δΛ, δ) = δKΛ + constraints . (4.8)
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This class of evolutions includes both time evolutions and rotations of the system, so we can
expect the Hamiltonian functional KΛ to provide information about both the energy and
the angular momentum associated with the horizon S, subject to an appropriate choice of
Λ.
In order to rewrite the symplectic structure in the form (4.8) we must evaluate the bulk
term by making use of the evolution equations for the three-metric and extrinsic curvature
derived from the Einstein equations. This is a long calculation and we will simply state
the result; we refer the interested reader to Appendix B for more details. Before giving the
result, it is useful to introduce a shorthand
HΛ =
∫
Σ
{
λo(NH+ V
i
Hi) + λ
i
Hi
}
, (4.9)
for the bulk part of the Hamiltonian, where H =
(Σ)
ǫH and Hi = (Σ)ǫHi. As usual this is
comprised of constraints and will therefore vanish on shell. Then, we can express the bulk
contribution to the symplectic structure as∫
Σ
{
(δPij)(δΛhij)− (δΛPij)(δhij)
}
(4.10)
= δ
(
HΛ −
∫
B
{
λo
8πG
ǫ¯N¯kn¯ + ǫ¯(λoV¯
A + λA)¯A
}
+
1
8πG
∫
S
ǫ˜λ˜Aω˜A
)
−
∫
Σ
{
δ(λoN)H+ δ(λ
i + λoV
i)Hi
}
+
∫
B
{
(δΛP¯ )(δǫ¯)− (δP¯ )(δΛǫ¯)
}
+
∫
S
{
(δΛǫ˜)(δP˜ )− (δǫ˜)(δΛP˜ )
}
+(δλo)
∫
B
{
N¯
8πG
ǫ¯kn¯ + ǫ¯¯AV¯
A
}
+ (δt)
∫
B
L Λ
{
N¯
8πG
ǫ¯kn¯ + ǫ¯¯AV¯
A
}
+
∫
B
{
(δλ¯α)ǫ¯¯α + (δθ¯
α)δΛ(ǫ¯¯α)
}− 1
8πG
∫
S
{
(δλ˜α)ǫ˜ω˜α + (δθ˜
α)δΛ(ǫ˜ω˜α)
}
.
In order to obtain the above, we have made repeated use of the boundary conditions. Specif-
ically, we have used θ(ℓ) = 0 and the fact that all other “fixed” quantities vary as described
in (4.5). Additionally, we have made use of the diffeomorphism constraints on both the
horizon and outer boundary. Then, (4.10) is close to the form that we require. The first
term is an exact variation, and will be a contribution to the Hamiltonian KΛ, while the
second line will vanish provided the bulk constraints are satisfied. The third line consists
of terms involving the boundary area forms and their conjugate momenta. The final two
lines involve additional terms on the boundaries. These terms will eventually lead to our
expressions for the energy and angular momentum of the horizon and outer boundary.
To shorten and clarify our expressions we introduce further notation. First, we define
Kt := Pt −
∫
B
ǫ¯
{
1
8πG
N¯kn¯ + V¯
A¯A
}
, (4.11)
L¯A := P¯A − ǫ¯¯A and L˜A := P˜A + ǫ˜
8πG
ω˜A .
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We then substitute (4.10) into the symplectic structure (4.4). Then,
Ω(δΛ, δ) = δ
(
HΛ + λoKt +
∫
B
λ¯AL¯A +
∫
S
λ˜AL˜A
)
(4.12)
−
∫
Σ
d3x
{
δ(λoN)H+ δ(λoV
i + λi)Hi
}
−(δλo)Kt −
∫
B
(δλ¯α)L¯α −
∫
S
(δλ˜α)L˜α
−(δt)(δΛKt)−
∫
B
(δθ¯α)(δΛL¯α)−
∫
S
(δθ˜α)(δΛL˜α) .
The first term line in (4.12) is an exact variation. Therefore, if we can argue that the
remaining terms vanish, this term will be the Hamiltonina KΛ which generates evolutions
along Λ. This will be the case provided the five quantities H,Hi, Kt, L¯α and L˜α are all
zero. In addition, the evolution along Λ of Kt, L¯α and L˜α must also vanish.
The vanishing of H and Hi is nothing more than the usual Hamiltonian and diffeomor-
phism constraints. The other conditions restrict the values of the momenta Pt and Pα. Until
this point, these quantities have been entirely free, but now we must require
Pt =
∫
B
ǫ¯
{
N¯kn¯
8πG
+ V¯ A¯A
}
, (4.13)
P¯α = ǫ¯¯α and P˜α = − ǫ˜
8πG
ω˜α . (4.14)
Next, the fact that the Λ variation of Kt and Lα vanishes fixes the evolution of the momenta.
Specifically, it guarantees that the functional forms given in (4.13) and (4.14) are preserved
in time. Thus, our evolution will be generated by a Hamiltonian provided that the standard
bulk constraints of general relativity are satisfied and in addition the conjugate momenta
introduced on the boundaries take the form given above in (4.13) and (4.14).
Thus, if these equations of motion are imposed in the extended phase space, δΛ evolutions
are generated by the Hamiltonian
KΛ = HΛ + λoKt +
∫
B
ǫ¯λ¯AL¯A +
∫
S
ǫ˜λ˜AL˜A . (4.15)
As always for a Hamiltonian, this is constant on-shell. In fact it vanishes since it is composed
entirely of constraints. However, in the extended phase space, this does not mean that the
energy and angular momenta are identically zero. Instead, the energy is given by the value
of the momentum canonically conjugate to the time variable. Thus, the formalism tells us
that the energy associated with the evolution d
dt
is
E[d/dt] =
∫
B
ǫ¯
{
N¯kn¯
8πG
+ V¯ A¯A
}
. (4.16)
The value of energy we have obtained from the phase space calculation agrees with the one
arising from the Legendre transform in the previous section. Again, we see that there is no
horizon contribution. Similarly, the angular momenta of the boundaries are determined by
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the momenta Pα. Therefore, the angular momentum J [φ] associated with a vector field φ
A
at the two boundaries is
JB[φ] =
∫
B
ǫ¯φA¯A and JS[φ] = − 1
8πG
∫
S
ǫ˜φAω˜A . (4.17)
We thus obtain angular momentum values for both boundaries independently. The value at
the outer boundary agrees with what is generally obtained. The expression for the angular
momentum of the horizon provides an extension of the previous definition (2.6) on an isolated
horizon. This phase space calculation tells us that we can associate an angular momentum
with any vector field φ at the horizon, not just axisymmetric Killing vectors. As expected,
the value of the angular momentum is determined by the field ω˜A.
Freedom in the Hamiltonian
Just as there was a freedom in the definition of the action IH and the quasilocal energy H(t),
there is a corresponding freedom in the definition of our Hamiltonian KΛ. A close examina-
tion of (4.12) reveals that KΛ is not the only Hamiltonian that generates the evolution δΛ
through the physical phase space. Consider for example
K ′Λ = KΛ + λoF (t) , (4.18)
where F (t) is a free function. Then, it is fairly easy to see that this functional also generates
the usual physical evolutions subject to a modification of the constraint equation (4.13) so
that it becomes
Pt =
∫
B
ǫ¯
{
N¯kn¯
8πG
+ V¯ A¯A
}
+ F (t) . (4.19)
In the extended phase space, this corresponds to a displacement to an alternate constraint
surface that still corresponds to the usual physical evolution of the metric and extrinsic
curvature. In fact one can argue that this is the most general term that can be added to
the Hamiltonian [15]. With this alternate Hamiltonian, the quasilocal energy becomes
E[d/dt] = F (t) +
∫
B
ǫ¯
{
N¯kn¯
8πG
+ V¯ A¯A
}
. (4.20)
The quasilocal angular momentum Jφ remains unchanged.
Mathematically, F (t) can take any form but from a physical point of view the only
functionals that make sense are those constructed from from the time dependent boundary
data. That is
F (t) = F [γ¯AB, N¯ , V¯ ; q˜AB, ω˜A, αC, θ(ℓ)] , (4.21)
and so the quasilocal energy derived by this method is compatible with that (3.38) found
by action arguments.
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V. ENERGY AND ANGULAR MOMENTUM OF THE HORIZON
In Sections III and IV we have obtained expressions for the energy and angular momen-
tum of a spacetime containing a horizon as a boundary. In this section we will consider
these expressions in more detail. In particular we will show that the expression for angular
momentum is equivalent to the corresponding expressions on isolated and dynamical hori-
zons. Turning to the energy we will see that although a wide range of energy expressions
are allowed by our mathematical formalism, this freedom may be greatly reduced through
the imposition of a few natural conditions. Once this is done, the remaining freedom is
essentially that found in the dynamical horizon formalism.
A. Angular Momentum
The angular momentum of the horizon, derived using the Hamiltonian framework, is
given by
JS[φ] = − 1
8πG
∫
S
ǫ˜φAω˜A . (5.1)
This expression is unique, as the freedom we have to add terms to the Hamiltonian KΛ will
not affect the value of the angular momentum obtained. Furthermore, this value of angular
momentum is applicable for both isolated and dynamical horizons. It is immediate from
(2.6) that our expression is identical to the standard one on an isolated horizon.
The dynamical horizon definition for angular momentum (2.7) is
JDH [φ] =
1
8πG
∫
S
ǫ˜φarˆb∇aτˆb . (5.2)
This is clearly very similar to the expression that we derived by Hamiltonian methods, but it
isn’t identical — (5.1) made use of the null normals ℓa and na whereas (5.2) uses the spacelike
normals rˆa and τˆa. We will now show that for reasonable choices of φA, this difference is
irrelevant and either choice of normals will give the same value for the angular momentum
(up to an overall sign) associated with φA on the horizon.
To see this, let us consider the conditions that φA should meet so that it may be viewed
as a generator of rotations. We start with the example of a two-dimensional slice of the Kerr
horizon. There, the obvious choice for φA is the Killing vector field, (∂/∂φ) in the usual
coordinate systems. Note that in addition to satisfying L (∂/∂φ)q˜AB = 0, this vector field can
also be integrated to foliate the two-slice into a family of closed curves, all of which have a
common period.
With this example in mind we will assert that φA is a suitable “rotation” vector field if :
1. It integrates to a congruence of closed curves that foliate S (rotations should be peri-
odic!).
2. L φǫ˜ = 0⇔ dAφA = 0. Given the first condition, this one may always be met through
a rescaling of φA. Specifically, φA is restricted to take the form
φA = βǫ˜ABdBθ , (5.3)
where θ is a labelling of the congruence and β = β(θ) is a free function. This is a
necessary condition for φA to be a Killing vector field. It may be thought of a requiring
a kind of uniformity of φA along each curve.
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3. Finally, β should be chosen so that the curves all integrate to have a common period
(rotations should have a common period for all orbits!).
A φA of this type satisfies many, but obviously not all, of the properties of a Killing vector
that generates rotational symmetries. It is not hard to show that these conditions are more
than sufficient to force the two angular momentum expressions to be equivalent. Begin by
noting that on a (spacelike) dynamical horizon,
ℓa =
√
C
2
(τˆa + rˆa) and na =
1√
2C
(τˆa − rˆa) . (5.4)
Whence, it easily follows that∫
S
ǫ˜φAω˜A =
∫
S
ǫ˜
{
φarˆb∇aτˆ b + 1
2
φAdA(lnC)
}
(5.5)
=
∫
S
ǫ˜
{
φarˆb∇aτˆ b + 1
2
dA(φ
A lnC)− 1
2
lnC dAφ
A
}
.
The second term on the second line vanishes because S is closed and the third term vanishes
since φA is required to be divergence-free.
Thus, with φA of the class that we have discussed, the angular momentum expression that
we derived by Hamiltonian arguments (5.1) agrees exactly with the expression that appears
in the Ashtekar–Krishnan flux law (5.2). The two calculations then support each other.
Our derivation gives a Hamiltonian justification for viewing this expression as representing
angular momentum, while the flux law then shows how to calculate changes in that angular
momentum due to matter and energy crossing the horizon.
There are a couple of points to keep in mind with respect to these expressions. First,
the derivation of the dynamical horizon flux law does not actually make use of the fact
that H is a dynamical horizon, except for assuming it is spacelike (so that rˆa and τˆa are
defined). Thus, it is true for all spacelike surfaces, not just horizons. Second, although [9]
is the first paper to derive a flux law of this type for spacelike surfaces, very similar angular
momentum definitions and flux laws have appeared for timelike and null surfaces. In fact,
while expressions for quasilocal energy vary widely, angular momentum is almost always
defined with respect to the connection on the normal bundle to a two-surface. Examples of
these expressions include: the Komar formula for stationary spacetimes (see, for example,
[26]), the definition of angular momentum for an isolated horizon [8], and the Brown-York
definition for quasilocal angular momentum [11]. The only difference between the various
definitions is which normal vectors to S are used in the angular momentum expression.
B. Energy
Both the action and Hamiltonian calculations allow for the horizon energy to be any free
functional of the fixed data. That is,
Energy = E[q˜AB, ω˜A, θ(ℓ), ℓ←−, v] , (5.6)
where the exact form of E is unspecified. However, it is also clear that many of these
functionals will not be physically acceptable. To narrow down the choices, we impose the
following conditions on the energy functional:
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1. Dimensional correctness: When c = G = 1, E should have units of length.
2. Constancy in isolation: E should be constant over isolated sections of horizon.
3. Scaling with time: E should rescale linearly with reparameterizations of time.
All three of these are very natural. In particular any functional that doesn’t satisfy the first
two conditions could hardly be considered an energy. The third is a little less precise, but
is also very fundamental. Energy is conjugate to time and so its value should change with
rescalings of time. However, what has been left imprecise in this statement is exactly what
we mean by time. We will now consider this point.
On the outer boundary B, the evolution vector field T a is naturally identified with the
flow of time. There, T a appears in the energy functional
EB =
∫
B
ǫ˜
(
N¯ku¯
8π
+ V¯ A¯A
)
=
∫
B
ǫ˜T a
(−ku¯u¯a
8π
+ ¯a
)
. (5.7)
Clearly this is dimensionally correct and also rescales with T a. Further, since T a is fixed data,
any extra reference terms that are added may also be given the correct scaling behaviour.
Given this experience, on H the obvious first candidate to consider as a time vector is (∂/∂v)
or possibly V. However, with the horizon boundary conditions, this cannot be the correct
choice as these vectors neither appear in our base expression (which is 0 on H) nor in the
fixed data. The only way that we could get a rescaling with respect to these would be
through the foliation parameter v. However, an expression of this type would clearly fall
afoul of condition 2 and not be constant on isolated horizons.
Thus, the energy associated with the surface S cannot rescale with either (∂/∂v) or V.
However, among the fixed data we do have ℓ←− = αCdv. We are then naturally lead to
consider an energy functional that has a linear dependence on ℓ←−. Furthermore, the null
vector field ℓa is causal which gives it an additional attraction over other, possibly acausal,
alternatives. In considering possible forms of the energy functional, we note that over isolated
regions where ℓa is normal to H , ℓ←− = 0. Therefore, we propose an energy functional of the
following form:
dE =
1
coa
∫
S
ℓ←−∧ ǫ˜ , (5.8)
where a is the area of S and co is a constant. That is, we argue that the energy flux should
be proportional to the “average” value of ℓ←−.10 Then, given cross-sections S1 and S2 which
bound a region ∆H their energies are related by:
E2 − E1 =
∫
dv
{
1
coa
∫
S
ℓ←−∧ ǫ˜
}
=
1
co
∫ v2
v1
αCdv , (5.9)
where αC = 1
a
∫
S
ǫ˜αC is the average value of αC over any surface. Thus, for any choice of ℓ,
an energy defined in this way will meet our minimum requirements: it will be dimensionally
correct, constant when H is isolated, and (its flux) will rescale with respect to a causal
10 Note that our freedoms would equally well allow us to multiply the right-hand side of this equation by
any dimensionless functional f [q˜AB, ω˜A, v] of the remaining fixed data. However, since ℓ←− may already be
freely chosen, this does not add to the generality of the expression.
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“time” vector field. However, the energy in (5.9) does not fit naturally into the allowed
freedoms of the action formulation — we would have to define E as an integral of the fixed
data from some reference surface So with energy Eo to the surface S — and is even less
natural in the Hamiltonian framework. Therefore, we will further restrict the freedom in ℓ←−,
and hence the form of the energy.
For a specific horizon geometry, we would like to fix a unique normalization for ℓ←− and
consequently a preferred value for the energy. This is familiar from, for example, the Kerr
isolated horizon. There we obtain a family of permissible evolution vector fields ℓ, but
restrict to a preferred one by requiring it to have a specific value of surface gravity. To make
a similar fix here, we need to tie ℓ←− to the geometry of the horizon. If the horizon does not
contain any “partially-isolated” two-surfaces 11 then a nice way to do this is to require that
ℓ←− satisfy
ℓ←− = codf [q˜AB, ω˜A] ⇔ αC = co
(
df
dv
)
, (5.10)
where f = f [q˜AB, ω˜A] is some functional of the fixed geometric data on each two-surface
S. Recently it has been shown that a wide class of θ(ℓ) = 0 three-surfaces actually meet
this assumption [35]. Roughly speaking, if there are trapped surfaces arbitrarily close to
(though spacelike-separated from) each two-surface then on those (θ(ℓ) = 0) surfaces ℓ←−
vanishes either everywhere or nowhere. Thus, for most H which can be identified as black
hole boundaries, one should be able to fix ℓ←− in this way.
With such a fix, ℓ←− is “constant” over each leaf of the foliation. Then, consulting (5.8) it
is not hard to see that this will uniquely determine the flux of energy through the horizon
between cross-sections — and so the actual energy expression up to the usual additive
constant. However, in general relativity the only dimensionful constants are the speed of
light c and Newton’s constant G. From these, it is impossible to construct a quantity with
units of energy whence it is natural to set the additive constant to zero. Then, we obtain
E = f [q˜AB, ω˜A] . (5.11)
Thus, with this choice the energy is fixed directly in terms of the geometry and ℓ←− is fixed
up to an overall constant rescaling.
The energy expression derived above has another interesting property — it must always
be non-decreasing. This follows immediately from the fact that the pull-back of the forward-
in-time pointing ℓ will always be positive on a dynamical horizon H (or zero in isolation).
Then, with Kerr black holes and the Penrose process in mind, this suggests that we associate
E with the irreducible mass of the horizon (see for example [16]) rather than the “total”
mass which can either increase or decrease in time. That is we define
f =
R
2
, (5.12)
where R is the areal radius defined by a =: 4πR2.
If one wished to instead consider the “total” energy it would be necessary to consider a
more complicated evolution vector field. Specifically in the case of axisymmetry, it would
be natural to consider ℓ + Ωφ, where φ is the rotational Killing vector field and Ω is a
11 That is, two-surfaces which contain both regions where ℓ←− = 0 and others where ℓ←− 6= 0.
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function of the fixed data. Then the “irreducible” energy would remain unchanged since
ℓ+Ωφ←−−−−− ∧ ǫ˜ = ℓ←− ∧ ǫ˜. However, φ
A would enter the fixed data as a symmetry of the
two-metric, and so one could also include it in energy expressions. In particular, with this
symmetry there would be an unambiguous angular momentum J for each cross-section of
the horizon and this could be used to construct energy expressions like the usual Smarr
formula E(a, J) for the total mass of a Kerr black hole.
Relation to dynamical horizons
We will now show that the energy obtained by Hamiltonian methods is related to the
dynamical horizon energy and flux laws. Furthermore, by appealing to dynamical horizons,
we can fix the unknown constant co and hence further restrict the energy. We begin by
reviewing those aspects of the dynamical horizon calculation which are relevant here.
Dynamical horizons are required to be spacelike, therefore, we can introduce the unit
timelike and spacelike normals τˆa and rˆa. From these, we obtain a null vector
ℓˆa = τˆa + rˆa . (5.13)
The dynamical horizon flux law is obtained by integrating a combination of the Hamiltonian
and diffeomorphism constraints over the horizon. The specific combination is chosen to
correspond to the ℓˆaτˆ b component of the Einstein equations. Then, by making use of the
fact that at the horizon θ(ℓ) = 0, one obtains an energy flux law
E2 − E1 =
∫
H
(H)
ǫTabξ
a
E τˆ
b +
1
16πG
∫
H
(H)
ǫNE
{
σAB(ℓ) σ(ℓ)AB + 2ζ
AζA
}
. (5.14)
In the above,
(H)
ǫ is the horizon volume form, ζA = p
a
Arˆ
b∇bℓˆa, NE is the lapse on the horizon
and ξaE is the evolution vector field associated with the energy functional E. Finally, the
energy and evolution vector are tied together via the lapse by
NE = 2||dE|| and ξaE = NE ℓˆa . (5.15)
The expression (5.14) provides a nice relationship between the change in energy of a horizon
and the flux of gravitational and matter energy through the horizon. The change in energy
is shown to be equal to three terms, all of which are non-negative (provided the weak energy
condition is satisfied). The first is identified as the flux of matter through the horizon and
the second is the flux of gravitational shear. There is no clear interpretation of the third
contribution.
Thus, the dynamical horizon energy always increases in the same way as the “irreducible”
energy that we have derived. Further, we note that (5.15) can be rewritten without reference
to unit vectors (with the help of (5.13)) as
ξ←− = 2dE . (5.16)
This suggests that we fix the unknown constant arising in (5.10) as co = 1/2. Then, the
Hamiltonian evolution vector field ℓa is equal to the evolution vector ξa arising in the flux
law (5.14). Therefore, the Hamiltonian evolution vector field and energy also satisfy the
dynamical horizon flux law.
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In summary, a simple argument has lead us to obtain an energy functional for the horizon.
This energy is constant whenever the horizon is isolated. Additionally, by arguing that the
energy should rescale appropriately with reparametrizations of time, we have identified the
null vector ℓ as the evolution vector field of the horizon. This is a surprising result. One
would usually expect the evolution vector field to be tangent to the boundary, but in this
case it will not be, unless the horizon is isolated. Next, by relating the value of ℓ to the
other geometrical properties of the horizon, we obtain a energy associated to ℓ which is
unique up to an overall constant rescaling. It is non-decreasing and so naturally associated
with the irreducible (rather than total) mass of the horizon. Finally, by appealing to the
dynamical horizon results (which also describe non-decreasing energies), we can restrict the
little remaining freedom in the energy in such a way that ℓ and Eℓ satisfy the dynamical
horizon flux laws.
VI. DISCUSSION
There are many different local definitions for black hole horizons: apparent, trapping,
dynamical, isolated, and slowly evolving. Although not identical, these all share some com-
mon features. Specifically, they are all three-surfaces which can be foliated by two-surfaces
of zero outward expansion. More precisely, for each two-surface the outward directed null
normal ℓ to the surface has zero expansion, θ(ℓ) = 0. In this paper, we presented both
action and canonical phase space formulations for a spacetime with such a boundary. These
formulations provide us with quasi-local expressions for the horizon energy and angular
momentum.
A trapping horizon has one natural boundary condition, namely that the outward ex-
pansion θ(ℓ) vanishes. This in itself is a mixed boundary condition in the sense that it
depends upon both the intrinsic and extrinsic geometry of the surface. We impose addi-
tional boundary conditions which fix the two-metric q˜AB and the one-form ω˜A on every slice
of the horizon. The one-form ω˜A is the connection on the normal bundle to the horizon.
Physically, these fix the intrinsic geometry of the two-surfaces as well as their associated
angular momenta. Unlike the θ(ℓ) = 0 condition which holds for all rescalings of the null
vector ℓ, the one-form ω˜A depends upon the particular normalization of ℓ. Thus, we must
also fix a preferred normalization for ℓ, and this is done by fixing the pull-back of ℓ to the
horizon.
We have shown that these are suitable boundary conditions for both the action and
Hamiltonian formulations of general relativity. While this is an interesting result in its own
right, in this paper we are mostly interested in the expressions that we can then derive for
the energy and angular momentum associated with the horizon two-surfaces. The result
for the angular momentum is unambiguous: there is a definite value of angular momentum
associated with each cross section of the horizon. Furthermore, this value is identical to the
angular momentum calculated for axisymmetric isolated horizons. In addition, if we restrict
attention to divergence free vector fields, the value of the angular momentum agrees with
that arising in the dynamical horizon flux law.
Obtaining an energy for the horizon is not so straightforward. As in all quasilocal Hamil-
tonian calculations, there is a freedom to add a functional of the fixed boundary data to
the Hamiltonian and hence change the value of the energy. However, we can almost entirely
remove this freedom by requiring that the energy satisfy a few simple physical properties.
These then lead to several interesting results. The first is that the appropriate “evolution
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vector” for the horizon is the null vector ℓ and hence, in contrast to a typical Hamiltonian
formulation, the evolution vector need not map cross sections of the horizon into each other.
Next, by requiring that the null vector ℓ, or more accurately its pull-back to the horizon,
is compatible with the horizon geometry we obtain a range of possible expressions for the
energy of the horizon: For a particular choice of null vector field ℓ the horizon energy is fixed
up to an overall constant rescaling. All of these energies are constant on isolated horizons
and increasing on dynamical horizons, and can therefore be interpreted as describing the
irreducible mass of the horizon. Finally, appealing to the dynamical horizon formulation we
can then fix the value of the rescaling constant relating the energy to the evolution vector
ℓ. Once this is done, we find that our energy Eℓ and evolution vector field ℓ satisfy the
dynamical horizon flux law.
Note however that this is certainly not meant to imply that all problems concerning
energy and dynamical horizons have been resolved. While it is remarkable that the allowed
energy expressions obtained by these two very different methods agree, it is also important
to keep in mind that neither method singles out a unique expression. While this is somewhat
disappointing it is also not too surprising given the well-known ambiguities of gravitational
energy.
Other problems also remain for future investigations. Probably the most obvious arises on
recalling the discussion of footnote 2. There it was pointed out that these θ(ℓ) = 0 horizons
are not uniquely defined — in most spacetimes a given horizon will be part of an entire
family of θ(ℓ) = 0 three-surfaces which may be smoothly deformed into each other. Thus,
in using these techniques to discuss energy flows, one needs to be careful as quantities such
as cross-sectional area will certainly depend on the member of the family chosen. This is
not necessarily a problem. In physics, it is common for observations to vary with reference
frames (think special relativity). The important thing is that invariant physical predictions
should be compatible. Thus, for example, while the total energy absorbed by a black hole
during a finite incidence of gravitational waves should be invariant, the details of how that
happens may depend on the specific “horizon”.
Lastly, the formalism and boundary conditions presented here may find other applica-
tions. Perhaps the most interesting is the possibility that the boundary conditions that
we have discussed could find a use in quantum gravity discussions of dynamic black holes
— just as the isolated horizon boundary conditions and Hamiltonian formalism found an
application in the loop quantum gravity computations of black hole entropy.
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APPENDIX A: DETAILS OF THE ACTION VARIATION
In this section we show that
δIH =
1
16πG
∫
M
ǫGabδg
ab − 1
16πG
∫
Σ2−Σ1
(Σ)
ǫ
(
Kijuˆ −Kuˆhij
)
δhij (A1)
+
1
16πG
∫
B
(B)
ǫ
(
Kijn¯ −Kn¯γij
)
δγij +
1
8πG
∫
B2−B1
(δǫ¯) sinh−1(η)
+
1
16πG
∫
H
dv ∧ ǫ˜{s˜ABδq˜AB}+ 1
8πG
∫
S2−S1
(δǫ˜) (1− ln ζ)
+
1
8πG
∫
H
{
ǫ˜ ∧
(
(δ ℓ←−)θ(n) − (δn←−)θ(ℓ)
)
+ V˜ A δ (dv ∧ ǫ˜ω˜A)− δ
(
2n←−θ(ℓ) ∧ ǫ˜
)}
.
as asserted at equation (3.10). In the interests of brevity, the (well-known) outer boundary
terms on B will be omitted from this derivation. Details of the calculations for those terms
can be found in a standard reference such as [16, 26].
We begin by writing the bulk term in the action as:
δ (ǫR) = ǫ{Gabδgab +∇a [gbc (∇bδgac −∇aδgbc)]} (A2)
On integrating overM and using Stokes theorem to move total derivatives out to the bound-
aries this becomes:
δ
(∫
M
ǫR
)
=
∫
M
ǫGabδg
ab +
∫
Σ2−Σ1
(Σ)
ǫuˆagbc (∇bδgac −∇aδgbc) (A3)
+
∫
H
dv ∧ ǫ˜τagbc (∇bδgac −∇aδgbc) .
In order to obtain the term on the horizon, we have used the expression (3.6) for the volume
form. With just a little algebra, the term on Σ1,2 can be written as:∫
Σ2−Σ1
(Σ)
ǫuˆagbc (∇bδgac −∇aδgbc) (A4)
= −
∫
Σ2−Σ1
{
(Σ)
ǫ(Kijuˆ −Kuˆhij)δhij + 2δ(
(Σ)
ǫKuˆ)
}
−
∫
S2−S1
ǫ˜nˆaδuˆ
a .
The last term is not, of course, zero since variations of the “time-space” components of gab
can give δuˆa a component in the nˆa direction. This is in contrast to δuˆa whose “direction”,
though not normalization, is fixed by the requirement that it be normal to the Σ1,2 surfaces.
The signature on H is indeterminate, so in analyzing the terms in (A3) on that boundary
we must avoid the use of the inverse metric qij as well as proper volume forms or unit-
normalized normal vector/one-form fields. With these caveats in mind we note that:
τagbc (∇bδgac −∇aδgbc) =
(
τaq˜bc + naℓbVc) (∇bδgac −∇aδgbc) (A5)
In turn, the two expressions on the right-hand side of this equations can be rewritten as:
τaq˜bc (∇bδgac −∇aδgbc) (A6)
= −2δkτ − δq˜abkabτ + q˜ab∇aδτb + q˜ ab ∇aδτ b − (δq˜ab)q˜ac(ℓbnd + nbℓd)∇cτd ,
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where kτ = q˜
ab∇aτb, and
naℓbVc (∇bδgac −∇aδgbc) (A7)
= −2δκV + 2(δV i)ωi − Vb(δna∇bℓa + na∇bδℓa + δna∇bℓa + na∇bδℓa) .
There is still significant work needed to transform these expressions into what is present in
(A1). We begin by considering the right hand side of equation (A6). First, we note that the
δkτ term can be rewritten using:
ǫ˜kτ = ǫ˜q˜
ab∇aτb = −ǫ˜q˜ab∇aVb + 2ǫ˜αθ(ℓ) = −L V ǫ˜+ 2ǫ˜αθ(ℓ) (A8)
Then the L V ǫ˜ can be integrated out to the future and past boundaries of the horizon while
the second term (and its variation) will vanish since we require that θ(ℓ) = 0 on the horizon.
The second term in (A6) appears as a contribution to s˜ABδq˜AB in the final expression
12.
Next, we turn to the third and fourth terms in equation (A6), those containing a δτ . By
expanding τ in terms of ℓ and n using (3.5), it follows that they can be rewritten as
q˜ab∇aδτb + q˜ab∇aδτ b (A9)
= 2(δα)θ(ℓ) + 2δ(αC)θ(n) + q˜
ab∇a(q˜bcδτ c)− (q˜abL V q˜ab)(naδℓa + naδℓa) .
The first two terms arising above appear in the final formula (A1) and the third is exact and
will therefore vanish upon integration over a two surface Sv. The final term will combine
with others to form an exact derivative. To see this, we add the last term on the right hand
side of (A6) to the last term of (A7). By making use of the fact that na∇bτa = na∇bVa and
ℓa∇bτa = −ℓa∇bVa it follows that
−(δq˜ab)q˜ac(ℓbnd + nbℓd)∇cτd − Vb(δna∇bℓa + na∇bδℓa + δna∇bℓa + na∇bδℓa)
= −L V(naδℓa + naδℓa) . (A10)
When added to the L V term from (A9) we obtain an exact derivative which can be integrated
out to the future and past horizon surfaces S1 and S2.
Finally, we turn our attention to the expressions in (A7). The first appears in the s˜ABδq˜AB
of the final expression (through q˜ABδq˜AB = q˜
abδq˜ab) while the last was dealt with in (A10).
Therefore, we are left only with the 2(δV i)ωi. This can be rewritten using δ(V idv) ∧ ǫ˜ =
−p iA (δV˜ A)dv ∧ ǫ˜ to show that
2dv ∧ ǫ˜(δV i)ωi = −2 δ
(
dv ∧ ǫ˜V˜ Aω˜A
)
− 2(δ dv) ∧ ǫ˜κV + 2 V˜ Aδ(dv ∧ ǫ˜ω˜A) . (A11)
The results from (A8 - A11) can be used to rewrite the horizon terms from (A3) as:∫
H
dv ∧ ǫ˜τagbc (∇b(δgac)−∇a(δgbc)) = −2 δ
(∫
H
{
dv ∧ ǫ˜
(
κV + V˜
Aω˜A
)
+ 2n←−θ(ℓ) ∧ ǫ˜
})
(A12)
+
∫
H
dv ∧ ǫ˜ [(q˜ABkτ − kABτ + q˜ABκV) δq˜AB]
+
∫
H
{
2(δ ℓ←−) ∧ ǫ˜ θ(n) − 2(δn←−) ∧ ǫ˜ θ(ℓ) + V˜
Aδ(dv ∧ ǫ˜ω˜A)
}
+
∫
S2−S1
{
2 δǫ˜− ǫ˜ [nbδℓb + nbδℓb]} .
12 To be precise, note that kabτ δq˜ab = −kτabδq˜ab = −kτabδ(p aAp bB q˜AB) = −kτABδq˜AB = kABτ δqAB.
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In the above, ( ℓ←−)i = p ai ℓa = αC[dv]i and (n←−)i = p ai na = α[dv]i. By using the expression
(3.11) for s˜AB we see that contribution on H is of the form arising in (A1), leaving us only
the corner terms arising at S1 and S2 to consider. We have a contribution nbδℓ
b + nbδℓb
arising from H and another contribution, nˆaδuˆ
a from Σ1,2. However, there are relationships
between the unit vectors uˆ, nˆ and ℓ, n given in (3.2). Making use of these, and the fact that
δuˆa ∝ uˆa, it follows that
nˆaδuˆa + naδℓ
a + naδℓa = −2δ(ln ζ) . (A13)
Then, combining (A12), (A13) and recalling terms in the action (3.8) on Σ1,2 and H , it is
straightforward to arrive at the desired result, (A1).
APPENDIX B: MANIPULATING THE BULK SYMPLECTIC STRUCTURE
In this appendix, we will rewrite the bulk symplectic structure in a form which is directly
useful in the body of the paper. We are interested in the case where δ1 = δΛ generates
an evolution along the vector field Λa. In three-dimensional language, the evolution of the
three-metric, hij and its conjugate momentum P
ij which encodes the extrinsic curvature
degrees of freedom are given in by:
δΛhij = λo
d
dt
hij + L λhij and δΛP ij = λo d
dt
P ij + L λP ij . (B1)
If the bulk fields are required to satisfy the Einstein equations, then we can easily derive
expressions for the time evolution of hij and P
ij as:
d
dt
hij = 64πGN(Pij − 1
2
Phij) + L V hij . (B2)
d
dt
Pij =
(Σ)
ǫ
16πG
(
N(Rij − 1
2
Rhij)− (DiDjN − hijDkDkN)
)
+ L VPij (B3)
+8πGN
(
(P klPkl − 1
2
PP)hij − 4(P k(iP j)k −
1
2
PPij)
)
,
where R is the three-dimensional Ricci scalar and P = hijP
ij and N and V a are the lapse
and shift respectively. Then, a fairly standard calculation [14, 34] allows us to rewrite the
bulk symplectic structure as:∫
Σ
{
(δPij)(δΛhij)− (δΛPij)(δhij)
}
(B4)
=
∫
Σ
{
λoNδH+ (λ
i + λoV
i)δHi
}
+
∫
∂Σ
ǫ˜
{
−λo(nˆkV k)P˜CDq˜CAq˜DB + Nλo
16πG
(knˆq˜
AB − kABnˆ ) +
λonˆ
iDiN
16πG
q˜AB
}
δq˜AB
+
∫
∂Σ
2δ(ǫ˜nˆiPijp
j
A )(λoV˜
A + λ˜A) +
∫
∂Σ
{
2λo(nˆiV
i)δ(ǫ˜P ijnˆinˆj)− Nλo
8πG
δ(ǫ˜knˆ)
}
,
where in the interests on conciseness we use tildes to represent two-dimensional quantities on
all boundaries. Thus, P˜AB = p
i
Ap
j
B Pij is the pull-back of Pij , V˜
A and λ˜A are the components
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of V i and λi in T (∂Σ), and q˜AB is the two-dimensional metric on ∂Σ. Additionally, since nˆ
is a unit vector in Σ but orthogonal to ∂Σ, kABnˆ is the extrinsic curvature of the boundary
∂Σ in Σ.
Now, we would like to rewrite the boundary contributions in terms of quantities which
are tailored to the boundaries B and H . In the four-dimensional context, we are more
interested in the normals to B and H in M rather than nˆ, the normal to ∂Σ in Σ. The
former are independent of our spacetime slicing while the latter depends upon the foliation of
the spacetime. To facilitate this procedure, we re-express the familiar boundary quantities
from Section III in terms of the three-dimensional quantites appearing above. We begin
by writing out the various horizon quantities in terms of the three-dimensional metric and
extrinsic curvature as:
ω˜A = (16πG)p
i
APijnˆ
j + dA(ln ζ) (B5)
κV =
d
dt
(ln ζ)− L V˜ ln ζ + 16πG(V knk)
[
Pijn
inj − P 2/2]+ nˆiDiN (B6)
θ(ℓ) = ζ
[−(16πG)Pijnˆinˆj +Dinˆi]
θ(n) =
−1
2ζ
[
(16πG)Pijnˆ
inˆj +Dinˆ
i
]
(B7)
kABτ = (16πGnˆiV
i)q˜AC q˜BDP˜CD +Nk
AB
nˆ (B8)
s˜AB = −(16πGV inˆi)q˜AC q˜BDP˜CD +N
(
knˆq˜
AB − kABnˆ
)
+ (nˆiDiN)q˜
AB
+q˜AB
[
d
dt
(ln ζ)− L V˜ (ln ζ)
]
(B9)
Similarly, we can write the outer boundary terms as:
kABn¯ =
√
1 + η2kABnˆ + (16πGη)
[
γ¯AC γ¯BDP˜CD − P γ¯AB/2
]
(B10)
n¯c∆cN¯ = nˆ
iDiN + 16πG(V
knˆk)
[
nˆinˆjPij − P/2
]
+
d
dt
(sinh−1 η)− L V¯ (sinh−1 η)(B11)
¯A = −16πGp iA P˜ijnˆj − dA(sinh−1 η) (B12)
N¯ s¯AB = −(16πGnˆiV i)γ¯AC γ¯BDP˜CD +N(knˆγ¯AB − kABnˆ ) + (nˆiDiN)γ¯AB
+γ¯AB
[
d
dt
(sinh−1 η)−L V¯ (sinh−1 η)
]
(B13)
With these expressions at hand, it is a reasonably straightforward exercise to substitute
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them into (B4). We thereby obtain:∫
Σ
{
(δPij)(δΛhij)− (δΛPij)(δhij)
}
(B14)
= δ
(
HΛ −
∫
B
ǫ¯
{
λo
8πG
N¯kn¯ + (λoV¯
A + λA)¯A
}
+
1
8πG
∫
S
ǫ˜λ˜Aω˜A
)
−
∫
Σ
{
δ(λoN)H+ δ(λ
i + λoV
i)Hi
}
+
1
8πG
∫
S
{(δΛǫ˜)(δ ln ζ)− (δǫ˜)(δΛ ln ζ)} − 1
8πG
∫
S
(δλ˜A)ǫ˜ω˜A
+
λo
8πG
∫
S
{
1
2
ǫ˜s˜ABδq˜AB + V˜
Aδ(ω˜Aǫ˜) + δ(αC)θ(n)ǫ˜ + (δα)ǫ˜θ(ℓ) + 2δ(αǫ˜θ(ℓ))− δ
(
dǫ˜
dt
)}
+
1
8πG
∫
B
{
(δΛ sinh
−1 η)(δǫ¯)− δ(sinh−1 η)(δΛǫ¯)
}
+
∫
B
ǫ¯
{
λoN¯
16πG
s¯ABδγ¯AB + ¯Aδ(λoV¯
A + λ¯A) +
δ(N¯λo)
8πG
kn¯
}
.
In the above, we have introduced the notationHΛ to signify the bulk part of the Hamiltonian,
namely
HΛ =
∫
Σ
d3x
{
λo(NH+ V
i
Hi) + λ
i
Hi
}
. (B15)
We can now interpret the terms arising in the expression (B14) one at a time. The first
term is an exact variation, which is precisely what is required. This will be part of the
Hamiltonian which generates the evolution along Λ. The next term consists of variations
of the lapse and shift multiplying the bulk constraints. This will clearly vanish provided
the bulk constraints are satisfied. The remaining terms are all boundary terms. On each
boundary, we have a contribution containing terms involving the variation of the boundary
volume forms ǫ˜ and ǫ¯. From these, we identify the momenta conjugate to the volume forms
as:
P˜ =
1
8πG
ln ζ and P¯ =
1
8πG
sinh−1 η . (B16)
The equations of motion then guarantee that the evolution of these quantities along Λ is
given by L Λ as expected.
Finally we come to the remaining boundary terms at the horizon and outer boundary.
In all cases, these terms either vanish (because θ(ℓ) = 0) or the quantity which appears
inside variation is held “fixed” by our boundary conditions. Although these quantities are
held fixed, with the weak boundary conditions introduced in Section IIID, their values will
change under diffeomorphisms of the boundary. Thus, variations of these quantities do not
vanish, but are equal to Lie derivatives along a direction X i tangent to the boundary surface.
For a three-dimensional Hamiltonian formulation this means that
δX = δt
(
∂
∂t
)
+ L δ˜X , (B17)
as discussed in (4.5).
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In addition, we require that the diffeomorphism constraint be satisfied at both the horizon
and outer boundary. The analysis of the outer boundary was performed in detail in [15]. We
refer the interested reader to that paper (and in particular Appendix C); here we will simply
use the result to rewrite the terms arising in (B14). Therefore, we turn our attention to the
horizon. On S, the diffeomorphism constraint can be rewritten in a form (3.20) which is
directly applicable for our current calculation (B14). The constraint equation on the horizon
allows us to immediately cancel all the terms other than the ω˜A ones. These can be rewritten
using: ∫
S
x˜AL V(ǫ˜ω˜A) =
∫
S
{
δ˜X
A d
dt
(ǫ˜ω˜A) + V˜
AδX(ǫ˜ω˜A)
}
, (B18)
Additionally, we must express the δλ˜A term in our preferred co-ordinate system. As in [15],
we can make use of the relation
δ λ˜α = (δλ˜)A(dAθ˜
α)− λ˜AdA(δθ˜α) , (B19)
to rewrite ∫
S
(δλ˜A)ǫ˜ω˜A + λo(δθ˜
A)L T (ǫ˜ω˜A) =
∫
S
(δλ˜α)ǫ˜ω˜α + δθ˜
αL Λ(ǫ˜ω˜α) . (B20)
Finally combining everything from above, we can write the bulk symplectic structure as:∫
Σ
{
(δPij)(δΛhij)− (δΛPij)(δhij)
}
(B21)
= δ
(
HΛ −
∫
B
{
λo
8πG
ǫ¯N¯kn¯ + ǫ¯(λoV¯
A + λA)¯A
}
+
1
8πG
∫
S
ǫ˜λ˜Aω˜A
)
−
∫
Σ
{
δ(λoN)H+ δ(λ
i + λoV
i)Hi
}
+
∫
B
{
(δΛP¯ )(δǫ¯)− (δP¯ )(δΛǫ¯)
}
+
∫
S
{
(δΛǫ˜)(δP˜ )− (δǫ˜)(δΛP˜ )
}
+(δλo)
∫
B
{
N¯
8πG
ǫ¯kn¯ + ǫ¯¯AV¯
A
}
+ δt
∫
B
L Λ
{
N¯
8πG
ǫ¯kn¯ + ǫ¯¯AV¯
A
}
+
∫
B
{
(δλ¯α)ǫ¯¯α + δθ¯
αδΛ(ǫ¯¯α)
}− 1
8πG
∫
S
{
(δλ˜α)ǫ˜ω˜α + δθ˜
αδΛ(ǫ˜ω˜α)
}
.
This is the final desired form.
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