[1] It has been suggested that the exobase temperature of early terrestrial planetary atmosphere could have reached over 10,000 K. Although such high exobase temperatures should have caused the major gases at the exobase to experience fast Jeans escape, and the entire thermosphere should have experienced hydrodynamic flow, hydrostatic equilibrium was assumed to be valid in this earlier model. In this paper we develop a multicomponent hydrodynamic thermosphere model to self-consistently study the Earth's thermosphere under extreme solar EUV conditions. The model is validated against observations and other models for the present Earth's thermosphere. Simulations show that if forced in hydrostatic equilibrium and maintaining the current composition, the Earth's thermosphere could experience a fast transition to an atmospheric blowoff state when exposed to solar EUV radiation stronger than certain critical flux. When hydrodynamic flow and its associated adiabatic cooling are included, atmospheric blowoff is prevented and Earth's exobase temperature decreases with increasing solar EUV beyond the critical solar EUV flux. Simulations show that the transition of the thermosphere from the hydrostatic equilibrium regime to the hydrodynamic regime occurs when the exobase temperature reaches 7000 to 8000 K if atomic O and N dominate the upper thermosphere. The fast variations of the bulk motion velocities under different exobase temperatures suggest that the adiabatic cooling effect could have kept the exobase temperature lower than $1000 K if light gases such as atomic hydrogen were the dominant species in the Earth's thermosphere. We propose that hydrodynamic flow and associated adiabatic cooling should exist in the thermospheres of a broad range of early and/or close-in terrestrial type planets and that the adiabatic cooling effect must be included in the energy balance in order to correctly estimate their thermospheric structures and their evolutionary paths.
[1] It has been suggested that the exobase temperature of early terrestrial planetary atmosphere could have reached over 10,000 K. Although such high exobase temperatures should have caused the major gases at the exobase to experience fast Jeans escape, and the entire thermosphere should have experienced hydrodynamic flow, hydrostatic equilibrium was assumed to be valid in this earlier model. In this paper we develop a multicomponent hydrodynamic thermosphere model to self-consistently study the Earth's thermosphere under extreme solar EUV conditions. The model is validated against observations and other models for the present Earth's thermosphere. Simulations show that if forced in hydrostatic equilibrium and maintaining the current composition, the Earth's thermosphere could experience a fast transition to an atmospheric blowoff state when exposed to solar EUV radiation stronger than certain critical flux. When hydrodynamic flow and its associated adiabatic cooling are included, atmospheric blowoff is prevented and Earth's exobase temperature decreases with increasing solar EUV beyond the critical solar EUV flux. Simulations show that the transition of the thermosphere from the hydrostatic equilibrium regime to the hydrodynamic regime occurs when the exobase temperature reaches 7000 to 8000 K if atomic O and N dominate the upper thermosphere. The fast variations of the bulk motion velocities under different exobase temperatures suggest that the adiabatic cooling effect could have kept the exobase temperature lower than $1000 K if light gases such as atomic hydrogen were the dominant species in the Earth's thermosphere. We propose that hydrodynamic flow and associated adiabatic cooling should exist in the thermospheres of a broad range of early and/or close-in terrestrial type planets and that the adiabatic cooling effect must be included in the energy balance in order to correctly estimate their thermospheric structures and their evolutionary paths.
Introduction
[2] Studies of atmospheric escape are important for determining the evolutionary paths of planetary atmospheres. On the basis of their source of energy, escape mechanisms can be divided into two categories: thermal escape and nonthermal escape. In thermal escape, particles at the exobase are assumed to have an approximately Maxwellian velocity distribution that is determined by the exobase temperature, and those with outgoing velocities exceeding the escape velocity of the planet can escape [Jeans, 1925; Walker, 1977] . Thermal escape rate is controlled by the Jeans escape parameter, l c = GMm/kT exo r exo , which represents the ratio of the gravitational energy to the mean thermal energy of the particle, along with the number density of the escaping gas at the exobase level. An extreme case of thermal escape is atmospheric ''blowoff,'' which occurs when the mean thermal energy of the major gases at the exobase level (where the mean free path of the gas particles is comparable to the scale height of the atmosphere) exceeds their gravitational potential energy (equivalent to l c < 1.5). In the blowoff state the loss of gas can be ''almost arbitrarily high and indiscriminate as to species'' [Ö pik, 1963] . In this definition, atmospheric blowoff is essentially an uncontrolled process in the sense that the loss of gas (at an arbitrarily high rate) does not affect the exobase temperature. Realistically, gases should escape planetary atmospheres in a more controlled manner (limited by energy), but still faster than predicted by the Jeans' formula, because the pressure force contributes to the escape process (See further discussion below). All of the above escape processes are thermal. By contrast, in nonthermal escape processes, such as H/H + charge exchange, the escaping atoms acquire energy from nonthermal sources, in this case hot H + ions. The known nonthermal escape processes are summarized by Chamberlain and Hunten [1987] .
[3] We note parenthetically that a different definition of atmospheric blowoff is given by Chamberlain and Hunten [1987] . They define blowoff as a condition in which the escaping light constituents are able to drag heavier constituents along with them. Blowoff, by this definition, may or may not be indiscriminate with respect to heavy species, depending on the magnitude of the light gas escape flux. We suggest that this condition should be part of regime II of planetary thermospheres defined next. In the rest of this paper, we use Ö pik's definition of atmospheric blowoff.
[4] The above classification of escape mechanisms concerns only the region near and above the exobase. To understand how the underlying planetary atmosphere responds to different escape scenarios requires a thermosphere model that includes both energetics and dynamics. We propose that planetary thermospheres can be classified into two regimes: regime I is the hydrostatic equilibrium regime, in which the bulk atmosphere below the exobase can be considered as static; and regime II is the hydrodynamic flow regime, in which the major gases in the thermosphere can escape efficiently as a result of large energy input and/or a weak planetary gravitational field. The hydrodynamic flow regime is not to be considered equivalent to the atmospheric blowoff state, as suggested in some recent literature. As we will show later, a planetary atmosphere can be in the hydrodynamic flow regime without satisfying the blowoff criteria (l c < 1.5); indeed, the proper treatment of the hydrodynamic flow prevents the occurrence of atmospheric blowoff. The upper atmospheres of hydrogen-rich and water-rich early terrestrial planets [e.g., Watson et al., 1981; Kasting and Pollack, 1983; Chassefière, 1996; Tian et al., 2005b] , those of close-in extrasolar planets [e.g., Lammer et al., 2003; Yelle, 2004; Tian et al., 2005a; García-Muñoz, 2007] , and that of Pluto [Krasnopolsky, 1999; Tian and Toon, 2005; Strobel, 2008] are in the hydrodynamic flow regime. Recently, it is suggested that Titan's upper atmosphere is also in this regime [Strobel, 2007] .
[5] Physically, when a hydrodynamic flow reaches the exobase, it must be matched by the combined escape flux caused by thermal and nonthermal processes. Because the escape flux depends on parameters (density, temperature, etc.) which are in turn controlled by the hydrodynamic flow, obtaining a self-consistent solution for the hydrodynamic flow is complicated. However, if the bulk motion velocity at the exobase exceeds the escape velocity of the planet, escape can be accomplished by the hydrodynamic flow itself and the problem is simpler. It is important to realize that even if the bulk motion velocity at the exobase level is smaller than the escape velocity, a hydrodynamic flow model may still be required in order to correctly characterize the thermospheric structure. Because of the adiabatic cooling effect of the hydrodynamic flow, the atmospheric temperature can be reduced significantly if the bulk motion velocity is substantially high, thereby preventing the occurrence of atmospheric blowoff.
[6] Hydrodynamic flow models themselves can be subdivided into two different types: subsonic and transonic. Which type of flow regime applies depends on the density of the escaping gas and the conditions at the upper boundary. In the simplest case, expansion of a dense (and, hence, collisional) fluid into a vacuum, the flow should be transonic. This solution, and no other, satisfies the condition that the mass of the atmosphere is finite if one integrates out to infinity. The solar wind is an example of such a transonic flow [Parker, 1963] . Although the wind itself is tenuous, it remains effectively collisional because it is fully ionized and the particles can exchange momentum through their interaction with the embedded magnetic field. The solar wind does not expand into a vacuum, of course; rather, it creates a shock front at the heliopause where it encounters the local interstellar medium. However, because the flow is already supersonic at this distance, the presence of this shock front has no effect on the flow velocities inside it.
[7] Planetary winds are more complex in the sense that they are only partially ionized, and so the escaping particles are less interconnected by long-range, electromagnetic forces. Such a flow becomes collisionless at some point, and the fluid dynamic approximation is no longer valid. If this point (the exobase) is reached beyond the critical point where the flow becomes supersonic, then the transonic solution should still be valid. But there are other possibilities as well. The flow may become collisionless before it becomes supersonic, so that the entire hydrodynamic flow regime is subsonic. Some models of this type, including the one described in this paper, apply Jeans escape effusion velocity at the upper boundary [Chassefière, 1996; Yelle, 2004] . This approach may underestimate the actual escape rate because it ignores nonthermal escape processes above the exobase. Planetary winds are also expanding into an anisotropic interplanetary medium defined by the solar wind. The interaction between the solar wind and the planet's ionosphere or magnetosphere creates a bow shock that is located at different distances depending on the strength of the planet's magnetic field and the plasma in the planet's magnetosphere. Even a dense planetary wind escaping in the sunward direction could be constrained to remain subsonic as a consequence of solar wind backpressure or, more likely, may be redirected into the antisolar hemisphere. Thus any 1-D approximation to this process is just that, an approximation. That said, much can be learned from 1-D hydrodynamic flow models, even if multidimensional models are eventually called for.
[8] The status of the current hydrodynamic modeling efforts is not satisfactory. Most hydrodynamic models for early terrestrial planetary atmospheres [e.g., Watson et al., 1981; Kasting and Pollack, 1983; Chassefière, 1996; Tian et al., 2005b] depend on parameterized heating efficiencies due to their lack of detailed treatments of radiative transfer. Earth thermosphere models [Roble et al., 1987; Roble, 1995; Sojka, 2005a, 2005b] , on the other hand, compute heating efficiencies self-consistently but are based on the assumption of hydrostatic equilibrium. This assumption is justifiable today, but is of questionable validity when it is extrapolated to the study of the long-term evolution of planetary atmospheres.
[9] It has been suggested that the young Sun emitted stronger EUV radiation: approximately 3, 6, and 10 times that of today at $3, 3.5, and 3.8 Ga ago, respectively [Ribas et al., 2005] . A few hundred million years after its formation, the Sun's EUV radiation level could have been 100 times that of today (100 times present EUV). Recently, a hydrostatic equilibrium model [Kulikov et al., 2007] has been applied to the early terrestrial planetary thermospheres under a wide range of solar EUV radiation levels (1 -100 times present EUV). For early Earth with the same composition as that of today, the model predicted a thermospheric temperature of $10,000 K for $12 times present EUV condition [Kulikov et al., 2007] . The extremely high thermospheric temperatures of Kulikov et al. [2007] suggest that the thermosphere cannot be considered hydrostatic in extreme solar EUV conditions because atomic oxygen (the dominant gas in the upper thermosphere of the present Earth) should be escaping at a significant rate.
[10] Although some of the more recent hydrodynamic models [Krasnopolsky, 1999; Yelle, 2004] included detailed radiative transfer treatments, the chemical schemes in these models are designed for the atmospheres of either giant planets or Pluto, which limits their applicability to the terrestrial planets. The motivation of this work is to develop a general thermosphere model which can be applied to various types of planetary atmospheres while accounting for potentially important hydrodynamic flow and the associated adiabatic cooling. In this paper we describe a 1-D, multicomponent hydrodynamic thermospheric model, and we use it to explore the response of the Earth's thermosphere under extreme solar EUV radiation conditions. Application to early Earth-type atmospheres will be given in a future paper. The details of the model are described in section 2. In section 3 the model is validated against the observations (NRL mass spectrometer incoherent scatter radar extended model [Hedin, 1991] , hereafter MSIS-00) and existing theoretical models [Roble et al., 1987; Roble, 1995; Sojka, 2005a, 2005b] . The responses of the Earth's thermosphere to extreme solar EUV radiations and the significance of the adiabatic cooling effect are the topics of section 4. The discussion and conclusions are given in sections 5 and 6.
Model Description
[11] The model treats the whole thermosphere as a single fluid with a varying mean molecular mass. Similar to the treatment by Kasting and Pollack [1983] , the model iteratively solves the momentum and energy equations for this moving atmosphere. In order to treat the energy deposition self-consistently and to avoid having to parameterize the overall heating efficiency, the model includes both neutral and ion species. Time-independent diffusion equations are solved for 14 long-lived species, and chemical equilibrium is applied to 18 short-lived species. These species and their corresponding boundary conditions are listed in Table 1 . Quasi-charge neutrality is assumed in the model. The model includes 154 chemical reactions, collected from thermospheric models of the present Earth [Roble, 1995; Smithtro and Sojka, 2005a] , Venus/Mars [Nagy et al., 1983; Barth et al., 1992; Fox and Delgarno, 1979] , and extrasolar planets [Yelle, 2004] . The list of reactions, reaction rates, energy released/absorbed, and the references is given in Table 2 . The lower boundary of the model is at $95 km and the top boundary is the exobase, whose position is determined iteratively throughout the calculation by comparing the mean free path and the scale height of the background gas. When the upper boundary is found to be below the exobase, the upper boundary is expanded by 1/4 of a scale height at each time step until the exobase is matched. Note that because the gravity decreases with increasing altitude, the upper boundary altitude does not necessarily reside on a constant pressure surface. The model grid points are spaced unequally in altitude so that each scale height includes at least 4 grid points. More grid points are used under stronger solar EUV conditions.
[12] The 1-D hydrodynamic, thermospheric model solves the continuity, momentum, and energy equations in a moving atmosphere. We start from the 1-D, time-dependent, nonviscous hydrodynamic equation set of Tian et al. [2005a] :
Here r is gas density, r is distance from the planet center, u is bulk motion velocity of background gas, p is pressure, G is universal gravitational constant, M is mass of the planet, E is total energy density (which is the sum of the kinetic energy density and the internal energy density of the gas flow), k is thermal conductivity, T is temperature, g is adiabatic constant, R is molar gas constant, and q is volume heating rate.
[13] Because we are interested in the steady state solution, the continuity and the momentum equations are rewritten into the following time-independent density and wind equations:
Here, u 0 2 = kT/m, g = GM/r 2 , and m is mean molecular mass. [14] If the variations of the mean molecular mass with time and space are ignored, the time-dependent energy equation can be reduced to the following equation:
Equation (4) is similar to the energy balance equation of Yelle [2004] and can be reduced to equation (3) of Kasting and Pollack [1983] in the steady state. The last term on the RHS is the adiabatic cooling term. The contributions of O, O 2 , N 2 , CO 2 , H 2 , H, and N are included in the expression of thermal conductivity k and heat capacity C p . Solving equations (2), (3), and (4) provides the macroscopic properties (r, T, u) of the background gas. Both r and T are fixed at the lower boundary. At the top boundary the bulk motion velocity u is associated with the escape velocities of multiple gases. Atomic oxygen is the dominant gas in the current Earth's upper thermosphere. Smithtro and Sojka [2005b] pointed out that the concentration of atomic nitrogen increases by a factor of 4 when increasing the solar EUV flux from that of solar maximum condition by a factor of 2. Our calculations confirms the findings of Smithtro and Sojka [2005b] and shows that atomic nitrogen indeed becomes a species competing with atomic oxygen for dominancy at the exobase under extreme solar EUV conditions. At each iteration T, u, and r are solved consecutively, and the time step size is adjusted according to the variation of T and r. The temperature equation (4) is solved using an implicit (reverse Euler) time stepper, whereas u and r are considered to be in quasi-steady state.
[15] The concentrations of chemical species in the thermosphere are important because they affect the heating and cooling functions and also the mean molecular mass, which in turn affects the mass density distribution. To obtain the concentrations of neutral long-lived species, we use the minor constituent diffusion approximation, as in the work by Kasting and Pollack [1983] . Treating major constituent diffusion self-consistently in a multicomponent atmosphere is quite difficult. In the minor constituent approximation, the mutual influences of the diffusion fluxes of major species on each other and on the minor gases are ignored, and so errors in the estimate of the diffusion fluxes can be induced. However, as demonstrated in section 3, this approach is adequate for the calculations of large-scale thermospheric structure. By combining the flux equation in the minor constituent approximation (equation (5)) with the continuity equation for species i in a moving atmosphere (equation (6))
the following diffusion equation for species i can be derived:
Here C i , n i , m i , P i , L i are the mass mixing ratio, number density, mass, chemical production, and chemical loss for species i. D i is the (hard sphere) molecular diffusion Kumar et al. [1983] ; L, Barth et al. [1992] ; M, Yung and DeMore [1999] . T is neutral temperature, Ti is ion temperature, and Te is electron temperature. Tr = 0.5*(Ti + T). K30 = 5.2 Â 10 E05008 TIAN ET AL.: HYDRODYNAMIC PLANETARY THERMOSPHERE coefficient of species i in the background gas. K is the eddy diffusion coefficient:
a i is the thermal diffusion factor and is set to be À0.25, À0.3, À0.4 for H, H 2 , and He, respectively [Hunten and Strobel, 1974; Banks and Kockarts, 1973] . The parameter a i is set equal to zero for all other long-lived species.
[16] In hydrostatic equilibrium,
where H i and H a are the scale heights of species i and the background gas, respectively. The diffusion equation can be reduced to equation (25) of Kasting and Pollack [1983] in the steady state.
[17] For long-lived ions, the ambipolar diffusion equation [Schunk and Nagy, 2000] is solved. The ambipolar diffusion coefficients are calculated according to Schunk and Nagy [2000] . We include the contributions of 5 neutral species (O, N, H, N 2 , and O 2 ) for the computation of the momentum transfer collision frequencies.
[18] The solar radiation spectrum used in this model extends from 0.5 nm to $400 nm. The spectra at X-ray and EUV wavelengths (<105 nm) are from a low-resolution EUVAC model [Solomon and Qian, 2005] . The spectrum between 105 nm and 175 nm is from Woods and Rottman [2002] . The spectrum for longer wavelengths is from Rottman et al. [1986] . More than one activity proxy, including the 10.7 cm solar radio flux (F10.7) and its 81-d centered average (hF10.7i), have been used in the literature to describe the variability of the solar spectrum during different phases of a solar cycle. In this paper we use the solar activity proxy P = (F10.7 + hF10.7i)/2, defined by Richards et al. [1994] . Similar to Smithtro and Sojka [2005a] , we use P = 70 for solar minimum and P = 230 for solar maximum. To scale the solar EUV flux to different conditions, we employed the low-resolution EUVAC linear scaling method of Solomon and Qian [2005] . We note that there are other EUV representation models which have different wavelength-dependent distributions of photons. These models and their influences on Earth's thermosphere/ionosphere have been discussed in detail by Sojka [2005a, 2005b] , who found that the integrated solar EUV energy fluxes are significantly different when extrapolating these models to up to 4 times present EUV conditions. To model the thermosphere/ionosphere of early planetary atmospheres or those [2005] provide some reference EUV spectra. To investigate the responses of planetary atmospheres to different EUV representation models is beyond the purpose of this work but will be important future works. Figure 1a shows the solar spectrum at solar minimum, solar maximum, and at 20Â present EUV level. Solar spectrum variability in a solar cycle is shown in Figure 1b .
[19] The 22-bin parameterization method developed by Solomon and Qian [2005] is used to calculate ionization and dissociation rates for O, O 2 , and N 2 in the thermosphere. Ionization cross sections for N are from Fennelly and Torr [1992] are projected into the 22-bin scheme following the weighted (by solar EUV flux) average method of Solomon and Qian [2005] . The total ionization cross sections for H 2 are from Avakyan et al. [1998] . The dissociative ionization cross sections for H 2 are from the data of Schunk and Nagy [2000] . Ionization cross sections for H are assumed to be 50% those of H 2 based on the study by Yan et al. [1998] . These cross sections are projected into the 22-bin scheme using linear interpolation, which should introduce small errors in the present work. For H/H 2 rich atmospheres a weighted average is preferred. In this work we ignored the electron impact ionization of N, H, and H 2 , which will be interesting future work.
[20] The calculations of the neutral volume heating rate q include all the neutral heating and cooling mechanisms in the global mean model for Earth's thermosphere [Roble et al., 1987; Roble, 1995] except for the following: heating by auroral electrons, heating by gravity waves, and eddy heat conduction. The first two terms are small in the current Earth's thermosphere. The eddy heat conduction is important in the lower (<110 km) thermosphere but negligible in the upper thermosphere [Roble et al., 1987 . All of these energy terms are characterized by parameterizations which may or may not be applicable when extrapolated to extreme solar EUV conditions, and a full treatment is beyond the scope of this paper. The electron and ion energy considerations are similar to those in the global mean model [Roble et al., 1987; Roble, 1995] . Because these energy treatments are described in detail by Roble et al. [1987] and Roble [1995] , they are not repeated here. We only summarize the differences between this model and the global mean model of Roble et al. [1987] and Roble [1995] .
[21] For the heating rates and photolysis rates in the Schumann-Runge bands of O 2 , Schumann-Runge continuum of O 2 , and the Hartley bands of O 3 , we replaced the parameterization in the global mean model by explicit calculations of solar radiation absorption in order to facilitate the extrapolation of the model to planetary atmospheres with different composition than current Earth. Solar radia- Figure 2 . Temperature and number density profiles of major neutral species in solar minimum and maximum conditions. Dotted curves are the globally averaged profiles from the empirical MSIS-00 model.
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TIAN ET AL.: HYDRODYNAMIC PLANETARY THERMOSPHERE tion absorption by H 2 O and CO 2 in the wavelength region of the Schumann-Runge bands and Schumann-Runge continuum is explicitly calculated and included in the heating and photolysis rates. Excitations of molecules/atoms by electron collision are updated according to Schunk and Nagy [2000] . For CO 2 cooling calculations we use the updated parameterization from Fomichev et al. [1998] .
[22] Starting from an initial condition, the model first solves chemical equilibrium for short-lived species and then solves the diffusion equation for long-lived species using a steady state tridiagonal solver, i.e., the time derivative on the left-hand side of equation (7) is ignored. Solutions are damped by using 0.1 times the new solution plus 0.9 times the old one. Then, the sum of the mass mixing ratios of long-lived species is renormalized to unity, and the mean molecular mass is recalculated. This is preferable to calculating one species by subtraction, as the dominant species changes with altitude. The model then solves the energy equations for the electrons and the neutral gas using fixed lower boundary conditions on temperature. A zero-gradient upper boundary condition is applied for neutral gas, and a fixed downward heat flux upper boundary condition (3 Â 10 9 eV cm À2 s
À1
, the same as that in the global mean model) is applied for electrons. To solve the wind equation (3), we apply a finite (subsonic) bulk motion velocity at the top boundary, which is assessed by multiplying the Jeans escape velocities of long-lived gases by their corresponding mass mixing ratios at the exobase and then taking an average. This subsonic approach is similar to those of Chassefière [1996] and Yelle [2004] and is ideal to study the evolution of the thermospheric responses to progressively increasing solar EUV radiation. The density equation (2) is solved by fixing r at the lower boundary. The time step size is adjusted based on the rate of time variation of both T and r in order to facilitate fast convergence when the model is approaching steady state. The number densities of long-lived species are computed at the end of each iteration.
Model Validations
[23] Detailed comparisons of thermospheric models with the observations have been discussed extensively by Roble et al. [1987] , Roble [1995] , and Smithtro and Sojka [2005a] . Figures 2 -4 show profiles of the current Earth's thermosphere under solar minimum and maximum conditions. Generally speaking, the results of our model under solar minimum and solar maximum conditions are close to those of previous works [Roble et al., 1987; Roble, 1995; Smithtro and Sojka, 2005a] . [24] Figure 2 shows the calculated neutral, ion, and electron temperature profiles, along with number density distributions of 5 long-lived species (O, O 2 , N 2 , He, and H) in the thermosphere. Also plotted in Figure 2 are the corresponding globally averaged profiles from the empirical MSIS-00 model. The neutral temperature profiles in the model are slightly colder than those observed. At solar minimum, the calculated exobase temperature is 671 K, as compared to 735 K in MSIS-00. At solar maximum, the exobase temperature is closer, 1220 K, compared to 1242 K in MSIS-00. The greatest discrepancy occurs at around 200 km altitude, where the model temperature is $100 K lower than that in MSIS-00. The ion and neutral temperature calculated in the model are similar to those in previous studies. At $200 km altitude, the electron temperature peak value is $1400 K, close to that of Roble et al. [1987] . The electron temperature at $400 km is closer to the neutral temperature than those in previous models [Roble et al., 1987; Roble, 1995; Smithtro and Sojka, 2005a] , probably a reflection of the stronger collisional coupling between neutrals, ions, and electrons in this model. The profiles of neutral species in Figure 2 are similar to those in MSIS-00 but the fit is not as good as those in previous works. The discrepancies may be partially caused by the minor constituent approximation employed in the diffusion equation.
[25] Figures 3a and 3c show the calculated profiles of 3 long-lived species (NO, N( ) at solar minimum and at solar maximum. As found in previous works [Donahue, 1968; Brinton et al., 1969; Hoffman et al., 1969; Roble et al., 1987; Roble, 1995; Smithtro and Sojka, 2005a] , O + is the dominant ion species Figure 4 . Heating and cooling rate profiles in solar minimum and solar maximum conditions. Q T is the total heating rate; e-i is heating by collisions between thermal electrons, ions, and neutrals; Qc is the heating from ion-neutral and neutral-neutral chemical reactions; J is the Joule heating; PE is the direct heating from photoelectrons; SRC, SRB, and Ly a are heating from absorption in the Schumann-Runge continuum, Schumann-Runge bands, and Lyman a line, respectively; Q m is the molecular thermal conduction cooling; O( 3 P) is the cooling from the fine structure of atomic oxygen; NO and CO 2 are the radiative cooling from the 5.3-mm emission from NO and 15-mm emission from CO 2 , respectively.
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TIAN ET AL.: HYDRODYNAMIC PLANETARY THERMOSPHERE at high altitudes, and both O 2 + and NO + dominate at low altitudes. The peak electron densities at solar minimum and maximum are $3 Â 10 5 cm À3 and $2 Â 10 6 cm À3 , respectively Figure 3b and 3d also show the empirical electron density profiles (dashed curves), which are obtained by taking the global average of data from the International Reference Ionosphere model [Bilitza, 1991 [Bilitza, , 2001 ] under corresponding solar EUV fluxes. The model calculated electron density profile agrees well with that in the empirical profile under solar maximum conditions. The agreement is not as good under solar minimum conditions, especially at altitudes greater than 300 km. An important feature of the Earth's ionosphere is its short timescale, which leads to strong diurnal and latitudinal variations of electron density profiles. Thus, it is to be expected that the results from 1-D models differ from the global averaged values in empirical model such as IRI.
[26] The total heating and cooling profiles, as well as the contributions from important individual mechanisms, are plotted in Figure 4 . The general shapes of these heating/ cooling profiles and the importance of each heating/cooling mechanism are similar to those of Roble et al. [1987] and Roble [1995] . At solar minimum, the dominant heating mechanism above $250 km is the collisional heating by ambient electrons (e-i), followed by the heating by exothermal chemical reactions (Q c ), which includes neutral-neutral and neutral-ion reactions. Between 190 and 250 km, chemical heating is dominant, followed by electron collision heating. Below 190 km, chemical heating is still dominant but Joule heating becomes the second most important heating mechanism, with a peak contribution of $30% at 110 km altitude. Heating from O 2 absorption in the Schumann-Runge continuum begins to be important below $150 km and reaches a peak of $20% at 120 km. The dominant cooling mechanism at high altitudes is molecular thermal conduction, supplemented by less than a 20% contribution from atomic oxygen fine structure cooling (63 mm) at $300 km. The dominant cooling agent at low altitudes is CO 2 through 15-mm IR radiation, which contributes $10% to the total cooling at $130 km and more than 90% below 110 km. NO contributes ($15%) to the total cooling rate at $145 km through 5.3-mm non-LTE radiation. At solar maximum the most apparent change in the heating/ cooling profiles, other than the overall increase of total heating/cooling, is the increased cooling contribution of NO in the lower thermosphere, which reaches $80% at $140 km. Previous work [Roble et al., 1987] has found the same dominant role of NO cooling at similar altitude at solar maximum. In general, contributions from different heating/ . Smithtro and Sojka [2005b] observed that the concentration of atomic nitrogen increases by a factor of 4 when the solar EUV flux is increased by a factor of 2 from that at solar maximum and attributed this change to the increased photodissociation of N 2 and accelerated production of N through ion-neutral chemical reactions. Our calculations confirm this finding. In general, the behavior of the thermosphere/ionosphere in our model is similar to that in GAIT [Smithtro and Sojka, 2005b] .
Thermosphere Expansion Under Extreme Solar EUV Conditions and the Adiabatic Cooling Effect
[28] In the previous section the model was validated against the current Earth's thermosphere through comparison with observations and previous models. In this section ). It is shown that when solar EUV energy flux exceeds certain critical value, the upper part of the thermosphere begins to cool as a result of the increasingly significant adiabatic cooling effect. Beyond the critical flux ($5 times present EUV in this plot), the higher the energy input into the thermosphere, the lower the exobase temperature. This behavior is typical in the studies of hydrodynamic flow in planetary atmospheres.
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[29] Figure 6 shows the temperature profiles of the thermosphere under different solar EUV fluxes. When the energy input into the thermosphere/ionosphere system increases, the exobase expands. The response of the temperature profile is more complicated. For solar EUV fluxes smaller than $5 times that of today (5 Â EUV or $25 mW/m 2 ), the peak temperature in the thermosphere occurs at the exobase level. For solar EUV fluxes greater than $5 Â EUV, the peak temperature still increases with energy flux, but the upper part of the thermosphere begins to cool as a result of the increasingly significant adiabatic cooling effect. The higher the energy input into the thermosphere, the lower the exobase temperature. This behavior is typical in hydrodynamic models of planetary atmospheres [Watson et al., 1981; Kasting and Pollack, 1983; Chassefière, 1996; Yelle, 2004; Tian et al., 2005a Tian et al., , 2005b .
[30] The significance of the adiabatic cooling effect is better illustrated in Figure 7 , where three heating/cooling mechanisms are plotted as functions of altitude. Figures 7a-7d correspond to the situations for four solar EUV flux levels: 1, 4.9, 5.3, and 9.8 times the present value of 5.1 mW/m 2 . The solid curves are the net heating profiles from radiative transfer calculations, which include all radiative heating mechanisms and all the IR cooling mechanisms described in previous sections. The long dashed curves represent molecular thermal conduction, and the short dashed curves represent adiabatic cooling. It is clear that when solar EUV flux is smaller than $4.9 times present EUV, all through the system the net heating from radiative transfer calculations is balanced by thermal conduction. Adiabatic cooling is negligible because of the small bulk motion velocities. In the 5.3 times present EUV case, adiabatic cooling becomes effective near the exobase, and the significance of thermal conduction cooling begins to decrease. As the energy flux continues to increase, the adiabatic cooling effect becomes greater, and the temperature begins to decrease with altitude in the upper part of the thermosphere. In the large solar EUV flux cases, thermal conduction acts to heat the uppermost part of the thermosphere (comparable to the heating from radiative transfer processes) rather than cooling it.
[31] In Figure 8 we plot the exobase temperature, peak temperature, exobase altitude, and exobase bulk motion velocity as a function of solar EUV fluxes (normalized by the solar mean EUV flux). Figures 8a-8d suggest that the Figure 7 . Profiles of heating and cooling mechanisms under different solar EUV flux cases (normalized by the solar EUV energy flux at solar mean). The solid curves are the net heating from radiative transfer calculations, including both the heating terms and IR cooling terms described in section 3. The long dashed curves are the molecular thermal conduction, and the short dashed curves are the adiabatic cooling.
TIAN ET AL.: HYDRODYNAMIC PLANETARY THERMOSPHERE response of the Earth's thermosphere to extreme solar EUV conditions can be divided into the two regimes defined in the introduction section by a critical solar EUV flux ($5 times present EUV for the solid curve). In regime I (hydrostatic equilibrium), the thermosphere behaves similarly to that demonstrated by the GAIT model and by our model in previous section. The peak temperature occurs at the exobase. Both the temperature and altitude at the exobase level increase nonlinearly with the solar EUV flux. Analysis of our simulation results shows that atomic oxygen maintains its status as the dominant species at the exobase in regime I, with increasingly stronger competition from atomic nitrogen. Indeed, the number density of atomic nitrogen becomes comparable to that of atomic oxygen at the exobase at a solar EUV flux close to 5 times present EUV.
[32] The thermosphere enters regime II (hydrodynamic flow) when the solar EUV flux increases beyond the critical flux. In this regime, the peak temperature no longer occurs at the exobase, and the exobase temperature decreases with increasing solar EUV flux. The altitude and the bulk motion velocity at the exobase level, as well as the peak temperature, increase with slopes much lower than those near the end of regime I. Atomic nitrogen becomes the dominant species at the exobase and ions (O + dominant) become increasingly important and eventually dominate the exobase.
[33] The behavior of the bulk motion velocity at the exobase level changes more dramatically at the transition from regime I to regime II (Figure 8d ). Simulations show that the bulk motion velocity at the exobase increases from <10 cm/s to >10 3 cm/s when the P index is changed from 750 (4.9 times present EUV or energy flux = 25.1 mW/m 2 ) to 800 (5.3 times present EUV or energy flux = 26.7 mW/m 2 ). This dramatic increase of the bulk motion velocity at the exobase is controlled by the fast increase of exobase temperature from $5000 K to nearly 8000 K. More discussion on this transition will follow in section 5.
[34] As discussed in section 3, the dominant heating mechanism for the upper thermosphere during a normal solar cycle is the electron collision heating of the neutral gases. Analysis of the energy budget of the thermosphere under extreme solar EUV fluxes suggests that the electron collision heating maintains its status as the dominant heating mechanism in the upper thermosphere. Because the electron collision heating depends on the temperature difference between the electrons and the neutrals, a correct solution of the electron temperature is critical in accurately calculating the electron collision heating. In this model we solve the energy equation of the electrons by assuming that the electrons are static, i.e., the adiabatic cooling effect is ignored for electrons. This will cause an overestimation of the electron temperature and their contribution to neutral heating. To estimate how the adiabatic cooling for electrons could have influenced the response of the Earth's thermosphere under extreme solar EUV conditions, a series of simulations was done by fixing the electron temperature to the neutral temperature, which sets the electron collision heating to zero. The simulation results are plotted in Figure 8 as dotted curves. These sensitivity tests suggest that the thermosphere expansion could occur in a much more moderate style. A critical flux ($10 times present EUV or energy flux = $50 mW/m 2 ) can still be found beyond which the exobase would begin to cool when the solar EUV flux is further increased.
[35] To better understand the influence of the adiabatic cooling effect, we forced the thermosphere to be in hydrostatic equilibrium by imposing a small bulk motion velocity at the exobase level. The red, dashed curves in Figures 8a and 8b represent the variation of the exobase temperature and peak temperature with varying solar EUV fluxes. Our simulations show that the thermosphere's response remains the same when solar EUV flux is small -the hydrostatic equilibrium assumption is sound when the energy input into the thermosphere is limited. But as the solar EUV flux approaches the critical flux, the exobase begins to expand and warm up dramatically. When the exobase altitude and temperature increase, the atmospheric blowoff state is quickly reached, and eventually the exobase vanishes. This explosive expansion of the exobase is accompanied and caused by the extremely high exobase temperature, which is consistent with the accelerated trend of the exobase temperature growth under smaller energy inputs. These sensitivity test results suggest that the Earth's thermosphere could experience a fast transition into the atmospheric blowoff state when exposed to certain critical solar EUV conditions, and that hydrostatic equilibrium does not apply in those cases.
[36] The Jeans escape parameters at the exobase under different solar EUV conditions can be evaluated from Figures 8a and 8c. Analysis shows that under no solar EUV conditions do the exobase parameters satisfy the atmospheric blowoff criteria (l c < 1.5).This shows that (1) planetary atmospheres can be in the hydrodynamic flow regime without satisfying the blowoff criteria and (2) adiabatic cooling associated with the hydrodynamic flow in planetary thermospheres actually prevents the atmosphere from reaching the blowoff state.
Discussion
[37] As described in last section, when the P index increases from 750 (4.9 times present EUV) to 800 (5.3 times present EUV), the exobase temperature climbs from $5000 K to $8000 K (Figure 8a) , and the exobase moves from $3500 km altitude to $7700 km. At the same time, the bulk motion velocity jumps from <10 cm/s to >10 3 cm/s. This dramatic change in the bulk motion velocity at the exobase (which marks a transition from static thermosphere Figure 9 . Jeans escape velocity as a function of exobase temperature. The solid curves are for a hypothetical gas with molecular weight 15. The dashed curves are for atomic hydrogen. For each gas, two curves are plotted, corresponding to two different exobase altitudes, one at the surface of the Earth, the other at 2 Earth radii. The dashed arrow mark is discussed in section 5.
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TIAN ET AL.: HYDRODYNAMIC PLANETARY THERMOSPHERE to hydrodynamic flow) is a consequence of the exponential dependence of the Jeans escape velocity on the exobase temperature and exobase altitude. In Figure 9 we plot the variations of the Jeans escape velocities as a function of exobase temperature. The two solid curves (for exobase at 1 Earth radius and 2 Earth radii, respectively) are for a hypothetical gas with molecular weight 15, which is the same as the background gas (dominated by atomic O and N) at the exobase in our model at high solar EUV conditions. Because the exobase level moves outward when the solar EUV flux increases, the actual direction in which the Jeans velocity grows is marked by a symbolic arrow, whose sharp slope is the cause of the dramatic increase of the bulk motion velocity in Figure 8d .
[38] Figures 8a and 8d suggest that for a thermosphere with current Earth's specifications, the velocity range in which hydrodynamic flow begins to be important is between 100 and 1000 cm/s. The corresponding temperature range is between 7000 K and 8000 K. It is interesting to note that if the Earth's thermosphere were dominated by light gases, such as atomic hydrogen, an exobase temperature less than 1000 K would be adequate to generate a Jeans escape velocity of $1000 cm/s (dashed curves in Figure 9 ). Thus, if the early Earth's atmosphere were dominated by hydrogen, as suggested by Tian et al. [2005b] , the exobase and peak temperature in the thermosphere would have been lower than $1000 K. This hypothesis is in agreement with the hydrodynamic models for early Earth and Venus [Watson et al., 1981; Kasting and Pollack, 1983; Chassefière, 1996; Tian et al., 2005b] . We note that all transonic (and some subsonic) hydrodynamic models [Watson et al., 1981; Krasnopolsky, 1999; Tian et al., 2005a Tian et al., , 2005b Tian and Toon, 2005; Strobel, 2007 Strobel, , 2008 extend beyond the exobase level in the corresponding planetary atmospheres, where the hydrodynamic equations are invalid. Comparisons between the hydrodynamic fluxes with the Jeans escape fluxes in more than one case show that Jeans escape is orders of magnitude smaller than the hydrodynamic flow. If Jeans escape is the only mechanism to remove the gases, hydrodynamic fluxes need to be reduced from the values obtained from the hydrodynamic models, which will result in an increase of exobase temperature and density until the Jeans escape fluxes are comparable to the hydrodynamic fluxes. This regulating process suggests that the hydrodynamic flow rate is an upper limit to the physical escape rate. Nonthermal escape fluxes also depend on the density of escaping species at the exobase, and thus similar feedback will occur, although the picture becomes more complicated.
[39] Bougher et al. [1999, 2002] proposed that the adiabatic cooling and heating effects of thermospheric circulations play roles of thermostat in the heat budgets of present terrestrial thermospheres. In our 1-D model, the whole thermosphere is expanding under extreme solar EUV radiation and the adiabatic cooling associated with the hydrodynamic flow plays a similar thermostat role, and could have protected the atmospheres from atmospheric blowoff at early stages of Solar System history when the solar EUV flux was very high. More simulations will be needed to better evaluate this thermostat effect and to determine how low Earth's exobase temperature may have been in the distant past.
[40] In this model the bulk motion velocity is associated with the Jeans escape velocities of multiple gases at the exobase. In reality nonthermal escape processes are significant in atmospheric escape from terrestrial planets today. Our simulations suggest that the thermosphere of a hypothetical early Earth (with the same composition as that of today) could have expanded to beyond the present Earth's magnetopause ($10 Earth radii), in which case strong nonthermal escape processes similar to those simulated by Lammer et al. [2007] for extended thermospheres of Venus-like, CO 2 -rich extrasolar planets could occur. We note that the location of the magnetopause in the Lammer et al. [2007] model is determined by balancing the ram pressure of a much stronger solar wind with the magnetic fields of slowly rotating Earth-like extrasolar planets around low-mass M stars. For a rapidly rotating planet, its intrinsic magnetic field could be significantly stronger. In addition, the plasma density in the magnetosphere of early terrestrial planets could be significantly greater than that of today due to the greater flux of ionizing radiation from young stars. Thus the pressure of the magnetospheric plasma could have helped to balance the solar wind. These factors should all be studied in future work. It will clearly be important to include the effect of nonthermal escape processes when evaluating the total escape rate from early terrestrial planets. But from the perspective of thermosphere energy balance, including any additional nonthermal escape processes is equivalent to increasing the bulk motion velocity at the exobase, which enhances the hydrodynamic flow in the thermosphere and makes the adiabatic cooling effect more prominent. The exobase temperature could therefore be lowered even further if nonthermal escape were taken into account. Thus the thermostat role of the hydrodynamic flow will be strengthened by the inclusion of nonthermal escape processes.
[41] We note that our simulation results with forced hydrodynamic equilibrium are in rough agreement with the hydrostatic thermosphere models of Kulikov et al. [2007] for EUV flux values up to $5 times present EUV, except that Figure 3 of Kulikov et al. [2007] seems to indicate that an exobase is always available in the solar EUV flux range between 1 times present EUV and 100 times present EUV, while our model runs into atmospheric blowoff. The locations of the exobase of a planetary atmosphere with low CO 2 content under different solar EUV conditions are not reported by Kulikov et al. [2007] . The Kulikov et al. model solves the heat balance equation by including the vibrational kinetics of radiating molecules (CO 2 , NO, CO, O 3 , OH, etc.) as well as the 63-mm O line. Kulikov et al. [2007] also included an eddy thermal conduction cooling function and a heating function due to dissipation of turbulent energy. Because the heating and cooling profiles were not provided by Kulikov et al. [2007] , it is difficult to directly compare our results with theirs. The IR cooling agents in our model (15-mm CO 2 , 5.3-mm NO, and 63-mm O) have been generally accepted as the dominant radiative cooling agents in the thermospheres of the Earth, Mars, and Venus [Gordiets et al., 1982; Roble et al., 1987; Roble, 1995; Bougher et al., 2002] . Further work is needed to determine whether or not the IR radiation from the other minor radiatively active molecules can be the cause of the discrepancy. For EUV fluxes greater than 5Â present EUV, hydrodynamic flow and adiabatic cooling take place so that the Kulikov et al. model is no longer valid. Despite the difference in finding the exobase under extreme solar EUV fluxes, the fact that extremely high exobase temperatures are given by Kulikov et al. [2007] for greater than 5 times present EUV supports our conclusion that hydrodynamic flow (driven by fast Jeans escape of major gases at the exobase level) should start, and the adiabatic cooling effect should be significant when Earth's thermosphere is exposed to extreme EUV radiation levels.
[42] Kulikov et al. [2007] did recognize the possible cooling effect of fast Jeans escape of hydrogen on the energy budget of the thermosphere. The simulations in this paper suggest that even if the Earth's atmosphere were ''dry,'' hydrodynamic flow and the associated adiabatic cooling could still be significant. Recent calculations for early Venus [Kulikov et al., 2006] and Venus-like extrasolar planets in the habitable zones of M stars show that the exobase temperatures could reach more than 8000 K when exposed to 100Â present EUV level. Figure 6 suggests that these planetary thermospheres may be in the hydrodynamic flow regime. It is possible that stronger radiative cooling from more abundant IR agents and/or stronger gravity of more massive terrestrial planets may keep their thermospheres in hydrostatic equilibrium. Because the composition of the atmosphere modeled in this paper is the same as that of present Earth, the relative importance of the adiabatic cooling and the CO 2 cooling for CO 2 -rich planetary atmospheres (the topic of a future paper) is not discussed here. However, it is reasonable to conclude that a broad range of terrestrial planets (in and out of the solar system) are in the hydrodynamic flow regime during certain stages in their evolutionary history. Without including the adiabatic cooling effect, the thermospheric structures of these terrestrial planets cannot be predicted accurately, and the derived escape rates of atmospheric gases from these planets might be flawed.
[43] A fixed, downward heat flux from the plasmasphere is assumed for the electron gas. By doubling this heat flux in the 10 times present EUV case, the exobase density and neutral gas temperature change by less than 5%.
[44] The Joule heating term in the model is included by specifying an externally applied electric field (assumed constant with height) and calculating the Pedersen conductivity. Similar to that in the global mean model, a fixed E field is used for all model runs. Because the Pedersen conductivity increases and the atmosphere expand when increasing solar EUV energy input, the Joule heating contribution increases in magnitude. Simulations by increasing or decreasing the Joule heating term by a factor of 2 in the 10Â present EUV case show that the model is not sensitive to the Joule heating, which is in agreement with the relatively insignificant (<1% in most part of the thermosphere) contribution of Joule heating to the total heating budget.
[45] In this paper we have concentrated on calculating the response of present Earth's thermosphere under extreme solar EUV conditions. The composition of early Earth's atmosphere almost certainly was different from that of today and this composition change could have had significant impacts on the structure of both the lower and the upper atmosphere. Thus the fixed lower boundary temperature and density used in all simulations in this work should be considered as an approximation. To explore how the variations of the lower boundary conditions will influence the thermosphere/ionosphere is beyond the scope of this manuscript. Thus, the details (such as what the critical solar EUV flux might have been, what the exobase temperature was, etc.) of how the Earth's thermosphere actually evolved in time will require future work.
[46] By exposing the Earth's upper atmosphere to extreme solar EUV conditions, extremely high neutral, ion, and electron temperatures are obtained in the model. Therefore, there are many uncertainties. Are there important radiative cooling agents other than the three radiative cooling terms in this work? Are the temperature dependences of the reaction rate coefficients, which were fit over a narrower range, applicable to the high-temperature situations? These questions cannot be addressed by the present model and require future work and cautious reading of the results in this paper. We note that the transition temperature (which itself depends on the composition of the atmosphere and can be affected by possible efficient nonthermal escape processes) from regime I to regime II of planetary atmospheres should be more important than the critical solar EUV flux, which is likely to change considering the model uncertainties.
[47] The model developed in this work provides a good framework upon which future researches can be done to study the long-term evolution of planetary atmospheres under various solar radiation conditions. Applying the model to terrestrial-like extrasolar planets, including water planets, will be interesting and important future work.
Conclusions
[48] In this work we developed a multicomponent hydrodynamic thermosphere model to self-consistently study the Earth's thermosphere under extreme solar EUV conditions. The model was validated against observations (MSIS-00) and models [Roble et al., 1987; Roble, 1995; Smithtro and Sojka, 2005a] of the Earth's present thermosphere. The model also agrees with theoretical models developed for moderately strong solar EUV fluxes [Smithtro and Sojka, 2005b] . In this paper we concentrate on the response of the Earth's thermosphere (with its current composition) to extreme solar EUV conditions. The model shows the following:
[49] 1. The Earth's thermosphere could experience a fast transition into atmospheric blowoff state if hydrostatic equilibrium is forced in the model. The transition occurs at certain critical solar EUV fluxes, the value of which depends on the treatment of the electron collisional heating of the neutral gas. When hydrodynamic flow and the adiabatic cooling effect are included, atmospheric blowoff is prevented, and the Earth's exobase temperatures decrease with increasing solar EUV flux beyond a critical solar EUV flux. The transition from the hydrostatic equilibrium regime to the hydrodynamic flow regime occurs when the exobase temperature reaches 7000 to 8000 K if atomic O and N dominate the upper thermosphere. All of this implies that hydrodynamic flow and the associated adiabatic cooling cannot be ignored when studying the early thermospheres of the Earth.
[50] 2. The fast variation of the bulk motion velocities under different exobase temperatures suggests that the adiabatic cooling effect could have kept the exobase temperature lower than $1000 K if light gases such as atomic hydrogen were the dominant species in the Earth's thermosphere. We propose that hydrodynamic flow and associated adiabatic cooling should be important in the thermospheres of a broad range of terrestrial planets (early and/or close-in) and that the adiabatic cooling effect (acting as a thermostat) must be included in the energy equation in order to estimate their thermospheric structures and evolutionary paths correctly.
