In this paper we propose a dispersive method to describe two-body scattering with unitarity imposed. This approach is applied to elastic ππ scattering. The amplitudes keep single-channel unitarity and describe the experimental data well, and the low-energy amplitudes are consistent with that of chiral perturbation theory. The pole locations of the σ, f0(980), ρ(770) and f2(1270) and their couplings to ππ are obtained. A virtual state appearing in the isospin-two S-wave is confirmed. The correlations between the left (and right) hand cut and the poles are discussed. Our results show that the poles are more sensitive to the right hand cut rather than the left hand cut. The proposed method could be used to study other two-body scattering processes.
I. INTRODUCTION
In a two-body scattering system, for example two hadrons, the general principals that we know are unitarity, analyticity, crossing, the discrete symmetries, etc. The resonances that appear as the intermediate states in such system are important. Among them the lightest scalar mesons, related to ππ scattering, have the same quantum numbers as the QCD vacuum and are rather interesting, for some early references, see [1] [2] [3] . The ππ scattering amplitude is also crucial to clarify the hadronic contribution to the anomalous magnetic moment of the muon, see e.g. [4, 5] . To study the resonances in a given scattering process, one needs dispersion relations to continue the amplitude from the real s-axis (the physical region) to the complex-s plane [6] [7] [8] [9] , where the pole locations and their couplings are extracted. Following this method, some work on the light scalars can be found in [10] [11] [12] [13] [14] [15] , where the accurate pole locations and residues of the σ and κ mesons are given.
For the dispersive methods, a key problem is how to determine the left hand cut (l.h.c.) and the right hand cut (r.h.c.), with the unitarity kept at the same time. In Refs. [7, 8] the l.h.c is estimated by crossed-channel exchange of resonances, where chiral effective field theory (χEFT) is used to calculate the amplitude. And the contribution of r.h.c. is represented by an Omnès function, with unitarity kept. In the well-known Roy equations, crossing symmetry and analyticity are perfectly combined together as the l.h.c is represented by the unitary cuts of the partial waves. The single channel uni-tarity is also well imposed by keeping the real part of the partial wave amplitudes the same as what is calculated by the phase shift directly, which could be obtained by fitting to the experimental data in some analyses. Until now, Roy and Roy-Steiner equations certainly give the most accurate description of the two-body scattering amplitude and the information of resonances appearing as the intermediate states, such as ππ, πK scattering and the pole locations and residues of the ρ, σ, f 0 (980) and κ, etc., see e.g. [13] [14] [15] . In addition, Ref. [14] shows that the l.h.c. can not be ignored for the determination of the pole location of the σ. By removing the parabola term of the l.h.c., the σ pole location is changed by about 15% accordingly, while the unitarity is violated due to the removal of the l.h.c.. And thus the method to get the poles on the second Riemann sheet, calculated from the zeros of the S-matrix, is not reliable any more, as the method is based on the continuation implemented by unitarity. Here, we focus on obtaining a quantitative relation between cuts and poles, with unitarity imposed and the l.h.c. and r.h.c. are correlated with each other. This paper is organized as follows: In Sect. II we establish a dispersive method based on the phase. In the physical region we also represent the amplitudes by an Omnès function of the phase above threshold. In Sect. III we fit the ππ scattering amplitudes up to 1 GeV in a model-independent way, including the IJ = 00, 02, 11, 20 waves, where I denotes the total isospin and J the angular momentum. The fit results are the same as those given by the Omnès function representation and comparable with those of chiral perturbation theory (χPT) in the low-energy region. The poles and couplings are also extracted. In Sect. IV we give the estimation of the relation between poles and cuts, including both the l.h.c and the r.h.c. . We end with a brief summary.
II. SCATTERING AMPLITUDE FORMALISM A. A dispersive representation
The two-body scattering amplitude can be written as:
with ϕ(s) the phase and f (s) a real function. By writing a dispersion relation for ln T (s), one has:
Here, s 0 is chosen at a specific point where the amplitude is real, and 'L' denotes the l.h.c. and 'R' stands for the r.h.c.. The amplitude turns into
On the other hand, unitarity is a general principal required for the scattering amplitude. In the single channel case one has
where s is in the elastic region and ρ(s) is the phase space factor. Substituting Eq. (3) into Eq. (4), we obtain a representation (in the elastic region) for a single channel scattering amplitude
Also, the Omnès function of the phase for the l.h.c. is correlated with that of the r.h.c.
which is again valid in the elastic region. A simple way to get the two-body scattering amplitude proceeds in two steps: First, we follow Eq. (5) In the equations above, the threshold factor is not included. Considering such factors, we need to change the amplitudes into:
Here and in what follows, we take ππ scatering as an example. Thus one has z I J = 4M 2 π for the P-, D-, and higher partial waves, and z I J is the Adler zero for the Swaves. n J is one for S-and P-waves and two for D waves. We define a reduced amplitudẽ
and again we can write a dispersion relation for lnT I J (s), so that we have
Here, s 0 could be chosen from the range [0, 4M 
This is similar to Eq. (6). Substituting Eq. (11) into Eq. (10), we still have Eq. (5). Since we know the ππ scattering amplitudes well in the region [4M 2 π , 2 GeV 2 ] and χPT describes the amplitudes well in the low-energy region, we have to fit the l.h.c. to both Eq. (6) and χPT.
III. PHENOMENOLOGY A. Fits
For the ππ scattering amplitude, we can parametrize the phase caused by the l.h.c. by a conformal mapping
with
Notice that Im ω(s) behaves as √ −s 3 around s = 0, which is consistent with that ofχPT, see Ref. [12] and references therein.
As concerns the r.h.c., it is less known in the high energy region. However, these distant r.h.c. have less important effects in the low-energy region, especially in the region s ≤ 1 GeV 2 . We choose three kinds of Ω IJ R (s) to test the stability and uncertainty caused by the distant r.h.c.. In Case A, the phases [7] are cut off at s = 2.25 GeV 2 . In Case B, the phases are given by [7] , up to s = 22 GeV 2 . In Case C, the phases/Omnès functions of the r.h.c. are given by [16, 17] and references therein, up to s = 22 GeV 2 . Here, the phases are fitted to the experimental data [19, 20] up to √ s = 2 GeV and constrained by unitarity up to √ s = 4 GeV. Notice that in Case A and B the phase of the isospin-one P-wave is given by CFDIV [18] , and we continue it to the higher energy region by means of the function
The function (and also its first derivative) is smooth at the point s R . We set k = 1, n = 2, s R = 1.4 2 GeV 2 and ϕ 11 ∞ = 160
• , which is close to ϕ
• and ensures that the phase in the high energy region behaves smoothly. The upper limits of the integration of the r.h.c. of isospin-one P-wave are the same as the other partial waves.
The parameters of our fits for all the Cases are given in Tab. I. The c IJ n are determined by the following procedure. In the elastic region, we choose one or two 'mesh points', depending on how many coefficients c IJ n we require. Combining Eqs. (11, 12) , we can build a matrix and solve for c IJ n . This strategy gives a good description of the amplitudes, with unitarity kept. See the fit results shown in Fig. 1 . Here all the partial waves refer to Case B, in which the phase is cut off at s = 2.25 GeV 2 . The amplitudes from the other Cases are quite close to this one, except for the inelastic region and the distant l.h.c. (Ẽ ≤ −0.4 GeV 2 ). Our fit, both the real part (black solid line) and imaginary (black dotted line) part of the amplitudes shown in Fig. 1 , is indistinguishable from that given by the K-Matrix [7] or CFDIV [18] . Note that the amplitudes given by Eq. (5) are exactly the same as those of the K-Matrix or CFDIV from ππ threshold to the inelastic threshold. This implies that the unitarity is respected. To test it quantitatively, we define
∆T I J (s n ) is the difference between our amplitude and that of Eq. (5). Here we choose s n = 0.1 − 0.9 GeV 2 for the S-waves, s n = 0.1 − 0.8 GeV 2 for the P-wave, [7] for the isospin-zero S-wave, and the violet lines are from CFDIV [18] for other waves. The borders of the cyan and green bands in the low-energy region are from SU (2) and SU (3) χPT, respectively. The CERN-Munich data are from Ref. [19] , and the OPE and OPE-DP data are from [20] . [21] . Those of SU (2) 2-loop χPT amplitudes are given by [12, 22] and references therein. All the values of T I J (0) in Tab. I are close to the prediction of χPT or our earlier analyses [16, 17] . In the isospinzero S-wave, the magnitude of our T [21] . A better comparison would be given with the 2-loop χPT amplitudes.
In the isospin-zero D-wave, the T 
B. Pole locations and couplings
With these amplitudes given by a dispersion relation, the information of the poles can be extracted. The pole s R and its coupling/residue g f ππ on the second Riemann sheet are defined as
Note that the continuation of the T (s) amplitude to the second Riemann sheet is based on unitarity,
The poles and couplings/residues for Cases A,B,C are given in Table II .
All the poles and residues of the different Cases are close to each other, except for the pole location of the f 2 (1270). The reason is that the f 2 (1270) is located outside the elastic unitary cut of T 0 D (s), while Eq. (11) only works in the elastic region. For this partial wave one needs a more dedicated method to study, including coupled-channel unitarity. For the poles of the σ, the differences between the different Cases is a also bit larger than those of other resonances such as the ρ(770) and the f 0 (980). This is because the σ is far away from the real axis. For the virtual state in the isospin-two S-wave, the poles and residues are a bit different from Cases A State Case In addition, we also find that there exists a virtual state in the isospin-two S-wave very close to s = 0 1 . According to Eq. (18), the virtual state a the zero of the S-matrix below the threshold. This zero equals to the intersection point between two lines: T 2 S (s) and i/2ρ(s). As shown in Fig. 2 , the line of the T 2 S (s) and the line of i/2ρ(s) will always intersect with each other and the crossing point always lies in the energy region of [0,s a ], where s a is the Adler zero. This is the virtual state. Since the scattering length is negative and the Adler zero (only one) is below threshold, one would expect that the amplitude of T 2 S (s), from s = 4M 2 π to s = 0, will always cross the real axis of s and arrive at the positive vertical axis. In all events, it will intersect with that of the i/2ρ(s). Thus the existence of the virtual state is confirmed. This inference is modelindependent, only the sign of the scattering length, 2 the Adler zero, and analyticity are relevant. For a general discussion of the virtual state arising from a bare discrete 1 It has already been discussed in [23] , within a unitarized χPT method. Here we use dispersion approach and re-confirm it, but we do not have the extra poles caused by unitarization. [21] , the Roy equations matched to χPT [27] and a dispersive analysis [18] . state in the quantum mechanical scattering, we recommend readers to read [28, 29] and references therein. We suggest that the isospin-two S-wave amplitude could be checked in the future measurement of Λ ses [7, 14, 15, 31, 32] . The f 2 (1270) has a much larger uncertainty compared to the other resonances, just as discussed before. The residues of all resonances have roughly similar magnitude at the region [0.25,0.55] GeV, except for that of the virtual state in the isospin-two Swave, which is much weaker. But their phases are quite different. The phases of ρ(770) and f 2 (1270) are close to zero, while those of the σ and f 0 (980) are close to −90
• , and the virtual state one is close to 90
• . This may imply that ρ(770) and f 2 (1270) are normalqq states but that the σ and f 0 (980) have large molecular components.
C. The correlation between poles and cuts
It is interesting to find the correlation between the poles and cuts. We focus here on the isospin-zero S-wave and isospin-one P-wave, as the f 2 (1270) is far away from the l.h.c and the virtual state is too close to the l.h.c.. Also, the light scalars are more difficult to understand. All the fits of different Cases about these two partial waves are shown in Fig. 3 . In our approach only unitarity for isospin 0 S-wave, and the violet lines are from CFDIV [18] for isospin 1 P-wave. Note that the lines of K-matrix and/or CDFIV are overlapped with our fits in the elastic region, or even a bit further in the inelastic region.
is used to constrain the amplitudes, but the low-energy amplitudes are consistent with those of χPT. Only in Cases B and for the isospin-zero S-wave, the T 0 S (s) amplitude is inconsistent with that of χPT atẼ < −0.4 GeV. This implies that unitarity has a strong constraint on the low-energy amplitudes belowẼ = 0. This could also be simply checked by using Eq. h.c to be consistent with that of χPT in the low-energy region. We fix the average value of all Cases as the central value, and calculate the relative deviation for each point. At last we avarage these relative deviations to estimate the variation of the cuts. The variation of cuts and poles are defined as
with s p the pole on the second Riemann Sheet. Finally, we collect the uncertainties in Tab. IV. And we define the correlation between poles and cuts as
The simple meaning of the correlation C pole is to answer the following question: When the cut is changed by 100%, how much would the pole location be changed?
r.h.c. To test the correlation between poles and the r.h.c., we simply set ϕ test (s) = 1.04ϕ(s), and check the variation of poles and cuts, respectively. The relative uncertainty of the r.h.c. is also estimated by Eq. (19), with s n = 0.1 − 0.9 GeV 2 for the isospin-zero S-wave and s n = 0.1 − 0.8 GeV 2 for the isospin-one P-wave. The relative uncertainty of the poles and the correlation are calculated in the same way as that of the l.h.c, see Eqs. (19, 20) .
From Tab. IV, we find that C R σ is roughly two orders larger than that of C L σ , though σ is rather close to the l.h.c.. Comparing to Ref. [14] , which has roughly 15% contribution from l.h.c, we have a rather smaller contribution from the l.h.c, caused by the constraint of unitarity on the l.h.c. . Also, C . These indicate that the correlation between the unitarity cut and the poles is much larger than that of the l.h.c. and poles. Note that in our case the l.h.c. is not arbitrary but correlated with the r.h.c., constrained by unitarity and analyticity, see Eq. (11). For each Case, C L σ is larger than C L f0(980) . This is not surprising as the σ is much closer to the l.h.c. . Also, C R σ is larger than C R f0(980) . The reason is that the σ is farther away from the real axis, the uncertainty of the pole is larger as the amplitude is continued from the physical region deeper into the complex-s plane. It is interesting to see that in average C L σ is roughly two times larger than C L ρ(770) . And for the distance between these poles and l.h.c (simply set s = 0), |s σ | is one half of that of |s ρ |, this tells us that the correlation between poles and l.h.c is inversely proportional to their distance. In contrast, C R σ is roughly one order larger than C R ρ(770) . For the distance between these poles and r.h.c. (simply set s = Re s pole ), |Im s σ | is two times larger than |Im s ρ |, this tells us that the correlation between poles and r.h.c. is proportional to their distance. These conclusions are still kept when comparing the σ and the f 0 (980).
IV. SUMMARY
We proposed a dispersive method to calculate the twobody scattering amplitude. It is based on the Omnès function of the phase, including that of the left hand cut and the right hand cut. The input of the r.h.c. is given by three kinds of parametrizations, and the l.h.c is solved by Eq. (11), with unitarity and analyticity respected. The pion-pion IJ = 00, 02, 11, 20 waves are fitted within our method and the poles and locations are extracted. They are stable except for that of the f 2 (1270), which lies in the inelastic region. The r.h.c. has much larger contribution to the poles comparing to that of the l.h.c.. This method could be useful for the studies of strong interactions in two-body scattering, and the ππ scattering amplitudes obtained here could be used for the future studies when one has ππ final state interactions, see e.g. [33] [34] [35] [36] [37] , and/or to multi-pions, see e.g. [38, 39] . 
