The Fermilab accelerator has been operating for more than four years. It has been improved so that it is now capable of operating at an energy of 500 GeV and an intensity in excess of 2.0 x 1013 protons per pulse. The accelerator is manned on a 24 hour a day basis by an operating team of five persons. This is possible in part, because almost all of the hardware systems have status monitoring and control through an advanced computer control system. It will be the purpose of this paper to discuss the operation of a large accelerator with emphasis on person to machine interface, operator training techniques used at Fermilab, and the keeping of records and reliability information.
Introduction
As discussed in previous proceedings,1 the Fermilab accelerator consists of four accelerators in series. The pre-accelerator consists of the ion source, 0.75 MV high voltage power supply, and accelerating column. Here the protons are accelerated to an energy of 750 keV. From this point the proton beam is directed through an rf bunching cavity to a linear accelerator or linac.
The linac consists of nine accelerating cavities over a distance of 175 meters. Each cavity is resonant at 201 MHz and is driven by an rf system using a 7835 super triode. These systems provide a peak power of 37 MW. Acceleration is accomplished as the beam passes through intense electric fields generated as standing waves between 295 drift tubes in the cavities. Each drift tube contains a quadrupole magnet to control the beam size and dynamics during acceleration. The linac accelerates the beam from 750 keV to 200 MeV, at a basic pulsing frequency of 15 Hz. A recent addition to the linac is the Cancer Therapy Facility. This facility was installed between cavities four and five. The beam is bent 900 at an energy of 66 MeV when not being used for further acceleration. The beam is then steered onto a target producing neutrons which are collimated and used for medical research. Also, a Proton Radiography experiment has been installed downstream of the linac. Here defracted protons coming from a moveable target, located in the 200-MeV line, are directed toward the facility where this research is being conducted. Neither of these medical beams interfere with normal high-energy physics research. As the beam is transported to the booster, the next accelerator, it passes through a debuncher rf cavity to reduce the momentum spread. The main ring is a separated function synchrotron with a radius of 1 kilometer. It contains 744 bending and 240 quadrupole magnets, excited by 63 power supplies which are in series with these magnets. 2 The power supplies, water systems, computer interface equipment, and associated hardware are located in 30 service buildings equally spaced around the ring. The ring is divided into 6 sectors by 50-meter long field-free straight sections. At the present time one of these sections is used for rf acceleration, one for injection and extraction, one for an internal target experimental area, and one for an internal beam abort system. Acceleration takes place at the FO straight section where 18 rf cavities are located. Since the cavities operate at the extraction frequency of the booster (53 MHz) where 6= 0.99, the frequency change is small. Acceleration time is determined by the rate of rise and final beam energy. Our rate of rise averages about 125 GeV/sec. Normal operation is at 400 GeV with a one-second flattop and a cycle time of 11 seconds. This cycle time limitation is due to the capacity of the pulsed power feeders and the cost of total power consumption. Recently an accelerated beam intensity of nearly 2.5 x 1013 protons per pulse was reached in the main accelerator, making a total increase of more than 20% in peak intensity during 1976. This can also be noted as an increase in total intensity (Fig. 1.) .
The new intensity record is the result of work in many different parts of the accelerator. One of the major efforts has been to modify linac operation from the 75 mA peak current and four-turn booster injection pulse length parameters of the original design, to 300 mA peak current and single-turn booster injection pulse length. This change has required extensive development of accelerating columns, resulting in a column of larger total current and brightness. It has also required modification and retuning of the linac quad focusing system, and major upgrading of the linac rf systems. From these improvements we have achieved beams more accep- also been a large number of booster and main ring improvements that will be covered in other papers at this conference.
During the last two years, flexibility of the main ring has been shown by operation in various modes. Some of these include: 200/300 GeV with flattop lengths of 2 seconds each; 400 GeV with flattop lengths of 0.5, 1, 1.5, and 2 seconds; 450 GeV with a flattop length of0.5 second; 480 and 500 GeV with a flattop length of 0.1 second.
It has been possible to extract the higher energy and intensity beams with acceptable losses because of developments in the extraction system, including new straighter and longer extraction septa. 4 Simultaneously with the greater energy and intensity there have been improvements in reliability, spill structure, splitting and fast/slow flexibility, all of which help to make the extracted beams more useful for high-energy physics research. (Fig. 2) . Remote control of these areas is possiblebecause of the initial installation of a complete computer control system.5
Consoles are associated with each accelerator system. There is one console for the pre-accelerator and linac, two for the booster accelerator, and three for the main ring and external beam transport system. A Xerox 530 is associated with each of these three main systems. A network of mini-computers (MAC-16's) routinely communicate, through a CAMAC-type interface, with the equipment and the Xerox 530 computers. The main computer provides communication between the consoles and mini-computers as well as providing mass storage of machine operating conditions. Individual diagnostic and intensity monitoring equipment complete each console. This provides all the necessary information for each system, available at the operator's fingertips. In the main-ring system there is a capability of remoting a console to the RF Building. This happens frequently so diagnostics and troubleshooting can be done rapidly at that location.
The computer color display outputs play a key role in the speed of operator interface. Devices being monitored, which number in the thousands, can have anominal value and tolerance entered into the computer. When a device is functioning normally its value is displayed in green on the console. If a device, such as a power supply, should trip off or drift out of tolerance, the color changes to red. As the device is being adjusted either by the computer through active feedback loops or by operator interface, the color changes to yellow indicating to the operator that the device value is being changed. Our main interest is to keep the accelerator operating at specified energies and intensities in accord with the published accelerator schedule. In order to meet these goals, we have found it important to have a balance between the number of physics and electronics majors. Those with a physics background are usually more involved in theory and programming, while those with an electronics background are usually more involved in the practical aspects, or repair of components.
When new persons begin as operators, they are assigned to the day shift for one to two weeks. During this time they are under the direct supervision of a senior operator who shows them the location of equipment and the layout of the facility. Trainees have an opportunity to learn by using a videotape system. We have tapes made in-house on general physics, accelerator theory, vacuum systems, rf systems, main-ring power supply system, radiation protection, and electrical safety systems. These tapes are gneeral in format and give a new employee a more thorough understanding of the systems. We then assign the new employee to be an extra crew member on the evening shift. This gives them exposure in the operation of securing enclosures and bringing the accelerator up from a shutdown condition. After working the evening shift they are then scheduled on the owl shift. The owl shift usually has the most stable operation of the three shifts. The new operator can ask questions, learn console programs, and begin operating the accelerator. They are now assigned to a crew and begin normal shift rotation. This initial training continues over a period of approximately 5 weeks. The average time with continued training for an operator to become confident and useful is between four and six months. Experienced operators frequently write console applications programs to make accelerator operation easier, and systems write-ups to increase their working knowledge of the accelerator. Operators whorequest to do so may be taken off shift for a specified period to accomplish these goals. These write-ups are valuable for system documentation and operator training. 
Operations Reporting and Reliability
There are vaious systems used for operations reporting at different laboratories, all of which suit individual needs. Examples are given for those in use at Fermilab.
Operations reporting is done on a weekly, monthly, and semi-annual basis (Fig. 3) . These summaries contain accelerator and experimental area integrated intensities, loss, efficiency, ramp count and average number of protons per pulse; a breakdown of accelerator usage in hours; and systems downtimes.
Our downtime recording system has recently been converted from a handwritten system to one in which the operators use a normal console connected to the booster Xerox 530.7 Date and time are displayed automatically by entering a downtime applications program into the system. Next, the operator enters the system name and description of downtime. After the accelerator resumes operation the time is entered and total data is transmitted to disc storage. This information is edited and listed in various formats. One format is distributed to persons with systems responsibility on a daily basis, through line printer output (Fig. 4) . Output is used to complete the Operations Summary forms described above, and is also available on a storage scope for inspection.
Accelerator reliability is always an area of great 8 concern.
Through the use of computer downtime output; comments written in the operations log; and information conveyed by word of mouth, equipment with a high incident rate of interruption or failure can be pinpointed and remedied. Sometimes this is not as easy as it sounds, as in the case of the main-ring pulsed power feeder cables. Here we have experienced a high rate of failure in cold weather. Most of these failures are due to the weakened condition of the cable due to overheating. Work is in progress to correct this problem, however, the factors of cost; material ordering lead time; coordination of installation time and the higherergy physics schedule often are overriding factors. 
Conclusion
Improvements in the overall operation of the accelerator requires the continual effort of operations and support groups. New methods and procedures were often difficult to implement but were worthwhile.
