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Abstract
The NP-hard problem of nding the largest renamable Horn sub-CNF of a given CNF is
considered, and a polynomial time approximation algorithm is presented for this problem. It is
shown that for cubic CNFs this algorithm has a guaranteed performance ratio of 4067 . ? 1999
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1. Introduction
Let us consider n propositional variables V=fx1; : : : ; xng, and let L=fx1; x1; : : : ; xn; xng
denote the set of corresponding literals, where xi = 1− xi denotes the complement of
xi. Let B = f0; 1g, and let us denote by x = (x1; : : : ; xn)2Bn the vectors of binary
assignments to the propositional variables. A clause is the disjunction of a subset of










where C 2L is a family of clauses. To simplify notation we shall identify clauses with
the corresponding subsets of literals, as well as CNFs with the corresponding families
of subsets of literals, i.e. we shall also refer to the CNF (1) simply as a family C, and to
its clauses as subsets C 2C of literals.
The satisability problem (SAT) consists of nding a binary assignment x 2Bn
satisfying all the clauses of a given CNF C, i.e. for which C(x) = 1. The satis-
ability problem is a frequently studied important problem, which is well known to
be computationally dicult (see e.g. [13,20]). Computationally ecient algorithms are
only available for some very special classes of Boolean formulae.
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Several algorithms for SAT exploits the special structures for which there are poly-
nomial time solutions available, either by recognizing that the initial CNF simplies to
one of these special type after some partial assignment (i.e. after xing some of the
variables at some binary values), or by discovering that a subset of the clauses form a
CNF belonging to one of these special classes. For a brief overview of these type of
results and techniques we refer the reader to [14].
In this paper, we consider the second type of use of the special classes. The fact that
a subfamily C0C belongs to a class for which SAT is \easy" can be used in several
dierent ways. If it happens that CnC0=;, then the SAT problem for C happens to be
easy to solve. Even if C0 6= C, the inconsistency of C0 (i.e. if C0  0), can always be
used to prove that C is also inconsistent. Finally, the equality C0(x) = 1 may imply
that some of the variables can only have one possible value, which then can reduce
the size of the original SAT problem.
The trivial class of linear CNFs (i.e. when jCj = 1 for all C 2C) is in fact used
in most SAT algorithms in the above sense, under the name of unit literal rule. The
class of quadratic CNFs (i.e. when jCj62 for all C 2C) is also known to be solvable
eciently (see e.g. [4,13,16]), and is used successfully in many of the fastest exact SAT
solvers (see e.g. [9]). The satisability problem for Horn CNFs (i.e. for which jC \
Vj61 for all C 2C) is well known to be solvable in linear time (see e.g. [15,23,24]).
Horn subformulas were used systematically in a SAT solver by [19].
There are a few other extensions of the above special classes, for which SAT is
known to be solvable in polynomial time, see e.g. [5,6,11,12,18,25,27]. None of these
classes however, as far as the author knows, were put in a systematic use in the above
sense, except some negative results appearing in [14].
In this paper we concentrate on the class of renamable Horn formulae (for denitions
see next section), and study the problem of nding the largest sub-CNF of a given CNF
which is renamable Horn. Since this problem turns out to be an NP-hard optimization
problem, we present a polynomial time approximation algorithm, and show that for
cubic CNFs this algorithm always nds a renamable Horn sub-CNF, the size of which
is not smaller than 59:7% of the size of a largest renamable Horn sub-CNF.
2. Denitions, notations and main results
The switching of literals u and u in the CNF C is the operation in which every
occurrence of u in C is replaced by u, and simultaneously every occurrence of u in C
is replaced by u. For a subset S  L of the literals let us denote by S = fuju2 Sg the
set of the complemented literals.
A CNF C is called renamable Horn if there exists a subset S V of the variables
such that switching the literals in S [ S changes C to a Horn CNF, or in other words,
if jC\ (S [ (VnS))j61 for all clauses C 2C. The satisability problem for renamable
Horn CNFs is known to be solvable in linear time, due to the linear time recognition
of the appropriate switching set (see e.g. [3,10,25]).
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In this paper, we consider the problem of nding a Maximum Renamable Horn
Sub-CNF of a given CNF (or in short the problem MRH), i.e. of nding the largest
sub-family HC of a given CNF C such that H is renamable Horn. Let us denote
by r(C) = jHj the maximum size of such a renamable Horn subfamily of C.
This problem was also considered in [14], and it was observed that it is an NP-hard
optimization problem, since for quadratic CNFs (more precisely for CNFs C for which
jCj=2 for all C 2C) problem MRH is equivalent with nding a binary assignment of
the variables which satisfy the most clauses of C, i.e. with the so-called MAX-2-SAT
problem, which is well-known to be NP-hard (see e.g. [20]). Therefore, in this paper
we consider ecient approximation algorithms for problem MRH.
For a maximization problem the performance rate of an algorithm yielding a solution
with value z is measured as z=zopt, where zopt denotes the true maximum value. An
ecient approximation algorithm for such a problem is a polynomial time procedure
with a guaranteed high performance rate.
There are many results available about approximation techniques and approximability
for the MAX-SAT, and in particular for the MAX-2-SAT problems, see e.g. [21,22]
for an overview. It was shown in [2] that for these problems a performance guarantee
better than about 0:99 cannot be achieved unless P=NP. There are on the other hand
many polynomial time algorithms which achieve a performance rate at least as high as
3
4 , and for MAX-2-SAT problems this rate can be as high as 0:931, see [17]. None of
these results can be applied to problem MRH if the input CNF has clauses of higher
degree.
In this paper we consider problem MRH for cubic CNFs, and construct an ecient
polynomial time approximation algorithm for this problem. In the next sections we pro-
vide rst both a linear integer programming, and an unconstrained nonlinear program-
ming formulations for problem MRH, and based on these formulations we construct a
polynomial time approximation algorithm. Our main result is the following.
Theorem 1. Given a cubic CNF C; one can nd in polynomial time a subfamily







3. An IP formulation of problem MRH
Let us introduce binary variables denoting whether a propositional variable is switched,
or not, i.e.
sj = 1 if xj and xj are switched;
sj = 0 otherwise
for j = 1; : : : ; n. Let us introduce further the notation
s(u) = sj if u= xj;
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and
s(u) = 1− sj if u= xj
for u2 L. With this notation for every switching s2Bn and for every literal u2 L we
have s(u)=1 exactly when this switch turns the literal u into a complemented variable,
and analogously, we have s(u)=0 when u is switched to an uncomplemented variable.




characterizes all switchings which transform C to a Horn clause.
Example. Let us consider e.g. the clause C=x1_x2_x3. Then, C will become Horn if
at most one of the following events happen: \x1 is not switched", \x2 is not switched",
or \x3 is switched". Correspondingly, C will become a Horn clause if and only if
s1 + s2 + s361:







s(u)6jCj − zC(jCj − 1) 8C 2C;
sj 2B; j = 1; : : : ; n;
zC 2B; 8C 2C: (2)
We can obtain an upper bound on r(C), by relaxing the integrality of the variables
sj, j = 1; : : : ; n and zC , C 2C. Let (C) denote the optimum value of the continuous







s(u)6jCj − zC(jCj − 1)8C 2C;
06sj61; j = 1; : : : ; n;
06zC61; 8C 2C: (3)
Obviously, we have the inequality
r(C)6(C): (4)
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4. A pseudo-Boolean formulation of problem MRH
To be able to obtain estimations on the value of r(C), we reformulate problem MRH
as an unconstrained binary optimization problem.












takes only values 0 or 1, and hC(s) = 1 if and only if
Pd
j=1 s(uj)61. In other words,
hC(s) = 1 i the switching corresponding to the variables s1; : : : ; sn transforms C to a
Horn clause. Hence the number of Horn clauses of C after applying the switching s=









The function HC(s) is a pseudo-Boolean function, i.e. a multilinear polynomial expres-
sion in the variables s1; : : : ; sn. It is well known that such an expression takes its extremum
(minimum or maximum) over the unit cube [0; 1]n at the vertices of the unit cube, i.e.






Moreover, a simple linear time rounding procedure guarantees the existence of a binary
vector s2Bn for every vector q2 [0; 1]n such that
HC(s)>HC(q): (7)
Hence every real vector q2 [0; 1]n provides a lower bound
r(C)>HC(q): (8)
For the sake of completeness, let us recall the simple rounding procedure (see e.g. [8],
or see as randomized rounding in [1,26]). Let us introduce rst the notation qj[i]  to
denote a vector obtained from q by changing its ith component to . Let us note next
that by the multilinearity of HC(q) the equality
HC(q) = qiHC(qj[i] 1) + (1− qi)HC(qj[i] 0) (9)
holds for every real vector q2 [0; 1]n, implying thus
maxfHC(qj[i] 1); HC(qj[i] 0)g>HC(q): (10)
Let us observe nally that, having HC(q) computed, and appropriate pointers set up,
computing the value HC(qj[i] ) can be done in time proportional to the number of
occurrences of the literals xi and xi in HC dened by the expressions (5) and (6). Thus,
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the following simple procedure, starting from q2 [0; 1]n, computes a binary vector
s2Bn for which (7) holds in O(jjCjj) time, where jjCjj=PC 2C jCj.
ROUND(HC, q)
Input: A family of clauses C 2L, and a real vector q2 [0; 1]n.
Output: A binary vector s2Bn (for which (7) holds).
Step 0: Set s = q, and compute z = HC(q).
Step 1: For every index i = 1; : : : ; n do
If HC(sj[i] 0)>z
then set s = sj[i] 0,
otherwise let s = sj[i] 1.
Set z = HC(s).





















C 2C(jCj+ 1)=2jCj follows. Moreover, by applying ROUND for HC
starting from q one can indeed nd a renamable Horn subfamily H(q)C in linear
time, the size of which is at least as large as HC(q).
The above lemma implies, in particular that if C is a cubic CNF, then r(C)> 12 jCj.
Moreover, such a renamable Horn sub-CNF can be found in linear time, by applying
a switching obtained by the simple rounding ROUND applied to the pseudo-Boolean
function HC starting from q = (12 ; : : : ;
1
2 ).
In the next section we provide an algorithm with a better performance ratio, e.g.
guaranteeing at least 59:7% of the optimum for a cubic CNF, based on the following
observations.
We can notice rst that the inequalities (4) and (8) provide an upper and lower
bound to r(C), i.e.
(C)>r(C)>HC(q)
for any real vector q2 [0; 1]n. Moreover, one can nd a renamable Horn sub-CNF
H(q)C, as in Lemma 2, in linear time for which
jH(q)j>HC(q):








suggesting thus that, if for an input CNF C the LP optimum (C) is reasonably large,
then we shall set q to the optimum solution of the linear programming relaxation (3),
otherwise we shall choose q=(12 ; : : : ;
1
2 ). As we shall show in the next section, in both
cases the lower bound in (13) can be shown to be somewhat stronger than the one
obtained in Lemma 2.
5. Cubic CNFs
The previous section shows that for cubic CNFs one can always obtain a renaming
(just by rounding applied to HC( 12 ; : : : ;
1
2 ), for which at least half of the clauses become
Horn. To improve on this, we need to show that the same rounding algorithm if started
from the continuous optimum s of (3) will yield a better ratio, if compared to the
maximum achievable size of a renamable Horn sub-CNF, at least in cases, when the
LP optimum is close to m= jCj.
To this end we need to analyze rst the pseudo-Boolean function HC.
Lemma 3. Let C = u _ v _ w be a cubic clause; let 06s61; and 06zC61 be reals




zC − 2027 :





















follows by (5). Let us distinguish four cases:
Case (i) All three quantities, s(u); s(v) and s(w) are not more than a half, i.e.




2 . In this case we have 06A6
3































36 E. Boros /Discrete Applied Mathematics 96{97 (1999) 29{40

























Thus, in this case
hC(s)>1− 14A2 if 1<A62;
hC(s)>0 if 2<A6 52 :
(17)
Case (iv) Finally, if all three of s(u), s(v) and s(w) are greater than 12 , i.e. s(u)>
1
2 ,
s(v)> 12 and s(w)>
1
2 , then (14) implies






It is easy to see that the lower bound expressions in (15){(18) are all concave functions
of A in the range 16A62, the minimum of which is 20=27 at 1, and 0 at 2. Hence
we can obtain the following piecewise linear lower bound
hC(s)> 2027 if 06A61;
hC(s)> 4027 − 2027A if 16A62;
hC(s)>0 if 26A63:
(19)




zC − 2027 (20)
follows for all possible values 06zC61, completing the proof of the lemma.
Corollary 4. Let s; z denote the optimum solution to the linear programming prob-



























Now, we are ready to prove our main theorem.
Proof of Theorem 1. Let us solve the linear programming problem (3), and let s, z
denote the optimal solution. Let us further x j= 1380 .





C>(1− j)jCj, then set q = s, otherwise set q = (12 ; : : : ; 12 ). Let us now
apply ROUND(HC; q), and let a2Bn denote the binary vector we obtain in this way,
i.e.
HC(a)>HC(q): (22)
Let furthermoreHC be the subfamily of clauses which become Horn after applying













80 jCj, then, by Corollary 4, it
follows that
jHj= HC(a)>HC(s)> 4027(C)− 2027 jCj
> 4027(C)− 2027  8067(C)
> 4067(C): (24)






80 jCj, then we have q = (12 ; : : : ; 12 ), implying
jHj= HC(a)>HC( 12 ; : : : 12 ) = 12 jCj> 12  8067(C) = 4067(C): (25)










is implied, completing the proof of Theorem 1.
6. Conclusions
We have shown in the previous sections that for the NP-hard problem of nding a
maximum renamable Horn sub-CNF of a given CNF polynomial time approximations
with guaranteed performance ratio are possible. It seems a challenging task to further
improve this ratio, even for cubic inputs. Let us remark that for higher degree CNFs the
guaranteed performance ratio is getting worse, and it perhaps requires dierent methods
to nd more reasonable bounds, in general. From the limited computational experience
with problem MRH we feel that much better bounds could perhaps be guaranteed.
We have generated random cubic CNFs, in which clauses were drawn at a uniform
distribution, without repetitions allowed. Table 1 summarizes the computational results.
Each row represents the average of 10 instances for each of the sizes of n variables
and m=cn clauses with c=2; : : : ; 6 and with n=50, 100, 150, 200, 250, 300. Columns
3 and 4 displays the range and the average proportion of Horn clauses in the generated
formulae. This is indeed around 50%, as expected. Columns 7 and 8 displays the same
for the value of the linear programming relaxation, (C), and as we can see this value
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Table 1
Computational results with randomly generated cubic CNFs. Each entry is the average of 10 instances. The
last column shows a lower bound for the achieved performance rate
m n HC(0) jHj (C) jH
j
(C)
Range % Range % Range %
100 50 38{59 49.2 75{79 77.2 83{87 85.6 90.21
200 100 90{110 50.2 146{160 77.0 164{173 85.0 90.57
300 150 140{164 50.2 229{243 77.9 249{256 84.6 92.08
400 200 190{213 50.5 305{323 78.0 334{346 84.9 91.86
500 250 233{264 50.0 368{398 77.7 415{429 84.7 91.80
600 300 284{309 49.1 451{476 77.1 499{519 84.5 91.33
150 50 64{89 50.5 103{115 72.7 120{127 82.5 88.13
300 100 140{164 50.2 209{228 72.5 241{253 82.5 87.81
450 150 214{237 50.3 321{344 73.6 365{379 82.8 88.82
600 200 284{317 49.7 432{451 73.8 493{505 83.2 88.67
750 250 352{395 49.6 528{567 73.8 610{633 82.9 88.97
900 300 428{472 49.8 635{671 73.5 730{753 82.8 88.79
200 50 90{110 50.2 132{146 69.7 157{166 81.8 85.14
400 100 190{213 50.5 273{295 70.5 324{335 82.2 85.74
600 150 284{317 49.8 414{437 71.0 487{500 82.2 86.40
800 200 373{419 49.5 556{581 70.7 648{659 81.9 86.35
1000 250 476{524 49.6 695{722 70.9 810{826 81.9 86.56
1200 300 568{623 49.6 825{863 70.4 971{989 81.7 86.20
250 50 113{136 49.8 162{176 68.0 194{207 80.8 84.15
500 100 233{264 50.0 324{355 68.4 386{409 80.8 84.63
750 150 352{395 49.6 500{529 68.6 602{616 81.1 84.53
1000 200 476{524 49.6 677{706 68.6 804{821 81.3 84.46
1250 250 596{655 49.7 826{885 68.6 1004{1021 81.2 84.54
1500 300 743{786 50.5 1023{1035 68.5 1212{1221 81.1 84.48
300 50 140{164 50.3 188{209 66.9 230{246 80.7 82.88
600 100 284{317 49.8 395{408 67.0 480{487 80.8 82.88
900 150 428{472 49.8 589{617 67.0 718{736 80.7 83.02
1200 200 568{623 49.6 793{821 67.1 961{970 80.5 83.38
1500 250 710{790 50.0 991{1030 67.3 1204{1220 80.7 83.34
1800 300 890{920 50.3 1189{1213 66.8 1444{1453 80.4 83.11
is as high as 80{85% of the number of clauses. In columns 5 and 6 we can see
the number of Horn clauses and their average proportion compared to the number of
clauses after the switch obtained by the proposed approximation algorithm. Intuitively,
this proportion should be close to 100% for CNFs with only a few clauses, since in
this case almost all of them could be turned into Horn, while for CNFs containing
almost all possible cubic clauses this proportion must be about 50%. It is interesting
to see that for CNFs in the range 2n6m66n, which contains the statistically most
dicult cubic satisability problems, this proportion is still as high as about 70%, on
average, with a small variation. In the last column a crude lower bound on the achieved
performance rate is displayed. As it can be seen this is well above 80%, much higher
than the 59% guaranteed by the theory. This indicates that, perhaps with a dierent
technique, one may improve on the guaranteed performance rate.
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We also plan to do a more thorough computational study with this method applied
as preprocessing within a SAT solver.
Let us remark nally that there are several other classes of Boolean formulae for
which ecient SAT algorithms are known, and for which therefore an analogous prob-
lem could be considered. Perhaps the most natural would be to consider q-Horn for-
mulae, introduced in [5]. A CNF C is called q-Horn, if there is a subset of the literals
S  L; S \ S = ; such that
1
2 jC \ (L n (S [ S))j+ jC \ Sj61
for all C 2C. It is easy to see that both quadratic and renamable Horn formulae are
included in this class, and SAT is known to be linearly solvable for q-Horn formulae,
too (see [7]). The problem of nding a maximum q-Horn sub-CNF of a given CNF
was shown to be an NP-hard optimization problem in [14], and therefore it would be
interesting to nd a good approximation algorithm with some non-trivial guaranteed
performance ratio.
Acknowledgements
The author is thankful for the partial support by the National Science Foundation
(Grants INT 9321811 and DMS-98-06389), NATO (Grant CRG 931531) and the Oce
of Naval Research (Grant N0001492F1375).
References
[1] N. Alon, J.H. Spencer, The Probabilistic Method, Wiley, New York, 1992.
[2] S. Arora, C. Lund, R. Motwani, M. Sudan, M. Szegedy, Proof verication and hardness of approximation
problems, Proceedings of the 33rd Annual Symposium on Foundations of Computer Science, 1992, pp.
14{23.
[3] B. Aspvall, Recognizing disguised NR(1) instances of the satisability problem, J. Algorithms 1 (1980)
97{103.
[4] B. Aspvall, M.F. Plass, R.E. Tarjan, A linear-time algorithm for testing the truth of certain quantied
boolean formula, Inform. Process. Lett. 8 (1979) 121{123.
[5] E. Boros, Y. Crama, P.L. Hammer, Polynomial-time inference of all valid implications for Horn and
related formulae, Ann. Math. Artif. Intell. 1 (1990) 21{32.
[6] E. Boros, Y. Crama, P.L. Hammer, M. Saks, A complexity index for satisability problems, SIAM J.
Comput. 23 (1994) 45{49.
[7] E. Boros, P.L. Hammer, X. Sun, Recognition of q-Horn formulae in linear time, Discrete Appl. Math.
55 (1994) 1{13.
[8] E. Boros, A. Prekopa, Probabilistic bounds and algorithms for the maximum satisability problem, Ann.
Oper. Res. 21 (1989) 109{126.
[9] M. Buro, H. Kleine Buning, Report on a SAT competition, Technical Report ‘Informatik Nr. 110’,
Universitat Paderborn, 1992.
[10] V. Chandru, C.R. Coullard, P.L. Hammer, M. Montanez, X. Sun, On renamable Horn and generalized
Horn Functions, Ann. Math. Artif. Intell. 1 (1990) 33{47.
[11] V. Chandru, J.N. Hooker, Extended Horn sets in propositional logic, J. Assoc. Comput. Mach. 38
(1991) 205{221.
40 E. Boros /Discrete Applied Mathematics 96{97 (1999) 29{40
[12] V. Chandru, J.N. Hooker, Detecting embedded Horn structure in propositional logic, Inform. Process.
Lett. 42 (1992) 109{111.
[13] S.A. Cook, The complexity of theorem proving procedures, Proceedings of the Third Annual Symposium
on Theory of Computing, 1971, pp. 151{158.
[14] Y. Crama, O. Ekin, P.L. Hammer, Variable and term removal from Boolean formulae, RUTCOR
Research Report 26-95, Rutgers University, 1995.
[15] W.F. Dowling, J.H. Gallier, Linear time algorithms for testing the satisability of Horn formulae,
J. Logic Programming 1 (1984) 267{284.
[16] S. Even, A. Itai, A. Shamir, On the complexity of timetable and multicommodity ow problems, SIAM
J. Comput. 5 (1976) 691{703.
[17] U. Feige, M. Goemans, Approximating the value of two prover proof systems, with applications to
MAX 2SAT and MAX DICUT, Proceedings of the Third Israel Symposium on Theory of Computing
and Systems, Tel Aviv, Israel, 1995, pp. 182{189.
[18] G. Gallo, M.G. Scutella, Polynomially solvable satisability problems, Inform. Process. Lett. 29 (1988)
221{227.
[19] G. Gallo, G. Urbani, Algorithms for testing the satisability of propositional formulae, J. Logic
Programm. 7 (1989) 45{61.
[20] M.R. Garey, D.S. Johnson, Computers and Intractability: A Guide to the Theory of NP-Completeness,
Freeman, San Francisco, CA, 1979.
[21] M.X. Goemans, D.P. Williamson, New 34 -approximation algorithms for the maximum satisability
problem, SIAM J. Discrete Math. 7 (1994) 656{666.
[22] M.X. Goemans, D.P. Williamson, Improved approximation algorithms for maximum cut and satisability
problems using semidenite programming, Proceedings of the 26th Annual ACM Symposium on Theory
of Computing, 1994, pp. 422{431.
[23] A. Itai, J.A. Makowsky, Unication as a complexity measure for logic programming, J. Logic
Programming 4 (1987) 105{117.
[24] N.D. Jones, W.T. Laaser, Complete problems for deterministic polynomial time, Theoret. Comput. Sci.
3 (1977) 105{117.
[25] H.R. Lewis, Renaming a set of clauses as a Horn set, J. Assoc. Comput. Mach. 25 (1978) 134{135.
[26] P. Raghavan, Probabilistic construction of deterministic algorithms: approximating packing integer
programs, J. Comput. System. Sci. 37 (1988) 130{143.
[27] K. Truemper, Monotone decomposition of matrices, Technical Report, UTDCS-1-94, 1994.
