Abstract
Introduction

27
Ecologists are often interested in probability P of binomial event, where the 28 event is, for instance, presence of a species, colonization or extinction event, 29 or survival of an individual. The P is usually estimated as a parameter 30 of binomial probability density function in statistical models. Examples of 31 such models popular in ecology are generalized linear models for binomial 32 or proportion data [17, 3] , or more complex hierarchical models that also 33 incorporate (or estimate) probability of detection of the event [4, 21] .
34
With the upsurge of Bayesian modelling ecologists have started to ac-
35
knowledge the uncertainty about parameter estimates, where the uncer-36 tainty is expressed as probability density of the parameter values. If P is 37 the estimated parameter, then it can also be assigned its own probability 38 density. This density is usually estimated as posterior conditional density 
41
In many cases the full posterior probability density of P is not available, 42 e.g. when we fit the model by likelihood maximization, and all we have is a 43 single number representing P , which I will hereafter call P single . Sometimes 44 P single actually does not come from a formal model at all, or the model that 45 produced P single is unknown, incomprehensible, or P single is an average com-
46
ing from an ensemble of models [2] . For example, while reading a scientific paper, one can encounter a statement that "we estimated the probability of 48 the species being present at the locality to be 0.67", and no other information 49 is provided on how confident are the authors about such claim. In my field, which is geographical ecology, probabilities of a species occurrence are often 51 mapped to geographical space, conditional on suitable climatic conditions. It 52 is very rare to see maps of uncertainty about the estimated probabilities (but 53 see [10, 7] ). Yet it would perhaps be useful to have a way to associate P single 54 with some magnitude of uncertainty, or to bound the possible magnitude 55 uncertainty, even when all we have is just the P single .
56
In this paper I propose that the P single can be assumed to represent mean 57 µ of an unknown probability density function f (P ), and I leave the judgement f (P ) dP = 1 (the normalization condition).
64
The probability density function f (P ) that satisfies these constraints, and at 65 the same time represents our ignorance about all of the other properties of 66 f (P ), is the f (P ) that gives the maximum value of entropy (H) [8] defined 67 as:
In the next section I introduce such function, and I call it MaxEnt f (P ).
69
I will show that it has properties that enable to put an upper bound on the 70 magnitude of uncertainty about P , given that we only have P single .
71
Complete raw data and codes (with detailed comments) used for this Relationships between mean probability density µ and entropy H of beta and triangular probability density functions. Solid black lines are the MaxEnt f (P ) described by eq. 4. Grey dots are 1000 beta (left) and triangular (right) density functions with randomly simulated parameter combinations. In the case of beta f (P ) the two shape parameters were drawn independently from U nif orm(0.1, 1). The triangular f (P ) has parameters A, B and C, where A and B define the interval at which f p (P ) > 0, and C is the peak of f (P ). A and B were chosen from U nif orm(0, 1) and C from U nif orm(A, B).
Conrad
[5] provides a proof that the general form of maximum entropy prob-76 ability density function f (x) for any x on the interval [a, b] with mean µ is a 77 truncated exponential function:
where the mean µ is given by
As probability is defined between 0 and 1, I simplified eqs. 2 and 3 by 80 setting a = 0 and b = 1 in order to get the f (P ). When using P instead of 81 x, we get:
and
The function in eq. 4 is the MaxEnt f (P ). given value of µ can be found using eq. 5 and numerical optimization (see 86 the Supplement S1). I propose that −700 < α < 700 or 0.001 < P < 0.999 is that, contrary to some opinions [1] , our maximum entropy f (P ) satisfying 91 the µ, a = 0 and b = 1 constraints is not beta distribution (Fig. 2) .
92
I derived the cumulative distribution function F (p < P ) to be:
I was unable to come up with a closed-form solution of the inverse of same idea (sensu Plato) of uncertainty.
119
The MaxEnt f (P ) gives a hump shaped relationship between uncertainty
120
(the inter-quantile range) and µ. The range is very broad for any µ ≈ about the P value. In other words, it is impossible to say that something 125 has high (or low) probability, and at the same time be uncertain about such 126 statement; in contrast, statement that P single ≈ 0.5 allows for uncertainty. annual temperature extracted from [11] , and aggregated over 5 × 5 km grid 132 in the Czech Republic (Fig. 4) . The predictor X consists of 9943 grid cells sigmoidal function of X i :
1 'Low' and 'high' are subjective terms, and depend on arbitrarily selected reference, such as a level of significance (α). They should be understood in a relative sense. Relationship between predictor X and probability of species' occurrence P , where the dashed line is the "true" relationship (eq. 7), the solid line is the µ estimated by MCMC sampling, dark grey area is a 95% credible interval of µ coming from the MCMC sampling, and light grey area is the 95% inter-quantile range estimated by MaxEnt f (P ). The same information is visualized in Fig. 6 in a spatially-explicit way.
I set β 0 = −2 and β 1 = −1.2. Further, I modelled the actual realized
137
occurrences O i of the species as a Bernoulli-distributed random variable: Figure 4 shows the geographical distribution of the predictor X, the prob- shows µ values together with the uncertainty about P , which is the 95% credible interval of P estimated by MCMC. Panel (c) shows µ together with the MaxEnt uncertainty, which is MaxEnt 95% inter-quantile range given by f (P ).
of the density of P . Finally, I used the MaxEnt f (P ) and the estimated µ i values to calculate 95% MaxEnt quantiles.
151
The difference between the MCMC 95% quantiles and 95% MaxEnt quan-152 tiles is illustrated in Figure 5 . The range between the MCMC quantiles (dark visual metaphor for uncertainty.
164
Putting both µ and the uncertainty on a map (Fig. 6) we can see that 
173
General utility of the MaxEnt f (P )
174
I have shown that, given only P single and the assumption that P single = µ,
175
our maximum uncertainty about the probability density of P is bounded and 176 decreasing as µ approaches 0 or 1. If we assume that a P single reported in sci-177 entific literature represents µ, then we can make statements about the latent 178 distribution f (P ), even under total ignorance about anything but P single .
Specifically:
180
• We can use f (P ) to calculate the 95% quantiles (credible intervals)
181
of P , given P single = µ. For example, we can encounter a statement 182 that "probability of the species being present at a given locality on our is the maximum uncertainty we are able to get, given the assumptions 187 above, and hence any other extra information that we will bring into the 188 estimation of probability density of P will only reduce the uncertainty.
189
• We can use f (P ) to make conservative probabilistic statements about
190
probabilistic statements, and we can also set arbitrary probability thresh-
191
old. Using the example above, we can state that "the true probability
192
of the species' presence at the locality is higher than 0.5 " and, given
193
P single = µ = 0.87, the probability of such statement being false is 194 smaller than 0.021 (eq. 6).
195
• The span of 95% quantiles of MaxEnt f (P ) is very broad for any µ ≈ and uncertain at the same time.
200
• Perhaps most importantly, the f (P ) can be used as the least informa- 
