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Esta dissertação consiste num trabalho de recolha bibliográfica e síntese sobre 
o monoide bicíclico, B, propriedades, subsemigrupos, e generalizações. Inicia-
se o trabalho com uma breve introdução à teoria de semigrupos em geral, com 
ênfase para os conceitos necessários aos restantes capítulos. Definimos 
monoide bicíclico e apresentamos algumas propriedades notáveis do mesmo, 
fazemos a descrição de todos os subsemigrupos de B, que utilizamos para 
estabelecer diversas propriedades destes subsemigrupos. Estudamos apenas 
em detalhe uma generalização e referimos outras. Foram incluídos resultados



































This thesis consists of a work of bibliographical selection and synthesis around 
the bicyclic monoid, B, its properties, subsemigroups, and generalizations. The 
thesis begins with a brief introduction to the theory of semigroups with
emphasis to the required concepts for the remaining chapters. We define the 
bicyclic monoid and present some of its notable properties. Then we present
the description of all the subsemigroups of B, which we use to establish several
properties of these subsemigroups. We study one generalization in detail and 
we briefly refer other generalizations. This work includes some recent results, 
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Monoide bic´ıclico B e´ definido nesta dissertac¸a˜o pela apresentac¸a˜o 〈b, c | bc = 1〉,




ci−j+kbl caso j ≤ k
cibj−k+l caso j > k.
O monoide bic´ıclico e´ um dos semigrupos mais importantes na teoria de semi-
grupos. E´ um dos principais ingredientes das extenso˜es de Bruck-Reilly (ver [18]), e´
tambe´m a base de va´rias generalizac¸o˜es; ver [1], [4], [11], [17]. O monoide bic´ıclico
e´ conhecido como tendo propriedades nota´veis. Por exemplo, e´ completamente de-
terminado pelo seu reticulado de subsemigrupos; ver [34] e [35]. Tambe´m, como
semigrupo inverso, este fica completamente determinado pelo reticulado dos sub-
semigrupos inversos; ver [8]. Jones [20] estuda semigrupos inversos com a seguinte
propriedade: um reticulado de semigrupos contendo todos os idempotentes e´ dis-
tributivo, mostra que o monoide bic´ıclico e´ um deles, e descreve o pro´prio reticulado.
Em [27] os autores estudam as propriedades de um subsemigrupo de B espec´ıfico.
Em [6] e [7] e´ obtida uma descric¸a˜o de todos os subsemigrupos do monoide bic´ıclico
que permite demonstrar diversas propriedades dos mesmos.
Neste trabalho comec¸amos por apresentar alguns resultados e definic¸o˜es ba´sicas,
no primeiro cap´ıtulo; no segundo cap´ıtulo descrevemos o monoide bic´ıclico, pro-
priedades do mesmo e fazemos ainda uma breve refereˆncia a algumas das suas
aplicac¸o˜es; seguidamente, no terceiro cap´ıtulo, fazemos a descric¸a˜o de todos os
subsemigrupos do monoide bic´ıclico e mostramos que existem essencialmente cinco
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diferentes tipos de subsemigrupos; no quarto cap´ıtulo, tratamos generalizac¸o˜es do
monoide bic´ıclico, em particular o monoide polic´ıclico e terminamos com algumas
considerac¸o˜es finais.
Procura-se que esta dissertac¸a˜o seja auto-contida, incluindo por isso um cap´ıtulo
com uma breve introduc¸a˜o a` teoria de semigrupos em geral, com eˆnfase para os con-
ceitos necessa´rios aos restantes cap´ıtulos. Os resultados fundamentais deste cap´ıtulo
podem ser encontrados em [18] e [26].
1 Definic¸o˜es ba´sicas
Definic¸a˜o 1.1. Um grupoide (S, µ) e´ constitu´ıdo por um conjunto S, diferente do
vazio, com uma operac¸a˜o bina´ria µ (µ e´ a aplicac¸a˜o µ : S × S → S).
Usaremos a designac¸a˜o multiplicac¸a˜o para esta operac¸a˜o bina´ria, e xn (n ∈ N),
como notac¸a˜o para o produto de n elementos x.
Definic¸a˜o 1.2. O par (S, µ) e´ um semigrupo se a operac¸a˜o µ e´ associativa, isto e´,
se para todo x, y e z pertencentes a S, se verifica
((x, y)µ, z)µ = (x, (y, z)µ)µ (1.1)
(Nesta dissertac¸a˜o, usaremos o s´ımbolo de aplicac¸a˜o a` direita.)
A ordem de um semigrupo (S, µ) e´ o cardinal do conjunto subjacente S e denota-
se por |S|.
Escreveremos simplesmente S em vez de (S, •).
Definic¸a˜o 1.3. Se um semigrupo S verificar a seguinte propriedade,
xy = yx para todo x e y pertencentes a S
dizemos que o semigrupo e´ comutativo.
Definic¸a˜o 1.4. Se existir um elemento 1 pertencente ao semigrupo S que verifica
x1 = 1x para todo x pertencente a S
dizemos que e´ um semigrupo com identidade ou monoide, e dizemos que 1 e´ a
identidade do semigrupo.
Proposic¸a˜o 1.5. Um semigrupo S conte´m no ma´ximo um elemento identidade.
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Demonstrac¸a˜o. Suponhamos que existe, em S, um outro elemento identidade e
chamemos-lhe 1′, assim,
x1′ = 1′x para todo x pertencente a S
enta˜o,
1′ = 11′ (uma vez que 1 e´ identidade)
1′ = 1 (uma vez que 1′ e´ identidade).
Se o semigrupo S na˜o tem identidade, podemos agregar-lhe o elemento 1, para
obter um monoide, definido
1s = s1 = s e 11 = 1 para todo s pertencente a S .
Facilmente se verifica que S ∪ {1} e´ um monoide.
Definic¸a˜o 1.6. Definimos S1 como sendo um monoide obtido de S juntando-lhe a
identidade, caso seja necessa´rio, isto e´,
S1 =
{
S caso S tenha identidade
S ∪ {1} caso contra´rio.
Se um semigrupo S, com pelo menos dois elementos, contiver o elemento 0, tal
que,
0x = x0 = 0 para todo x pertencente a S
dizemos que 0 e´ o elemento zero de S (ou simplesmente o zero), e que S e´ um
semigrupo com zero. Facilmente se verifica que, tal como com o elemento identidade,
apenas pode existir um zero em cada semigrupo. A condic¸a˜o de que S tenha pelo
menos dois elementos significa que na˜o queremos considerar o semigrupo trivial {e}
um semigrupo com zero; e e´ a identidade.
Tal como anteriormente, se S na˜o tem o elemento zero podemos agrelhar-lhe um
elemento 0, definindo
0x = x0 = 0 para todo x pertencente a S .
E´ trivial verificar que a associatividade ainda se verifica em S ∪ {0}. Analogamente
a S1 definimos S0:
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S caso S tenha identidade
S ∪ {0} caso contra´rio.
Observac¸a˜o 1.8. Embora facilmente se junte um zero ou em elemento identidade
a um semigrupo e este se mantenha um semigrupo, na˜o podemos de modo algum
restringir o estudo dos semigrupos ao estudo dos mono´ides com zero, porque, jun-
tando outros elementos a um semigrupo podemos sacrificar algumas propriedades
desse semigrupo:
Exemplo 1.9. Se juntarmos o zero a um semigrupo que seja grupo, obtemos um
semigrupo que na˜o e´ um grupo.
E´ trivial verificar que falha a propriedade existeˆncia de elemento inverso, porque
existe um elemento, o zero, que na˜o tem inverso uma vez que, para todo x em S se
tem
0x = x0 = 0 6= e (considerando e a identidade).
Definic¸a˜o 1.10. Se A e B sa˜o subconjuntos de um semigrupo S, enta˜o,
AB = {ab : a ∈ A, b ∈ B}.
Facilmente se verifica que (AB)C = A(BC).
Note-se que A2 significa {a1a2 : a1, a2 ∈ A}, e na˜o {aa : a ∈ A}. Quando tra-
balharmos com conjuntos singulares usaremos uma notac¸a˜o simplificada, escrevendo
por exemplo Ab em vez de A{b}.
Se a e´ um elemento de um semigrupo S sem identidade, enta˜o, Sa na˜o conte´m















Note-se que S1, aS1 e S1aS1 sa˜o subconjuntos de S e na˜o conteˆm o elemento 1.
Definic¸a˜o 1.11. Se um semigrupo S verificar a seguinte propriedade
(∀a ∈ S) aS = S e Sa = S (1.3)
dizemos que S e´ um grupo.
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Esta na˜o e´ a definic¸a˜o mais comum de grupo mas facilmente se prova que e´
equivalente a` definic¸a˜o mais usual:
(∃e ∈ S)(∀a ∈ S) ea = a,
(∀a ∈ S)(∃a−1 ∈ S) a−1a = e.
(1.4)
A definic¸a˜o de 1.11 e´ a que aparece mais frequentemente na teoria de semigrupos
e e´ equivalente a
(∀a, b ∈ S)(∃x, y ∈ S) ax = b e ya = b (1.5)
Se G e´ um grupo enta˜o G0 = G
⋃
{0} e´ um semigrupo. Este semigrupo chamar-
se-a´ grupo com zero, ou um 0-grupo.
Proposic¸a˜o 1.12. Um semigrupo com zero e´ um 0-grupo (grupo com zero) se e so´
se
(∀a ∈ S\{0}) aS = S e Sa = S.
Demonstrac¸a˜o. Suponhamos que S = G0 e´ um 0− grupo, e seja a ∈ G = S\{0}.
E´ o´bvio que aG = Ga = G. Uma vez que aS = aG
⋃
{0} = S e Sa = Ga
⋃
{0}
enta˜o aS = Sa = S. Reciprocamente, suponhamos que S goza da propriedade dada
(∀a ∈ S\{0}) aS = S e Sa = S,
e seja G = S\{0}. Uma vez que S tem mais do que dois elementos temos que G 6= ∅.
Para provar que G e´ grupo devemos em primeiro lugar mostrar que e´ fechado para a
operac¸a˜o. Suponhamos, por absurdo, que existem a, b em G tais que ab = 0. Assim
S2 = (Sa)(bS) = S(ab)S = S0S = {0},
enta˜o S = aS ⊆ S2 = {0}, o que e´ um absurdo. Podemos enta˜o concluir que G e´
fechado para o operac¸a˜o. Desta propriedade sai que para todo a, b em G existem
x, y em S tais que ax = b e ya = b. Os elementos x e y na˜o podem ser zero, logo
esta˜o em G. Assim, G satisfaz (1.5), logo, e´ um grupo.
Definic¸a˜o 1.13. Um subconjunto T , diferente do vazio, de S e´ chamado um sub-
semigrupo se for fechado para a multiplicac¸a˜o, isto e´, verificar a seguinte propriedade
(∀x, y ∈ T ) : xy ∈ T (1.6)
Esta condic¸a˜o pode ser expressa de forma mais compacta por T 2 ⊆ T . Como S
goza da propriedade associativa e T e´ um subconjunto de S enta˜o, T e´ tambe´m um
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semigrupo. Entre os subsemigrupos e´ de salientar o pro´prio S, {0}, {1} e tambe´m,
generalizando {e}, em que e e´ qualquer elemento de S que e´ idempotente, isto e´, que
satisfaz e2 = e.
Definic¸a˜o 1.14. Um subsemigrupo de S que seja um grupo para a multiplicac¸a˜o
inerente a S chamar-se-a´ subgrupo de S.
Os subsemigrupos com um so´ elemento {0}, {1} e {e}, mencionados no para´grafo
anterior, sa˜o exemplos triviais disso. Na˜o e´ dif´ıcil ver que qualquer subconjunto T
de S e´ um subgrupo se e so´ se
(∀a ∈ T ) aT = T e Ta = T. (1.7)
Definic¸a˜o 1.15. Um subconjunto A, diferente do vazio, de S chama-se ideal es-
querdo se SA ⊆ A, ideal direito se AS ⊆ A, e simplesmente ideal se for, simultanea-
mente, ideal direito e esquerdo.
E´ evidente que todo o ideal (quer seja esquerdo, direito ou ideal esquerdo e
direito) e´ um subsemigrupo mas o contra´rio na˜o se verifica.
Entre os ideais de S e´ de salientar o pro´prio S e {0} (caso zero seja um elemento
de S). Um ideal I tal que {0} ⊂ I ⊂ S (estritamente) chama-se ideal pro´prio.
Definic¸a˜o 1.16. Uma aplicac¸a˜o φ : S → T , em que (S, .) e (T, .) sa˜o semigrupos e´
chamado um morfismo (ou homomorfismo) se, para qualquer x, y em S
(xy)φ = (xφ)(yφ).
Se (S, ., 1S) e (T, ., 1T ) forem mono´ides com os elementos identidade 1S e 1T ,
respectivamente, enta˜o φ sera´ um morfismo de monoides se verificar adicionalmente
a propriedade
1Sφ = 1T .
Ha´ aqui possibilidade de confusa˜o, se surgir alguma du´vida deveremos fazer a
distinc¸a˜o entre morfismo de semigrupos e morfismo de mono´ides.
Definic¸a˜o 1.17. Um morfismo φ : S → T e´ chamado um isomorfismo se for in-
vert´ıvel, isto e´, se existe um morfismo φ−1 : T → S tal que φφ−1 e´ uma aplicac¸a˜o
identidade em S e φ−1φ e´ uma aplicac¸a˜o identidade em T .
Na˜o e´ dif´ıcil mostrar que morfismo φ : S → T e´ um isomorfismo se e so´ se for
bijectivo.
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Se φ : S → T for isomorfismo, dizemos que S e T sa˜o isomorfos e escrevemos
S w T .
Tal como em grupos nos aparecem os grupos de permutac¸o˜es num conjunto,
assim nos semigrupos surgem-nos aplicac¸o˜es de um conjunto nele pro´prio. Ha´ uma
analogia entre o semigrupo sime´trico (Gx, ◦) de todas as permutac¸o˜es de um conjunto
X e o semigrupo de transformac¸a˜o total (Tx, ◦) que consiste em todas as aplicac¸o˜es
de X em X. A operac¸a˜o em ambos os casos e´ a composic¸a˜o de aplicac¸o˜es, algumas
vezes escrevemos ◦, mas frequentemente escrevemos: se α e β sa˜o aplicac¸o˜es de X
em X, enta˜o
x(α ◦ β)(= x(αβ)) = (xα)β (x ∈ X).
E´ claro que Gx, que consiste em todas as bijecc¸o˜es de X em X, e´ um subsemi-
grupo de Tx.
Se um semigrupo S e´, para algum X, um subsemigrupo de Tx dizemos que S e´
um semigrupo de aplicac¸o˜es, ou semigrupo de transformac¸o˜es. Um morfismo φ de
um semigrupo S em algum Tx e´ chamada uma representac¸a˜o de S, e φ e´ chamada
representac¸a˜o fiel se for injectiva.
O teorema seguinte, muito “pro´ximo”do teorema de Cayley para grupos, mostra
que cada semigrupo e´ isomorfo a um semigrupo de transformac¸o˜es:
Teorema 1.18. Se S e´ um semigrupo e X = S1 enta˜o existe uma representac¸a˜o
fiel φ : S → TX .
Demonstrac¸a˜o. Para cada a ∈ S, defina-se a aplicac¸a˜o ρa : S
1 → S1 do seguinte
modo
xρa = xa (x ∈ S
1).
Deste modo ρa ∈ TX (porque e´ uma aplicac¸a˜o de S
1 em S1), e portanto existe a
aplicac¸a˜o α : S → TX definida por
aα = ρa (a ∈ S).
A aplicac¸a˜o e´ injectiva, uma vez que quaisquer que sejam a, b pertencentes a S,
aα = bα⇒ ρa = ρb ⇒ xa = xb (∀a ∈ S
1)
⇒ 1a = 1b⇒ a = b.
Note-se que isto na˜o seria va´lido se tive´ssemos considerado S em vez de S1.
Uma vez que, para todo o x pertencente a S1 se tem
x(ρaρb) = (xρa)ρb = (xa)b = x(ab) = xρab,
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temos (aα)(bα) = (ab)α.
A representac¸a˜o α que nos aparece na demonstrac¸a˜o anterior e´ chamada repre-
sentac¸a˜o regular direita extendida de S. A palavra “extendida” aqui significa que S1
e´ usado como sendo o conjunto X.
2 Semigrupos monoge´nicos
Seja S um semigrupo, e seja {Ui : i ∈ I} (com I 6= ∅) uma famı´lia indexada de sub-
semigrupos de S. Facilmente se verifica que a intersecc¸a˜o U de todos subsemigrupos
Ui, se na˜o for vazia, e´ ainda um subsemigrupo de S. Para cada subconjunto A de
S, na˜o vazio, existe pelo menos um subsemigrupo de S que conte´m o A, nomeada-
mente o pro´prio S. Por esta raza˜o a intersecc¸a˜o de todos os subsemigrupos de S
que conte´m A e´ um subsemigrupo de S que conte´m A, que denotaremos por 〈A〉.
Note-se que 〈A〉 e´ subsemigrupo definido pelas seguintes propriedades
(1) A ⊆ 〈A〉 ;
(2) Se U e´ um subsemigrupo de S que conte´m A, enta˜o 〈A〉 ⊆ U .
O subsemigrupo 〈A〉 consiste em todos os elementos de S que podem ser expressos
como um nu´mero finito de produtos de elementos de A. Se 〈A〉 = S dizemos que A
e´ um conjunto gerador de S.
E´ particularmente interessante o caso em que A e´ finito. Se A = {a1, a2, ..., an}
enta˜o escrevemos 〈A〉 como 〈a1, a2, ..., an〉. No caso em que A = {a}, um conjunto
singular, temos
〈a〉 = {a, a2, a3, ...}.
Neste ponto vale a pena notar que se S e´ um monoide podemos do mesmo modo
falar em submonoide de S gerado por A, que contera´ sempre o 1. No caso de um
conjunto singular temos
〈a〉 = {1, a, a2, a3, ...}.
Referimo-nos a 〈a〉 como sendo um subsemigrupo monoge´nico gerado pelo ele-
mento a. A ordem do elemento a e´ definida, tal como em teoria de grupos, como
sendo a ordem do semigrupo 〈a〉. Se S e´ um semigrupo onde existe um elemento a
tal que S = 〈a〉, enta˜o S e´ chamado um semigrupo monoge´nico.
Seja a um elemento de um semigrupo S, e considere-se o subsemigrupo monoge´nico
〈a〉 = {a, a2, a3, ...}
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gerado por a. Se na˜o houver repetic¸o˜es em a, a2, a3, ..., isto e´, se
am = an ⇒ m = n
enta˜o, e´ evidente que (〈A〉, ·) e´ isomorfo ao semigrupo (N,+), dos nu´meros naturais
com a adic¸a˜o usual. Neste caso, dizemos que a e´ um semigrupo monoge´nico infinito,
e que a tem ordem infinita em S.
Suponhamos agora que existem repetic¸o˜es entre as poteˆncias de a. Enta˜o o
conjunto
{x ∈ N, (∃y ∈ N) ax = ay, x 6= y}
e´ na˜o vazio e tem um elemento mı´nimo. Denotemos esse elemento por m e
chamemos-lhe ı´ndice do elemento a. Enta˜o o conjunto
{x ∈ N : am+x = am}
e´ na˜o vazio e tem tambe´m um elemento mı´nimo r, que chamaremos o per´ıodo de a.
Referir-nos-emos a m e a r como ı´ndice e per´ıodo, respectivamente, do semigrupo
monoge´nico 〈a〉.
Seja a um elemento com ı´ndice m e per´ıodo r. Assim,
am = am+x (1.8)
e por conseguinte
am = am+r = am · ar = am+rar = am+2r.
Generalizando,
∀q ∈ N : am = am+qr.
Pela minimalidade de m e r, em (1.8), podemos deduzir que se poteˆncias
a, a2, ..., am, am+1, ..., am+r−1
sa˜o todas distintas. Para todo s ≥ m podemos, pelo algoritmo da divisa˜o, escrever
s = m+ qr + u, em que q ≥ 0 e 0 ≤ r − 1. Daqui sai que
as = am+qrau = amau = am+u;
assim,
〈a〉 = {a, a2, ..., am+r−1}, e |〈A〉| = m+ r − 1.
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Dizemos que a tem ordem finita; a ordem e´ dada pela seguinte regra
(ordem de a) = (´ındice de a) + (per´ıodo de a)− 1
O subconjunto Ka = {a
m, am + 1, ..., am+r−1} de 〈a〉 e´ um subsemigrupo e um
ideal de 〈a〉. Chamamos-lhe Kernel de 〈a〉.
Na verdade, Ka e´ um grupo c´ıclico. Para confirmar isto, note-se que os inteiros
m,m+ 1, ...,m+ r − 1
formam um conjunto completo de res´ıduos incongruentes modulo r. Portanto, existe
g tal que
0 ≤ g ≤ r − 1, e m+ g ≡ 1(mod r). (1.9)
Por isso, k(m + g) ≡ k mod r , para todo o k pertencente a N, e assim a poteˆncia
(am+g)k de (am+g), para k = 1, 2, ..., r, cobre Ka. Deste modo, Ka e´ um grupo
c´ıclico de ordem r, gerado por (am+g).
Se escolhermos z de tal modo que
0 ≤ z ≤ r − 1 e m+ z ≡ 0(mod r) (1.10)
enta˜o am+z e´ idempotente, e portanto e´ a identidade de Ka.
Teorema 1.19. Seja a um elemento de um semigrupo S. Enta˜o, ou se verifica
(1) todas poteˆncias de a sa˜o distintas, e o subsemigrupo monoge´nico 〈a〉 de S e´
isomorfo ao semigrupo (N,+), de nu´meros naturais com a adic¸a˜o; ou
(2) existem inteiros positivos m (o ı´ndice de a) e r (o per´ıodo de a) que verificam
as seguintes propriedades:
(a) am = am+r;
(b) para todo u, v pertencentes a N0, am+u = am+v se e so´ se u ≡ v(modr);
(c) 〈a〉 = {a, a2, ..., am+r−1};
(d) Ka = {a
m, am+1, ..., am+r−1} e´ um subgrupo c´ıclico de 〈a〉.
Um semigrupo diz-se perio´dico se todos os seus elementos teˆm ordem finita.
Assim, um semigrupo finito tem necessariamente ordem finita.
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Proposic¸a˜o 1.20. Num semigrupo perio´dico todos os elementos teˆm uma poteˆncia
que e´ idempotente, isto e´, um semigrupo perio´dico tem, pelo menos, um idempotente.
Demonstrac¸a˜o. Se a ∈ S, semigrupo perio´dico, enta˜o 〈a〉 e´ finito, logo an, para
algum n ∈ N e´ a identidade do grupo Ka.
3 Conjuntos ordenados, semireticulados e reticulados
Definic¸a˜o 1.21. Uma relac¸a˜o bina´ria w num conjunto X (isto e´, num subconjunto
w de X ×X) diz-se uma ordem (parcial) se
(O1) (x, x) ∈ w para todo x pertencente a X - isto e´, w e´ reflexiva;
(O2) (∀x, y ∈ X)(x, y) ∈ w e (x, y) ∈ w ⇒ x = y - isto e´, w e´ anti-sime´trica;
(O3) (∀x, y, z ∈ X)(x, y) ∈ w e (y, z) ∈ w ⇒ (x, z) ∈ w - isto e´, w e´ transitiva.
O par (X,≤) em que X e´ um conjunto e ≤ e´ uma ordem parcial, diz-se um
conjunto parcialmente ordenado (poset).
Usaremos x ≤ y em vez de (x, y) ∈ w, e tambe´m x ≥ y, x < y e x > y que
significa (y, x) ∈ w, (x, y) ∈ w e x 6= y, e (y, x) ∈ w e x 6= y, respectivamente.
Uma ordem parcial que goze da seguinte propriedade
(O4) (∀x, y ∈ X) x ≤ y ou y ≤ x
diz-se uma ordem total.
Seja Y um subconjunto, na˜o vazio, de um conjunto parcialmente ordenado
(X,≤). Um elemento a de Y e´ minimal se na˜o existe um elemento de Y que seja
estritamente inferior a a, isto e´, se
(∀y ∈ Y ) y ≤ a⇒ y = a.
Um elemento b de Y e´ mı´nimo se
(∀y ∈ Y ) b ≤ y.
E´ o´bvio que um elemento mı´nimo e´ minimal, mas num conjunto parcialmente orde-
nado e´ perfeitamente poss´ıvel termos elementos minimais que na˜o sa˜o mı´nimos.
Proposic¸a˜o 1.22. Seja Y um subconjunto, na˜o vazio, de um conjunto parcialmente
ordenado X. Enta˜o
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(1) Y tem no ma´ximo um elemento mı´nimo ;
(2) Se Y for totalmente ordenado, enta˜o os termos “minimal”e “mı´nimo”sa˜o
equivalentes.
Dizemos que (X,≤) satisfaz a condic¸a˜o de minimalidade se todo conjunto X,
diferente do vazio, tem um elemento mı´nimo. Um conjunto X totalmente ordenado
satisfazendo a condic¸a˜o de minimalidade diz-se bem ordenado.
Se Y for um subconjunto de (X,≤), diferente do vazio, dizemos que um elemento
c de X e´ um limite inferior de Y se c ≤ y para todo y pertencente a Y . Se o conjunto
dos limites inferiores de Y for na˜o vazio e tem um elemento ma´ximo d, dizemos que
d e´ o maior limite inferior de Y . O elemento d, caso exista e´ u´nico; escrevemos
d =
∧
{y : y ∈ Y }.
Se Y = {a, b} enta˜o escrevemos d = a ∧ b.
Se (X,≤) for tal que existe a ∧ b para todo a, b pertencente a X, enta˜o dizemos
que (X,≤) e´ um semireticulado inferior. Se se verificar a propriedade mais forte de
tal modo que existe
∧
{y : y ∈ Y }, para todo subconjunto Y de X, enta˜o dizemos
(X,≤) e´ um semireticulado inferior completo. Num semireticulado inferior (X,≤)
temos que, para todo a, b pertencente a X,
a ≤ b se e so´ se a ∧ b = a. (1.11)
Definic¸o˜es ana´logas sa˜o dadas para menor limite superior,∨
{y : y ∈ Y },
para a∨b, para um semireticulado superior e para semireticulado superior completo.
Se (X,≤) for simultaneamente um semireticulado superior (completo) e um
semireticulado inferior (completo) chamamos-lhe um reticulado (completo). Nes-
tas circunstaˆncias podemos querer enfatizar a estrutura de reticulado escrevendo
X = (X,≤,∧,∨). Um subreticulado de X e´ um subconjunto, diferente do vazio, Y
de X tal que
a, b ∈ Y ⇒ a ∧ b, a ∨ b ∈ Y.
Seja (E,≤) um semireticulado inferior. Enta˜o, verifica-se, para a, b e c perten-
centes a E, que tanto (a∧ b)∧ c como a∧ (b∧ c) sa˜o os maiores limites inferiores
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de {a, b, c}, e deduzimos que
(a ∧ b) ∧ c = a ∧ (b ∧ c).
Assim (E,∧) e´ um semigrupo. Como a ∧ a = a para todo a pertencente a E e
a ∧ b = a ∧ a para todo a, b pertencentes a E, pela formula 1.11, provamos metade
da proposic¸a˜o seguinte:
Proposic¸a˜o 1.23. Seja (E,≤) um semireticulado inferior. Enta˜o (E,∧) e´ um
semigrupo comutativo composto inteiramente de idempotentes, e
(∀a, b ∈ E) a ≤ b se e so´ se a ∧ b = a. (1.12)
Reciprocamente, suponhamos que (E, .) e´ um semigrupo de idempotentes comu-
tativo. Enta˜o, a relac¸a˜o ≤ em E definida por
a ≤ b se e so´ se ab = a
e´ uma ordem parcial em E, relativamente a` qual (E,≤) e´ um semireticulado inferior.
Em (E,≤) o maior limite inferior de a e b e´ o seu produto ab.
Demonstrac¸a˜o. Seja (E, .) um semigrupo de idempotentes comutativo, e seja ≤
definido por 1.12. Uma vez que a2 = a enta˜o a ≤ a para todo a pertencente a E.
Suponhamos agora que a ≤ b e b ≤ a; enta˜o ab = a e ba = b e portanto
a = ab = ba = b.
Suponhamos seguidamente que a ≤ b e b ≤ c; enta˜o ab = a e bc = b e portanto
ac = (ab)c = a(bc) = ab = a,
e portanto a ≤ c. Provamos assim que ≤ e´ uma ordem parcial.
Como a(ab) = a2b = ab e b(ab) = ab2 = ab temos ab ≤ a, ab ≤ b. Se c ≤ a
e c ≤ b enta˜o
c(ab) = (ca)b = cb = c,
e portanto c ≤ ab. Logo, ab e´ o u´nico maior limite inferior de a e b.
A consequeˆncia desta proposic¸a˜o e´ que as noc¸o˜es de “semireticulado inferior” e
“semigrupo de idempotentes comutativo” sa˜o equivalentes e permuta´veis. Usaremos
o termo “semireticulado” em qualquer dos dois casos.
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O seguinte conceito tambe´m vai ser necessa´rio. Seja (X,≤) um conjunto par-
cialmente ordenado. Um subconjunto Y de X diz-se um ideal ordenado se x ≤ y e
y ∈ Y implica que x ∈ Y . O mais pequeno ideal principal ordenado de X contendo
um elemento x e´ o conjunto [x] = {y ∈ Y : y ≤ x}. Em geral, se A e´ um qualquer
subconjunto de X enta˜o
[A] = {y ∈ X : y ≤ a para algum a ∈ A}
e´ o ideal ordenado gerado por A.
4 Relac¸o˜es bina´rias; equivaleˆncias
Sobre conjuntos ordenados devemos ficar com a ideia de que relac¸a˜o (bina´ria) num
conjunto X e´, simplesmente, um subconjunto do produto cartesiano (X ×X).
Intuitivamente podemos pensar nos elementos x e y como estando relacionados,
e frequentemente escrevemos xρy em vez de (x, y) ∈ ρ. O subconjunto vazio ∅ de
(X ×X) esta´ inclu´ıdo nas relac¸o˜es bina´rias em X; outras das relac¸o˜es que merecem
destaque e´ a relac¸a˜o universal (X ×X), em tudo esta´ relacionado com tudo o resto,
e a relac¸a˜o igualdade
1x = {(x, x) : x ∈ X},
tambe´m conhecida como relac¸a˜o diagonal, em que dois elementos esta˜o relacionados
se e so´ se forem iguais.
Denotemos por Bx ao conjunto de todas as relac¸o˜es bina´rias emX. Uma operac¸a˜o
bina´ria ◦ e´ definida em Bx da seguinte forma: para todo ρ, σ em Bx,
ρ ◦ σ = (x, y) ∈ X ×X : (∃z ∈ X)(x, z) ∈ ρ e (x, y) ∈ σ.
Neste momento definimos equivaleˆncia ρ num conjunto X:
Definic¸a˜o 1.24. Uma relac¸a˜o de equivaleˆncia e´ uma relac¸a˜o que e´ reflexiva,
sime´trica e transitiva, isto e´
(E1) (x, x) ∈ ρ para todo x pertencente a X - isto e´ ρ e´ reflexiva;
(E2) (∀x, y ∈ X)(x, y) ∈ ρ⇒ (y, x) ∈ ρ - isto e´, ρ e´ sime´trica;
(E3) (∀x, y, z ∈ X)(x, y) ∈ ρ e (y, z) ∈ ρ⇒ (x, z) ∈ ρ - isto e´, ρ e´ transitiva.
Definic¸a˜o 1.25. Uma famı´lia de subconjuntos, pi = {Ai : i ∈ I}, de um conjunto
X diz-se uma partic¸a˜o de X se
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(P1) Cada Ai e´ na˜o vazio;





{Ai : i ∈ I} = X.
As noc¸o˜es de “partic¸a˜o”e “equivaleˆncia”sa˜o bastante diferentes, mas na verdade
esta˜o fortemente relacionadas.
Proposic¸a˜o 1.26. Seja ρ uma equivaleˆncia no conjunto X. Enta˜o a famı´lia
Φ(ρ) = {xρ : x ∈ X}
de subconjuntos de X e´ uma partic¸a˜o de X.
Reciprocamente, se pi = {Ai : i ∈ I} e´ uma partic¸a˜o de X, enta˜o a relac¸a˜o
Ψ(pi) = {(x, y) ∈ X ×X : (∃i ∈ I)x, y ∈ Ai}
e´ uma equivaleˆncia em X.
Para cada equivaleˆncia ρ em X, Ψ(Φ(ρ)) = ρ, e para cada partic¸a˜o pi de X,
Φ(Ψ(pi)) = pi.
Se ρ e´ uma equivaleˆncia em X, escrevemos algumas vezes xρy ou x ≡ y(modρ)
como alternativa a (x, y) ∈ ρ. Os conjuntos xρ que formam uma partic¸a˜o associada
a` equivaleˆncia sa˜o chamados classes − ρ ou classes de equivaleˆncia. O conjunto
classes − ρ, cujos elementos sa˜o os subconjuntos xρ, e´ chamado o conjunto
quociente de X por ρ e escrevemos X/ρ. Na pro´xima secc¸a˜o teremos oportunidade
de examinar a aplicac¸a˜o natural ρ\ (leˆ-se “ρ natural”) entre X e X/ρ definida do
seguinte modo:
xρ\ = xρ (x ∈ X) (1.13)
Uma importante ligac¸a˜o entre aplicac¸o˜es e equivaleˆncias e´ dada por
Proposic¸a˜o 1.27. Se φ : X → Y e´ uma aplicac¸a˜o enta˜o φ◦φ−1 e´ uma equivaleˆncia.
Demonstrac¸a˜o. A forma mais fa´cil de provar e´ ver que
φ ◦ φ−1 = {(x, y) ∈ X ×X : (∃z ∈ X)(x, z) ∈ φ, (y, z) ∈ φ}
= {(x, y) ∈ X ×X : xφ = yφ}.
E´ claro que φ ◦ φ−1 e´ reflexiva, sime´trica e transitiva.
18 CAPI´TULO 1. INTRODUC¸A˜O E DEFINIC¸O˜ES
Chamamos a` equivaleˆncia φ ◦ φ−1 o kernel de φ, e escrevemos φ ◦ φ−1 = kerφ.
Note-se que kerρ\ = ρ
Se R e´ uma qualquer relac¸a˜o em X, enta˜o a famı´lia de equivaleˆncias que conte´m
R e´ na˜o vazia; por esta raza˜o a intersecc¸a˜o de todas as equivaleˆncias que conte´m
R e´ ainda uma equivaleˆncia, a u´nica equivaleˆncia mı´nima em X que conte´m R.
Chamamos-lhe a equivaleˆncia gerada por R, e denotamos por Re.
Seja S uma relac¸a˜o emX, tal que 1X ⊆ S, uma relac¸a˜o que na verdade e´ reflexiva.
Assim temos,
S ⊆ S ◦ S ⊆ S ◦ S ◦ S ⊆ ...,
que e´ o mesmo que




{Sn : n ≥ 1} (1.14)
e´ chamado fecho transitivo da relac¸a˜o de S.
Lema 1.28. Para toda a relac¸a˜o reflexiva S num conjunto X, a relac¸a˜o S∞ definida
em (1.14) e´ a mais pequena relac¸a˜o transitiva em X que conte´m S.
Demonstrac¸a˜o. Primeiro, provemos que S∞ e´ transitiva. Suponhamos que (x, y), (y, z) ∈
S∞. Enta˜o existe m e n, dois inteiros positivos, tais que (x, y) ∈ Sm e (y, z) ∈ Sn.
Assim,
(x, z) ∈ Sm ◦ Sn = Sm+n ⊆ S∞.
E´ claro que S∞ conte´m S1 = S.
E por fim, se T e´ uma relac¸a˜o transitiva que conte´m S, enta˜o
S2 = S ◦ S ⊆ T ◦T ⊆ T,
generalizando, Sn ⊆ T para todo n ≥ 1. Logo, S∞ ⊆ T.
Proposic¸a˜o 1.29. Para cada relac¸a˜o R no conjunto X,
Re = [R ∪R−1 ∪ 1X ]
∞.
Demonstrac¸a˜o. Do lema anterior sabemos que a relac¸a˜o E = [R ∪R−1 ∪ 1X ]
∞
e´ transitiva e conte´m R. Uma vez que
1X ⊆ R ∪R
−1 ∪ 1X ⊆ E,
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E e´ tambe´m reflexiva. E´ certo que a relac¸a˜o S = R ∪R−1 ∪ 1X e´ sime´trica, daqui
vem, para todo n pertencente a N,
Sn = (S−1)n = (Sn)−1,
Assim Sn e´ sime´trica. Logo E = S∞ e´ sime´trica, uma vez que
(x, y) ∈ E ⇒ (∃n ∈ N)(x, y) ∈ Sn
⇒ (∃n ∈ N)(y, x) ∈ Sn
⇒ (y, x) ∈ E.
Mostramos que E e´ uma relac¸a˜o de equivaleˆncia que conte´m R.
Suponhamos agora que σ e´ uma relac¸a˜o de equivaleˆncia que conte´m R. Enta˜o
1X ⊆ σ, e R
−1 ⊆ σ−1 = σ. Logo,
S = R ∪R−1 ∪ 1X ⊆ σ.
Ale´m disso,
S ◦ S ⊆ σ ◦ σ = σ,
generalizando, Sn ⊆ σ para todo n ≥ 1. Daqui sai que E = S∞ ⊆ σ. Mostramos
que E = R∪R−1∪1X e´ a mais pequena equivaleˆncia em X que conte´m R. Assim,




Seja S um semigrupo. Uma relac¸a˜o R no conjunto S chama-se compat´ıvel a` esquerda
(com a operac¸a˜o em S) se
(∀s, t, a ∈ S) (s, t) ∈ R ⇒ (as, at) ∈ R,
e compat´ıvel a` direita se
(∀s, t, a ∈ S) (s, t) ∈ R ⇒ (sa, ta) ∈ R.
Chama-se compat´ıvel se
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(∀s, t, s′, t′ ∈ S) [(s, t) ∈ R e (s′, t′) ∈ R] ⇒ (ss′, tt′) ∈ R.
Uma equivaleˆncia que seja compat´ıvel a` esquerda [direita] e´ chamada uma con-
grueˆncia a` esquerda [direita]. Uma relac¸a˜o de equivaleˆncia compat´ıvel e´ uma con-
grueˆncia .
Proposic¸a˜o 1.30. Uma relac¸a˜o ρ num semigrupo S e´ uma congrueˆncia se e so´ se
e´ simultaneamente uma congrueˆncia a` direita e a` esquerda.
Demonstrac¸a˜o. Suponhamos que ρ e´ uma congrueˆncia. Se (s, t) ∈ ρ e a ∈ S
enta˜o (a, a) ∈ ρ pela reflexividade, e ainda (as, at) ∈ ρ e (sa, ta) ∈ ρ pela
compatibilidade. Assim, ρ e´ compat´ıvel a` direita e a` esquerda.
Reciprocamente, suponhamos que ρ e´ uma congrueˆncia a` direita e a` esquerda,
e seja (s, t), (s′, t′) ∈ ρ. Como ρ e´ compat´ıvel a` direita (ss′, ts′) ∈ ρ, como ρ
e´ compat´ıvel a` esquerda (ts′, tt′) ∈ ρ. Podemos concluir por transitividade que
(ss′, tt′) ∈ ρ. Logo, ρ e´ uma congrueˆncia.
Definic¸a˜o 1.31. Se ρ e´ uma congrueˆncia num semigrupo S enta˜o podemos definir
uma operac¸a˜o bina´ria no conjunto quociente S/ρ do seguinte modo
(aρ)(bρ) = (ab)ρ (1.15)
A operac¸a˜o esta´ bem definida, precisamente porque ρ e´ compat´ıvel: para todo
a, a′, b, b′ em S,
aρ = a′ρ e bρ = b′ρ ⇒ (a, a′) ∈ ρ e (b, b′) ∈ ρ
⇒ (ab, a′b′) ∈ ρ
⇒ (ab)ρ = (a′b′)ρ.
Facilmente se verifica que esta operac¸a˜o e´ associativa, e portanto, S/ρ e´ um semi-
grupo.
Teorema 1.32. Seja S um semigrupo, e seja ρ uma congrueˆncia em S. Enta˜o S/ρ
e´ um semigrupo, com a operac¸a˜o definida em (1.15) e a aplicac¸a˜o ρ\ de S em S/ρ
dada por (1.13) e´ um morfismo.
Seja T um semigrupo e seja φ : S → T um morfismo. Enta˜o a relac¸a˜o
kerφ = φ ◦ φ−1 = {(a, b) ∈ S × S : aφ = bφ}
e´ uma congrueˆncia em S, e existe um monomorfismo α : S/kerφ → T tal que


















Demonstrac¸a˜o. Facilmente se verifica que ρ\ e´ um morfismo.
Para a segunda parte do teorema, supomos que φ : S → T e´ um morfismo. Da
proposic¸a˜o (1.27) tiramos que kerφ e´ uma equivaleˆncia. Para mostrar que e´ uma
congrueˆncia, supomos que (a, a′), (b, b′) ∈ kerφ. Enta˜o aφ = a′φ e bφ = b′φ, daqui
podemos deduzir que
(ab)φ = (aφ)(bφ) = (a′φ)(b′φ) = (a′b′)φ.
assim, (ab, a′b′) ∈ kerφ, tal como pretendido. Para simplificar, denotemos kerφ por
K e definimos α : S/k → T por
(ak)α = aφ (a ∈ S).
Enta˜o, α esta´ bem definido e e´ injectiva, uma vez que
ak = bk ⇔ (a, b) ∈ k ⇔ aφ = bφ.
E´ tambe´m um morfismo, uma vez que, para todo a, b pertencentes a S se tem
[(ak)(bk)]α = [(ab)k]α = (ab)φ
= (aφ)(bφ) = [(ak)α][(bk)α].
Claramente imα = imφ, e da definic¸a˜o de α e´ tambe´m claro que, para todo a
pertencente a S,
ak\α = aφ.
Para uma qualquer relac¸a˜o R em S definimos
Rc = {(xay, xby) : x, y ∈ S1, (a, b) ∈ R}.
Enta˜o,
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Lema 1.33. Rc e´ a mais pequena relac¸a˜o compat´ıvel a` direita e a` esquerda que
conte´m R.
Demonstrac¸a˜o. Primeiro, e´ claro que Rc conte´m R. Para mostrar que Rc e´
compat´ıvel a` esquerda, supomos que (u, v) ∈ Rc e w ∈ S. Enta˜o, u = xay,
v = xby para algum x, y pertencentes a S1 e algum (a, b) pertencentes a R. Assim
wu = (wx)ay e wv = (wx)by, e portanto (wu,wv) ∈ Rc como pretendido. A
compatibilidade a` direita prova-se de forma ana´loga.
Suponhamos agora que S e´ uma relac¸a˜o compat´ıvel a` direita e a` esquerda que
conte´m R. Enta˜o, para todo x, y pertencentes a S1 e para todo (a, b) pertencente a
R temos que (xay, xby) ∈ S. Logo, Rc ⊆ S, tal como pretendido.
Vejamos agora algumas propriedades de Rc:
Lema 1.34. Sejam R, S relac¸o˜es no semigrupo S. Enta˜o:
(1) R ⊆ S ⇒ Rc ⊆ Sc;
(2) (R−1)c = (Rc)−1;
(3) (R ∪ S)c = Rc ∪ Sc.
Seguidamente temos,
Lema 1.35. Seja R uma relac¸a˜o compat´ıvel a` direita e a` esquerda num semigrupo
S. Enta˜o Rn(= R ◦R ◦ ... ◦R) e´ compat´ıvel a` direita e a` esquerda para todo n ≥ 1.
Demonstrac¸a˜o. Seja (s, t) ∈ R. Enta˜o, existem z1, z2, ..., zn−1 pertencentes a S
tais que
(s, z1), (z1, z2), ..., (zn−1, t) ∈ R.
Sabendo que R e´ compat´ıvel a` direita e a` esquerda, temos que, para todo a perten-
cente a S,
(as, az1), (az1, az2), ..., (azn−1, at) ∈ R,
(sa, z1a), (z1a, z2a), ..., (zn−1a, ta) ∈ R.
Logo, (as, at), (sa, ta) ∈ Rn.
Seguidamente caracterizaremos R#, a congrueˆncia em S gerada por R:
Proposic¸a˜o 1.36. Para cada relac¸a˜o R num semigrupo S, R# = (Rc)e.
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Demonstrac¸a˜o. Da proposic¸a˜o 1.29, sabemos que (Rc)e e´ uma relac¸a˜o de equi-
valeˆncia que conte´m (Rc), e portanto conte´m R. Para mostrar que (Rc)e e´ uma
congrueˆncia, temos que mostrar que e´ compat´ıvel tanto a` direita como e` esquerda.
Suponhamos que (s, t) ∈ (Rc)e e a ∈ S. Enta˜o pela proposic¸a˜o 1.29, (s, t) ∈ Sn para
algum n pertencente a N, em que S = Rc ∪ (Rc)−1 ∪ 1cS . Agora, pelo lema 1.34, e
pelo facto de que 1cS = 1S ,
S = Rc ∪ (R−1)c ∪ 1cS = (R ∪R
−1 ∪ 1S)
c.
Logo, S e´ compat´ıvel a` esquerda e a` direita pelo lema 1.33, e assim, pelo lema 1.35,
tambe´m Sn o e´. Daqui sai que
(as, at) ∈ Sn ⊆ (Rc)e, (sa, ta) ∈ Sn ⊆ (Rc)e,
e portanto (Rc)e e´ uma congrueˆncia em S que conte´m R. Para mostrar que (Rc)e
e´ a mais pequena congrueˆncia em S que conte´m R, consideremos a congrueˆncia k
(em S que conte´m R). Enta˜o kc = k pelo lema 1.33, e portanto
Rc ⊆ kc = k.
Temos assim que k e´ uma equivaleˆncia em S que conte´m R, da proposic¸a˜o 1.29, sai
que (Rc)e ⊆ k.
Dadas duas relac¸o˜es de equivaleˆncia, ρ, σ, designa-se por ρ∨σ a intersecc¸a˜o de
todas as relac¸o˜es de equivaleˆncia que conteˆm ρ e σ (menor relac¸a˜o de equivaleˆncia
que conte´m ρ ∪ σ). Vamos ver que ρ ∨ σ = (ρ ◦ σ)∞.
Proposic¸a˜o 1.37. Sejam ρ, σ duas relac¸o˜es de equivaleˆncia num conjunto S [con-
grueˆncias num semigrupo S]. Enta˜o, (a, b) ∈ ρ ∨ σ, se e so´ se, para algum n ∈
N, existem x1, x2, ..., x2n−1 ∈ S, tais que (a, x1) ∈ ρ, (x1, x2) ∈ σ, (x2, x3) ∈
ρ,...,(x2n−1, b) ∈ σ.
Demonstrac¸a˜o. O significado deste resultado e´ ρ ∨ σ = (ρ ◦ σ)∞. Ora das
Proposic¸o˜es 1.29 e 1.36, temos ρ ∨ σ = R∞, com
R = (ρ ∪ σ) ∪ (ρ ∪ σ)−1 ∪ 1S
= ρ ∪ σ ∪ ρ−1 ∪ σ−1 ∪ 1S
= ρ ∪ σ,
pois ρ, σ sa˜o relac¸o˜es de equivaleˆncia. Por outro lado, como ρ ⊆ ρ∪σ e σ ⊆ ρ∪σ,
vem ρ ◦ σ ⊆ (ρ ∪ σ)2. Logo, (ρ ◦ σ)n ⊆ (ρ ∪ σ)2n, para n ≥ 1, enta˜o,
(ρ ◦ σ)∞ ⊆ (ρ ∪ σ)∞ = ρ ∨ σ.
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Agora, reciprocamente, como ρ, σ sa˜o relac¸o˜es de equivaleˆncia, ρ ⊆ ρ◦σ e σ ⊆ ρ◦σ,
logo, ρ ∪ σ ⊆ ρ ◦ σ, assim,
ρ ∨ σ = (ρ ∪ σ)∞ ⊆ (ρ ◦ σ)∞.
Observac¸a˜o 1.38. Se ρ e σ comutam, enta˜o
ρ ∨ σ = (ρ ◦ σ)∞ = ρ ◦ σ.
6 Ideais e congrueˆncias de Rees
Primeiro, se I e´ um ideal pro´prio de um semigrupo S, enta˜o,
ρI = (I × I) ∪ 1S
e´ uma congrueˆncia em S. Basta ver que xρIy se e so´ se x = y ou x e y
pertencem a I. E´ fa´cil verificar ρI e´ reflexiva, sime´trica, transitiva e compat´ıvel. O
semigrupo quociente e´
S/ρI = {I} ∪ {{x} : x ∈ S\I},
em que e´ conveniente considerar como o semigrupo cujos elementos sa˜o I e os ele-
mentos de S\I. Em S/ρI o produto de dois elementos em S\I e´ o mesmo que o
seu produto em S, se este pertencer a S\I; caso contra´rio este produto e´ I. Uma
vez que o elemento I de S/ρI e´ o zero do semigrupo, uma outra forma de pensar em
S/ρI e´ como (S\I) ∪ {0}, onde todos os produtos na˜o pertencentes a S\I sa˜o zero.
Chamaremos a uma congrueˆncia deste tipo, congrueˆncia de Rees, e se um mor-
fismo φ : S → T e´ tal que kerφ e´ uma congrueˆncia de Rees dizemos que φ e´ um
morfismo de Rees. Escrevemos S/I em vez de S/ρI , e quando falamos de Kernel de
um morfismo de Rees significa ideal I em vez da congrueˆncia ρI .
E´ importante notar que nem todos os morfismos de semigrupos sa˜o deste tipo.
Grupos sa˜o semigrupos, mas um morfismo φ : G→ H, entre dois grupos na˜o triviais,
na˜o pode ser um morfismo de Rees, uma vez que G na˜o tem ideais pro´prios e H na˜o
tem o elemento zero.
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7 Equivaleˆncias de Green
Se a e´ um elemento de um semigrupo S, o ideal esquerdo de S mais pequeno que
conte´m a e´ Sa ∪ {a}, que em 1.2 esta´ convenientemente definido por S1a; a este
ideal chamamos ideal principal esquerdo gerado por a. A equivaleˆncia L, em S, e´
definida pela lei a L b se e so´ se a e b geram o mesmo ideal principal esquerdo, isto e´,
se e so´ se S1a = S1b. De forma ana´loga se define equivaleˆncia R, pela lei a R b se e
so´ se aS1 = bS1. E´ de verificac¸a˜o rotineira a seguinte caracterizac¸a˜o dos elementos
das L, R equivaleˆncias:
Proposic¸a˜o 1.39. Sejam a, b elementos de um semigrupo S. Enta˜o a L b se e so´
se existem x, y em S1 tal que xa = b, yb = a. E ainda, a R b se e so´ se existem u, v
em S1 tal que au = b, bv = a.
Uma outra propriedade imediata de L e de R e´:
Proposic¸a˜o 1.40. L e´ uma congrueˆncia direita e R e´ uma congrueˆncia esquerda.
Demonstrac¸a˜o. Seja a ∈ S, (r, t) ∈ L e (f, h) ∈ R, arbitra´rios. Enta˜o, rS1 = tS1,
logo arS1 = atS1 e assim, (ar, at) ∈ L. E S1f = S1h, logo S1fa = S1ha e assim,
(fa, ha) ∈ R.
Designa-se por H a intersecc¸a˜o das relac¸o˜es R e L. Como se sabe H = R ∩ L
e´ ainda uma relac¸a˜o de equivaleˆncia. Por D designa-se a equivaleˆncia L ∨ R.
Vamos ver que, para a composic¸a˜o, L e R comutam, o que nos permite afirmar, pela
Proposic¸a˜o 1.37 que D = R ◦ L.
Proposic¸a˜o 1.41. As relac¸o˜es L e R comutam.
Demonstrac¸a˜o. Seja S um semigrupo, sejam a, b ∈ S e suponha-se que (a, b) ∈
L ◦R. Enta˜o existe c ∈ S, tal que a L c e c R b. Logo existem x, y, u, v ∈ S1, tais
que
xa = c, cu = b,
yc = a, bv = c.
Seja d = ycu ∈ S, enta˜o
au = ycu = d, dv = ycuv = ybv = yc = a;
logo a R d. Por outro lado,
yb = ycu = d, xd = xycu = xau = cu = b,
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logo d L b. Assim, (a, b) ∈ R ◦ L. A inclusa˜o rec´ıproca segue um caminho ana´logo.
Assim, L ◦ R = R ◦ L.
Definimos agora uma relac¸a˜o de equivaleˆncia, simultaneamente esquerda e direi-
ta, em S, da seguinte forma : a I b se e so´ se S1aS1 = S1bS1. Como facilmente se
verifica L ⊆ I e R ⊆ I. Como D e´ a menor relac¸a˜o de equivaleˆncia que conte´m L e
R, enta˜o D ⊆ I. O seguinte resultado vai permitir-nos concluir que D = I em todo
o semigrupo finito.
Proposic¸a˜o 1.42. Se S e´ um semigrupo perio´dico, enta˜o D = I.
Demonstrac¸a˜o. Sejam a, b ∈ S, tais que a I b. Enta˜o existem x, y, u, v ∈ S1, tais
que
xay = b, ubv = a. (1.16)
Precisamos, agora, de encontrar um elemento c ∈ S, tal que a L c, c R b. Resulta
da equac¸a˜o (1.16), que
a = (ux)a(yv) = (ux)2a(yv)2 = (ux)3a(yv)3 = ...
b = (xu)b(vy) = (xu)2b(vy)2 = (xu)3b(vy)3 = ...
Como S e´ perio´dico, pela Proposic¸a˜o 1.20, podemos encontrar m, tal que (ux)m e´
idempotente. Assim, seja c = xa, enta˜o
a = (ux)ma(yv)m = (ux)m(ux)ma(yv)m = (ux)ma = (ux)m−1uc,
logo a L c. Por outro lado, cy = xay = b e se escolhermos n, tal que (vy)n e´
idempotente, tem-se
c = xa = x(ux)n+1a(yv)n+1 = (xu)n+1xay(vy)nv
= (xu)n+1b(vy)2nv = (xu)n+1b(vy)n+1(vy)n−1v
= b(vy)n−1v.
Logo c R b, como pretend´ıamos.
A` custa da relac¸a˜o de ordem parcial dada pela inclusa˜o de conjuntos vamos
definir uma pre´-ordem, ≤R, nas classes de R, da forma s ≤R t se e so´ se Rs ≤R Rt
se e so´ se sS1 ⊆ tS1. De forma ana´loga se definem pre´-ordens em L e em I.
Estrutura das D − classes: Cada D − classe, num semigrupo S, e´ a reunia˜o
disjunta de L− classes e, tambe´m, a reunia˜o disjunta de R− classes. Seja D uma
D − classe e a ∈ D, enta˜o a ∈ R, para alguma R − classe. Seja b ∈ S, tal que
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b ∈ R, enta˜o bRa e aLa, logo bDa, isto e´ b ∈ D. O mesmo racioc´ınio se pode
aplicar a`s L − classes.
A intersecc¸a˜o de uma L − classe com uma R − classe e´, ou vazia, ou uma
H− classe. Como D = R ◦ L = L ◦ R, tem-se
aDb⇔ Ra ∩ Lb 6= ∅ ⇔ La ∩Rb 6= ∅.
Pode visualizar-se uma D− classe como uma “caixa-de-ovos”em que cada linha
representa umaR−classe e cada coluna representa uma L−classe e cada “ce´lula”repre-
senta uma H− classe.
La = Lc Lb
Ra = Rb Ha Hb
Rc Hc
Se D e´ uma D − classe arbitra´ria num semigrupo S e se a, b ∈ D sa˜o tais que
a L b, enta˜o por definic¸a˜o de L existem t, t′ ∈ S1, tais que
ta = b, t′b = a.
A translac¸a˜o esquerda λt : S → S, x→ tx, aplica Ra em Rb pois, se x ∈ Ra, enta˜o,
pela Proposic¸a˜o 1.40, tx R ta, logo, tx ∈ Rta = Rb. De forma semelhante se prova
que λt′ aplica Rb em Ra. A composic¸a˜o λtλt′ : Ra → Ra e´ a aplicac¸a˜o identidade
em Ra e λt′λt : Rb → Rb e´ a identidade em Rb. Enta˜o, λt|Ra e λt′|Rb
sa˜o bijecc¸o˜es
mutuamente inversas de Ra em Rb e de Rb em Ra, respectivamente. Ainda se pode
deduzir que se x ∈ Ra enta˜o o elemento y = xλt de Rb tem a propriedade y = tx,
x = t′y. Enta˜o x L y, logo a aplicac¸a˜o λt preserva a L−classe, aplica bijectivamente
cada H−classe de Ra, numa H−classe de Rb, mantendo-se na L−classe. O mesmo
se conclui de λt′ . Racioc´ınio semelhante nos levaria a concluir o mesmo acerca das
translac¸o˜es ρs : S → S, x→ xs e ρ
′
s : S → S, x→ xs
′, translac¸o˜es que preservam
as R− classes e aplicam bijectivamente uma H− classe noutra H− classe e uma
L − classe noutra L − classe. Podemos enta˜o enunciar a seguinte
Proposic¸a˜o 1.43. Sejam a, b elementos R − equivalentes (respectivamente L −
equivalentes), num semigrupo S e sejam s, s′ ∈ S1(respectivamente t, t′ ∈ S1), tais
que, as = b, bs′ = a (respectivamente ta = b, t′b = a). Enta˜o, as translac¸o˜es direitas
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(respectvamente, esquerdas) ρs|La , ρs′|Lb
(respectivamente, λt|Ra , λt′|Rb
) sa˜o bijecc¸o˜es
mutuamente inversas, que preservam a R− classe (respectivamente, L− classe) de
La (respectivamente Ra) para Lb(respectivamente Rb) e de Lb(respectivamente Rb)
para La (respectivamente Ra).
Daqui resulta,
Lema 1.44. Se a, b sa˜o elementos D−equivalentes num semigrupo S, enta˜o |Ha| =
|Hb|.
Demonstrac¸a˜o. Seja c ∈ S, tal que a R c e c L b, com as = c, cs′ = a, tc = b,
t′b = c. Pelas considerac¸o˜es anteriores ρsλt : x → txs e´ bijecc¸a˜o entre Ha e Hb
(cuja inversa e´ λ′tρ
′
s : y → t
′ys′). Logo, |Ha| = |Hb|.
Do que foi exposto anteriormente, sabemos que para a ∈ S, ρs : x→ xs, aplica
bijectivamente Ha em Has. Ora, se tivermos, em particular, a H as, enta˜o ρs
aplica bijectivamente Ha em si pro´pria. O mesmo se verifica para λt : x → tx, que
aplica Ha em Hta. Se a H ta, enta˜o λt aplica Ha em si pro´pria, bijectivamente.
Enta˜o podemos afirmar,
Lema 1.45. Sejam x, y ∈ S (semigrupo). Se xy ∈ Hx, enta˜o ρy|Hx e´ uma bijecc¸a˜o
de Hx em si pro´pria. Se xy ∈ Hy enta˜o λx|Hy e´ uma bijecc¸a˜o de Hy em si pro´pria.
Daqui resulta o seguinte Teorema (de Green)
Teorema 1.46. Se H e´ uma H− classe num semigrupo S, enta˜o, ou H2 ∩H = ∅,
ou H2 = H, e H e´ subgrupo de S.
Demonstrac¸a˜o. Suponhamos que H2 ∩ H 6= ∅, enta˜o existem a, b ∈ H, tais que
ab ∈ H. Pelo Lema 1.44, ρb e λa sa˜o bijecc¸o˜es de H em si pro´pria. Assim, hb ∈ H
e ah ∈ H, qualquer que seja h ∈ H. Enta˜o, pelo Lema 1.44, λh e ρh sa˜o bijecc¸o˜es
de H em si pro´pria. Logo, Hh = hH = H, para todo o h ∈ H, ou seja H2 = H
e H e´ grupo, subgrupo de S.
O resultado seguinte e´ consequeˆncia deste teorema.
Corola´rio 1.47. Se e ∈ S e´ idempotente, enta˜o He e´ subgrupo de S. Nenhuma
H− classe em S pode conter mais do que um idempotente.
Demonstrac¸a˜o. Como H2e ∩ He 6= ∅ (pois ee = e) enta˜o, He e´ subgrupo de S.
Logo, so´ tem um idempotente, o elemento neutro.
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Definic¸a˜o 1.48. Um elemento a, num semigrupo S, diz-se regular se existir x ∈ S,
tal que axa = a.
Vamos ver que numa D − classe, se existir um elemento regular, enta˜o todos os
seus elementos sa˜o regulares.
Proposic¸a˜o 1.49. Se a ∈ S e´ regular, enta˜o todos os elementos de Da sa˜o regulares.
Demonstrac¸a˜o. Temos axa = a, para algum x ∈ S. Se c ∈ Ra, enta˜o existem
y, z ∈ S1, tais que ay = c e cz = a. Logo, c = ay = axay = axc = c(zx)c, logo, c
e´ regular. De modo ana´logo se prova que qualquer elemento de uma L − classe de
um elemento regular e´ regular.
Uma D − classe diz-se regular se os seus elementos sa˜o todos regulares. Caso
contra´rio diz-se irregular.
Proposic¸a˜o 1.50. Numa D − classe regular todas as L − classes e todas as R −
classes conteˆm idempotentes.
Demonstrac¸a˜o. Se a pertence a uma D − classe regular, enta˜o existe x ∈ S, tal
que axa = a. Enta˜o, axax = ax e ax R a, ou seja ax e´ um idempotente em Ra.
De forma semelhante se prova que xa e´ um idempotente em La.
Proposic¸a˜o 1.51. Um idempotente e, num semigrupo S e´ uma identidade esquerda
em Re e uma identidade direita em Le.
Demonstrac¸a˜o. Se b ∈ Le, enta˜o b = xe, para algum x ∈ S
1. Enta˜o,
be = (xe)e = xe2 = xe = b.
De modo ana´logo se prova que ea = a, para todo o a ∈ Re.
Corola´rio 1.52. Se uma D − classe D conte´m um idempotente, enta˜o todas as
R− classes e L − classes em D conteˆm um idempotente.
Demonstrac¸a˜o. Seja e um idempotente na classe De, enta˜o e e´ regular, pois
eee = e. Pela Proposic¸a˜o 1.50, tem-se o pretendido.
Definic¸a˜o 1.53. Dado um semigrupo S e a ∈ S, diz-se que a′ ∈ S e´ um inverso de
a, se aa′a = a e a′aa′ = a′.
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Daqui resulta que, se um elemento tem um inverso, enta˜o e´ regular. Por outro
lado, se existir x ∈ S, tal que axa = a, enta˜o a′ = xax e´ um inverso de a,
aa′a = axaxa = axa = a,
a′aa′ = xaxaxax = xax = a′,
isto e´, se um elemento e´ regular tem um inverso. Denotemos por V (a) o conjunto
dos inversos de um elemento a.
Teorema 1.54. Seja a um elemento de D, uma D−classe regular , num semigrupo
S.
(1) Se a′ ∈ V (a), enta˜o a′ ∈ D e as duas H− classes Ra∩La′ , La∩Ra′ conteˆm,






(2) Se b ∈ D e´ tal que Ra ∩ Lb e La ∩Rb conteˆm os idempotentes e, f , respec-
tivamente, enta˜o Hb conte´m um inverso a
∗, de a, tal que aa∗ = e, a∗a = f ,
La Lb
Ra a e
Rb f b , a
∗
(3) Nenhuma H− classe conte´m mais que um inverso de a.
Demonstrac¸a˜o. (1) Se aa′a = a e a′aa′ = a′, enta˜o a R aa′, a′ R a′a, a L a′a,
a′ L aa′. Assim, aa′ ∈ Ra ∩ La′ e a
′a ∈ La ∩Ra′ .
(2) Como e ∈ Ra ∩ Lb, enta˜o, e ∈ Ra e ea = a, pois e e´ uma identidade
esquerda em Re = Ra. Por outro lado, como f ∈ La ∩ Rb, enta˜o f ∈ La, logo,
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La = Lf . Assim, af = a, pois f e´ identidade direita em Lf . De a R e, resulta que
existe x ∈ S1, tal que ax = e. Fazemos a∗ = fxe.
aa∗a = afxea = axa = ea = a,
a∗aa∗ = fxeafxe = fxafxe = fxaxe = fxe2 = fxe = a∗.
Assim, a∗ e´ um inverso de a. Ainda se tem,
aa∗ = afxe = axe = e2 = e
Como f = ya, para algum y ∈ S1, pois f ∈ La,
a∗a = fxea = fxa = yaxa = yea = ya = f.
Finalmente, como tambe´m se tem (fx)e = a∗ e f(xe) = a∗, enta˜o La∗ = Le,
Rf = Ra∗ . Logo,
a∗ ∈ Le ∩Rf = Lb ∩Rb = Hb.
(3) Suponhamos que a′ e a∗ sa˜o inversos de a em Hb. Enta˜o aa
′aa′ = aa′,
aa∗aa∗ = aa∗, a′aa′a = a′a, a∗aa∗a = a∗a, isto e´, aa′, aa∗ sa˜o idempotentes em
Ra∩Lb, logo, sa˜o iguais e, a
′a, a∗a sa˜o idempotentes em La∩Rb, assim, sa˜o tambe´m
iguais. Finalmente, a∗ = a∗aa∗ = a∗aa′ = a′aa′ = a′.
Proposic¸a˜o 1.55. Sejam e, f idempotentes num semigrupo S. Enta˜o, (e, f) ∈ D





Demonstrac¸a˜o. Se e, f ∈ D, enta˜o a sua D − classe e´ regular. Seja a ∈ Re ∩ Lf ,
pelo Teorema 1.54, existe um inverso a′ de a em Rf ∩Le, tal que aa
′ = e, a′a = f .
Se existem a, a′ ∈ S inversos, tais que aa′ = e, a′a = f , enta˜o, pelo Teorema 1.54
(1), e = aa′ ∈ Ra e f = a
′a ∈ La. Assim, e R a, a L f , logo, e D f .
Vamos agora ver que duas H − classes, subgrupos de S, na mesma D − classe
sa˜o isomorfas.
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Proposic¸a˜o 1.56. Sejam H e K duas H− classes grupos, na mesma D − classe,
enta˜o H e K sa˜o isomorfas.
Demonstrac¸a˜o. Seja e o elemento neutro de H, f o elemento neutro de K, que
sa˜o idempotentes. Seja a ∈ Re ∩ Lf e a
′ ∈ Rf ∩ Le o u´nico inverso de a nesta
H − classe. Enta˜o, aa′ = e, a′a = f , ea = af = a, a′e = fa′ = a′. E´ fa´cil verificar
que φ : H → K, x→ a′xa e´ um isomorfismo de H em K.
Lema 1.57. Sejam a, b elementos de D, uma D − classe. Enta˜o, ab ∈ Ra ∩ Lb se
e so´ se La ∩Rb conte´m um idempotente.
Demonstrac¸a˜o. Suponha-se que ab ∈ Ra ∩ Lb. Enta˜o existe c ∈ S
1, tal que,
abc = a e, pela Proposic¸a˜o 1.43, ρc : x → xc aplica bijectivamente Hb em La ∩ Rb.
Assim, bc ∈ La ∩ Rb. Por outro lado, ρb : y → yb aplica bijectivamente La ∩ Rb em
Hb e sa˜o inversas. Logo, bc e´ idempotente, pois
(bc)2 = bρcρbρc = bρc = bc.
Reciprocamente, se La ∩Rb conte´m um idempotente e, enta˜o eb = b e a translac¸a˜o
x→ xb aplica bijectivamente Ha em Ra ∩ Lb. Em particular, ab ∈ Ra ∩ Lb.
8 Semigrupos regulares
Num semigrupo regular S temos uma forma u´til de olhar para as equivaleˆncias L e
R. Primeiro, se S e´ regular enta˜o a = axa ∈ aS, e analogamente a ∈ Sa, a ∈ SaS.
Por esta raza˜o podemos afirmar que
aLb se e so´ se Sa = Sb,
aRb se e so´ se aS = bS,
aJ b se e so´ se SaS = SbS.
Proposic¸a˜o 1.58. Sejam a, b elementos de um semigrupo regular S. Enta˜o
(1) (a, b) ∈ L se e so´ se existem a′ pertencente a V (a) e b′ pertencente a V (b) tal
que aa′ = b′b;
(2) (a, b) ∈ R se e so´ se existem a′ pertencente a V (a) e b′ pertencente a V (b) tal
que aa′ = bb′;
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(3) (a, b) ∈ H se e so´ se existem a′ pertencente a V (a) e b′ pertencente a V (b) tal




Demonstrac¸a˜o. Parte (1): Suponhamos que (a, b) ∈ L. Se a′ ∈ V (a) enta˜o a′a e´
idempotente em La = Lb. A R− classe conte´m, pela Proposic¸a˜o 1.50, pelo menos
um elemento idempotente e, e enta˜o, pelo Teorema 1.54 (2), a H− classe Ra′a ∩Le
conte´m um inverso b′ de b com a propriedade b′b = a′a ( e bb′ = e). Mostra´mos a
seguinte implicac¸a˜o
(a, b) ∈ L ⇒ (∀a′ ∈ V (a))(∃b′ ∈ V (b)) a′a = b′b. (1.17)
Reciprocamente, se a′a = b′b para algum a′ pertencente a V (a) e algum b′ perten-
cente a V (b) enta˜o, pelo Teorema 1.54 (1), aLa′a e b′bLb, por transitividade temos
aLb.
Parte (2): De forma ana´loga a` anterior conseguimos provar que
(a, b) ∈ L ⇒ (∀a′ ∈ V (a))(∃b′ ∈ V (b)) aa′ = bb′. (1.18)
Parte (3): Suponhamos que aHb e que a′ ∈ V (a). Assim, aa′ ∈ Ra = Rb e
aa′ ∈ La = Lb. Logo, pelo Teorema 1.54 (2), a H − classe La′a ∩ Ra′a conte´m um
inverso b′ de b tal que bb′ = aa′ e b′b = a′a. Prova´mos a implicac¸a˜o
(a, b) ∈ H ⇒ (∀a′ ∈ V (a))(∃b′ ∈ V (b)) a′a = b′b e aa′ = bb′. (1.19)
A implicac¸a˜o contra´ria e´ obvia.
Nesta altura podemos concluir sobre a correspondeˆncia entre congrueˆncias e mor-
fismos, iniciada na secc¸a˜o congrueˆncias, com a seguinte versa˜o do Lema de Lallement.
Lema 1.59. Seja φ : S → T um morfismo entre um semigrupo regular S e um
semigrupo T . Enta˜o imφ e´ regular. Se f e´ idempotente em imφ enta˜o existe e,
idempotente em S, tal que eφ = f .
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9 Semigrupos inversos
Sejam X e Y dois quaisquer conjuntos. Uma func¸a˜o parcial f de X para Y e´ uma
func¸a˜o de um subconjunto de X num subconjunto de Y . Ao subconjunto de X,
formado por todos os elementos x ∈ X para os quais f(x) esta´ definida, chamamos
domı´nio de f , e denotamos por dom f . A imagem de f e´ o subconjunto im f =
f(domf) de Y .
Ha´ duas classes de func¸o˜es parciais especialmente importantes. Para quaisquer
dois conjuntos X e Y existe uma u´nica func¸a˜o parcial vazia de X para Y que de-
notamos por 0Y X . Para qualquer subconjunto A de X a func¸a˜o identidade em A,
denotada por 1A, e´ uma func¸a˜o parcial de X em si pro´prio. Designamos tais func¸o˜es
parciais por identidades parciais. A func¸a˜o identidade parcial de domf denotamos
por d(f) e a func¸a˜o identidade parcial de imf denotamos por r(f). A func¸a˜o identi-
dade 1X em X e a func¸a˜o identidade 1∅ num subconjunto vazio de X, que e´ a func¸a˜o
vazia de X nele pro´prio, sa˜o especialmente importantes. Quando e´ claro o conjunto
subjacente X, denotamos estas func¸o˜es por 1 e 0, respectivamente.
Daremos especial atenc¸a˜o a`s func¸o˜es parciais que induzem bijecc¸o˜es entre os seus
domı´nios e imagens; chamamos a essas func¸o˜es parciais, bijecc¸o˜es parciais. Todas
as identidades parciais e func¸o˜es vazias sa˜o bijecc¸o˜es parciais. Se f for uma bijecc¸a˜o
parcial de X para Y enta˜o, denotamos por f−1 a bijecc¸a˜o parcial de Y para X que
e´ a inversa de f . Assim, o domı´nio de f−1 e´ imagem de f e a sua imagem e´ domf .
A colecc¸a˜o de todas as bijecc¸o˜es parciais entre conjuntos formam uma categoria,
mas no´s estamos especialmente interessados no conjunto das bijecc¸o˜es parciais de
um conjunto X nele pro´prio, em particular de N em si pro´prio. Isto forma um
monoide, que denotamos por I(X), chamado monoide sime´trico inverso.
Relembramos que num semigrupo, um idempotente e´ qualquer elemento igual
ao seu quadrado.
Apresentamos de seguida alguns resultados cuja demonstrac¸a˜o se pode encontrar,
por exemplo, em [26].
Proposic¸a˜o 1.60. Seja I(X) o monoide sime´trico inverso no conjunto X. Enta˜o
os idempotentes de I(X) sa˜o precisamente as identidades parciais em X. Em par-
ticular, os idempotentes formam um subsemigrupo comutativo.
Definic¸a˜o 1.61. Seja S um semigrupo, S pertence a` classe dos semigrupos inversos
se:
(1) S e´ regular. Isto e´, para todo elemento a ∈ S existe x em S, que chamamos
inverso de a, tal que a = axa e x = xax;
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(2) Os idempotentes de S comutam.
Os mono´ides sime´tricos inversos sa˜o semigrupos inversos.
Teorema 1.62. Seja S um semigrupo regular. Enta˜o os idempotentes de S comutam
se e so´ se, cada elemento de S tem um u´nico inverso.
Os semigrupos inversos sa˜o enta˜o os semigrupos S em que, para cada elemento
s ∈ S, existe um u´nico elemento s−1 ∈ S tal que s = ss−1s e s−1 = s−1ss−1.
Ao elemento s−1 chamamos inverso de s em S. Um subsemigrupo inverso de um
semigrupo inverso e´ um subsemigrupo fechado sob os inversos, ou seja, que conte´m
os inversos dos seus elementos.
Proposic¸a˜o 1.63. Seja S um semigrupo inverso.
(1) Para qualquer s ∈ S, tanto s−1s como ss−1 sa˜o idempotentes e s(s−1s) = s
e (ss−1)s = s.
(2) (s−1)−1 = s para qualquer s ∈ S.
(3) Para qualquer idempotente e de S e qualquer s ∈ S o elemento s−1es e´
um idempotente.
(4) Se e for um idempotente em S enta˜o e−1 = e.
(5) (s1 . . . sn)
−1 = s−1n . . . s
−1
1 para todos s1, . . . , sn ∈ S em que n ≥ 2.
Demonstrac¸a˜o.
(1) Comecemos por observar que (s−1s)2 = s−1(ss−1s) = s−1s. Uma demon-
strac¸a˜o ana´loga mostra que ss−1 e´ um idempotente.
(2) E´ claro que s e´ soluc¸a˜o das equac¸o˜es s−1 = s−1xs−1 e x = xs−1x. Da
unicidade dos inversos sai o resultado.
(3) Temos que (s−1es)2 = s−1e(ss−1)es = s−1e2(ss−1s) = s−1es, usando o facto
de que os idempotentes comutam.
(4) Imediato.
(5) O caso n = 2 e´ imediato da definic¸a˜o e do facto de os idempotentes comutarem.
O caso geral demonstra-se por induc¸a˜o.
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Os idempotentes ss−1 e s−1s comportam-se como identidade esquerda e direita,
respectivamente, para o elemento s, pela Proposic¸a˜o 1.63. Podemos escrever d(s) =
s−1s e r(s) = s−1s. O conjunto de todos os idempotentes de S e´ denotado por
E(S) e, se A for um subconjunto de S, enta˜o E(A) = A ∩ E(S).
Lema 1.64. Seja S um semigrupo inverso.
(1) Para todo idempotente e e elemento s existe um idempotente f de tal modo
que es = sf .
(2) Para todo idempotente e e elemento s existe um idempotente f de tal modo
que se = fs.
Demonstrac¸a˜o. Provaremos (1); a demonstrac¸a˜o de (2) e´ similar. Seja f = s−1es,
um idempotente, pela Proposic¸a˜o 1.63. Enta˜o,
sf = s(s−1es) = (ss−1)es = e(ss−1)s = es.
Seja S um semigrupo inverso. Se S tem uma identidade, enta˜o podemos dizer
que S e´ um monoide inverso; se tiver um elemento zero enta˜o podemos dizer que
S e´ um semigrupo inverso com zero. Todo semigrupo (inverso) pode ser convertido
num monoide (inverso) ou num semigrupo (inverso) com zero, juntando-lhe uma
identidade ou um zero num procedimento ana´logo ao que vimos nas Definic¸o˜es 1.6
e 1.7.
Definimos a relac¸a˜o ≤ num semigrupo inverso S de seguinte modo:
s ≤ t⇔ s = te
para algum idempotente e. Esta relac¸a˜o de ordem e´ chamada ordem parcial natu-
ral em S. Apresentamos a seguir duas proposic¸o˜es importantes que envolvem esta
relac¸a˜o.
Lema 1.65. Seja S um semigrupo inverso. Enta˜o, sa˜o equivalentes as seguintes
condic¸o˜es:
(1) s ≤ t.
(2) s = ft, para algum idempotente f .
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(3) s−1 ≤ t−1.
(4) s = ss−1t.
(5) s = ts−1s.
Demonstrac¸a˜o.
(1) ⇒ (2). Seja s = te. Enta˜o s = ft para algum idempotente f , pelo Lema
1.64.
(2) ⇒ (3). Seja s = ft para algum f idempotente. Enta˜o s−1 = t−1f . Logo,
pela definic¸a˜o, s−1 ≤ t−1.
(3) ⇒ (4). Seja s−1 ≤ t−1. Enta˜o, s−1 = t−1e, para algum idempotente e.
Considerando os inversos, obtemos s = et. Mas es = s, e portanto,
ess−1 = ss−1. Logo, s = ss−1t.
(4) ⇒ (5). Seja s = ss−1t. Enta˜o, pelo Lema 1.64, s = te para algum
idempotente e. Mas, se = s e s−1se = s−1s. Logo, s = ts−1s.
(5) ⇒ (1). Imediato.
Proposic¸a˜o 1.66. Seja S um semigrupo inverso.
(1) A relac¸a˜o ≤ e´ uma ordem parcial em S.
(2) Para quaisquer idempotentes e, f ∈ S temos e ≤ f , se e so´ se, e = ef = fe.
(3) Se s ≤ t e u ≤ v, enta˜o su ≤ tv.
(4) Se s ≤ t enta˜o s−1s ≤ t−1t e ss−1 ≤ tt−1.
(5) E(S) e´ um ideal ordenado de S.
Demonstrac¸a˜o.
(1) Como s = s(s−1s), a relac¸a˜o e´ reflexiva. Fazendo s ≤ t e t ≤ s. Enta˜o,
s = ts−1s e t = st−1t, e portanto,
s = ts−1s = st−1ts−1s = st−1t = t.
Logo, a relac¸a˜o e´ anti-sime´trica. Suponhamos agora que s ≤ t e t ≤ u.
Enta˜o, s = te e t = uf , para alguns idempotentes e e f . Assim,
s = te = (uf)e = u(fe). Logo, s ≤ u.
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(2) Suponhamos que e ≤ f . Enta˜o, e = fi, para algum idempotente i. Mas enta˜o,
fe = e e portanto, e = fe = ef . O rec´ıproco e´ o´bvio.
(3) Seja s ≤ t e u ≤ v. Enta˜o, existem idempotentes e e f tais que s = te e
u = vf . Logo, su = tevf . Pelo Lema 1.64, ev = vi para algum idempotente
i. Logo, su = tv(if) e portanto, su ≤ tv.
(4) E´ imediato do Lema 1.65(3) e do (3) anterior.
(5) Imediato da definic¸a˜o de ordem parcial natural e do facto de que E(S) e´
fechado para a multiplicac¸a˜o.
Seja S um semigrupo e ≤ uma ordem parcial definida em S. Enta˜o, ≤ diz-se
compat´ıvel relativamente a` multiplicac¸a˜o, se para todos a, b, c, d ∈ S temos a ≤ b e
c ≤ d implica que ac = bd. Neste caso, o semigrupo S diz-se parcialmente ordenado
por ≤.
Observe-se que se T for um subsemigrupo inverso de S, enta˜o a ordem parcial
natural definida em T coincide com a restric¸a˜o a T da ordem parcial natural em S.
Definic¸a˜o 1.67. Um semigrupo inverso diz-se completamente semisimples se a or-
dem natural parcial e´ uma igualdade quando restringida a qualquer D − classe.
Teorema 1.68. Seja S um semigrupo inverso. Se D e´ uma D− classe de S, enta˜o
a restric¸a˜o da ordem parcial natural a D ou e´ uma igualdade ou para cada b ∈ D
existe a ∈ D tal que a < b. Em particular, o semigrupo inverso S ou e´ semisimples
completo ou existem dois elementos a, b ∈ S distintos, D − relacionados, tais que
a < b.
Consideremos as seguintes propriedades adicionais dos semigrupos inversos, cujas
demonstrac¸o˜es podem ser encontradas em [26].
Proposic¸a˜o 1.69. Seja ρ uma congrueˆncia num semigrupo inverso S.
(1) Se (s, t) ∈ ρ enta˜o
(s−1, t−1) ∈ ρ, (s−1s, t−1t) ∈ ρ e (ss−1, tt−1) ∈ ρ.
(2) Se (s, e) ∈ ρ, em que e e´ idempotente, enta˜o
(s, s−1) ∈ ρ, (s, s−1s) ∈ ρ e (s, ss−1) ∈ ρ.
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Definindo num semigrupo S, θ : X† → S (considerando X = S como um
conjunto e denotando por X† o semigrupo livre em X) por θ(s1, . . . , sn) = s1 . . . sn,
considerando ρ uma relac¸a˜o em X†, enta˜o, o semigrupo X†/kerθ denota-se por
〈X/ρ〉, temos
Proposic¸a˜o 1.70. Seja S um semigrupo gerado por {si : i ∈ I}, e seja X o conjunto
{xi : i ∈ I}. Seja θ : X
† → S o homomorfismo que aplica xi em si. Seja ρ uma
relac¸a˜o em X† tal que θ(u) = θ(v) para todo (u, v) ∈ ρ. Enta˜o, S e´ uma imagem
homomorfa de 〈X : ρ〉.
Vamos agora introduzir um novo conceito, o de unita´rio. Um subconjunto A de
um semigrupo inverso S diz-se unita´rio esquerdo (resp. direito) se a ∈ A, s ∈ S
e as ∈ A (resp. sa ∈ A) implicar s ∈ A. Um subconjunto diz-se unita´rio se for
simultaneamente unita´rio direito e esquerdo. Dizemos que um semigrupo inverso e´
E-unita´rio, sempre que e e´ um idempotente e e ≤ s, enta˜o s e´ um idempotente.
Proposic¸a˜o 1.71. Seja S um semigrupo inverso. Enta˜o, as seguintes condic¸o˜es sa˜o
equivalentes:
(1) E(S) e´ unita´rio esquerdo.
(2) E(S) e´ unita´rio direito.
(3) Se e for idempotente e e ≤ s enta˜o s e´ idempotente.
Demonstrac¸a˜o.
(1) ⇒ (2). Suponhamos que E(S) e´ unita´rio esquerdo e se ∈ E(S) com
s ∈ E(S). Enta˜o, se = fs para algum idempotente f , pelo
Lema 1.64. Assim, s e´ um idempotente, uma vez que S e´ unita´rio
esquerdo. Logo, S e´ unita´rio direito.
(2) ⇒ (3). Suponhamos que E(S) e´ unita´rio direito e e ≤ s para algum e
idempotente. Enta˜o, e = se e portanto, s e´ um idempotente.
(3) ⇒ (1). Seja es = f um idempotente. Enta˜o, f ≤ s e portanto, s e´ um
idempotente.
Consideremos agora as aplicac¸o˜es d, r : S → E(S), em que E(S) e´ o conjunto de
todos os idempotentes do semigrupo S, definidas do seguinte modo:
d(s) = s−1s e r(s) = ss−1
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Sejam s, t dois quaisquer elementos de um semigrupo inverso S. Enta˜o o produto
restrito s · t existe apenas quando s−1s = tt−1, e nesse caso e´ igual a st. Assim, s · t
existe quando d(s) = r(t)
Lema 1.72. Seja S um semigrupo inverso. Se existir s · t enta˜o d(s · t) = d(t) e
r(s · t) = r(s), qualquer que seja s, t pertencentes a S.
Demonstrac¸a˜o. Da definic¸a˜o,
d(s · t) = t−1s−1st
e t−1s−1st = t−1t uma vez que s−1s = tt−1.
A demonstrac¸a˜o do outro caso e´ similar.
Retomando a equivaleˆncia H introduzida anteriormente como sendo H = L∩R.
Dizemos que um semigrupo inverso e´ combinatorial se H for a relac¸a˜o de igualdade.
A H-relac¸a˜o e´ associada a` presenc¸a de subgrupos num semigrupo, o que significa
um subsemigrupo que e´ tambe´m um grupo. Para cada idempotente e de S, o
subconjunto eSe e´ um subsemigrupo com identidade e, chamado submono´ide
local.
Retomando tambe´m a equivaleˆncia D introduzida anteriormente como sendo
D = L ◦ R = R ◦ L, surge-nos o seguinte resultado.
Proposic¸a˜o 1.73. Seja S um semigrupo inverso.
(1) Seja (e, f) ∈ E(S). Enta˜o eDf se e so´ se existir a ∈ S tal que a−1a = f e
aa−1e;
(2) Sejam (s, t) ∈ S. Enta˜o (s, t) ∈ Df se e so´ se existirem elementos a, b ∈ S tal
que
d(a) = d(t), r(a) = d(s), d(b) = r(t), r(b) = r(s)
com t = b−1 · s · a.
(3) Se s = a1 · ... · an, enta˜o (s, ai) ∈ D para todo i = 1, ..., n.
Demonstrac¸a˜o. (1) Suponhamos que eDf . Enta˜o eRaLf , para algum a, pela
Proposic¸a˜o 1.41. Mas enta˜o e = aa−1 e f = a−1a. Logo, tambe´m pela Proposic¸a˜o
1.41, eDf .
(2) Seja (s, t) ∈ D. Enta˜o (s−1s, t−1t) ∈ D. Por (1), existe a ∈ S tal que
aa−1 = s−1s e a−1a = t−1t. Fazendo b = sat−1, facilmente se verifica que a e
b satisfazem as propriedades, tal como, facilmente se demonstra o rec´ıproco.
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(3) O resultado e´ verdadeiro para n = 2, porque, se a · b e´ um qualquer produto
restrito, enta˜o, por definic¸a˜o d(a) = r(b). Assim, aLa−1a = bb−1Rb. Logo, aLb,
pela Proposic¸a˜o 1.41. Mas, pelo Lema 1.72, r(a · b) = r(a). Enta˜o, (a · b, a) ∈ D
e (a · b, b) ∈ D. Para o caso de um n arbitra´rio, resultado sai agora naturalmente
uma vez que (ai, ai+1) ∈ D para i = 1, ..., n− 1, e (s, a1) ∈ D
Um semigrupo inverso contendo uma u´nica D- classe diz-se bisimples. Um semi-
grupo inverso com zero diz-se 0-bisimples se contiver exactamente duas D- classes.
Um semigrupo inverso com zero diz-se 0-simples se contiver pelo menos um
elemento diferente de zero e os u´nicos ideais sa˜o {0} e S. Note-se que os semigrupos
inversos (0-)bisimples sa˜o sempre (0-)simples.





O monoide bic´ıclico B e´ definido pela apresentac¸a˜o 〈b, c | bc = 1〉. Podemos pensar




ci−j+kbl caso j ≤ k
cibj−k+l caso j > k.
O monoide bic´ıclico e´ um dos semigrupos mais importantes na teoria de semi-
grupos. E´ um dos principais ingredientes das extenso˜es de Bruck-Reilly (ver [18]), e´
tambe´m a base de va´rias generalizac¸o˜es; ver [1], [4], [11], [17]. O monoide bic´ıclico
e´ conhecido como tendo propriedades nota´veis. Por exemplo, e´ completamente de-
terminado pelo seu reticulado de subsemigrupos; ver [34] e [35]. Tambe´m, como
semigrupo inverso, este fica completamente determinado pelo reticulado dos sub-
semigrupos inversos; ver [8]. Jones [20] estuda semigrupos inversos com a seguinte
propriedade: um reticulado de semigrupos contendo todos os idempotentes e´ dis-
tributivo. Ele mostra que o monoide bic´ıclico e´ um deles, e descreve o pro´prio
reticulado. Finalmente, em [27] os autores estudam as propriedades de um subsemi-
grupo de B espec´ıfico. Mais a` frente, ainda nesta dissertac¸a˜o, poderemos tambe´m ver
como, em [6] e [7], os autores nos descrevem os subsemigrupos de B e propriedades
dos mesmos.
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2 Propriedades
Um semigrupo inverso FIS(X) equipado com a func¸a˜o ι : X → FIS(X), diz-se um
semigrupo inverso livre em X se para todo semigrupo inverso S e func¸a˜o κ : X → S
existe um u´nico homomorfismo θ : FIS(X) → S tal que θι = κ. Uma apresentac¸a˜o
de semigrupo inverso e´ o par (X, ρ) em que ρ e´ uma relac¸a˜o em FIS(X). Um
semigrupo inverso FIS(X)/ρ] diz-se apresentado pelos geradores X e relac¸o˜es ρ,
e denota-se por S = Inv〈X : ρ〉. Se tanto X como ρ forem finitos, diz-se que S e´
finitamente apresentado. Um semigrupo inverso S diz-se monoge´nico se tiver uma
apresentac¸a˜o de semigrupo inverso com um gerador.
Seja S um semigrupo inverso com uma D − classe cuja ordem parcial natural e´
na˜o trivial. Enta˜o para cada idempotente e ∈ D existe um idempotente f ∈ D tal
que f < e, pelo Teorema 1.68. Contudo, uma vez que eDf , existe a ∈ D tal que
a−1a = e e aa−1 = f , pela Proposic¸a˜o 1.73.
Vamos focar a nossa atenc¸a˜o no subsemigrupo inverso de S gerado por a. Note-
se que este semigrupo e´ um monoide com identidade e, uma vez que ea = a = ae
e ea−1 = a−1 = a−1e. Mostraremos que este monoide inverso e´ determinado
unicamente por um isomorfismo pelo facto de ser gerado como monoide por a e a−1
e pelo facto de a−1a ser a identidade.
Para obtermos uma representac¸a˜o deste monoide, suponhamos que S e´ um
monoide sime´trico inverso. Enta˜o e sera´ uma identidade parcial definida num con-
junto isomorfo a um subconjunto pro´prio dele, nomeadamente o domı´nio de f . Tais
conjuntos dizem-se Dedekind infinitos. Assim, o exemplo mais simples de idempo-
tentes e e f que satisfazem as condic¸o˜es anteriores aparece-nos no monoide inverso
sime´trico I(N); o conjunto N e´ isomorfo ao subconjunto pro´prio N\{0} atrave´s da
func¸a˜o sucessor α : N → N definida por α(n) = n + 1. A func¸a˜o α ∈ I(N), gera
um submonoide inverso de I(N) que denotamos por B. Note-se que α−1α = 1 e´ a
identidade no conjunto N.
Defina-se agora θ : B → B de tal modo que θ(b) = α−1 e θ(c) = α.
Teorema 2.1. O monoide bic´ıclico e´ isomorfo ao monoide inverso gerado pela
func¸a˜o sucessor nos nu´meros naturais.
Demonstrac¸a˜o. E´ imediato, de bc = 1, que cada elemento de B e´ do tipo cmbn,
para algum m,n ∈ N. Suponhamos agora que cmbn ≡ crbs (equivalentes). Enta˜o
θ(cmbn) = θ(crbs), logo, αmα−n = αrα−s (considerando α−n = (α−1)n). Mas
(αmα−n)(n) = m e portanto, (αrα−s)(n) = m. Contudo,
(αrα−s)(n) = (n− s) + r
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e 0 ≤ n − s. Logo, m − n = r − s. De forma ana´loga, (αrα−s)(s) = r portanto
(αmα−n)(s) esta´ definido. Em particular, 0 ≤ s−n. Logo, n = s e m = r, que nos
da´ cmbn = crbs. Consequentemente, os elementos cmbn formam uma transversal
(passando por todas as classes) para as classes de congrueˆncia, e portanto formam
um conjunto de formas normais. Logo, o homomorfismo entre B e B e´ injectivo,
e consequentemente os semigrupos B e B sa˜o isomorfos.
A transversal obtida anteriormente pode ser usado para obter uma representac¸a˜o
mais conveniente do monoide bic´ıclico. Consideremos a operac¸a˜o −˙, algumas vezes
chamada de monus, definida, no conjunto dos nu´meros naturais, do seguinte modo:
a−˙ d =
{
a− d caso a ≥ d
0 caso contra´rio
Defina-se, no conjunto N× N, a operac¸a˜o bina´ria
(m,n)(r, s) = (m+ (r −˙ n), s+ (n −˙ r)).
Proposic¸a˜o 2.2. O monoide bic´ıclico e´ isomorfo ao conjunto N × N munido da
operac¸a˜o bina´ria anterior.
Demonstrac¸a˜o. Consideremos o produto (cmbn)(crbs).
Se n = r enta˜o, (cmbn)(crbs) = (cmbs);
se (n > r) enta˜o, (cmbn)(crbs) = (cmb(n−r)+s);
se (n < r) enta˜o, (cmbn)(crbs) = (c(m+(r−n))bs).
Consideremos a func¸a˜o θ : B → N × N, em que θ(cmbn) = (m,n). Esta func¸a˜o
e´ bijectiva, e facilmente verificamos que trata de um homomorfismo das respectivas
operac¸o˜es bina´rias.
Nas propriedades seguintes vamos assumir B como sendo pares ordenados de
nu´meros naturais.
Teorema 2.3. O monoide bic´ıclico e´ um monoide combinatorial, bisimples, E-
unita´rio inverso.
Demonstrac¸a˜o. Facilmente verificamos que os elementos idempotentes sa˜o da
forma (m,m). Se (m,m) e (n, n) sa˜o idempotentes enta˜o
(m,m)(n, n) = (max(m,n),max(m,n)) = (n, n)(m,m).
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Logo, os idempotentes formam um subsemigrupo comutativo. Para demonstrar
que o monoide bic´ıclico e´ inverso, observe-se que (m,n)(n, s) = (m, s), e enta˜o,
(m,n) = (m,n)(n,m)(m,n) para qualquer (m,n). Assim, o monoide bic´ıclico e´
regular com idempotentes comutativos, e portanto e´ inverso. O inverso de (m,n)
e´ (n,m). Observe-se que
(m,n)−1(m,n) = (n, n) e (m,n)(m,n)−1 = (m,m).
Logo o monoide bic´ıclico e´ combinatorial.
Se (m,m) e (n, n) forem quaisquer dois idempotentes enta˜o o elemento (m,n)
satisfaz (m,m)R(m,n) e (m,n)L(n, n). Assim, (m,m)D(n, n), e portanto, o
monoide bic´ıclico e´ bisimples.
Caracterizemos agora uma ordem parcial natural. Suponhamos que (m,n) ≤
(b, c). Enta˜o, (m,n) = (b, c)(n, n). Por definic¸a˜o
(b, c)(n, n) = (b+ (n −˙ b), n+ (c −˙ n)).
Assim,
m = b+ (n −˙ c) e n = (c −˙ n).
Mas n = n+ (c −˙ n) implica que 0 = c −˙ n, e portanto c ≤ n. Seja a = n− c.
Logo, m = a + b e n = a + c. Reciprocamente, supomos que m = a + b e
n = a+ c, para algum nu´mero natural a. Enta˜o
(b, c)(n, n) = (b+ (n−˙c), n+ (c−˙n)) = (m,n).
Provamos portanto que, a ordem parcial natural e´ dada por:
(m,n) ≤ (b, c) ⇔ m = a+ b e n = a+ c
para algum nu´mero natural a.
E´ agora imediato que, qualquer elemento acima de um idempotente e´ tambe´m
um idempotente. Logo, o monoide bic´ıclico e´ E-unita´rio
Pelo Teorema 2.3, a ordem parcial natural no semireticulado de idempotentes e´ dado
por (m,m) ≤ (n, n), precisamente quando m ≥ n, que e´ o dual da vulgar ordenac¸a˜o
nos nu´meros naturais. Denotamos por (w,≤), o par formado pelos nu´meros naturais
sob o dual da ordem parcial. E´ claro que, o semireticulado de idempotentes de
um monoide bic´ıclico e´ isomorfo ao semireticulado anterior. Generalizando, um w-
semigrupo inverso e´ qualquer semigrupo inverso cujo semireticulado de idempotentes
e´ isomorfo a (w,≤).
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O lema seguinte e´ bastante interessante porque mostra como a conjugac¸a˜o de
idempotentes pode ser usada para reaver as operac¸o˜es adic¸a˜o e monus de nu´meros
naturais.
Lema 2.4. Seja (a, 0), (m,m) ∈ B.
(1) (a, 0)(m,m)(a, 0)−1 = (a+m, a+m);
(2) (a, 0)−1(m,m)(a, 0) = (m −˙ a, m −˙ a).
A demonstrac¸a˜o faz-se atrave´s do ca´lculo directo.
Todas as imagens homomorficas do monoide bic´ıclico podem ser descritas. A
chave para a soluc¸a˜o deste problema acaba por ser a congrueˆncia do grupo mı´nimo.
Para termos uma noc¸a˜o do que se trata comecemos por introduzir algumas definic¸o˜es.
Se ρ for uma qualquer congrueˆncia em S e S/ρ for um grupo enta˜o diz-se que ρ e´
uma congrueˆncia de grupo.
Prova-se em [26] que definindo, num semigrupo inverso S, relac¸a˜o de compatibi-
lidade por
s ∼ t⇔ st−1, s−1t ∈ E(S), ∀s, t ∈ S.
e a relac¸a˜o σ por
s σ t⇔ ∃u ∈ S : u ≤ s e u ≤ t
temos e teorema
Teorema 2.5. Seja S um semigrupo inverso.
(1) σ e´ e menor congrueˆncia em S contendo a relac¸a˜o de compatibilidade.
(2) S/σ e´ um grupo.
(3) Se ρ for uma qualquer congrueˆncia em S tal que S/ρ for um grupo, enta˜o
σ ⊆ ρ.
A congrueˆncia σ diz-se congrueˆncia do grupo mı´nimo.
Teorema 2.6. Qualquer congrueˆncia pro´pria no monoide bic´ıclico e´ uma con-
grueˆncia de grupo. Em particular, B/σ e´ o grupo dos inteiros.
Demonstrac¸a˜o. Seja ρ um congrueˆncia pro´pria em B. Mostremos primeiro
que (0, 0) ρ (1, 1). Como ρ e´ pro´prio, existe pelo menos dois elementos distintos
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(m,n), (b, c) ∈ B tais que, (m,n) ρ (b, c). Considerando os inversos dos elementos,
caso seja necessa´rio, podemos assumir que m 6= b.
Consideremos, sem perda de generalidade, m < b. Pela Proposic¸a˜o 1.69, temos
(m,m) ρ (b, b). Pelo Lema 2.4,
(0,m)(m,m)(m, 0) = (0, 0)
e
(0,m)(b, b)(m, 0) = (b−m, b−m).
Assim, (0, 0) ρ (b − m, b − m). Seja t = b − m e 0 ≤ k ≤ t. Enta˜o, (k, k) =
(0, 0)(k, k), como (0, 0) e´ a identidade e (t, t) = (t, t)(k, k), da demonstrac¸a˜o do
Teorema 2.3. Desta maneira,
(k, k) = (0, 0)(k, k) ρ (t, t)(k, k) = (t, t).
Tiramos que (k, k) ρ (t, t), para todo 0 ≤ k ≤ t. Como t ≥ 1, temos que
(0, 0) ρ (t, t) e (1, 1) ρ (t, t). Logo, (0, 0) ρ (1, 1).
Podemos agora provar que todos os idempotentes sa˜o identificados por ρ. Para
todo k ≥ 0, temos que (k+1, k+1) = (k, 0)(1, 1)(0, k) e (k, k) = (k, 0)(0, 0)(0, k),
pelo Lema 2.4. Assim,
(k + 1, k + 1) = (k, 0)(1, 1)(0, k) ρ (k, 0)(0, 0)(0, k) = (k, k).
Logo, todos os idempotentes esta˜o ρ-relacionados com (0, 0). Consequentemente,
cada congrueˆncia pro´pria e´ uma congrueˆncia de grupo.
Caracterizemos agora a congrueˆncia do grupo mı´nimo; provamos que
(m,n) σ (b, c) ⇔ m− n = b− c.
Suponhamos que (m,n) σ (b, c). Enta˜o, existe (e, f) tal que (e, f) ≤ (m,n) e
(e, f) ≤ (b, c). Assim, existem nu´meros naturais a e d tal que
e = m+ a, f = n+ a, e = b+ d e f = c+ d
da demonstrac¸a˜o do Teorema 2.3. Logo, m− n = e− f = b− c.
Reciprocamente, supomos que m − n = b − c. Fac¸amos e = max{m, b} e
f = max{n, c}. Pretendemos mostrar que (e, f) ≤ (m,n)(b, c). Seja a = e −m,
que e´ zero se b ≤ m e b−m caso contra´rio. Consideremos agora f − n, que e´ zero
se c ≤ n e c − n caso contra´rio. Mas como b −m = c − n, enta˜o, em todos os
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casos, a = e−m = f − n. Como e = m+ a e f = n+ a, enta˜o, (e, f) ≤ (m,n).
Podemos ainda provar, de forma ana´loga, que (e, f) ≤ (b, c).
Definido θ : B → Z em que θ(σ(m,n)) = m−n, pelo resultado anterior, e´ uma
bijecc¸a˜o bem definida. Tambe´m se verifica facilmente que e´ um homomorfismo.
O resultado seguinte da´-nos uma apresentac¸a˜o de semigrupos para o monoide
bic´ıclico.
Teorema 2.7. O semigrupo dado pela apresentac¸a˜o de semigrupo seguinte
S = 〈a, d : ada = a, dad = d, a = a2d e d = ad2〉
e´ um monoide com identidade ab, que e´ isomorfo ao monoide bic´ıclico.
Demonstrac¸a˜o. Seja e = ad, enta˜o, ea = ada = a e ae = a2d = a. De modo
ana´logo, ed = ad2 = d e de = dad = d. Cada elemento de S e´ um produto de
a’s e d’s. Logo, e e´ uma identidade (e portanto a identidade) de S. Assim, S e´
uma imagem isomorfa de 〈b, c : bc = 1〉 sob o homomorfismo que aplica b em
a e c em d. Consideremos a congrueˆncia induzida em 〈b, c : bc = 1〉 por este
homomorfismo. Se este for pro´prio, enta˜o, pelo Teorema 2.6, S sera´ um grupo.
Contudo, podemos definir um homomorfismo sobrejectivo do semigrupo livre em
{a, d} para B, que aplica a em b e d em c. Ale´m disso, as imagens obtidas
atrave´s deste homomorfismo de cada uma das relac¸o˜es na apresentac¸a˜o de S ainda
se mante´m em B. Assim, B e´ uma imagem isomorfa de S pela Proposic¸a˜o 1.70.
Logo, se S for um grupo, enta˜o, tambe´m o seria B. Assim, a congrueˆncia na˜o pode
ser pro´pria e portanto, os semigrupos sa˜o isomorfos.
Vamos agora investigar o caso do semigrupo bic´ıclico como um subsemigrupo.
Proposic¸a˜o 2.8. Seja S um semigrupo inverso. Se a J -classe J contiver elementos
x e y tais que x < y, enta˜o, J conte´m uma co´pia do monoide bic´ıclico.
Demonstrac¸a˜o. De x < y temos que x−1x ≤ y−1y. Note-se que, se x−1x = y−1y
enta˜o ter´ıamos x = y, logo, x−1x < y−1y. E´ o´bvio que x−1x, y−1y ∈ J . Assim,
podemos assumir, sem perda de generalidade, que x e y sa˜o idempotentes e e
f tais que e < f com e, f ∈ J . Como eJ f , existem u, v ∈ S tais que f = uev.
Fazendo a = fue e d = evf , enta˜o,
ada = (fue)(evf)(fue) = f(uev)fue = fue = a
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e
dad = (evf)(fue)(evf) = evf(uev)f = evf = d.
Logo, a e d sa˜o mutuamente inversos, e portanto ad e da sa˜o idempotentes.
Note-se que
ad = (fue)(evf) = fuevf = f e da = (evf)(fue) = evfue ≤ e < f
assim,
a2b = af = aef = ae = a e ad2 = fd = d
logo, a e d geram um subsemigrupo T de S que, pelo Teorema 2.7, e´
uma imagem homomorfica do monoide bic´ıclico. Contudo, ad 6= da e portanto,
este subsemigrupo e´ na verdade o monoide bic´ıclico. Pelo Teorema 2.3, o monoide
bic´ıclico e´ bisimples, logo, T e´ um subsemigrupo de J .
Mais resultados importantes podem ser encontrados em [26], [34] e ainda pro-
priedades adicionais do semigrupo bic´ıclico em [12], sob a forma de exerc´ıcios.
3 ω - Semigrupos inversos
Um ω-semigrupo inverso e´ um semigrupo inverso cujo semireticulado de idempo-
tentes e´ isomorfo ao conjunto dos nu´meros naturais com o inverso da sua ordem
habitual; o monoide bic´ıclico e´ um ω-semigrupo (secc¸a˜o anterior). Nesta secc¸a˜o,
mostramos como a teoria de congrueˆncias split Billhart podem ser usadas para obter
uma estrutura teo´rica para ω-semigrupos. A chave desta teoria e´ o monoide bic´ıclico.
Daremos primeiro algumas definic¸o˜es essenciais para a compreensa˜o dos resulta-
dos apresentados nesta secc¸a˜o.
Seja (E,≤) um semireticulado, e seja TE o conjunto de todos os isomorfismos
ordenados entre os ideais principais ordenados de E. E´ claro que (E,≤) e´ um
subconjunto de I(E). Seguidamente apresentamos um teorema cuja demonstrac¸a˜o
e´ omitida.
Teorema 2.9. O conjunto TE e´ um subsemigrupo inverso de I(E) cujo semire-
ticulado de idempotentes e´ isomorfo a E.
Chamamos a TE o semigrupo de Munn do semireticulado E. O que se segue
e´ o teorema da representac¸a˜o de Munn:
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Teorema 2.10. Seja S um semigrupo inverso. Enta˜o, existe um homomorfismo
que separa idempotentes δ : S → TE(S) tal que ker δ = µ, em que µ e´ congrueˆncia
idempotente de separac¸a˜o ma´xima de S, e cuja imagem e´ um semigrupo inverso
completo de TE(S) .
Utilizando este resultado prova-se o seguinte:
Teorema 2.11. Seja S um semigrupo inverso. Enta˜o, S e´ fundamental se e so´ se
S for isomorfo a um subsemigrupo inverso completo do semigrupo de Munn TE(S) .
Para ver as demonstrac¸o˜es e saber mais sobre este assunto consultar [26, cap´ıtulo
5].
3.1 ω-semigrupos fundamentais
O monoide bic´ıclico e´ combinatorial e portanto fundamental. Assim, pelo Teorema
2.11, e´ isomorfo a um subsemigrupo completo do semigrupo de Munn nos seus
semireticulados de idempotentes, que denotaremos por Tω. De facto, verifica-se um
resultado ainda mais forte.
Denotemos por (w,≤) o conjunto parcialmente ordenado que consiste no con-
junto dos nu´meros naturais monido da ordem dual da relac¸a˜o de ordem usual. Temos
enta˜o
Teorema 2.12. O semigrupo de Munn Tω e´ isomorfo ao monoide bic´ıclico.
Demonstrac¸a˜o. Mostraremos que Tω e´ isomorfo ao conjunto N × N munido da
operac¸a˜o bina´ria definida na Proposic¸a˜o 2.2.
Os ideais principais ordenados de (ω,≤) sa˜o os conjuntos da forma [n] para cada
n ∈ ω. E´ claro que quaisquer dois ideais principais sa˜o isomorfos, ale´m disso, existe
precisamente um isomorfismo entre eles. Vamos tentar obter uma descric¸a˜o expl´ıcita
destes isomorfismos. Denotemos por θm,n o u´nico isomorfismo entre [m] e [n]. Enta˜o
facilmente verificamos que
θm,n(x) = x+ (n−m).
Determinemos agora o produto θm,nθb,c. Seja t = max{m, c}. Enta˜o
dom(θm,nθb,c) = θ
−1
b,c ([t]) = [t+ b− c] = [b+ (m −˙ c)]
e
im(θm,nθb,c) = θm,n([t]) = [t+ n−m] = [n+ (c −˙ m)].
52 CAPI´TULO 2. MONOIDE BICI´CLICO E PROPRIEDADES
Definindo a func¸a˜o ι : Tω → B por ι(θm,n) = (n,m), facilmente se verifica que
e´ um isomorfismo.
Pelo Teorema 2.12, todo o ω-semigrupo fundamental e´ isomorfo a um subsemi-
grupo inverso completo do monoide bic´ıclico. Pretendemos agora obter um des-
cric¸a˜o expl´ıcita de tais subsemigrupos inversos. Para tal, necessitamos de algumas
definic¸o˜es.
Seja m um nu´mero natural. O conjunto Em e´ definido como sendo o conjunto
vazio quando m = 0, e para m ≥ 1 definimos
Em = {(0, 0), ..., (m− 1,m− 1)}.
Logo, Em consiste nos m idempotentes superiores do monoide bic´ıclico. Seja d
um nu´mero natural diferente de zero. Definindo o conjunto
I(m,d) = {(a, b) ∈ B : m ≤ a, b e a ≡ b mod d}.
Consideremos por fim
B(m,d) = Em ∪ I(m,d)
e
Bd = B(0,d) = {(a, b) ∈ B : a ≡ b mod d}.
Teorema 2.13. B(m,d) e´ um subsemigrupo inverso completo do monoide bic´ıclico
tal que:
(1) B1 e´ um monoide bic´ıclico e bisimples;
(2) Para d ≥ 2, Bd e´ um monoide inverso simples com d D − classes;
(3) Para m ≥ 1, B(m,d) e´ na˜o simples tendo I(m,d) como ideal pro´prio. Ale´m disso,
I(m,d) e´ isomorfo a Bd.
Demonstrac¸a˜o. Por definic¸a˜o B(m,d) = Em ∪ I(m,d). Mostremos primeiro que
I(m,d) e´ um subsemigrupo inverso de B. Seja (a, b), (g, h) ∈ I(m,d). Pela definic¸a˜o
m ≤ a, b, g, h com a ≡ b mod d e g ≡ h mod d. Tambe´m da definic¸a˜o
(a, b)(g, h) = (a+ (g −˙ b), h+ (b −˙ g)).
Como m ≤ a, h as entradas do produto sa˜o ambas maiores ou igual a m. A
diferenc¸a das duas entradas e´
a− h+ ((g −˙ b)− (b −˙ g)) = (a− b) + (g − h)
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que e´ divis´ıvel por d. Logo, I(m,d) e´ fechado para a multiplicac¸a˜o. E´ imediato que
I(m,d) e´ fechado relativamente aos inversos e portanto I(m,d) e´ um subsemigrupo
inverso. O maior idempotente em I(m,d) e´ (m,m); e´ claro que todos os idempotentes
menores, de B pertencem a I(m,d). Os elementos de Em sa˜o todos os idempotentes de
B maiores do que qualquer idempotente de I(m,d). Logo, B(m,d) e´ um subsemigrupo
inverso completo.
(1) Tiramos imediatamente do Teorema 2.3.
(2) Observe-se que quando b ≡ g mod d temos (a, b)D(g, h). Logo, os idem-
potentes (0, 0), . . . , (d − 1, d − 1) formam uma transversal idempotente de
D − classes. Dado um par de idempotentes (a, a) e (b, b) desta transversal
podemos facilmente encontrar um nu´mero natural c tal que c ≥ b e c ≡
a( mod d). Consequentemente, o semigrupo e´ simples porque (a, a)D(c, c) ≤
(b, b).
(3) Os u´nicos elementos de B(m,d) que na˜o esta˜o contidos em I(m,d) sa˜o os
idempotentes (0, 0), . . . , (m − 1,m − 1), dos quais cada um deles e´ maior do
que qualquer idempotente de I(m,d).
Neste momento, facilmente verificamos que I(m,d) e´ um ideal (pro´prio).
Definamos φ : I(m,d) → Bd por φ(a, b) = (a−m, b−m). E´ imediato que φ e´
uma bijecc¸a˜o bem definida, portanto, basta-nos provar que φ e´ um homomorfismo.
Pela definic¸a˜o
φ((a, b)(g, h)) = (a−m+ (g −˙ b), h−m+ (b −˙ g))
e
φ(a, b)φ(g, h) = (a−m+ ((g −m) −˙ (b−m)), h−m+ ((b−m) −˙ (g −m)))
que, pelas propriedades da operac¸a˜o monus, sa˜o iguais. Assim, φ e´ um homomor-
fismo, e portanto, um isomorfismo.
Provaremos no Teorema 2.15 que todo o subsemigrupo inverso completo do
monoide bic´ıclico e´ da forma B(m,d) para algum m e d. O lema seguinte ser-nos-a´
u´til.
Lema 2.14. No monoide bic´ıclico verificam-se os seguintes resultados.
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(1) Seja (a, a+ d) um elemento do monoide bic´ıclico e (b, b) ≤ (a, a).
Enta˜o (b, b)(a, a+ d)k = (b, b+ kd) para todo k ≥ 0.
(2) Os elementos de I(m,d) sa˜o precisamente os elementos da forma
(m,m+ d)−k(n, n)(m,m+ d)l
em que (n, n) ≤ (m,m) e 0 ≤ k, l.
Demonstrac¸a˜o.
(1) Pode-se provar por induc¸a˜o que (a, a + d)k = (a, a + kd) para todo k ≥ 1,
e um calculo directo mostra-nos que (b, b)(a, a+ d)k = (b, b+ kd) para todo
k ≥ 1. E´ imediato que o resultado mante´m-se quando k = 1.
(2) Mostremos primeiro que cada elemento de I(m,d) e´ da forma (n+ kd, n+ ld)
quando m ≤ n e 0 ≤ k, l. Seja (a, b) ∈ I(m,d). Podemos dizer, sem perda de
generalidade, que b ≤ a. Enta˜o a = b + qd para algum q, uma vez que d
divide a − b. Por suposic¸a˜o, m ≤ b, logo, b −m = q′d + r para algum q′
e r. Assim,
(a, b) = ((m+ r) + (q′ + q)d, (m+ r) + q′d),
que e´ da forma (n+ kd, n+ ld) quando m ≤ n e 0 ≤ k, l. Reciprocamente,
e´ claro que cada elemento desta forma pertence a I(m,d). Por (1), temos que
(n+ kd, n+ ld) = (m,m+ d)−k(n, n)(m,m+ d)l
como pretendido.
Seja U um subsemigrupo inverso completo do monoide bic´ıclico que conte´m ele-
mentos na˜o idempotentes. Consideremos
m0 = min{m ∈ N : (m,n) ∈ U para algum n 6= m},
e
d0 = min{d ∈ N \ {0} : (m0,m0 + d) ∈ U}.
Teorema 2.15. Seja U um subsemigrupo inverso completo do monoide bic´ıclico.
Enta˜o U ou e´ um semireticulado de idempotentes ou U = Bm0,d0 para alguns m0
e d0.
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Demonstrac¸a˜o. Suponhamos que U na˜o e´ um semireticulado de idempotentes.
Enta˜o, existe (m,n) ∈ U , para algum m,n ∈ N, tal que m 6= n. Desta forma, m0
e d0 esta˜o bem definidos e (m0,m0)+ d0 ∈ U . Supomos que U e´ um subsemigrupo
inverso completo de B, e portanto, em particular (m0,m0) ∈ U . Se (n, n) ≤
(m0,m0), enta˜o
(n, n)(m0,m0 + d0) = (n, n+ kd0) ∈ U
para todo k ≥ 0, pelo Lema 2.14(1). Assim, pelo Lema 2.14(2), I(m0,d0) ⊆ U , e
portanto B(m0,d0) ⊆ U , uma vez que Em0 ⊆ U .
Para provar a inclusa˜o contra´ria, consideramos (m,n) ∈ U na˜o idempotente.
Considerando os inversos, caso seja necessa´rio, podemos assumir que m ≤ n.
Supondo m,n ≥ m0. Deste modo, podemos escrever (m,n) = (m,m + kd0 + r)
com 0 ≤ r < d0. Provaremos que r = 0. Neste momento consideremos
(m,m+ kd0 + r)(m+ kd0,m) = (m,m+ r) ∈ U.
Se m = m0 enta˜o r = 0 e (m,n) ∈ B(m,d), assim, podemos supor que
m > m0. Enta˜o, (m− 1 + d0,m− 1) ∈ U e portanto
(m− 1 + d0,m− 1)
−1(m,m+ r)(m− 1 + d0,m− 1) = (m− 1,m− 1 + r)
dado (m− 1,m− 1 + r) ∈ U
Se m − 1 = m0 enta˜o r = 0 e (m,n) ∈ B(m,d); caso contra´rio usamos o
argumento anterior. Finalmente, obtemos (m0,m0 + r) ∈ U . Logo, r = 0, e
portanto (m,n) ∈ B(m0,d0).
Os Teoremas 2.13 e 2.15 constituem uma classificac¸a˜o completa dos ω-semigrupos
fundamentais. Para vermos alguns casos especiais basta consultar [26].
3.2 Algumas propriedades de salientar
Em [36], numa curta nota dos Vachuska, podemos ver que o semigrupo bic´ıclico
tem P ∗4 . Para compreender o que isto significa faremos uma breve introduc¸a˜o a este
tema.
Para todo o inteiro n > 1, dizemos que um semigrupo S tem P ∗n se para
qualquer s1, s2, . . . , sn ∈ S, existem permutac¸o˜es distintas σ, τ ∈ Sn (o grupo
sime´trico em 1, 2, . . . , n) de tal modo que
sσ(1)sσ(2) . . . sσ(n) = sτ(1)sτ(2) . . . sτ(n).
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Em [21], Justin e Pirillo provam que o semigrupo bic´ıclico B tem P ∗5 , mas na˜o
P ∗3 , e questionam se tera´ P
∗
4 . Em [22], testes de computador sugerem que B tem
realmente P ∗4 . Mais tarde os Vachuska em [36] provam essa conjectura, comec¸ando
por considerar o semigrupo bic´ıclico na seguinte forma. Seja N = 0, 1, 2, . . ., e
B = N ×N com a multiplicac¸a˜o:
(x1, y1)(x2, y2) = (x1 − y1 + max{y1, x2}, y2 − x2 + max{y1, x2}).
Sejam b1 = (x1, y1), b2 = (x2, y2), b3 = (x3, y3), e b4 = (x4, y4), ele-
mentos de B. Para qualquer σ ∈ S4, definimos os inteiros x(σ) e y(σ) por
bσ(1)bσ(2)bσ(3)bσ(4) = (x(σ), y(σ)). Enta˜o, considerada como permutac¸a˜o de b
′
is,
bσ(1)bσ(2)bσ(3)bσ(4) diz-se extrema se x(σ) = xσ(1) ou y(σ) = yσ(4).
Lema 2.16. Para qualquer {bi = (xi, yi)}
4
i=1 ⊂ B, pelo menos uma das treˆs per-
mutac¸o˜es b1b2b3b4, b2b3b4b1, b4b1b2b3 e´ extrema.
Demonstrac¸a˜o. Tem que se verificar um dos seguintes oito casos
(1) y1 ≥ x2, y2 ≥ x3, y3 ≥ x4 : b1b2b3b4 e´ extrema.
(2) y1 ≥ x2, y2 ≥ x3, y3 ≤ x4 : b1b2b3b4 e´ extrema.
(3) y1 ≥ x2, y2 ≤ x3, y3 ≥ x4 : b1b2b3b4 ou b4b1b2b3 e´ extrema.
(4) y1 ≥ x2, y2 ≤ x3, y3 ≤ x4 : b1b2b3b4 e´ extrema.
(5) y1 ≤ x2, y2 ≥ x3, y3 ≥ x4 : b2b3b4b1 e´ extrema.
(6) y1 ≤ x2, y2 ≤ x3, y3 ≤ x4 : b1b2b3b4 e´ extrema.
(7) y1 ≤ x2, y2 ≤ x3, y3 ≥ x4 : b4b1b2b3 e´ extrema.
(8) y1 ≤ x2, y2 ≥ x3, y3 ≤ x4 : b1b2b3b4 ou b2b3b4b1 e´ extrema.
Por exemplo, no caso (3), temos
b1b2b3b4 = (x1, y1)(x2, y2)(x3, y3)(x4, y4)
= (x1, y2 + y1 − x2)(x3, y4 + y3 − x4)
caso na˜o seja extrema, implica y2 + y1 − x2 < x3. Neste caso,
b4b1b2b3 = (x4, y4)(x1, y1)(x2, y2)(x3, y3)
= (x4, y4)(x1, y2 + y1 − x2)(x3, y3)
= (x4, y4)(x1 + x3 − y2 − y1 + x2, y3),
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logo, tem que ser extrema.
Proposic¸a˜o 2.17. O semigrupo bic´ıclico B tem P ∗4 .
Demonstrac¸a˜o. Seja {bi = (xi, yi)}
4
i=1 ⊂ B. Aplicando as 24 permutac¸o˜es de
S4 a {b1, b2, b3, b4} produzimos seis conjuntos de quatro permutac¸o˜es, cada conjunto
similar a {b1b2b3b4, b2b3b4b1, b3b4b1b2, b4b1b2b3}. Aplicando o Lema 2.16 a cada
uma das permutac¸o˜es b1b2b3b4, b2b3b4b1, b3b4b1b2, e b4b1b2b3, observamos que
pelo menos duas teˆm que ser extremas. Consequentemente, pelo menos 12 das 24
permutac¸o˜es de S4 produzem permutac¸o˜es extremas de {bi}
4
i=1.








Assim, existem, no ma´ximo, quatro pares distintos no conjunto
{(x(σ), y(σ)) : σ ∈ S4, x(σ) = xσ(1)}
uma vez que existem, no ma´ximo, quatro possibilidades diferentes para xσ(1). De
forma ana´loga, existem, no ma´ximo, quatro pares distintos no conjunto
{(x(σ), y(σ)) : σ ∈ S4, x(σ) = xσ(4)}.
Portanto, o conjunto
{(x(σ), y(σ)) : σ ∈ S4, bσ(1)bσ(2)bσ(3)bσ(4) e´ extrema}
conte´m no ma´ximo oito pares distintos. Logo, duas das 12 ou mais permutac¸o˜es de
S4 produzindo permutac¸o˜es extremas dos bi’s, devem produzir o mesmo produto.
Encontramos ainda em [10] uma outra propriedade, do semigrupo bic´ıclico, de
salientar. Goralcik considera o monoide M = (X , e, ·), conjunto X com uma mul-
tiplicac¸a˜o associativa e com o elemento identidade e, e define translac¸a˜o esquerda
fa,
fa(x) = a · x, ∀x ∈ X
Tal elemento a ∈ X chamamos elemento determinante esquerdo e a` sua translac¸a˜o
esquerda fa translac¸a˜o determinante esquerda de M.
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Goralcik diz-nos que qualquer monoide monoge´nico 〈a〉 e´ um exemplo de um
monoide comutativo que tem elemento determinante simultaneamente direito e es-
querdo - apenas o gerador a, neste caso. Impo˜e-se uma questa˜o: Sera´ que existe
algum monoide na˜o comutativo possuidor de elemento determinante (simultanea-
mente direito e esquerdo)?
Chamemos a estes mono´ides, mono´ides na˜o-comutativos(1,1). Goralcik consi-
dera o semigrupo bic´ıclico B = 〈b, c〉, um monoide na˜o-comutativo(1,1), com identi-
dade e, e os dois geradores b, c satisfazendo a relac¸a˜o
bc = e,
e afirma que
Teorema 2.18. Existem precisamente dois mono´ides na˜o-comutativos(1,1): o semi-
grupo bic´ıclico B e B0 (B com zero agregado).
Identifica ainda B com o conjunto N × N de todos os pares ordenados (m,n),
inteiros na˜o negativos, munido da multiplicac¸a˜o
(m,n)(r, s) =
{
(r, s−m+ n), caso s ≥ m,
(r +m− s, n) caso s < m.
Considera ainda translac¸a˜o esquerda, que usa na demonstrac¸a˜o do teorema an-
terior, como sendo fb(r, s) = b(r, s), para todo (r, s) ∈ N× N.
Fazendo b = (1, 0), c = (0, 1), e = (0, 0) a translac¸a˜o esquerda tem a forma
fb(r, s) = (1, 0)(r, s) =
{
(r, s− 1), caso s ≥ 1,
(r + 1, 0) caso s = 0.
Para uma descric¸a˜o, e demonstrac¸a˜o, mais exaustiva desta propriedade consultar
[10].
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4 Aplicac¸o˜es do Monoide bic´ıclico
• Uma das mais recentes aplicac¸o˜es do monoide bic´ıclico e´ na teoria de Ane´is.
Jacobson [19] investigou os aneis R contendo elementos b, c ∈ R tais que bc =
1 e cb 6= 1. Ou seja, considerou aneis com o monoide bic´ıclico “embeded”no
monoide multiplicativo do anel. Os idempotentes do monoide bic´ıclico sa˜o da
forma cibi, com i ∈ N. Definindo
ei,j = c
i−1bj−1 − cibj
para todos os nu´meros naturais i e j, pode-se mostrar que nenhum dos ei,j
e´ zero e que o conjunto de todos ei,j com o zero formam um subsemigrupo
de R isomorfo a Bℵ0 . Isto tem consequeˆncias importantes para a estrutura do
anel R.
• Outra aplicac¸a˜o importante do monoide bic´ıclico e´ na Teoria de linguagens
formais. Consideremos Σ = {(, )}, e seja L a linguagem sobre Σ, constitu´ıda
por todas as palavras em que os pareˆntesis esta˜o colocados correctamente.
Enta˜o o monoide sinta´ctico de L e´ o monoide bic´ıclico, ver [24].
• Uma u´ltima aplicac¸a˜o vem de λ-calculus. Hofmann e Mislove [15] e [16]
mostram que qualquer imagem homomorfa do monoide bic´ıclico num semi-
grupo topolo´gico compacto e´ um grupo; isto e´ intuitivamente plaus´ıvel, porque
compacto e´ uma condic¸a˜o de finitude e as u´nicas imagens finitas do monoide
bic´ıclico sa˜o os grupos. Eles usaram o seu resultado para investigar a existeˆncia
de certos modelos de λ-calculus.




Neste cap´ıtulo fazemos a descric¸a˜o de todos os subsemigrupos do monoide bic´ıclico
B. Mostramos que existem essencialmente cinco diferentes tipos de subsemigrupos.
Cada subsemigrupo e´ caracterizado por uma certa colecc¸a˜o de paraˆmetros. Deter-
minamos os subsemigrupos regulares, simples e bisimples de B. Apresentamos algo-
ritmos para obter os paraˆmetros a partir do conjunto gerador; ver [6]. Estudamos
tambe´m algumas das propriedades dos subsemigrupos do monoide bic´ıclico B. Apre-
sentamos condic¸o˜es necessa´rias e suficientes para que um subsemigrupo seja finita-
mente gerado, automa´tico e finitamente apresentado. Finalmente, demonstramos
que um subsemigrupo de B e´ residualmente finito se e so´ se na˜o contiver uma co´pia
de B; ver [7].
1 Introduc¸a˜o
Neste cap´ıtulo daremos a descric¸a˜o de todos os subsemigrupos de B. Mostraremos
que existem essencialmente cinco diferentes tipos de subsemigrupos. Um deles e´ o
caso degenerado de subconjuntos de {cibj : i, j ≥ 0}, e os seguintes quatro dividem-
se em dois grupos de dois, ligados pelo o´bvio anti-isomorfismo de B ̂: cibj 7→ cjbi.
A nossa descric¸a˜o sobre os quatro tipos de subsemigrupos na˜o pertencentes a` classe
dos na˜o degenerados e´ puramente te´cnica, e depende de uma colecc¸a˜o de paraˆmetros.
Na˜o constitui um classificac¸a˜o completa dos subsemigrupos, pois na˜o temos um con-
junto de condic¸o˜es que nos digam que escolhas de paraˆmetros produzem subsemi-
grupos ou na˜o. Numa tentativa de obter tal classificac¸a˜o temos que enfrentar o facto
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de que B contem copias do semigrupo aditivo de nu´meros naturais N, cujos sub-
semigrupos esta˜o muito longe de serem completamente entendidos; ver [32, Cap.10],
[35] e algumas citac¸o˜es a´ı feitas. E´ mais realista desejar reduzir a classificac¸a˜o dos
subsemigrupos de B a` classificac¸a˜o dos subsemigrupos de N.
Apresentamos aqui um conjunto de algoritmos que determina os paraˆmetros,
a partir de um conjunto de geradores, e que pode ser aplicado para verificar se a
colecc¸a˜o de paraˆmetros define ou na˜o um subsemigrupo.
Na secc¸a˜o 2 definimos um se´rie de subconjuntos de B nota´veis, que sera˜o usados
posteriormente como um ge´nero de construc¸a˜o em blocos, depois apresentaremos
o nosso principal teorema na secc¸a˜o 3. A secc¸a˜o 4 conte´m resultados auxiliares
necessa´rios para provar o teorema principal (apresentado na secc¸a˜o anterior). Nas
secc¸o˜es 5 e 6 respectivamente consideramos dois tipos de subsemigrupos na˜o degen-
erados. Na secc¸a˜o 7, determinamos, usando a nossa descric¸a˜o, os subsemigrupos
regulares de B, os simples e os bisimples. Finalmente, a secc¸a˜o 8 conte´m algoritmos
para o ca´lculo de paraˆmetros.
2 Subconjuntos Nota´veis
Nesta secc¸a˜o introduzimos a notac¸a˜o que usaremos nas secc¸o˜es seguintes. Para
definirmos subconjuntos do monoide bic´ıclico achamos conveniente representar B
como uma grelha quadrada infinita, tal como na Figura 3.1. Comec¸amos por definir
as func¸o˜es Φ,Ψ, λ : B → N0 como Φ(c
ibj) = i, Ψ(cibj) = j e λ(cibj) = |j− i|,
e por introduzir tambe´m alguns dos subconjuntos ba´sicos de B:
D = {cibi : i ≥ 0} − a diagonal ,
U = {cibj : j > i ≥ 0} − a metade superior,
Rp = {c
ibj : j ≥ p, i ≥ 0} − a metade direita do plano (determinada por p),
Lp = {c
ibj : 0 ≤ j < p, i ≥ 0} − a metade esquerda do plano (determinada por p),
Md = {c
ibj : d | j − i; i, j ≥ 0} − os λ-multiplos de d,
para p ≥ 0 e d > 0.
Definimos agora a func¸a˜o ̂: B → B por cibj 7→ ĉibjcjbi. Geometricamentê e´
a reflexa˜o relativamente a` diagonal principal. Portanto, por exemplo, Û e´ a metade
inferior. Algebricamente, esta func¸a˜o e´ um anti-isomorfismo (x̂y = ŷx̂), o que se
verifica facilmente.
Usando os conjuntos e func¸o˜es definidos anteriormente podemos definir agora
mais alguns subconjuntos de B que sera˜o usados na nossa descric¸a˜o. Para 0 ≤ q ≤
p ≤ m definimos o triaˆngulo
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Figura 3.1: O Monoide Bic´ıclico
Tq,p = Lp ∩ R̂q ∩ (U ∪D) = {c
ibj : q ≤ i ≤ j < p},
e as faixas
Sq,p = Rp ∩ R̂q ∩ L̂p = {c
ibj : q ≤ i < p, j ≥ p},
S′q,p = Sq,p ∪ Tq,p = {c
ibj : q ≤ i < p, j ≥ i},
Sq,p,m = Sq,p ∩Rm = {c
ibj : q ≤ i < p, j ≥ m}.
Note-se que se q = p os conjuntos anteriores sa˜o vazios. Para i,m ≥ 0 e d > 0
definimos as linhas
Λi = R̂i ∩ L̂i+1 = {c
ibj : j ≥ 0},
Λi,m,d = Λi ∩Rm ∩Md = {c
ibj : d | j − i, j ≥ m}
generalizando, para I ⊆ {0, . . . ,m− 1},
ΛI,m,d =
⋃
i∈I Λi,m,d = {c
ibj : i ∈ I, d | j − i, j ≥ m}.
Para p ≥ 0, d > 0, r ∈ [d] = {0, . . . , d− 1} e P ⊆ [d] definimos as grelhas
Σp = Rp ∪ R̂p = {c
ibj : i, j ≥ p},

















p+r+udbp+r+vd : r ∈ P ;u, v ≥ 0}.
Alguns dos nossos subconjuntos esta˜o ilustrados nas figuras seguintes.
Finalmente, para X ⊆ S, definimos ι(X) = min(Φ(X ∩U)) (caso X ∩U 6= ∅) e
κ(X) = min(Ψ(X ∩ Û)) (caso X ∩ Û 6= ∅).
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Figura 3.3: Os λ-mu´ltiplos de 3, M3, e a grelha Σ1,3,{0,1}
3 Teorema Principal
Nesta secc¸a˜o surge-nos o Teorema Principal que sera´ demonstrado nas secc¸o˜es
seguintes.
Teorema 3.1. Seja S um subsemigrupo de um monoide bic´ıclico. Enta˜o verifica-se
uma das seguintes condic¸o˜es:
(1) O subsemigrupo S e´ um subconjunto da diagonal, isto e´, S ⊆ D;
(2) O subsemigrupo S e´ a reunia˜o de um subconjunto de um triaˆngulo, um subcon-
junto da diagonal acima do triaˆngulo, uma grelha abaixo do triaˆngulo e algumas
linhas pertencentes a uma faixa determinada pela grelha e o triaˆngulo, ou a re-
flexa˜o, relativamente a` diagonal, desta reunia˜o. Formalmente, existe q, p ∈ N0
com q ≤ p, d ∈ N, I ⊆ {q, . . . , p−1} com q ∈ I, P ⊆ {0, . . . , d−1} com
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0 ∈ P , FD ⊆ D ∩ Lq, F ⊆ Tq,p, de tal modo que S e´ uma das seguintes
formas:
(i) S = FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P ;
(ii) S = FD ∪ F̂ ∪ Λ̂I,p,d ∪ Σp,d,P .
(3) Existem d ∈ N, I ⊆ N0, FD ⊆ D ∩ Lmin(I), e conjuntos Si ⊆ Λi,i,d (i ∈ I)
tais que S assume uma das seguintes formas:
(i) S = FD ∪
⋃
i∈I Si;
(ii) S = FD ∪
⋃
i∈I Ŝi;
em que cada Si tem a forma
Si = Fi ∪ Λi,mi,d
para algum mi ∈ N0, algum conjunto finito Fi, e
I = I0 ∪ {r + ud : r ∈ R, u ∈ N0, r + ud ≥ N}
para algum R ⊆ {0, . . . , d − 1} (possivelmente vazio), algum N ∈ N0 e algum
conjunto finito I0 ⊆ {0, . . . , N − 1}.
Comecemos por observar que se S ⊆ D enta˜o na˜o ha´ nada a descrever uma vez
que qualquer idempotente cibi e´ uma identidade para a grelha Σi abaixo deste.
A condic¸a˜o (2) corresponde a subsemigrupos com elementos acima e abaixo
da diagonal; chamamos-lhe subsemigrupos bilaterais. Note-se que o subsemigrupo
definido na condic¸a˜o (2)(ii) e´ sime´trico, relativamente a` diagonal, ao subsemigrupo
correspondente dado na condic¸a˜o (2)(i), e portanto podemos o anti-isomorfismo ̂
para obter um a partir do outro. Assim, basta-nos considerar subsemigrupos que
caem numa destas categorias. A descric¸a˜o dos subsemigrupos bilaterais e´ feita na
secc¸a˜o 5.
Chamamos subsemigrupos superiores a`queles cujos elementos se encontram acima
da diagonal, subsemigrupos inferiores aos que teˆm os elementos abaixo da diagonal.
Mais uma vez as condic¸o˜es (3)(i) e (3)(ii) da˜o-nos subsemigrupos sime´tricos relati-
vamente a` diagonal e portanto iremos considerar apenas uma delas. O tratamento
dos subsemigrupos superiores e´ feito na secc¸a˜o 6.
4 Resultados Auxiliares
Nesta secc¸a˜o demonstraremos algumas das propriedades dos subconjuntos definidos
na secc¸a˜o 2.
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Lema 3.2. Para cada d ∈ N, Md (os λ-mu´ltiplos de d) e´ um subsemigrupo.
Demonstrac¸a˜o. Sejam cibj , ckbl ∈ Md. Enta˜o d | i − j e d | k − l. Se j > k
enta˜o cibjckbl = cibj−k+l, caso contra´rio, cibjckbl = ci−j+kbl. Em qualquer um do
casos cibjckbl ∈Md porque d | i− j + k − l.




Demonstrac¸a˜o. Seja x = cibj , y = ckbl ∈ Rp (j, l ≥ p). Se j ≥ k enta˜o xy =
cibj−k+l ∈ Rp uma vez que j − k + l ≥ l ≥ p. Se j < k enta˜o xy = c
i−j+kbl ∈ Rp
uma vez que l ≥ p. Portanto, Rp e´ um subsemigrupo. Seja x = c
ibj , y = ckbl ∈ S′0,p
(i, k < p, j ≥ i, l ≥ k). Se j ≥ k enta˜o xy = cibj−k+l ∈ S′0,p uma vez que i < p
e j − k + l ≥ j ≥ i. Se j < k enta˜o xy = ci−j+kbl ∈ S′0,p tendo em conta
que i−j+k ≤ k < p e l ≥ k ≥ i−j+k. Portanto, S ′0,p e´ tambe´m um semigrupo.
No resultado seguinte usaremos o facto de que a imagem de um subsemigrupo
por um anti-isomorfismo e´ ainda um subsemigrupo.
Lema 3.4. Para cada d, p,m ∈ N0, com q < p ≤ m os conjuntos seguintes sa˜o
subsemigrupos:
(i) Sq,p; (ii) S
′
q,p; (iii) Σp;
(iv) Sq,p ∪ Σp; (v) Sq,p,m; (vi) S
′
q,p ∪ Σp.
Demonstrac¸a˜o. Para demonstrarmos de (i) a (v) escreveremos simplesmente os
conjuntos como intersecc¸o˜es dos subsemigrupos dados no lema anterior e as suas
imagens atrave´s do anti-isomorfismô . Temos que
Sq,p = S
′








0,p ∩Rm ∩ R̂q.
Para provarmos que S = S ′q,p ∪ Σp e´ um subsemigrupo basta mostrar que, para
x = cibj ∈ S′q,p (q ≤ i < p, j ≥ i) e y = c
kbl ∈ Σp (k, l ≥ p), temos xy, yx ∈ S.
Se j ≥ k enta˜o xy = cibj−k+l ∈ S, porque i ≥ q e j − k + l ≥ l ≥ p. Se j < k
enta˜o xy = ci−j+kbl ∈ S, porque i− j + k > i ≥ q e l ≥ p. Tendo em conta que
l ≥ p > i temos que yx = ckbl−i+j ∈ Σp, porque k ≥ p e l − i+ j ≥ l ≥ p.
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No lema seguinte estabelecemos algumas incluso˜es que nos vira˜o a ser bastante
u´teis.
Lema 3.5. Para cada p, q ∈ N0, com q < p, verificam-se as seguintes incluso˜es
(i) Tq,pSq,p ⊆ Sq,p; (ii) Sq,pTq,p ⊆ Sq,p;
(iii) Tq,pΣp ⊆ Sq,p ∪ Σp; (iv) ΣpTq,p ⊆ Σp.
Demonstrac¸a˜o. Seja α = cibj ∈ Tq,p (q ≤ i ≤ j < p), β = c
kbl ∈ Sq,p (q ≤ k <
p, l ≥ p) e γ = cubv ∈ Σp (u, v ≥ p). Se j ≥ k enta˜o αβ = c
ibj−k+l e, uma vez
que j − k + l ≥ l ≥ p, αβ ∈ Sq,p. Se j < k enta˜o αβ = c
i−j+kbl e, uma vez que
l ≥ p e S′q,p e´ um subsemigrupo, αβ ∈ Sq,p. Assim, prova´mos (i).
Temos que βα = ckbl−i+j uma vez que i < p ≤ l. Tendo em conta que
l − i+ j ≥ l ≥ p enta˜o βα ∈ Sq,p, e assim prova´mos (ii).
Sabemos que αγ = ci−j+ubv porque j < p ≤ u e, como v ≥ p e S ′q,p ∪ Σp e´
um subsemigrupo, αγ ∈ Sq,p ∪ Σp. Prova´mos (iii).
Finalmente, como i < p ≤ v enta˜o γα = cubv+j−i. Logo, γα ∈ Σp porque
u ≥ p, e (iv) fica tambe´m provado.
Lema 3.6. Para cada p ∈ N0, d ∈ N e P ⊆ {0, . . . , d − 1}, a grelha Σp,d,P e´ um
subsemigrupo.
Demonstrac¸a˜o. Seja
α = cp+r1+u1dbp+r1+v1d, β = cp+r2+u2dbp+r2+v2d ∈ Σp,d,P
em que r1, r2 ∈ P ; u1, v1, u2, v2 ∈ N0.
Se p + r1 + v1d ≥ p + r2 + u2d enta˜o αβ = c
p+r1+u1dbp+r1+(v1−u2+v2)d. Uma
vez que p+ r1 + v1d ≥ p+ r2 + u2d, segue-se que r1 + v1d− u2d ≥ r2 ≥ 0, o que
implica r1 + (v1 − u2 + v2)d ≥ 0. Assim temos que (v1 − u2 + v2)d ≥ −r1 > −d,
logo, v1 + v2 − u2 ≥ 0. Portanto αβ ∈ Σp,d,P . Se p + r1 + v1d < p + r2 + u2d
enta˜o αβ = cp+r2+(u1−v1+u2)dbp+r2+v2d. Analogamente p+ r2 + u2d > p+ r1 + v1d
implica u1 − v1 + u2 ≥ 0 e portanto αβ ∈ Σp,d,P .
Lema 3.7. Para cada p, q ∈ N0, com q ≤ p, d ∈ N e P ⊆ {0, . . . , d − 1}, o
conjunto
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Demonstrac¸a˜o. Seja H = Σp,d,P ∪ (Md ∩ S
′
q,p). Sabemos do lema anterior que
Σp,d,P e´ um subsemigrupo. Dos lemas 3.2 e 3.4 sabemos que Md ∩ S
′
q,p e´ tambe´m
um subsemigrupo. Seja α = cp+r+udbp+r+vd ∈ Σp,d,P e β = c
ibi+sd ∈ Md ∩ S
′
q,p.
Apenas temos que mostrar que αβ, βα ∈ H.
Uma vez que p + r + vd ≥ p > i, αβ = cp+r+udbp+r+(v+s)d ∈ Σp,d,P , temos
βα = cibi+sdcp+r+udbp+r+vd. Note-se que H ⊆ U = (Σp ∪ S
′
q,p) ∩Md e, usando
os mesmos dois lemas, U e´ um subsemigrupo. Portanto, se i + sd ≥ p + r + ud
enta˜o βα /∈ Σp e, como U e´ um subsemigrupo, βα ∈ S
′
q,p ∩ Md ⊆ H. Se
i + sd < p + r + ud e u − s < 0 temos novamente βα ∈ S ′q,p ∩Md ⊆ H. Final-
mente, se i+sd < p+r+ud e u−s ≥ 0 enta˜o βα = cp+r+(u−s)dbp+r+vd ∈ Σp,d,P .
Lema 3.8. Para cada p ∈ N0, d ∈ N e I ⊆ {0, . . . , p− 1}, o conjunto ΛI,p,d e´ um
subsemigrupo.
Demonstrac¸a˜o. Sejam α = cibi+ud, β = cjbj+vd ∈ ΛI,p,d (i, j < p; i+ud, j+vd ≥
p). Enta˜o αβ = cibi+(u+v)d porque i + ud ≥ p > j. Uma vez que i + (u + v)d ≥
i+ ud ≥ p obtemos αβ ∈ ΛI,p,d.
Lema 3.9. Seja p ∈ N0, d ∈ N, ∅ 6= I ⊆ {0, . . . , p − 1}, ∅ 6= P ⊆ {0, . . . , d − 1},
e q = min(I). O conjunto H = Σp,d,P ∪ ΛI,p,d e´ um subsemigrupo se e so´ se
I ′ = {p+ r − ud : r ∈ P, u ∈ N0, p+ r − ud ≥ q} ⊆ I.
Demonstrac¸a˜o. Suponhamos que H e´ um subsemigrupo e provemos que I ′ ⊆ I.
Sejam cqbq+d1 , cp+r+dbp+r ∈ H em que r ∈ P e d1 > 0 e´ um mu´ltiplo de d. Para
quaisquer n,m ∈ N, tais que p+r+md−nd1 ≥ q, temos (c
qbq+d1)n(cp+r+dbp+r)m =
cp+r+md−nd1bp+r ∈ H e portanto p+ r − ud ∈ I para qualquer r ∈ P e u ∈ N tais
que p+ r − ud ≥ q. Logo, I ′ ⊆ I.
Suponhamos agora que I ′ ⊆ I e provemos que H e´ um subsemigrupo. Sabemos
que Σp,d,P e´ um subsemigrupo. Seja α = c
p+r+udbp+r+vd ∈ Σp,d,P (r ∈ P ;u, v ∈ N0)
e β = cibi+d1 ∈ ΛI,p,d (i ∈ I, d1 ∈ N, d | d1). Temos que αβ = c
p+r+udbp+r+vd+d1 ∈
Σp,d,P . Caso i + d1 ≥ p + r + ud enta˜o βα = c
ibi+d1+(v−u)d ∈ ΛI,p,d, porque
i+d1+(v−u)d ≥ p+r+vd ≥ p. Se i+d1 < p+r+ud enta˜o βα = c
p+r+ud−d1bp+r+vd.
Neste caso, se ud − d1 ≥ 0 enta˜o βα ∈ Σp,d,P e se ud − d1 < 0 logo,
p + r + ud − d1 ≥ q uma vez que H ⊆ Sq,p ∪ Σp e Sq,p ∪ Σp e´ um subsemi-
grupo. Portanto, p+ r + ud− d1 ∈ I
′ ⊆ I, o que implica βα ∈ ΛI,p,d.
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5 Subsemigrupos Bilaterais
Nesta secc¸a˜o descrevemos os subsemigrupos com elementos acima e abaixo da dia-
gonal. Seja S um subsemigrupo de B com S ∩ U 6= ∅ e S ∩ Û 6= ∅. Sem perda de
generalidade podemos assumir que q = ι(S) ≤ κ(S) = p. Note-se que o outro caso
e´ dual deste, basta usar a anti-isomorfismô .
O resultado seguinte e´ o mais importante desta secc¸a˜o:
Teorema 3.10. Seja S e´ um subsemigrupo de B tal que S ∩ U 6= ∅, S ∩ Û 6= ∅ e
q = ι(S) ≤ κ(S) = p. Existem d ∈ N, FD ⊆ D∩Lq, F ⊆ Tq,p, I ⊆ {q, . . . , p− 1},
P ⊆ {0, . . . , d− 1} com 0 ∈ P tais que
S = FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P .
A restante secc¸a˜o e´ dedicada a` demonstrac¸a˜o do Teorema 3.10. A prova segue a
estrate´gia seguinte: A aplicac¸a˜o ν : B → Z (o grupo aditivo dos inteiros), definida
por ν(cibj) = i−j, e´ um homomorfismo. Se S for um subsemigrupo de B enta˜o ν(S)
e´ um subsemigrupo de Z. Se S e´ bilateral enta˜o ν(S) conte´m inteiros negativos
e positivos simultaneamente, e portanto e´ um (sub)grupo. Por outras palavras,
ν(S) = dZ, em que d = gcd(λ(S)), e portanto existem x, y ∈ B com ν(x) = d e
ν(y) = −d. No que se segue construiremos dois de elementos “especiais”, e depois
usaremo-los para gerar todos os elementos de ΛI,p,d∪Σp,d,P . Para isso necessitamos
resultado seguinte, da teoria de nu´meros:
Lema 3.11. Sejam a1, . . . , ak, b1, . . . , bl, r0 ∈ N0, arbitra´rios tais que a1 > 0,
b1 > 0 e seja
d = gcd(a1, . . . , ak, b1, . . . , bl).
Enta˜o, existem nu´meros α1, . . . , αk,−β1, . . . ,−βl ∈ N0 tais que:
(1) α1a1 + . . .+ αkak + β1b1 + . . .+ βlbl = d;
(2) α1, . . . , αk,−β1, . . . ,−βl ≥ r0.
Demonstrac¸a˜o. Comec¸amos por supor, sem perde de generalidade, que a1, . . . , ak,







jbj para alguns inteiros α1, . . . , αk, β1, . . . , βl. Seja H um qualquer inteiro
positivo e seja
P = Hkla1 . . . akb1 . . . bl, Q = P/k, R = P/l.



































e´ claro que um incremento um H reflecte-se num incremento tambe´m em α1, . . . , αk,
−β1, . . . ,−βl e portanto o resultado mante´m-se.
Demonstrac¸a˜o do Teorema 3.10. Seja FD = S ∩D ∩ Lq e S
′ = S\FD. Temos
S′ = S ∩ (Md ∩ (S
′
q,p ∪ Σp)) em que d = gcd(λ(S
′)) e portanto S ′ e´ um subsemi-
grupo. Note-se que os elementos cibi ∈ FD actuam como identidades em S
′. Seja
x ∈ S′ ∩ U e y ∈ S′ ∩ Û tais que Φ(x) = ι(S) = q e Ψ(y) = κ(S) = p. Seja
Y ⊆ S′ um conjunto finito de tal modo que:
(i) x, y ∈ Y ;
(ii) Λi ∩S
′ ∩S′q,p 6= ∅ =⇒ Λi ∩ Y 6= ∅ for i ∈ {q . . . , p− 1} (Y conte´m pelo menos
um representante por linha, na faixa com elementos em S ′);
(iii) {(i − p) mod d : Λi ∩ Y ∩ Σp 6= ∅} = {(i − p) mod d : Λi ∩ S
′ ∩ Σp 6= ∅} (Y
conte´m pelo menos um representante de cada classe de linhas, na grelha que
conte´m um representante em S ′);
(iv) gcd(λ(Y )) = d.
Tal Y pode ser obtido escolhendo um conjunto finito Y1 (com, no ma´ximo, p−q+
d elementos) que satisfac¸a de (i) a (iii), e um conjunto finito Y2 tal que gcd(λ(Y2)) =
gcd(λ(S′)) e fazendo Y = Y1 ∪ Y2. Seja Y ∩ (D ∪ U) = {c
i1bj1 , . . . , cirbjr} em que
x = ci1bj1 , q = i1 ≤ i2 ≤ . . . ≤ ir, j1 > i1, j2 ≥ i2, . . . , jr ≥ ir e seja Y ∩ Û =
{ck1bl1 , . . . , cksbls} com y = ck1bl1 , p = l1 ≤ l2 ≤ . . . ≤ ls e k1 > l1, . . . , ks > ls.
Mostraremos que
cp+dbp, cpbp+d ∈ S′.
A observac¸a˜o seguinte, ilustrada na Figura 3.4, mostra a importaˆncia deste dois
elementos.
Seja cibj um elemento de Md ∩ (Sq,p ∪ Σp). Sabemos que c
ibjcpbp+d = cibj+d
o que significa, intuitivamente, que podemos mover d posic¸o˜es para a direita usando
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o elemento cpbp+d. Se i ≥ p enta˜o tambe´m temos que cp+dbpcibj = ci+dcj o que
significa que podemos mover d posic¸o˜es para baixo. Se j ≥ p+ d enta˜o cibjcp+dcp =
cibj−d o que significa que podemos mover para a direita. Finalmente, se i ≥ p + d





Figura 3.4: Movimento usando cpbp+d e cp+dbp
Com o intuito de provar cp+dbp, cpbp+d ∈ S′ notemos que, por (iv), d = gcd{j1−
i1, . . . , jr− ir, k1− l1, . . . , ks− ls}. Uma vez que i1− j1 < 0 e k1− l1 > 0, aplicando
o Lema 3.11 obtemos
d = α1(i1 − j1) + . . .+ αr(ir − jr) + β1(k1 − l1) + . . .+ βs(ks − ls) (3.1)
com α1, . . . , αr, β1, . . . , βs ≥ max{i1, . . . , ir, l1, . . . , ls}. Consideremos agora o pro-
duto (ci1bj1)α1 . . . (cirbjr)αr que e´ igual a
(ci1bi1+α1(j1−i1))(ci2bi2+α2(j2−i2)) . . . (cirbir+αr(jr−ir)).
Uma vez que α1 ≥ max{i1, . . . , ir} e j1 − i1 ≥ 1, obtemos i1 + α1(j1 − i1) >
i1, . . . , ir e portanto, efectuando ca´lculos no produto anterior, a partir da esquerda,
obtemos
ci1bi1+α1(j1−i1)+α2(j2−i2)+...+αr(jr−ir). (3.2)
Consideremos agora o produto (cksbls)βs . . . (ck2bl2)β2(ck1bl1)β1 que e´ igual a
(cls+βs(ks−ls)bls) . . . (cl2+β2(k2−l2)bl2)(cl1+β1(k1−l1)bl1).
Tendo em conta que β1 ≥ max{l1, . . . , ls} e k1−l1 ≥ 1 temos que l1+β1(k1−l1) >
l1, . . . , ls, efectuando ca´lculos no produto anterior, a partir da direita, obtemos
cl1+β1(k1−l1)+β2(k2−l2)+...+βs(ks−ls)bl1 . (3.3)
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Multiplicando o obtido em 3.2 e em 3.3 obtemos
ci1bi1+α1(j1−i1)+α2(j2−i2)+...+αr(jr−ir)cl1+β1(k1−l1)+β2(k2−l2)+...+βs(ks−ls)bl1
= cl1+dbl1 = cp+dbp
tendo em conta que q = i1 ≤ l1 = p e usando a Equac¸a˜o 3.1. Logo, c
p+dbp ∈ S′.
Como d | (j1 − i1), podemos escrever j1 − i1 = td, para algum t ∈ N. Uma
vez que p ≥ i1 temos p + td ≥ j1 e portanto c
i1bj1(cp+dbp)t = ci1−j1+p+tdbp =
cpbp. Logo, conclu´ımos tambe´m que cpbp ∈ S′. Consideremos agora as constantes
α1, . . . , αr, β1, . . . , βs ≥ max{i1, . . . , ir, l1, . . . , ls} de tal modo que
d = α1(j1 − i1) + . . .+ αr(jr − ir) + β1(l1 − k1) + . . .+ βs(ls − ks) (3.4)
e consideremos tambe´m o seguinte elemento de S ′:
cpbpci1bi1+α1(j1−i1)+α2(j2−i2)+...+αr(jr−ir)cl1+β1(k1−l1)+β2(k2−l2)+...+βs(ks−ls)bl1 .
Sabendo que i1 = q ≤ p = l1, este elemento pode ser escrito como
cpbp+α1(j1−i1)+α2(j2−i2)+...+αr(jr−ir)cp+β1(k1−l1)+β2(k2−l2)+...+βs(ks−ls)bp
e, pela Equac¸a˜o 3.4, isto e´ igual a cpbp+d. Portanto, temos que cpbp+d, cp+dbp ∈ S′,
tal como pretendido.
Seguidamente provaremos que S ′ ∩ Σp = Σp,d,P em que P = {(i − p) mod d :
Li ∩ Y ∩ Σp 6= ∅}. Comecemos por mostrar que
Σp,d,P ⊆ S
′.
Consideremos cp+r+udbp+r+vd ∈ Σp,d,P . Por definic¸a˜o de Y existe c
ibj ∈ Y ∩ Σp
de tal modo que (i − p) mod d = r. Portanto, como Y ⊆ S ′ ⊆ Md, obte-
mos cibj = cp+r+u
′dbp+r+v
′d. Tal como ja´ vimos, podemos mover-nos de cibj
para cp+r+udbp+r+vd, usando os elementos cpbp+d e cp+dbp, o que significa que
cp+r+udbp+r+vd pertence a S ′.
Provemos agora que
S′ ∩ Σp ⊆ Σp,d,P .
Seja cibj ∈ S′ ∩Σp. Pela definic¸a˜o de P e por (iii), na definic¸a˜o de Y , temos (i− p)
mod d = r ∈ P . Como S ′ ⊆Md, temos c
ibj = cp+r+udbp+r+vd para algum u, v ≥ 0,
logo, cibj ∈ Σp,d,P . Assim conclu´ımos que S
′ ∩ Σp = Σp,d,P .
Demonstremos agora que S ′ ∩ Sq,p = ΛI,p,d, com I = {i : q ≤ i ≤ p− 1; c
ibj ∈
S′ para algum j}. De facto, para qualquer elemento cibj ∈ S′∩Sq,p podemos mover-
nos para a direita ou esquerda usando os elementos cpbp+d e cp+dbp ate´ obtermos
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toda a linha Λi,p,d. Como S
′ ⊆ Md enta˜o S
′ ∩ Sq,p = ΛI,p,d. Conclu´ımos enta˜o
que S′ = F ∪ Σp,d,P ∪ ΛI,p,d em que F = S ∩ Tq,p e´ um conjunto finito, e isto
implica que S = FD ∪ F ∪ Σp,d,P ∪ ΛI,p,d, tal como pretendido.
6 Subsemigrupos Superiores
Nesta secc¸a˜o vamos considerar subsemigrupos cujos elementos esta˜o acima (ou na)
diagonal. O caso em que todos os elementos esta˜o abaixo (ou na) diagonal e´ obtido,
tal como ja´ foi dito, usando o anti-isomorfismo ̂.
Lema 3.12. Seja p, q, d ∈ N0, com q < p, e d > 0, e seja X ⊆ S
′
q,p um
conjunto finito com ι(X) = q e gcd(λ(X)) = d. Para qualquer x ∈ X existe
m ∈ N0 tal que
ΛΦ(x),m,d ⊆ 〈X〉.
Demonstrac¸a˜o. Sejam S = 〈X〉 e Y = X ∩ U = {ci1bi1+d1 , . . . , cinbin+dn} com
q = i1 ≤ i2 ≤ . . . ≤ in; d1, . . . , dn ∈ N. Para cada j ∈ {1, . . . , n} escolhemos αj ∈ N
de tal forma que ij +αjdj ≥ p e d = gcd(d1, . . . , dn) = gcd(α1d1, . . . , αndn). Pode-
mos considerar α1, . . . , αn como sendo nu´meros primos distintos suficientemente
grandes de forma que na˜o aparec¸am na decomposic¸a˜o de d em factores primos. E´
sabido que dados nu´meros x1, . . . , xn ∈ N, tais que gcd{x1, . . . , xn} = d, existe
uma constante k tal que todos os mu´ltiplos de d maiores que k podem ser obtidos
como combinac¸o˜es de x1, . . . , xn, com coeficientes em N. Seja k ∈ N de tal modo
que
{td : td ≥ k, t ∈ N} ⊆ {γ1(α1d1) + . . .+ γn(αndn) : γ1, . . . , γn ∈ N}.
Seja m = p + k. Vamos provar que ΛΦ(x),m,d ⊆ S para qualquer x ∈ X. Seja
i = Φ(x) ∈ {q, . . . , p−1} e t ∈ N com i+td ≥ m. Enta˜o td ≥ m−i = p+k−i ≥ k.
Portanto, podemos escrever
td = γ1(α1d1) + . . .+ γn(αndn)
com γ1, . . . , γn ∈ N. Se x = c
ijcij+dj ∈ Y enta˜o temos
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Se x /∈ Y enta˜o x = cibi e assim temos cibi+td = cibi(ci1bi1+α1d1)γ1 . . . (cinbin+αndn)γn ∈
S, tal como pretend´ıamos demonstrar.
Teorema 3.13. Seja S e´ um subsemigrupo de B tal que S ∩ Û = ∅ e S ∩ U 6= ∅.
Existe d ∈ N, I ⊆ N0, FD ⊆ D ∩Lmin(I), e conjuntos Si ⊆ Λi,i,d (i ∈ I) tais que




em que cada Si tem a forma
Si = Fi ∪ Λi,mi,d
para algum mi ∈ N0, algum conjunto finito Fi, e
I = I0 ∪ {r + ud : r ∈ R, u ∈ N0, r + ud ≥ N}
para algum (possivelmente vazio) R ⊆ {0, . . . , d − 1}, algum N ∈ N0 e algum
conjunto finito I0 ⊆ {0, . . . , N − 1}.
Demonstrac¸a˜o. Seja q = ι(S), FD = S ∩ D ∩ Lq, S
′ = S\FD, temos enta˜o
S = FD∪S
′, e seja d = gcd(λ(S ′)). Uma vez que S ′ ⊆ (U ∪D)∩Md, fazendo I =
Φ(S′), temos S = FD ∪
⋃
i∈I Si em que Si = S
′∩Λi,i,d para i ∈ I. Para qualquer
i ∈ I podemos considerar o conjunto finito Xi ⊆ S
′ com i ∈ Φ(Xi) e gcd(Xi) = d
e conclu´ımos, usando o Lema 3.12, que Λi,mi,d ⊆ S para algum mi ∈ N0. Se I for
finito enta˜o, podemos considerar R = ∅, I0 = I e N = max(I) + 1. Agora vamos
considerar o caso em que I e´ infinito. Seja X = {ci1bi1+d1 , . . . , cikbik+dk} ⊆ S′ tal
que d = gcd(λ(X)), i1 ≥ i2 ≥ . . . ≥ ik. Pelo Lema 3.12, existe uma constante M
tal que td ≥ M implica ci1bi1+td ∈ S′. Definir um conjunto R ⊆ {0, . . . , d − 1}
como sendo
r ∈ R ⇔ |{i ∈ N : Λi ∩ S
′ 6= ∅ & i mod d = r}| = ∞.
Enta˜o existe uma constante K tal que
cibj ∈ S′ & i ≥ K =⇒ (i mod d) ∈ R.
seja N = max{i1,K} e




I = I0 ∪ {r + ud : r ∈ R, u ∈ N0, r + ud ≥ N}.
A inclusa˜o directa e´ obvia, tal como I0 ⊆ I. Consideremos agora um arbitra´rio
r + ud ≥ N , r ∈ R. Seja um arbitra´rio cr+vdbr+vd+wd ∈ S′ tal que t = v − u ≥
M/d. De td ≥ M sai que ci1bi1+td ∈ S′ e portanto ci1bi1+tdcr+vdbr+vd+wd =
cr+udbr+vd+wd ∈ S′ porque r + vd = r + ud+ td ≥ N + td ≥ i1 + td. Conclu´ımos
enta˜o que r + ud ∈ I.
Observac¸a˜o 3.14. No caso em que I e´ finito (R = ∅), o subsemigrupo pode ser
escrito como a reunia˜o de dois subconjuntos finitos e muitas linhas finitas todas
comec¸adas na mesma coluna. Formalmente, existem q, p,m ∈ N0 com q < p ≤ m,
conjuntos finitos FD ⊆ D ∩ Lq, F ⊆ S
′
q,p\Sq,p,m e um conjunto finito I ⊆
{q, . . . , p− 1} tal que
S = FD ∪ F ∪ ΛI,m,d.
7 Corola´rios
Nesta secc¸a˜o usaremos a nossa classificac¸a˜o de subsemigrupos de B para descrever
qual deles e´ regular (e portanto inverso), simples ou bisimples. Em particular, e´
sabido que em B temos
cibj L ckbl ⇔ j = l, cibj R ckbl ⇔ i = k, cibj H ckbl ⇔ i = k & j = l,
D = J = B×B.
No´s vimos que B e´ um semigrupo bisimples (i.e. tem uma u´nica D− classe, a “egg-
box”que e´ familiar da grelha quadrada apresentada anteriormente). Uma vez que os
idempotentes sa˜o os elementos da diagonal, um elemento cibj tem um u´nico inverso
cjbi, e B e´ um semigrupo inverso. Logo, um subsemigrupo S de B e´ regular se e so´
se for inverso se e so´ se satisfaz cibj ∈ S =⇒ cjbi ∈ S. Temos portanto:
Teorema 3.15. Um subsemigrupo S de B e´ regular (e portanto inverso) se e so´ se
tiver a forma FD ∪Σp,d,P em que FD e´ um subconjunto finito da diagonal e quer
FD quer P podem ser vazios.
De facto, B e´ um ω-semigrupo inverso, o que significa que os seus semireticulados
de idempotentes sa˜o isomorfos aos nu´meros naturais ordenados por ≥. E´ obvio que,
cada subsemigrupo inverso S de B tera´ a mesma propriedade. Logo, por [28], S e´
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uma extensa˜o do seu ideal minimal bilateral K por uma cadeia finita da grupos C.
Sendo ω-semigrupo inverso simples, K e´ isomorfo a uma extensa˜o de Bruck-Reilly
de uma cadeia finita da grupos; ver detalhes em [23], [28] ou [18, Sec. 5.7]. Uma vez
que, na adic¸a˜o, as H-classes de K sa˜o triviais, sai que todos os grupos sa˜o triviais,
e obtemos que K e´ isomorfo a Md (Bd na notac¸a˜o original do Munn). No contexto
do Teorema 3.15 temos C = FD e K = Σp,d,P .
Do Teorema 3.15, ou da discussa˜o anterior, observando que um subsemigrupo
da forma Σp,d,r e´ isomorfo a B, obtemos:
Corola´rio 3.16. Uma D-classe de um subsemigrupo regular B ou e´ isomorfo a B
ou e´ um grupo trivial.
O resultado seguinte e´ necessa´rio para determinar os subsemigrupos simples de
B:
Lema 3.17. Um subconjunto da forma Ip = {c
ibj : 0 ≤ i ≤ j, j ≥ p} (p ∈ N0) e´ um
ideal de U .
A demonstrac¸a˜o deste lema encontra-se em [27].
Teorema 3.18. Os subsemigrupos simples de B sa˜o precisamente aqueles da forma
ΛI,p,d ∪ Σp,d,P e Λ̂I,p,d ∪ Σp,d,P (com P um conjunto diferente do vazio).
Demonstrac¸a˜o. Um subsemigrupo superior (ou diagonal) S na˜o e´ simples uma
vez que, para p suficientemente grande o conjunto S ∩ Ip e´ um ideal pro´prio de
S; de modo ana´logo, um subsemigrupo inferior na˜o e´ simples. Um subsemigrupo
bilateral S da forma FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P na˜o e´ simples se FD ∪ F 6= ∅, porque
neste caso ΛI,p,d ∪Σp,d,P e´ um ideal pro´prio de S. Isto prova que um subsemigrupo
simples de B deve ser da forma ΛI,p,d ∪Σp,d,P ou Λ̂I,p,d ∪Σp,d,P . Para o reciproco,
provaremos agora que um subsemigrupo S da forma ΛI,p,d ∪ Σp,d,P e´ sempre sim-
ples, mostrando que, para um s = ckbl ∈ S arbitra´rio, temos S ⊆ S1sS1. Seja
t = cibj ∈ S arbitra´rio. Fazendo α = cibu ∈ S com u ≥ max(k, j + k − l) temos
αs = cibu−k+l. Assim, com β = cp+dbp ∈ S e v = (u − k + l − j)/d, obtemos
αsβv = cibu−k+lcp+vdbp = t.
Teorema 3.19. Um subsemigrupo de B e´ bisimples se e so´ se tiver a forma Σp,d,0.
Demonstrac¸a˜o. Seja S um subsemigrupo simples arbitra´rio de B. Sem perda de
generalidade podemos assumir que S e´ da forma S = ΛI,p,d ∪ Σp,d,P com 0 ∈ P .
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Se S contiver dois elementos α = cibj , β = ckbl tal que i − p mod d 6= k − p
mod d enta˜o S na˜o e´ bisimples. De facto, supondo que α e β esta˜o D-relacionados
em S, enta˜o existe s ∈ S tal que α RS s e s RS β. Isto implica que α LB s
e s RB β logo, s = ckbj . Mas d na˜o divide k − j logo s /∈ S, o que e´ uma
contradic¸a˜o. Portanto, para S ser bisimples e´ necessa´rio que P = {0} e, pelo Lema
3.9, que I = {p − ud : p − ud ≥ k} para algum k ≥ 0. Note-se agora que, os
elementos cpbp e cp−dbp na˜o esta˜o L-relacionados em S porque, para um qualquer
ckbl ∈ S temos l ≥ p e assim, ckblcp−dbp = ckbl+d 6= cpbp. Suponhamos que
cpbp DS cp−dbp, enta˜o, teremos cpbp LSs e s RScp−dbp para algum s ∈ S e
portanto, cpbp LBs e s RBcp−dbp o que implica s = cp−dbp, logo, cpbp LS cp−dbp,
o que e´ uma contradic¸a˜o. Logo, para que S seja bisimples e´ de facto necessa´rio que
I = ∅ e P = {0}. Como Σp,d,0 e´ isomorfo a B e´ bisimples, o que completa a
demonstrac¸a˜o.
Seguidamente descreveremos subsemigrupos bilaterais como uma reunia˜o finita
de semigrupos.
Teorema 3.20. Um subsemigrupo bilateral e´ uma reunia˜o finita de co´pias de B e
subsemigrupos de N0.
Demonstrac¸a˜o. Suponhamos, sem perda de generalidade, que S e´ da forma S =




r∈P Σp,d,r com Λi,i,d isomorfo
a N0 atrave´s de c
ibi+ud 7→ u e Σp,d,r isomorfo a B, donde sai o pretendido.
Dizemos que M e´ um subsemigrupo especial de N0 se M = {n : n ≥ k} para
algum k.
Corola´rio 3.21. Um subsemigrupo de B e´:
(1) E´ regular se e so´ se se puder obter adicionando sucessivamente um nu´mero
finito de identidades a uma reunia˜o finita de co´pias de B;
(2) simples se e so´ se e´ reunia˜o finita de co´pias de B e subsemigrupos especiais
de N0;
(3) bisimples se e so´ se e´ isomorfo a B.
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8 Ca´lculo de Paraˆmetros e Exemplos
Nesta secc¸a˜o mostraremos como determinar os paraˆmetros que aparecem no nosso
teorema principal, dado um conjunto finito gerador para o subsemigrupo. Comec¸amos
por considerar os subsemigrupos bilaterais definidos pela condic¸a˜o (2)(i) no teo-
rema principal e depois consideremos subsemigrupos superiores finitamente gera-
dos, definidos pela condic¸a˜o (3)(i), observando novamente que os subsemigrupos
definidos em (2)(ii) e (3)(ii) se podem obter destes dois usando o anti-isomorfismô . Observamos que, dado um conjunto finito X, conseguimos determinar que tipo
de subsemigrupos ele gera:
(1) 〈X〉 ⊆ D se e so´ se X ⊆ D;
(2) 〈X〉 e´ um subsemigrupo bilateral se e so´ se X ∩ U 6= ∅ e X ∩ Û 6= ∅;
(3) 〈X〉 e´ um subsemigrupo superior (respectivamente inferior) se e so´ se X∩U 6=
∅ e X ∩ Û = ∅ (respectivamente X ∩ U = ∅ e X ∩ Û 6= ∅).
Teorema 3.22. Seja S = FD ∪ F ∪ΛI,p,d ∪Σp,d,P um subsemigrupo bilateral de B
definido pela condic¸a˜o (2)(i) no teorema principal. Seja X um conjunto gerador de
S. Enta˜o temos:
(1) q = ι(X), p = κ(X), d = gcd(λ(X));
(2) FD = X ∩D ∩ Lq;





i ∩ Tq,p em que M = (p− q + 1)(p− q)/2;
(5) Definindo
I0 = {p+r−ud : r ∈ P, u ∈ N0, p+r−ud ≥ q}∪{i : Λi∩(F ∪(X∩Sq,p)) 6= ∅}
e a acc¸a˜o esquerda . : B× N0 → N0 por
cibj .k =
{
i caso j ≥ k






8. CA´LCULO DE PARAˆMETROS E EXEMPLOS 79
Demonstrac¸a˜o. Seja q′ = ι(X), p′ = κ(X), d′ = gcd(λ(X)), F ′D = X ∩D ∩ Lq′
e X ′ = X\F ′D. Enta˜o temos S = F
′
D ∪ 〈X
′〉 e os elementos de F ′D actuam como
identidades em 〈X ′〉. Caso q′ ≤ p′ enta˜o X ′ ⊆ Md ∩ (S
′
q′,p′ ∪ Σp′) e, pelos
Lemas 3.2 e 3.4, este u´ltimo conjunto e´ um subsemigrupo e consequentemente,
〈X ′〉 ⊆ Md ∩ (S
′
q′,p′ ∪ Σp′), implicando q = q
′, p = p′. Caso q′ > p′ enta˜o, por
racioc´ınio ana´logo temos 〈X ′〉 ⊆Md ∩ (Ŝ′q′,p′ ∪Σp′) donde sai que p = q
′ < p′ = q
o que contradiz a nossa suposic¸a˜o sobre a forma de S. Portanto, temos q = q ′,
p = p′ sai imediatamente que FD = F
′
D = X ∩D∩Lq′ = X ∩D∩Lq. E por fim, de
S = 〈X〉 ⊆Md′ (uma vez que Md′ e´ um semigrupo) sai que d = d
′. Isto prova (1) e
(2).
Sabemos que P = {(i−p) mod d : Λi∩S∩Σp 6= ∅}. Seja P
′ = {(i−p) mod d :
Λi∩X
′∩Σp 6= ∅}. E´ claro que P
′ ⊆ P . Tambe´m temos X ′ ⊆ Σp,d,P ∪(Md∩S
′
q,p) = T .
Mas T , pelo Lema 3.7, e´ um subsemigrupo, e assim 〈X ′〉 = S\FD ⊆ T . Portanto
S ∩ Σp ⊆ T ∩ Σp, o que e´ equivalente a Σp,d,P ⊆ Σp,d,P ′ , logo, P = P
′, o que
prova (3).
Para provar (4) observe-se que as incluso˜es no Lema 3.5 implicam que ΛI,p,d ∪
Σp,d,P seja um ideal de S. Consequentemente sai que os elementos de F se podem
obter formando um produto adequado de geradores de X que pertencem a Tq,p.
Como Tq,p tem (p− q + 1)(p− q)/2 elementos sai a formula desejada. Na pra´tica
na˜o necessitamos de formar todos estes produtos. Usando novamente o facto de que
ΛI,p,d∪Σp,d,P e´ um ideal vimos que F pode ser determinado pelo seguinte algoritmo:
X0 := X ∩ Tq,p
F := X0
while not (FX0 ∩ Tq,p ⊆ F ) do
F := F ∪ (FX0 ∩ Tq,p)
od.
Para provar (5) mostraremos primeiro que I0 ⊆ I. Tendo em conta que S∩(Sq,p∪
Σp) = ΛI,p,d ∪ Σp,d,P e´ um subsemigrupo, do Lema 3.9 tiramos que {p + r − ud :
r ∈ P, u ∈ N0, p+ r − ud ≥ q} ⊆ I. Dado c
ibj ∈ F ∪ (X ∩ Sq,p), para obtermos um
elemento em S ∩ (Λi ∪ Sq,p), podemos multiplicar este elemento a` direita por uma
poteˆncia de um elemento da forma cqbq+d1 com d1 > 0 (tal elemento existe pela
definic¸a˜o de q). Deste elemento podemos obter a linha completa Λi,p,d usando os
elementos cpbp+d, cp+dbp ∈ T e assim I0 ⊆ I.
Seguidamente mostraremos que T = ΛI0,p,d∪Σp,d,P e´ um ideal direito (TS
1 ⊆ T ).
Sabemos que T e´ um subsemigrupo, pelo Lema 3.9. Pela forma como definimos I0
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obtemos X ∩ Sq,p ⊆ T . Temos tambe´m que X ∩Σp ⊆ T porque S ∩Σp = Σp,d,P =
T ∩ Σp. Falta-nos mostrar que T ((X ∩ Tq,p) ∪ FD) ⊆ T . Seja c
kbl ∈ T, cibi+d1 ∈
(X ∩ Tq,p) ∪ FD. Tendo em conta que l ≥ i, obtemos c
kblcibi+d1 = ckbl+d1 ∈ T .
Portanto T e´ um ideal direito. E´ obvio que I0 ⊆ I
′ ⊆ I logo T ′ = ΛI′,p,d ∪ Σp,d,P
e´ tambe´m um ideal direito.
Note-se por fim que, embora se obtenha um elemento numa linha pertencente a
I\I0, multiplicando dois elementos de F , na˜o temos que considerar estes produtos
com o fim de obter I. Se cibj , ckbl ∈ F e cibjckbl = ci−j+kbl em que i−j+k ∈ I\I0,
enta˜o I0 conte´m a linha k e assim a linha i− j+k pode tambe´m ser obtida atrave´s
de F · I0. Conclu´ımos que I, comec¸ando por I0, se pode obter fazendo correr o
algoritmo:
I := I0
while not (F.I ⊆ I) do
I := I ∪ F.I
od.
Este algoritmo na˜o deve fazer mais do que p−q iterac¸o˜es porque gera uma cadeia
estritamente ascendente de conjuntos contidos em {q, . . . , p− 1} (normalmente sa˜o
necessa´rias muito menos iterac¸o˜es) o que conclui a prova de (5).
Consideremos agora subsemigrupos superiores finitamente gerados. Seja X ⊆
U ∪ D um conjunto finito tal que X ∩ U 6= ∅ e seja S = 〈X〉. Tal como na
Observac¸a˜o 3.14, estamos no caso em que I e´ finito (R = ∅) na condic¸a˜o (3)(i) do
teorema principal, e o nosso subsemigrupo assume a forma
S = FD ∪ F ∪ ΛI,m,d.
Tal como na demonstrac¸a˜o do Teorema 3.22 podemos ver que
q = ι(X), p = max(Φ(X)) + 1, I ⊆ {q, . . . , p− 1},
FD = X ∩D ∩ Lq, d = gcd(λ(X)).
Necessitamos de obter os paraˆmetros F , I e m do conjunto gerador. Como
os elementos de FD funcionam como identidades de 〈X
′〉, em que X ′ = X\FD,
assumiremos, sem perda de generalidade, que FD = ∅, logo, X = X
′ ⊆ S′q,p.
Definiremos um algoritmo para obter estes paraˆmetros que consiste em formar uma
sequeˆncia de reunio˜es de poteˆncias do conjunto gerador, X, X∪X2, X∪X2∪X3, . . .,
ate´ termos um subsemigrupo da forma F ∪ ΛI,m,d. Para isso necessitamos de uma
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condic¸a˜o suficiente, que possa ser verificada por algoritmo, para um subconjunto
finito de uma faixa que nos deˆ um subsemigrupo desta forma.
Lema 3.23. Seja Y ⊆ S ′q,p um conjunto finito com gcd(Y ) = d e c
qbq+d1 ∈ Y
para algum d1 ∈ N. Suponhamos que para qualquer i ∈ I = Φ(Y ) existe mi ∈ N0
tal que
cibmi , bmi+d, . . . , cib2mi−i−d ∈ Y, cibmi−d /∈ Y.
Seja m = max{mi : i ∈ I} e F = Y ∩ (S
′
q,p\Sq,p,m). Se FF ∩ (S
′
q,p\Sq,p,m) ⊆ F
e F · I ⊆ I enta˜o 〈Y 〉 = F ∪ ΛI,m,d. Ale´m disso, m e´ um mı´nimo de tal modo
ΛI,m,d ⊆ 〈Y 〉.
Demonstrac¸a˜o. Comec¸amos por mostrar que F∪ΛI,m,d ⊆ 〈Y 〉 = S. Para qualquer
i ∈ I, temos Λi,mi,d ⊆ 〈c
ibmi , . . . , cib2mi−i−d〉, porque qualquer elemento de Λi,mi,d
se pode escrever na forma cibu(cibmi)k para algum k ∈ N0, e u ∈ N0 tal que
i+(mi− i) = mi ≤ u ≤ 2mi− i−d = i+2(mi− i)−d. Conclu´ımos que Λi,mi,d ⊆ S
para algum i ∈ I e portanto F ∪ ΛI,m,d ⊆ S com m = max{mi : i ∈ I}. E´
claro que Y ⊆ F ∪ ΛI,m,d, porque Y ⊆ Md e I = Φ(Y ), enta˜o, para provar
a outra inclusa˜o basta-nos mostrar que F ∪ ΛI,m,d e´ um subsemigrupo. Temos
que FF ∩ (S′q,p\Sq,p,m) ⊆ F , F · I ⊆ I por hipo´tese e, como Φ(F ) ⊆ I, tambe´m
temos que Φ(FF ) ⊆ F · I ⊆ I e conclu´ımos que FF ⊆ F ∪ΛI,m,d. E´ tambe´m claro
ΛI,m,d(ΛI,m,d ∪ F ) ⊆ ΛI,m,d. E por fim, F · I ⊆ I implica FΛI,m,d ⊆ ΛI,m,d.
E´ claro que pode ser testado por um algoritmo se um conjunto finito Y ⊆
S′q,p satisfaz as condic¸o˜es do Lema 3.23; chamaremos a tal algoritmo iscomplete
(Y) . Tambe´m precavendo que Y satisfac¸a estas condic¸o˜es, existe um algoritmo,
paraˆmetros(Y), que nos devolve o terno (F, I,m). Dados estes dois algoritmos, um
algoritmo para determinar os paraˆmetros F, I,m, dado qualquer conjunto finito ge-
rador X, e´:
Y := X
while not iscomplete(Y ) do
Y := Y ∪ Y X
od
(F, I,m) := parameters(Y ).
Note-se que, se estamos simplesmente interessados no conjunto de indices I de linhas
em S, um algoritmo seguinte e´ muito mais eficiente:
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I := Φ(X)
while not X · I ⊆ I do
I := I ∪X · I
od.
Seguidamente apresentamos um exemplo de um subsemigrupo bilateral e outro
de um subsemigrupo superior.
Exemplo 3.24. Seja S um subsemigrupo de B gerado pelo
X = {cb, c4b7, c10b13, c18b24, c23b17}.
E´ claro que S e´ um subsemigrupo bilateral da forma S = FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P .
Do conjunto gerador vemos que FD = {cb}, q = 4, p = 17, d = 3 e P = {0, 1}.
Os restantes paraˆmetros obte´m-se usando a nossa implementac¸a˜o dos algoritmos
anteriores no sistema GAP (ver [9]), e eles sa˜o
I = {4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 15}
e
F = {c4b7, c4b10, c4b13, c4b16, c7b13, c7b16, c10b13, c10b16}.
Podemos ver este subsemigrupo na figura 3.5.
Exemplo 3.25. Seja S um subsemigrupo de B gerado pelo conjunto
X = {cb, c3b13, c5b9, c10b16}.
E´ claro que S e´ um subsemigrupo superior da forma S = FD∪F∪ΛI,m,d e do conjunto
gerador vimos que FD = {cb} e d = 2. Usando novamente a implementac¸a˜o em
GAP obtemos m = 20, I = {3, 5, 6, 10} e
F = {c3b13, c3b17, c3b19, c5b9, c5b13, c5b17, c5b19, c6b16, c10b16}.
Podemos ver este subsemigrupo na figura 3.6.
9 Propriedades dos Subsemigrupos do Monoide Bic´ıclico
O monoide bic´ıclico e´ um dos semigrupos mais importante, com propriedades e
generalizac¸o˜es nota´veis; ver [1, 4, 11, 17, 18, 26, 27, 34, 35]
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Figura 3.5: Subsemigrupo bilateral gerado por {cb, c4b7, c10b13, c18b24, c23b17}.
Nesta secc¸a˜o usaremos a descric¸a˜o de subsemigrupos do monoide bic´ıclico, feitas
nas secc¸o˜es anteriores, para estabelecer algumas das suas propriedades. Comec¸aremos
por mostrar que todos os subsemigrupos finitamente gerados sa˜o automa´ticos e fini-
tamente apresentados. E por fim provaremos que um subsemigrupo de B e´ resid-
ualmente finito se e so´ se na˜o contiver uma co´pia de B.
9.1 Gerac¸a˜o Finita
Se A for um conjunto finito, denotemos por A+ o subsemigrupo livre gerado por A,
formado por palavras na˜o vazias de A sob a concatenac¸a˜o, e por A∗ o monoide livre
gerado por A que consiste em A+ com a palavra vazia . Seja S um semigrupo
e ψ : A → S uma aplicac¸a˜o. Dizemos que A e´ um conjunto gerador de S com
respeito a ψ se a u´nica extensa˜o de ψ a um semigrupo homomorfismo ψ : A+ → S
e´ sobrejectiva. Para u, v ∈ A+ escrevemos u ≡ v quando u e v sa˜o iguais como
palavras e u = v quando u e v representam o mesmo elemento no semigrupo i.e.
uψ = vψ.
Nesta subsecc¸a˜o estabeleceremos condic¸o˜es necessa´rias e suficientes para que um
subsemigrupo de um monoide bic´ıclico seja finitamente gerado provando o seguinte:










Figura 3.6: Subsemigrupo superior gerado por {cb, c3b13, c5b9, c10b16}.
Teorema 3.26. Seja S um subsemigrupo de um monoide bic´ıclico. Enta˜o S e´
finitamente gerado se e so´ se verificar uma das seguintes condic¸o˜es:
(i) S e´ um subsemigrupo diagonal finito;
(ii) S e´ um subsemigrupo bilateral;
(iii) S e´ um subsemigrupo superior e o conjunto {i ∈ N0 : Li ∩ S 6= ∅} e´ finito;
(iv) S e´ um subsemigrupo inferior e o conjunto {i ∈ N0 : L̂i ∩ S 6= ∅} e´ finito.
Demonstrac¸a˜o. (i) Um subsemigrupo de um monoide bic´ıclico contido na diagonal
apenas se admite a ele pro´prio como conjunto gerador e portanto e´ finitamente gerado
se e so´ se for finito.
(ii) Seja ι(S) = q, κ(S) = p e d = gcd(λ(X)). Podemos considerar, sem perda
de generalidade, que q ≤ p. Pelo Teorema 3.1 temos
S = FD ∪ F ∪ Σp,d,P ∪ ΛI,p,d
em que F e FD sa˜o conjuntos finitos e I ⊆ {q, q + 1, . . . , p − 1} para algum
q, p ∈ N0. Seja, para cada i ∈ I, i + uid = min{i + ud : i + ud ≥ p}. Provaremos
que o conjunto finito
Y = {cibi+uid : i ∈ I} ∪ {cpbp+d, cp+dbp} ∪ {cp+rbp+r : r ∈ P}
gera o subsemigrupo Σp,d,P ∪ ΛI,p,d. Na verdade, para c
ibi+ud ∈ ΛI,p,d temos
cibi+ud = cibi+uid(cpbp+d)u−ui , enquanto que para cp+r+udbp+r+vd ∈ Σp,d,P temos
cp+r+udbp+r+vd = (cp+dbp)u(cp+rbp+r)(cpbp+d)v.
Portanto, todo o S pode ser gerado pelo conjunto finito FD ∪ F ∪ Y . Em alter-
nativa, podemos ver S como uma reunia˜o finita de subsemigrupo de N e co´pias de
B, tal como ja´ vimos nas secc¸o˜es anteriores.
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(iii) Provaremos que um subsemigrupo superior S e´ finitamente gerado se e so´
se o conjunto
K = {i ∈ N0 : Li ∩ S 6= ∅}
for finito. Primeiro, supomos que K e´ infinito e provamos que S na˜o e´ finitamente
gerado. Suponhamos que existe um conjunto finito X tal que S = 〈X〉. Como
X ⊆ S ⊆ U ∪ D e X e´ finito, enta˜o X ⊆ S ′0,p para algum p ∈ N0. Assim,
S = 〈X〉 ⊆ S ′0,p porque, pelo Teorema 3.1, S
′
0,p e´ um subsemigrupo, e portanto
K ⊆ {0, . . . , p} e´ finito, o que contradiz suposic¸a˜o. Conclu´ımos enta˜o que S na˜o e´
finitamente gerado.
Suponhamos agora que K e´ finito, enta˜o para provar que S e´ finitamente ger-
ado basta observar que S e´ uma reunia˜o finita de subsemigrupos do semigrupo
monoge´nico infinito N (um em cada linha). (iv) Prova-se usando (iii) e o anti-
isomorfismô.
9.2 Automaticidade
Dado o conjunto finito A, e o subconjunto L de A+, dizemos que L e´ regular
se existir um auto´mato finito que o reconhec¸a, e dizemos que L e´ racional se
o pudermos obter a partir de subconjuntos finitos de A∗ aplicando um nu´mero
finitos vezes, · (multiplicac¸a˜o) e ∗ (operac¸a˜o estrela de Klenne). E´ sabido que
as noc¸o˜es de “regular”e “racional”coincidem e podemos usa´-las como sino´nimos.
Para sermos capazes de lidar com auto´matos que aceitam pares de palavras e
definam automaticamente semigrupos necessitamos de definir um novo alfabeto
A(2, $) = ((A ∪ {$}) × (A ∪ {$}))\{($, $)} em que $ na˜o e´ um s´ımbolo de A
(chamado s´ımbolo completivo) e a func¸a˜o δA : A
∗ ×A∗ → A(2, $)∗ definido por
(a1 . . . am, b1 . . . bn)δA =

 se 0 = m = n
(a1, b1) . . . (am, bm) se 0 < m = n
(a1, b1) . . . (am, bm)($, bm+1) . . . ($, bn) se 0 ≤ m < n
(a1, b1) . . . (an, bn)(an+1, $) . . . (am, $) se m > n ≥ 0.
Seja S um semigrupo e A um conjunto gerador finito para S com respeito a
ψ : A+ → S. O par (A,L) e´ uma estrutura automa´tica para S (com respeito a ψ) se
• L e´ um subconjunto regular de A+ e Lψ = S,
• L= = {(α, β) : α, β ∈ L,α = β}δA e´ regular em A(2, $)
+, e
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• La = {(α, β) : α, β ∈ L,αa = β}δA e´ regular em A(2, $)
+ para cada a ∈ A,
em que α = β significa que α e β representam o mesmo elemento em S (i.e. αψ =
βψ). Dizemos que um semigrupo e´ automa´tico se tiver uma estrutura automa´tica.
Para uma introduc¸a˜o mais detalhada ver [5].
Se (A,L) e´ uma estrutura automa´tica para um semigrupo S enta˜o existe uma es-
trutura automa´tica (A,K) tal que cada elemento de S tem uma u´nica representac¸a˜o
em K (ver [5, Proposic¸a˜o 5.4]); dizemos que (A,K) e´ uma estrutura automa´tica
u´nica e que K e´ um conjunto de formas normais u´nicas para S.
Para definic¸o˜es alternativas de “Semigrupo Automa´tico” ver [14].
Nesta subsecc¸a˜o iremos considerar automaticidade de subsemigrupos do monoide
bic´ıclico e o nosso resultado principal e´ o seguinte:
Teorema 3.27. Todos os subsemigrupos finitamente gerados do monoide bic´ıclico
sa˜o automa´ticos.
Um subsemigrupo finito de B e´ uma reunia˜o finita de subsemigrupos de N e
co´pias de B. Contudo, na˜o sabemos se uma reunia˜o finita de semigrupos automa´ticos
e´ automa´tica. Para provarmos o teorema anterior necessitaremos dos resultados
seguintes, de [13]:
Proposic¸a˜o 3.28. Seja S um semigrupo e T um subsemigrupo de S tais que o
conjunto S\T e´ finito. Enta˜o S e´ automa´tico se e so´ se T e´ automa´tico.
Lema 3.29. Para quaisquer nu´meros p,m ∈ N0 com p ≤ m, d ∈ N e conjuntos
I ⊆ {0, . . . , p − 1}, P ⊆ {0, . . . , d − 1} tais que 0 ∈ P , cada um dos seguintes
subconjuntos do monoide bic´ıclico e´ automa´tico sempre que for um subsemigrupo:
(i) ΛI,m,d; (ii) Λ̂I,m,d;
(iii) Σp,d,P ∪ ΛI,p,d; (iv) Σp,d,P ∪ Λ̂I,p,d.
Demonstrac¸a˜o. Note-se que embora os semigrupos (ii) e (iv) se obtenham de (i)
e (ii), respectivamente, usando o anti-isomorfismo ̂ , a nossa noc¸a˜o de estrutura
automa´tica envolve multiplicac¸a˜o a` direita e portanto na˜o podemos simplesmente
aplicar ̂ para obter as estruturas automa´ticas pretendidas, assim, necessitamos de
provar os quatro casos separadamente.
(i) Seja i + uid = min{i + ud : i + ud ≥ m} para i ∈ I. Fixando i0 ∈ I e




{λ(i, 0), . . . , λ(i, u− 1)}
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e o homomorfismo










n : n ≥ 0})
e´ claro que L e´ uma linguagem regular e mostraremos que e´ um conjunto de formas
normais u´nicas para S = ΛI,m,d. Dado s ∈ S podemos escrever s = c
ibi+(ui+k)d
para algum i ∈ I e k ≥ 0. Dividindo k por u obtemos k = nu + j com
n ≥ 0 e 0 ≤ j < u, e assim a u´nica palavra em L representando s e´ a palavra
λ(i, j)λ(i0, 0)
n. Para provar que o par (Λ, L) e´ uma estrutura automa´tica para S
temos que provar apenas que as linguagens
Lλ(k,l) = {(w1, w2)δ : w1, w2 ∈ L,w1λ(k, l) = w2}
sa˜o regulares para todo λ(k, l) ∈ Λ. Podemos escrever
λ(i, j)λ(i0, 0)
nλ(k, l) = cibi+(ui+j)d+nudckbk+(uk+l)d = cibi+(ui+j+uk+l)d+nud
e dividindo j+uk + l por u obtemos j+uk + l = qu+ r com q ≥ 0 e 0 ≤ r < u
e obtemos assim
λ(i, j)λ(i0, 0)
nλ(k, l) = cibi+(ui+r)d+(n+q)ud = λ(i, r)λ(i0, 0)
n+q,











Yk,l,i,j = { (λ(i, j)λ(i0, 0)
n, λ(i, r)λ(i0, 0)
n+q)δ :
uk + j + l = qu+ r, 0 ≤ r < u, n ≥ 0}.
cada conjunto Yk,l,i,j e´ regular porque os nu´meros q e r sa˜o unicamente determi-
nados fixando os nu´meros k, l, i e j. De facto, obtemos
Yk,l,i,j = {(λ(i, j), λ(i, r))} · {(λ(i0, 0), λ(i0, 0))}
∗ · {(, λ(i0, 0)
q)δ}.
Logo Lλ(k,l) e´ regular.
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(ii) Definimos ui (i ∈ I), i0, u e o alfabeto Λ tal como na demonstrac¸a˜o de
(i), mas agora o nosso homomorfismo e´
f : Λ∗ → S; λ(i, j) 7→ ci+(ui+j)dbi








nλ(i, j) : n ≥ 0}),
em que S = Λ̂I,m,d. Novamente, L e´ um conjunto de formas normais u´nicas para
S, como λ(i0, 0)
nλ(i, j) = ci+(ui+j)d+nudbi, provaremos que as linguagens
Lλ(k,l) = {(w1, w2)δ : w1, w2 ∈ L,w1λ(k, l) = w2}
sa˜o regulares para todo λ(k, l) ∈ Λ. Podemos escrever
λ(i0, 0)
nλ(i, j)λ(k, l) = ci+(ui+j)d+nudbick+(uk+l)dbk = ck+(uk+j+ui+l)d+nudbk
dividindo j + ui + l por u obtemos j + ui + l = qu+ r com q ≥ 0 e 0 ≤ r < u
e temos assim
λ(i0, 0)








nλ(i, j), λ(i0, 0)
n+qλ(k, r))δ :
ui + j + l = qu+ r, 0 ≤ r < u, n ≥ 0})
que e´ uma reunia˜o finita de linguagens regulares e portanto e´ regular.
(iii) Seja Z = Λ ∪ {x, y} ∪ Γ, em que Λ = {λi : i ∈ I} e Γ = {γr : r ∈ P},









u : u, v ≥ 0}),
que e´ um subconjunto regular de Z+. Iremos provar que (Z,L) e´ uma estrutura
automa´tica (com unicidade) para o semigrupo S = Σp,d,P ∪ ΛI,p,d com respeito a
f : Z+ → S; λi 7→ c
ibi+uid, γr 7→ c
p+rbp+r, x 7→ cpbp+d, y 7→ cp+dbp
em que i+ uid = min{i+ ud : i+ ud ≥ p} para i ∈ I.
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Para mostrar que cada elemento de S tem uma u´nica representac¸a˜o em L basta
observar que
λix
u = cibi+(ui+u)d (i ∈ I;u ≥ 0), yvγrx
u = cp+r+vdbp+r+ud (r ∈ P ;u, v ≥ 0).
Portanto, temos apenas que mostrar que Lz = {(w1, w2)δ : w1, w2 ∈ L,w1z = w2}
e´ regular para todo z ∈ Z.
Primeiro consideramos o caso em que z = λt ∈ Λ. Como Ψ((λix
u)f) e
Ψ((yvγrx











u+ut)δ : u, v ≥ 0}
que e´ uma linguagem regular.
Consideremos agora o caso em que z = γt ∈ Γ. Como para u > 0 temos
Ψ((λix
u)f),Ψ((yvγrx














uγr)δ : u ≥ 0} caso r ≥ t
{(yuγr, y
uγt)δ : u ≥ 0} caso contra´rio.
Note-se que, para cada i ∈ I, o conjunto {(λi, w)δ : w ∈ L, λiγt = w} tem apenas
um elemento porque L e´ um conjunto de formas normais u´nicas para S, e assim a
linguagem Lγt e´ a reunia˜o finita de linguagens regulares e portanto e´ regular. A










u−1)δ : v ≥ 0, u > 0} ∪ {(yvγr, y
v+1γ0)δ : v ≥ 0})
porque, para v ≥ 0, temos
(yvγr)y = (c
p+r+vdbp+r)(cp+dbp) = cp+(v+1)dbp = yv+1γ0.
Novamente, para cada i ∈ I, o conjunto {(λi, w)δ : w ∈ L, λiy = w} e´ regu-
lar porque conte´m apenas um elemento, logo, Ly e´ tambe´m uma reunia˜o finita de
linguagens regulares e portanto e´ regular. Conclu´ımos que S e´ automa´tico.
(iv) Definimos o alfabeto Z tal como na prova na prova de (iii) e a nossa








u : u, v ≥ 0}).
90 CAPI´TULO 3. SUBSEMIGRUPOS DO MONOIDE BICI´CLICO
Provaremos enta˜o que (Z,L) e´ uma estrutura automa´tica (com unicidade) para
o semigrupo S = Σp,d,P ∪ Λ̂I,p,d com respeito a
f : Z+ → S; λi 7→ c
i+uidbi, γr 7→ c
p+rbp+r, x 7→ cpbp+d, y 7→ cp+dbp
novamente com i+ uid = min{i+ ud : i+ ud ≥ p} para i ∈ I.
E´ mais uma vez claro que L e´ um conjunto formas normais u´nicas para S e
mostraremos que a linguagens Lz = {(w1, w2)δ : w1, w2 ∈ L,w1z = w2} sa˜o










u−ut)δ : v ≥ 0, u ≥ ut} ∪ L(λt,r)∪⋃ut−1
u=1 {(y
vγrx





vλt)δ : v ≥ 0} caso p+ r ≤ t+ utd
{(yvγr, y
v+ut−ukλk)δ : k = p+ r − utd} caso conta´rio.
Temos
yvλiλt = c
i+uid+vdbict+utdbt = ct+utd+(v+ui)dbt = yv+uiλt.
Se u ≥ ut enta˜o
yvγrx
uλt = c
p+r+vdbp+r+udct+utdbt = cp+r+vdbp+r+(u−ut)d = yvγrx
u−ut .




= ck+(v+ut−u)dbk = ck+ukd+(v+ut−u−uk)dbk.
Como S e´ um semigrupo e k < p temos w ∈ Λ̂I,p,d, portanto, observando a
definic¸a˜o de uk, temos v+ut−u−uk ≥ 0 e podemos escrever w = y
v+ut−u−ukλk.
Consideremos agora a multiplicac¸a˜o de uma palavra da forma yvγr por λt e
assim definimos w = yvγrλt = c
p+r+vdbp+rct+utdbt. Se p + r ≤ t + utd enta˜o
w = ct+utd+vdbt = yvλt. Se p + r > t + utd temos w = c
p+r+vdbp+r−utd. Note-se
que ut > 0 porque t < p e t+ utd ≥ p, portanto, w ∈ Λ̂I,p,d. Assim, definindo
k = p+ r − utd podemos escrever
w = ck+(v+ut)dbk = ck+ukd+(v+ut−uk)dbk
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e, da definic¸a˜o de uk, sai que v + ut − uk ≥ 0, temos enta˜o w = y
v+ut−ukλk.
Conclu´ımos que Lλt pode ser definido como uma reunia˜o finita de linguagens
regulares e enta˜o e´ uma linguagem regular.














vγr)δ : v ≤ 0} caso r ≥ t
{(yvγr, y
vγt)δ : v ≥ 0} caso contra´rio










u+1)δ : u, v ≥ 0}









u−1)δ : v ≥ 0, u > 0} ∪ {(yvγr, y
v+1γ0)δ : v ≥ 0})
Ly e´ tambe´m uma linguagem regular. Conclu´ımos assim que (Z,L) e´ uma estrutura
automa´tica para S.
Demonstrac¸a˜o do Teorema 3.27 Sabemos da subsecc¸a˜o anterior que qualquer
subsemigrupo finitamente gerado ou e´ um subconjunto finito da diagonal, e portanto
e´ automa´tico, ou tem uma das formas:
FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P , FD ∪ F ∪ Λ̂I,p,d ∪ Σp,d,P ,
FD ∪ F ∪ ΛI,p,d, FD ∪ F ∪ Λ̂I,p,d
em que I ⊆ {q, q + 1, . . . , p − 1} para alguns q, p ∈ N0, e os conjuntos F e
FD sa˜o finitos. Em cada um dos casos podemos remover o conjunto finito FD ∪ F
do nosso subsemigrupo, porque estamos na verdade a intersecta´-lo com o conjunto
Sq,p ∪ Σp, que e´, pelo Teorema 3.1, tambe´m um subsemigrupo. Assim, cada sub-
semigrupo finitamente gerado S de B tem um subsemigrupo U tal que S\U e´ finito
e, pelo Lema anterior, e´ automa´tico. Da Proposic¸a˜o 3.28, tiramos que S e´ tambe´m
automa´tico.
9.3 Apresentac¸a˜o Finita
Seja A um alfabeto e R ⊆ A+×A+ uma relac¸a˜o em A+. Dizemos que o semigrupo
S e´ definido pela apresentac¸a˜o 〈A | R〉 se S ∼= A+/ρ em que ρ ⊆ A+ × A+ e´
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a mais pequena congrueˆncia em A+ que conte´m R. Dado um semigrupo S com
a apresentac¸a˜o 〈A | R〉, para duas palavras w, v ∈ A+ escrevemos w →∗ v,
e dizemos que w = v e´ uma congrueˆncia de R (ou que a palavra w poder ser
reduzida a v aplicando relac¸o˜es de R), com o significado de, ou w ≡ v ou que








∗ e vi ∈ A
+ (i = 1, . . . , n) tais que ou (vi, vi+1) ∈ R ou
(vi+1, vi) ∈ R para todo (i = 1, . . . , n− 1).
Sabemos que, dado um semigrupo S gerado por um conjunto A e dado um
conjunto R ⊆ A+ × A+, o par 〈A | R〉 e´ uma apresentac¸a˜o para S, se e so´ se S
satisfizer todas as relac¸o˜es de R (u = v mante´m-se em S para todo (u, v) ∈ R)
e se u = v se mante´m em S (u, v ∈ A+) enta˜o u = v e´ uma consequeˆncia de R.
Usaremos a seguinte consequeˆncia deste facto:
Proposic¸a˜o 3.30. Seja S um semigrupo gerado pelo conjunto A, seja R ⊆ A+×A+
e seja L ⊆ A+ um conjunto de formas normais u´nicas para S. Se se verificarem
as seguintes condic¸o˜es enta˜o 〈A | R〉 e´ uma apresentac¸a˜o para S;
(i) S satisfaz todas as condic¸o˜es de R;
(ii) qualquer palavra w ∈ A+ pode ser reduzida a` correspondente forma normal
u´nica em L usando as relac¸o˜es de R.
Dizemos que um semigrupo S e´ finitamente apresentado se existir uma apre-
sentac¸a˜o 〈A | R〉 para S em que A e R sa˜o conjuntos finitos. Para mais
detalhes sobre apresentac¸o˜es de semigrupos aconselhamos [24].
Na subsecc¸a˜o anterior a Proposic¸a˜o 3.28 permite-nos remover subconjuntos fini-
tos dos semigrupos quando consideramos a automaticidade. Temos um resultado
similar para a apresentac¸a˜o finita, provado em [33]:
Proposic¸a˜o 3.31. Seja S um semigrupo e T um subsemigrupo de S tal que
S\T e´ finito. Enta˜o S e´ finitamente apresentado se e so´ se T for finitamente
apresentado.
Seguidamente apresentamos o resultado mais importante desta subsecc¸a˜o:
Teorema 3.32. Todos os subsemigrupos finitamente gerados do monoide bic´ıclico
sa˜o finitamente apresentados.
Para a demonstrac¸a˜o deste teorema necessitaremos do resultado seguinte:
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Lema 3.33. Para quaisquer nu´meros p,m ∈ N0 com p ≤ m, d ∈ N e conjuntos
I ⊆ {0, . . . , p− 1}, P ⊆ {0, . . . , d− 1}
tais que 0 ∈ P , cada um dos seguintes subconjuntos de B e´ finitamente apresentado
sempre que for um semigrupo:
(i) ΛI,m,d; (ii) ΛI,p,d ∪ Σp,d,P .
Demonstrac¸a˜o. (i) Consideremos a estrutura automa´tica (Λ, L) obtida na de-
monstrac¸a˜o do Lema 3.29 (i), que nos da´ um conjunto gerador finito e um conjunto
formas normais u´nicas para ΛI,m,d. Provaremos que < Λ | R > e´ uma apresentac¸a˜o
finita para T , em que R consiste nas seguintes relac¸o˜es:
λ(i, j)λ(k, l) = λ(i, r)λ(i0, 0)
q em que j + uk + l = qu+ r, 0 ≤ r < u
(i, k ∈ I, j, l ∈ {0, . . . , u− 1}).
Que se verificam estas relac¸o˜es sai-nos de 3.5, na demonstrac¸a˜o do Lema 3.29.
Provaremos que qualquer palavra w ∈ Λ+ pode ser reduzida a uma palavra de
L, atrave´s das relac¸o˜es de R, usando induc¸a˜o sobre o comprimento |w| da palavra
w. Se |w| = 1 enta˜o w ∈ L, pela definic¸a˜o de L. Se |w| = 2 enta˜o w = λ(i, j)λ(k, l)
e portanto
w →∗ λ(i, r)λ(i0, 0)
q ∈ L, j + uk + l = qu+ r (0 ≤ r < u),
que e´ uma relac¸a˜o em R. Seja n ≥ 2 e suponhamos que qualquer palavra w, tal
que |w| ≤ n, pode ser reduzida a uma palavra de L, usando relac¸o˜es de R. Seja
w ∈ Λ+ com |w| = n+ 1. Temos w = λ(i1, j1) . . . λ(in, jn)λ(in+1, jn+1). Podemos
reduzir λ(in, jn)λ(in+1, jn+1) obtendo
w →∗ λ(i1, j1) . . . λ(in−1, jn−1)λ(in, r)λ(i0, 0)
q
em que
jn + uin+1 + jn+1 = qu+ r (0 ≤ r < u).
Fazendo w′ = λ(i1, j1) . . . λ(in−1, jn−1)λ(in, r) temos |w
′| = n e, usando a hipo´tese
da induc¸a˜o, obtemos w′ →∗ λ(i, j)λ(i0, 0)
m ∈ L para algum i ∈ I, j ∈ {0, . . . , u−
1}, m ∈ N0, o que implica w →
∗ λ(i, j)λ(i0, 0)
m+q ∈ L.
(ii) Usaremos a estrutura automa´tica (Z,L) obtida na demonstrac¸a˜o do Lema
3.29 (iii) para provar que T = Σp,d,P∪ΛI,p,d e´ finitamente apresentado. Mostraremos
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que < Z | R > e´ uma apresentac¸a˜o finita para T , definindo R como o seguinte
conjunto de relac¸o˜es:
x = γ0x (3.6)
y = yγ0 (3.7)
λiλj = λix
uj (i, j ∈ I) (3.8)
xλi = x
1+ui (i ∈ I) (3.9)
yλi = yx
ui (i ∈ I) (3.10)
γrλi = γrx
ui (r ∈ P, i ∈ I) (3.11)
xy = γ0 (3.12)
λiy = λj (i ∈ I, ui > 1, j = p+ d− uid) (3.13)
λiy = γ0 (i ∈ I, ui = 1) (3.14)
γry = y (r ∈ P ) (3.15)
xγr = x (r ∈ P ) (3.16)
λiγr = λi (i ∈ I, r ∈ P, i+ uid ≥ p+ r) (3.17)
λiγr = λj (i ∈ I, r ∈ P, i+ uid < p+ r, j = p+ r − uid) (3.18)
γrγt = γr (r ≥ t) (3.19)
γrγt = γt (r < t) (3.20)
Para vermos que uma relac¸a˜o se verifica basta-nos provar que cada um dos membros
corresponde a` mesma palavra em {cibj : i, j ≥ 0}. Provaremos que se verificam as
relac¸o˜es 3.13, 3.14, 3.19 e 3.20, as restantes facilmente se verificam.
Comec¸amos pelas relac¸o˜es 3.13 e 3.14. Observamos que, pela definic¸a˜o de ui,
temos λiy = c
ibi+uidcp+dbp = cp+d−uidbp. Se ui = 1 enta˜o λiy = c
pbp = γ0, logo
verifica-se 3.14. Se ui > 1 enta˜o p+d−uid < p, e assim, definido j = p+d−uid,
temos λiy = c
jbj+(ui−1)d ∈ ΛI,p,d. Mas temos j + (ui − 1)d = p o que implica, da
definic¸a˜o de uj , que ui − 1 = uj , o que significa que λiy = λj , logo verifica-se
tambe´m 3.13.
Para provar as relac¸o˜es 3.19 e 3.20, comecemos por escrever
λiγr = c
ibi+uidcp+rbp+r.
Caso i+uid ≥ p+r enta˜o λiγr = c
ibi+uid = λi, verificando-se 3.19. Caso contra´rio,
temos λiγr = c
p+r−uidbp+r ∈ ΛI,p,d porque ui > 0. Definido j = p+r−uid temos
λiγr = c
jbj+uid e, como j+uid = p+ r < p+d e usando a definic¸a˜o de uj , temos
que ter ui = uj , o que implica λiγr = λj , assim, verifica-se tambe´m 3.20.
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Vamos agora provar que qualquer palavra w ∈ Z+ pode ser reduzida a uma
palavra em L, usando as nossas relac¸o˜es, atrave´s da induc¸a˜o no comprimente de w.
Se |w| = 1 enta˜o, ou w ∈ L, ou w pode ser reduzida a uma palavra em L, usando
as relac¸o˜es de 3.6 ou 3.7.
Consideremos agora palavras de comprimento 2:
• a palavra λiλt reduz-se a λix
ut ∈ L, usando (3.8);
• λix ∈ L;
• λiy ou se reduz a γ0 ∈ L usando, (3.14), ou a λj ∈ L, para algum j,
usando a relac¸a˜o (3.13);
• λiγr reduz-se a λj ∈ L, para algum j, usando as relac¸o˜es (3.17) ou (3.18);
• xx reduz-se a γ0x
2 ∈ L, usando (3.6);
• xy reduz-se a γ0 ∈ L usando a relac¸a˜o (3.12);
• xλi reduz-se a γ0x
1+ui ∈ L usando as relac¸o˜es (3.9) e (3.6);
• xγt reduz-se a γ0x ∈ L usando as relac¸o˜es (3.16) e (3.6);
• yx reduz-se a yγ0x ∈ L usando (3.6);
• yy reduz-se a y2γ0 ∈ L usando (3.7);
• yλi reduz-se a yγ0x
ui ∈ L usando (3.10) e (3.7);
• yγt ∈ L;
• γix ∈ L;
• γiy reduz-se a yγ0 ∈ L usando (3.15) e (3.7);
• γiλt reduz-se a γix
ut ∈ L usando (3.11);
• γiγr reduz-se a γj ∈ L, para algum j, usando (3.19) ou (3.20).
No pro´ximo passo da induc¸a˜o usaremos o facto de que, se a palavra w pertencer
a L enta˜o, da definic¸a˜o de L, wxn tambe´m pertence a L para qualquer n ∈ N0.
Seja n ≥ 2 e suponhamos que todas as palavras w ∈ Z+ com |w| ≤ n se podem
reduzir a uma palavra de L. Seja w ∈ Z+ uma palavra de comprimento n + 1.
Enta˜o, temos w = w1g1g2 com w1 ∈ Z
+ e g1, g2 ∈ Z. Vamos considerar todos os
pares poss´ıveis de geradores g1, g2 ∈ Z e provar que em todos os casos w se reduz
a uma palavra de L, usando as relac¸o˜es.
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Caso 1: g1g2 ∈ {λiy, λiγt, xy, xγt, γty, γtγi}. Nestes casos podemos aplicar uma das
relac¸o˜es para reduzir g1g2 a um gerador g. E depois podemos aplicar a
hipo´tese indutiva para reduzir w1g a uma palavra de L;
Caso 2: g1g2 ≡ g1x. Nestes casos podemos reduzir w1g1 a` palavra w2 ∈ L, usando a
hipo´tese indutiva, e portanto podemos reduzir w a w2x ∈ L;
Caso 3: g1g2 ≡ λiλt. Usando a relac¸a˜o (3.8), temos w →
∗ w1λix
ut e como |w1λi| = n,
usando a hipo´tese indutiva obtemos w1λi →




Caso 4: g1g2 ≡ xλt. Usando a relac¸a˜o (3.9) obtemos w →
∗ w1x
1+ut . Tendo em conta
que |w1| ≤ n, usando a hipo´tese, podemos escrever w1 →




Caso 5: g1g2 ≡ yλt. Usando a relac¸a˜o (3.10), reduzimos yλt a yx
ut . Podemos
aplicar a hipo´tese indutiva a w1y para obter w1y →
∗ w2 ∈ L o que implica
w →∗ w2x
ut ∈ L;
Caso 6: g1g2 ≡ yy. Comec¸amos por reduzir w1y a uma palavra w2 ∈ L, usando a
hipo´tese indutiva. Podemos ter w2 ≡ λix
u ou w2 ≡ y
vγrx
u. Se w2 ≡ λi
enta˜o w →∗ λiy, e aplicando as relac¸o˜es (3.13) ou (3.14) reduzimo-la a uma
palavra em L. Se w2 ≡ λix enta˜o w →
∗ λixy →
∗ λiγ0, aplicando a relac¸a˜o
(3.12). Assim, aplicando agora as relac¸o˜es (3.17) ou (3.18), w reduz-se a uma
palavra de L. Se w2 ≡ λix






aplicando as relac¸o˜es (3.12) e (3.16). Se w2 ≡ y
vγr enta˜o
w →∗ yvγry →
∗ yvy →∗ yv+1γ0 ∈ L,
usando as relac¸o˜es (3.15) e (3.7). Se w2 ≡ y
vγrx enta˜o w →
∗ yvγrxy e
podemos aplicar (3.12) para reduzir xy a γ0. Enta˜o podemos reduzir γrγ0
a γr, aplicando a relac¸a˜o (3.19), e portanto w →
∗ yvγr ∈ L. Podemos ter
w2 ≡ y
vγrx






usando as relac¸o˜es (3.12) e (3.16).
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Caso 7: g1g2 ≡ yγt. Comec¸amos por reduzir w1y a` palavra w2 ∈ L. Pode ser
w2 ≡ λix
u ou w2 ≡ y
vγrx
u. Se w2 ≡ λi enta˜o w →
∗ λiy e, aplicando a
relac¸a˜o (3.13) ou (3.14), podemos reduzir w a um gerador que pertence a L.
Se w2 ≡ λix




u ∈ L. Se w2 ≡ y
vγr enta˜o w →
∗ yvγrγt, aplicando as relac¸o˜es (3.19) ou
(3.20) obtemos w →∗ yvg ∈ L com g ∈ {γr, γt}. E por fim, se w2 ≡ y
vγrx
u
com u > 0 enta˜o temos w →∗ yvγrx
uγt →
∗ yvγrx
u ∈ L, usando a relac¸a˜o
(3.16).
Caso 8: g1g2 ≡ γtλi. Aplicando a relac¸a˜o (3.11), obtemos γtλi →
∗ γtx
ui . Como
|w1γt| ≤ n, usando a hipo´tese, temos w1γt →




Demonstrac¸a˜o do Teorema 3.32 Sabemos ja´ que um subsemigrupo finitamente
gerado ou e´ um subconjunto da diagonal, portanto e´ finitamente apresentado, ou
tem uma das seguintes formas:
FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P , FD ∪ F ∪ Λ̂I,p,d ∪ Σp,d,P ,
FD ∪ F ∪ ΛI,p,d, FD ∪ F ∪ Λ̂I,p,d
em que I ⊆ {q, q + 1, . . . , p − 1} para alguns q, p ∈ N0, e para conjuntos F e
FD finitos. Podemos considerar, sem perda de generalidade, so´ os subsemigrupos da
forma
FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P , FD ∪ F ∪ ΛI,p,d
(os outros dois sa˜o anti-isomorfos a estes). Em ambos casos podemos remover o
conjunto finito FD ∪ F do nosso subsemigrupo e continuamos com um subsemi-
grupo. Assim, em ambos os casos, o nosso subsemigrupo S tem um subsemigrupo U
tal que S\U e´ finito, que, pelo Lema 3.33, e´ finitamente apresentado. Enta˜o, pela
Proposic¸a˜o 3.31, S e´ tambe´m finitamente apresentado.
9.4 Residualmente finitos
Dizemos que um semigrupo S e´ residualmente finito se, para quaisquer dois elemen-
tos s1, s2 ∈ S, existe um semigrupo finito F e um homomorfismo φ : S → F que
separa s1 e s2 (tal que s1φ 6= s2φ). Consideremos o seguinte resultado:
Teorema 3.34. Um semigrupo do monoide bic´ıclico B e´ residualmente finito se e
so´ se na˜o for bilateral.
98 CAPI´TULO 3. SUBSEMIGRUPOS DO MONOIDE BICI´CLICO
Demonstrac¸a˜o. Mostremos primeiro que um semigrupo bilateral na˜o e´ residual-
mente finito. De facto, um semigrupo bilateral S conte´m um subconjunto da forma
X = {cp+udbp+vd; u, v ≥ 0}, que e´ um subsemigrupo isomorfo ao monoide bic´ıclico;
a func¸a˜o ψ : B → X; cubv 7→ cp+udbp+vd e´ claramente um isomorfismo. Tendo em
conta que B na˜o e´ residualmente finito enta˜o, S tambe´m na˜o e´ residualmente finito
(ver [25]).
Mostraremos agora que um subsemigrupo S contido em U (um semigrupo supe-
rior ou um subconjunto da diagonal) e´ residualmente finito. Seja α = cibj e β = ckbl
dois elementos arbitra´rios em S. Tomando p ≥ max(j, l) o conjunto Sp = S ∩ Ip e´
um ideal de S. Assim, o homomorfismo de Rees φ : S → (S\Sp)∪ {0} separa α e
β, e S\Sp∪{0} e´ finito, porque S\Sp ⊆ T0,p. Por analogia, qualquer subsemigrupo
contido em Û e´ residualmente finito.
Este teorema tem a seguinte formulac¸a˜o equivalente:
Teorema 3.35. Um semigrupo do monoide bic´ıclico B e´ residualmente finito se e




Neste cap´ıtulo tratamos generalizac¸o˜es do monoide bic´ıclico, em particular o monoide
polic´ıclico ([26]), fazemos ainda um pequena introduc¸a˜o a`s extenso˜es de Bruck-Reilly
com o intuito as relacionar com o monoide bic´ıclico ([2]) e fazemos uma breve re-
fereˆncia a uma outra generalizac¸a˜o do monoide bic´ıclico, de Celia L. Adair ([1]).
1 Monoide Polic´ıclico
Nesta secc¸a˜o, tratamos monoides polic´ıclicos. Estes foram introduzidos por Nivat e
Perrot [30] como generalizac¸o˜es do monoide bic´ıclico.
Relembrando, que o monoide bic´ıclico pode ser representado em termos da func¸a˜o
sucessor de nu´meros naturais (ver in´ıcio do cap´ıtulo 2). Generalizando, se X for um
qualquer conjunto isomorfo a um seu subconjunto pro´prio Y , atrave´s do isomorfismo
θ : X → Y , enta˜o, as bijecc¸o˜es parciais θ e θ−1 em I(X) geram um submonoide
isomorfo ao monoide bic´ıclico. Assim, o monoide bic´ıclico surge-nos em contextos em
que a estrutura e´ isomorfa a uma subestrutura pro´pria. Para generalizar, comec¸amos
por considerar propriedades ana´logas no conjunto de Cantor.
O conjunto de Cantor, C, e´ um subconjunto da linha real obtida do seguinte













9 ]); o processo continua removendo em cada fase o terc¸o central
de cada intervalo restante. Definimos C =
⋂∞
i=0 Fi.
Uma propriedade importante do conjunto de Cantor e´ que este e´ isomorfo a uma
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, 1] ∩ C)









, 1] ∩ C → C em que x 7→ 3x− 2.
Os elementos b e c geram um submonoide inverso de I(C) que verifica as
propriedades de auto-semelhanc¸a do conjunto de Cantor. No monoide inverso I(C)
verificam-se as equac¸o˜es bb−1 = 1 e cc−1 = 1, uma vez que a imagem de cada
aplicac¸a˜o e´ todo o conjunto de Cantor. E ainda, b−1bc−1c = 0, porque, as func¸o˜es
teˆm domı´nios disjuntos. Esta equac¸a˜o e´ equivalente a bc−1 = 0.
Este exemplo motiva a seguinte definic¸a˜o. Para n ≥ 2, o monoide polic´ıclico em
n geradores Pn e´ um semigrupo com zero com a seguinte apresentac¸a˜o:
Pn = 〈p1, . . . , pn, p
−1




i = 1, pip
−1
j = 0 com i 6= j〉.
Denotamos o monoide polic´ıclico com um nu´mero infinito numera´vel de geradores
por P∞.
1.1 Propriedades do Monoide Polic´ıclico
O monoide bic´ıclico, tal como ja´ vimos, pode ser representado por bijecc¸o˜es parci-
ais nos nu´meros naturais. Uma representac¸a˜o similar pode ser obtida para mono´ides
polic´ıclicos atrave´s de bijecc¸o˜es parciais sobre mono´ides livres. Seja Σ = {x1, . . . , xn}.
Definindo a func¸a˜o αi : Σ
∗ → Σ∗ por αi(u) = xiu, que tem domı´nio Σ
∗ e im-
agem xiΣ
∗. Podemos ver αi como um elemento de I(Σ
∗). Denotemos por Bn o
submonoide inverso de I(Σ∗) gerado por αi. Note-se que α
−1
i αi = 1, a func¸a˜o
identidade em I(Σ∗), em que, se i 6= j enta˜o α−1i αi = 0, a func¸a˜o vazia em Σ
∗.
Definindo a func¸a˜o θ : Pn → Bn por θ(p
−1
i ) = αi e θ(pi) = α
−1
i . Enta˜o, pela
Proposic¸a˜o 1.70, Bn e´ uma imagem homomorfa de Pn.
No resultado seguinte, diremos que dois elementos de um semigrupo livre com
zero sa˜o “equivalentes”se forem iguais em Pn; escrevemos “u ≡ v”. Para uma
sequeˆncia pi1 . . . pim definimos (pi1 . . . pim)




Proposic¸a˜o 4.1. Pn e´ isomorfo a Bn.
1. MONOIDE POLICI´CLICO 101
Demonstrac¸a˜o. Facilmente verificamos que todo elemento de Pn, diferente de
zero, e´ equivalente a uma varia´vel da forma u−1v em que u, v,∈ {p1, . . . , pn}
∗.
Para provarmos que esta representac¸a˜o e´ u´nica necessitamos do seguinte resul-
tado: no semigrupo Bn, se
(αi1 . . . αim)(αj1 . . . αjn)
−1 = (αk1 . . . αkp)(αl1 . . . αlq)
−1
enta˜o m = p, n = q,
αi1 = αk1 , . . . , αim = αkp e αj1 = αl1 , . . . , αjn = αlq .
Para vermos isto, observemos que o elemento
α = αi1 . . . αim
de Bn tem domı´nio Σ
∗ e imagem xi1 . . . ximΣ
∗, e que o elemento
β = (αj1 . . . αjn)
−1
tem imagem Σ∗ e domı´nio xjn . . . xj1Σ
∗. Logo, αβ tem domı´nio xjn . . . xj1Σ
∗ e
imagem xi1 . . . ximΣ
∗. Assim, elementos de Bn da forma
(αi1 . . . αim)(αj1 . . . αjn)
−1
sa˜o unicamente determinados pelos seus domı´nios e imagens.
Podemos agora demonstrar que todo elemento de Pn, diferente de zero, e´ equiva-
lente a uma u´nica varia´vel da forma u−1v em que u, v,∈ {p1, . . . , pn}
∗. Suponhamos
que u−1v ≡ x−1y, enta˜o, θ(u−1v) = θ(x−1y) em Bn. Logo, θ(u)
−1θ(v) =
θ(x)−1θ(y). Agora basta-nos usar o resultado anterior.
E´ agora claro que o homomorfismo sobrejectivo de Pn em Bn e´ injectivo.
Para descrever a forma do produto em Pn, deveremos generalizar a operac¸a˜o
monus introduzida no Cap´ıtulo 2.









v caso y = xv
1 caso contra´rio.
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O expoente “-1” e´ aqui utilizado no cancelamento de palavras e deve ser cuida-
dosamente distinguido do seu uso nos semigrupos inversos. Embora potencialmente
confuso, o contexto torna, geralmente claro, qual dos casos se trata. As propriedades
ba´sicas da varia´vel de cancelamento sa˜o dadas a seguir:
Lema 4.2. Seja x, y, u, v ∈ {x1, . . . , xn}
∗.
(1) x(x−1y) = y se e so´ se x for um prefixo de y.
(2) (yx−1)x = y se e so´ se x for um sufixo de y.
(3) O conjunto Σ∗u ∩ Σ∗v e´ diferente do vazio quando u e´ um sufixo de v
ou v e´ um sufixo de u. Quando este conjunto for diferente do vazio temos
(vu−1)u = (uv−1)v, e
Σ∗u ∩ Σ∗v = Σ∗(vu−1)u = Σ∗(uv−1)v.
(4) O conjunto uΣ∗ ∩ vΣ∗ e´ diferente do vazio quando u e´ um prefixo de v
ou v e´ um prefixo de u. Quando este conjunto for diferente do vazio temos
v(v−1u) = u(u−1v), e
uΣ∗ ∩ vΣ∗ = v(v−1u)Σ∗ = u(u−1v)Σ∗.
Demonstrac¸a˜o.
(1) Se x(x−1y) = y, enta˜o e´ o´bvio que x e´ um prefixo de y. Reciprocamente,
suponhamos que x e´ um prefixo de y enta˜o y = xu, para algum u. Por
definic¸a˜o, u = x−1y. Logo, x(x−1y) = y.
(2) Tem demonstrac¸a˜o ana´loga a` de (1).
(3) Das propriedades de monoides livres, facilmente se verifica que Σ∗u ⊆ Σ∗v e´
diferente do vazio precisamente quando u e´ um sufixo de v ou v um sufixo
de u. Suponhamos que u e´ um sufixo de v, enta˜o, por (2), v = (vu−1)u e
(uv−1)v = 1v = v. E´ claro que Σ∗v ⊆ Σ∗u e portanto Σ∗u ∩ Σ∗v = Σ∗v. O
caso em que v e´ um sufixo de u demonstra-se de modo ana´logo.
(4) Tem demonstrac¸a˜o ana´loga a` de (3).
Com esta notac¸a˜o podemos agora obter um descric¸a˜o sucinta da multiplicac¸a˜o
em monoides polic´ıclicos.
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Lema 4.3. Seja x−1y e u−1v dois elementos de Pn. O seu produto e´ diferente de
zero quando y e´ um sufixo de u ou u um sufixo de y; isto e´, quando a intersecc¸a˜o
Σ∗y ∩ Σ∗u for diferente do vazio. Se (x−1y)(u−1v) 6= 0 enta˜o
(x−1y)(u−1v) = ((uy−1)x)−1((yu−1)v).
Demonstrac¸a˜o. Consideremos primeiro todos os produtos da forma yu−1 em
que y, u ∈ Σ∗. Suponhamos que y e´ um sufixo de u, enta˜o, u = wy para algum
w ∈ Σ∗, e portanto, yu−1 = yy−1w−1 = w−1. Se por outro lado, u for um sufixo
de y, enta˜o, y = wu para algum w ∈ Σ∗, e yu−1 = wuu−1 = w. Em qualquer
um dos casos o produto e´ diferente de zero.
Suponhamos agora que nem y e´ sufixo de u nem u e´ sufixo de y. Enta˜o,
existe v ∈ Σ∗ tal que y = y1v e u = u1v e as u´ltimas letras de y1 e u1 sa˜o
diferentes. Logo, yu−1 = 0, o que e´ um absurdo.
Consideremos agora o produto (x−1y)(u−1v). Dos ca´lculos anteriores sabemos
que e´ suficiente considerar o caso em que y e´ um sufixo de u ou vice-versa.
Suponhamos que y e´ sufixo de u, enta˜o,
(x−1y)(u−1v) = x−1w−1v = (wx)−1v
que e´ diferente de zero. Por outro lado, suponhamos que u e´ sufixo de y enta˜o,
(x−1y)(u−1v) = x−1wv
que e´ diferente de zero.
Para terminar, determinemos uma descric¸a˜o explicita do produto (x−1y)(u−1v)
quando este e´ diferente de zero. Usando os ca´lculos anteriores, sabemos que se
u = wy, enta˜o,
(x−1y)(u−1v) = (wx)−1v
e se y = wu enta˜o,
(x−1y)(u−1v) = x−1wv.
Facilmente se verifica que o produto tratado neste lema engloba estes dois casos e
mais nenhum.
A descric¸a˜o anterior do produto conduz-nos a uma representac¸a˜o natural dos monoides
polic´ıclicos. Para n ≥ 2, o monoide Pn e´ isomorfo ao conjunto Σ
∗ × Σ∗ ∪ {0}
com a seguinte multiplicac¸a˜o:
(x, y)(u, v) =
{
((uy−1)x, (yu−1)v) caso Σ∗y ∩ Σ∗v 6= ∅
0 caso contra´rio.
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O elemento 0 e´ definido para funcionar como um zero.
O monoide P1 e´ isomorfo a Σ
∗ ∩ Σ∗ em que Σ conte´m exactamente um
elemento com a multiplicac¸a˜o anterior, exceptuando a omissa˜o do zero. Observando
o isomorfismo entre o monoide livre, num alfabeto com apenas uma letra, e os inteiros
com a adic¸a˜o, o monoide bic´ıclico e´ enta˜o isomorfo a um conjunto N × N com o
produto:
(a, b)(c, d) = ((c−˙ b) + a, (b −˙ c) + d)
que e´ o produto definido no Cap´ıtulo 2.
Determinemos agora algumas propriedades importantes dos monoides polic´ıclicos
usando a representac¸a˜o dos seus elementos por pares ordenados.
Teorema 4.4. Os monoides polic´ıclicos sa˜o semigrupo inversos, combinatoriais,
0-bisimples, 0-E-unita´rios.
Demonstrac¸a˜o. Comec¸amos por mostrar que os monoides polic´ıclicos sa˜o inversos.
Para o fazer, temos que caracterizar os idempotentes. Suponhamos que (u, v)2 =
(u, v), enta˜o, Σ∗v ∩ Σ∗u 6= ∅ e u = (uv−1)u e v = (vu−1)v, logo, u = v.
Facilmente se verifica que cada elemento da forma (u, u) e´ um idempotente.
Mostraremos seguidamente que os idempotentes comutam.
E´ claro que, (u, u)(v, v) = 0 precisamente quando (v, v)(u, u) = 0. Suponhamos
enta˜o que (u, u)(v, v) e´ diferente de zero, assim, u e´ um sufixo de v ou vice-
versa, logo,
(u, u)(v, v) = ((vu−1)u, (uv−1)v) e (v, v)(u, u) = ((uv−1)v, (vu−1)u).
E´ imediato do Lema 4.2(3) que estes dois produtos sa˜o iguais e sa˜o idempotentes.
Note-se que (u, v)(v, w) = (u,w), e portanto, (u, v)(v, u)(u, v) = (u, v). Logo,
os monoides polic´ıclicos sa˜o inversos e (u, v)−1 = (u, v). A ordem natural par-
cial tem uma caracterizac¸a˜o simples. Suponhamos que (u, v) ≤ (x, y). Enta˜o,
(u, v) = (x, y)(v, v). Assim, Σ∗y ∩ Σ∗v e´ diferente do vazio e u = (vy−1)x e
v = (yv−1)v. Logo, y e´ um sufixo de v e x e´ um sufixo de u. Em particular,
(u, v) = (vy−1)(x, y). Assim, (u, v) = p(x, y) = (px, py), para algum p ∈ Σ∗. Re-
ciprocamente, se (u, v) = p(x, y), para algum p ∈ Σ∗, enta˜o verificamos facilmente
que (u, v) ≤ (x, y).
Para mostrar que o semigrupo e´ combinatorial, supomos que (u, v)H(x, y).
Enta˜o, dos resultados anteriores obtemos u = x e v = y.
Para mostrar que o semigrupo e´ 0-simples, consideramos (u, u) e (v, v) dois
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elementos idempotentes diferentes de zero. Enta˜o,
(v, v) = (u, v)−1(u, v) e (u, u) = (u, v)(u, v)−1
e portanto (u, u)D(v, v).
Finalmente, para mostrar que o semigrupo e´ 0-E-unita´rio supomos que (u, u) ≤
(x, y). Enta˜o, (u, u) = p(x, y), para algum p ∈ Σ∗. Logo, x = y, e portanto
(x, y) e´ um idempotente.
Uma propriedade fundamental dos monoides polic´ıclicos, quando n ≥ 2, e´ a
seguinte:
Teorema 4.5. Para todo n ≥ 2, o monoide polic´ıclico sobre n geradores e´ livre de
congrueˆncias.
Demonstrac¸a˜o. Do Teorema 4.4 sabemos que Pn e´ 0-bisimples e portanto 0-
simples. Assim, Pn na˜o tem ideais para ale´m dos triviais. Seja ρ uma qualquer
congrueˆncia na˜o-universal em Pn enta˜o, 0ρ e´ um ideal de Pn. Logo, 0ρ = {0}
ou 0ρ = Pn. Se ρ for a congrueˆncia na˜o-universal 0ρ = {0}. Suponhamos que
ρ na˜o e´ a congrueˆncia diagonal. Enta˜o, podemos encontrar um par de elementos
distinto ρ-relacionados (x, y) e (x′, y′) tal que o comprimento
|x|+ |y|+ |x′|+ |y′|
seja mı´nimo. Podemos assumir, sem perda de generalidade, que x 6= 1; isto porque
pelo menos uma das varia´veis x, y, x′, y′ deve ser na˜o-vazia, caso contra´rio (x, y) =
(x′, y′), o que contradiz a nossa escolha de elementos. Mas enta˜o esta varia´vel pode
ser assumida como x, ou fazendo uma troca entre (x, y) e (x′, y′) ou observando
que tambe´m se verifica (x, y) ρ (x′, y′). Enta˜o, x ∈ Σ∗a para alguma letra a, e
portanto, x = ua para alguma varia´vel u.
Provaremos agora que x′ 6= Σ∗a. Suponhamos que por absurdo que x′ = va,
para alguma varia´vel v. Enta˜o
(1, a)(x, y) ρ (1, a)(x′, y′)
E portanto (u, y) ρ (v, y′). E´ claro que
|u|+ |y|+ |v|+ |y′| < |x|+ |y|+ |x′|+ |y′|.
Pela minimalidade isto implica que (u, y) = (v, y′), do qual podemos deduzir
que (x, y) = (x′, y′), uma contradic¸a˜o. Logo, x′ nunca pode terminar com um a.
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Existem agora duas possibilidades: ou x′ ∈ Σ∗b com b 6= a, poss´ıvel porque
n ≥ 2, ou x′ = 1. Suponhamos que x′ = vb, enta˜o,
(1, b)(x, y) ρ (1, b)(x′, y′).
Temos (1, b)(x, y) = 0, visto que (1, b)(x′, y′) = (v, y′) 6= 0, o que contradiz o facto
de que 0ρ = {0}. Logo, tem que se verificar x′ = 1. Seja b uma qualquer letra tal
que b 6= a. Enta˜o,
(1, b)(x, y) ρ (1, b)(1, y′).
Contudo, (1, b)(x, y) = 0 visto que (1, b)(1, y′) = (1, by′) 6= 0. Temos mais uma
vez uma contradic¸a˜o. O erro esta´ no facto de termos assumido que ρ na˜o e´ uma
congrueˆncia diagonal.
Uma consequeˆncia do resultado anterior e´ que o semigrupo inverso obtido do
conjunto de Cantor no in´ıcio deste cap´ıtulo e´ mesmo isomorfo a P2.
No resultado seguinte, provaremos que P2 conte´m co´pias de todos os mono´ides
polic´ıclicos em conjuntos numera´veis. Consideremos
P2 = 〈p, q, p
−1, q−1 : pp−1 = 1 = qq−1, pq−1 = 0 = qp−1〉.
Proposic¸a˜o 4.6. Pn esta´ inclu´ıdo em P2 para todo n ≥ 2, incluindo o caso em que
n = ∞.
Demonstrac¸a˜o. Comecemos com alguns resultados preliminares. Fazendo pi =




i)(pqi)−1 = pqiq−ip−1 = 1.
Consideremos agora pip
−1




Suponhamos que j > i. Enta˜o j = i + k, para algum k > 0, e portanto,
qiq−j = q−k. Logo pip
−1
j = 0. De forma ana´loga, quando j < i enta˜o pip
−1
j = 0.
Seja n ≥ 2 um nu´mero natural. Construiremos um semigrupo inverso de P2




pqi−1 com i = 1, . . . , n− 1
qn−1 com i = n.
Dos nossos ca´lculos preliminares, e´ claro que pn,ip
−1
n,i = 1 e pn,ip
−1
n,j = 0, caso
i 6= j e i 6= n. Facilmente verificamos que pn,np
−1
n,n = 1 e que para i 6= n temos
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pn,ip
−1
n,n = 0. Logo o conjunto {pn,i : 1 ≤ i ≤ n} gera um submono´ide inverso P
′
n
de P2 que e´ uma imagem homomorfa na˜o trivial de Pn. Contudo, para n ≥ 2 o
monoide Pn e´ uma livre de congrueˆncias pelo Teorema 4.5. Logo, Pn e´ isomorfo a
P ′n.
Suponhamos agora que n = ∞. Enta˜o prova-se de modo semelhante, que o
conjunto {pn : i ∈ N} gera um submono´ide inverso isomorfo a P∞.
Um estudo mais extenso dos mono´ides polic´ıclicos incluindo embeddings dos
mono´ides polic´ıclicos nos ane´is, embeddings dos mono´ides polic´ıclicos em I(N) e
ainda uma construc¸a˜o de Girard pode encontrar-se em Lawson [26].
2 Outras generalizac¸o˜es do Monoide bic´ıclico
Nesta secc¸a˜o referiremos brevemente outras construc¸o˜es com base no monoide bic´ıclico
indicando as respectivas refereˆncias bibliogra´ficas.
Em 1958 Bruck provou que qualquer semigrupo S pode ser “embeded”num
monoide simples (com ideais pro´prios). Para isso ele definiu as extenso˜es de Bruck-
Reilly do monoide S1. Reilly, em 1965, mostrou que os ω-semigrupos bisimples sa˜o
as extenso˜es de Bruck-Reilly de grupos. Em 1968, Kocˇin generalizou esta construc¸a˜o
a`s cadeias finitas de grupos, caracterizando os ω-semigrupos bisimples inversos. Mais
tarde, em 1970, Munn definiu o termo Extenso˜es de Bruck-Reilly e provou que as ex-
tenso˜es de Bruck-Reilly dos monoides de Clifford sa˜o os semigrupos simples inversos
com um tipo especial de semireticulado de idempotentes.
Em [2] podemos encontrar a seguinte definic¸a˜o:
Seja M um monoide com identidade 1M e seja θ : M → M um endomorfismo
de M. No conjunto N0 × T × N0 (em que N0 representa o conjunto dos inteiros na˜o
negativos) definimos a seguinte operac¸a˜o bina´ria
(m, a, n)(p, b, q) = (m− n+ t, (aθt−n)(bθt−p), q − p+ t)
em que t = max{n, p}, e θ0 denota a aplicac¸a˜o identidade em M . O conjunto N0×
T × N0 com esta operac¸a˜o e´ um monoide com identidade (0, 1m, 0), que denotamos
por BR(T, θ) e chamamos a extensa˜o de Bruck-Reilly de M determinada por θ. Esta
construc¸a˜o e´ uma generalizac¸a˜o das construc¸o˜es feitas por Bruck [3], Reilly [31] e
Munn [29]. A construc¸a˜o de Bruck considera o caso especial em que θ aplica todos
os elementos na identidade de M , onde a extensa˜o obtida e´ um monoide simples, e e´
usada para provar que todo o semigrupo pode ser “embeded”num monoide simples.
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Por outro lado, a construc¸a˜o de Reilly considera o caso em que o monoide e´ um
grupo; o monoide obtido e´ um ω-semigrupo inverso bisimples e, reciprocamente,
todo ω-semigrupo inverso bisimples e´ uma extensa˜o de Bruck-Reilly do seu grupo
de unidades. E por fim, Munn considera as extenso˜es de Bruck-Reilly com respeito
a endomorfismos que aplicam o monoide no seu grupo de unidades e assim da´ um
teorema de estrutura para uma classe especial de semigrupos inversos simples ([29]).
Fazemos agora uma breve refereˆncia a Celia L. Adair que em [1] descreve uma
generalizac¸a˜o dum semigrupo bic´ıclico, que e´ o semigrupo de isomorfismos entre
ideais principais do semireticulado cw = {α0 > α1 > . . . > αn > . . .}. Adair
considera N como conjunto representante de todos os nu´meros (facilmente se mostra
que o semigrupo bic´ıclico e´ isomorfo a (N × N, ·) com (m,n) · (p, q) = (m − n +
max{n, p}, q−p+max{n, p})), e a generalizac¸a˜o do semigrupo bic´ıclico e´ descrita de
tal modo que matrizes substituem os pontos de (N ×N) e para os quais a imagem
inversa ma´xima e´ o semigrupo bic´ıclico.
3 Considerac¸o˜es finais
Esta dissertac¸a˜o consiste num trabalho de recolha bibliogra´fica e s´ıntese sobre o
monoide bic´ıclico propriedades, subsemigrupos, e generalizac¸o˜es. Definimos assim
o monoide bic´ıclico e apresentamos algumas propriedades nota´veis do mesmo, fize-
mos a descric¸a˜o de todos os subsemigrupos do monoide bic´ıclico que utilizamos para
estabelecer diversas propriedades destes subsemigrupos. Estudamos apenas em de-
talhe uma generalizac¸a˜o e referimos outras. Foram inclu´ıdos resultados recentes,
nomeadamente sobre subsemigrupos.
Terminamos esta dissertac¸a˜o com a ideia de que ainda ha´ muito trabalho por
fazer, nomeadamente na investigac¸a˜o dos subsemigrupos do monoide bic´ıclico, procu-
rando eventualmente ligac¸o˜es com a teoria dos subsemigrupos nume´ricos.
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