Knus, Parimala and Sridharan have recently defined the discriminant of an involution of the first kind on a central simple algebra [10] (see also [11] ), and they have shown how the discriminant can be used to determine whether an involution on a central simple algebra of degree 4 is decomposable, i.e. whether the central simple algebra decomposes into a tensor product of two quaternion algebras stable under the involution. Although the discriminant of an involution is in principle easy to calculate (the definition is recalled in section 2.), it may prove difficult to determine explicitly for a given central simple algebra. Our purpose in this paper is to show how the discriminant can be computed explicitly for involutions on division algebras over Henselian fields of residual characteristic different from 2, in terms of residue information.
Our results depend on the kind of the residue involution and on whether the division algebra is inertially split or not; they are collected in Theorem 4. In particular, they show that every involution on a division algebra of degree at least 4 which is not inertially split has discriminant 1. As an application of the main Theorem, we also compute the discriminant of the involution considered by Amitsur, *) author deceased Rowen and Tignol in [2, Theorem 5.2] ; the result thus obtained yields an alternative proof that the involution is not decomposable.
It is also worth pointing out that in the case where the residue involution is the identity, we obtain a stable decomposition of the division algebra into a semi-ramified and a totally ramified subalgebra; moreover, the totally ramified part has a stable decomposition into a tensor product of quaternion algebras (see Theorem 5) . In particular, it follows that every involution on a totally ramified division algebra over a Henselian field of residual characteristic not 2 decomposes as a tensor product of involutions on quaternion algebras. Stable decompositions of semi-ramified division algebras over Henselian fields are further investigated in [4] .
In the final section, we investigate the set of discriminants of orthogonal involutions on division algebras over Henselian fields. We show that in a large number of cases this set is the group of square classes of reduced norms. In view of the fact that decomposable involutions have trivial discriminants, this result yields an efficient way of constructing division algebras with indecomposable involutions.
Notations and Terminology.
All the division algebras considered in this paper are finite-dimensional over their center and of characteristic not 2. The degree deg D of a division algebra is the square root of its dimension over the center. An involution σ over a division algebra D with center F is of the first kind if it leaves F elementwise invariant; otherwise it is of the second kind. We denote:
(D, σ) + = {x e D \ σ(x) = x} and (JD, σ)_ = {x e D | σ(x) = -x}.
If deg D = n and σ is of the first kind, then it can be proved that dhnp(D, σ)+ = (n(n + l))/2 or n(n -l)/2. The involution is called of orthogonal type or type +1 in the former case, of symplectic type or type -1 in the latter (see [21, Ch. 8; (7.6)]). If σ is an involution of the first kind, then every other involution r of the first kind is the composite of σ with an inner automorphism Int(w) : x ^ uxvΓ 1 :
for some u φ 0 such that σ(u) = ±u. The involutions σ and r are of the same type if σ(u) = u\ they are of opposite type if σ(u) = -u (see [21, Ch. 8; (7.7)]).
The following observation, made independently by several authors [23, Proposition 3] , [16, Proposition 5] , [18, Proposition 5.3] , characterizes the involutions of orthogonal type: LEMMA 
If an involution σ on a division algebra D leaves a maximal subfield K elementwise invariant, then it is of orthogonal type.
Proof. We include a proof for the reader's convenience: Let L be a splitting field of D such that K®pL is a field. (One can for instance choose for L a generic splitting field of D.) Fix an isomorphism:
The elements in K®F L are then identified to endomorphisms of V, hence V is endowed with a K ®p L-vector space structure. Comparing dimensions over L, we must have dim^L V = 1. It is known (see for instance [21, p.302] ) that every involution on End/,(V) is the adjoint involution with respect to some bilinear form on V, which is symmetric if the involution is of orthogonal type and alternating if the involution is of symplectic type. Let B be a bilinear form on V for which the extension of σ to D ®p L is the adjoint involution and let v e V, υ Φ 0. Since K is elementwise invariant under σ, we have for α, β G K ®p L:
Therefore, B is symmetric and σ is of orthogonal type. D
We now review the basic notions of valuation theory on division algebras in the special case of interest for the present paper.
Let D be a central division algebra over a field F. Every Henselian valuation v on F extends to a valuation on D (see [22, p. 53] The division algebras D considered in this paper are endowed with an involution of the first kind; it then follows that their exponent is 2 (see [21, p. 305] ), and hence their degree is a power of 2. We further assume that char F Φ 2; hence the division algebras we consider are tame in the sense of [9, §6] . The "Ostrowski Theorem" [7] then yields: (1) [ 2) and since F is Henselian, it follows that F{x\) contains a unique inertial lift K of F(ξ), i.e. a unique subfield K such that
Let ^2 £ K be such that X2 = ζ-Again, we have cr(x 2 ) = εx2 + m! for some m! G Then let x = (x 2 + εσ(x 2 ))/2 = ^2 + (εra'/2). We have x = x^ = ξ" and σ(x) = εx. Moreover x G K, and hence
On the other hand,
There is a corresponding result for representatives of values, which will be needed in section 4.: 
Since D is inertially split, we have Λ# = ΓV; hence (Γ^ IV) = [Z(D) : F]; hence Ostrowski's Theorem (see equation (1)) yields
Therefore, (4) shows that F(a) is a maximal subfield of D.
By the Skolem-Noether Theorem, the restriction of σ to F(a) extends to an inner automorphism of D. Let β G D be such that (5) shows that τ(ά) = a. From Lemma 1, it then follows that Ψ is of type +1; hence the type of σ is ε.
We proceed to determine the type of r, hence of σ. By the SkolemNoether Theorem, there exists an
where ε' = ±1. The map lnt(d~1) or is then an involution of D which leaves F(a) elementwise invariant; hence its type is +1, by Lemma 1. Thus, the type of r is ε r and the type of σ = Int(δ) o r is εε'. As the type of σ is ε, it only remains to prove ε' = 1. Since (6) τ(a) = r(α) = a -α, the automorphism of D which maps u to dud~ι, for n G 0£>, is the identity on F(a), hence also on its subfield Z(D). This means 
The inertial case of the preceding proposition is already contained in essence in a paper of Platonov and Yanchevskiϊ: see the proof of Proposition 5.9 of [17] . (To avoid misunderstanding the statement of this proposition, the reader should keep in mind that Platonov and Yanchevskiϊ assume throughout §5 of [17] that the given involution is of symplectic type.)
In the next proposition, we show that every involution on D can be lifted to an involution on D: PROPOSITION 
For any involution t on D which leaves F elementwise invariant, there is an involution r of the first kind on D such that t -τ. Iftis of the second kind, then the type of r can be arbitrarily chosen. Moreover, every automorphism of Z(D) over F can be extended to an involution on D.

Proof. Let p be an automorphism of Z(D) over F and let
F}. The Galois group ofJΓ over F is then canonically isomorphic to the Galois group of Z(D) over F; hence p lifts to some automorphism of T over F which we again denote by p. By Proposition 3.1.67 of [19] , there is an involution τ p on D whose restriction to T is p; hence T~P is an involution on D which extends p. The last part of the proposition is thus proved.
Suppose now that t is a given involution on D. The arguments above, taking for p the restriction of t to Z{Ό\ yield an involution 
In particular, one can take a = 1 if σ is of symplectic type, hence the discriminant of every involution of symplectic type is 1.
We denote by Ί)(D) the set of discriminants of involutions of orthogonal type on D:
where σ runs over the set of orthogonal involutions on D and where disc(σ) is viewed as a coset of F x2 in F x . If 7 is an involution of symplectic type, then every involution σ of orthogonal type has the form σ -
Alternatively, if σ is any given involution of orthogonal type, then every other orthogonal involution has the form r = Int(n) o σ for
we thus get
For example, when D is a quaternion algebra, the conjugation 7 is an involution of symplectic type. Therefore, disc(7) = 1 and
is the set of represented values of the 3-dimensional quadratic form x H-> -χ 2 
v(D). a
From here on, we assume that F is endowed with a Henselian valuation v, such that char Fφ 2. Our aim is to compute the discriminant of σ in terms of residue information. We first investigate the case where σ is of the second kind: 
D
Henceforth, we shall assume that σ is of the first kind. We next consider the case where σ//: PROPOSITION 
Assume σ is an involution of the first kind, σ φ I. If D is inertially split, then
Proof. Again, we assume that σ is of orthogonal type; otherwise disc(σ) = 1 and, when D is inertially split, disc(σ) = 1 by Proposition 3, so the proposition is obvious.
Since σ φ /, one can find ξ e D* such that
is in the image of the map i, and
.
where λ = y(^D '-IV). If D is not inertially split, then λ is even; hence disc(σ) = 1. If D is inertially split, then λ = 1 and "σ is an involution of orthogonal type on D; hence x = ξ G Alt(σ). The proposition then readily follows from relations (7) and (8) . D
The case where σ = I is more difficult to treat. It will be investigated in the next two sections.
Residually commutative division algebras.
In this section, D denotes a finite-dimensional central division algebra with involution over a field F endowed with a Henselian valuation v. We assume char Fφ 2 and D is commutative. For x,y G D x , denote
By skew-symmetry of C (i.e. C{x,y) = C(y,x)~ι), the preceding relation also yields a formula for C(xy, z):
If υ(x) G AD and υ(y) G Γp, let y = /n for some / G F x and some ue Op; then
and the preceding relation shows
C{x,yz) = C(x,z).
Therefore, there is a well-defined map ^x :
Equation (9) shows that this map is a crossed homomorphism (i.e. In order to construct a quaternion subalgebra Q for which these conditions hold, we consider an arbitrary homomorphism The first factor on the right-hand side equals ε r . Moreover, since a = a\ mod 1 + ΛΊD> we have C(α, 6χ) = C(αi,&i). In view of equation (10) We can take S = (ιx, x)p and Γ = (?/, uz) F . However, if (1, is,js, ks) and (l,iτjjr ? &r) are the standard bases of 5 and T, the subalgebras S' of D generated by is and j^z^ and the subalgebra T" generated by z^ and zsj/^ satisfy the same conditions 1-6 as S and T.
2. The theorem shows, as a particular case, that every totally ramified division algebra with involution of the first kind over a Henselian field of residual characteristic different from 2 decomposes into a tensor product of quaternion algebras stable under the involution. This result has also been proved by Chacron The next proposition shows that the discriminant of σ can also be determined from symmetric elements: We observe that
as claimed.
For later use, we also observe that Proposition 2 yields Relation (11) then shows disc(σ) = 1, completing the proof in the case where xyx~ιy~ι = 1.
We have Nrd D (xy -yx) = Nτd D (xyx~1y~1 -l)Nτd D (xy); hence, in view of relation (11),
where Now,
is the canonical map defined in (3).
and since θjj{v{xy)){ά) -a is mapped to its opposite by θ£>(v(xy)), its norm is a square, by Lemma 1. Therefore,
ATrΛ JP
X2
The theorem now follows from equations (12) and (13). • ifσ is of the first kind, σ φ I,
for any a G D such that there exist x, y G D x with σ(x) -x, σ(y) = y, υ(x) and υ(y) F 2 -independent in Γ^/Γj? and xyx~ιy~ι = θD( We conclude this section with an example directly inspired by [2] . Let K/k be a Galois extension of fields (of characteristic not 2) with elementary abelian Galois group of order 4: There is a valuation on A with value group ΓA = Z 2 (with the reverse lexicographic ordering), which maps the element s above to (ri(r 2 ),r 2 )GZ 2 ifα Γl(r2))r2^0 . A straightforward computation shows that the center of K((t\\ OL\)) is Kι{{t\)), where K x is the subfield of K elementwise invariant under α 1? and that otγ{t\) -N κ / k (u)t\. Therefore, if N κ / k (u) = 1, then α 2 has inner order 2 and the degree of A is 4 (see [15, §19.7] ).
The center of A, which we denote by F, is easy to determine explicitly: if N κ / k {u) = 1, Hubert's Theorem 90 yields elements bι,b 2 € K x such that i) = δi for z = 1, 2 and
Then F = A^M?))^1^)), and hence Γ F = 2Z x 2Z C Γ A . PROPOSITION t\) ) invariant, Lemma 1 shows that σ is of orthogonal type.
Ifuα 3 (u) = 1, then there is an involution of the first kind σ on A which leaves K, t\ and t 2 elementwise invariant.
The involution σ is uniquely determined by these conditions; it is of orthogonal type and its discriminant is
The computation of the discriminant of σ is a direct application of Theorem 3 with x -ί 2 and y = t\, then θ A (υ(xy)) -α 3 and if 
Of course, simpler examples are easy to construct; the preceding proposition shows that it suffices to find an extension K/k of degree 4 with elementary abelian Galois group and an element s G K
One can take for instance k = <Q>, K = k(y/2, \/3) and s = 1 + ypλ + \/3. Throughout this section, we assume D is a finite-dimensional central division algebra with involution over a Henselian field F of residue characteristic different from 2. Since explicit computations are easy when D is a quaternion algebra (see section 2), we will often assume degD > 4. This restriction is not necessary however for our first result:
Proof. (This equality has also been proved for arbitrary division algebras of degree 4: see [25] .) From Propositions 3 and 5, it readily follows that this equality holds for D inertially split and not semi-ramified if it holds for D. As a final result, we show that this equality also holds for the inertially split division algebras whose residue algebra is a quaternion algebra (where it is easy to construct examples where the equality does not hold for D). On the other hand, the X-adic valuation on K' extends to a valuation on D' for which D f = D. Propositions 3 and 5 then readily yield inclusion (15) .
[26] A. Wadsworth, private papers.
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