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Background:Functional magnetic resonance imaging (fMRI) provides non-invasivemeasures of neuronal activity using an endogenous Blood Oxygenation-Level Dependent (BOLD) contrast. This article introduces a nonlineardimensionality reduction (Locally Linear Embedding) to extract in-formative measures of the underlying neuronal activity from BOLDtime-series. The method is validated using the Leave-One-Out-Cross-Validation (LOOCV) accuracy of classifying psychiatric diagnoses usingresting-state and task-related fMRI.Methods:Locally Linear Embedding of BOLD time-series (into each voxel’srespective tensor) was used to optimise feature selection. This usesGauß’ Principle of Least Constraint to conserve quantities over bothspace and time. This conservation was assessed using LOOCV togreedily select time points in an incremental fashion on training datathat was categorised in terms of psychiatric diagnoses.Findings:The embedded fMRI gave highly diagnostic performances (> 80%)on eleven publicly-available datasets containing healthy controls andpatients with either Schizophrenia, Attention-Deficit HyperactivityDisorder (ADHD), or Autism Spectrum Disorder (ASD). Furthermore,unlike the original fMRI data before or after using Principal ComponentAnalysis (PCA) for artefact reduction, the embedded fMRI furnishedsignificantly better than chance classification (defined as the majorityclass proportion) on ten of eleven datasets.Interpretation:Locally Linear Embedding appears to be a useful feature extractionprocedure that retains important information about patterns of brainactivity distinguishing among psychiatric cohorts.
Index Terms—nonlinear; dimensionality reduction; image process-ing; machine learning; kernel methods; optimisation; least squares;Theorema Egregium; neurophysiology; evidence-based medicine;(computer-assisted) diagnosis; fMRI; method of image charges; in-tegration; oscillations
I. IntroductionOVER a century ago, Charles Darwin alluded to an ex-perimental paradigm that involved direct observation ofthe brain’s physical mechanisms (nervous matter) [14], wheresuch observations [55] would serve as the physical basis fordichotomising species-specific behaviour. In the early 90s, anindirect and non-invasive measurement of mental activity overuniformly-spaced time points became possible through functionalMagnetic Resonance Imaging (fMRI), which allows paramagneticdeoxyhemoglobin to act as an endogenous Blood Oxygenation-Level Dependent (BOLD) contrast [49]. This article pursuesDarwin’s proposed experimental paradigm by Locally LinearEmbedding (LLE) [54] the BOLD time-series to produce precisesummaries of cerebral activity that may optimise the classifica-tion of different brain states, such as mental disorders.
Logothetis et al found that an increase in invasively-measuredneural activity directly and monotonically reflects local BOLDsignal increases and, for short stimulus presentations, there is alinear relationship between BOLD and neural responses [39].This suggests the unobservable neural activity is spatially-localised in anatomical space. Locally Linear Embedding offMRI data in space and time can, in principle [2], [20], [24] (seeAppendix A), summarise these local measurements of neuronalmass activity [40]–via the notion of analytic capacity [45]–todisclose information about global (i.e., whole-brain) activitypatterns.
II. Methods: Testing Locally Linear Embedding (LLE) withCross ValidationThe discriminatory power of Locally Linear Embedding wascompared to the original fMRI, both before and after applyingPrincipal Component Analysis (PCA) [31] for artefact reduc-tion [39]. This comparison was performed on eleven datasetscontaining cohorts with different mental disorders, using acombination of Leave One Out Cross Validation (LOOCV) onthe training set, with greedy feature selection based on Fisherdiscriminability [17], [18]. The purpose of using LOOCV andfeature selection is to find the time points that discriminatepatients from controls on the respective dataset. The featureselection step initially starts with an empty candidate set oftime points and proceeds to select the time point with thehighest discriminatory power [63]. Then, time points that improvediscrimination in conjunction with those already in the candidateset are added to this set in incremental fashion; this processis terminated when there are no more time points that can beadded to the candidate set to improve discriminability. Note thatthe selection of time points is based upon cross validation anddoes not induce any biased sampling.To illustrate the patterns that best discriminate betweengroups, a paired two-sample t-test between the patient andcontrol groups is performed to both threshold and identifythe statistically-significant differences (p < 0.05 uncorrected)in space (at the time points identified by the greedy featureselection). Per Mill’s Methods of Induction (Method of differ-ence), the functional differences (depicted by the statisticallysignificantly-different regions) at the respective time point aretherefore a necessary part of the cause of the phenomena thatdistinguish the subject groups [46], which in this case pertainto a neuropsychiatric disorder. Neuropsychiatric disorders arediagnosed using clinical assessments that include: evaluatingthe background demographics, collecting first and third party
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observations, and a structured psychiatric interview with thesubject [53]. In detail:Every subject’s fMRI time-series is treated as a four-dimensional array X ∈ RL×W×H×T with V = LWH T -dimensional voxel waveforms xi ∈ RT for i = 1, . . . , V . Assumeeach subject scan Xi is associated with a binary-valued classlabel yi representing the diagnosis and that, for any subjectscan, every voxel waveform x ∈ RT is generated by a vectorz ∈ Rd corresponding to a point on the manifold. Our approachto fMRI-based diagnosis involves two stages:fMRI reconstruction takes the subject’s fMRI as input andoutputs a reconstructed fMRI that is more informative thanthe original. Formally, this reconstruction is a mapping L :
RL×W×H×T → RL×W×H×d.In other words, Locally Linear Embedding reduces a time-series of length T to a smaller number of spatial modes ofdimensionality d ; these modes contain all the information usedfor the subsequent step.Classification builds a classifier that takes the subject’s recon-structed fMRI as input, and outputs a class label yi ∈ {0, 1}.The classifier is therefore a mapping C : RL×W×H×d → {0, 1}.The reconstructed, or reduced, fMRI data produced fromstep 1 is hereon referred to as Z. All reconstructions initiallyvectorise the fMRI data to produce a two-dimensional arrayX ∈ RV×T , and conclude by reshaping the resulting two-dimensional reconstruction Z ∈ RV×d into a four-dimensionalarray Z ∈ RL×W×H×d .a) Principal Component Analysis (PCA) [5], [31]: recon-structs X by finding an orthogonal rotation that minimises thereconstruction cost
minB=[b1,...,bT ]
V∑
i=1 ||xi − x¯− Bzi||22where x¯ ∈ RT is the mean over all voxel waveforms, and zi =Bᵀ(xi− x¯) ∈ RT . To find the optimal B, compute the right-handmatrix for the singular value decomposition (SVD) of X = UDBᵀ,which contains the T right-singular vectors of X [26]. It followsthat Z = XB ∈ RV×T is the rotated matrix that minimises thereconstruction cost of the subject’s fMRI, where every column ofZ is a principal component. It is assumed the first d principalcomponents (columns) of Z capture the “systematic structure",where the confounding factors are relegated to the remaining T- d principal components, which produces the two-dimensionalreconstructed fMRI Z ∈ RV×d .Using PCA’s “systematic structure" for distinguishing hu-mans with different neurological disorders has been met withcaution [16], largely because PCA’s application to fMRI hassome subjective components [1]. The main limitation behind thePCA reconstruction is that it assumes the lower-dimensionalmanifold is a linear subspace. We demonstrate that introducingthe Cauchy stress tensor [9] on the Cartesian space with thePythagorean distance metric enables three-dimensional mea-surements over time, thereby revealing the local (group) actionin the physical system.b) Locally Linear Embedding (LLE) [54], [56]: reconstructsX by constructing the Cauchy stress tensor [9] at every voxeli for i = 1, . . . , V , which is achieved by minimising the
reconstruction cost of its waveform xi in terms of its spatially-adjacent neighbours:
min ||xi − ∑j∈N (i)wi,jxj ||22, where
∑
j∈N (i)wi,j = 1 (1)
where the neighbourhood set N (i) for voxel i is the complementof its K spatial neighbours on the surface of the sphere withradius r, and wi = [wi,1, . . . , wi,|N (i)|] ∈ R|N (i)| are the recon-struction weights containing the spatially-invariant geometricproperties of the Cauchy stress tensor at voxel i.To determine the analytic capacity [45] at every voxel locationi, LLE first subtracts the K spatial patterns of the voxels on theboundary of the sphere centred around voxel i to determine theseparation distance from the origin of the tensor at the respectivevoxel. Then, it computes the local (symmetric) spatiotemporalcovariance matrix:
Gi = Cᵀi Ci= [(xj − xi), ..., (xj+|N (i)| − xi)]ᵀ[(xj − xi), ..., (xj+|N (i)| − xi)]+ ξ I|N (i)| (2)
where ξ I|N (i)| is a non-negative regularisation term to enforcepositive-definiteness (for this study, ξ = 0). LLE calculatesthe reconstruction weights by finding the unique minimum-normsolution [50] to the constrained least-squares problem definedby:
Giwi = 1|N (i)| ⇐⇒ G+i 1|N (i)| = wi (3)
where 1|N (i)| ∈ R|N (i)| is a vector of ones and the j th elementof wi,j can be thought of as the average height of a curverepresenting the mean transit time of the indicator [34] of voxelj from voxel i over the duration of the scan. Since Gi representsthe squared distance of the surface forces from voxel i, the recon-struction weights wi are Lebesgue measures [36] summarisingthe analytic capacity, or spatially-invariant geometry [25], of thespace-filling curve [27], where the constraint ensures that theareas between the imaginary surface (acting as the origin thatdivides the body) and curves (defined by the stress vectors) are1 in each of the |N (i)| directions. In practice the weights canbe brittle [65] due to any number of reasons. Modified LocallyLinear Embedding (MLLE) therefore computes the 1 ≤ si ≤ Klinearly-independent (orthogonal) vectors1 Qi ∈ RK×K of Giusing the eigendecomposition Gi = Qᵀi AQi, thereby allowingthe definition of multiple weight vectors for each voxel. Assumingthe columns (eigenvectors) [q1, . . . , qK ] = Qi are sorted indescending order of their respective eigenvalues λ(i)1 , . . . , λ(i)K ,
1When using MLLE it is possible for d > K , thus the optimal number ofweight vectors si for each voxel i is determined by setting d = 1 so that K - 1≤ si ≤ K–i.e., si is set to span as large of a basis as possible. After this stepthe desired dimensionality d is then input to the eigensolver.
3
MLLE uses the first si columns to compute multiple local weightvectors for a single voxel:
w(` )i = (1− αi)wi + QiH(` )i where: αi = 1√si ||Qᵀi 1K ||22H(` )i ∈ Rsi , Hi = I− 2hhᵀ ∈ Rsi×si , h ∈ Rsi , and
si = max`
{` ≤ K − d,∑Kp=K−`+1 λ(i)p∑K−`p=1 λ(i)p < η
}
where h = h0||h0|| if h0 = αi1si−Qᵀi 1K 6= 0 ∈ Rsi (else h = h0 =0 ∈ Rsi ), η = ρdV /2e, ρˆi = ∑Kp=d+1 λ(i)p∑dp=1 λ(i)p , ρ = sort(ρˆ, ascending),and ρˆ, ρ ∈ RV . Since every measure’s invariant propertiesare determined in a square-integrable space [58], LLE performsa global least-squares optimisation based on Gauß’ Principleof Least Constraint [23] to calculate the vectors z1, . . . , zVcorresponding to points on the manifold:
E[Z] = minZ=[z1,...,zV ]
V∑
i=1
si∑
`=1 ||zi −
∑
j∈N (i)w (` )i,j zj ||22,such that ZZᵀ = I (4)where d ≤ T is the dimensionality parameter selected by theuser and Z ∈ RV×d is the two-dimensional reconstructed fMRI.The global optimisation therefore calculates the points on themanifold [59], [57] that act as the four-dimensional orthogonalbasis that best retains the geometry of the stress vectors. Theserepresent the second order invariant properties of each voxel’sCauchy stress tensor. A detailed explanation of this optimisationis provided below.Define Wˆi ∈ RV×si as the local sparse adjacency matrix,where:
Wˆi(N (i), :) = wi, Wˆi(i, :) = −1ᵀsi , andWˆi(j , :) = 0, ∀j 6∈ {N (i) ∪ i}The optimisation in Equation 4 can be written as a minimisationof the expected reconstruction cost, or error:
E[Z] = V∑i=1 ||ZWˆi||22 = trace(Z
V∑
i=1 WˆiWˆᵀi Zᵀ) = trace(ZΦZᵀ)(5)where WˆiWˆᵀi is the orthogonal projection for voxel i, andΦ =∑Vi=1 WˆiWˆᵀi is the sparse, symmetric and positive-definitealignment matrix, and therefore admits the eigendecomposi-tion [42]:
ZΦZᵀ = ZΛZᵀ (6)where Λ ∈ R(d+1)×(d+1) is the diagonal matrix containing thed + 1 smallest eigenvalues of ZΦZᵀ, and Z ∈ RV×(d+1) are thecorresponding eigenvectors; Rayleigh’s variational principle [52],[12] enables calculation of these bottom (d + 1) eigenvectors.Each eigenvector represents a degree of freedom in space andtime, where the (d+1) eigenvector is the global unit vector thatfills three-dimensional space. The global unit vector is discardedto enforce the constraint that the manifolds have mean zero.
Note: To avoid degenerate solutions, LLE requires the manifoldsto be centred around the origin in both space and time – i.e.,∑Vi Zi,: = 0 ∈ Rd and ∑di Z:,i = 0 ∈ RV – and also haveouter products with unit covariance – i.e., ZZᵀ = I. Centring themanifolds about the origin ensures they are of the same scale,which is superficially similar to the common practice of signal,or count rate, normalisation [51]. The unit covariance constraintimposes the requirement that the reconstruction errors of theextracted manifolds are measured on the same scale.
A. Feature & Parameter SelectionHyper-parameter Selection involves selecting the algorithmparameters that will be used to generate the reconstructed fMRIfrom LLE and PCA, respectively. Both PCA and LLE requireone to specify the number of reconstruction dimensions d,where LLE’s additional hyper-parameter, K = (1 + 2r)3 − 1,selects the neighbouring voxels whose coordinates are on theboundary of a sphere with radius r ∈ Z+, r ≥ 1 that iscentred around the respective voxel. For both PCA and LLE,the number of reconstruction dimensions is bounded by thenumber of time points. In the case of PCA, the optimal d isoften chosen by the proportion of variance captured by the firstd eigenvectors, expressed as ∑di=1 λi∑Tj=1 λj . For LLE, however, thereis no analogous interpretation because the d eigenvectors areuniformly spaced “time points" on the world line [47]. Thus cross-validation procedures are implemented (see following subsectionfor details) on the training data to systematically select the besthyper-parameters, iterating over d ∈ {1, . . . , T }, where d isgenerated on a log-scale from 1 to T .a) Sequential Forward Selection (SFS)2 [63]: is a nonpara-metric method for measurement (feature) selection that startswith an empty “candidate", or near-optimal, set of “time points".The method first finds the “time point", defined as the secondmoment [6], with the highest classification accuracy and adds thecorresponding image volume to the set. The method then finds anadditional “time point" that strictly improves the classificationaccuracy in conjunction with the volume(s) whose “time points"are already in the “candidate" set, and terminates when no suchvolume can be found. Thus, SFS produces a near-optimal setof “time points" (volumes) that distinguish the subject groupswith high classification accuracy, where this set is determinedby adding “time points" to the near optimal set in a one-by-one fashion. It follows that the near-optimal set of “timepoints" represent points in time during the scan that enablediscrimination of patients from controls with high classificationaccuracy. Note that SFS is only used on the training data (seeSection II-C).
B. ClassifierA slight abuse of notation is introduced by redefining variablez ∈ RV c as the one-dimensional representation of the cdiagnostic volumes from the respective subject’s reconstructedfMRI Z produced in the previous step. Here, it is assumed thereare c diagnostic time points and that Z is a random variablecontaining the collection of cohorts’ reconstructed fMRI.
2Implemented using MATLAB’s (R2013a) sequentialfs function
4
TABLE I: Results.
Dataset Partition Specificity Sensitivity Precision Accuracy
Chance Original LLE PCA Chance Original LLE PCA Chance Original LLE PCA Chance Original LLE PCABeijing Training100% 73.3% ± 15.8%80% ± 14.3%66.7% ± 16.9%0% 53.3% ± 17.9% 93.3% ± 8.9% 80% ± 14.3%0% 66.7% ± 16.9%82.4% ± 13.6%70.6% ± 16.3%50% ± 17.9%63.3% ± 17.2% 86.7% ± 12.2%73.3% ± 15.8%(Peking_3) Holdout100% 75% 87.5% 25% 0% 100% 50% 25% 0% 66.7% 66.7% 14% 67% 83.3% 75% 25%COBRE Training100% 57.7% ± 13.6%92.3% ± 7.3% 96.2% ± 5.3% 0% 60% ± 13.4%88% ± 8.9% 52% ± 13.7%0% 57.7% ± 13.6%91.7% ± 7.6% 92.9% ± 7.1% 51% ± 13.7%54.9% ± 13.7% 90.2% ± 8.2% 74.5% ± 6.1%Holdout100% 60% 100% 100% 0% 70% 100% 60% 0% 63.6% 100% 100% 50% 65% 100% 80%Mind Research Training100% N/A 88.2% ± 11.5%100% 0% N/A 84.6% ± 12.9%23.1% ± 15.1% 0% N/A 84.6% ± 12.9%100% 56.7% ± 17.7%N/A 86.7% ± 12.2%66.7% ± 16.9%Network (MRN) Holdout100% N/A 67% 100% 0% N/A 71% 14% 0% N/A 63% 100% 56% N/A 68.8% 62.5%Stanford Training100% 73.3% ± 15.8%80% ± 14.3%100% 0% 66.7% ± 16.9% 86.7% ± 12.2%33.3% ± 16.9% 0% 71.4% ± 16.2%81.3% ± 14% 100% 50% ± 17.9%70% ± 16.4%83.3% ± 13.3%66.7% ± 16.9%Holdout100% 80% 80% 100% 0% 40% 60% 0% 0% 67% 75% 0% 50% 60% 70% 50%University of Training100% 69.2% ± 20.2%100% 100% 0% 42.9% ± 21.7% 71.4% ± 19.8%14.3% ± 15.3% 0% 42.9% ± 21.7%100% 100% 65% ± 20.9%60% ± 21.5%90% ± 13.1%70% ± 20.1%Michigan (UM_2) Holdout100% 66.6% 100% 83.3% 0% 25% 50% 0% 0% 20% 100% 0% 60% 30% 80% 50%
TABLE II: Dataset Summary
Dataset Experimental Pulse Sequence Patient Disorder Source Training Data Holdout Data fMRI Dimensionality Parameters Age RangeDesign total patients controls total patients controls (L×W × H × T ) LLE (r ,d) PCA (d) [min,mean,max]Beijing (Peking_3) resting-state EPI ADHD ADHD200 30 15 15 12 4 8 57× 68× 42× 236 (2,236) 236 [11, 13.24, 16]COBRE resting-state EPI Schizophrenia COBRE 51 25 26 20 10 10 53× 62× 52× 150 (2,150) 150 [18, 37.45, 65]Mind Research Network (MRN) block-design EPI Schizophrenia MCIC 30 13 17 16 7 9 57× 68× 38× 177 (2,177) 177 [18, 34.15, 60]Stanford resting-state Spiral-IN/OUT EPI Autism ABIDE 30 15 15 10 5 5 63× 75× 42× 180 (2,60) 60 [7.52, 9.95, 12.93]University of Michigan (UM_2) resting-state Spiral-IN EPI Autism ABIDE 20 7 13 10 4 6 57× 68× 63× 300 (2,222) 222 [13.1, 16.26, 28.8]
a) Fisher’s Linear Discriminant (LDA)3 [17], [18]: is a linearclassification rule [26] that assumes both the patient and controlclass densities (at each voxel location) can be represented asmultivariate Gaussians in three-dimensional space, each withsome intrinsic curvature [21], [22]. Each class density is expressedas fk (z) = 1(2pi) V c2 |Σk | 12 e− 12 (z−µk )ᵀΣ−1k (z−µk )where it is assumed the k classes have a common covariancematrix– i.e., Σk = Σ, ∀k . This assumption allows the log ratiobetween the posterior distribution of each class to form a deci-sion boundary that lies between patients (class 1) and controls(class 0), written as P(Y = 0|Z = z) = P(Y = 1|Z = z), whichis linear in z. LDA therefore calculates the (V c)-dimensionalhyperplane that best discriminates, or separates, the diagnosticvolumes that have been determined using SFS with LOOCVon the respective dataset, for each class’ reconstructed fMRI.It follows these diagnostic volumes contain spatial locationswith sufficiently different patient and control class densities,where statistically-significantly different regions possess therequisite margin between the class densities such that they areperceptible [51].
C. Evaluation CriteriaEach dataset was split such that the proportion of patientsin the training partition was near-equal to the proportion ofcontrols, and the holdout dataset contained at least 10 cohorts.In all but two cases, the aforementioned criteria could not bemet because the datasets were unbalanced. For these situations,the training dataset was constructed such that it was a repre-sentative sample of the overall data, with the remaining cohortsbeing assigned to the holdout dataset. The holdout set thereforecontained group proportions that could deviate from the trainingset. The cohorts used to define the training and holdout partition
3Implemented using MATLAB’s (R2013a) classify function with the ‘diaglinear’argument to estimate the positive diagonal covariance matrix
for each dataset are provided in Table 3 of the SupplementaryInformation.Performance was compared to the original fMRI, both beforeand after applying PCA for artefact reduction [39], and chance,which is defined as the proportion of the majority class onthe respective dataset. The performance of the reconstructionmethods are evaluated using a combination of Leave-One-Out Cross Validation (LOOCV) and holdout data classificationperformance [26]. LOOCV is used on the training data to findboth the best reconstruction parameter d, and the diagnosticvolumes that produce the highest accuracy for this d. The holdoutdata classification accuracies use the parameters found fromperforming LOOCV on the training data. Note: the cohorts inthe holdout set are never involved in determining the optimalhyper-parameter d, or the diagnostic volumes produced fromthis d.
III. ResultsPerformance & VisualisationTables I and II demonstrate that Locally Linear EmbeddedfMRI can distinguish various mental disorders from healthycontrols with high discriminatory power (> 80%); results for sixadditional resting-state datasets are provided in Table 2 of theSupplementary Information. The datasets contained healthy con-trols and patients with either Schizophrenia, Attention-DeficitHyperactivity Disorder (ADHD), or Autism Spectrum Disorder(ASD). Ten of these datasets contained cohorts in the resting-state, with the remaining containing schizophrenic patients andhealthy controls performing the Sternberg Item RecognitionParadigm (SIRP) task [61]. For a description of the data sourcesand technical details, please consult the appendix.Given that performance on the training partition uses LeaveOne Out Cross Validation (LOOCV) to individually predict eachsubject’s diagnosis, which is analogous to performing n Bernoullitrials [4] (where n is the number of cohorts), the training data’sperformance metrics can be interpreted as the mean of successesover n binomially-distributed observations. To calculate the errorof these estimates, we follow Laplace’s approach of employ-ing a normal distribution to estimate the error of binomially-
5(a) Center of Biomedical Research Excellence (COBRE). Cohorts were at rest for the duration of the scan.
(b) Mind Research Network (MRN). Cohorts performed the Sternberg Item Recognition Paradigm (SIRP) task.Fig. 1: Statistical maps illustrating the individual differences in mental activity (schizophrenic patients versus healthy controls) for the discriminativetime points determined on the training partition.
6Beijing (Peking_3) University. Cohorts were at rest for the duration of the scan.Fig. 2: Statistical maps illustrating the individual differences in mental activity (ADHD patients versus healthy controls) for the discriminativetime points determined on the training partition.
distributed observations [33]. Given that discrimination perfor-mance on the holdout partition is determined in a one-timefashion, variance estimates are not applicable.The Harvard-Oxford Subcortical/Cortical and Cerebellum at-lases [30] are used to identify the statistically-significant dif-ferences between patients and controls in the diagnostic vol-umes for the respective dataset, shown in Figures 1, 2, and 3(Figures 1, 2, 3, 4, 5, and 6 for datasets in the SupplementaryInformation). Each dataset’s figure contains six different views ofthe statistically-significant differences at the time reflected bythe respective time point(s); the coloured voxels at these timepoints denote statistically significant (p < 0.05 uncorrected)physical differences between the patient and control groups,where these groups include cohorts from both the training andholdout partitions. The proportion of significantly different voxelsin each region, calculated by dividing the number of significantlydifferent voxels by the total number of voxels in the respectiveregion defined by the atlas, are provided in Tables 4 and 5 ofthe Supplementary Information.
Neurobiological Interpretationa) Schizophrenia: David Ingvar & Göran Franzèn foundthat healthy controls exhibit increased flows in the prefrontalregions and decreased flow in the post central regions, andschizophrenic patients exhibited the reversed pattern, with lowflows prefrontally and high flows postcentrally [28]. Furthermore,they noticed that a lower flow in the premotor and frontal regionswas associated with symptoms of indifference, activity andautism, and a higher postcentral flow over the temporo-occipito-parietal regions was associated with disturbed cognition [28].Inspecting the statistical maps for the volumes in Figure 1, thesignificantly different areas seem to further substantiate Ingvar &Franzèn’s observations, as there are significant differences in thevarious temporo-occipital-parietal regions in all of the volumes.The Sternberg Item Recognition Paradigm (SIRP) task evalu-ates cohorts’ short-term, or working, memory. Each of the seven
tasks during the scan involves the subject memorising a setof objects, followed by presentation of a new object whosemembership in this set is identified by a ‘yes‘ or ‘no‘. Thetasks therefore evaluate the hypothesised information processingdifferences between schizophrenics and healthy controls [16].It has been shown that the prefrontal and medial temporalregions are involved in encoding information, and it is believedthe interactions between these regions are central to retrievalof stored information [60]. Figure 1b, especially volume 136,illustrates significant differences in the areas associated with theprefrontal and medial temporal regions; this is further supportedby the fact that the accuracy on the holdout data rose from 68.8%to 75% when using only volume 136. Thus, it is possible thatschizophrenia indeed affects the physical mechanisms associatedwith retrieving stored information, as these mechanisms arecentral to the SIRP task. The reconstruction method thereforesuccessfully reveals physical differences associated with taskperformance between patients and controls, which are differentfrom the resting-state differences for the same subject groups.b) Attention-Deficit Hyperactivity Disorder (ADHD): Simi-lar to the goals of Ingvar & Franzèn [28], previous work used PETscans to compare the regional cerebral blood flow of childrenwith Attention-Deficit Hyperactivity Disorder (ADHD) to healthycontrols, where it was found that the disorder was associatedwith hypoperfusion in the striatal and posterior periventricularregions [41]; these results provide biological evidence that isconsistent with the canonical model for ADHD as a fronto-striatal deficient disorder. Figure 2 shows significant differencesin the various occipital, striatal, cerebellar and ventral regionsof the brain.c) Autism Spectrum Disorder (ASD): Similar to Ingvar &Franzèn’s observations that schizophrenic patients and healthycontrols had normal hemisphere flows [28], studies using PETto compare the regional cerebral blood flow of Autism SpectrumDisorder (ASD) patients to healthy controls observed normalmetabolism and blood flow. Hypoperfusion in the temporal lobes,centred in the associative auditory and adjacent multimodal
7(a) Stanford University. Cohorts were at rest for the duration of the scan.
(b) University of Michigan (UM_2). Cohorts were at rest for the duration of the scan.Fig. 3: The statistical maps illustrating the individual differences in mental activity (ASD patients versus healthy controls) for the discriminativetime points determined on the training partition.
cortex [66], was observed in autistic children. Furthermore, thistemporal hypoperfusion was individually identifiable in 75% of autistic children [66]. Figure 3 illustrates statistical differencesin many areas of the temporal lobe.
8(a) An illustration [11] of the Cauchystress tensor of a spherical body withradius r = 1.
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(b) The relative spatiotemporal patterns represent the surface forces relative to the deflexionaxis [43], [15] at voxel i. The stress vectors (Lebesgue measures [36]) are the minimum-norm solution to the unitarily-constrained least-squares problem Giwi = 1|N (i)| , whereGi ∈ R|N (i)|×|N (i)| is the local spatiotemporal covariance matrix (Lebesgue, `2 , or square-integrable [58] space).Fig. 4: The local geometry of the Cauchy stress tensor and its relative spatiotemporal patterns on topology [7] X , which is definedon the Cartesian space with the Pythagorean distance metric.
In summary, Locally Linear Embedding appears to haveconserved spatiotemporal patterns in resting-state fMRI (andtask-related responses) that are consistent with literature onregionally-specific abnormalities of cerebral activity in the psy-chiatric conditions used to assess classification performance.
IV. DiscussionThe multidisciplinary nature of this work undoubtedly intro-duces difficulty when discussing its motivations, which is thedeployment of this methodology in a clinical setting. Such agoal imposes some conditions. First, while the results supportdeployment, the methodology must be further evaluated bytrained clinicians well-versed in the etymology of the diseaseunder investigation. More importantly, however, experimentaldesigns are compulsory when discovering biological markers fordisease; that is, patients must be subject to the same stimuluspresentation at the same time during the scan in order tohomogenise comparisons. With respect to resting-state fMRI, itis felt that a consensus is required to glean neurobiologicalinsight that can generalise, which makes further discussion moreappropriate for future work.This exposition focused on Locally Linear Embedding as apromising and effective form of dimensionality reduction as apre-processing step for the analysis of fMRI time-series. Theapproaches and aims of this form of pre-processing share a closerelationship with other approaches in imaging neuroscience.These approaches include Independent Component Analysis, theuse of Support Vector Machines (and regression) to classificationproblems (and prediction), and algorithms based on adaptivesmoothing. In future work, it will be interesting to explore theformal connections between other approaches and assess theirrelative sensitivity in the context of the classification problemsconsidered above.One hundred and fourty-eight years after Darwin ascer-tained that mental activity invokes physical mechanisms in thebrain [14], the brain of man and ant alike are among themarvellous collection of atoms in the world.
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AppendixLocally Linear EmbeddingfMRI contain T uniformly-spaced time points, where timepoint t ∈ {1, . . . , T } describes a three-dimensional spacecomprised of V = L×W×H voxels (volumetric elements); this isthe global description. Each voxel is a volumetric measurementof the brain’s physical mechanisms in both space and time
Voxel ℓ waveform (xℓ )
Voxel m waveform (xm)
Voxel n waveform (xn)
Voxel o waveform (xo)
Voxel p waveform (xp)
Voxel i waveform (xi)
Reconstructed Waveform
(∑j∈N (i) wi,j xj )
– i.e., every voxel repre-sents a measurement atspatial coordinates (x, y, z)at time t , which can alsobe expressed as a four-tuple (x, y, z, t). The BOLDcontrast over T uniformly-spaced time points can beviewed as a random vari-able, or measurable function, [6] that is caused by local neuronalfluctuations. The terms global and local are only valid undera rigorous definition of three-dimensional space. A topologicalspace requires specification of the relationships between pointsin a set and their respective open sets, which are defined asthe sets that generalise the concept of an open interval in thereal line while also providing a rigorous definition for nearnessof points in this space [7].
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Fig. 5: Illustrating the reconstruction of the waveform at voxel i, located in the left cerebral cortex of a schizophrenic patient performing theSternberg Item Recognition Paradigm (SIRP), as a linear combination of the Lebesgue measures [36] wi,1, . . . , wi,|N (i)| (defined on the Cauchystress tensor) and the spatial patterns of the voxels on the boundary of the sphere, where spatial distance is defined using the Pythagoreandistance metric; in this example, r = 2. For comprehension, only the five nearest voxel waveforms are shown.
Locally Linear Embedding (LLE) [54] is a congruent trans-formation [13] that first extracts the local mathematical (ge-ometric) structure of the data, and then performs a globaloptimisation that best conserves this local latent structure [3], orextension [38]. The application of LLE is challenging, primarilydue to the implicit assumption that each data point and itsneighbours lie on, or close to, a locally linear subspace [56];earlier applications of LLE to fMRI discarded spatial propertiesof the data in the neighbourhood selection step [44], therebyfailing to preserve the inherent spatial configuration. In contrast,specifying the topological space X allows LLE to treat eachdata point’s open set as its neighbourhood, thereby forgoingthe neighbourhood selection step entirely. It follows that thebenefit of LLE depends on the suitability of the distance metricused in determining the neighbourhood of each data point.Figures 4 and 5 suggest that the physical reality represented bytopological space X is a collection of locally-linear subspaceswhose properties are subject to change at any time.LLE uses the local description to construct the Cauchy stresstensor [9] at every voxel, which proceeds as follows: Initially, thespatial pattern of each voxel i, given by xi ∈ RT , is subtractedfrom both itself and the spatial patterns of its neighbours N (i),thereby allowing its “zero waveform" (represented as 0 ∈ RT )to serve as the imaginary plane, or deflexion axis [43], [15], thatdivides the spherical body; the subtracted spatial patterns, givenby (vector space) Ci = [xj − xi, . . . , xj+|N (i)| − xi] ∈ RT×|N (i)|,represent the distances (over time) from the respective voxel’sspatial location.We then use the inner-product 〈(xj − xi), (xj − xi)〉 ∈ R forj ∈ N (i) to compute the squared distances, which results inthe real-symmetric positive-definite spatiotemporal covariancematrix Gi = Cᵀi Ci ∈ R|N (i)|×|N (i)| for every voxel i. Sincethe contact forces are inversely proportional to the squareddifferences represented in elements of Gi [48], we use the Moore-Penrose inverse [50] to solve for the minimum-norm solution(G+i 1|N (i)| = wi) to the constrained least squares problemGiwi = 1|N (i)|. Here, 1|N (i)| ∈ R|N (i)| is the unit-length directionvector in each of the |N (i)| directions, and weights wi ∈ R|N (i)|represent the stress vectors originating from voxel i. By thespectral theorem, there exists an orthogonal basis Qi ∈ Rd×|N (i)|such that Gi = Qᵀi AQi and Qᵀi Qi = I ∈ R|N (i)|×|N (i)| [62];thus the stress vectors represented by wi are shift, rota-
tion, and translation invariant in the space defined on basisQi. The substantial overlap between spatially-adjacent voxels’tensors precludes independently calculating orthogonal basesQ1, . . . ,QV , as this defines each tensor’s basis on separatevector spaces.The stress vector wi for each voxel’s Cauchy stress tensor,Qi, represents the spatially-invariant properties of the three-dimensional forces applied over the duration of the scan inthe respective subspace. LLE retains these spatially-local in-variant properties by constructing the (global) adjacency matrixW ∈ RV×V such that Wi,j 6= 0 ⇐⇒ j ∈ N (i) ⇐⇒Wj ,i 6= 0 ⇐⇒ i ∈ N (j ); by construction W contains everyvoxel’s stress vectors, which were determined using the Cauchystress tensor. Given that the stress vectors’ invariant propertiesare determined using squared distances, LLE then computesthe squared distances between every voxel in the (global) nor-malised Laplacian matrix [10] (I−W) ∈ RV×V . This is expressedby M = (I −W)ᵀ(I −W)1V , where (I −W)1V = 0 ∈ RV [35].By construction, M is symmetric and positive-definite, whichmeans there exists an orthogonal basis Z ∈ RV×(d+1) suchthat (I−W)ᵀ(I−W)1V ≡ ZΛZᵀ [42], where 1V represents theglobal unit vector in three-dimensional space.4 Since the Cauchystress tensor is of second order, LLE uses Rayleigh’s variationalprinciple [52], [12] to calculate the resonance frequencies thatbest preserve the geometry of the deflexion axis at every voxel’sstress tensor. These are given by the bottom (d+1) eigenvectors,each of which represent one degree of freedom in space and time.LLE therefore uses a global optimisation to embed the relativemeasurements of every voxel’s Cauchy stress tensor [9] in aglobal coordinate system ZV×(d+1) that conserves quantities overboth space and time [19], where this coordinate system containsa mechanical system [32] in static equilibrium [8]. Applying LLEto fMRI data can therefore be viewed as using Carl FriedrichGauß’ Principle of Least Constraint [23] to determine the truemotion of the mechanical system defined on the topology X ,where the Cauchy stress tensor [9] allows preservation of theintrinsic local Gaussian curvature [21], [22] in space and time.
41V is also the d + 1 eigenvector of Z, which is discarded after the globaloptimisation.
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