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Abstract
Opinion mining is a recent discipline at the crossroads of Information
Retrieval and of Computational Linguistics which is concerned not with
the topic a document is about, but with the opinion it expresses. It has
a rich set of applications, ranging from tracking users’ opinions about
products or about political candidates as expressed in online forums,
to customer relationship management. Functional to the extraction of
opinions from text is the determination of the relevant entities of the
language that are used to express opinions, and their opinion-related
properties. For example, determining that the term beautiful casts a
positive connotation to its subject.
In this thesis we investigate on the automatic recognition of opinion-
related properties of terms. This results into building opinion-related
lexical resources, which can be used into opinion mining applications.
We start from the (relatively) simple problem of determining the ori-
entation of subjective terms. We propose an original semi-supervised
term classification model that is based on the quantitative analysis of
the glosses of such terms, i.e. the definitions that these terms are given
in on-line dictionaries. This method outperforms all known methods
when tested on the recognized standard benchmarks for this task.
We show how our method is capable to produce good results on
more complex tasks, such as discriminating subjective terms (e.g., good)
from objective ones (e.g., green), or classifying terms on a fine-grained
attitude taxonomy.
We then propose a relevant refinement of the task, i.e., distinguish-
ing the opinion-related properties of distinct term senses. We present
SentiWordNet, a novel high-quality, high-coverage lexical resource,
where each one of the 115,424 senses contained in WordNet has been
automatically evaluated on the three dimensions of positivity, negativity,
and objectivity.
We propose also an original and effective use of random-walk models
to rank term senses by their positivity or negativity. The random-walk
algorithms we present have a great application potential also outside the
opinion mining area, for example in word sense disambiguation tasks.
A result of this experience is the generation of an improved version of
SentiWordNet.
We finally evaluate and compare the various versions of Senti-
WordNet we present here with other opinion-related lexical resources
well-known in literature, experimenting their use in an Opinion Extrac-
tion application. We show that the use of SentiWordNet produces a
significant improvement with respect to the baseline system, not using
any specialized lexical resource, and also with respect to the use of other
opinion-related lexical resources.
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Introduction
“Public opinion is the thermometer a monarch should constantly consult.”
Napoleone Bonaparte
I.1 It’s all about opinions
Opinions have a relevant impact on our everyday life. Opinions give
us information about how reality is perceived by other people. We use
opinions to express our points of view.
We are used to ask and compare opinions from other people to sup-
port our decisions. For example, we usually read some movie reviews to
decide which movie to rent. We are interested in other people’s opinion
about us. We like to contribute to discussions, giving advices expressing
our opinions. For example, participating in online forums or newsgroups.
Large organizations and industries are also interested in opinions.
For example, political parties constantly track the trend of public opin-
ion by means of polls. Industries perform market surveys collecting
people’s opinions about their products and the ones of their competitors
in order to compare them and plan their market strategies.
There are many sources from which opinions can be gathered such as
newspapers, television, and the Internet. Internet is probably the most
valuable one, given its widespread diffusion, accessibility and liberality.
Online forums, newsgroups, blogs, and specialized sites provide millions
of information feeds from which opinions can be extracted. Obviously
such a large amount of input data cannot be handled by a single person,
or even a group, without the use of automatic processing tools that allow
to filter and discriminate the relevant information from the irrelevant
one.
Starting about eight years ago, this practical need for opinion anal-
ysis tools has met the interest of researchers working in the fields of
Information Retrieval and/or Computation Linguistics and a new disci-
pline, Opinion Mining, has gradually emerged.
xvi INTRODUCTION
I.2 Opinion Mining
The Opinion Mining (OM) discipline places itself at the crossroads of
Information Retrieval and of Computational Linguistics, two disciplines
from which OM gathers, and combines, many concepts, ideas and meth-
ods. OM is concerned with the analysis of the opinions expressed in
documents. OM is thus a non-topical text analysis discipline, i.e. a
discipline which is not concerned with the topic of the analyzed docu-
ment but with some other of its properties, which in the case of OM
are the opinions expressed about its subject matter. Other non-topical
text analysis disciplines are, for example, authorship attribution (i.e.
recognizing the author of a document in a set of candidates) and genre
recognition (i.e. recognizing the type of a document, for example an
editorial, a scientific paper, an informal letter).
The name “Opinion Mining” [23, 25, 33, 42, 68] is not the only one
used in literature, many other names have been used such as “Opin-
ion Analysis” [37, 80], “Sentiment Classification” [39, 77], “Sentiment
Analysis” [71, 75], and “Affect Analysis” [87]. All these names can be
considered as near-synonyms to generally identify the discipline, each
one possibly denoting some specific subtasks. For example, the name
Sentiment Classification is commonly used in works focusing on the task
of classifying entire documents as having a positive or a negative conno-
tation. We choose to use the OM name because it currently identifies the
latest direction of the discipline, which is the identification and analysis
of the properties of each single opinion expression within a document.
I.2.1 OM tasks
Regardless of the name used to identify a specific task, it is possible to
classify OM tasks along two dimensions: the opinion-related dimensions
analyzed and the granularity of the analysis.
Dimensions analyzed in OM tasks
The opinion-related dimensions most frequently investigated in the lit-
erature are subjectivity and orientation.
In a subjectivity analysis task the goal is to determine which of the
analyzed content contains subjective expressions [75, 101] (i.e. expres-
sions that are not open to an objective interpretation [73]) or has a
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factual nature instead. For example, the sentence “The iPhone has a
great interface” contains a subjective evaluation, while the sentence
“The iPhone weights 135 grams” reports an objective fact.
Given some subjective content, the problem of determining its ori-
entation consists in recognizing if it expresses a positive or a negative
evaluation with respect to its subject matter [77, 91]. For example, the
sentence “My laptop has a powerful graphic card” contains a pos-
itive evaluation, while the sentence “This mobile phone lacks many
features” contains a negative evaluation.
Another dimension which has been frequently investigated is force,
i.e. the evaluation of the intensity of the various opinion expressions [76,
98, 99]. The analysis of this dimension is usually associated with one of
the previous two. For example, one could compare the relative intensity
of the two sentences “X is a good tool for blogging” and “Y is a
perfect tool for blogging” to conclude that the second one has a
higher force with respect to the positivity they express.
Other dimensions of opinion expressions, which have been less in-
vestigated, are typically related to a finer classification of opinion ex-
pressions [4, 88, 94]. For example, the distinction between the aesthetic
evaluation expressed by the term elegant, and the moral evaluation
expressed by the term generous.
Granularity of OM tasks
The analysis of the previously described opinion-related dimensions can
be performed at various levels of granularity.
Some applications consider a whole document as a single entity, and
determine some global opinion-related properties. For example, discrim-
inating the documents containing opinion expressions from those not
containing them [101]. Other applications instead analyze such proper-
ties for each distinct sentence, considering that a document could contain
a mix of facts and evaluations, possibly with different orientation [75].
Going in even more detail, single propositions, or arbitrarily defined
text spans, can be identified in text as having some opinion-related prop-
erties, such as expressing a subjective concept, or being the holder of a
subjective expression [97].
The most detailed levels of analysis are concerned with the analy-
sis of the opinion-related properties of each distinct term [44, 53, 92],
or even term sense [3, 32, 48]. Such analysis is typically performed
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considering the term out of the context of any of its specific use in any
document, with the goal of determining its general opinion-related prop-
erties (ORPs). For example, determining that the term success has a
positive orientation, the term disaster has a negative orientation, and
the term triangular instead does express an objective concept.
The analysis performed at the level of detail of documents, sentences,
or smaller text portions is typically driven by a specific applicative goal
(e.g. to perform a structured extraction of the opinions expressed in the
given documents). The analysis at the term and term sense level of
detail has instead the more general goal to understand which elements
of the language express subjectivity, and how they are used. A typical
result of such analysis is the generation of OM lexical resources (e.g. a
list of terms which have a given orientation). Such lexical resources are
used by the OM applications as sources of information to better identify
subjectivity in text, thus improving their effectiveness.
I.3 OM applications
OM literature has been largely driven by applicative interest in domains
such as mining online corpora for opinions, or customer relationship
management.
What do people think about the latest camera-equipped cellular
phone? What is the general opinion on the just-passed governmental
decree on safety on the workplace? Is popular support for presidential
candidate X’s promise of a tax cut growing? Systems capable of au-
tomatically detecting and tracking the evolution of customers’ opinions
concerning a given product, of voters’ thoughts on a political candidate,
of citizens’ opinions on governmental policies, are thus of enormous help
to marketers, social scientists, information analysts, policy enforcers,
and opinion makers, since they enable them to examine (and draw sta-
tistical information from) quantities of textual data beyond the reach of
manual approaches.
One of the earlier OM works is the one from Das and Chen [22], where
the global trend of orientation of opinions toward a certain company,
posted in online forums, is compared to its stock price in the same time
interval, showing a relevant correlation between the two measures.
Turney [91] has worked on classifying the orientation of product re-
views as either “thumbs up” or “thumbs down”, by using a measure of
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semantic association between the content of documents and two small
sets of terms which are deemed to be representative of the two categories
under examination.
Similarly, Pang et al. [77] have investigated the use of a standard su-
pervised text classification approach to classify movie reviews by their
orientation. On the same task, Pang and Lee [75] have used a subjectiv-
ity classifier of sentences to build documents summaries which contain
only the opinionated content. They have used it as a preprocessing com-
ponent to the movie review classifier, improving its effectiveness. Pang
and Lee [76] have also proposed an extension of the movie review classi-
fication task into an ordinal regression task, i.e. the assignment of movie
reviews to a rating scale, ranging from no star (totally negative review)
to five stars (totally positive review).
On the movie review classification task, Whitelaw et al. [94] have
shown a significant accuracy improvement produced by using a lexical
resource where subjective terms are classified by their attitude type (e.g.
distinction between aesthetic, affective, and moral evaluations).
Attardi and Simi [5] have used information about which terms ex-
press subjectivity in a text search engine. Their system is able, for exam-
ple, to handle the query [‘‘Barack Obama’’ near Subjective ] which
retrieves all the document where the expression “Barack Obama” ap-
pears near (within a maximum distance of a given number of words) any
subjective term. They have used such system in the 2006 TREC Blog
track [74] showing a relevant improvement in the precision of retrieval
of opinionated content derived from the use of such kind of queries.
Yu and Hatzivassiloglou [101] describe a system which classifies entire
documents, and then each of their sentences, as subjective or not. Its
intended use is as the first data processing block in an opinion question
answering system. Such system is designed to answer questions like
“What are the causes of global warming?” where the answer has to
take into account the multiple perspectives, and opinions, on the topic.
This is a different, and harder, task with respect to traditional question
answering in which answers are typically factual and univocal.
Wiebe et al. [95, 97] have investigated the opinion extraction prob-
lem, i.e. the task of detecting, within a sentence or document, the ex-
act expressions denoting the statement of an opinion, and detecting
therein the sub-expressions denoting the key components and proper-
ties (e.g. the opinion holder, the object of the opinion, the type of opin-
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ion, the strength of the opinion, etc.) within this statement. From
these initial works, many other researchers have then worked on the
task [11, 18, 17, 55, 56].
The works mentioned here, which are just a very small sampling of
the many currently published on the OM topic [26], show the wide range
of possible applications related to opinions, and the various approaches
to them.
I.4 Lexical resources for OM
A common point in almost any work on OM is the need to identify which
elements of language contribute to express the subjectivity in text. Such
identification if often accomplished by using a lexical resource that lists
the relevant ORPs of lexical items. The lexical items in a lexical resource
can be both single words or multiword sequences [94].
Unfortunately, nowadays there are just a few of such resources [44,
92, 94], they have a very small coverage of the language (about 3,600
terms for the largest one), and they are all related to the English lan-
guage. This is mostly due the fact that their manual compilation has a
great cost. The result of this situation is that, besides the research on
OM applications, the other main line of OM research is focused on the
automatic generation of such lexical resources.
This thesis is devoted to the investigation of methods for the auto-
matic generation of lexical resources for OM. Our focus will be not on
the final OM applications, at least not directly, but on the construction
of the resources that such applications can use to improve their results.
Our investigation will go into two directions: (a) the generation of
lexical resources that are correct with respect to the ORPs under exam-
ination, (b) the generation of resources that have a high coverage of the
language (i.e. analyzing the largest number of elements of the language
for their ORPs).
I.5 Structure of the thesis
This thesis is composed by six main chapters. In each chapter we focus
on a specific problem related to OM lexical resources (except the last
where we actually evaluate their use in a practical application). All
the chapters have a similar structure: introduction and definition of
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the task, review of related works, description of the proposed solution,
definition of the experimental setup, experiments, discussion of results,
and conclusions.
In the first part of this thesis we focus on methods for automatically
determining the ORPs of terms.
We start in Chapter 1 with the (relatively) simple task of determining
the orientation of a set of given subjective terms, e.g. labeling as Positive
terms like good, happy, beautiful, which cast a positive connotation
onto the expression they qualify, and labeling as Negative terms like bad,
sad, ugly, which instead cast a negative connotation onto the expression
they qualify.
The original method we propose is based on:
• the hypothesis that the terms with similar orientation tend to have
similar glosses in a dictionary;
• the application of text classification methods to glosses, in order
to classify the terms the glosses refer to.
We experimentally compare our method with the others published in
the literature. The results presented in this chapter have been originally
published in [30].
In Chapter 2 we move to the more difficult task of recognizing also
the subjectivity of terms, following the observation that an automatic
method able to classify terms by orientation is of little value if it requires
to already know which terms are subjective.
We thus present an extension of the method that classifies terms by
orientation to recognize also subjectivity. This method can be used to
automatically build subjectivity (and orientation) lexicons from scratch,
which is of great applicative interest. The results presented in this chap-
ter have been originally published in [31].
In Chapter 3 we apply our term classification method on even more
detailed sentiment-related taxonomies, which label, for example, the
term beautiful as an aesthetic evaluation and the term honest as a
moral one. The results presented in this chapter have been originally
published in [4].
In the second part of the thesis we focus on methods for automati-
cally determining the ORPs of term senses.
xxii INTRODUCTION
Distinguishing among the various senses of a term allows one to build
more accurate resources, relaxing the two alternative assumptions usu-
ally made in term-based lexical resources that the properties assigned to
a term (a) are related to its most frequent meaning, or (b) indicate that
at least one of its possible meanings has such properties. For example,
the term blue is typically used to mean the color, but can also refer
to the negative mood. Similarly, the term estimable may be used to
describe a measurable quantity, or to describe a respectable person.
In Chapter 4 we leverage on our last experience on the determina-
tion of the ORPs of terms, and apply our term classification method to
determine the subjectivity and orientation of term senses. As a result of
this activity we produce SentiWordNet, a lexical resource which as-
signs a positivity and a negativity score to each of the more than 115,000
term senses defined in WordNet, a rich lexical database of the English
language. The results presented in this chapter extend those originally
published in [32].
In Chapter 5 we propose another original method for determining
the ORPs of term senses. This new method is based on using random-
walk models on the link graph determined by the occurrences of term
senses in the glosses defining other term senses. As the random-walk
models we use PageRank, the famous ranking algorithm used by the
Google search engine to rank Web pages, and two variants of it based on
different definitions of the link relation, and thus different random-walk
models. The results presented in this chapter extend those originally
published in [33, 34]. Combining the results obtained in this chapter
and the ones obtained in the previous one we present also a new version
of SentiWordNet, which improves over the previous one.
In Chapter 6 we test the impact of using the lexical resources pre-
sented in the previous chapters in an Opinion Extraction (OE) task. The
OE task consists in recognizing the exact part of text in document where
any expression of opinion or emotion appears, along with the opinion
holder. We will use in our experiments two corpora of news where opin-
ion expressions have been annotated using a special markup language,
and our task will be to automatically reproduce such annotations. The
two corpora mainly differ for the language of their documents, English
for one corpus and Italian for the other. This allow us to show an ef-
fective cross-language use of the SentiWordNet resource. The results
presented in this chapter are still unpublished.
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In Chapter 7 we conclude, reporting a summary of our results and







In this chapter we present a novel method for determining the
orientation of subjective terms. The proposed method is based
on the quantitative analysis of the glosses of such terms, i.e. the
definitions that these terms are given in on-line dictionaries, and
on the use of the resulting term representations for semi-supervised
term classification. The presented method outperforms all known
methods when tested on the recognized standard benchmarks for
this task.
1.1 Introduction
When executing an Opinion Mining task, lexical resources have a rele-
vant role in the identification of opinion expressions and the evaluation
of their properties. Such resources are typically composed by sets of
terms, usually two: one of Positive terms which identify those terms
that give a positive connotation to the text where they appear in (e.g.
good, nice, beautiful), and one of Negative terms which identify
those terms that give a negative connotation instead (e.g. bad, ugly,
1
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disgusting). Terms that do not appear in any of the two sets are im-
plicitly considered to be Objective, and to not contribute to the overall
orientation of text1.
Some resources may also identify the strength of the positivity (or
negativity) of each Positive (resp. Negative) term. For example, this can
be done by defining a function O(t) that, given a term t, returns a value
in [−1, 1], where the sign identifies the positivity or negativity of the
term and the absolute value the strength of its orientation [53, 54, 92].
Other lexical resources may instead subdivide terms in a finite number of
sets, each one identifying a specific strength of orientation (e.g. Strong-
Positive, Weak-Positive. . . ), but it is easy, and also a common practice,
to derive a discrete-valued O(t) function from such resources [2].
Lexical resources have a relevant role in the development of systems
that perform opinion-related tasks on text. The early work from Hatzi-
vassiloglou and Wiebe [45] shows that just checking the presence of ad-
jectives known to have relevant opinion-related properties (i.e. positive
or negative orientation) is a strong clue to the identification of sentences
that express some subjectivity, while just checking for the presence of
adjectives produces a much lower performance.
Turney’s [91] method to classify documents as either Positive or Neg-
ative is one of the simplest, yet effective, examples of use of an OM lexical
resource. It is based on considering the algebraic sum of the orientation

















where d is the document to be classified and T (d) returns the terms
contained in the document.
More sophisticate approaches are also possible. For example, in text
classification tasks based on machine learning methods, a typical use
1Actually, due to the typical lack of coverage of the lexical resources, some of the
terms not appearing in them may have instead a positive or a negative orientation. In
this chapter we do not address the coverage issue, which will be faced in the following
chapters.
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Table 1.1: Bethard et al. [9] results.
Features Precision Recall
BoW 50.97% 43.17%
BoW + HL 50.00% 43.72%
BoW + AL 54.27% 48.63%
of lexical resources is to generate new features, to be added to those
commonly used to represent a document (i.e. words appearing in the
document itself). Each of the new features has the role to identify
a specific property of the document, e.g. “the document contains at
least 5 Positive terms”, thus (implicitly) modeling the intuition “if the
document contains many positive terms, then it is probably a Positive
document”. Then it will be up to the machine learning algorithm, during
the learning process, to evaluate if the new features are relevant or not
for the classifier being built.
The work of Bethard et al. [9] is an example of an OM system which
uses some lexical resource-based features to perform automatic annota-
tion of opinions in text. The goal of their work is to classify propositions
as expressing opinions or not. They have used a typical machine learn-
ing approach, based on Support Vector Machines (SVM). The vectorial
representation of documents to be fed to the learner, for training, and
then to the classifier, for testing, are built using various features, which
also include two sets of opinion related features: a hand-built list of
opinion-oriented 2,973 terms (HL, in Table 1.1), and an automatically
generated version composed by 24,929 terms (AL, in Table 1.1). In
the experimental activity the performance of the proposition classifier
in various configurations is compared, including one with a simple bag-
of-word (BoW, in Table 1.1) model, and two which also use the above
mentioned lexical resources. Results (see Table 1.1) show a relevant im-
provement from the use of the automatically generated lexical resource.
In the Discussion section of [9], the authors’ comment is:
. . . our classification was significantly improved by
using lists of opinion words which were automati-
cally derived with a variety of statistical methods,
and these extended lists proved more useful than
smaller, more accurate manually constructed lists.
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delicious : greatly pleasing or entertaining
nice : pleasant or pleasing or agreeable in nature or appearance
disturbing : causing distress or worry or anxiety
bogus : fraudulent; having a misleading appearance
Figure 1.1: Excerpt from WordNet glosses of the terms delicious,
nice, disturbing and bogus.
Building lexical resources by hand is a very time-consuming task
and, until now, it has only been done to compile relatively small re-
sources (e.g. one of the largest is the lexicon of the General Inquirer
with 3,596 terms, see Section 1.4.1), which are typically used as bench-
mark for evaluation of automatic methods. In fact, OM literature has
concentrated on developing automatic methods to build such resources
(the most relevant of them are described in detail in Section 1.2).
In this chapter we present our first contribution to the topic of au-
tomatically generating lexical resources for OM, by proposing a novel
method for determining the orientation of terms. The method relies
on the application of semi-supervised learning to the task of classifying
terms as belonging to either the Positive category or the Negative cate-
gory. The novelty of the method lies in the fact that it exploits a source
of information which previous techniques for solving this task had never
attempted to use, namely, the glosses (i.e. textual definitions) that the
terms have in an online “glossary”, or dictionary. Our basic assumption
is that terms with similar orientation tend to have “similar” glosses: for
instance, that the glosses of delicious and nice will both contain ap-
preciative expressions, while the glosses of disturbing and bogus will
both contain derogative expressions (see Figure 1.1).
The method is semi-supervised (see e.g. [72]), in the sense that
1. a small training set of “seed” Positive and Negative terms is chosen
for training a term classifier;
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2. before learning begins, the training set is enriched by navigating
through a thesaurus, adding to the Positive training terms (i) the
terms related to them through relations (such as e.g. synonymy)
indicating similar orientation, and (ii) the terms related to the
Negative training terms through relations (such as e.g. antonymy)
indicating opposite orientation (the Negative training terms are
enriched through an analogous process).
We test the effectiveness of our method on the three benchmarks
previously used in this literature, and first proposed in [44, 53, 92], re-
spectively. The proposed method is found to outperform the previously
known best-performing method [92] in terms of accuracy, although by a
small margin. This result is significant, notwithstanding this small mar-
gin, since our method is computationally much lighter than the previous
top-performing method, which required a space- and time-consuming
phase of Web mining.
1.1.1 Chapter outline
In Section 1.2 we review in some detail the related literature on deter-
mining the orientation of terms. The methods and results presented in
this section are analyzed and taken as reference in Section 1.3, which
describes our own approach to determining the orientation of terms, and
in Section 1.4 and 1.5, which report on the experiments we have run and
on the results we have obtained. Section 1.6 concludes.
1.2 Related work
1.2.1 Hatzivassiloglou and McKeown
The work of Hatzivassiloglou and McKeown [44] has been the first to
deal with the problem of determining the orientation of terms. The
method attempts to predict the orientation of (subjective) adjectives by
analyzing pairs of adjectives (conjoined by and, or, but, either-or,
or neither-nor) extracted from a large unlabeled document set. The
underlying intuition is that the act of conjoining adjectives is subject to
linguistic constraints on the orientation of the adjectives involved (e.g.
and usually conjoins two adjectives of the same orientation, while but
conjoins two adjectives of opposite orientation). This is shown in the
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following three sentences (where the first two are perceived as correct
and the third is perceived as incorrect) taken from [44]:
1. The tax proposal was simple and well received
by the public.
2. The tax proposal was simplistic but well
received by the public.
3. (*) The tax proposal was simplistic and well
received by the public.
Their method to infer the orientation of adjectives from the analysis
of their conjunctions uses a three-step supervised learning algorithm:
1. All conjunctions of adjectives are extracted from a set of docu-
ments.
2. The set of the extracted conjunctions is split into a training set
and a test set by placing in the test set only the conjunctions
such that each of the conjoined adjectives appears at least α times
in conjunction with any other adjective occurring in the test set.
The α parameter thus defines the hardness of the test set, since
conjunctions of adjectives with fewer links have less associated
information, and are thus harder to classify (see Table 1.2).
3. The conjunctions in the training set are used to train a classifier,
based on a log-linear regression model, which classifies pairs of
adjectives either as having the same or as having different orien-
tation. The classifier is applied to the test set, thus producing a
graph with the hypothesized same- or different-orientation links
between all pairs of adjectives that are conjoined in the test set.
4. A clustering algorithm uses the graph produced in Step 3 to par-
tition the test adjectives into two clusters.
5. By using the intuition that positive adjectives tend to be used more
frequently than negative ones, the cluster containing the terms of
higher average frequency in the document set is deemed to contain
the Positive terms.
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Table 1.2: Hatzivassiloglou and McKeown’s results [44].
Number of Percentage
α adjectives of full Accuracy
in test set test set
2 730 100.0% 78.08%
3 516 70.7% 82.56%
4 369 50.5% 87.26%
5 236 32.3% 92.37%
For their experiments, the authors used a term set consisting of
657/679 adjectives labeled as being Positive/Negative (hereafter, the HM
term set). The document collection from which they extracted the con-
junctions of adjectives is the unlabeled 1987 Wall Street Journal doc-
ument set2. In the experiments reported in [44], and summarized in
Table 1.2, the above algorithm determines the orientation of adjectives
with an accuracy of 78.08% on the full HM term set. accuracies ranging
from 78.08% to 92.37%, depending on the hardness of the test data as
specified by the α parameter.
1.2.2 Turney and Littman
Turney and Littman [92] have approached the problem of determining
the orientation of terms by bootstrapping from a pair of two minimal
sets of “seed” terms:
Sp = {good, nice, excellent, positive, fortunate, correct,
superior}
Sn = {bad, nasty, poor, negative, unfortunate, wrong, infe-
rior}
which they have taken as descriptive of the two categories Positive and
Negative.
Their method is based on computing the pointwise mutual informa-
tion (PMI)
2Available from the ACL Data Collection Initiative as CD-ROM 1 (http://www.
ldc.upenn.edu/Catalog/).
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of the target term t with each seed term ti as a measure of their semantic








i.e. by the sum of the weights of its semantic association with the seed
positive terms minus the sum of the weights of its semantic association
with the seed negative terms.
The authors have tested their method on the HM term set from [44]
and also on the categories Positive and Negative defined in the General
Inquirer lexicon [86]. The General Inquirer is a text analysis system that
uses, in order to carry out its tasks, a large number of categories3, each
one denoting the presence of a specific trait in a given term. The two
main categories are Positive/Negative, which contain 1,915/2,291 terms
having a positive/negative orientation. Examples of positive terms are
advantage, fidelity and worthy, while examples of negative terms are
badly, cancer, stagnant. In their experiments the list of terms is re-
duced to 1,614/1,982 entries (hereafter, the TL term set) after removing
terms appearing in both categories (17 terms – e.g. deal) and reducing
all the multiple entries of a term in a category, caused by multiple senses,
to a single entry.
Pointwise mutual information is computed using two methods, one
based on IR techniques (PMI-IR) and one based on latent semantic
analysis (PMI-LSA). In the PMI-IR method, term frequencies and co-
occurrence frequencies are measured by querying a document set by
means of a search engine with a “t” query, a “ti” query, and a “t NEAR
ti” query, and using the number of matching documents returned by the
search engine as estimates of the probabilities needed for the computa-
tion of PMI in Equation 1.2. In the AltaVista search engine4, which
was used in the experiments, the NEAR operator produces a match for
a document when its operands appear in the document at a maximum
distance of ten terms, in either order. This is a stronger constraint than
3The definitions of all such categories are available at http://www.webuse.umd.
edu:9090/
4http://www.altavista.com/
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the one enforced by the AND operator, that simply requires its operands
to appear anywhere in the document.
In the experiments, three document sets were used for this purpose:
(i) AV-Eng, consisting of all the documents in the English language in-
dexed by AltaVista at the time of the experiment; this amounted to
350 million pages, for a total of about 100 billion term occurrences; (ii)
AV-CA, consisting of the AV-Eng documents from .ca domains; this
amounted to 7 million pages, for a total of about 2 billion term occur-
rences; and (iii) TASA, consisting of documents collected by Touchstone
Applied Science Associates5 for developing “The Educator’s Word Fre-
quency Guide” [102]; this amounted to 61,000 documents, for a total of
about 10 million word occurrences.
The results of [92] (illustrated in Table 1.3) show that performance
tends to increase with the size of the document set used; this is quite
intuitive, since the reliability of the co-occurrence data increases with the
number of documents on which co-occurrence is computed. On the HM
term set, the PMI-IR method using AV-Eng outperformed by an 11%
margin (87.13% vs. 78.08%) the method of [44]. It should be noted that,
in order to avoid overloading the AltaVista server, only a query every
five seconds was issued, thus requiring about 70 hours for downloading
the AV-Eng document set. On the much smaller TASA document set
PMI-IR was computed locally by simulating the behaviour of AltaVista’s
NEAR operator; this document set brought about a 20% decrease in
accuracy (61.83% vs. 78.08%) with respect to the method of [44].
Table 1.3 also reports the results Using AND instead of NEAR on
AV-Eng brought about a 19% decrease in accuracy compared to the
use of NEAR on the TL term set (67.0% vs. 82.84%). The PMI-LSA
measure was applied only on the smallest among the three document sets
(TASA), due to its heavy computational requirements. The technique
showed some improvement over PMI-IR on the same document set (a
6% improvement on the TL term set, a 9% improvement on the HM
term set).
1.2.3 Kamps et al.
Kamps et al. [53] focused on the use of lexical relations defined in Word-
Net6. They defined a graph on the adjectives contained in the inter-
5http://www.tasa.com/
6http://wordnet.princeton.edu/
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Table 1.3: Turney and Littman’s results [92].
Term Method Operator Doc set Accuracy
set Doc set (%)
TL PMI-IR NEAR AV-Eng 82.84
TL PMI-IR AND AV-Eng 67.00
TL PMI-IR NEAR AV-CA 76.06
TL PMI-IR NEAR TASA 61.26
TL PMI-LSA NEAR TASA 65.27
HM PMI-IR NEAR AV-Eng 87.13
HM PMI-IR NEAR AV-CA 80.31
HM PMI-IR NEAR TASA 61.83
HM PMI-LSA NEAR TASA 67.66
section between the TL term set and WordNet, adding a link between
two adjectives whenever WordNet indicates the presence of a syn-
onymy relation between them. On this graph, the authors defined a
so-called “geodesic” distance measure d(t1, t2) between terms t1 and t2,
which amounts to the length of the shortest path that connects t1 and
t2 (with d(t1, t2) = +∞ if t1 and t2 are not connected). The orientation
of a term is then determined by its relative distance from the two seed
terms good and bad, i.e.
SO(t) =
d(t, bad)− d(t, good)
d(good, bad)
(1.4)
The adjective t is deemed to belong to Positive iff SO(t) > 0, and
the absolute value of SO(t) determines, as usual, the strength of this
orientation (the constant denominator d(good, bad) is a normalization
factor that constrains all values of SO to belong to the [−1, 1] range).
With this method, only adjectives connected to any of the two cho-
sen seed terms by some path in the synonymy relation graph can be
evaluated. This is the reason why the authors limit their experiment to
the 663 adjectives of the TL term set (18.43% of the total 3,596 terms)
reachable from either good or bad through the WordNet synonymy
relation (hereafter, the KA set). They obtain a 67.32% accuracy value,
which is not terribly significant given the small test set and the limita-
tions inherent in the method.
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1.2.4 Takamura et al.
Takamura et al. [89] determine term orientation (for Japanese) accord-
ing to a “spin model”, i.e. a physical model of a set of electrons each
endowed with one between two possible spin directions, and where elec-
trons propagate their spin direction to neighboring electrons until the
system reaches a stable configuration. The authors equate terms with
electrons and term orientation to spin direction. They build a neighbor-
hood matrix connecting each pair of terms if one appears in the gloss
of the other, and iteratively apply the spin model on the matrix until
a “minimum energy” configuration is reached. The orientation assigned
to a term then corresponds to the spin direction assigned to electrons.
1.2.5 Kim and Hovy
The system of Kim and Hovy [54] tackles orientation detection by at-
tributing, to each term, a positivity score and a negativity score; in-
terestingly, terms may thus be deemed to have both a positive and a
negative correlation, maybe with different degrees, and some terms may
be deemed to carry a stronger positive (or negative) orientation than
others. Their system starts from a set of positive and negative seed
terms, and expands the positive (resp. negative) seed set by adding to it
the synonyms of positive (resp. negative) seed terms and the antonyms
of negative (resp. positive) seed terms. The system classifies then a
target term t into either Positive or Negative by means of two alterna-
tive learning-free methods based on the probabilities that synonyms of
t also appear in the respective expanded seed sets. A problem with this
method is that it can classify only terms that share some synonyms with
the expanded seed sets.
The methods of [54, 89] are difficult to compare with our method
and the other ones since they were not evaluated on publicly available
datasets.
1.3 Determining the orientation of a term by
gloss classification
We present a method for determining the orientation of a term based
on the classification of its glosses.
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Our use of glosses for reasoning about the semantics of terms is in-
spired by Michael Lesk’s seminal word sense disambiguation method [61].
In this method, in order to determine which among the senses {s1(t), . . . ,
sn(t)} of a given term t a given occurrence o(t) of t in a text belongs to,
the n glosses {g(s1(t)), . . . , g(sn(t))} are ranked in terms of their simi-
larity with the text window in which o(t) belongs, and the top-ranked
gloss is chosen as indicating the correct sense. For doing so, both the
text window and the glosses are given vectorial representations through
standard text indexing methods.
Our process for determining the orientation of terms is composed of
the following steps:
1. Two seed sets Tr0p and Tr
0
n, of terms that are representative of the
two categories Positive and Negative, are provided as input.
2. Lexical relations (e.g. synonymy) from a thesaurus, or online dic-
tionary, are used in order to find new terms that will also be consid-
ered representative of the two categories because of their relation
with the terms contained in Tr0p and Tr
0
n. This process can be
iterated K times, using as input at every iteration k the result of
the previous one k− 1. The new terms, once added to the original
ones, yield two new, richer sets TrKp and Tr
K
n of terms; together
they form the training set for the learning phase of Step 4.
3. For each term ti in TrK = TrKp ∪ TrKn or in the test set (i.e.
the set of terms to be classified), a textual representation of ti is
generated by collating all the glosses of ti as found in a machine-
readable dictionary7. Each such representation is converted into
vectorial form by standard text indexing techniques.
4. A binary text classifier is trained on the terms in TrK and then
applied to the terms in the test set.
In Step 1 it is possible to choose two relatively small sets of terms,
as done in [92], or even two singleton sets, as done in [53].
Step 2, in which new representative terms are added to either Trkp
or Trkn, is based on the hypothesis that the lexical relations used in this
expansion phase, in addition to defining a relation of meaning, between
7In general a term ti may have more than one gloss, since it may have more than
one sense; dictionaries normally associate one gloss to each sense.
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the two involved terms, also define a relation of orientation: for instance,
it seems plausible that two synonyms may have the same orientation,
and that two antonyms may have opposite orientation. This step is
thus reminiscent of the use of the synonymy relation as made by Kamps
et al. [53], and Kim and Hovy [54]. Any relation between terms that
expresses, implicitly or explicitly, similar (e.g. synonymy) or opposite
(e.g. antonymy) orientation, can be used in this process. It is possible
to combine more relations together so as to increase the expansion rate
(i.e. computing the union of all the expansions obtainable from the in-
dividual relations), or to implement a finer selection (i.e. computing the
intersection of the individual expansions).
In Step 3, all the glosses associated to a term in a dictionary are
collated so as to form a textual representation for the term. The the
basic assumption is that terms with a similar orientation tend to have
“similar” glosses: for instance, that the glosses of delicious and nice
will contain both appreciative expressions, while the glosses of disturb-
ing and bogus will contain both derogative expressions (see Figure 1.1).
Note that, quite inevitably, the resulting textual representations will also
contain “noise”, in the form of the glosses related to word senses different
from the ones intended8.
Finally, Step 4 uses text classification techniques in order to obtain
a model for the orientation of terms from the glosses of training terms,
and then applies it to the classification of test terms.
Altogether, the learning method we use is semi-supervised (rather
than supervised), since some (most) of the “training” data used have
been labeled by our algorithm, rather than by human experts.
Performing gloss classification as a device for classifying the terms
described by the glosses, thus combining the use of lexical resources and
text classification techniques, has two main goals:
• taking advantage of the richness and precision of human-defined
linguistic characterizations as available in lexical resources such as
WordNet;
• enabling the classification of any term, provided there is a gloss
for it in the lexical resource.
8Experiments in which some unintended senses and their glosses are filtered out
by means of part-of-speech analysis are described in Section 1.5.
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This latter point is relevant, since it means that our method can
classify basically any term. This is in sharp contrast with e.g. the method
of [44], which can only be applied to adjectives, and with that of [53],
which can only be applied to terms directly or indirectly connected to
the terms good or bad through the WordNet synonymy relation.
1.4 Experiments
1.4.1 Test sets and seed sets
We have run our experiments on the HM, TL, and KA term sets, which
have been described in Sections 1.2.1, 1.2.2, and 1.2.3, respectively.
Respect to the HM corpus we have used the full set, corresponding
to the value α = 2 in Table 1.2.
The intersection between TL and HM consists of 652 terms; 641 of
these have the same label on both corpora (a 98.31% agreement).
1.4.2 Seed terms
As discussed in Section 1.3, the method requires bootstrapping from
two seed sets Tr0p and Tr
0
n representative of the categories Positive and
Negative. In the experiments we have alternatively used the same seven
positive and seven negative terms used in [92] (the Tur training set), as
listed in Section 1.2.2, or the singleton sets {good} and {bad} (the Kam
training set), as used in [53]. Note that Kam is a proper subset of Tur.
1.4.3 Expansion method for seed sets
We have used WordNet version 2.0 [40] as the source of lexical rela-
tions, mainly because of its ease of use for automatic processing. How-
ever, any thesaurus could be used in this process.
From the many lexical relations defined in WordNet, we have cho-
sen to explore synonymy (Syn; e.g. use / utilize), direct antonymy
(AntD; e.g. light / dark), indirect antonymy (AntI ; e.g. wet / parched)9,
9Indirect antonymy is defined in WordNet as antonymy extended to those pairs
whose opposition of meaning is mediated by a third term; e.g. wet / parched, are
indirect antonyms, since their antonymy relation is mediated by the similarity of
parched and dry. It should be remarked that AntD ⊆ AntI .
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hypernymy (Hyper; e.g. car / vehicle) and hyponymy (Hypon, the in-
verse of hypernymy; e.g. vehicle / car), since they looked to us the
most obvious candidate transmitters of orientation. We have made the
assumption that Syn, Hyper, and Hypon relate terms with the same
orientation, while AntD and AntI relate terms with opposite orientation.
The function ExpandSimple, which we have iteratively used for ex-
panding (Tr0p, Tr
0
n), is described in Figure 1.2. The input parameters
are the initial seed sets Tr0p and Tr
0
n to be expanded, the graph defined
on all the terms by the lexical relation used for expansion, and a flag in-
dicating if the relation expresses similar or opposite orientation between
two terms related through it. The training set is built by initializing it
to the seed sets (Step 1), and then by recursively adding to it all terms
directly connected to training terms in the graph of the considered re-
lation (Step 2)10. The role of Steps 3 and 4 is to avoid that the same
term be added to both Trkp and Tr
k
n; this is accomplished by applying
the two rules:
Priority : if a term already belongs to Trk−1p (resp. Trk−1n ), it cannot
be added to Trkn (resp. Tr
k
p);
Tie-break : if a term is added at the same time to both Trkp and Tr
k
n,
it is not useful, and can thus be eliminated from both.
The relations we have comparatively tested in seed set expansion
are:
Syn(J) synonymy, restricted to adjectives
Syn(∗) synonymy, regardless of POS
AntD(J) direct antonymy, restricted to adjectives
AntD(∗) direct antonymy, regardless of POS
AntI(J) indirect antonymy, restricted to adjectives
AntI(∗) indirect antonymy, regardless of POS
Hypon(∗) hyponymy, regardless of POS
Hyper(∗) hypernymy, regardless of POS
The function ExpandMultiple, described in Figure 1.3, combines
several lexical relations into a single expansion step, by computing the
union or the intersection of the expansions obtained according to the
individual relations.
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function ExpandSimple
Input :
Trk−1p , Trk−1n : input sets for the Positive and Negative categories
Grel : graph defined on terms by the lexical relation rel
Srel : boolean flag specifying if the relation expresses similarity




n : expanded seed sets
Body :
1. Trkp ← Trk−1p ; Trkn ← Trk−1n ;
2. foreach term in Trk−1p do
Temp← set of all terms directly connected to term in Grel;
if Srel then
Trkp ← Trkp ∪ Temp;
else
Trkn ← Trkn ∪ Temp;
foreach term in Trk−1n do
Temp← set of all terms directly connected to term in Grel;
if Srel then
Trkn ← Trkn ∪ Temp;
else
Trkp ← Trkp ∪ Temp;
3. Trkp ← Trkp − Trk−1n ; Trkn ← Trkn − Trk−1p ;
4. Dup← Trkp ∩ Trkn; Trkp ← Trkp −Dup; Trkn ← Trkn −Dup;




Trk−1p , Trk−1n : input sets for the Positive and Negative categories
G = {(Grel1 , Srel1), . . . , (Greln , Sreln)} : list of graphs defined by
the lexical relations rel1, . . . , reln
union : boolean flag specifying if union or intersection of relations




n : expanded seed sets
Body :
1. foreach (Greli , Sreli) in G do
(TempPosi, T empNegi)←
ExpandSimple(Trk−1p , T rk−1n , Greli , Sreli);














3. Dup← Trkp ∩ Trkn; Trkp ← Trkp −Dup; Trkn ← Trkn −Dup;
Figure 1.3: Combination of basic expansions for seed sets.
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Restricting a relation R to a given part of speech (POS) (e.g. adjec-
tives) means that, among the terms related through R with the target
term t, only those that have the same POS as t are included in the ex-
pansion. This is possible since WordNet relations are defined on word
senses (synsets), rather than words, and since WordNet synsets are
POS-tagged11.
After evaluating the effectiveness of individual relations (see Sec-
tion 1.5), we have chosen to further investigate the combination of the
best-performing ones, i.e.:
Syn(J) ∪AntD(J) union of Syn(J) and AntD(J)
Syn(J) ∩AntD(J) intersection of Syn(J) and AntD(J)
Syn(J) ∪AntI(J) union of Syn(J) and AntI(J)
Syn(J) ∩AntI(J) intersection of Syn(J) and AntI(J)
and the corresponding ∗ versions (e.g. Syn(∗)∪AntD(∗)), not restricted
to adjectives.
In the experiments, we have used these relations iteratively, start-
ing from the seed sets Tr0p and Tr
0
n and producing various chains of
expansion, iterating until no other terms can be added to Trkp ∪ Trkn12.
1.4.4 Representing terms
The creation of textual representations of terms is based on the use of
glosses extracted from a dictionary.
We have first experimented with the (freely accessible) online version
of the Merriam-Webster dictionary13 (MW ). We have gathered the
MW glosses by using a Perl script that, for each term, queries the
MW site for the dictionary definition of the term, retrieves the HTML
output from the server, isolates the glosses from the other parts of the
document (e.g. side menus, header banner), and removes HTML tags.
After this processing, some text unrelated to the glosses is still present in
10For non-symmetric relations, like hypernymy, the edge direction must be outgoing
from the seed term.
11In the experiments reported in Section 1.4 the only restriction we test is to ad-
jectives, since all the terms contained either in the Tur or in the Kam seed sets are
adjectives.
12We have reached a maximum of K = 16 iterations for the AntD relation when
used on the Kam seed set.
13http://www.m-w.com/
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the resulting text, but more precise text cleaning would require manual
processing, because of the extremely variable structure of the entries in
MW . For this reason we have switched to WordNet, leaving the use
of MW only to a final experiment on an optimized setting.
Glosses in WordNet have instead a regular format, that allows the
production of cleaner textual representations. In WordNet, each con-
cept is represented by a synset, which gathers all the terms that could
represent the concept. Thus, a term belongs to many synset for many
senses it has, and each different sense is marked by a unique number. For
example, the adjective unfortunate has 3 senses and the second sense is
represented by the synset {unfortunate#J#2,inauspicious#J#1} (Fig-
ure 1.4 shows the original WordNet entry for the term unfortunate).
Synsets are partitioned on the four POS: adjectives, adverbs, nouns,
verbs. Each synset has always a gloss associated to it. A gloss is com-
posed by the list of the terms belonging to the synset (T), the concept
definition (D) and, optionally, some sample phrases (S).
The textual representation for a term can be easily built by collating
all theWordNet glosses for all the synsets it belongs to. We have tested
four different methods for creating textual representations of terms. The
first one puts together the synset terms and the definition (we dub it
the TD method), while the second also includes the sample phrases (the
TDS method); if the lexical relation used for expansion is limited to a
given POS (e.g. adjectives), we use only the glosses for the synsets having
that POS. Comparing the two methods experimentally allows to test the
impact of sample phrases on textual representations. We have derived
the third and fourth method by applying to the TD and TDS textual
representations negation propagation [22], that consists in replacing all
the terms that occur after a negation in a sentence with negated versions
of the term 14 (e.g. in the sentence This is not good, the term good
is converted to the term ¬good), thus yielding the TD¬ and TDS¬
methods. Figure 1.5 shows two textual representations created from it
by using the TD and TD¬ methods.
1.4.5 Classification
We have classified terms by learning a classifier from the vectorial rep-
resentations of the terms in TrKp ∪ TrKn , and by then applying the
14Negation propagation has also been successfully used in [77] for sentiment classi-
fication of movie reviews.
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Overview of noun unfortunate
The noun unfortunate has 1 sense (first 1 from tagged
texts)
1. unfortunate, unfortunate person -- (a person who suf-
fers misfortune)
Overview of adj unfortunate
The adj unfortunate has 3 senses (first 2 from tagged
texts)
1. unfortunate -- (not favored by fortune; marked or ac-
companied by or resulting in ill fortune; ‘an unfortunate
turn of events’; ‘an unfortunate decision’; ‘unfortunate
investments’; ‘an unfortunate night for all concerned’)
2. inauspicious, unfortunate -- (not auspicious; boding
ill)
3. unfortunate -- (unsuitable or regrettable; ‘an unfortu-
nate choice of words’; ‘an unfortunate speech’)
Figure 1.4: WordNet output for the term unfortunate.
TD representation :
unfortunate unfortunate person a person who suffers
misfortune not favored by fortune marked or accompa-
nied by or resulting in ill fortune inauspicious not
auspicious boding ill unsuitable or regrettable
TD¬ representation :
unfortunate unfortunate person a person who suffers
misfortune ¬favored ¬by ¬fortune marked or accom-
panied by or resulting in ill fortune inauspicious
¬auspicious boding ill unsuitable or regrettable
Figure 1.5: TD and TD¬ representations for the term unfortunate.
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resulting binary classifier (Positive vs. Negative) to the test terms. We
have obtained vectorial representations for the terms from their tex-
tual representations by performing stop word removal and weighting by
cosine-normalized tfidf ; we have performed no stemming.
The learning algorithms we have tested are the naive Bayesian learner
using the multinomial model (NB) [66], support vector machines using
linear kernels [51], and the PrTFIDF probabilistic version of the Rocchio
learner [50]15. The use of the PrTFIDF learner is uncommon, but other
works have reported good results with it (e.g. [82, 83]).
1.5 Results
The various combinations of choices of seed sets, expansion method (also
considering the variable number of expansion steps steps), method for
the creation of textual representations, and classification algorithm, re-
sulted in several thousands different experiments. Therefore, in the
following we only report the results we have obtained with the best-
performing combinations.
Table 1.4 shows the accuracy obtained using the base seed sets (Tur
and Kam) with no expansion and the NB classifier. The accuracy is still
relatively low because of the small size of the training set, but for the
KA term set the result obtained using TDS¬ representations is already
better than the best accuracy reported in [53] on the same term set.
Table 1.4 shows an average 4.4% increase (with standard deviation
σ = 1.14) in accuracy in using TDS representations versus TD ones, and
an average 5.7% increase (σ = 1.73) by using representations obtained
with negation propagation versus ones in which this has not been used.
We have noted this trend also across all other experiments: the best
performance, keeping all other parameters fixed, is always obtained using
TDS¬ representations. For this reason in the rest of the paper we only
report results obtained used the TDS¬ method.
Applying expansion methods to seed sets improves results just after a
few iterations. Figure 1.6 illustrates the accuracy values obtained in the
classification of the TL term set by applying expansion functions to the
15The naive Bayesian and PrTFIDF learners we have used are from McCallum’s
Bow package (http://www-2.cs.cmu.edu/~mccallum/bow/), while the SVM learner
we have used is version 6.01 of Joachims’ SVM light (http://svmlight.joachims.
org/).
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Table 1.4: Accuracy (%) in classification using the base seed sets (with
no expansion), the NB learner and various textual representations.
Seed Textual TL KA HM
set representation
Kam TD 48.47 53.41 50.01
Kam TDS 52.47 54.63 53.69
Kam TD¬ 50.53 55.84 56.14
Kam TDS¬ 53.81 58.55 58.76
Tur TD 57.86 64.49 56.91
Tur TDS 59.56 65.10 61.06
Tur TD¬ 59.03 66.92 62.61
Tur TDS¬ 61.18 68.53 65.49
Kam seed set, using the various lexical relations or combinations thereof
listed in Section 1.4.3. The Hyper relation is not shown because it has
always performed worse than with no expansion at all; a possible reason
for this is that hypernymy, expressing the relation “is a kind of”, very
often connects (positively or negatively) oriented terms to non-oriented
terms (e.g. quality is a hypernym of both good and bad).
Figure 1.6 also shows that the restriction to adjectives of the lexi-
cal relations (e.g. Syn(J), AntD(J), AntI(J)) produces better results
than using the same relation without restriction on POS (e.g. Syn(∗),
AntD(∗), AntI(∗)). The average increase in accuracy obtained by bound-
ing the lexical relations to adjectives versus not bounding them, mea-
sured across all comparable experiments, amounts to 2.88% (σ = 1.76).
A likely explanation of this fact is that many word senses associated with
POSs other than adjective are not oriented, even if other “adjective”
senses of the same term are oriented (e.g. the noun good, in the sense
of “product”, has no orientation). This means that, when used in the
expansion and in the generation of textual representations, these senses
add “noise” to the data, which decreases accuracy. For instance, if no
restriction on POS is enforced, expanding the adjective good through
the synonymy relation will add the synonyms of the noun good (e.g.
product) to TrKp ; and using the glosses for the “noun” senses of good
will likely generate noisy representations.
Looking at the number of terms contained in the expanded sets
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after applying all possible iterations, we have, using the Kam seed
set, 22,785 terms for Syn(∗), 14,237 for Syn(J), 6,727 for AntD(∗),
6,021 for AntD(J), 14,100 for AntI(∗), 13,400 for AntI(J), 26,137 for
Syn(∗) ∪AntI(∗), and 16,686 for Syn(J) ∪AntI(J). Expansions based
on the Tur seed set are similar to those obtained using the Kam seed
set, probably because of the close lexical relations occurring between the
seven positive/negative terms. Across all the experiments, the average
difference in accuracy between using the Tur seed set or the Kam seed
set is about 2.55% in favour of the first (σ = 3.03), but if we restrict our
attention to the 100 best-performing combinations we find no relevant
difference (0.08% in favour of Kam, σ = 0.43).
Figure 1.6 shows that the best-performing relations are the simple
Syn(J) and AntI(J) relations, and the combined relations Syn(J) ∪
AntI(J), Syn(J) ∪ AntD(J); these results are confirmed by all the ex-
periments, across all learners, seed sets, and test sets.
Tables 1.5, 1.6 and 1.7 show the best results obtained on each seed
set (Tur and Kam) on the HM, TL and KA test sets, respectively,
indicating the learner used, the expansion method and the number of
iterations applied, and comparing our results with the results obtained
by previous works on the same test sets [44, 53, 92].
On the HM test set (Table 1.5) the best results are obtained with
SVMs (87.38% accuracy), using the Kam seed set and the Syn(J) ∪
AntI(J) relation. Our best performance is 0.3% better than the best
published result [92] and 12% better than the result of [44] on this
dataset.
On the TL test set (Table 1.6) the best results are obtained with the
PrTFIDF learner (83.09%) using the Kam seed set and the Syn(J) ∪
AntI(J) relation, thus confirming the results on the HM term set. Our
best performance is 0.3% better than the only published result on this
dataset [92].
On the KA test set (Table 1.7) the best results are obtained with
SVMs (88.05%), again using the Kam seed set and the Syn(J)∪AntI(J)
relation, again confirming the results on the TL and HM term sets. Our
best performance is 31% better than the only published result on this
dataset [53].
In a final experiment we have applied again the best-performing
combinations, this time using textual representations extracted from
the Merriam-Webster on-line dictionary (see Section 1.4.4) instead of

























Figure 1.6: Accuracy in the classification (NB classifier) of the TL term
set, using various lexical relations to expand the Kam seed set.
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WordNet. We have obtained accuracies of 83.71%, 79.78%, and 85.44%
on the HM, TL, and KA test sets, thus showing that it is possible to
obtain acceptable results also by using resources other than WordNet.
In our comparisons with previously published methods we note that,
while improvements with respect to the methods of [44, 53] have been
dramatic, the improvements with respect to the method of [92] have
been marginal. However, compared to the method of [92], ours is much
less data-intensive: in our best-performing experiment on the TL term
set we used an amount of data (consisting of the glosses of our terms)
roughly 200,000 times smaller than the amount of data (consisting of the
documents from which to extract co-occurrence data) required by the
best-performing experiment of [92] (about half a million vs. about 100
billion word occurrences) on the same term set. The time required by our
method for a complete run, from the iterative expansion of seed sets to
the creation of textual representations, their indexing and classification,
is about 30 minutes, while the best-performing run of [92] required about
70 hours. In an experiment using a volume of data only 20 times the
size of ours (10 million word occurrences), [92] obtained accuracy values
22% inferior to ours (65.27% vs. 83.09%), and at the price of using
the time-consuming PMI-LSA method. We should also mention that
we bootstrap from a smaller seed set than [92], actually a subset of it
containing only 1+1 seed terms instead of 7+7. Additionally, we should
mention that our results are also fully reproducible. This is not true of
the results of [92], due (i) to the fluctuations of Web content, and (ii)
to the fact that the query language of the search engine used for those
experiments (AltaVista) does not allow the use of the NEAR operator
any longer.
1.6 Conclusions
In this chapter we have faced the problem of determining the orientation
of subjective terms. We have presented a novel method for determin-
ing the orientation of subjective terms. The method is based on semi-
supervised learning applied to term representations obtained by using
term glosses from a freely available machine-readable dictionary. When
tested on all the publicly available corpora for this task, this method has
outperformed all the published methods, although the best-performing
known method is beaten only by a small margin [92]. This result is valu-
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Table 1.5: Best results in classification of the HM term set.
Method Seed Expansion # of Acc.
set method iterations (K) (%)
[44] – – – 78.08
SVM Kam Syn(J) ∪AntI(J) 8 87.38
PrTFIDF Kam Syn(J) ∪AntD(J) 4 84.73
NB Kam Syn(J) ∪AntI(J) 6 84.28
[92] Tur – – 87.13
SVM Tur Syn(J) ∪AntD(J) 7 87.21
PrTFIDF Tur Syn(J) ∪AntD(J) 4 85.40
NB Tur Syn(J) ∪AntD(J) 5 84.73
Table 1.6: Best results in the classification of the TL term set.
Method Seed Expansion # of Acc.
set method iterations (K) (%)
PrTFIDF Kam Syn(J) ∪AntI(J) 4 83.09
SVM Kam Syn(J) ∪AntD(J) 6 81.41
NB Kam Syn(J) ∪AntD(J) 4 80.73
[92] Tur – – 82.84
PrTFIDF Tur Syn(J) ∪AntI(J) 3 82.20
SVM Tur Syn(J) ∪AntI(J) 9 81.91
NB Tur Syn(J) ∪AntD(J) 3 80.73
Table 1.7: Best results in the classification of the KA term set.
Method Seed Expansion # of Acc.
set method iterations (K) (%)
[53] Kam – – 67.32
SVM Kam Syn(J) ∪AntI(J) 4 88.05
PrTFIDF Kam Syn(J) ∪AntD(J) 8 87.59
NB Kam Syn(J) ∪AntD(J) 4 86.23
SVM Tur Syn(J) ∪AntI(J) 3 87.21
PrTFIDF Tur Syn(J) ∪AntD(J) 3 87.59
NB Tur Syn(J) ∪AntD(J) 7 86.38
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able notwithstanding this small margin, since it was obtained with only
1 training term per category, and with a method O(105) times less data-








We contend that the plain determination of the orientation of
terms, explored in the previous chapter, is not a realistic problem,
since it starts from the non-realistic assumption that we already
know whether a term is subjective or not; this would imply that
a linguistic resource that marks terms as “subjective” or “objec-
tive” is available, which is usually not the case. In this chapter
we confront the task of deciding whether a given term has a pos-
itive connotation, or a negative connotation, or has no subjective
connotation at all ; this problem thus subsumes the problem of
determining subjectivity and the problem of determining orienta-
tion. We tackle this problem by testing three different variants
of the semi-supervised term classification method previously pro-
posed for orientation detection. Results show that determining
subjectivity and orientation is a much harder problem than deter-
mining orientation alone.
2.1 Introduction
Implicit in most works dealing with term orientation is the assumption
that, for many languages for which one would like to perform opinion
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mining, there is no available lexical resource where terms are tagged
as having either a Positive or a Negative connotation, and that in the
absence of such a resource the only available route is to generate such a
resource automatically.
However, we think this approach lacks realism, since it is also true
that, for the very same languages, there is no available lexical resource
where terms are tagged as having either a Subjective or an Objective
connotation. Thus, the availability of an algorithm that tags Subjective
terms as being either Positive or Negative is of little help, since deter-
mining if a term is Subjective is itself non-trivial.
The need for a method that automatically generates a lexical re-
source on the subjectivity and orientation dimensions of opinion is also
more relevant when observing the work of Bethard et al. [9], which re-
port interesting results that show how automatically generated lexical
resources, although inaccurate respect to human compiled ones, produce
better results because of their larger coverage of the language.
In this chapter we confront the task of determining whether a given
term has a Positive connotation (e.g. delicious, nice), or a Negative
connotation (e.g. disturbing, bogus), or has instead no Subjective con-
notation at all (e.g. white, triangular); this problem thus subsumes
the problem of deciding between Subjective and Objective and the prob-
lem of deciding between Positive and Negative.
We tackle this problem by testing three different variants of the semi-
supervised method for orientation detection proposed in Chapter 1. Our
results show that determining subjectivity and orientation is a much
harder problem than determining orientation alone.
2.1.1 Chapter outline
The rest of the chapter is structured as follows. Section 2.2 reviews
related work dealing with term orientation and/or subjectivity detection.
Section 2.3 reviews the semi-supervised method for orientation detection
presented in Chapter 1, pointing out which are the relevant point to
be modified to work on the new task. Section 2.4 describes in detail
three different variants we propose for determining, at the same time,
subjectivity and orientation, and also describes the general setup of our
experiments. In Section 2.5 we discuss the results we have obtained.
Section 2.6 concludes.
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2.2 Related work
2.2.1 Determining term orientation
For a discussion of literature related to the problem of determining term
orientation we point the reader to Section 1.2 of Chapter 1.
Among those work, we are interested to recall that Kim and Hovy [54]
have reported an evaluation of human inter-coder agreement on the task
of subjectivity recognition, on adjective and verbs. We will compare this
evaluation with our results in Section 2.5.
2.2.2 Riloff et al.
Riloff et al. [81] have developed a method to determine whether a term
has a Subjective or an Objective connotation, based on bootstrapping
algorithms. The method identifies patterns for the extraction of sub-
jective nouns from text, bootstrapping from a seed set of 20 strongly
subjective terms selected by the authors. terms that the authors judge
to be strongly subjective and have found to have high frequency in the
text collection from which the subjective nouns must be extracted.
The results of this method are not easy to compare with the ones we
present in this paper because of the different evaluation methodologies.
While we adopt the evaluation methodology used in all of the papers
reviewed so far (i.e. checking how good our system is at replicating
an existing, independently motivated lexical resource), – an evaluation
methodology standard in the field of information retrieval – the authors
of [81] have not tested their method on an independently identified set
of labeled terms, but on the set of terms that the algorithm itself ex-
tracts. This evaluation methodology only allows to test precision, and
not accuracy tout court, since no quantification can be made of false neg-
atives (i.e. the subjective terms that the algorithm should have spotted
but has not spotted). In Section 2.5 this will prevent us from drawing
comparisons between this method and our own.
2.2.3 Baroni and Vegnaduzzo
Baroni and Vegnaduzzo [7] have applied the PMI method, first used by
Turney and Littman [92] (see Chapter 1, Section 1.2.2) to determine
term orientation, to determine term subjectivity. Their method uses a
small set Ss of 35 adjectives, marked as subjective by human judges, to
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assign a subjectivity score to each adjective to be classified. Therefore,
their method, unlike our own, does not classify terms (i.e. take firm clas-
sification decisions), but ranks them according to a subjectivity score,
on which they evaluate precision at various level of recall.
Unfortunately we cannot compare our method with the methods
of [7, 81] because of the specific evaluation measures adopted in these
works, as mentioned above, and also because they were not evaluated
on publicly available datasets.
2.3 Determining term subjectivity and term ori-
entation by semi-supervised learning
The method we use in this chapter for determining term subjectivity and
term orientation is a variant of the method proposed in Chapter 1 for
determining term orientation alone. We recall here the main components
of the method, analyzing which modifications are required to support
the new task.
The process for determining the orientation of terms is composed of
the following steps:
1. Two seed sets Tr0p and Tr
0
n, of terms that are representative of the
two categories Positive and Negative, are provided as input.
2. Lexical relations (e.g. synonymy) from a thesaurus, or online dic-
tionary, are used in order to find new terms that will also be consid-
ered representative of the two categories because of their relation
with the terms contained in Tr0p and Tr
0
n. This process can be
iterated K times, using as input at every iteration k the result of
the previous one k− 1. The new terms, once added to the original
ones, yield two new, richer sets TrKp and Tr
K
n of terms; together
they form the training set for the learning phase of Step 4.
3. For each term ti in TrKp ∪ TrKn or in the test set (i.e. the set of
terms to be classified), a textual representation of ti is generated
by collating all the glosses of ti as found in a machine-readable
dictionary1. Each such representation is converted into vectorial
form by standard text indexing techniques.
1In general a term ti may have more than one gloss, since it may have more than
one sense; dictionaries normally associate one gloss to each sense.
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4. A binary text classifier is trained on the terms in TrKp ∪ TrKn and
then applied to the terms in the test set.
The new task consists in a single label classification task of terms over
the three categories Positive, Negative and Objective. This variation have
non-trivial effects on the method, which are listed here, while details on
how the variants to the method have been realized to handle such effects
are described in the Section 2.4.
Respect to the Step 1 the new task requires three seed sets, Tr0p, Tr
0
n
and Tr0o . While it is relatively easy, as we have shown in Chapter 1, to
identify a small set of terms that are representative of the two concepts
of positivity and negativity, it is not intuitive to figure out how a small
set of terms could represent the concept of objectivity, given its hetero-
geneousness. In fact the Objective category is a “container” for terms
that have not the property of being either Positive or Negative, but it
does not describe any other property the terms may have. For example,
the terms triangular, chocolate, walk are all Objective, but other-
wise completely unrelated one from the other. Section 2.4.2 describes a
possible solution to this issue.
Again in Step 2 we have to face the problem of the “container” na-
ture of the Objective category. For Positive and Negative it is relatively
intuitive that the synonymy and antonymy relations could be used to
find other terms with the same (or opposite) orientation. For the Objec-
tive category the intuition seems to be that most of the lexical relations
could be used to find new objective terms starting from a source term,
but it is difficult to think of a lexical relation that connects objective
terms with oriented ones. Section 2.4.2 describes how the expansion
phase have been realized in experiments.
The phase of construction of textual representations of terms in
Step 3 does not present any aspect that is related with the number
of categories involved in the learning or classification process, thus it
could be left unchanged.
The last Step 4 of training and classification does present instead
the most relevant differences. In the original task on term orientation,
the classification on the two mutually-exclusive categories Positive and
Negative the choice of learning a single binary classifier is an obvious
solution. In the new configuration with three mutually-exclusive cat-
egories, a single binary classifier cannot cover all the possible results
of a classification, and the use of a combination of many binary classi-
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fiers is required. However there are many possible approaches in build-
ing and combining some binary classifier to obtain a 1-of-3 classifier.
For example, one can consider the union of the Positive and Negative
categories as a Subjective category, and then learn two binary classi-
fiers, one on the Subjective/Objective dichotomy and one on the Posi-
tive/Negative. At classification time a term will be first classified by the
Subjective/Objective classifier and then, if classified as Subjective, will
be classified by the Positive/Negative classifier. This is just one of the
three variants we explored in our experiments, which are all described
in details in Section 2.4.3
2.4 Experiments
2.4.1 Test sets
The benchmark (i.e. test set) we use for our experiments is derived again
from the General Inquirer (GI) lexicon [86], like in Chapter 1. In this
case we have to define also a set of Objective terms, in addition to the
Positive and Negative ones. For the latter ones we used the same list of
1,612/1,982 terms obtained by two original GI sets of 1,915/2,291 terms
after removing 17 terms appearing in both categories (e.g. deal) and
reducing all the multiple entries of the same term in a category, caused
by multiple senses, to a single entry. For the Objective category, we like-
wise take all the 7,582 GI terms that are not labeled as either Positive or
Negative, as being (implicitly) labeled as Objective, and reduce them to
5,009 terms after combining multiple entries of the same term, caused
by multiple senses, to a single entry. This seems a sensible assumption,
since we can assume that, if a given term were not Objective, the lexicog-
raphers who have created GI would have classified it as either Positive
or Negative.
The effectiveness of our classifiers will thus be evaluated in terms of
their ability to assign the total 8,605 GI terms to the correct category
among Positive, Negative, and Objective2.
2This labeled term set is available for download at http://patty.isti.cnr.it/
~esuli/software/SentiGI.tgz.
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2.4.2 Seed sets and training sets
Similarly to Chapter 1, our training set is obtained by expanding initial
seed sets by means of WordNet lexical relations. The main difference
is that our training set is now the union of three sets of training terms
Tr = TrKp ∪ TrKn ∪ TrKo obtained by expanding, through K iterations,




o , one for each of the categories Positive,
Negative, and Objective, respectively.
Concerning categories Positive and Negative, we have used the seed
sets, expansion policy, and number of iterations, that have performed
best in the experiments on terms orientation (see Chapter 1, Section 1.5),
i.e. the seed sets Tr0p = {good} and Tr0n = {bad} (which have been
called the Kam seed sets, since they were originally used by Kamps et
al. in [53]) expanded by using the union of the WordNet relations of
synonymy and indirect antonymy, restricting the relations only to terms
with the same POS of the original terms (i.e. adjectives), for a total of
K = 4 iterations. The final expanded sets contain 6,053 Positive terms
and 6,874 Negative terms.
Concerning the category Objective, the process we have followed is
similar, but with a few key differences. These are motivated by the fact
that the Objective category coincides with the complement of the union
of Positive and Negative; therefore, Objective terms are more varied and
diverse in meaning than the terms in the other two categories, as already
described in Section 2.3. To obtain a representative expanded set TrKo ,
we have chosen the seed set Tr0o = {entity} and we have expanded it
by using, along with synonymy and antonymy, the WordNet relation
of hyponymy (e.g. vehicle / car), and without imposing the restriction
that the two related terms must have the same POS. These choices are
strictly related to each other: the term entity is the root term of the
largest generalization hierarchy in WordNet, with more than 40,000
terms [24], thus allowing to reach a very large number of terms by using
the hyponymy relation3. Moreover, it seems reasonable to assume that
terms that refer to entities are likely to have an “objective” nature, and
that hyponyms (and also synonyms and antonyms) of an objective term
are also objective. Note that, at each iteration k, before adding a given




n ; if it
does the term is not added to Trko and is discarded from consideration
3The largest connected component for the synonymy relation consists instead of
only 10,922 names, as reported in [53].
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(i.e. is expanded no further). We experiment with two different choices
for the TrKo set, corresponding to the sets generated in K = 3 and K = 4
iterations, respectively; this yields sets Tr3o and Tr
4
o consisting of 8,353
and 33,870 training terms, respectively.
It is interesting to observe that if the final sets TrKp , T r
K
n , T r
K
o result-
ing from expansion (with K = 4) are used to directly classify GI terms,
the accuracy in classification is 58.20%, with a coverage of 82.32% of the
total number of GI terms, which drops to 47.91% if calculated on the
whole GI. These values can be used as a non-trivial baseline to evaluate
our results.
2.4.3 Learning approaches and evaluation measures
We experiment with three “philosophically” different learning approaches
to the problem of making a single-label classification over the Positive,
Negative, and Objective categories.
Approach I is a two-stage method which consists in learning two
binary classifiers (see Section 2.4.3: the first classifier places terms into
either Subjective or Objective, while the second classifier places terms
that have been classified as Subjective by the first classifier into either
Positive or Negative. In the training phase, the terms in TrKp ∪ TrKn are
used as training examples of category Subjective.
Approach II is again based on learning two binary classifiers. Here,
one of them must discriminate between terms that belong to the Positive
category and ones that belong to its complement (not Positive), while
the other must discriminate between terms that belong to the Negative
category and ones that belong to its complement (not Negative). Terms
that have been classified both into Positive by the former classifier and
into (not Negative) by the latter are deemed to be positive, and terms
that have been classified both into (not Positive) by the former classifier
and into Negative by the latter are deemed to be negative. The terms
that have been classified (i) into both (not Positive) and (not Nega-
tive), or (ii) into both Positive and Negative, are taken to be Objective.
The choice we apply when condition (ii) happens, is motivated by the
structure of our test set (see Section 2.4.1) that defines a single-label
classification problem (i.e. to assign to a term one of three labels): when
a term is classified as both Positive and Negative, is not possible to choose
between one of the two category, thus leaving the third choice, Objective,
as a way out. Another possible classification, proper of a multilabel clas-
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sification problem, is to consider the term as both Positive and Negative
(e.g. a term may have multiple meanings with different orientations4).
In Section 2.5) we report on the frequency on which condition (ii) hap-
pens. In the training phase of Approach II, the terms in TrKn ∪TrKo are
used as training examples of category (not Positive), and the terms in
TrKp ∪ TrKo are used as training examples of category (not Negative).
Approach III consists instead in viewing Positive, Negative, and Ob-
jective as three categories with equal status, and in learning a ternary
classifier that classifies each term into exactly one among the three cat-
egories.
There are several differences among these three approaches. A first
difference, of a conceptual nature, is that only Approaches I and III view
Objective as a category, or concept, in its own right, while Approach II
views objectivity as a nonexistent entity, i.e. as the “absence of sub-
jectivity” (in fact, in Approach II the training examples of Objective
are only used as training examples of the complements of Positive and
Negative). A second difference, more of a technological nature, is that
Approaches I and II are based on standard binary classification technol-
ogy, while Approach III requires “multiclass” (i.e. 1-of-m) classification.
As a consequence, while for the former we use well-known learners for
binary classification (the naive Bayesian learner using the multinomial
model [66], support vector machines using linear kernels [51], the Roc-
chio learner, and its PrTFIDF probabilistic version [50]), for Approach
III we use their multiclass versions5.
Before running our learners we make a pass of feature selection, with
the intent of retaining only those features that are good at discriminating
our categories, while discarding those which are not. Feature selection
is implemented by scoring each feature fk (i.e. each term that occurs
in the glosses of at least one training term) by means of the mutual
information (MI) function, defined as 6
4We do not experimented on this because is out of the focus of this Chapter, but
this will be the main topic of Chapters 4 and 5.
5The naive Bayesian, Rocchio, and PrTFIDF learners we have used are from An-
drew McCallum’s Bow package (http://www-2.cs.cmu.edu/~mccallum/bow/), while
the SVMs learner we have used is Thorsten Joachims’ SVM light (http://svmlight.
joachims.org/), version 6.01. Both packages allow the respective learners to be run
in “multiclass” fashion.
6Mutual information is a function from information theory which is also known
as information gain, and is sometimes given in the equivalent form MI(fk, ci) =
H(ci) − H(ci|tk), where H(X) is the entropy of X and H(X|Y ) is the conditional




Pr(f, c) · log Pr(f, c)
Pr(f) Pr(c)
and discarding the x% features fk that minimize it. We will call x% the
reduction factor.
In categorization applications MI serves the purpose of measuring the
discriminative power of a feature with respect to a set of classes C =
{c1, . . . , cm}, i.e. of evaluating the expected quality of the contribution
that a feature will give to the categorization task.
Note that the set {c1, . . . , cm} from Equation 2.1 is interpreted dif-
ferently in Approaches I to III, and always consistently with who the
categories at stake are.
2.4.4 Evaluation measures
Since the task we aim to solve is manifold, we will evaluate our classifiers
according to two evaluation measures:
• SO-accuracy, the accuracy of a classifier in separating Subjective
from Objective, i.e. in deciding term subjectivity alone;
• PNO-accuracy, the accuracy of a classifier in discriminating among
Positive, Negative, and Objective, i.e. in deciding both term orien-
tation and subjectivity.
Note that we use instances of accuracy, i.e. the percentage of correct
decisions out of the total of all classification decisions, and not F1 [62]:
this latter measure is appropriate for binary (i.e. n-of-m) classification
contexts7, while in our case we always have to pick exactly one category
per term (i.e. ours is a 1-of-m context).
Note also that we do not present PN-accuracy results (i.e. orienta-
tion) given that this had been extensively discussed in Chapter 1.
2.5 Results
We present results obtained from running every combination of (i) the
three approaches to classification described in Section 2.4.3, (ii) the four
entropy of Y given X [20, page 19].
7See also Chapter 3, Section 3.5.2.
2.5. RESULTS 39
Table 2.1: Average and best accuracy values over the four dimensions
analyzed in the experiments.
Dimension SO-accuracy PNO-accuracy
Avg (σ) Best Avg (σ) Best
Approach
I .635 (.020) .668 .595 (.029) .635
II .636 (.033) .676 .614 (.037) .660
III .635 (.036) .674 .600 (.039) .648
Learner
NB .653 (.014) .674 .619 (.022) .647
SVMs .627 (.033) .671 .601 (.037) .658
Rocchio .624 (.030) .654 .585 (.033) .616
PrTFIDF .637 (.031) .676 .606 (.042) .660
TSR
0% .649 (.025) .676 .619 (.027) .660
50% .650 (.022) .670 .622 (.022) .657
80% .646 (.023) .674 .621 (.021) .647
90% .642 (.024) .667 .616 (.024) .651
95% .635 (.027) .671 .606 (.031) .658
99% .612 (.036) .661 .570 (.049) .647
TrKo set
Tr3o .645 (.006) .676 .608 (.007) .658
Tr4o .633 (.013) .674 .610 (.018) .660
learners mentioned in the same section, (iii) five different reduction fac-
tors for feature selection (0%, 50%, 90%, 95%, 99%), and (iv) the two
different training sets (Tr3o and Tr
4
o) for Objective mentioned in Sec-
tion 2.4.2. We discuss each of these four dimensions of the problem
individually, for each one reporting results averaged across all the ex-
periments we have run (see Table 2.1).
The first and most important observation is that, with respect to
a pure term orientation task, accuracy drops significantly. In fact, the
best SO-accuracy and the best PNO-accuracy results obtained across
the 120 different experiments are .676 and .660, respectively (these were
obtained by using Approach II with the PrTFIDF learner and no feature
selection, with TrKo = Tr
3
o for the .676 SO-accuracy result and Tr
K
o =
Tr4o for the .660 PNO-accuracy result); this contrasts sharply with the
accuracy obtained in Chapter 1 on discriminating Positive terms from
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Table 2.2: Human inter-coder agreement values reported by Kim and
Hovy [54].
Agreement Adjectives (462) Verbs (502)
measure Hum1 vs Hum2 Hum2 vs Hum3
Strict .762 .623
Lenient .890 .851
Negative ones (where the best run obtained .830 accuracy), on the same
benchmarks and essentially the same algorithms. Note that the trivial
baseline, obtained by always picking the majority class, is .582; This
suggests that good performance at orientation detection may not be a
guarantee of good performance at subjectivity detection, quite evidently
a harder (and, as we have suggested, more realistic) task.
This hypothesis is confirmed by an experiment performed by Kim
and Hovy [54], on testing the agreement of two human coders at tagging
words with the Positive, Negative, and Objective labels. The authors
define two measures of such agreement: strict agreement, equivalent to
our PNO-accuracy, and lenient agreement, which measures the accuracy
at telling Negative against the rest. For any experiment, strict agree-
ment values are then going to be, by definition, lower or equal than the
corresponding lenient ones. The authors use two sets of 462 adjectives
and 502 verbs, respectively, randomly extracted from the basic English
word list for foreign students preparing for of the TOEFL test. The
inter-coder agreement results (see Table 2.2) show a deterioration in
agreement (from lenient to strict) of 16.77% for adjectives and 36.42%
for verbs. Following this, we evaluated our best experiment according
to these measures, and obtained a “strict” accuracy value of .660 and a
“lenient” accuracy value of .821, with a relative deterioration of 24.39%,
in line with Kim and Hovy’s observation8. This confirms that determin-
ing subjectivity and orientation is a much harder task than determining
orientation alone.
The second important observation is that there is very little vari-
ance in the results: across all 120 experiments, average SO-accuracy and
PNO-accuracy results were .635 (with standard deviation σ = .030) and
.603 (σ = .036), a mere 6.06% and 8.64% deterioration from the best
results reported above. This seems to indicate that the levels of perfor-
8We observed this trend in all of our experiments.
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mance obtained may be hard to improve upon, especially if working in
a similar framework.
Let us analyze the individual dimensions of the problem. Concern-
ing the three approaches to classification described in Section 2.4.3, Ap-
proach II outperforms the other two, but by an extremely narrow mar-
gin. As for the choice of learners, on average the best performer is NB,
but again by a very small margin with respect to the others. On aver-
age, the best reduction factor for feature selection turns out to be 50%,
but the performance drop we witness in approaching 99% (a dramatic
reduction factor) is extremely graceful. As for the choice of TrKo , we
note that Tr3o and Tr
4
o elicit comparable levels of performance, with the
former performing best at SO-accuracy and the latter performing best
at PNO-accuracy.
An interesting observation on the learners we have used is that NB,
PrTFIDF and SVMs, unlike Rocchio, generate classifiers that depend on
P (ci), the prior probabilities of the classes, which are normally estimated
as the proportion of training documents that belong to ci. In many
classification applications this is reasonable, as we may assume that the
training data are sampled from the same distribution from which the test
data are sampled, and that these proportions are thus indicative of the
proportions that we are going to encounter in the test data. However,
in our application this is not the case, since we do not have a “natural”
sample of training terms. What we have is one human-labeled training
term for each category in {Positive, Negative, Objective}, and as many
machine-labeled terms as we deem reasonable to include, in possibly
different numbers for the different categories; and we have no indication
whatsoever as to what the “natural” proportions among the three might
be. This means that the proportions of Positive, Negative, and Objective
terms we decide to include in the training set will strongly bias the
classification results if the learner is one of NB, PrTFIDF and SVMs.
We may notice this by looking at Table 2.3, which shows the average
proportion of test terms classified as Objective by each learner, depending




o ; note that
the former (resp. latter) choice means having roughly as many (resp.
roughly five times as many) Objective training terms as there are Positive
and Negative ones. Table 2.3 shows that, the more Objective training
terms there are, the more test terms NB, PrTFIDF and (in particular)
SVMs will classify as Objective; this is not true for Rocchio, which is
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Table 2.3: Average proportion of test terms classified as Objective, for




NB .564 (σ = .069) .693 (.069) +23.0%
SVMs .601 (.108) .814 (.083) +35.4%
Rocchio .572 (.043) .544 (.061) -4.8%
PrTFIDF .636 (.059) .763 (.085) +20.0%
basically unaffected by the variation in size of TKro.
In our experiments, as is commonly done in supervised classification
problems, P (c) is estimated as the ratio of the number of examples
belonging to c versus the total number of examples in the training set,
following the hypothesis that the proportions between the categories in
the train set is representative of a “real world” distribution; but in our
case we can’t guarantee this property because the proportions between
categories depend mostly by the choice of the Objective set TrKo , that
is generated using a different method respect to Positive and Negative.
Table 2.3 shows the average number of Objective classifications obtained
using each learner, depending on the training set used. The first evidence
is that, as discussed previously, the Rocchio classifier is not affected by
the proportions between categories. The other three learners instead
produce a greater number of Objective classifications as this category has
a greater number of positive examples in the training set, with SVMs
more sensible to the variation respect to NB and PrTFIDF.
Finally, we have measured the time required by each experiments,
consisting in performing feature selection on the term glosses, training
the classifier, and applying it to the test set. These timings do not
include the time required to compute the expanded TrKx sets (2 minutes
for K = 3, 6 minutes for K = 4), and to extract and process WordNet
glosses of training and test terms (32 minutes for the training set that
uses Tr3o , 72 minutes for the one that uses Tr
4
o , and 14 minutes for the
test set). The average times for the various learners and approaches
are shown in Table 2.4. The first observation is that SVMs are more
computationally demanding than the other learners, which require no
more than two minutes for a complete run. The multiclass version of
SVMs, used in Approach III, is the least efficient learner, ten times less
efficient (on average) than the single-class version used in Approach I.
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Table 2.4: Average time (sec) for a classification experiment (i.e. learning
and classification) for each of the four learners, over the two TrKo sets




NB 75 (σ = 23.1) 75 (25.5) 56 (24.2)
SVMs 222 (91.1) 335 (106.6) 1685 (264.0)
Rocchio 63 (2.0) 76 (26.2) 64 (2.7)
PrTFIDF 67 (3.1) 75 (24.9) 65 (3.3)
Tr4o
NB 107 (32.3) 163 (30.4) 94 (32.6)
SVMs 516 (116.0) 853 (164.5) 5814 (994.7)
Rocchio 115 (23.0) 146 (48.5) 85 (10.7)
PrTFIDF 105 (29.9) 154 (30.5) 83 (30.3)
The other three learners have a similar behavior, that is mostly driven
by the amount of data to be processed during the learning phase. In
Approach III the training data are processed only once, which means
this is the fastest approach. In Approach I the training data are fully
processed once, to learn the Subjective vs. Objective classifier, and then
the Positive and Negative training examples are re-processed to learn
the Positive vs. Negative classifier. In Approach II the training data
are processed twice, to build the two binary classifiers for the Positive
and Negative categories, respectively, which means this is the slowest
approach.
Respect to the special condition (ii) of the Approach II, described
in Section 2.4.3, we measured it to happen relatively rarely for the clas-
sifiers based on SVMs (on the average, 0.5% of the times, σ = 0.3)
and naive Bayes (1.9%, σ = 0.6) and relatively frequently when using
classifiers based on PrTFIDF (7.6%, σ = 6.4) or Rocchio (14.9%, σ =
9.9).
2.6 Conclusions
We have presented a method for determining both term subjectivity and
term orientation for opinion mining applications. This is a valuable ad-
44 CHAPTER 2. TERM SUBJECTIVITY
vance with respect to the state of the art, since past work in this area
had mostly confined to determining term orientation alone, a task that
(as we have argued) has limited practical significance in itself, given
the generalized absence of lexical resources that tag terms as being ei-
ther Subjective or Objective. Our algorithms have tagged by orientation
and subjectivity the entire General Inquirer lexicon, a complete general-
purpose lexicon that is the de facto standard benchmark for researchers
in this field. Our results thus constitute, for this task, the first baseline
for other researchers to improve upon.
Unfortunately, our results have shown that an algorithm that had
shown excellent, state-of-the-art performance in deciding term orienta-
tion (see Chapter 1, once modified for the purposes of deciding term
subjectivity, performs more poorly. This has been shown by testing sev-
eral variants of the basic algorithm, some of them involving radically
different supervised learning policies. The results suggest that decid-






In previous chapters we have focused on recognizing the sub-
jectivity and orientation of terms. The focus of this chapter is on
two other dimensions which characterize the expression of opin-
ions, the attitude and the force. The attitude is a fine-grained
property which identifies the type of appraisal being expressed,
e.g. beautiful expresses appreciation of an object’s quality, while
evil expresses a negative judgment of social behavior. The force
attribute identifies the intensity of the appraisal, e.g. the intensity-
increasing scale of terms: tasteful, delicious, luscious. In
this chapter we describe the application of our term classification
method to the automatic determination of attitude and force of
terms.
3.1 Introduction
Most of the literature on OM is focused on recognizing subjective ex-
pressions, and possibly their orientation, in text. Such information have
an immediate use in many applications, e.g. comparing products, an-
alyzing products’ features, survey people’s opinions. However, subjec-
tive expressions have not just the property of been positive or negative.
Subjective expressions may express appraisal with different types of at-
titudes, e.g. the term elegant expresses an appreciation for an object’s
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quality, the term honest expresses a judgment for a moral quality, while
the term happy expresses an affective state. Also the intensity of the
appraisal expression may vary, e.g. from tasteful, to delicious, to
luscious.
Some applications, based on the use of hand-built lexical resources
that define attitude types for a relatively small set of terms, have already
shown the positive effect of using attitude-related information on the
OM tasks [88, 94]. The multi-dimensional information contained in such
resources allows to draw more subtle distinctions in evaluative texts than
just classifying terms as Positive or Negative.
Unfortunately, manual development of this kind of resources has a
high cost, typically higher than developing just a subjectivity lexicon,
given the higher complexity of the taxonomy (see Figure 3.1). In fact in
the work of Taboada and Grieve [88] the attitude lexicon is composed
by just fifty adjectives, and in Whitelaw et al. [94] the lexicon, which
is built semi-automatically and then manually checked, is composed by
1,847 terms (see Section 3.3).
The purpose of the work described in this chapter is to explore the
use of our term classification method, used in the previous chapters to
automatically determine the orientation and subjectivity of terms, on
the much more fine-grained taxonomy of attitude types, which identify
the type of appraisal expressed by a term, and the force of the appraisal
expression.
The definition of attitude types, and force levels, used in this chapter
is based on the framework of Martin and White’s [65] Appraisal Theory,
developed for the manual analysis of evaluative language. This frame-
work assigns several sentiment-related features to relevant lexical items,
including orientation, attitude type (whether Affect, Appreciation of in-
herent qualities, or Judgment of social interactions), and force of opinion
expressed (High, Median, or Low).
3.1.1 Chapter outline
After a brief overview of relevant aspects of Appraisal Theory (Sec-
tion 3.2), Section 3.3 reports about works that have already investi-
gated other dimensions of the opinion-related semantic of terms than
the simple subjectivity or orientation. We then describe our method
for automatic classification of terms by attitude type and force (Sec-
tion 3.4). The experimental setup is described in Section 3.5. Results
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are reported is Section 3.6 and conclusions in Section 3.7.
3.2 Appraisal Theory
Appraisal Theory is a systemic-functional approach to analyzing how
subjective language is used to adopt or express an attitude of some kind
towards some target [65].
Martin and White [65] model appraisal as comprising three main
linguistic systems: “Attitude”, which distinguishes different kinds of
attitudes that can be expressed (including Attitude Type and Orienta-
tion); “Amplification”, which enables strengthening or weakening such
expression (including Force and Focus); and “Engagement”, which con-
veys different possible degrees of commitment to the opinion expressed
(including identification and relation of the speaker/writer to the source
of an attributed evaluation).
Previous applications of Appraisal Theory to sentiment analysis [88,
94] have focused on three key components:
Attitude Type: specifies the type of appraisal being expressed as one
of Appreciation, Affect, or Judgment (with further sub-typing pos-
sible). Affect refers to a personal emotional state (e.g., happy,
angry), and is the most explicitly subjective type of appraisal.
The other two options differentiate between the Appreciation of
‘intrinsic’ object properties (e.g., slender, ugly) and social Judg-
ment (e.g., heroic, idiotic). Figure 3.1 gives a detailed view of
the Attitude Type taxonomy, together with illustrative adjectives.
In general, attitude type may be expressed through nouns (e.g.,
triumph, catastrophe) and verbs (e.g., love, hate), as well as
adjectives.
Force: describes the intensity of the appraisal being expressed. Force
may be realized via modifiers such as very (increased force) or
slightly (decreased force), or may be realized lexically in a head
word, e.g., wonderful vs. great vs. good.
Orientation: determines whether the appraisal is Positive or Negative.




Balance: consistent, discordant, ...
Complexity: elaborate, convoluted, ...
Reaction
Impact: amazing, compelling, dull, ...
Quality: beautiful, elegant, hideous, ...
Valuation: innovative, profound, inferior, ...
Affect: happy, joyful, furious, ...
Judgment
Social Esteem
Capacity: clever, competent, immature, ...
Tenacity: brave, hard-working, foolhardy, ...
Normality: famous, lucky, obscure, ...
Social Sanction
Propriety: generous, virtuous, corrupt, ...
Veracity: honest, sincere, sneaky, ...
Figure 3.1: Options in the “Attitude Type” taxonomy, with examples
of appraisal adjectives from the base lexicon described in Section 3.5.1.
3.3 Related work
Little research to date has applied such schemes in a computational
context.
3.3.1 Taboada and Grieve
Taboada and Grieve [88] were among the first to consider the use of
Appraisal Theory’s semantic taxonomies for sentiment analysis. They
have used a small lexicon of fifty adjectives manually classified for top-
level attitude type, expanded by a technique based on pointwise mutual
information (PMI) [92]. This lexicon has been used to assign a score to
a corpus of documents, composed of product, book, and movie reviews,
on each of the following three appraisal categories: Affect, Apprecia-
tion and Judgment. Authors’ suggestion is that this scoring could help
recognition of the type of review because, for example, products reviews
typically have a high Appreciation score, while books reviews typically
have a high Affect score. Another suggested application is to filter doc-
uments with respect to the highest rated attitude type: e.g. a customer
reading hotel reviews could be interested to the elegance of the room
(typically reported by Appreciation expressions) or the quality of the
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Table 3.1: Whitelaw et al. [94] results, on the movie review corpus [77].
Features Number of Features Accuracy
BoW 48,314 87.0%
BoW + Attitude + Orientation 49,911 90.2%
Original BoW [77] N/A 87.2%
service (typically reported by Judgment expressions).
3.3.2 Whitelaw et al.
Whitelaw et al. [94] have developed a method for using a structured
lexicon of appraisal adjectives and modifiers to perform chunking and
analysis of multi-word adjectival groups expressing appraisal, e.g. the
expression not very friendly is analyzed as having Positive orienta-
tion, Propriety attitude type, and Low force. Their experimental results
have shown that using such “appraisal groups” to generate additional
features in the representation of documents from the movie reviews cor-
pus from Pang et al. [77] produces a relevant accuracy improvement in
document-level orientation detection (see Table 3.1). The lexicon they
have used is built semi-automatically and then manually checked and is
composed by 1,847 terms. We have used this lexicon in our experiments
to evaluate our method (see Section 3.5.1).
3.3.3 Related models
The semantic features we analyze in this chapter are also related to
other analysis of term “value” or “sentiment” in the literature. Osgood’s
[73] Theory of Semantic Differentiation delineated three dimensions of
affective meaning: “evaluative”, i.e., Orientation; “potency”, referring to
the strength of feeling expressed; and “activity”, referring to how active
or passive an evaluation is. This was the basis for Kamps and Marx’s
[52] analysis of affective meaning in WordNet. Mullen and Collier [70]
have estimated values for Osgood’s three dimensions for adjectives in
WordNet, by comparing path lengths to appropriate pairs of anchor
words (such as good and bad) in WordNet’s synonymy graph, using
document-level averages of these values as input to SVMs for sentiment
classification.
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Another relevant set of lexical attributes is given by the Lasswell
Value Dictionary, as applied in the General Inquirer [86]. The purpose
there is to classify words as relating to various basic “values”, such
as wealth, power, respect, rectitude, skill, enlightenment, affection, and
wellbeing. Some of these have parallels in Appraisal Theory (for example
“rectitude”, which is similar to the attitude type of Social Sanction),
while other Lasswell categories, such as “wealth” or “enlightenment”
appear unrelated to any Attitude Type.
3.4 Learning attitude type and force
This work explores how a lexicon such as that used in [94] can be learned
in a fully automatic fashion, concentrating on assigning the correct at-
titude type and force to terms. We have actually used the lexicon of
Whitelaw et al. [94] as benchmark and also as input for classification
method, as detailed in Section 3.5.1. The following sections describe the
characteristics of the classification problems we have faced and how they
have been solved with our method.
3.4.1 Seed sets expansion
Regarding the step automatic expansion of training sets of our method,
in both cases of attitude and force, the algorithm takes in input n seed
sets Tr0 = {Tr01, . . . , T r0n} (with n defined by the current classification
problem under investigation) and expands them into the final n training
sets TrK = {TrK1 , . . . , T rKn } after K iteration steps. Differently from
the expansion process on the orientation task, synonyms and antonyms
of a training term are added to the training set of the same class, fol-
lowing the intuition that antonyms will typically differ in orientation
but neither in attitude type nor in force. For example, the category Bal-
ance in our lexicon includes terms such as consistent and discordant,
while the category Tenacity includes terms such as brave and fool-
hardy. Moreover, only for attitude type, the inclusion of a term in the
training set of a category i does not exclude its successive inclusion in
the training set of another category, given the multi-label nature of the
task.
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3.4.2 Attitude classification
Determining attitude type consists essentially perfoming 11 binary dis-
tinctions, each consisting in determining whether the term belongs or
does not belong to any of the 11 fine-grained attitude types of Figure 3.1.
Note that in Appraisal Theory a term can have more than one such at-
titude type. For example, the term fair is labeled in our lexicon with
attitude types Quality, Propriety, and Veracity1. This means this is an
at-least-1 -of-n task, for n = 11, since the task is defined only on terms
that carry appraisal, and which thus belong to at least one of the atti-
tude type classes. Note also that the 11 attitude types are leaves in a
hierarchy. This also allows us, if desired, to apply a hierarchical clas-
sification method, whereby the structure of the hierarchy is taken into
account.
Thus, in determining attitude type we have considered two alterna-
tive classification methods:
Flat : this method simply ignores the fact that the categories are or-
ganized into a hierarchy and performs multi-class classification,
assigning leaf categories from the taxonomy to each term; this
gives a set of 11 different categories C = {c1, . . . , c11}, correspond-
ing to the 11 finest-grained attitude types. For each category i a
binary classifier Φˆi is generated by using all the terms in TrKi as
positive examples and all terms not belonging to TrKi as negative
examples.
Hierarchical : this method generates binary classifiers Φˆj for each
leaf and for each internal node. For an internal node cj , as the
set of positive training examples, the union of the sets of positive
training examples of its descendant categories is used. For each
node cj (be it internal or leaf), as the set of negative examples,
the union of the positive training examples of its sibling categories
(minus possible positive training examples of cj) is used. Both
choices follow consolidated practice in the field of hierarchical cat-
egorization [28]. At classification time, test terms are classified
by the binary classifiers at internal nodes, and only the ones that
are classified as belonging to the node percolate down to the lower
1Out of a total of 1,847 terms in the test lexicon, 192 have more than one attitude
type assigned.
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levels of the tree. The hierarchical method has the potential ad-
vantage of using more specifically relevant negative examples for
training, although the training sets for the lower-level categories
will be smaller.
3.4.3 Force classification
Force is a simpler case, with four categories where each term belonging
to exactly one of the four. Since the categories (Low, Median, High, and
Max) are ordered along a scale of value, deciding which one applies to a
given term is an ordinal regression problem. However, we (suboptimally)
have dealt the problem as a 1-of-n classification problem (thereby dis-
regarding the order among the categories), with n=4. We have deferred
the use of ordinal regression for this problem to future work.
3.5 Experiments
We have examined the use of two learners for this task: (i) multino-
mial Naive Bayes, using Andrew McCallum’s Bow implementation2, and
(ii) (linear kernel) Support Vector Machines, using Thorsten Joachims’
SVMlight implementation 3.
We have also compared three possible classification modes for com-
bining binary classifiers for a multiple labeling problem: (i) m-of-n,
which may assign zero, one, or several classes to the same test term;
(ii) at-least-1 (of-n), a variant of m-of-n which always assigns one class
when m-of-n would assign no class; (iii) 1-of-n, which always assigns
exactly one class. Note that, from what we have said in Section 3.4, the
a priori optimal approaches for classifying according to attitude type
and force are (ii) and (iii), respectively. However, we have run exper-
iments in which we have tested each of (i)-(iii) on both attitude and
force. There are several justifications for this; for instance, trying (i) on
attitude type is justified by the fact that forcing at least one category
assignment, as at-least-1 -of-n does, promises to bring about higher re-
call but lower precision, and nothing guarantees that the balance will




legitimate provided that we use the correct evaluation measure for the
task.
3.5.1 The base lexicon
The base lexicon we have used in the experiments is the one built by
Whitelaw et al. [94]. It was constructed manually to give appraisal at-
tribute values for a large number of evaluative adjectives and adverbs.
Values for attitude type, orientation, and force are stored for each term.
The lexicon also includes entries for modifiers, such as not and very,
which are not used in our experiments. The lexicon was built starting
from 400 terms and phrases extracted from examples for the different
appraisal options in [65], then finding more candidate terms and phrases
using WordNet and two online thesauri. Candidates were then man-
ually checked and assigned attribute values, finally producing a lexicon
of 1,847 terms.
The attitude type dimension of the corpus is defined by 11 different
leaf categories, as described in Section 3.2, each one containing 189 terms
on the average (the maximum is 284 for Affect, the minimum is 78 for
Balance); every term is labeled by at least one and at most three cate-
gories (the average being 1.12). The hierarchy of the attitude taxonomy
is displayed in Figure 3.1.
Force comprises four values in the corpus: Low (e.g., adequate),
Median (e.g., good), High (e.g., awesome), and Max (e.g., best). Most
(1464) entries in the corpus have Median force, with 30 Low, 323 High,
and 57 Max.
Regarding the definition of the seed sets Tr0i for the various cate-
gories ci, as requested by our method, in the case of attitude and force
we have faced the problem of selecting representative terms for all the
categories of each task. We have decided to proceed by running 10-
fold cross validation experiments, i.e. splitting the lexicon in ten parts,
then running ten experiments where nine tenth of the lexicon are used
for training and the produced classifier is tested on the remaining one
tenth. To guarantee that, for each of the ten experiments, each cate-
gory ci is adequately represented both in the training and in the test
set, we have produced a split of the lexicon where in each tenth each
category has (with the best possible approximation) a number of terms
proportional to the global number of terms belonging to the category.
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3.5.2 Evaluation measure
For evaluation, since multi-label nature of the classification tasks, where
each category is rather unbalanced (i.e. on the average, there are many
fewer terms belonging to a category than not belonging to it), we have
used the well-known F1 [62] measure.














2TP + FP + FN
(3.3)
where, TP stands for true positives (the number of time any item has
been correctly assigned to a category), FP for false positives (the num-
ber of time any item has been erroneously assigned to a category), and
FN for false negatives (the number of time any item has been erro-
neously not assigned to a category). Note that F1 is undefined when
TP + FP + FN = 0, i.e. there are no positive examples. However, in
our experiments there is always a positive example for every category,
thus the F1 measure is always defined.
We have computed both microaveraged F1 (denoted by F
µ
1 ) and
macroaveraged F1 (FM1 ). F
µ
1 is obtained by (i) computing the category-
specific values TPi, FPi, and FNi, (ii) obtaining TP as the sum of the
TPi’s (same for FP and FN), and then (iii) applying Equation 3.3. FM1
is obtained by (i) computing the category-specific precision and recall
scores (pii = TPiTPi+FPi and ρi =
TPi
TPi+FNi
), (ii) computing macroaveraged
precision and macroaveraged recall (piM and ρM ) as the unweighted
averages of the category-specific values pii and ρi, respectively, and then
(iii) applying Equation 3.3; this corresponds to taking the harmonic
mean of piM and ρM .
Using accuracy as the effectiveness measure when the categories are
unbalanced has the consequence that the “trivial” classifier that always
chooses the majority class turns out to be very effective. When the
categories are extremely unbalanced the trivial classifier may turn out
to be be more effective than any classifier generated through genuine
effort. This does not happen when using F1.
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3.6 Results
We have ran evaluations for all combinations of learning algorithm (NB
and SVM), classification model (flat and hierarchical), and classification
method (n-of-m, at-least-1, and exactly-1); we have also considered the
effect of using glosses from parts-of-speech other than the appropriate
adjectives and adverbs, to see how stable our method is in the face of
such ambiguity. Table 3.2 summarizes our results, comparing the effects
of different values for each independent variable by averaging over results
for the other variables.
3.6.1 Attitude type
The best results are clearly achieved by Naive Bayes; this result holds
also for the non-averaged results of individual runs. Surprisingly, the flat
classification model works noticeably better than the hierarchical model,
which may indicate that the shared semantics of taxonomic siblings is
not well-represented in the WordNet glosses.
Regarding classification methods, while the multilabeling n-of-m and
at-least-1 methods achieve the highest precision and recall, respectively,
the exactly-1 method achieves the best balance between the two, as mea-
sured by F1. This may be explained by the relatively low average ambi-
guity of the lexicon (1.12 label per terms on the average). In practice,
the higher recall method is probably preferred, since incorrect category
assignments may be weeded out at the text analysis stage. Finally, we
note that including glosses from parts-of-speech other than those in the
lexicon did not appreciably change results.
3.6.2 Force
As for attitude type, Naive Bayes dominates for recall and F1, while
SVMs achieve better precision. Also similar is that at-least-1 classifi-
cation increases recall at the expense of precision; exactly-1, which is a
correct method for force (as it is unambiguous), achieves slightly better
(macroaveraged) F1 than m-of-n, but the difference is slight.
More significant, however, is that micro- and macroaveraged F1 are
quite different for force, showing that the majority category, Median,
comprising 78% of terms, is better classified than other classes, though
results still indicate that minority classes are being identified with rea-





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 3.3: 10-fold cross-validation results for term classification by at-
titude type using Naive Bayes with flat n-of-m categorization. Three
different levels of expansion (K) of the training sets are reported (K = 0
means no expansion).
K piµ ρµ Fµ1 pi
M ρM FM1
0 .338 .484 .398 .306 .502 .380
1 .316 .478 .380 .293 .495 .368
2 .305 .467 .369 .287 .480 .359
sonable accuracy. Treatment of force in the future as an ordinal regres-
sion problem may help with this issue.
3.6.3 Expansion
Table 3.3 reports results for attitude type of applying expansion to the
training sets, as described in Section 3.4.1. In contrast to previous results
for orientation, expansion results in decreased effectiveness: the change
in Fµ1 is -5.3% for K = 1 and -7.3% for K = 2. This is likely due
to the fact that the use of synonymy and antonymy relation is a too
coarse approach to the fine-grained nature of the taxonomy, and thus
terms from different types of appraisal which are rather semantically
close (e.g. Propriety with the term corrupt and Veracity with the term
honest) mix up in the training sets, producing the observed degradation
in results.
3.7 Conclusions
In this chapter we have shown how information contained in dictionary
glosses can be exploited to automatically determine the types and forces
of attitudes of terms. When put together with the similar methods for
determining orientation and subjectivity, this method enables the au-
tomatic construction of lexicons in which a variety of sentiment-related
attributes are attributed to words for use in appraisal extraction and
OM [88, 94]. We have also found that, in contrast with previous work on
orientation and subjectivity classification, lexical relation-based expan-
sion of the base lexicon did not improve classification accuracy, probably








In this chapter we face the problem of detemining the subjec-
tivity and orientation properties of the distinct senses of a term.
The choice of using this finer grain in our analysis is motivated by
the fact that terms may be ambiguous, and a term may have dif-
ferent subjectivity and orientation properties with respect to the
specific sense they are intended to express.
We describe SentiWordNet, a lexical resource produced by
asking an automated classifier Φˆ to associate to the unique sense
represented by each synset s of WordNet (version 2.0) a triplet
of scores Φˆ(s, p) (for p ∈ P ={Positive, Negative, Objective}) de-
scribing how strongly that sense enjoy each of the three properties.
The method used to develop SentiWordNet is based on the term
classification method described in previous Chapters 1 and 2. The
score triplet is derived by combining the results produced by a
committee of eight ternary classifiers, all characterized by similar
accuracy levels but extremely different classification behaviors.
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4.1 Introduction
In Chapters 1, 2 and 3 we have focused on the problem of recognizing
some opinion-related properties of terms, in the “related work” section
of each chapter we have described some of the other relevant works which
have focused of the same or similar tasks. An implicit hypothesis in all
these works, including our, is that the label assigned to a term is statis-
tically relevant with respect to the various sense the term may have, i.e.,
the label assigned to the term reflects the properties of its most frequent
meaning. Another way to state this hypothesis is that the opinion-
related properties are considered to be tolerant to the ambiguity of the
term, or that the cases where this fails are irrelevant. For example the
term nice is considered to be Positive, but the occurrences of the name
of the French city of Nice is clearly Objective. In this case capitalization
and the different POS can be used to distinguish the two cases (some
works, e.g. [44, 53, 81], distinguish between different POSs of a word,
and also our method can be easily modified to distinguish POSs). The
case of the adjective estimable is a harder one, because POS and or-
thographic features cannot help in distinguishing between the Positive
sense of “deserving respect” and the Objective sense of “which possible
to be measured” (other terms exhibiting the same ambiguity are short,
straight,blue, ill).
In this chapter we tackle a finer-grained problem, working on the
determination the sentiment-related properties of term senses. Other
works on this topic are those Andreevskaia and Bergler [3], Wiebe and
Mihalcea [96], and Ide [48], which are described and compared with our
in Section 4.2.
4.1.1 Our proposal
We propose SentiWordNet, a lexical resource produced by asking
an automated classifier Φˆ to associate to each synset1 s of WordNet
(version 2.0), a triplet of numerical scores Φˆ(s, p) (for p ∈ P ={Positive,
Negative, Objective}) describing how strongly the terms contained in s
1As already described in Chapter 1, Section 1.4.4, aWordNet synset represent a
unique concept, which is defined by a unique gloss and is associated to a set of terms
which can be used to represent that concept, and all with the same POS, each one
associated to a sense number, (e.g., the adjectives blasphemous(J,2), blue(J,4),
profane(J,1) are all contained in the same synset, whose sense is defined by the
gloss “characterized by profanity or cursing”).
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enjoy each of the three properties. The assumption that underlies our
switch from terms to synsets is that different senses of the same term
may have different opinion-related properties.
Each of the three Φˆ(s, p) scores ranges from 0.0 to 1.0, and their sum
is 1.0 for each synset s. This means that a synset may have nonzero
scores for all of the three categories, which would indicate that the cor-
responding terms have, in the sense indicated by the synset, each of the
three opinion-related properties only to a certain degree.
For example, SentiWordNet attributes to the synset [estim-
able(J,3)]2, corresponding to the sense “may be computed or esti-
mated” of the adjective estimable, an Objective score of 1.0 (and Pos-
itive and Negative scores of 0.0), while it attributes to the synset [es-
timable(J,1)], corresponding to the sense “deserving of respect
or high regard”, a Positive score of 0.75, a Negative score of 0.0, and
an Objective score of 0.25 (see Figure 4.2).
Note that associating a graded score to a synset for a certain property
(e.g., Positive) may have many different interpretations, for example:
1. the terms in the synset are Positive only to a certain degree, i.e.
with a certain intensity ;
2. the terms in the synset are sometimes used in a Positive sense and
sometimes not, e.g., depending on the context of use;
3. the annotator is uncertain whether the terms in the synset are
Positive.
Interpretation 1 has a fuzzy character, implying that each instance of
these terms, in each context of use, has the property to a certain degree,
and that the annotator is certain of this degree.
Interpretation 2 has a probabilistic nature (of a frequentist, “objec-
tive” type), implying that membership of a synset in the set denoted by
the property must be computed by counting the number of contexts of
use in which the terms have the property.
2We here adopt the convention according to which a term enclosed in square
brackets denotes a synset; thus [poor(J,7)] refers not to the term poor but to the
synset consisting of adjectives {inadequate(J,2), poor(J,7), short(J,4)}. The
sense numbers associated to each term refer to the WordNet 2.0 sense numbers.
The other POS used in WordNet are nouns (N), verbs (V), and adverbs (R).
62 CHAPTER 4. OPINION-RELATED PROPERTIES OF TERMS SENSES
Interpretation 3 has, again, a probabilistic nature, but of a “subjec-
tive” type, i.e. related to the degree of confidence that the annotator has
in the membership of the synset in the set denoted by the property.
The above presented interpretations are just three reasonable models
of the semantic of the assignment of graded scores to synsets, other can
be derived by combination of them, and many other arise directly by the
methods proposed to automatically assign the scores. Related to terms,
rather than synsets, a similar intuition of graded scoring have previously
been presented in [54], whereby a term could have both a Positive and
a Negative orientation, each to a certain degree. Non-binary scores are
attached to opinion-related properties also in [92] (see Chapter 1, Sec-
tion 1.2.2; the authors’ interpretation of these scores is related to the
confidence in the correctness of the labeling, rather than in how strongly
the term is deemed to possess the property. A related point has recently
been made in [2], in which terms that possess a given opinion-related
property to a higher degree are claimed to be also the ones on which
human annotators asked to assign this property agree more.
However, most of these models of interpretation, although inherently
different, are closely related one to the others that, in fact, are not
distinguished in practical applications. We discuss the interpretation
model of SentiWordNet scores in Section 4.3.4.
We believe that a graded (as opposed to binary) evaluation of the
opinion-related properties of terms can be helpful in the development of
opinion mining applications. A binary classification method will prob-
ably label as Objective any term that has no strong subjectivity, e.g.,
terms such as short or alone. If a sentence contains many such terms,
a resource based on a binary classification will probably miss its subtly
subjective character, while a graded lexical resource like SentiWord-
Net may provide enough information to capture such nuances.
The method we have used to develop SentiWordNet is based on
the term classification method described in Chapters 1 and 2. In the case
of SentiWordNet the method relies on the quantitative analysis of the
glosses associated to each single synsets, and on the use of the resulting
vectorial term representations for semi-supervised synset classification.
The triplet of scores is derived by combining the results produced by a
committee of eight ternary classifiers, each of which has demonstrated,
in our previous tests, similar accuracy but different characteristics in
terms of classification behavior. Two versions of SentiWordNet are
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discussed and evaluated in this chapter, which are obtained by two dif-
ferent methods of generating the eight classifiers and combining their
results.
4.1.2 Chapter outline
The rest of the chapter is organized as follows. Section 4.2 discusses re-
lated work. Section 4.3 describes the semi-supervised learning method
by which SentiWordNet has been built, describing how the classifiers
have been trained (Section 4.3.1) and combined (Section 4.3.2). Sec-
tions 4.4 and 4.5 describe the evaluation environment and the results
of an evaluation exercise by which we have attempted to estimate the
accuracy of SentiWordNet. Section 4.6 concludes.
4.2 Related work
4.2.1 Andreevskaia and Bergler
One work that deals with tagging synsets by subjectivity and orientation
is the recent work from Andreevskaia and Bergler [3], which is based on
the crude idea of tagging with a category p ∈ {Positive,Negative,Objective}
all synsets whose eXtendedWordNet gloss3 contains (i) a synset that
is known to belong to p, or (ii) a synset that is reachable from synsets
belonging to p via WordNet lexical relations that (similarly to what
we do in Section 4.3.1) can be assumed to preserve opinion-related prop-
erties.
However, there are key differences between [3] and our work. First,
those authors limit their work to WordNet adjectives, while we tag all
WordNet synsets, irrespectively of their POS; arguably, words other
than adjectives are the hardest to work with, since they tend to be
sentiment-laden to a much smaller degree than adjectives (see Table 4.7).
Second, the system of [3] tags synsets as either belonging or not belong-
ing to a category p, while in our system membership is a matter of
degrees. Last, [3] have not evaluated the accuracy of their system at
tagging synsets (they have only indirectly evaluated their system by
tagging the General Inquirer, which is a set of manually tagged terms,
3eXtendedWordNet [43] is a version of WordNet in which, among other
things, all terms appearing in the gloss of a synset are (automatically) disambiguated,
and are thus linked to the synset they pertain to (see also Chapter 5, Section 5.5.1).
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since at the time of their work no gold standard of manually tagged
synsets existed.
4.2.2 Wiebe and Mihalcea
Wiebe and Mihalcea [96] have proposed a method for assigning subjec-
tivity scores to term senses. The method is based of finding distribution-
ally similar terms to the observed term sense and then analyzing their
occurrences in an annotated corpus (the MPQA Opinion Corpus [97],
see also Chapter 6, Section 6.3.2), where expression of subjectivity are
annotated. The more the terms appear in subjective expressions the
more the term sense gets a high subjectivity score. The terms identified
to be highly related to the term sense contribute more to its subjectivity
score than the one less related.
A relevant difference from their method to our is that it requires a
large manually annotated text corpus to have a statistically significant
database on which to compute the subjectivity score, while our method
requires just three small seed sets of synsets. The size of the anno-
tated corpus not only affects the quality of results but also the actual
possibility to produce some results: in the evaluation the authors have
evaluated their method on a set of 354 senses from 64 words, but only
272 have been actually evaluated, because for the remaining 82 sense
none of their distributionally similar terms occur in the MPQA Corpus.
They have used the subjectivity information on sense to perform
a word-sense disambiguation task (WSD), showing a significant 2.2%
reduction in error.
4.2.3 Ide
Another work facing the problem of tagging senses of terms is the one of
Ide [48]. This work propose a method for assigning the proper Word-
Net senses to a set of terms conceptually related. The method takes in
input a set of terms representing a concept, and identifies which Word-
Net senses for each term are the ones which determine the inclusion of
the term in the list. The core idea of the method is to apply mutual
disambiguation between pair of terms in the list to identify the most
related the senses of the two terms, which by hypothesis are those which
determine the inclusion of both terms in the list. The method has been
used to assign WordNet senses to the lexical units of the categories of
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COGNITIVE STATE confusion(N,2), dazed(J,2)
PHYSICAL STATE illness(N,1), all in(J,1)
EDONIC SIGNAL hurt(N,3), suffering(N,4)
EMOT.-ELICITING SIT. awkwardness(N,3), endangered(J,1)




FrameNet [6] and also to terms in the General Inquirer lexicon. There
are two fundamental differences between this method and our: (i) it
requires the complete set of terms to be already classified as belonging
to the category under examination, while our starts from a small set of
examples; (ii) it performs a hard classification of senses, opposite to our
graded scoring.
4.2.4 Valitutti et al.
Valitutti et al. [93] have developed WordNet-Affect, which identifies
as set of 1,314 WordNet synsets and 3,340 terms that are related to
affective concepts. Affective concepts are classified into a taxonomy
of 11 categories (a-label). Table 4.1 show the possible a-labels with
examples. The resource have been manually developed starting from a
set of 1,903 terms selected from various sources which have then linked
to their related WordNet synset, each one with an associated frame of
related information (e.g. Italian and English version, a-label). This work
is not closely related to our but is indeed another interesting resource
related to subjectivity expression.
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4.3 Building SentiWordNet
The method we have used to develop SentiWordNet relies on auto-
matically training eight individual synset classifiers Φˆ1(s, p), . . . , Φˆ8(s, p),
and then gathering them into a (synset) classifier committee Φˆ(s, p).
Synset classifiers (be them individual classifiers or classifier com-
mittees) are ternary classifiers, i.e., they attempt to predict whether a
synset is Positive, Negative, or Objective. By an n-ary classifier we here
mean a function Φˆ : S × P → [0, 1] that, given an object s and a class
p ∈ P = {p1, . . . , pn}, returns a numerical score Φˆ(s, p).
Scores can be binary-valued or real-valued. In the former case,
Φˆ(s, p) must equal 1 for a single pi ∈ P and 0 for all p ∈ P/{pi}; this
corresponds to deciding that s belongs to class pi and does not belong
to any class in P/{pi}.
In the latter case Φˆ(s, p) denotes the confidence, or degree of belief,
that the classifier has in the fact that s has indeed property p (the higher
the value, the higher the confidence). If a binary decision needs to be




that has received the highest score.
Section 4.3.1 will deal with the method we have used for training
the Φˆi’s, while Section 4.3.2 will discuss the issue of building a classifier
committee Φˆ out of them.
4.3.1 Training synset classifiers
The method we have used to develop the individual classifiers Φˆ1, ..., Φˆ8
is an adaptation to synset classification of our term classification method
used to classify term by subjectivity and orientation (see Chapter 2).
The seed sets to be fed to the algorithm in this case will contain synsets
instead of terms. We have defined the two seed sets for the Positive and
Negative categories, Tr0p and Tr
0
n, by manually selecting the intended
synsets for the 14 “paradigmatic” terms (e.g., the Positive term nice,
the Negative term nasty) which were used as seed terms by Turney [92].
For example, for the term nice we have removed the synset relative to
the French city of Nice. The process has resulted in 47 Positive and 58
Negative synsets. The seed sets are then iteratively expanded, and every
expansion step consists in:
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1. adding to Trkp (resp. Tr
k
n) all the synsets that are connected to
synsets in Trk−1p (resp. Trk−1n ) by WordNet lexical relations
(e.g., also-see) such that the two related synsets can be assumed
to have the same orientation4;
2. in adding to Trkp (resp. Tr
k
n) all the synsets that are connected
to synsets in Trk−1n (resp. Trk−1p ) by WordNet lexical relations
(e.g., direct antonymy) such that the two related synsets can be
assumed to have opposite PN-polarity.
The relations we have used in tasks working on terms (see Chapter 1,
Section 1.4.3 and Chapter 2, Section 2.4.2) are synonymy (for use in
substep 1) and direct antonymy (for use in substep 2) between terms, as
also is common in related literature [53, 54, 89]. In the case of synsets,
synonymy cannot be used because it is the relation that defines synsets,
thus it does not connect different synsets. We have then followed the
method used in [93] for the development of WordNet-Affect (see
Section 4.2.4): after hand-collecting a number of labeled terms from
other resources, Valitutti and colleagues generate WordNet-Affect
by adding to them the synsets reachable by navigating the relations
of direct antonymy, similarity, derived-from, pertains-to, attribute, and
also-see, which they consider to reliably preserve/invert the involved
labels. Given the similarity with our task, we have used exactly these
relations in our expansion. The final sets TrKp and Tr
K
n , along with the
set TrKo described below, are used to train the ternary classifiers.





of the inherently “complementary” nature of the Objective category (an
Objective term can be defined as a term that does not have either Pos-
itive or Negative characteristics). We have heuristically defined Tr0o as
the set of synsets that (a) do not belong to either TrKp or Tr
K
n , and (b)
contain terms not marked as either Positive or Negative in the General
Inquirer lexicon [86]; this lexicon was chosen since it is, to our knowl-
edge, one of the largest manually annotated lexicon in which terms are
tagged according to the Positive or Negative categories. The resulting
Tr0o set consists of 17,530 synsets; for any K, we define Tr
K
o to coin-
cide with Tr0o . As usually done for terms, each synset is then given a
vectorial representation, obtained by applying a standard text indexing
4All the synsets that are in Trk−1p (resp. Tr
k−1
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technique (cosine-normalized tf ∗ idf preceded by stop word removal) to
its gloss, which we thus take to be a textual representation of its seman-
tics. In Section 4.3.2 we discuss two different methods (called Combi-
nation Method A or Combination Method B) by which we combine the
Φˆ1(s, p), . . . , Φˆ8(s, p) into a committee Φˆ(s, p). Combination Method A
requires the Φˆi’s to output binary scores, while Combination Method B
requires them to output real-valued scores. As a consequence, we use
the vectorial representations in two different ways5, dubbed Learning
Method A and Learning Method B, according to whether Combination
Method A or Combination Method B are going to be used:
1. In Learning Method A, the Φˆi’s are obtained by means of super-
vised learners that generate binary classifiers. The vectorial repre-
sentations of the training synsets are input to a supervised learner





criminate between terms that belong to the Positive category and
ones that belong to its complement (not Positive), while Φˆni must
discriminate between terms that belong to the Negative category
and ones that belong to its complement (not Negative).
In the training phase, the terms in TrKn ∪TrKo are used as training
examples of category (not Positive), and the terms in TrKp ∪ TrKo
are used as training examples of category (not Negative).
2. Terms that have been classified both into Positive by the Φˆpi and
into (not Negative) by Φˆni are deemed to be positive, and terms
that have been classified both into (not Positive) by Φˆpi and into
Negative by Φˆni are deemed to be negative. The terms that have
been classified (i) into both (not Positive) and (not Negative), or
(ii) into both Positive and Negative, are taken to be Objective.
The two binary classifiers Φˆpi and Φˆ
n
i working together thus im-
plement, as is often the case in the supervised learning literature,
a ternary classifier Φˆi which returns a triplet of binary scores for
the p ∈ P . This is then applied to the vectorial representations of
all WordNet synsets s (including those in TrK − Tr0).
3. If Learning Method B, the Φˆi’s are obtained by means of super-
vised learners that directly generate n-ary classifiers, since the
5These two different ways were called Approach II and Approach III in Chapter 2,
Section 2.4.3.
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resulting classifiers return a triplet of real-valued scores for the
p ∈ P . In the training phase, the terms in TrKp , TrKn , and TrKo
are used as positive examples of Positive, Negative, and Objective,
respectively.
The main difference between Learning Methods A and B is that in
Learning Method B Objective is seen as a category, or concept, in its
own right, while in Learning Method A objectivity is viewed as an un-
marked category, i.e. as the “absence of subjectivity” (in fact, in Learn-
ing Method A the training examples of Objective are only used as train-
ing examples of the complements of Positive and Negative).
Note also that, while for Learning Method A we use well-known
learners for binary classification (support vector machines using linear
kernels, and the Rocchio learner), for Learning Method A we use their
n-ary versions6.
Note that other out of the three approaches we have presented in
Chapter 2 we have chosen Approach II since it is the one that, in the
experiments on terms, yielded the best effectiveness, and Approach III
since for Combination Method B we needed the Φˆi to output non-binary
scores for each p ∈ P .
4.3.2 Defining the committee of classifiers
In Chapter 2, Section 2.5, we point out how different combinations of
training set and learner behave in a radically different way, even though
with similar levels of accuracy. The main three observations we recall
here are the following:
• Low values of K produce small training sets for Positive and Nega-
tive, which produces binary classifiers with low recall and high pre-
cision for these categories. By increasing K these sets get larger,
and the effect of these larger numbers is to increase recall but to
also add “noise” to the training set, which decreases precision.
6The Rocchio learner we have used is from Andrew McCallum’s Bow package
(http://www-2.cs.cmu.edu/~mccallum/bow/), while the SVMs learner we have used
is Thorsten Joachims’ SVM light (http://svmlight.joachims.org/), version 6.01.
Both packages allow the respective learners to be run in n-ary (aka “multiclass”)
fashion.
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• Learners that use information about the prior probabilities of cat-
egories, which estimate these probabilities from the training sets,
are sensitive to the relative cardinalities of the training sets, and
tend to classify more items into the categories that have more
positive training items. Learners that do not use this kind of in-
formation, like Rocchio, do not exhibit this kind of behaviour.
• The difference in behaviour mentioned above does not affect the
overall accuracy of the method, but only the relative proportions
of items classified as Positive ∪ Negative and items classified as
Objective, while the accuracy in discriminating between Positive
and Negative items tends to be constant.
It is a well-known fact of computational learning theory that, the
more independent from each other a set of classifiers are, the better
they perform once assembled into a committee [90]. Since the above-
mentioned difference in behaviour among our classifiers is a witness of
their independence, we have decided to combine different configurations
of training set and learner into a committee.
Specifically, we have defined four different training sets, by choosing
four different values of K ∈ {0, 2, 4, 6}, and we have alternatively used
two learners (Rocchio and SVMs); this yields a total of eight ternary
classifiers. With K = 0, SVMs produced very “conservative” binary
classifiers for Positive and Negative, i.e. classifiers characterized by very
low recall and high precision. For K = 6, SVMs produced instead
very “liberal” binary classifiers for Positive and Negative, i.e. classifiers
that tend to classify many synsets as Positive or Negative even in the
presence of very little evidence of subjectivity. The Rocchio learner has
a similar behaviour, although not dependent on the prior probabilities
of categories. As mentioned above, we have experimented with two
different combination methods for computing the final triplets of Φˆ(s, p)
scores:
• In Combination Method A, we use ternary classifiers Φˆi generated
by Learning Method A, which thus return a triplet of binary scores;
Φˆi assigns to s exactly one of the three classes in P (i.e. Φˆi(s, p) =
1 for one p ∈ P and Φˆi(s, p) = 0 for the other two p ∈ P ). The
final scores Φˆ(s, p) are determined by the (normalized) proportion
of ternary classifiers that have assigned the corresponding label to
s, i.e.,






[[Φˆi(s) = p]] (4.1)
where [[pi]] indicates the characteristic function of predicate pi (i.e.
the function that returns 1 if pi is true and 0 otherwise). If all the
Φˆi’s agree in assigning the same label to a synset s, that label will
have a score of 1.0 for s, otherwise each label will have a score
proportional to the number of classifiers that have assigned it.
• In Combination Method B, we use ternary classifiers Φˆi gener-
ated by Learning Method A, which thus return a triplet of real-
valued scores; each ternary classifier Φˆi first attaches three non-
binary scores Φˆi(s, p), for all p ∈ P , to each synset s. The final
scores Φˆ(s, p) are obtained by simply adding the corresponding











Note that Combination Method B is “finer-grained” than Combina-
tion Method A, since the scores produced by Equation 4.1 range on the
discrete set {0, 18 , . . . , 78 , 1}, while the scores produced by Equation 4.2
range on the full real-valued [0,1] interval. Note also that, while Com-
bination Method A only brings to bear the binary decisions of the in-
dividual classifiers Φˆi, Combination Method B also brings to bear the
real-valued scores Φˆi(s, p) that these classifiers have produced, i.e., the
degrees of confidence that the Φˆi’s have in the correctness of their binary
decisions. All in all, Combination Method B seems a priori conceptually
more interesting than Combination Method A; we will experimentally
evaluate them in Section 4.5.
Hereafter, by SentiWordNet 1.0 (resp. SentiWordNet 1.1) we
will denote the result of classifying WordNet according to Learning
and Combination Methods A (resp. B)7.
7This naming convention is due to the fact that the first version of SentiWord-
Net we have publicly released was the one based on Learning and Combination
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Figure 4.1: The graphical representation adopted by SentiWordNet
for representing the opinion-related properties of a synset.
4.3.3 Visualizing SentiWordNet
Given that the sum of scores in a triplet is always 1.0, it is possible
to display this triplet in a triangle whose vertices correspond to the
maximum possible values for the three dimensions observed. Figure 4.1
shows the graphical model we have designed to display the score triplet
associated to a synset. This visualization model is intended just to be a
simple graphical representation of the scores and not an interpretation
model of them, which is discussed in Section 4.3.4. This visualization
model is adopted in the Web-based graphical user interface through
which SentiWordNet can be accessed at http://swn.isti.cnr.it/.
Figures 4.2 and 4.3 show two screenshots of the output for the synsets
that include the terms estimable and short.
4.3.4 The interpretation model
How the scores assigned by SentiWordNet to synsets have to inter-
preted? As we argue in Section 4.1.1, there are many possible models of
interpretation. For human-made resources the choice of the interpreta-
tion model is defined by the annotators who actually build the resource.
For those produced by automatic methods, like our, the interpretation
Methods A
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Figure 4.2: SentiWordNet visualization of the opinion-related prop-
erties of the synsets that include the term estimable (actual scores are
from SentiWordNet 1.0).
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Figure 4.3: SentiWordNet visualization of the opinion-related prop-
erties of the synsets that include the term short (actual scores are from
SentiWordNet 1.0).
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model have to be derived by how the method works and which informa-
tion uses.
For example, in [92] the orientation score (ranging in [−1, 1]) assigned
to a term is related to the fact that the terms tends to co-occur more
or less with a set of Positive paradigmatic terms with respect to a set of
Negative ones. Thus, the assigned score can be interpreted as a similarity
of use measure respect to well-known Positive and Negative terms.
Our method combines two interpretation models, one deriving by
the classification method used, and the other deriving by the use of a
committee of classifiers.
Each classifier Φˆi(s, p) uses the information contained in a synset’s
gloss to classify it. The classification model is learned from a training
set of glosses of paradigmatic synsets for the categories p ∈ P . Thus, we
can say that a single classifier Φˆi(s, p) uses a similarity of description
model8.
The committee classifier Φˆ(s, p) combines the various Φˆi(s, p) by av-
eraging their results. As described in Section 4.3.2, the classifiers Φˆi(s, p)
in the committee are built using different parameters, so that some be-
have in a more “conservative” or “liberal” way than others in recognizing
subjectivity. However each classifier in the committee is based on the
same interpretation model described above. The averaging performed
by the committee classifier can be interpreted, as reported in Point 3 of
Section 4.1.1, as a confidence of classification measure. For example, in
Combination Method A, if a synset s is classified as Positive by all the
classifiers Φˆi(s, p), the score assigned by Φˆ(s, p) will be fully Positive; if
a “conservative” classifier classifies s as Objective, the score assigned by
Φˆ(s, p) will be mainly Positive and slightly Objective, indicating a high
confidence that s is Positive but also the possibility for s to be Objective9.
4.4 Evaluating SentiWordNet
How reliable are the opinion-related scores attached to synsets in Sen-
tiWordNet? Fully testing the accuracy of our tagging method exper-
imentally is impossible, since for this would require a version of Word-
8This applies to both Learning Methods A and B (see Section 4.3.1), because the
data representation and text classification methods are the same.
9The same consideration applies to Combination Method B, which differs only for
its finer grain.
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Net manually annotated according to our three properties of interest,
and the unavailability of such a manually annotated resource is exactly
the reason why we are interested in generating it automatically.
A first, approximate indication of the quality of SentiWordNet
can be gleaned by looking at the accuracy obtained by our method in
classifying the General Inquirer [86] terms by subjectivity and orienta-
tion (see Chapter 2, Section 2.5). The reader should however bear in
mind a few differences between the method used there and the one used
here: (i) we here classify entire synsets, instead of terms, which can
sometimes be ambiguous, and can thus be more difficult to classify cor-
rectly; (ii) as discussed in Section 4.3.1, the WordNet lexical relations
used for the expansion of the training set are different. The effectiveness
results reported on GI terms may thus be considered only approximately
indicative of the accuracy of the SentiWordNet labels.
4.4.1 The Micro-WNOp gold standard
A second, more direct route to evaluating SentiWordNet is by us-
ing a manually annotated subset of WordNet as a “gold standard”
against which to evaluate the scores attached to the same synsets in
SentiWordNet. A subset of this kind, called Micro-WNOp, indeed
exists [15]10: it consists of 1,105 synsets manually annotated by a group
of five human annotators (hereafter called J1, . . . , J5); each synset is
assigned a score for each of the three categories Positive, Negative, and
Objective, with the scores in the triplet summing up to 1 for each synset.
The authors reported that their intended interpretation model for as-
signing scores to synsets is mainly based on the criteria 1 described in
Section 4.1.1.
Synsets 1-110 (here dubbed Micro-WNOp(1)) have been tagged by
all the annotators working together, so as to develop a common under-
standing of the semantics of the three categories; then, J1, J2 and J3
independently tagged each synsets 111–606 (Micro-WNOp(2), while J4
and J5 independently tagged synsets 607–1105 (Micro-WNOp(3)).
It is also noteworthy that Micro-WNOp as a whole, and each of
its subsets, are representative of the distribution of parts of speech in
WordNet: this means that, e.g., if x% of WordNet synsets are nouns,
also x% of Micro-WNOp synsets are nouns. Moreover, this property also
10Publicly available for download at: http://www.unipv.it/wnop/
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holds for each single part (i.e. Micro-WNOp(x)) of Micro-WNOp.
The Web-based graphical user interface that was used by the annota-
tors is based on the same graphical model as discussed in Section 4.3.3.
In this interface each annotator was presented with a synset and was
asked to place a bullet within the triangle in the position that repre-
sented, according to the him/her, the mix of the three opinion-related
properties as possessed by the synset.
See [15] for further details on how Micro-WNOp and its subsets were
designed.
The fact that the same synset has been tagged by more than one hu-
man annotator also allows measuring the rate of inter-annotator agree-
ment, and relating it to the level of difficulty of the automated annota-
tion task (see Section 4.5.
Note that 1,105 synsets correspond to less than 1% of the total
115,424 WordNet synsets; this clarifies that, again, the accuracy ob-
tained on this gold standard may be considered only as indicative of the
(unknown) level of accuracy with which SentiWordNet has been pro-
duced. Notwithstanding this, Micro-WNOp will prove a useful tool in
the comparative evaluation of future systems that, like ours, tag Word-
Net synsets by opinion, including possible future releases of Senti-
WordNet.
4.4.2 Evaluation measure
To evaluate SentiWordNet on Micro-WNOp we have faced the prob-
lem of having triplets of numerical scores to compare. For example,
what is the error made by SentiWordNet if it assigns to a synset s
the triplet Φˆ(s) = {0.1, 0.0, 0.9}11 when Micro-WNOp assigns to it the
values Φ(s) = {0.5, 0.0, 0.5}?
To solve this problem we have first simplified the scoring model to
one where both Φ and Φˆ may have values only in {0, 1}. In this simplified
model only a category could have a score equal to one while the other
two have a zero score, to respect the constraint that the sum of scores
must be equal to one. The simplified model is thus equivalent to a
single-label classification model, where the label p ∈ P assigned to the
synset s is the only one for which Φ(s, p) = 1.
11In the following we will use this compact notation to list the Positive, Negative
and Objective scores of a synset, in this order.
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In the simplified model we can measure the mean squared error












Considering the simplified model as a limit case of the one we actually
have, with Φ and Φˆ having values in the range [0, 1], we can see that




Φ(s, p) = 1 the denominator of Equation 4.3 still counts
the total number of synsets in the gold standard. For the numerator the
mean squared error evaluation is subdivided on the three categories in
proportion to the score assigned to each by the gold standard.
For example, given a synset s with scores Φ(s) = {0.0, 0.5, 0.5} in
the gold standard, we obtain MSEµ = 1 on it if the predicted value
is Φˆ(s) = {1.0, 0.0, 0.0}, and MSEµ = 0.125 if the predicted value is
Φˆ(s) = {0.5, 0.5, 0.0}.
Equation 4.3 evaluates a micro-averaged mean squared error mea-
sure, in fact it considers each synset to have equal relevance whatever its
values in the gold standard are. This can result in an evaluation biased
toward the quality of score assignment to synsets with a high Objective
score, given that these synsets are the majority in the gold standard. To
present an evaluation which gives equal weight to the three categories,














where #(P ) is the number of elements in P , three in our case. In
the macro-averaged model the contribute of errors on each category is
computed separately (MSEp) and then averaged (MSEM ).
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4.5 Results
We have used the two MSEµ and MSEM measures to compare Sen-
tiWordNet 1.0 and SentiWordNet 1.1 on the Micro-WNOp gold
standard. To have a baseline reference we have defined three Φˆb func-
tions, one for each category, that return Φˆb(s, p) = 1 only when p = b.
We have also made a pairwise evaluation of inter-annotator agreement
study between the annotators J1, J2 and J3 on Micro-WNOp(2), and
J4 and J5 on Micro-WNOp(3), using these results as reference values to
estimate the absolute quality of the SentiWordNet data. Tables 4.2
and 4.3 shows the results of evaluating SentiWordNet 1.0 and 1.1, and
the three baseline functions Φˆb, on the whole Micro-WNOp gold stan-
dard, and on each of its section separately. For the Micro-WNOp(2) and
Micro-WNOp(3) sections we have derived the gold standard triplets by
averaging the triplet scores of all the annotators of each section.
The results for the three baseline functions show that the ΦˆObjective
function obtains the best values (lower is better), especially in terms
of MSEµ, as predicted in previous section. Both SentiWordNet 1.0
and 1.1 show relevant improvements respect to the ΦˆObjective baseline.
The relative improvement of SentiWordNet 1.0 is more than 41%
in terms of both MSEM and MSEµ measures. SentiWordNet 1.1
improvement is lower, but still over 22%. These figures are confirmed in
the section-by-section analysis of Table 4.3.
Table 4.4 shows the pair-wise evaluation of inter-annotator agree-
ment of Micro-WNOp’s annotators. From this analysis we can see
how annotators J1 and J3 of Micro-WNOp(2) and J4 and J5 of Micro-
WNOp(3) have a rather high agreement. Annotator J2 has a lower
agreement with J1 and J3 and its values are comparable with those
scored by SentiWordNet 1.0 on the same section (see Table 4.3).
Table 4.5 shows the agreement of the best version of SentiWord-
Net (1.0) and the best baseline (ΦˆObjective) with each annotator of
Micro-WNOp(2) and Micro-WNOp(3). Again SentiWordNet 1.0 ob-
tains a relevant improvement over the ΦˆObjective baseline function. On
Micro-WNOp(2), the values show an agreement of SentiWordNet 1.0
with annotator J1 and J3 similar to those of J2, when at the same time
it obtains a lower agreement (higher MSE values) with J2. We have
found a motivation of this disagreement by observing the average score
assigned by the three annotators J1, J2 and J3, and SentiWordNet 1.0
to the synsets of Micro-WNOp(2), reported in Table 4.6. These averages






SentiWordNet 1.0 .261 .182
SentiWordNet 1.1 .354 .242
Table 4.2: MSEM and MSEµ values of SentiWordNet 1.0 and 1.1,
and the three baseline functions Φˆb, on the whole Micro-WNOp gold
standard.
Micro-WNOp(1) Micro-WNOp(2) Micro-WNOp(3)
MSEM MSEµ MSEM MSEµ MSEM MSEµ
ΦˆPositive .536 .672 .458 .552 .590 .698
ΦˆNegative .545 .647 .487 .593 .538 .637
ΦˆObjective .457 .284 .393 .280 .521 .348
SWN 1.0 .312 .202 .195 .144 .315 .216
SWN 1.1 .391 .247 .262 .188 .436 .294
Table 4.3: MSEM and MSEµ values of SentiWordNet 1.0 and 1.1,
and the three baseline functions Φˆb, on the three components of the
Micro-WNOp gold standard.
show that J1 and J3 are centered on similar average values, while Sen-
tiWordNet 1.0 is slightly biased toward objectivity, and J2 is much
more biased toward subjectivity. Thus the disagreement between Sen-
tiWordNet 1.0 and J2 is mainly generated by this “opposite” bias.
In conclusion the results indicates SentiWordNet 1.0 as a better
resource than SentiWordNet 1.1, while both resources perform much
better than the baseline.
4.5.1 Some statistics
Tables from 4.7 to 4.10 show some statistics about the distribution of
scores in the two SentiWordNet versions. Analyzing SentiWord-
Net 1.0, the first remarkable fact is that the synsets judged to have some
degree of opinion-related properties (i.e. not fully Objective) are a con-
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A B MSEM MSEµ
J1 J2 .157 .137
J1 J3 .056 .043
J2 J3 .184 .157
J4 J5 .036 .028
Table 4.4: Pair-wise evaluation of inter-annotator agreement of Micro-
WNOp’s annotators.
A B MSEM MSEµ
J1 SentiWordNet 1.0 .204 .130
J1 ΦˆObjective .418 .244
J2 SentiWordNet 1.0 .382 .323
J2 ΦˆObjective .594 .502
J3 SentiWordNet 1.0 .156 .102
J3 ΦˆObjective .345 .207
J4 SentiWordNet 1.0 .331 .231
J4 ΦˆObjective .539 .345
J5 SentiWordNet 1.0 .328 .216
J5 ΦˆObjective .537 .367
Table 4.5: Agreement of SentiWordNet 1.0 and ΦˆObjective with each
annotator of Micro-WNOp(2) and Micro-WNOp(3).
avg(Positive) avg(Negative) avg(Objective)
J1 .189 .148 .664
J2 .316 .237 .447
J3 .191 .127 .683
SentiWordNet 1.0 .123 .095 .783
Table 4.6: Average scores on Micro-WNOp(2).
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siderable part of the whole WordNet i.e. 24.63% of it. However, as the
objectivity score decreases, indicating a stronger subjectivity score (ei-
ther as Positive, or as Negative, or as a combination of them), the number
of the synsets involved decreases rapidly, from 10.45% for Obj(s) 5 0.5,
to 0.56% for Obj(s) 5 0.125. This seems to indicate that there are
only few terms that are unquestionably Positive (or Negative), where
“unquestionably” here indicates widespread agreement among different
automated classifiers; in essence, this is the same observation which has
independently been made in [2], where agreement among human clas-
sifiers is shown to correlate strongly with agreement among automated
classifiers, and where such agreement is strong only for a small subset
of “core”, strongly-marked terms.
Table 4.7 reports a breakdown by POS of the scores obtained by
synsets. It is quite evident that “adverb” and “adjective” synsets are
evaluated as (at least partially) Subjective (i.e. Obj(s) < 1) much more
frequently (39.66% and 35.7% of the cases, respectively) than “verb”
(11.04%) or “noun” synsets (9.98%). This fact seems to indicate that,
in natural language, opinions are most often conveyed by parts of speech
used as modifiers (i.e. adverbs, adjectives) rather than parts of speech
used as heads (i.e. verbs, nouns), as exemplified by expressions such as
a disastrous appearance or a fabulous game. This intuition might
be rephrased by saying that the most frequent role of heads is to denote
entities or events, while that of modifiers is (among other things) to
express a judgment of merit on them.
Another surprising result is that Subjective synsets related to adverbs
are largely unbalanced toward the Positive dimension, while for the other
POS the Subjective synsets are balanced between Positive and Negative.
Analysis of SentiWordNet 1.1, show that its values are very un-
balanced toward to Objective dimension, with just a small part of synsets
(9.20%) with a component of subjectivity. Most of the considerations
made of SentiWordNet 1.0 still apply on this version, however with
much smaller proportions. The bias toward objectivity is probably the
main factor of the lower performance of SentiWordNet 1.1 on the
gold standard.
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Score Positive Negative Objective Positive Negative Objective
Adjectives Verbs
0 5 x < 0.125 65.77% 62.81% 0.08% 89.98% 87.93% 0.00%
0.125 5 x < 0.25 12.12% 7.32% 2.14% 4.43% 4.94% 0.21%
0.25 5 x < 0.375 8.81% 8.68% 7.42% 2.66% 2.95% 0.64%
0.375 5 x < 0.5 4.85% 5.19% 11.73% 1.55% 1.81% 1.35%
0.5 5 x < 0.625 3.74% 5.63% 9.50% 0.84% 1.24% 2.67%
0.625 5 x < 0.75 2.94% 5.53% 7.65% 0.84% 1.24% 2.67%
0.75 5 x < 0.875 1.28% 3.72% 9.21% 0.10% 0.42% 4.57%
0.875 5 x < 1 0.47% 1.07% 7.57% 0.07% 0.08% 6.11%
x = 1 0.03% 0.04% 44.71% 0.00% 0.00% 81.05%
Avg 0.106 0.151 0.743 0.026 0.034 0.940
Names Adverbs
0 5 x < 0.125 90.80% 89.25% 0.00% 43.70% 76.99% 0.00%
0.125 5 x < 0.25 4.53% 3.93% 0.23% 6.25% 9.66% 0.57%
0.25 5 x < 0.375 2.37% 2.42% 0.87% 6.17% 5.32% 3.00%
0.375 5 x < 0.5 1.25% 1.54% 1.84% 14.44% 2.51% 12.83%
0.5 5 x < 0.625 0.62% 1.35% 2.32% 22.63% 2.70% 23.91%
0.625 5 x < 0.75 0.24% 0.91% 2.57% 5.70% 1.72% 13.56%
0.75 5 x < 0.875 0.14% 0.48% 3.27% 1.06% 0.82% 6.11%
0.875 5 x < 1 0.05% 0.12% 5.40% 0.05% 0.27% 7.04%
x = 1 0.00% 0.00% 83.50% 0.00% 0.00% 32.97%
Avg 0.022 0.034 0.944 0.235 0.067 0.698
Table 4.7: Percentages of WordNet synsets that have obtained a given
score in SentiWordNet 1.0 for our three categories of interest, grouped
by POS, and average scores obtained for all WordNet synsets with a
given POS.
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Score Positive Negative Objective Positive Negative Objective
Adjectives Verbs
0 5 x < 0.125 89.94% 90.14% 0.52% 99.98% 99.88% 0.05%
0.125 5 x < 0.25 3.03% 2.29% 0.95% 0.01% 0.04% 0.01%
0.25 5 x < 0.375 2.37% 1.86% 2.29% 0.00% 0.04% 0.00%
0.375 5 x < 0.5 1.74% 1.94% 2.97% 0.00% 0.01% 0.00%
0.5 5 x < 0.625 1.32% 1.61% 3.71% 0.00% 0.00% 0.01%
0.625 5 x < 0.75 0.94% 1.34% 4.27% 0.00% 0.00% 0.05%
0.75 5 x < 0.875 0.45% 0.50% 5.41% 0.00% 0.01% 0.05%
0.875 5 x < 1 0.17% 0.00% 38.10% 0.07% 0.08% 6.11%
x = 1 0.02% 0.04% 41.77% 0.01% 0.00% 97.48%
Avg 0.045 0.050 0.905 0.001 0.001 0.998
Names Adverbs
0 5 x < 0.125 99.83% 99.81% 0.01% 99.51% 99.48% 0.13%
0.125 5 x < 0.25 0.07% 0.08% 0.02% 0.21% 0.24% 0.02%
0.25 5 x < 0.375 0.02% 0.02% 0.02% 0.08% 0.05% 0.02%
0.375 5 x < 0.5 0.02% 0.02% 0.02% 0.05% 0.03% 0.13%
0.5 5 x < 0.625 0.01% 0.01% 0.04% 0.05% 0.08% 0.08%
0.625 5 x < 0.75 0.01% 0.01% 0.05% 0.00% 0.03% 0.14%
0.75 5 x < 0.875 0.01% 0.01% 0.16% 0.03% 0.00% 0.46%
0.875 5 x < 1 0.01% 0.01% 3.10% 0.03% 0.03% 17.49%
x = 1 0.01% 0.02% 96.55% 0.03% 0.05% 81.50%
Avg 0.001 0.002 0.997 0.004 0.006 0.990
Table 4.8: Percentages of WordNet synsets that have obtained a given
score in SentiWordNet 1.1 for our three categories of interest, grouped
by POS, and average scores obtained for all WordNet synsets with a
given POS.
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Score Positive Negative Objective
All parts of speech
0 5 x < 0.125 85.18% 84.45% 0.02%
0.125 5 x < 0.25 5.79% 4.77% 0.54%
0.25 5 x < 0.375 3.56% 3.58% 1.97%
0.375 5 x < 0.5 2.28% 2.19% 3.72%
0.5 5 x < 0.625 1.85% 2.07% 4.20%
0.625 5 x < 0.75 0.87% 1.64% 3.83%
0.75 5 x < 0.875 0.35% 1.00% 4.47%
0.875 5 x < 1 0.12% 0.27% 5.88%
x = 1 0.01% 0.01% 75.37%
Avg 0.043 0.054 0.903
Table 4.9: Scores obtained in SentiWordNet 1.0 by WordNet
synsets (all parts of speech considered altogether).
Score Positive Negative Objective
All parts of speech
0 5 x < 0.125 98.24% 98.25% 0.10%
0.125 5 x < 0.25 0.55% 0.43% 0.16%
0.25 5 x < 0.375 0.40% 0.32% 0.38%
0.375 5 x < 0.5 0.29% 0.33% 0.49%
0.5 5 x < 0.625 0.22% 0.27% 0.63%
0.625 5 x < 0.75 0.15% 0.22% 0.73%
0.75 5 x < 0.875 0.08% 0.08% 1.00%
0.875 5 x < 1 0.03% 006% 9.09%
x = 1 0.01% 0.00% 87.37%
Avg 0.008 0.009 0.983
Table 4.10: Scores obtained in SentiWordNet 1.1 by WordNet
synsets (all parts of speech considered altogether).
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4.6 Conclusions
We have presented SentiWordNet an automatically generated lexi-
cal resource in which each WordNet synset is tagged with a triplet
of numerical scores representing how Positive, Negative, and Objective a
synset is. We have defined and evaluated two versions of SentiWord-
Net, 1.0 and 1.1. Both versions have produced a relevant improvement
over the baseline, with SentiWordNet 1.0 showing the best results.
We have presented results an from inter-annotators agreement study,
and compared them with SentiWordNet, showing that, while there is
still room for improvement, SentiWordNet data, especially in version
1.0, can be considered of good quality.
SentiWordNet can prove a useful tool for opinion mining appli-
cations, because of its wide coverage (all WordNet synsets are tagged
according to each of the three labels Objective, Positive, Negative) and
because of its fine grain, obtained by qualifying the labels by means of
numerical scores.
To be used in its full capabilities, a resource like SentiWordNet
obviously requires that the text on which it is used have to be disam-
biguated, with each occurrence of any term assigned to the WordNet
synset it belongs. This requires to perform an accurate WSD process
on text. At the current time WSD technology can guarantee at best a
80% level of accuracy [48], which can produce a “chain effect” on the
quality of results obtained by using SentiWordNet, making it less ef-
fective than a term-based lexical resource. However, this doesn’t make
SentiWordNet less useful, for at least two reasons:
• SentiWordNet has been already successfully used in opinion
related tasks, without the use of WSD tools. For example, Attardi
and Simi [5], have extracted a set of 8,427 “opinionated word” from
SentiWordNet just by collapsing all the score triplets for all the
senses of a term in a single triplet, and selecting as opinionated
those terms whose sum of positive and negative score is above
0.4. Such resource has been used to tag opinionated words into
the TREC Blog06 [74] corpus, and has produced, on the retrieval
system the authors used to participate to the 2006 TREC Blog
track, a 11.6% improvement in precision with respect to the system
not using it.
• we have separated two problems: disambiguating term senses, and
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determining opinion-related properties of a term sense. We think
that this would help research to focus on better defined problems.
As also Ide states in [48], we can expect that WSD technology will
improve in the next years, reaching an higher level of accuracy.
At that time SentiWordNet12 would be a good companion for
a WSD tool to perform opinion related analysis of text.






This chapter presents an application of three random-walk mod-
els to ranking WordNet synsets in terms of how strongly they
possess a given semantic property. The random-walk models are
based on PageRank, the well-know random-walk algorithm origi-
nally devised for ranking Web search results. The rationale of ap-
plying a PageRank-like algorithm to detecting the semantic prop-
erties of synsets lies in the fact that the space of WordNet synsets
may be seen as a graph, in which synsets are connected, for ex-
ample, through the binary relation (denoted by si I sk) “a term
belonging to synset sk occurs in the gloss of synset si”, and through
which the observed properties “flow”.
We explore also random-walk models for two other properties
which may be equally adequate to this task: a first variation which
is based on the “inverse” relation si J sk, i.e., with properties flow-
ing from the definiens to the definiendum, and a second one based
on the bidirectional relation JI, which assumes that properties
may flow from the definiens to the definiendum and viceversa.
We report experimental results supporting our intuitions. We also
produce a new version of SentiWordNet (2.0) which improves
the version 1.0 presented in Chapter 4.
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5.1 Introduction
In this chapter we present a novel method for ranking the entire set of
WordNet synset, according to a given semantic property. Following
the main subject of this thesis we focus on opinion-related properties
(ORPs). Specifically, we experiment on ranking synsets by orientation
(though we deem that the proposed method can be applied to many
other dimensions of term semantics). Two rankings are produced, one
according to positivity and one according to negativity. Note that it is
not the case that one is the inverse of the other, since e.g., the least
positive synsets may be negative or objective synsets alike; in fact, we
obtain the two rankings independently of each other.
The main idea underlying our ranking method is that the positivity
and negativity of WordNet synsets can be determined by mining their
glosses. The idea of using the information contained in the glosses to de-
termine ORPs is one of the “building blocks” of this thesis; however, we
would like to point out that in this chapter we make a completely differ-
ent use of such resource with respect to previous chapters. In this case
our idea crucially relies on the observation that the gloss of a WordNet
synset contains terms, and on the hypothesis that the glosses of positive
(resp. negative) synsets will mostly contain terms belonging to positive
(negative) synsets. This means that the binary relation si I sk (“the
gloss of synset si contains a term belonging to synset sk”), which induces
a directed graph on the set of WordNet synsets, may be thought of as a
channel through which positivity and negativity flow, from the definien-
dum (the synset si being defined) to the definiens (the synsets sk that
contribute to the definition of si by virtue of their member terms oc-
curring in the gloss of si). In other words, if a synset si is known to be
positive (negative), this can be viewed as an indication that the synsets
sk to which the terms occurring in the gloss of si belong, are themselves
positive (negative). We define this ORP flow model as the direct flow
model.
The fact that the I relation is not explicit in WordNet is circum-
vented by actually using eXtendedWordNet [43], a publicly avail-
able, automatically sense-disambiguated version of WordNet in which
every term occurring in a gloss is replaced by the synset it is deemed to
belong to.
The two other random-walk models, that we illustrate in the chap-
ter, may also be plausible choices for controlling the logic of ORP flow.
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The second is a random-walk model different from the direct-flow model,
which is applied to the “inverse” graph, i.e., the graph defined by the
binary relation si J sk (“a term belonging to synset si appears in the
gloss of synset sk”) with properties flowing from the definiens to the
definiendum (inverse flow). The third model is a bidirectional random-
walk model based on the binary relation JI, which assumes that prop-
erties may flow from the definiens to the definiendum and viceversa
(bidirectional flow).
We show how the three mentioned flow models can be implemented
by the three random-walk algorithms based on the well-known PageR-
ank algorithm [13]. We like to point out that the choice of the PageRank
algorithm has not been made a-priori but instead comes after the defini-
tion of the three ORP flow models, as the fact that the three PageRank-
based algorithms result to be the correct realizations of the models.
PageRank, a random-walk algorithm for ranking Web search results
which lies at the basis of the Google search engine, is probably the most
important single contribution to the fields of information retrieval and
Web search of the last ten years, and was originally devised in order
to detect how authoritativeness flows in the Web graph and how it is
conferred onto Web sites. The advantages of PageRank are its strong
theoretical foundations, its fast convergence properties, and the effective-
ness of its results. The reason why PageRank (and the PageRank-like
variants we propose), among all random-walk algorithms, is particularly
suited to our application will be discussed in the rest of the chapter.
We report results which compare the three algorithms on the task
of producing positivity and negativity rankings of WordNet synsets.
Note however that our method is not limited to ranking synsets by posi-
tivity or negativity, and can in principle be applied to the determination
of other semantic properties of synsets, such as membership in a do-
main, since for many other properties we may hypothesize the existence
of a similar “hydraulics” between synsets. We thus see positivity and
negativity only as proofs-of-concept for the potential of the method.
The result of applying a PageRank-like algorithm to WordNet
synsets is just a ranked list of all the WordNet synsets, where a synset
si can be consider more positive1 (or negative) than any synset with a
lower rank position, and less positive (or negative) than any synset with
1The rank positions are determined by numeric values assigned to each synset by
the algorithm, with the possibility of ties, i.e., synsets with the same score assigned.
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a higher rank position. The actual numeric scores assigned by PageR-
ank (and the two variants) are not directly usable to assign to synsets a
SentiWordNet-like score. In the final part of this chapter we present
a simple yet effective way to produce from the best performing rank-
ings of our experiments a new version of SentiWordNet (2.0), which
improves on the version 1.0 presented in Chapter 4.
5.1.1 Chapter outline
Section 5.2 reports on related work, focusing on the use of random-
walk models to perform term sense-related tasks. In Section 5.3 we
describe the PageRank-based model of ORP flow. In Section 5.4 we
present our modifications of this model, resulting in two random-walk
models each departing from the purely PageRank-based in a different
direction. Section 5.5 describes the structure of our experiments and
Section 5.6 discusses the results we have obtained. In Section 5.7 we
describe how we have derived a new version of SentiWordNet (2.0)
from the best results of the experiments, and we compare it with version
1.0. Section 5.8 concludes.
5.2 Related work
In this related work section we will focus on works that have used
random-walk models to perform term sense-related tasks. We point
the reader to Chapter 4, Section 4.2, for a general discussion on related
works on ORPs of term senses.
5.2.1 Mihalcea et al.
Mihalcea et al. [67] have proposed a word sense disambiguation (WSD)
method based on the use of PageRank.
Given a sentence in which some of the terms are ambiguous, i.e., have
multiple senses, the WSD method proposed by Mihalcea et al. consists
in the following steps:
1. The text to be disambiguated is tokenized and POS-tagged.
2. A graph G = 〈N,L〉 is built, first adding to the node set N all the
possible senses for all the terms in the sentence (including non-
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ambiguous ones), using information from POS-tagging to limit the
number of nodes added.
3. G is expanded adding links in L and nodes in N by navigating
many of the semantic relations of WordNet (e.g., hypernymy,
hyponymy).
4. PageRank is executed on G (see Section 5.3.1 for details), obtain-
ing a ranked list of all the nodes in N .
5. For each ambiguous term, the highest ranked of its senses is as-
signed as the intended sense.
The WSD task is obviously different from the one we face in this
chapter, but the real key difference between the method of Mihalcea et
al. [67] and ours is that their method is designed to work on an case-
by-case problem, i.e. the disambiguation of three sentences require three
distinct executions of the program, each one based on the creation of a
local graph to be given in input to PageRank. We instead work on a
global problem, i.e., the evaluation of some semantic properties on all2
the elements of the language.
5.2.2 Hughes and Ramage
Hughes and Ramage [47] have recently proposed, independently from
our work, the use of random-walk models to determine the semantic
relatedness between WordNet synsets.
The graph G = 〈N,L〉 they build contains, as nodes, all the Word-
Net synsets (e.g. [dog(N,3)]), terms with POS (e.g. dog(n)) and just
terms (e.g. dog). The links of the graph are defined by the various
WordNet relations (e.g. hypernymy, hyponymy), links between synsets,
terms with POS and terms, and also a gloss-based relation. The gloss-
based relation is similar to our direct flow I relation, although it does
not uses a sense-disambiguated version of WordNet glosses, but cre-
ates instead links between the synset and the terms with POS appearing
in its gloss, and then from each term with POS to all the synsets con-
taining it.
They propose to measure the semantic relatedness between two synsets
si and sj by producing two customized ranking ri and rj of all the nodes
2At least, all those represented in WordNet.
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N by using PageRank on the graph G and giving in input a personaliza-
tion vector (see Section 5.3.1) where only the value related to si (or sj)
is non-null. Then they use a Zero-KL divergence measure to measure
the similarity between the two rankings.
Their work have thus some points in common with ours, although
they do not provide a clear motivation on why the PageRank algorithm
is the right implementation of their random-walk model.
5.3 The PageRank model of ORP flow
5.3.1 PageRank
Let G = 〈N,L〉 be a directed graph, with N its set of nodes (e.g. Web
documents) and L its set of directed links (e.g. Web links); let W0
be the |N | × |N | adjacency matrix of G, i.e., the matrix such that
W0[i, j] = 1 iff there is a link from node ni to node nj . We will
denote by B(i) = {nj | W0[j, i] = 1} the set of the backward neigh-
bors of ni, which are connected to ni by the backward links of ni, and
by F (i) = {nj | W0[i, j] = 1} the set of the forward neighbors of
ni, which are connected to ni by the forward links of ni. Let W be
the row-normalized adjacency matrix of G, i.e., the matrix such that
W[i, j] = 1|F (i)| iff W0[i, j] = 1 and W[i, j] = 0 otherwise.
The input to PageRank is the row-normalized adjacency W matrix
(plus a personalization vector e to be discussed later), and its output is
a vector a = 〈a1, . . . , a|N |〉, where ai represents the “score” of node ni,
which in our application measures the degree to which ni has the ORP









|F (j)| + (1− α)ei (5.1)
where a(k)i denotes the value of ai, the i-th entry of vector a, at the k-th
iteration, ei is a constant such that
∑
i ei = 1, and 0 ≤ α ≤ 1 is a control
parameter. In vectorial form, Equation 5.1 can be written as
a(k) = αa(k−1)W + (1− α)e (5.2)
The underlying intuition is that a node ni has a high score when
(recursively) it has many high-scoring backward neighbors; a node nj
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thus passes its score aj along to its forward neighbors F (j), but this score
is subdivided equally among the members of F (j), so that the higher
|F (j)| is, the smaller is the score that nj contributes to each of the
nodes in F (j). This mechanism (that is represented by the summation
in Equation 5.1) is then “smoothed” by the ei constants.
This is called a random-walk model [69] since ai can be seen as the
expected frequency with which a “random walker”, after starting from
a node nk picked at random with probability ek, visits node ni during
an infinite walk through G in which, once at node nj , he/she follows one
of the |F (j)| forward links of nj each with probability α|F (j)| , or jumps
to some random node nl with probability (1− α)el.
Vector a, the fixpoint of Equation 5.2, corresponds to the stationary
distribution of the Markov chain associated to the random walk, i.e., to
the principal eigenvector of the αW+ (1−α)E×1 matrix (where 1 is a
vector of all ones) defined as the eigenvector associated to the eigenvalue
with the largest magnitude3.
In the original application of PageRank for ranking Web search re-
sults the elements of e are usually taken to be all equal to 1|N | , thus
modeling a random walker who may jump to any Web page with equal
probabilities. However, it is possible to give different values to different
pages in e. In fact, the value of ei amounts to an internal source of
score for ni that is constant across the iterations and independent from
its backward neighbors. For instance, attributing a null ei value to all
but a few Web pages characterized by a given topic can be used in order
to bias the ranking of Web pages in favor of this topic [46].
5.3.2 Ranking WordNet synsets with PageRank
Our first model of ORP flow is based on a rather straightforward map-
ping of the Web model to the WordNet model: Web documents are
substituted by WordNet synsets and Web links are substituted by the
I relation. Two different and independent rankings are produced, one
for positivity and one for negativity. The ei values are used as internal
sources of positivity (resp. negativity) by attributing a null ei value to all
but a few “seed” synsets of renowned positivity (negativity). Through
its iterations PageRank will thus make positivity (negativity) flow from
3The computational properties of the PageRank algorithm, and how to compute
it efficiently, have been widely studied; the interested reader may consult [10].
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the seed synsets, from which positivity flows out at a rate constant
throughout the iterations, into other synsets along the I relation (by
using the WI matrix defined on this relation), until a stable state is
reached; at this point the ai values can be used to rank the synsets in
terms of positivity (negativity).
In details, our algorithm consists in the following steps:
1. The graph GI = 〈N,LI〉 on which PageRank will be applied is
generated. We define N to be the set of all WordNet synsets; in
WordNet 2.0 there are 115,424 of them. We define L to contain
a link from synset si to synset sk iff the gloss of si contains at least
a term belonging to sk (terms occurring in the examples phrases
are not considered), based on the disambiguation information con-
tained in eXtendedWordNet(see Section 5.5.1). Numbers, ar-
ticles and prepositions occurring in the glosses are discarded, since
they can be assumed to carry no positivity and negativity, and
since they do not belong to a synset of their own. This leaves only
nouns, adjectives, verbs, and adverbs.
2. The graph GI = 〈N,LI〉 is “pruned” by removing “self-loops”,
i.e., links going from a synset si into itself (since we assume that
there is no flow of semantics from a concept unto itself). The
row-normalized adjacency matrix WI of GI is derived.
3. We load the ei values into the e vector; all synsets other than the
seed synsets of renowned positivity (negativity) are given a value
of 0. We experiment with several different versions of the e vector;
see Section 5.5.4 for details.
4. PageRank is executed using WI and e, iterating until a predefined
termination condition is reached. The termination condition we
use in this paper consists in checking that the cosine of the angle
between the vectors a(k) and a(k+1) generated by two subsequent
iterations is over a predefined threshold 1 − χ (we use a value of
χ = 10−9).
5. We rank all the synsets of WordNet in descending order of their
ai score.
The process is run twice, once for positivity and once for negativity.
The only difference between the two runs is in Step 3, since two different
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vectors, one of positive and the other of negative seed synsets, are used
in the two runs.
5.3.3 Why PageRank?
The use of the PageRank to implement the direct flow model seems a
reasonable choice, because many interesting intuition are represented
into the PageRank formula:
1. If terms contained in synset sk occur in the glosses of many positive
synsets, and if the positivity scores of these synsets are high, then it
is likely that sk is itself positive (the same happens for negativity).
This justifies the summation of Equation 5.1.
2. If the gloss of a positive synset that contains a term in synset sk
also contains many other terms, then this is a weaker indication
that sk is itself positive (this justifies dividing by |F (j)| in Equa-
tion 5.1).
5.4 Alternatives to the PageRank model
The direct flow model and its intuitions are based on the I relation.
However, nothing prevents us from considering alternative relations.
5.4.1 The inverse flow model
Starting from the same intuition of the direct flow model it is equally
plausible to hypothesize an inverse flow model, in which the synsets that
occur in the gloss of the definiendum influence the definiendum itself,
and not viceversa. In this model the ORP thus flows from the definiens
to the definiendum, along the J relation (defined as the symmetric re-
lation of I).










j + (1− α)ei (5.3)
where B(i) is now derived from the adjacency matrix WJ0 defined by
the J relation.
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We stress that the inverse flow model is characterized not only by
a different incidence matrix with respect to the direct flow model, but
by a very different equation of the “hydraulics” of ORP flow. In fact,
Equation 5.3 states that node ai receives the average, and not the sum,
of the scores of the nodes that point to ai, modulo α and ei. In the case
of inverse flow we consider this a reasonable assumption since:
1. If the gloss of a synset sk contains many terms that belong to pos-
itive synsets, and if the positivity scores of these synsets are high,
then it seems likely that sk is itself positive (the same happening
for negativity), which justifies the summation of Equation 5.3.
2. If the gloss of a synset si that contains a term belonging to a
positive synset sk also contains many other terms, this seems a
weaker indication that si is itself positive (which justifies dividing
by |B(i)| in Equation 5.3).
In order to write Equation 5.3 in matrix form we may exploit the fact
that WJ0 happens to be equal to (W
I
0 )
T , the transpose of WI0 , and that
applying the normalization factor |B(i)| in Equation 5.3 is equivalent to
performing column normalization on WJ0 . Thus W
J = (WI)T , and
Equation 5.3 can be written in matrix form as
a(k) = αa(k−1)(WI)T + (1− α)e (5.4)
where WI is the row-normalized adjacency matrix used for the direct
flow model in Equation 5.2. This indicates that, even if Equation 5.3
is very different from the equation that originates PageRank (Equa-
tion 5.1), the inverse flow model can anyway be computed by using
PageRank, with the only difference that the WI matrix of the direct
model needs to be replaced by its transpose (WI)T .
5.4.2 The bidirectional model
We have argued that both the direct flow and the inverse flow models
are reasonable models of how ORPs flow between synsets. Actually,
in this analysis no argument has been put forward that either model is
better than the other, or that the two models are mutually incompatible.
It seems thus plausible that a third, bidirectional flow model could be
hypothesized, in which ORPs flow from the definiendum to the definiens
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and vice versa, pretty much as in an electrical network. A synset sk is
thus seen to distribute its positivity score both to the synsets which occur
in its gloss (the I relation) and to the synsets whose glosses contain it
(the J relation). The binary relation JI according to which ORPs flow
in the bidirectional model is thus defined as JI≡J ∪ I. we formalize

















j + (1− α)ei
where the BI, FI, BJ and FJ are the neighborhood functions of the
direct and inverse flow models.
The vectorial form of Equation 5.5 can be easily derived by observ-
ing that the normalized matrix WJI for the bidirectional flow model
induced by Equation 5.5 is equal to WI + (WI)T ; we thus obtain
a(k) = αa(k−1)(WI + (WI)T ) + (1− α)e (5.6)
Again, this formula shows that also the bidirectional flow model
can be computed using PageRank, with the only difference that the
WI + (WI)T matrix needs to be used in place of the WI matrix of
the direct model and of the (WI)T of the inverse model.
The reasons why the bidirectional flow model can be a good model of
ORP flow follow from those discussed for the direct flow and inverse flow
models in Sections 5.3 and 5.4.1, given that this model is just the union
of the two models, with no modification to their specific characteristics.
5.5 Experiments
5.5.1 WordNet and eXtendedWordNet
WordNet glosses are made of simple text, for human reading, and are
not intended for automatic processing by algorithms4. The most relevant
4Fortunately, this consideration may be no more valid in the future, since there
is a on-going project to produce a synset-level manually disambiguated version of
WordNet glosses (version 3.0).
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aspect for us is that a gloss does not contain any information regarding
the intended sense (expressed with a synset) of the terms appearing in
it. Thus, the transformation of WordNet into a graph based on the
I relation (or any of the other proposed relations) would of course be
non-trivial:
• Synsets only contain lemmas, while different inflected forms of a
lemma may occur in the glosses. A lemmatization step would thus
be necessary in order to map all the terms appearing in the glosses
into their corresponding lemmas.
• There may be several synsets containing the same pair 〈lk, POSk〉
(e.g. 〈bank, N 〉 has several senses, hence it appears in several
synsets), which means that a single occurrence of pair 〈lk, POSk〉
in the gloss of a synset si might generate several links outgoing
from si, each one incoming into each synset containing 〈lk, POSk〉.
This is problematic, since it means that spurious score transfers
would take place, to unintended senses of a term sk.
In order to avoid the two problems mentioned above we use eX-
tendedWordNet [43], a publicly available version of WordNet in
which (among other things) each term sk occurring in a WordNet
gloss (except those in example phrases) is lemmatized and semantically
disambiguated, i.e., mapped to the synset in which it belongs5. We have
used eXtendedWordNet version 2.0-1.1, which refers to WordNet
version 2.0. The eXtendedWordNet resource has been automatically
generated, which means that the associations between terms and synsets
are likely to be sometimes incorrect, and this of course introduces noise
in the our method. However, this noise is obviously inherent in the fully
automatic nature of our method, and on the fact that, at the time of
writing, no manually disambiguated version of WordNet exists. The
fact that we use eXtendedWordNet will allow us to say “synset sk
occurs in the gloss of synset si” when we actually mean “term sk, which
eXtendedWordNet maps to synset sk, occurs in the gloss of synset
si”.
Figure 5.1 displays the five WordNet synsets that contain the
lemma tidy (Column 1), together with their WordNet glosses (Col-
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5.5.2 The gold standard
In order to evaluate the quality of the rankings produced by our three
alternative random-walk models we have used the Micro-WNOp cor-
pus [15] as a gold standard6, already described in Chapter 4, Section 4.4.1.
We have obtained two reference positivity (and two for negativity)
rankings for our experiments from Micro-WNOp by averaging the posi-
tivity (negativity) scores assigned to every synset by the evaluators into
a single score, and by sorting the synsets of the two largest parts accord-
ing to the resulting score. We have used the ranking derived from the
Micro-WNOp(2) part of the corpus to optimize the α parameter of the
PageRank algorithm. Then we have run our final experiments, using the
optimized alpha value, on the ranking derived from the Micro-WNOp(3)
part of the corpus, on which we have computed the effectiveness mea-
sure.
5.5.3 The effectiveness measure
A ranking ≺ is a partial order on a set N objects (synsets, in our case)
{o1 . . . o|N |}. Given a pair (oi, oj) of objects, oi may precede oj (oi ≺ oj),
it may follow oi (oi  oj), or it may be tied with oj (oi ≈ oj).
To evaluate the rankings produced by in the experiments we have
used the p-normalized Kendall τ distance (noted τp – see e.g., [38]) be-
tween the Micro-WNOp rankings and those produced by the experi-
ments. The τp distance, a standard function for the evaluation of rank-
ings with ties, is defined as
τp =
nd + p · nu
Z
(5.7)
where nd is the number of discordant pairs, i.e., pairs of objects ordered
one way in the gold standard and the other way in the tested ranking;
nu is the number of pairs which are ordered (i.e., not tied) in the gold
standard and are tied in the tested ranking, and p is a penalization to
be attributed to each such pair; and Z is a normalization factor (equal
to the number of pairs that are ordered in the gold standard) whose aim
is to make the range of τp coincide with the [0, 1] interval. Note that
pairs tied in the gold standard and ordered in the tested ranking are not
considered in the evaluation.
6http://www.unipv.it/wnop/
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The penalization factor is set to p = 12 , which is equal to the prob-
ability that a ranking algorithm correctly orders the pair by random
guessing; there is thus no advantage to be gained from either random
guessing or assigning ties between objects. For a test ranking which
perfectly coincides with that from the gold standard, τp equals 0; for a
test ranking which is exactly the inverse of the one from the gold stan-
dard, τp is equal to 1; for a test ranking consisting of all ties, τp equals
1
2 . The value of
1
2 may thus be taken as the performance of the “trivial
ranker”, which must thus be improved upon by any non-trivial ranking
algorithm.
5.5.4 The e vector
In order to produce a ranking by positivity (negativity) it is manda-
tory to provide an e vector as input to the random-walk algorithm (i.e.
PageRank or one of the two variations), which points out which are the
“sources of positivity (negativity), which then the algorithm will use to
let flow the positivity (negativity) into the links graph. We have exper-
imented with several different definitions of e, each for both positivity
and negativity.
First of all, we have tested, as the e vector, a vector (dubbed e1)
with all values uniformly set to 1|N | . This is the e vector that was
originally used in [13] for the Web page ranking problem, and brings
about an unbiased (that is, with respect to particular properties) ranking
of WordNet. Of course, it is not meant to be used for ranking by
positivity or negativity; we have used it simply in order to evaluate the
impact of property-biased vectors for positivity (negativity) ranking.
The first sensible, minimalistic definition of e (hereafter dubbed e2)
we have used is that of a vector with uniform non-null ei scores assigned
to the synsets that contain the adjective good (bad), and null scores
for all other synsets. A further, still fairly minimalistic definition we
have used (dubbed e3) is that of a vector with uniform non-null ei
scores assigned to the synsets that contain at least one of the seven
“paradigmatic” positive (negative) adjectives used as seeds in [92].
We have also tested more complex versions of e, with ei scores ob-
tained from release 1.0 of SentiWordNet, described in Chapter 4.
We produced an e vector (dubbed e4) in which the score assigned to a
synset is proportional to the positivity (negativity) score assigned to it
by SentiWordNet, and in which all entries sum up to 1. In a similar
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way we have also produced a further e vector (dubbed e5) through the
scores of the release 1.1 of SentiWordNet.
Note that PageRank (and also the two variations) is parametric on
α, which determines the balance between the contributions of the a(k−1)
vector and the e vector. A value of α = 0 makes the a(k) vector coincide
with e, and corresponds to discarding the contribution of the random-
walk algorithm. Conversely, setting α = 1 corresponds to discarding the
contribution of e, and makes a(k) uniquely depend on the topology of the
graph; the result is an “unbiased” ranking. The desirable cases are, of
course, in between. As first hinted in Section 5.5.2, we thus optimize the
α parameter on the synsets in Group1, and then test the algorithm with
the optimal value of α on the synsets in Group2. All the 101 values of α
from 0.0 to 1.0 with a step of .01 have been tested in the optimization
phase.
5.6 Results
Table 5.1 shows the results obtained by our three models with the dif-
ferent choices for the e vector as detailed in Section 5.5.4. PageRank is
iterated until the cosine of the angle between the vectors a(k) and a(k+1)
generated by two subsequent iterations is above a predefined threshold
1− χ (we use χ = 10−9). However, in order to limit the amount of pro-
cessing, we stop PageRank whenever this condition has not been reached
in 1000 iterations.
The results indicate the performance obtained on the test set (Micro-
WNOp(3) rankings) with the value of α that was determined optimal
by experimentation on the validation set (Micro-WNOp(2) rankings);
different values of α may thus be used for different choices of e. The “B”
(baseline) column contains the values of τp as computed directly on the
e vector, i.e., before the application of PageRank. The ∆ values shown
to the right of each column denote the relative improvement obtained
by the method indicated against the baseline (since low values of τp are
better, an improvement is indicated by a negative value).
Table 5.1 clearly indicates that the inverted flow model always pro-
duces the best results, irrespectively of the choice of the e vector. More-
over, the best absolute values for positivity (0.292) and negativity (0.222)
show a large improvement with respect to their original e vectors (−16.4%
for positivity and −25.0% for negativity). This is relevant, since they
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Table 5.1: τp values obtained by the three proposed models; I, J and
JI indicate the direct, inverse, and bidirectional models, respectively;
∆ indicates the improvement of each model with respect to the baseline
(“B”), consisting of the ranking obtained by the corresponding e vector
before the application of any ORP flow algorithm. Boldface indicates
the best result obtained.
Ranking by positivity
e B I ∆ J ∆ JI ∆
e1 0.500 0.496 -0.8% 0.479 -4.2% 0.489 -2.1%
e2 0.500 0.467 -6.7% 0.435 -13.0% 0.457 -8.7%
e3 0.500 0.471 -5.8% 0.424 -15.1% 0.477 -4.7%
e4 0.349 0.325 -6.8% 0.292 -16.4% 0.312 -10.7%
e5 0.400 0.380 -4.9% 0.345 -13.6% 0.374 -6.4%
e6 – 0.292 0% 0.318 -2.1% – –
Ranking by negativity
e B I ∆ J ∆ JI ∆
e1 0.500 0.549 9.8% 0.461 -7.7% 0.506 1.2%
e2 0.500 0.502 0.3% 0.416 -16.8% 0.475 -5.1%
e3 0.500 0.495 -0.9% 0.387 -22.7% 0.452 -9.5%
e4 0.296 0.284 -4.3% 0.222 -25.0% 0.248 -16.4%
e5 0.407 0.393 -3.5% 0.270 -33.6% 0.319 -21.7%
e6 – 0.222 0% 0.241 -15.1% – –
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have been obtained with vectors e4 (the ones derived from SentiWord-
Net 1.0); in other words, the improvement is obtained with respect to
an already high-quality lexical resource for ORPs, obtained by the same
techniques that, at the term level, are still the best-known performers
for polarity detection on the widely used General Inquirer benchmark.
Although the direct flow model also improves over the baseline, the
inverted flow model is largely superior to it (the latter improving on the
former by 10.1% on positivity and by 21.8% on negativity). Concerning
the bidirectional flow model, while it also outperforms the direct flow
model, it does so less markedly than the inverse model does; in the light
of the previously discussed results this is unsurprising, given that it is a
combination of the other two models.
The superiority of the inverse flow model is also apparent from the
results of the e6 experiments. Here, the inverse flow model as applied
to the best vector resulting from the direct flow model manages to im-
prove the quality of this vector (by 2.1% on positivity and by 15.1% on
negativity), but still underperforms with respect to the best result it has
obtained (on e4). On the contrary, the direct flow model as applied to
the best vector resulting from the inverse flow model leaves the vectors
unchanged. A closer inspection of this latter result shows that the value
of α that performed optimally in this case was α = 0, which corresponds
to . . . leaving the e vector unchanged, i.e., renouncing to let ORPs flow
through the network. All values of α > 0 managed instead to obtain an
inferior performance with respect to the best performance obtained by
the inverse model.
5.6.1 Anecdotal evaluation
Tables 5.2 and 5.3 display the ten top-ranked synsets returned by each
model according to positivity and negativity. Although the tables con-
tain just a small sample of the 115,424 WordNet synsets that are
ranked by PageRank, they give interesting hints as to how the three
models perform on WordNet.
The analysis of the top-ranked synsets returned by each model ac-
cording to positivity and negativity shows that some of the top-ranked
synsets for the direct flow model, especially for the ranking by positiv-
ity, contain function words, such as the verbs “to be” and “to have”, or
words that simply occur frequently within glosses, such as “quality” or






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































model, and this pushes them up in the ranking7.
This phenomenon does not appear in the inverse flow model. For
example, the synsets that appear in the glosses of verbs such as “to be”
are unlikely to be ORP-loaded; such verbs thus obtain a low score. The
inverse flow model top-ranks those glosses which are almost exclusively
composed of semantically oriented terms. Again, the bidirectional flow
model trades off between the other two models, producing a ranking
which appears to mix the characteristics of the other two.
5.6.2 Stability with respect to the values of α
We have also studied how stable the three models are with respect to
variations in the value of the α parameter. Figure 5.2 plots the τp
measure obtained on the test set as a function of α; all values from 0.00
to 1.00, with 0.01 step increments, have been tested. The figure clearly
shows that each model has its own characteristic trend.
The direct flow model produces good results for small values of α,
but slowly deteriorates as α increases, even performing worse than the
baseline for high enough values of α (for α = 0.86 for the ranking by
positivity, and for α > 0.28 for ranking by negativity)8.
The inverse flow model produces very good results for almost the
entire range of values of α, and is stably better than the baseline. Only
for values of α close to 1.00 the inverse flow model produces bad results;
however, this is caused by the fact that for this model and high values
of α (> 0.90) PageRank turns out to converge very slowly, and is thus
stopped at the 1000 iteration limit before the output vector contains
stable values.
The bidirectional flow model shows an unexpected trend. For low
values of α it produces relatively good results but, as α increases, the
model degrades rapidly, producing the worst results.
This analysis confirms the good qualities of the inverse flow model;
we now know that it is not only the best performing model after param-
eter optimization, but that it is also the one that delivers more stable
7In order to solve this problem we have also tested a version of the direct flow
model in which synset sk receives the average, and not the sum, of the contributions
of the synsets si such that si I sk; however, this has produced inferior results with
respect to the standard direct flow model.
8Note that for α = 0 the ranking produced by PageRank coincides with that
embodied in the e vector before the application of PageRank, i.e., with our baseline.
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performance with respect to the chosen value of α.
5.7 SentiWordNet 2.0
The numeric values assigned by PageRank to a synset si, which deter-
mine its rank position R(si), cannot be directly used to define a Sen-
tiWordNet-like triplet of positivity, negativity and objectivity values.
The a vector of PageRank scores is normalized so that the sum of all
of its values is one. Given that a consists of 115,424 elements, every
ai value is very small. For example, the top-ranked synset for the best
positivity result has an ai value equal to 0.885∗10−5. The simple heuris-
tics of taking, for a synset si, the two ai values obtained from the the
two distinct best rankings of positivity and negativity, i.e. aPositivei and
aNegativei , and assigning
Φˆ(si, Positive) = aPositivei
Φˆ(si, Negative) = a
Negative
i (5.8)
Φˆ(si, Objective) = 1− (Φˆ(si, Positive) + Φˆ(si, Negative))
produces almost equally valued triplets for all synsets, with very high
objectivity scores, which, evaluated with the same methodology of Sen-
tiWordNet 1.0 (see Chapter 4, Section 4.4), have resulted in poor
results, almost identical to the baseline9.
We have found another simple, yet effective, way to build a new
version of SentiWordNet. It is based on considering the execution of
our PageRank-based algorithm as a reranking process:
• The configuration that has produced the best results in our ranking
experiments, both for positivity and negativity, is the one that uses
the “inverse flow” model and takes in input, as the e vector, the
rankings induced by the SentiWordNet 1.0 values.
• Each of these e vectors is itself a complete ranking (one by posi-
tivity and one by negativity) of all the WordNet synsets.
9We have also experimented on taking a logarithm-based function of scores, ob-
taining again poor results.
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Figure 5.2: Plot of the τp measure as a function of α using version e4
of the e vector. The upper and lower figures are about the rankings by
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• The output ranking, produced by our method, can be thus
viewed as a reranking of the input ranking defined in the e vec-
tor, i.e. the ≺ relation among synsets defined by values in the e
vector is “corrected” by PageRank using the information contained
in the synset graph we built from glosses.
From these considerations we have defined a new SentiWordNet
version (2.0), by adopting the following remapping function:
Φˆout(si, Positive) = Φˆin(SPositivein (R
Positive
out (si)), Positive)




out (si)), Negative) (5.9)
Φˆout(si, Objective) = 1− (Φˆout(si, Positive) + Φˆout(si, Negative))
where Φˆout is the function that defines SentiWordNet 2.0 values, Φˆin
is the function that defines the e vector (SentiWordNet 1.0 in the
specific case), Rpout is a function that given a synset si returns its position
in the output ranking for the property p, Spin is a function that given
a position in the input ranking, for the property p, returns the synset
in that position. Note that we can use the output Rpout as input of S
p
in
because the two rankings have the same number of elements.
In practice, in SentiWordNet 2.0 we have assigned to a synset si
with a given rank position Rpout(si) in the output ranking for p, the same
SentiWordNet 1.0 score of the synsets sj which ranked in the same
position in the input ranking for p, i.e. Rpout(si) = R
p
in(sj). Then we
have assigned it the objectivity score as the difference from one10.
5.7.1 Evaluation of SentiWordNet 2.0
SentiWordNet 2.0 has been evaluated using the same gold standard
and evaluation measure (MSEµ and MSEM ) of SentiWordNet 1.0,
which is described in detail in Chapter 4, Section 4.4. Tables 5.4 and 5.5
report the results of the evaluation, showing that SentiWordNet 2.0
improves over version 1.0 by 9.67%, in terms of reduction of the MSEM
on the whole Micro-WNOp gold standard.
10Note that only for 13 synsets, out of 115,424, we have hit the special case
Φout(si, Positive) + Φout(si, Negative) > 1. Only for those cases we have just nor-







SentiWordNet 1.0 .261 .182
SentiWordNet 2.0 .235 (-9.67%) .165 (-9.57%)
Table 5.4: MSEM and MSEµ values of SentiWordNet 1.0 and 2.0,
and the three baseline functions Φˆb, on the whole Micro-WNOp gold
standard.
Micro-WNOp(1) Micro-WNOp(2) Micro-WNOp(3)
MSEM MSEµ MSEM MSEµ MSEM MSEµ
ΦˆPositive .536 .672 .458 .552 .590 .698
ΦˆNegative .545 .647 .487 .593 .538 .637
ΦˆObjective .457 .284 .393 .280 .521 .348
SWN 1.0 .312 .202 .195 .144 .315 .216
SWN 2.0 .275 .178 .174 .128 .289 .198
∆ -12.01% -11.65% -10.86% -10.71% -8.33% -8.39%
Table 5.5: MSEM and MSEµ values of SentiWordNet 1.0 and 2.0,
and the three baseline functions Φˆb, on the three components of the
Micro-WNOp gold standard.
This interesting result thus indicates SentiWordNet 2.0 as a better
resource with respect to version 1.0. In Chapter 6, we compare these two
resources by testing them “in the field”, i.e. using them in an opinion
extraction task.
5.8 Conclusions
We have presented three novel random-walk models for ranking Word-
Net synsets according to how strongly they possess a given ORP; the
differences between the three proposed models lies not only in the (ob-
viously different) incidence matrix, but also in the different equations
that determine the “hydraulics” of ORP flow. However, by exploiting
the properties of the row-normalized incidence matrix of the inverse flow
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model, all the three models can be recast in terms of the application of
PageRank to different matrices.
We have presented comparative results that show, both in a quan-
titative and qualitative way, the superiority of the inverse flow model.
We can thus confidently assert that ORPs may best be seen as flowing
from definiens to definiendum.
We have applied and discussed our models in the context of opinion-
related properties of synsets. However, we conjecture that these models
can be of more general use, i.e., for the determination of other semantic
properties of term senses, such as membership in a domain [63].
From the best results in our experiments we have produced an im-
proved version of SentiWordNet. SentiWordNet 2.0 has been de-
fined using a random-walk algorithm that uses the definiens-definiendum
relation (implicitly) defined by WordNet glosses as the input graph.
SentiWordNet 1.0 has been developed using a method based on glosses
classification. SentiWordNet 1.0 is given in input to the process that
generates SentiWordNet 2.0. The relevant improvement of Senti-
WordNet 2.0 with respect to SentiWordNet 1.0 shows how much
valuable information is contained in glosses.
In the future we plan to re-apply the same algorithms to the forth-
coming manually sense-disambiguated version of WordNet. This will
allow to eliminate the effect of the noise introduced in eXtended-
WordNet by the automatic sense disambiguation phase, thus testing
whether the results of this chapter are valid also when “correct”, man-





In this chapter we face an Opinion Extraction (OE) task, i.e.,
identifying in text each expression of subjectivity, the subject ex-
pressing it, and the possible target.
We especially focus on how the lexical resources presented in
previous chapters could be used in order to improve the perfor-
mance of an information extraction system on the OE task. We
report results on two manually annotated corpora, one in English
and one in Italian.
We evaluate our results using some typical evaluation measures
for the task, and also using two new evaluation measures we pro-
pose, which we contend are better able to capture all the aspects
that determine the effectiveness of an information extraction sys-
tem.
Results show that using features based on our SentiWord-
Net resource produces a significant improvement with respect to
a baseline system not using them and also with respect to the
use of features based on other manually-built OM resources. This
indicates that the wide coverage of the language guaranteed by
SentiWordNet can compensate the errors it contains given its
automatic generation.
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6.1 Introduction
One of the emerging tasks in OM is Opinion Extraction (OE), the task of
detecting, within a sentence or document, the expressions denoting the
statement of an opinion, and detecting therein the sub-expressions de-
noting the key components and properties (e.g., the opinion holder, the
object of the opinion, the type of opinion, the strength of the opinion,
etc.) [11, 17, 18, 55, 56]. OE is thus a specialization of Information Ex-
traction (IE) to a non-topical text analysis task, i.e., analysis of opinion
expressions.
A typical IE task consists in extracting from the unstructured infor-
mation contained in a document some structured information, e.g. ex-
tracting the speaker name, the location, the beginning and the end time,
from email announcements of seminars [41]. Typical IE subtasks are the
recognition of named entities1 (e.g., persons, organizations, locations,
temporal expressions), and resolution of coreference (i.e., the recogni-
tion of all the expressions that refer to the same object). On such tasks,
state-of-the-art IE systems perform with near-human performance, as re-
ported, for example, in the evaluations that have been performed in the
Message Understanding Conferences (MUC) [16] organized by DARPA2.
The OE task seems to be a harder task than typical IE ones, basically
because opinions, and subjectivity in general, can be expressed in many
different ways. Thus, it is harder to give a rigid structure to an OE
problem than a typical IE one. IE tasks can be usually defined as field-
filling problems, in which a structure with various fields has to be filled
(possibly with some fields being optional). For example in the MUC-
7 [16] Scenario Template IE task, participants were requested to fill a
structure with relevant information about air vehicle launch missions
(e.g., vehicle information, payload information, the date and location of
the launch, and mission information) extracting them from air vehicle
launch reports.
For opinion expressions it is not obvious how to give them a struc-
tured form, given the many ways subjectivity can be expressed. For
example, each of the following sentences express similar opinions, but
1The expression “named entity” is used to indicate any entity for which a rigid
designator exists. A rigid designator, as defined by Saul Kripke, is a name which
extensionally identifies an object in every possible world. For example, “Bill Clinton”
is a rigid designator, “The President of the USA” is not.
2http://www.itl.nist.gov/iaui/894.02/related_projects/muc/index.html
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each one differs from the others in the way the opinion is expressed:
1. X is good.
2. Y scares me.
3. X is better than Y.
4. I believe X is faster than Y.
Sentence 1 explicitly assigns a positive evaluation to the object X,
using the adjective good. Sentence 2 does not assign any properties to
Y, but reports the (negative) emotive effect of Y on the speaking sub-
ject. Thus, sentence 2 can be considered an implicit expression of a
negative opinion on Y. Sentences 3 and 4 report a comparison between
X and Y, but subjectivity is expressed in different ways in them. In
sentence 3 subjectivity is expressed by the use of the subjective com-
parative adjective better, with a positive evaluation of X. Sentence 4
is to be considered subjective not because of the use of the comparative
adjective faster (the property of an object to be faster than another
is, in principle, an objective and measurable fact), but because of the
introduction of the comparison by the verb believe which states that
the comparison is not the result of an objective measure, but a personal
belief of the speaker. It is relevant to note that in this last case the
comparison between X and Y can be the expression of a positive ap-
preciation toward X, or Y, depending on the context the comparison is
expressed (e.g. a faster CPU is better, a faster-spreading virus is not).
In the OE experiments we present in this chapter we will work on
the OE task defined by Wiebe et al. [95, 97] in their works on annotating
subjective expressions in language. These works focus on annotating3 in
text, either manually or automatically, the expressions of private state
(EPSs). A private state is “an internal state that cannot be directly ob-
served by others”, and as such includes “opinions, beliefs, thoughts, feel-
ings, emotions, goals, evaluations, and judgments” [97, pp. 168]. Since
opinion and emotion are arguably the two most important dimensions of
private states, we will sometimes call (consistently with [97]) EPSs ex-
pressions of opinion and emotion. One of the results of their work is the
3In our OE task, we will use the verbs to annotate and to extract as synonyms, with
the intended meaning of recognizing the relevant textual expressions in a document,
with respect to EPSs (see Section 6.5 for a detailed definition of the task).
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MPQA corpus, a corpus of 535 documents, in English, in which EPSs
have been manually annotated, along with other relevant information,
as detailed in Section 6.3.2.
The goal of our experiments is to make a comparative evaluation
of the effect of the use of the OM lexical resources presented in pre-
vious chapters in a real OM application. We use, as our OE system,
YamCha [58], a well-performing IE system based on SVMs, and test the
impact on performance of the various lexical resources. Even though
our OE system does not obtain state-of-the-art performance, we show
that the use of SentiWordNet could produce a significant increment
in effectiveness with respect to the baseline system and, more impor-
tantly with respect to the other lexical resources currently available to
the scientific community.
We run our experiments on two benchmarks: the MPQA corpus,
and I-CAB Opinion [35], a corpus of Italian news manually annotated
by EPSs, using the same annotation language of the MPQA corpus. The
experiments on the I-CAB Italian corpus allow us to show the possibility
of an effective cross-language use of SentiWordNet.
For the evaluation of our experiments we use some typical evalua-
tion measures used in IE and OE. These measures are based on a model
that considers each annotated textual expression as a single entity. We
show that this model has some limitations and also produces some un-
desirable effects on the evaluation measures. We also propose two new
evaluation measures, based on viewing each token composing the text
(i.e. any distinct alphanumeric expression, separated from the others by
blanks and punctuation) as an entity to be labeled as belonging or not
to an annotation. We contend that these measures allow to perform a
more rigorous evaluation of experiments, capturing all the aspects that
determine the effectiveness of an IE system.
6.1.1 Chapter outline
In Section 6.2 we review in some detail the related literature on OE.
Section 6.3 goes into the details of the OE task we face, describing the
annotation language and the two benchmark corpora. In Section 6.4
we discuss the evaluation measures used to evaluate our experiments.
Section 6.5 presents the OE system we used. Section 6.6 gives details
on all the experiments and Section 6.7 reports their results. Section 6.8
concludes.
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6.2 Related work
6.2.1 Bethard et al.
Bethard et al. [9] have focused on the task of identifying opinion propo-
sitions in text. In their definition an opinion proposition is a proposi-
tional verb argument that expresses an opinion. Their goal is to identify
such opinion propositions in sentences, rather than marking the entire
sentence as opinionated. This is, in fact, a first step into performing
OE from text. For example, in the sentence “From the first time
I met you I believe you are mad”, it is the proposition “you are
mad” that actually expresses the opinion.
The authors propose to identify opinion propositions in a sentence
by classifying the constituent of the parse tree of the sentence. They
have evaluated two systems, both based on SVM algorithms: a one-
tier system that directly classifies the parse tree elements as opinion
propositions or not, and a two-tier system which first classifies the parse
tree elements as propositions or not, and then classifies propositions as
carrying opinions or not. They test their system on a corpus of 5,139
sentences obtaining a 58.02% precision and a 51.37% recall with the
one-tier system, and a 67.97% precision and a 43.72% recall with the
two-tier system.
6.2.2 Wiebe et al.
Wiebe et al. [97] is currently the most relevant work on the annotation
of opinions in text. The main focus of their work is on the definition
of an annotation language able to capture the various expressions of
subjectivity in text.
They propose an opinion markup language, which we describe in de-
tail in Section 6.3.1, and which is used to annotate in text the expressions
of opinion along with the opinion holder, i.e., the subject expressing the
opinion and the possible opinion target, toward which the opinion is
expressed. They have used this language to annotate a corpus of En-
glish news, the MPQA corpus4, which as been used in many OE works
(the most relevant ones are described in the following related works sec-
tions). Their work also presents a rich study on inter-annotator agree-
ment, which we describe in Section 6.7.2, when discussing the results of
4http://www.cs.pitt.edu/mpqa/
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our experiments.
The I-CAB Opinion corpus (see Section 6.3.3), used in our OE ex-
periments on the Italian language, has been developed using the same
annotation language and annotation tools of the MPQA corpus.
6.2.3 Kim and Hovy
Kim and Hovy [55] have worked on the task of recognizing the opinion
holder, i.e. the holder of an opinion expression. Their work is focused on
recognizing opinion holders for the use in a question answering system.
Given in input a question like “What does X think about Y?”, the
recognition of the opinion holder allows to eliminate from the candidate
answers all the opinions about Y which do not come from X.
Given a sentence containing an opinion expression E, their system
identifies many opinion holder candidates H, looking for entities and
noun phrases in the sentence. For each pair 〈E,H〉 the system builds
a representation, using features extracted with sentence parsing tools.
The representations are provided to a Maximum Entropy algorithm,
previously trained on a training set of manually labeled 〈E,H〉 pairs,
that ranks the candidates from the most probable to the less probable
one. The system has been evaluated on data extracted from the MPQA
corpus, in which 863 〈E,H〉 pairs have been used for training and 98
for testing. The evaluation measure used is the accuracy in returning
the correct opinion holder for a given opinion in the top position of the
rank. The system obtains a 62% accuracy over a 39% baseline.
6.2.4 Choi et al., 2005
Choi et al. [18] have worked of the identification of opinion holders too.
They model the task as an Information Extraction problem, in which
each token composing a sentence has to be classified as belonging or not
to the expression identifying an opinion holder.
Their system is based on the use of Conditional Random Fields [59]
(CRFs) algorithms. The construction of token representations is based
on a rich set of syntactic features, subjectivity features extracted from
various OM lexical resources, and also on extraction patterns. Such
extraction patterns are automatically generated using the AutoSlog sys-
tem [79].
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They have tested their system on the MPQA corpus, measuring the
effectiveness in recognizing the agent tag (see Section 6.3.1), which
identifies the opinion holder in text. We compare their results with
ours, in Section 6.7.
6.2.5 Choi et al., 2006
In a following work, Choi et al. [17] have investigated the effects of
performing a joint extraction of opinion holders and opinion expressions.
They use a global inference approach in which entities involved in
opinion expressions (i.e. the opinion holder and the opinion itself) are
extracted separately by means of a method similar to [18], but designed
to have a higher recall. Then a global inference procedure, implemented
using integer linear programming, is applied in order to produce the best
pairing of opinion holders and opinion expressions, by exploiting their
mutual dependencies and relations.
They have tested their system on the MPQA corpus, similarly to [18].
We compare some of their results with ours, in Section 6.7.
6.2.6 Breck et al.
Breck et al. [11] is currently the most complete study on performing
opinion extraction on the MPQA corpus.
Similarly to Choi et al. [18], their system is based on CRFs and
extraction patterns. A very large number of features are used to define
token representations, using various lexical resources. They have tested
the system on the recognition of the various annotation elements of the
annotation language defined in [97]. In particular, they have tested the
system with various subsets of features, defined by selecting only some
of the lexical resources, in order to identify which one of them gives the
most relevant contribution.
Again, given the use of a standard experimental setting, we compare
their results with ours, in Section 6.7.
6.3 Annotating expressions of opinion and emo-
tion in text
In order to define our OE task, we have followed the work of Wiebe et
al. [97] on annotating subjective expressions in language.
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We have adopted (what we here call) the WWC markup language
developed in their work, since it was the result of the arguably most
important annotation effort (the one which led to the development of
the MPQA corpus) in the opinion extraction literature. In this section
we present a brief introduction to WWC, referring the reader to [97] for
a more detailed description.
6.3.1 The WWC markup language
The WWC markup language provides five types of tags (here indicated
in small caps), to identify the various components involved in EPSs.
Each such tag can be further qualified by means of a number of at-
tributes (here indicated in typewriter font). Aside from specifying in
more detail the role played by the real-world entities denoted by the
tagged expressions, attributes also allows to establish relations among
the entities that play different roles in the same EPS.
In WWC every EPS is mapped into a private state frame, i.e., a
structured object in which the real-world entities that play a role in the
EPS are annotated by means of the tags and further qualified by means
of the attributes (see Table 6.1 for an example). In each private state
a source agent holds a private state, optionally toward a target agent.
WWC identifies three kinds of private states:
1. the explicit mention of a private state (e.g., “I fear the Greeks,
even when they bring presents”);
2. a speech event expressing a private state (e.g., “You said you
love her.”);
3. an expressive subjective element (e.g., “He is a nice person”).
WWC also allows annotating nested EPSs in which the target agent
is itself a private state (e.g., “John wrote me that Mary said I love
pizza”); the structured nature of private state frames naturally allows
expressions at arbitrary levels of nesting to be represented.
A textual expression (text span, in WWC terminology) identifying
the source agent or the target agent of a private state is annotated with
the agent tag, which assigns a unique (at the document level) identifier
to the entity denoted by the expression. Since EPSs can be nested, it is
natural to identify the outermost source of every EPS in a given text as
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the author of the text itself; by convention, the identifier denoting the
author of the text is “writer”.
The explicit mention of a private state (Type 1 above), or a speech
event expressing a private state (Type 2 above) are annotated using the
direct-subjective tag. The text span expressing either the mention
of the private state or the speech event is identified, and the following
attributes are specified:
• intensity: the intensity of the private state (low to extreme);
• expression− intensity: the contribution of the speech event
expression to the intensity of the private state, e.g. “say” vs.
“cry” (neutral to extreme);
• insubstantial: a Boolean flag indicating whether the private
state is substantial to the discourse or not (e.g., hypothetical clauses
are not substantial);
• polarity: the attitude of the private state, ranging on the values
positive, negative, other and none;
• source: the chain of agents expressing the private state;
• target: (optional) the agent which is the target of the private
state.
The use of chains of agents to identify targets is the key WWC de-
vice for the expression of nested private state frames. For example,
in the sentence “John wrote me that Mary said I love pizza” the
direct-subjective annotation related to the verb “said” has the tar-
get attribute equal to “writer/john/mary”, because it is the author of
the text who reports that John wrote that Mary said something about
a private state.
Reported speech about objective facts is also annotated (e.g., “John
said he is 30”), using the objective-speech-event tag. A source
agent and a target agent are assigned to the annotated text5.
WWC also includes an inside tag, used for identifying the scope of a
speech event (e.g., “Mary said I love pizza”). This tag has not been
5In the version of MPQA used in this work (1.2) the target agent attribute, al-
though defined in WWC, has not been used in the manual annotation of documents.
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used in MPQA (except for automatically marking an entire sentence as
an inside for “writer”).
Finally, subjective expressions in text are annotated using the expres-
sive-subjectivity tag, that identifies the text span of a subjective ex-
pression and qualifies it by means of three attributes: source agents
chain, intensity, and polarity of the expression.
Table 6.1 illustrates the private state frame generated by the sentence
“John wrote me that Mary said I love pizza”.
6.3.2 MPQA
The WWC annotation language has been used in [97] to manually an-
notate EPSs in the MPQA corpus6. MPQA stands for Multiple Per-
spectives in Question Answering. One of the intended use of the MPQA
corpus is to investigate the possibility of building a question answer-
ing system that takes into account the perspective of the information
source. For example, the answer to the question “Was the 2006 election
in Italy fair?” could receive different answers from different (politically
oriented) sources. The MPQA corpus consists of 535 documents (10,657
sentences), which are English versions of news articles collected from
187 press sources around the world. News date from June 2001 to May
2002.
In [97] an inter-annotator agreement (IAA) study is reported. IAA
has been measured on a set of 13 documents (210 sentences), among
three annotators. The results of the IAA study are discussed in Sec-
tion 6.7.2
Many OE works [9, 11, 18, 17, 55, 56, 97] have used the MPQA
corpus for their experiments, and in most of these works it has been
subdivided into two parts: a validation set, consisting of the first 135
documents, used for optimizations, and a test set, composed by the
remaining 400 documents (8,297 sentences), on which final experiments
are executed by performing a 10-fold cross validation. We have adopted
this subdivision in our experiments, in order to be able to compare our
results with some of the results already published (see Section 6.7).
6http://www.cs.pitt.edu/mpqa/databaserelease


































Table 6.1: The private state frame generated by the sentence “John
wrote me that Mary said I love pizza”.
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6.3.3 I-CAB Opinion
I-CAB Opinion [35] is the results of annotating the Italian Content An-
notation Bank (I-CAB) [64] by EPSs, using the WWC markup language.
The Italian Content Annotation Bank (I-CAB) [64] is a corpus of
newspaper articles in the Italian language, manually annotated with
semantic information of various types, including Temporal Expres-
sions, different types of entities (such as Person Entities, Organi-
zation Entities, Locations, and Geo-Political Entities), and
Relations between such entities (such as, e.g., “affiliation”, relating a
person to the organization he/she is affiliated to)7.
I-CAB has been developed with the aim of making it both (a) a
standard resource for supporting the development of algorithms for the
automatic extraction of different types of information, and (b) a bench-
mark for testing such algorithms. Indeed, I-CAB has served as the ref-
erence resource and benchmark within several tracks of EVALITA’07, a
campaign for the evaluation of NLP tools for the Italian language [14].
I-CAB consists of 525 articles published by L’Adige8, an Italian local
newspaper, on four different days (September 7, September 8, October
7, October 8, all in 2004). The articles are from the Current Events (87
articles), Cultural News (72), Economic News (54), Sports News (123),
and Local News (189) sections of the (print edition of the) newspaper,
and are subdivided into a training set of 335 articles (with an average
length of about 339 word tokens) and a test set of 190 articles (with an
average length of about 363 word tokens).
The choice of using the WWC markup language for annotating I-
CAB, thus producing I-CAB Opinion, has been made for many reasons:
• to avoid “reinventing the wheel” and instead to leverage on past
experience from other researchers;
• to ease comparisons between the same linguistic phenomena as
occurring in different languages.
This is completely in keeping with the policy adopted by Magnini
et al. [64] for annotating I-CAB along the other dimensions described
above, given that [64] adopted markup languages previously developed
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For annotating I-CAB by EPSs the (freely available) GATE10 tool
developed at the University of Sheffield [21] has been used. It is the
system originally used in [97], and it already includes the tools to support
the manual annotation of document using the WWC markup language.
Consistently with the other types of annotation on I-CAB described
in [64], our EPSs annotations are encoded in MEAF [8], an XML-based
format compliant with the guidelines set by the Text Encoding Initiative
(TEI). However, since the annotations generated by GATE are not in
MEAF, we had to implement a translator from the format generated by
GATE into MEAF. One of the advantages of having the various types of
annotations expressed in the same format is that it allows us to interlink
them and, navigating across the various types, to discover new relevant
information. For example, connecting the agent annotations, with the
name entities annotations, and then using the coreference information
about entities, enables us to find all the expressions of opinion in which
a given entity has some role.
6.4 Evaluation measures
In order to evaluate our experiments we use two different kinds of mea-
sures:
• A first class of measures, typically used in IE and OE literature,
is based on considering each annotated text span as a single en-
tity; the evaluation is based on comparing the matches among the
two sets of correct annotations, from the benchmark corpus, and
predicted annotations, from the OE system.
• The other class of measures we propose in this work for the first
time, is based on considering each token (i.e., any distinct alphanu-
meric expression, separated from the others by blanks and punc-
tuation) composing the text as a single entity to be classified as
belonging or not to an annotation (for each possible annotation
type). The evaluation is done by measuring the classification qual-
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We contend that the annotation-based measures have some relevant
limitations, which we point out in Section 6.4.1, and that the token-
based measures allow to perform a more rigorous evaluation of experi-
ments, capturing all the aspects that determine the effectiveness of an
IE system, as we detail in Section 6.4.2.
6.4.1 Annotation-based measures
Annotation-based measures consider each annotated text span as a sin-
gle entity. The evaluation is thus made by comparing the matches among
two sets: the one of correct annotations GX = {g1, . . . , gn}, and the
other of the predicted annotations, PX = {p1, . . . , pm}, for various pos-
sible types of annotation tag X11. A first point to note is that P may
contain an arbitrary number of elements, which is not forced to be equal
to the number of elements contained in G. Moreover, the annotations
in P may obviously refer to any portion of text in the annotated docu-
ments, without any relation with G. A consequence of this facts is that
it is impossible to establish any one-to-one relation between the elements
in G and P .
The typical IE approach [49, 60] is to define a predicate match(g, p)→
{True, False}, which determines what is a match between two elements
g ∈ G and p ∈ P , and to then use this predicate to compute an approxi-
mate version of the evaluation measures of precision (pi), recall (ρ), and
F1 [62]:
pi(G,P ) =
|{p|p ∈ P ∧ ∃g ∈ G : match(g, p)}|
|P | (6.1)
ρ(G,P ) =




pi(G,P ) + ρ(G,P )
(6.3)
Three widely adopted definitions [11, 41, 60] for the match predicate
are:
11The possible values in our case, according to the WWC markup language, are:
AG = agent, DS = direct-subjective, ES = expressive-subjectivity, and
OSE = objective-speech-event.
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overlap: matchoverlap(g, p) = True iff the two annotations have any
overlap in text;
head: matchhead(g, p) = True iff the two annotations start from the
same position in text;
exact: matchexact(g, p) = True iff the two annotations start and end
at the same positions in text;
For example, given the following gold standard annotation and three
system annotations:
g = “he is a [ESgood and honest]ES boy”12
p1 = “he is a good and [EShonest boy]ES”
p2 = “he is a [ESgood and]ES honest boy”
p3 = “he is a [ESgood and honest]ES boy”
the matchoverlap(g, pi) predicate is true for all annotations pi, the
matchhead(g, pi) predicate is true for annotations p2 and p3, while the
matchexact(g, pi) predicate is true only for annotation p3.
Unfortunately, these predicates have some drawbacks. The overlap
match predicate tends to overestimate the performance of a system that
tends to produce long annotations. A “cheating” system that annotates
the whole document in a single annotation obtains a perfect performance
according to this predicate. Works using these measures usually report
the average number of overlapping annotations in P (or G) for each
annotation in G (resp. P ), alleging that a value near one (average overlap
is 1.08 in [17] and 1.13 in [11]) show a “reasonably behaving” system.
However, it is not possible to define a threshold value to determine when
a system is cheating or not, or just to decide what is the influence of the
expected average overlap on performance. For example, given the system
X with F1 = 0.8 and overlapavg = 1.1 and system Y with F1 = 0.85
and overlapavg = 1.3, which is the best one? In Section 6.7.3 we report
a study on the relation of the overlapavg value with the performance
measured by the overlap measure.
12In the following we will use the square brackets [X and ]X to identify the bound-
aries of an annotation.
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On the opposite side, the head match and (even worse) the exact
match predicates, are too strict in their evaluation, especially for the
OE tasks, because they treat all the approximate matches as full er-
rors. For example, including the leading article in the annotation g, pre-
sented above, “he is [ESa good and honest]ES boy”, will be counted
by both predicates as an error, despite the minor difference.
All these match predicates do not take into account the degree of
overlap between two compared annotations. For instance, two annota-
tions that are each 10 words long and that overlap by 1 word only receive
the same partial credit as two annotations that are each 10 words long
and that overlap by 9 words, which is unintuitive.
Last, and may be least, it is not possible to compute a full contin-
gency table by using annotation-based measures, due to the lack of the
concept of true negatives. In fact it is possible separate annotations in
three categories:
• true positives: annotations in G that have a match with some
annotations in P 13;
• false negatives: annotations in G that do not have a match with
any annotations in P ;
• false positives: annotations in P that do not have a match with
any annotations in G;
but the unannotated text (which in theory contributes to determine
true negatives) it is not considered in the matching process. This ham-
pers the possibility of using evaluation measures which require a full
contingency table, such as Cohen’s κ [19, 36], which is open used to
measure inter-annotator agreement.
6.4.2 Token-based measures
The new class of measures we propose are based on considering each
token composing the text as a single entity to be classified as belonging
or not to an annotation. In practice, we reformulate the problem of
evaluating annotations as a problem of evaluating tokens classification,
13Note also that the count of true positives is non-symmetric, i.e. inverting the role
of G and P the computed value may change
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in which the various tags are the possible categories that can be assigned
to tokens.
More formally, in a token model evaluation, given a document d,
composed by a sequence {t1, . . . , tk} of tokens, we consider a token ti as
belonging to the category cX , where X is one of the annotation tags, iff
there exists at least one annotation g ∈ GX which includes the token
ti. The predictions from the system are interpreted similarly, finally
obtaining two token classifications which can be compared using any
standard evaluation function.
Given the following annotated sentences:
sg = “it is a [ESlove hate]ES relationship”
s1 = “it is [ESa love]ES hate relationship”
s2 = “it is a [ESlove]ES [EShate]ES relationship”
s3 = “it is a [ESlove hate]ES relationship”
the token model evaluation considers the sentence s1 to contain two
errors with respect to the gold standard sentence sg, a false positive for
the token a, and a false negative for the token hate, while the remaining
tokens are correctly classified.
In the token model the two sentences s2 and s3 are considered to
be correctly annotated. The problem here is that s2 contains an error
because, even if the subjective expression has been entirely and correctly
annotated, it has been split in two annotations when the two terms
should be instead linked together into a single annotation.
The token & blank model is a simple extension of the token model
which enables to capture also this case. In this model the document d is
considered as an alternated sequence of tokens and blanks {t1, b1, t2, . . . ,
tk−1, bk−1, tk}, where tokens are labeled in the same way as in the token
model, and a blank bi is considered to be labeled as belonging to the
category cX , iff both tokens ti and ti+1 are labeled by category cX . Then
the evaluation is performed in the same way as in the token model.
The token & blank model is thus able to spot the difference between
s2 and s3, assigning in s2 a false negative classification error to the blank
between love and hate. s3 is instead evaluated as perfectly annotated.
We deem that token-based models are rather intuitive, given also the
fact that it is a common approach for IE system to treat the annotation
problem as a token classification problem.
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With respect to the annotation-based measures, token-based mea-
sures have many advantages:
• Token-based measures are robust with respect to “cheating” sys-
tems. For example, the system producing a single document-long
annotation, which is evaluated as perfect by the matchoverlap-based
measure, is equivalent to a trivial acceptor system that assigns the
analyzed tag to all tokens. Such system, which is typically used
to define the trivial baseline for the F1 measure in classification
systems, scores the maximum recall, but a very low precision14
and thus a low F1.
• The number of entities under evaluation is constant, regardless of
the number of annotations produced by the evaluated system. In
practice, an overannotating (or underannotating) system is penal-
ized, due to the fact the many of its annotations will generate false
positives (resp. negatives).
• It is possible to compute a full contingency table, thus allowing
the evaluation of measures like Cohen’s κ.
• Values in the contingency table are tolerant to the role of the
two classifications being compared, i.e., switching gold standard
and predictions just swap the number of false positives and false
negatives, leaving unchanged the number of true positives and true
negatives.
• Token-based measures are tolerant to minor errors, such as adding
a spurious token to a long annotation.
• At the same time, token-based measures are strict on assigning
high performance scores. The perfect performance is returned by
the token & blank model measure only when the gold standard
and the predicted annotations are exactly the same (like for the
exact match).
14Equivalent to the ratio of annotated tokens in the gold standard over the total
number of tokens.
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6.5 The information extraction system
As the learning and classification engine of our OE system we have used
YamCha15 [57, 58]. As the YamCha name itself states16, the YamCha
system is a general purpose system for performing text chunking tasks.
As the core learning algorithm YamCha uses SVMs, and it specifically
uses the TinySVM package17. YamCha scored the best performance in
the CoNLL-2000 Chunking Shared Task [84].
The input data for the training phase is composed by a sequence of
tokens {t1, . . . , tk} , where each token ti is represented by a set of features
Fi = {f1i , . . . , fni } (e.g. the term at position i, its POS and lemmatized
version) and a target classification label ci.
YamCha also provides a useful tool to enrich the features represen-
tation of a token by adding information from the tokens in a specified
neighborhood window. For example, specifying a [−2,+2] window, the
representation for the token ti will be also composed by the features of
the two preceding and following tokens, Fi = {f1i−2, . . . , fni−2, . . . , f1i , . . .
, fni , . . . , f
1
i+2, . . . , f
n
i+2}, thus allowing the learner to capture information
from the context surrounding the observed token. Moreover, in addition
to these static features, i.e. features that are known before performing
the classification, it is possible to add to token representations a window
on dynamic features, i.e., the labels assigned to neighboring tokens after
the classification, so as to use information from previous classification
decision to the current one. The dynamic feature window can only point
to tokens that precede the currently analyzed one. At training time the
values of the dynamic features are extracted from training data, while
at classification time they are effectively computed on the fly.
In our experiments we have considered the annotation of each tag
in the WWC markup language as a distinct task, thus producing four
versions of the data18 where all the annotations for each tag have been
separately converted into the YamCha format, using the IOB2 format.
The IOB2 format is a standard format for the representation of text
chunking problems. The label “O” is assigned to tokens outside any
annotation, the label “B” is assigned to tokens at the beginning of an
15http://www.chasen.org/~taku/software/yamcha/
16The YamCha acronym stands for Yet Another Multipurpose CHunk Annotator.
17http://www.chasen.org/~taku/software/TinySVM/
18We have not investigated on the inside tag, which we consider, at the current
time, of minor interest.
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Token Term POS Lemma Label
t− 3 It PRP it O
t− 2 is VBZ be O
t− 1 a DT a O
t love NN love B-ES
t + 1 hate NN hate I-ES
t + 2 relationship NN relationship O
t + 3 . PUNC . O
Figure 6.1: Example of tokens representations, with features included
in the static and dynamic windows of the token t underlined.
annotation, and the label “I” is assigned to tokens in any other position
inside an annotation.
Figure 6.1 shows an example of tokens representations, highlighting
the set of features used to represent the token t when a [−2,+2] static
window and a [−2,−1] dynamic window are specified.
6.6 Experiments
We have defined our experiments with the goal of measuring the impact
of using the various OM lexical resources we have presented in previous
chapters in an OE tasks. This goal is twofold: evaluate the impact of
using OM lexical resources in OE, and “indirectly” compare the perfor-
mance of the various OM lexical resources, in order to spot which one
performs the best when put in use.
We have thus prepared various versions of the two annotated corpora
used, each one with some specific information extracted from documents
by using the various OM lexical resources.
In details, for the MPQA corpus we have tested five features sets:
BASE: in this version each token is represented by the following fea-
tures:
• the term identifying the token, exactly as it appears in the
text;
• the lowercase version of the term;
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• a four-valued feature that specifies the capitalization proper-
ties of the term { AllLowerCase, AllUpperCase, Mixed, Not-
Word };
• the part of speech of the term, obtained by using the Brill
tagger [12].
GI: this version includes the base features, plus a feature which indi-
cates if the term is labeled as either Positive or Negative in the
General Inquirer’s lexicon (see Chapter 1, Section 1.4.1). This
resulted in tagging 1,416 distinct terms in the MPQA corpus as
subjective, for a total of 98,130 occurrences.
HM: this version includes the base features, plus a feature which in-
dicates if the term appears in the subjectivity lexicon defined by
Hatzivassiloglou and McKeown [44] (see Chapter 1, Section 1.4.1).
This resulted in tagging 747 distinct terms in the MPQA corpus
as subjective, for a total of 31,620 occurrences.
SWN1: this version includes the base features, plus a subjectivity fea-
ture that indicates if the term is one of the 2,645 distinct terms
in the MPQA corpus that has a high subjectivity score in Senti-
WordNet 1.0 (see Chapter 4), for a total of 171.467 occurrences.
We have defined the SentiWordNet subjectivity score for a term
as the sum of positivity and negativity scores of all the synsets the
term belongs to. When the subjectivity score for a term is higher
than 0.5, we consider it as subjective.
SWN2: this version is almost identical to SWN1, with the only differ-
ence that the subjectivity scores have been extracted from Senti-
WordNet 2.0 (see Chapter 5), thus identifying 2,333 subjective
terms in the MPQA corpus, for a total of 176,600 occurrences.
.
ALLSUBJ: the union of all the features defined in the previous features
sets.
For the I-CAB Opinion corpus, we do not have any Italian language
lexical resource dedicated to OM. This is the case in which having a
lexical resource aligned to WordNet is a great vantage point. We
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have in fact used MultiWordNet [78], in order to map SentiWordNet
scores to Italian synsets19, and then computing the subjectivity lexicon
for Italian terms. Thus, for the I-CAB Opinion corpus we have tested
three features sets:
BASE: in this version each token is represented by the following feature
that we have obtained from the other I-CAB levels of annotation:
• the term identifying the token, exactly as it appears in the
text;
• the lowercase lemmatized version of the term;
• a four-valued feature that specifies the capitalization proper-
ties of the term { AllLowerCase, AllUpperCase, Mixed, Not-
Word };
• the part of speech of the term;
• for verbs: mood, tense, person and number.
SWN1: base features plus a subjectivity feature based on subjectivity
scores extracted from SentiWordNet 1.0 and mapped to the
Italian language using MultiWordNet (version 1.4.1). This process
resulted in identifying a set of 541 terms appearing in the I-CAB
Opinion corpus, for a total of 19,051 occurrences.
SWN2: like SWN1, but based on SentiWordNet 2.0, identifying 523
subjective terms, for a total of 17,610 occurrences.
We have used the windowing option of YamCha specifying a [+2,−2]
static window and a [−2,−1] dynamic window. These values have been
determined by running a 10-fold cross validation experiment on the vali-
dation part of the MPQA corpus, composed by 135 documents. In these
experiments we have compared different windows specifications of the
form [+i,−i] for static window and [−i,−1] for dynamic window, for
i ∈ [1, 5]. We have obtained the best results for i = 2, which thus has
been selected as final value for the parameter in all the experiments.
19We have to admit this has not been an easy task, given that MultiWordNet
(we have used the latest version 1.4.2) is currently aligned to WordNet 1.6. So
the translation required also to perform a mapping of SentiWordNet scores from
WordNet 2.0 to WordNet 1.6.
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On the MPQA corpus we have performed a 10-fold cross validation
on the testing part of the corpus, composed by 400 documents. On the
I-CAB Opinion corpus we have used the default split of the corpus [64],
composed by 335 training documents and 190 test documents.
6.7 Results
Results of the OE experiments on the MPQA corpus are reported in
Tables 6.2 and 6.3. In the evaluation of all the experiments we have
followed the previous literature [11, 18], i.e., we have analyzed all the
annotations, or token classifications, together, not averaging partial re-
sults on documents.
From a global review of results, a general trend clearly emerges:
the use of subjectivity feature sets produces an improvement in global
effectiveness, as measured by the various F1 versions, produced by a
high gain in recall, which more htan compensate for a small loss in
precision. Thus, we can hypothesize that the subjectivity features sets
contribute to the OE process in allowing it to spot more text spans in
which relevant information, for the annotation task, appears. At the
same time this has the adverse effect of introducing a source of false
positives, which fortunately has a minor effect on global performance.
The best performance of the subjectivity feature sets is observed on
the expressive-subjectivity WWC tag. This is a reasonable result,
given the affinity between the semantic of the tag and the information
contained in the features sets.
The average improvement, in terms of token-based F1, over the var-
ious tags with respect to the BASE feature set, is 2.23% for the GI fea-
tures set, 1.35% for HM, 4.40% for SWN1, 4.30% for SWN2, and 5.79%
for ALLSUBJ. The SWN1 and SWN2 feature sets always perform better
than the GI and HM features sets. In Section 6.7.1 we report the results
of statistical significance measurements in order to assess the relevance
of these results.
The better performance of the SentiWordNet-based features sets
indicates that their wide coverage of the language largely compensates
for their innaccuracies, due to their automatic generation. For exam-
ple, in the SWN1 feature set the term phone is erroneously marked as
subjective, but this feature set also includes, correctly, the terms ad-
vantageous and insulting which are missing instead from both the GI
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and the HM feature sets.
It is interesting to note the the ALLSUBJ feature set, which com-
bines all the other feature sets, has always scored the best performance,
suggesting that none of the tested feature sets “contains” the others,
and each one contains relevant information about subjective language
that the others do not capture.
Tables 6.2 and 6.3 also report the state-of-the-art results currently
known in the literature, obtained on the same task. The comparison
clearly indicates that our system is far from these best results. The
two main differences between our system and those of [11, 17, 18] are:
(a) the learning algorithm (we use SVMs, while all the other systems
use Conditional Random Fields [59] (CRFs)) and (b) the features used
to represent tokens. A further difference with [17] is in the more com-
plex approach used in that work, with a system that performs a joint
annotation of the various tags.
With respect to point (a) we can observe, a-posteriori, the possibility
that CRFs could be better suited for the task. This statement is in part
supported by the overall comparison of results, and most important, by
the evidence that comes from the “feature ablation” study reported in
Breck et al. [11], in which their CRFs system is tested on various feature
sets, including a “base” one (see [11, Table 5]) which should be almost
equivalent to our “BASE” feature set. Comparing our “BASE” results
with Breck’s “base” results (reported as CRFs base in Table 6.2), the
CRFs clearly produce better results compared to SVMs on the overlap
measure, and are only slightly worse on the exact measure.
With respect to point (b) we point out that we have designed our
experiments with the aim of creating an “isolated” environment for the
evaluation of the impact of the various lexical resources on the OE tasks.
Thus we have reduced the BASE features to a somewhat minimal def-
inition and we have not used any advanced NLP tool. As also our ex-
periments with the ALLSUBJ feature set show, the use of more lexical
resources to define subjectivity features is likely to produce an improve-
ment in performance. The “feature ablation” study of Breck et al. [11]
again supports us, showing an almost monotonic increase in performance
with the inclusion on new subjectivity features into the token represen-
tations.
Results on the I-CAB Opinion corpus, shown in Table 6.4, indicate
a general lower performance of the system on this corpus compared to
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those obtained on MPQA. A possible motivation to this lower perfor-
mance may be found in the higher relative hardness of I-CAB Opinion
with respect to MPQA, which can be hypothesized by observing the
IAA values obtained on the two corpora, in which IAA is much higher
on MPQA than on I-CAB Opinion (see Section 6.7.2).
In the comparison of the various feature set used on I-CAB Opin-
ion, we have observed again an improvement in effectiveness by using
SentiWordNet-based features with respect to the BASE feature set.
The average improvement over the various tags is 3.56% for the SWN1
features= set and 3.39% for SWN2; values are lower than those mea-
sured on MPQA, most probably due the low coverage on the Italian
language obtained by mapping SentiWordNet to this language using
MultiWordNet. As for the MPQA experiments, it is the increase in re-
call which dominates the (eventual) loss in precision and determines the
increase in overall effectiveness. The highest increase in performance is
again observed on the expressive-subjectivity tag. It is worth to
note that for the objective-speech-event tag the OE system scored
a higher F1 value (using the Token & Blank evaluation measure) than
the one measured as IAA (see Table 6.5).
6.7.1 Statistical significance tests
In order to check whether the obtained results are statistically significant
we have subjected them to thorough statistical significance testing.
A statistical significance test takes in input two classifications, gener-
ally produced by two independent classifiers, and outputs a probability
value P that indicates the probability that the observed differences in the
two classifications are due to chance. A low P value is thus an indication
that the observed differences are significant (i.e. not due to chance) and
that the classifiers that have produced them are substantially different.
Two common threshold values for P used in literature are P ≤ 0.05 and
P ≤ 0.01, identifying the recognition of a statistically significant differ-
ence in the compared experiments, with increasing confidence. When
P > 0.05 the difference is considered to be not statistically significant.
We have applied to the results of our experiments the s-test and the
p-test, two significance tests designed for text classification systems (see
[100, Section 4]). The s-test is a sign test [85, Chapter 17] which com-
pares two classifiers Φˆ1 and Φˆ2 by analyzing their binary decisions on
each document/category pair. The p-test, on pi and ρ, is a t-test which
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































compares two classifiers Φˆ1 and Φˆ2 by analyzing the microaveraged pre-
cision and recall values that the two systems have obtained. Both s-test
and p-test are designed to compare two systems at the (“micro”) level
of individual classification decisions. Given the focus of our task on to-
ken classification, they are thus the ideal tests to evaluate the statistical
significance of our experiments.
We have first compared all the experiments using the BASE features
set with all the others, thus performing 21 statistical significance tests20,
obtaining a “highly statistically significant” judgment (P ≤ 0.01) for 13
of them, a “statistically significant” judgment (P ≤ 0.05) for 5, and a
“not statistically significant” judgment for (P > 0.05) for the remaining
3 (all related to the GI or HM features sets). We can thus reaffirm what
we hypothesized in the comments about the experiments, i.e., that the
use of OM lexical resources has a significant impact on recall and the
overall performance.
We have then compared the SWN1 and SWN2 experiments with the
GI and HM experiments, obtaining, in the 12 tests, 6 “highly statisti-
cally significant” judgments, 3 “statistically significant” judgments, and
3 “not statistically significant” judgments. This is again a good support
to state that SentiWordNet-based feature sets perform better than
the other feature sets.
Last, we have compared the experiments based on the two versions of
SentiWordNet. Unfortunately in this case 5 of the 6 tests answered
with a “not statistically significant” judgment, leaving unanswered the
question on which of the two versions is better when put in use. We like
to point out that the results presented here do not conflict with those re-
ported in Chapter 5, Sections 5.6 and 5.7. The results just state that the
differences among SWN1 and SWN2 observed in our experiments may
be just due to chance, and possibly not representative of a comparison
between them.
6.7.2 Inter-Annotator Agreement
We report in this section the results of the IAA studies made on the
two corpora, which can be useful for the interpretation of the overall
performance obtained in our experiments.
20The five experiments using the subjectivity features for the MPQA corpus plus
the two on the I-CAB Opinion corpus, all multiplied by the three significance tests
performed: the s-test and the p-test on precision and recall.
144 CHAPTER 6. OPINION EXTRACTION
Wiebe et al. [97] report an IAA study on the MPQA corpus. They
have evaluated IAA by using the AGR measure. The AGR measure
estimates the agreement between two independent annotators A and B
by computing the arithmetic average between the precision, pi(A,B),
and recall, ρ(A,B), measures presented in Section 6.4.1 (Equations 6.1
and 6.2).
They report explicit IAA values only for two tags, out of the five
defined in the WWC markup language. They have measured IAA by
averaging the AGR measure calculated pairwise among three annotators,
on a set of 13 documents. The measured agreement on the expressive-
subjectivity tag is 0.72, while on the direct-subjective tag is 0.82.
The lower performance on the I-CAB Opinion corpus can be in part
explained by looking at the IAA values reported in [35], which are rela-
tively low with respect to those obtained on the MPQA corpus in [97].
The high agreement scored on the inside tag has been one of the reasons
that advise us to ignore it in our experiments, focusing on the hardest
elements of the WWC markup language.
The IAA investigation on the I-CAB Opinion corpus has consisted in
asking an intern (a third-year student in Computers and the Humanities)
to independently annotate 127 (94 training and 33 test) articles (this
accounts for 24% of the total 525 articles). The IAA is measured using
various measures: the AGR measure presented in [95], already described,
the F1 measure computed using the overlap match predicate among
annotations, Cohen’s κ [19, 36], and F1 computed using the Token &
Blank model. Cohen’s κ [19, 36] is a widely adopted IAA measure which
is computed by the formula:
κ =
P (A)− P (E)
1− P (E) (6.4)
where P (A) is the observed probability of agreement between the two
annotators, and P (E) is the probability of agreement by chance. P (A)
and P (E) are typically estimated by using values in the contingency
table (see Section 6.4) computed matching the annotations from the
two annotators, and defining:
P (A) =
TP + TN
TP + TN + FP + FN
(6.5)
P (E) =
(TP + FP )(TP + FN) + (TN + FP )(TN + FN)
TP + TN + FP + FN
(6.6)
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# annot. Overlap Token&Blank
A B AGR F1 κ F1
agent 1239 859 .539 .521 .439 .472
direct-subj. 263 246 .507 .507 .414 .422
expressive-subj 924 467 .602 .537 .339 .357
objective-speech-ev. 132 144 .501 .500 .462 .465
inside 491 563 .767 .763 .718 .791
Table 6.5: IAA study on I-CAB Opinion. Number of annotations for
the various tags (first 2 columns), and IAA results according to various
IAA models (remaining columns).
The result of the IAA study are reported in Table 6.5; Annotator A
is the third author of [35], while Annotator B is the intern.
6.7.3 The Overlap measure
In this section we report a simple study which shows the weakness of the
annotation-based overlap measure we have described in Section 6.4.1.
Table 6.6 reports the performance results, measured using the over-
lap measure, obtained by an OE system that trivially expands all the
annotations produced by our OE system, in the version using the BASE
features set, by including in each annotation the N tokens following and
preceding it. We have tested N ∈ [0, 10].
For N = 0 we have the reference values also reported in Tables 6.2
and 6.3; for increasing values of N the precision, recall and F1 values
increase at an impressive rate. More relevantly, for values of N ≤ 3
the overlapavg measure returns “reasonable” values, but the reported
improvement could be more than 15%. Thus, the values returned by the
overlap measure are not indicative of the real quality of the annotation.
We want to note also that the other measures described in Section 6.4
are not subject to this weakness: all the values returned by them drop
to near-zero values just for N = 2. We can conclude that the results
returned by the overlap measure can be considered reliable only if they
are supported by other results from more robust measures.
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N Overlap match overlapavg
pi ρ F1 (∆%)
agent
0 .725 .526 .609 1
1 .736 .536 .620 (+1.78%) 1.02
2 .768 .571 .655 (+7.54%) 1.13
3 .789 .595 .678 (+11.33%) 1.19
4 .815 .630 .711 (+16.62%) 1.26
5 .845 .652 .736 (+20.78%) 1.3
6 .865 .687 .766 (+25.75%) 1.37
7 .877 .704 .781 (+28.20%) 1.42
8 .884 .721 .794 (+30.35%) 1.47
9 .898 .745 .814 (+33.60%) 1.52
direct-subjective
0 .668 .424 .519 1
1 .694 .443 .541 (+4.25%) 1.01
2 .734 .472 .575 (+10.77%) 1.05
3 .759 .491 .597 (+15.02%) 1.1
4 .795 .530 .636 (+22.58%) 1.17
5 .810 .559 .661 (+27.49%) 1.22
6 .818 .575 .675 (+30.13%) 1.26
7 .828 .599 .695 (+33.97%) 1.31
8 .845 .612 .710 (+36.84%) 1.39
9 .866 .628 .728 (+40.30%) 1.44
expressive-subjectivity
0 .668 .368 .474 1.05
1 .704 .402 .512 (+7.91%) 1.14
2 .729 .421 .533 (+12.48%) 1.23
3 .742 .442 .554 (+16.90%) 1.31
4 .761 .469 .581 (+22.46%) 1.38
5 .771 .489 .598 (+26.21%) 1.45
6 .788 .512 .621 (+30.89%) 1.54
7 .797 .530 .636 (+34.23%) 1.62
8 .801 .546 .650 (+37.00%) 1.67
9 .811 .559 .662 (+39.51%) 1.72
objective-speech-event
0 .556 .432 .486 1
1 .575 .445 .502 (+3.13%) 1.03
2 .598 .473 .529 (+8.64%) 1.12
3 .610 .498 .548 (+12.71%) 1.19
4 .627 .530 .574 (+18.01%) 1.29
5 .641 .552 .593 (+21.85%) 1.34
6 .656 .567 .608 (+25.03%) 1.39
7 .671 .589 .627 (+28.95%) 1.45
8 .682 .603 .640 (+31.60%) 1.5
9 .692 .617 .653 (+34.13%) 1.56
Table 6.6: Results obtained by a system which expands its annotations




We have presented a comparative study on the use of OM lexical re-
sources in an OE system. We have built a (relatively) simple OE system
by using an SVM-based IE system and various sets of opinion-specific
features. We have applied our OE system to the task of automati-
cally annotating EPSs in documents. EPSs have been annotated in
text using a markup language that identifies the agent holding the opin-
ion/emotion, the opinion/emotion expression, and the agent that is the
target of the opinion/emotion. We have run experiments on two anno-
tated corpora on two languages, English and Italian.
In our experiments we have used various evaluation measures, di-
vided into two classes: a class of annotation-based measures, commonly
used in the literature, and a class of token-based measures, that we have
originally proposed here. We deem that annotation-based measures have
some relevant limitations (e.g. see Table 6.6), while token-based mea-
sures allow to perform a more rigorous evaluation of experiments, cap-
turing all the aspects that determine the effectiveness of an IE system.
On the MPQA corpus, which is in English, we have performed a com-
parison of the OM lexical resources presented in the previous chapters,
i.e., the lexicon from Hatzivassiloglou and McKeown [44] (HM), the one
extracted from the General Inquirer [92] (GI), and the two versions of
SentiWordNet presented in Chapters 4 and 5. Results show that the
use of each OM lexical resource in the OE task produces a significant
improvement with respect to a baseline system which does not use any
OM lexical resource.
In the comparison of the effects of the various resources on the task
we have measured a significantly better performance from SentiWord-
Net with respect to the HM and GI lexicons. Between the two versions
of SentiWordNet there is no clear winner.
We have observed another interesting result by using all the resources
in a single experiment, obtaining a significant improvement over each
single resource. This result suggests that none of the various resources
tested does completely “include” the others, indicating that there is still
room for their improvement.
On the I-CAB Opinion corpus, which is in Italian, we have tested
the possibility of converting to another language the SentiWordNet
scores, by using MultiWordNet [78] to map English synsets scores to
Italian. We have obtained a significant improvement in performance,
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although smaller than the one observed on English, most probably due
to: (a) the relatively small coverage of MultiWordNet of the Italian
language, (b) the probably higher hardness of the OE task on Italian,
as pointed out by the low IAA values on the I-CAB Opinion corpus.
The results we have obtained do not represent the current state of the
art in OE. This fact has various motivations, the principal three being
(a) the learning algorithm adopted, (b) the text processing tools used to
build representations of tokens, and (c) the independent analysis of each
tag type. In this first approach to the OE problem we have preferred to
build a rather simple system and to concentrate on the comparison of
OM lexical resources. Future developments of the system should focus
on the points (a), (b) and (c) mentioned above, through:
• Use of the emerging class of Conditional Random Fields algorithms
as the learning device for OE. This type of algorithms have shown
to give good results in IE and OE tasks [18, 59].
• Use of robust NLP tools to enrich the token representation, e.g.,
the CASS partial parser [1], as used in [11, 55].
• Inclusion of more lexical resources. For example, adding the “sub-
jectivity clues” patterns produced by Riloff and Wiebe [81], by
using bootstrapping methods on unlabeled data. A match of one
of such patterns with a part of text can be used as a clue that a
subjective expression is present in the matched part.
• Performing a joint extraction of all the various components of opin-
ion expressions, so that the information related to a component
could support the identification of the others.
Chapter 7
Conclusion
7.1 Summary of results
In this thesis we have investigated several tasks related to the automatic
generation of lexical resources for OM.
We have started from the (relatively) simple problem of determining
term orientation, then we have moved to more complex problems, such
as recognizing the subjectivity of terms, and then shifting down to the
analysis of the distinct senses of terms, investigating various approaches
to the problem. We finally have evaluated and compared the impact of
various lexical resources, those already available in literature and those
we have created, in a practical Opinion Extraction application.
A common trait of all the various methods we have proposed in this
thesis is that they all exploit the information contained in the glosses as-
sociated to the various term senses in a dictionary, to gather the relevant
information about the various dimensions of ORPs they work on.
We have proved that glosses, which are a resource by definition de-
voted to human comprehension, can be also productively used in auto-
matic learning processes. One of the key advantages deriving from the
use of glosses is that they are already available for almost any language,
thus allowing a rapid application of any gloss-based method to many
languages with reduced work.
In Chapter 1 we have defined a semi-supervised term classification
method that takes in input a number of small seed sets, each one rep-
resenting one of the ORPs to be automatically determined. Thus, one
of the advantages of our method is that is requires a minimal human la-
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beling effort to produce the input data. On the task of determining the
orientation of terms our method has produced state-of-the-art results,
by using as input just the two terms good and bad.
The method has shown to be easily adaptable to other tasks, such
as the ones of classifying terms by their subjectivity (Chapter 2) or
their attitude type (Chapter 3), continuing to produce good results in
experiments with respect to the relative hardness of the tasks.
With SentiWordNet 1.0 (and 1.1) (Chapter 4), we have shown a
further adaptation of our method to classify term senses, represented
by WordNet synsets. SentiWordNet is a very unique resource, for
many reasons:
• Its term-sense level of analysis is the most detailed one ever used
in producing an OM lexical resource.
• Its graded-score model allows capturing all the subtle nuances of
ORPs in term senses.
• It has a practically complete coverage of the English language, i.e.
the same coverage of WordNet (version 2.0); this large coverage
largely compensates the errors SentiWordNet contains, given
its automatic generation method, as experiments on OE have also
shown.
• The alignment of SentiWordNet with a widely used resource
like WordNet makes it easily integrable with the many applica-
tions based on WordNet.
• The alignment of SentiWordNet with WordNet makes it also
easily portable to other languages, leveraging on the variousWord-
Net-aligned resources on other languages1, as we have effectively
shown in Chapter 6.
In Chapter 5 we have shown an effective application of random-walk
models to the determination of ORPs of term senses. Again, the key
input source of information have been the glosses of term senses, but ana-
lyzed from a different, “orthogonal” perspective than the one adopted in
1The site of the Global WordNet Association (http://www.globalwordnet.
org/) currently lists about 50 projects developing WordNet resources on many
languages.
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the term classification method. In the term classification method glosses
are used to describe term senses (or just terms) in a vector space, and
such description is used to identify similar term senses (or terms). In the
random-walk method there is no such notion of term sense description,
but instead glosses are used to establish direct relations among term
senses.
We have investigated three models: direct, inverse, and bidirectional.
We have proved how all these models can be efficiently implemented as
variants of the PageRank algorithm.
Our use of random-walk models, especially the inverted one, has
proven capable of capturing the ORPs of term senses. Moreover, it
has shown the ability to improve the already good-quality data (i.e.,
SentiWordNet 1.0) fed as input to describe such ORPs. We have
experimentally shown this in two ways:
• by comparing the positivity and negativity rankings given as input
with those obtained as output by the various random-walk models;
• by producing a new version of SentiWordNet (2.0) which im-
proves over the previous one.
The generation of SentiWordNet 2.0 has also the merit of show-
ing how the rankings produced by our random-walk algorithm can be
successfully converted into a usable lexical resource.
Finally, in Chapter 6 we have compared the two main lexical re-
sources we have generated, SentiWordNet 1.0 and 2.0, with other
two well-known OM lexical resources, in an opinion extraction task.
Results have shown that SentiWordNet produces significantly
better results than the other two resources, in both versions. This con-
firms the intuition that the high coverage of the language provided by
SentiWordNet largely compensates its errors. Moreover, all the re-
sources have produced significant improvement over the baseline system
not using any OM lexical resource, indicating the relevance of such re-
sources for obtaining high-quality results.
We have also shown an effective cross-language use of SentiWord-
Net, by running experiments on opinion extraction on the Italian lan-
guage, using an Italian “translation” of SentiWordNet scores based
on a WordNet-aligned Italian lexical resource, MultiWordNet [78], ob-
taining again significant improvements.
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7.2 Future research directions
From the experience collected during the various challenges we have
faced in this thesis we may draw some final thoughts on the future
relevant directions of the research in this field.
With respect to the research on the generation of lexical resources
for OM, which is the main topic of this thesis, we are deeply convinced
that the future researches on the topic have to be focused on the analysis
of ORPs of term senses.
In all the thesis we have dealt with the recognition of ORPs of terms,
or term senses, in an “out of context” fashion. At the term level of
analysis this could lead to some unacceptable simplifications, as already
mentioned in Chapter 4. For example the term pretty is generally
considered to be a positive term, but in the expression “A pretty mess”
its valence is fully negative. Fortunately this phenomenon happens much
more rarely at the term sense level where, for example, the ironic (and
negative) sense of pretty is distinguished2 from the other (positive)
ones.
The term sense level of analysis allows also to capture opinion-related
differences deriving from the special use of a term in a specific domain.
For example, the name dog is usually used to refer to the animal and has
no connotation, but when it is used to refer to a person it has instead a
negative valence, indicating someone regarded as contemptible, and this
distinction is typically reported in any dictionary.
Our experience with the complex attitude taxonomy, in Chapter 3,
has shown how many other interesting dimensions contribute to the
definition of an opinion expression. Although the generation of lexical
resources on such dimension has demonstrated to be a rather hard task,
we deem that the availability of a SentiWordNet-like resource on such
dimensions could give a relevant boost to OM application performance.
With respect to the two main methods we have proposed in this
thesis we envisage their direct application to other languages, using as
sources of glosses and relations among terms one, or more, of the many
electronic version of dictionaries currently available online3. It would be
probably easier to port to other languages the term classification method
2We here specifically refer to WordNet but almost any dictionary reports such
distinction.
3For example, for the Italian language http://www.demauroparavia.it, for
French http://www.cnrtl.fr/.
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than porting the random-walk algorithm, given the need of the latter
for sense-disambiguated glosses.
We also foresee two rather imminent updates for SentiWordNet
that consist in generating a version based on the last WordNet version
(3.0) and repeating our random-walk models experiments as soon as the
manually sense-disambiguated glosses for that version will be released.
Finally, with respect to the idea of using random-walk models to de-
termine ORPs of term senses, we would like to investigate further on the
problem, studying the application of our algorithms to other dimensions
of term sense semantics, e.g., recognition of membership in domains or
measuring sense similarity. We are also interested into adapting our
random-walk algorithms to perform word sense disambiguation.
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