Time is considered as an important factor in modeling and operation of dynamic systems. However, few studies have considered time factor in modeling and inference of fuzzy cognitive maps (FCMs), besides, no studies have dealt with time delay in learning of FCMs. Therefore, we propose a learning rule for temporal FCMs involving post-and pre-delay time by extending Oja's learning rule. We show the effectiveness of the proposed rule through simulations which solve a time-delayed chemical plant control problem.
Introduction
Fuzzy cognitive maps (FCMs), represented as a signed fuzzy directed graph with feedback, have the advantages of flexibility in modeling dynamic systems and simplicity of operation through inference using numerical matrix computation [1] , [2] . Due to these advantages, FCMs have been used in many fields for decision-making, prediction, explanation, strategic planning, and system control [3] - [5] . However, some deficiencies in modeling and managing FCMs, such as (i) critical dependence on experts, (ii) potential uncontrollable convergence of concept values to undesired regions, and (iii) lack of the time dimension, have limited the usage of FCMs [3] , [6] . To overcome the deficiencies (i) and (ii), the learning methods for modeling FCMs, such as differential Hebbian learning [1] , active Hebbian learning [3] , and nonlinear Hebbian learning [3] , have been proposed. These learning methods were based on Hebbian learning rule and Oja's learning rule [7] , because the value of factors of systems can be adjusted with both learning rules by training the relationships between input and output values. However, those learning methods did not consider time factor, but just assumed that the concepts are fired at the same time during inference, even though there exists time delay when a concept affect another concept physically in real system. Only few studies [6] , [8] , [9] have considered time factor in modeling and inference of FCMs as efforts to overcome the deficiency (iii), but no studies have considered time factor in learning of FCMs. Therefore, to overcome all the deficiencies, time factor should be dealt with in learning of FCMs. In this paper, we propose a learning rule for temporal FCMs involving post-and pre-delay time by extending Oja's learning rule. Moreover, we show the effectiveness of the proposed rule through simulations which solve a control problem of a time-delayed chemical plant [4] .
Preliminaries
A well-known Hebbian learning rule (called Hebb's rule), is generalized as Δw i = ρx i y where Δw i is the change of ith synaptic weight, ρ is a learning rate, x i is i-th input, and y is the post-synaptic response calculated by y = m i=1 w i x i where m is the number of synaptic junctions. However, as Hebb's rule would lead to unrealistic growth in the efficacies, normalization has usually been assumed. This typically leads to the following learning equation:
where k is a discrete time iteration [7] . By using the learning equation, Oja [7] proposed a learning rule that is a singleneuron special case of Hebb's rule, given by
where η is a learning rate such that |η| 1. In the proposed learning rule (called Oja's rule), the term −ηw
2 prevents unlimited growth of the weights.
Learning Rule for Time Delay in FCMs
Several temporal attributes in FCMs are defined in [6] , but here we deal only with time delay in FCMs (i.e., delay of response time [6] or time relationships in FCMs [8] ). First we categorize the time delay in FCMs into three cases: (i) the period of time u during which a stimulus is transmitted to a concept to be fired (called 'pre-delay time'); (ii) the period of time z that a fired concept influences another concept (called 'post-delay time'); and (iii) the period of time t in which cases (i) and (ii) are combined (called 'delay time'). Here, unit delay time is a discrete time interval between the iterations (e.g., 1 ms, 5 s, 12 hr, 3 yr, etc.), which is determined by the FCM developers [6] .
We can illustrate the notion of pre-and post-delay time by some situations in a chemical plant [4] : We usually calculate the value of each concept using the following calculation rule:
and N be the same as in Definition 1, and let n be the number of causal concepts C i which influence a concept C j . Then, for any i, j ∈ N and for every iteration step k during simulation, we have
where v 
where t i j = u i j + z i j , and v , the value of C j at the (k + 1)-th iteration step, is calculated using Eq. (2) as follows: v 
, and m (d) = v We give a basic learning rule in FCM for time delay in the following definition. The learning rule has a signum function to strengthen the weights between the fired concepts because the weights have not to be [0, 1], but to be [−1, 1] in FCM [3] .
Definition 4 (Basic Learning
where η is a learning rate parameter and γ is a weight decay parameter, and sgn(·) is a signum function defined by sgn(w) = {−1(if w < 0), 0 (if w = 0), 1 (if w > 0)}.
The basic learning rule is unsupervised, so we normalize the weights between 0 and 1 at each iteration step update to prevent indefinitely growing weight values, as Oja did in [7] . That is, for every j ∈ N, w j p = 1 where
T is a j-th column matrix of a weight matrix, which is a necessary condition for stability. Thus, we have the following theorem: Theorem 1: Let v i , v j , w i j , and N be the same as in Definition 1, and let sgn(·), u i j , z i j , and t i j be the same as in Definition 3, and let η and γ be the same as Definition 4. Then for any i, j ∈ N and for every iteration step k during simulation, we have a normalized weight form given by (4) whereη = η/(1 − γ) and t i j = u i j + z i j .
Proof. The normalized form of Eq. (3) by p-norm is
Let h(η) be the right term of Eq. (5) as
then we can expand Eq. (6) into a Taylor series for a small learning rate parameter (η ≈ 0) as follows:
where h (0) is the first derivative of h(η) evaluated at point 0. Moreover, O(η m ) are the higher-order terms of η for every m ≥ 2, which go to zero because η ≈ 0. Thus, we have h(η) by following procedure: In Eq. (6),
Moreover, the first derivative of h(η) is
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Simulations and Remarks
We simulated the proposed learning rule by using the FCM of a chemical plant, as shown in Fig. 2 , developed by experts in [4] . In addition to initial weight matrix w init. , we added matrices u and z to the system to represent pre-and post-delay time, respectively. In Fig. 2 (b) , the pre-and postdelay time in a relationship from C1 to C2 and that from C2 to C1, are illustrated by (i) and (ii) in Example 1, respectively. Next, we applied Eq. (7) to modify w init. under the same conditions as simulation (i). In this simulation, we let η = 0.02 and γ = 0.04 (refer to [3] ). In particular, the learning rule was applied to nonzero initial weights (i.e., w init. i j 0). During the learning process, we used a criterion function J [3] to stop the learning process, defined by
where d is the index of DOCs, and for every iteration step k such that k > max i, j∈N (t i j ). Thus, the learning process continued until the criterion function was minimized.
After 66 iteration steps when J was minimized, as shown in Fig. 3 (a) These new values for weights describe the new relationship among the concepts of the FCM considering time delay.
(iii) Convergence of the normalized weights:
To confirm the convergence of the normalized weights, we performed the simulation using the same conditions as simulation (ii) for 1,000 iteration steps of the learning process. As shown the following equilibrated matrix w equil.
and Fig. 4 , the modified weights during learning process via Eq. (7) 
Conclusion
We proposed a learning rule for time delay in fuzzy cognitive maps, which is an extension of Oja's learning rule. Through some simulations with an FCM of a chemical plant considering time delay, we showed that the proposed learning rule is effective to adjust the initially designed FCM to the FCM giving desired outputs.
