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Abstract
Case vs control comparisons have been the classical approach to the study of
neurological diseases. However, most patients will not fall cleanly into either group.
Instead, clinicians will typically find patients that cannot be classified as having
clearly progressed into the disease state. For those subjects, very little can be
said about their brain function on the basis of analyses of group differences. To
describe the intermediate brain function requires models that interpolate between
the disease states. We have chosen Gaussian Processes (GP) regression to ob-
tain a continuous spectrum of brain activation and to extract the unknown disease
progression profile. Our models incorporate spatial distribution of measures of acti-
vation, e.g. the correlation of an fMRI trace with an input stimulus, and so consti-
tute ultra-high multi-variate GP regressors. We applied GPs to model fMRI image
phenotypes across Alzheimer’s Disease (AD) behavioural measures, e.g. MMSE,
ACE etc. scores, and obtained predictions at non-observed MMSE/ACE values.
The overall model confirmed the known reduction in the spatial extent of activity
in response to reading versus false-font stimulation. The predictive uncertainty
indicated the worsening confidence intervals at behavioural scores distance from
those used for GP training. Thus, the model indicated the type of patient (what
behavioural score) that would need to included in the training data to improve
models predictions.
1 Introduction
Functional Magnetic resonance imaging (fMRI) has emerged as a powerful tool allow-
ing us to significantly advance our understanding of various neurological conditions
∗Email: i.rezek@imperial.ac.uk
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delineate them with ever finer precision. To date, mental state and symptoms are in-
creasingly understood as a continuum, ranging from mild and unspecific to severe and
specific thereby reflecting subtle alterations in cause and/or effect. Alzheimer’s Disease
(AD) is a particular case in point. Alzheimer’s disease is characterised by a progressive
decline in memory and other cognitive abilities (McKhann et al., 1984). Implicated as
an early stage of AD is Mild Cognitive Impairment (MCI), a condition associated with
isolated memory loss distinct normal age-related memory loss. Furthermore, AD sever-
ity levels are also being differentiated (Nestor et al., 2004). Thus, far from being an
isolated condition AD now regarded as a spectrum of subtly changing neuro-functional
features, with MCI and mild AD as the earliest components (Yetkin et al., 2006).
This every finer delineation of disease states has an obvious barrier: the statistical anal-
ysis. The majority of fMRI designs into neurological disorders analyse “case-control”
data with multiple disease stages. This approach identifies various disease states on the
basis of patient symptoms and psychological exams. It subsequently compares struc-
tural or functional image markers between the disease groups. In AD, for example,
the Mini-Mental State Exam and Addenbrookes Cognitive Examination are common
tools used to group the population into various sub-groups, such as patients with severe
Alzheimer’s Disease, patients with Mild Cognitively Impairment (MCI) and normals.
Each groups’ (f)MR image phenotypes are subsequently compared to identify the var-
ious processes that distinguishes them.
Case-control studies with multiple disease stages are advantageous for two reasons.
First, they allow researchers to distinguish between the stages without the need to to
assume anything about the stages’ interdependencies. Second, the statistical analysis
is well-understood and ANOVA and t-test software isreadily available to quantify the
differences between the observed image phenotypes.
However, the very discretisation of the disease stages means the analysis is unable
to recover any trends (with respect to behavioural markers) and cannot reveal any
information about the relationship between the disease stages. Without an explicit
model of the disease process, causal effects are difficult to establish and no predictions
can be made for new cases, particularly when the bases for determining the disease
stages are continuous diagnostic neuropsychological markers.
Consequently there are no means to verify the disease model or provide vital reliability
estimates, e.g. confidence intervals. Also, the formation of cohorts to allow group
comparisons implies a) an information loss and b) and inefficient use of the available
data. Since data collection involves serious expenditure, the inefficient use of data may
lead to substantially increased research costs.
We believe that Bayesian interpolation between the disease states is the key to ob-
taining simple, transparent and efficient models that can provide information about an
individual patient’s outcome. In this paper, we have chosen Gaussian Processes (GP)
regression (Rasmussen and Williams, 2006) to obtain a continuous spectrum of brain
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activation as function of neuropsychological markers. GP regression models properly
account for uncertainty in the measurements and allow a flexible design of interpola-
tion profiles. Since they model continuous and non-linear functions they provide an
unrestricted and high resolution description of disease processes. Crucially, Gaussian
process models are more efficient in their use of data as they dispense with the tradi-
tional and information-erosive data binning stage of standard comparison approaches.
Instead, they directly use all available data.
1.1 Related Work
In this work we interpolate fMRI image phenotypes across disease states, which in turn
are defined though clinical behaviour scores, such as the Intelligence Quotient (IQ),
Minimal Mental State Exam (MMSE) or Clinical Dementia Rating. Our aim is to
monitor how brain function is altered as clinical scores indicate a gradual deterioration
of the condition. This is the reverse of other studies (Marquand et al., 2009; Martino
et al., 2010; Huaien and Puthusserypady, 2004; Ni et al., 2008; Marquand et al., 2009)
which predict behavioural scores (e.g. pain intensity) conditioned on image phenotype.
This approach can be used to predict and validate behavioural scores whilst in our
approach we aim to understand the alterations in neural processing with deteriorating
health. In effect, the role of the independent and dependent variables in our approach
is the reverse to that of (Marquand et al., 2009). Gaussian processes (GPs) have
also been applied to decode or predicting brain states (Ni et al., 2008) and for the
quantification of information content of brain voxels (Marquand et al., 2010). In these
studies, the approach has been, again, to predict or classify with fMR images providing
the multi-dimensional input variable and not the reverse.
Relevance Vector Machine regression, radial basis function networks and longitudinal
models are techniques that are closely related to Gaussian processes and have been
applied to fMRI (Martino et al., 2010; Huaien and Puthusserypady, 2004). However,
longitudinal models are parametric and so their predictions are biased by the assumed
model, while radial basis function networks and RVMs might produce predictions in-
consistent with prior belief (Rasmussen and Quinonero-Candela, 2005). By contrast,
GPR predictions are model free and consistent. Thus, the unique predictive qualities
of GP models hold great potential to support innovative clinical research.
1.2 Paper outline
We begin the our exposition with a description of the Gaussian Process regression
(section 2), starting from first principles and concluding with the whole brain Gaussian
process model. We subsequently apply Gaussian Process regression to simulated data,
to illustrate the principles of the model, and then to fMRI data to obtain a continuous
model of Alzheimer’s Disease. Strengths, weaknesses and extensions of our approach
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are considered in Sections 4 and 5.
2 Methods
2.1 Principles of Gaussian Processes Regression
Gaussian processes (GPs)(Rasmussen and Williams, 2006; MacKay, 2003; Stein, 1999)
are a powerful and flexible framework for performing Bayesian inference over functions.
To see how GPs can be used to perform inference over functions, we begin by examining
the finite multi-variate Gaussian distribution.
2.1.1 The Multi-variate Gaussian Distribution
A simple bi-variate Gaussian distribution specifies a joint probability distribution of
two potentially co-varying variables y1 and y2. Using vector notation in which the two
variables are jointly denoted by y =
(
y1
y2
)
, the bivariate Gaussian distribution is
given as
P (y|µ,Σ) = 1
(2pi)N/2
|Σ|− 12 exp
{
−1
2
(y − µ)T Σ−1 (y − µ)
}
≡ N (y|µ,Σ)
(1)
This distribution is characterised/conditioned on the mean vector µ and the covariance
matrix Σ.
The bi-variate case is illuminating because it demonstrates the key properties of the
multi-variate Gaussian distribution that carry through to the Gaussian Process. An
important one is its marginalization property. The distribution of one of the variables
is individually Gaussian, i.e. they are marginally Gaussian
P (y1|µ′,Σ′) =
∫
P (y1, y2|µ,Σ)dy2 = N (y1|µ′,Σ′) (2)
Furthermore the distribution of y2 remains Gaussian when we learn the value of y1 —
a property referred to as being conditionally Gaussian. If we make the partitions of
the covariance matrix Σ explicit,
Σ =
[
Σ11 Σ12
ΣT21 Σ22
]
(3)
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then the conditional probability of y2 given y1
P (y2|y1, µ′′,Σ′′) = P (y1, y2|µ,Σ)
P (y1|µ′,Σ′) =
1
(2pi)N/2
|Σ′′|− 12 exp
{
−1
2
(
y − µ′′)T Σ′′−1 (y − µ′′)}
(4)
is Gaussian with mean µ′′ and covariance Σ′′ given by the equations
µ′′ = µ2 − Σ12Σ22−1(y1 − µ1) (5)
Σ′′ = Σ11 − Σ12Σ22−1Σ21 (6)
Equation (4) is especially important for prediction. By observing y1, the variance of
y2 is potentially reduced and the mean of y2 is shifted towards that of y1, depending on
the degree of co-variance between y1 and y2. Given two variables y1 and y2 with unit
variance and correlation ρ, for example, the parameters µ′′ and Σ′′ of the conditional
distribution become
µ′′ =µ2 − ρ(y1 − µ1)
Σ′′ =1− ρ2. (7)
Thus, if y1 and y2 are correlated, observing y1 informs us about y2 and vice versa.
2.1.2 From Gaussian Distributions to Gaussian Processes
We can extend the properties of multivariate Gaussian distributions to Gaussian pro-
cesses with infinitely many dimensions. To prevent an explosion in the number of co-
variance parameters, the covariance between variables is defined by a function with only
a handful of parameters. For instance, a typical covariance function, which must pro-
duce a positive semi-definite covariance matrices, expresses that variables with similar
indices have strong correlations and those with dissimilar indices have weak correla-
tions. In this case the closer an unknown variable is to an observed variable the lower its
uncertainty. This concept remains valid for an infinite continuum of variables, with the
expectation becoming a smooth function fitting the observations and the uncertainty
increasing smoothly with distance to the closest observation.
Equation (1) provides the general matrix form for the probability density in a multi-
variate Gaussian distribution. To extend this finite collection of variables to a function-
valued variable, which represents an infinite number of variates, assume that we have
observed a function y(x) at a finite set of sampling points, x, with the observed function
values being y(x). A Gaussian Process is then defined (Rasmussen and Williams, 2006)
as a collection of random variables, any finite number of which have a joint Gaussian
distribution. This implies that if Y is a function-valued random variable that has a GP
distribution, any finite subset of Y also has a Gaussian distribution and, therefore,
p(Y = y(x)|θ) = N (y(x);m(x; θ), k(x,x; θ)) (8)
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where m(x; θ) and k(x,x; θ) are the mean and covariance functions of the GP that are
parameterised by θ, and k(x,x; θ) represents the matrix evaluation of the k(x, x′) for
all possible pairs of elements of the vector x. The vector x are commonly taken as the
“inputs” of the GP and the values y as the outputs.
In this case the full collection of random variables are all the values of y(x), which
is equivalent to a vector of infinite length, with one element for every potential input
value. The finite collection are the sampled values, y(x). As per the above definition we
can model the entire function by assuming that any finite set of samples obeys a multi-
variate Gaussian distribution. The mean, m(x), is simply a function that describes the
expected value of y(x) before we make observations, and the mean for a finite set is
simply m(x). The covariance kernel is defined over all potential pairs of inputs, and
represents the covariance of function output values in terms of their inputs,
Cov (y(xi), y(xj)) = Σij = k(xi, xj ; θ) (9)
Like its finite dimensional counterpart, the covariance kernel must be a positive semi-
definite function, meaning that any set of inputs must produce a covariance matrix,
Σ = k(x), with elements given by equation (9), must not have negative eigenvalues.
Colloquially, this means that if one function value is highly correlated with a second,
which is in turn highly correlated with a third, there must also exist a significant
correlation between the first and third values. It also means that uncertainty can not
be negative.
The mean and covariance functions define the types of outputs we expect to see from
the GP distribution. The mean specifies what we expect the function output values
to be, prior to making any observations. In many problems, a popular choice is to set
m(x) = 0. However, the mean may naturally be specified depending on the problem at
hand. The particular functional form of the covariance function is subject to restric-
tions to ensure the positive semi-definite requirement for the co-variance matrix but
also encodes, among other things, the function’s smoothness, amount of variability, and
degrees of differentiability. The covariance can also incorporate more detailed knowl-
edge of the function, such as potential periodicity or the existence of change-points
where the function values exhibit little or no relation across a boundary.
As mentioned above, the covariance function expresses the dependence of pairs of out-
put values as a function of their respective input values. In the most widely used
examples this is simply a function of the separation between the input values,
Cov (y(xi), y(xj)) = k(||xi, xj ||; τ, λ) (10)
Of these, the squared exponential covariance with parameters τ and λ
kSE(||xi, xj ||; τ, λ) = λ2 exp
(−1
2τ2
(xi − xj)T(xi − xj)
)
(11)
is a standard and highly popular choice of covariance function. The degree of smooth-
ness on the output values, in the case of the squared exponential covariance, is controlled
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by the input scale parameter τ . Larger input scales increase the range of correlations
as a function of the input value separation, leading to greater coupling between distant
output values. This makes the resulting functions smoother and more slowly varying.
Conversely, smaller input scales lead to more rapidly varying functions where output
values become uncorrelated with smaller differences in inputs. The parameter λ con-
trols the output scale. It simply acts as a rescaling factor for the entirety of the output
function.
2.1.3 Interpolation with Gaussian Processes
Gaussian process kernels are frequently used to specify prior distributions over unknown
functions which are observed at discrete points x. The mathematically most convenient
form for likelihood of the observation is the Gaussian distribution with zero mean and
independent and identically distributed noise with variance σ2, so that the the log-
marginal distribution, L ≡ log (p(y (x)|θ)), of the observed function values is given
by
L = −N
2
log(2pi)− 1
2
|k(x,x)| − 1
2
(y −m(x))T k(x,x)−1 (y −m(x)) (12)
where we have assumed the number of observations to be N and where k(x,x; θ) is
now a composite of the squared exponential covariance function, function (11) and the
observation noise
k(x,x; θ) = kSE(||xi, xj ||; τ, λ) + σ2 (13)
We are interested in making predictions about the value of the function y(x∗) at some
new input x∗. In analogy to the bi-variate case, equations (5) and (6), the distribution
of function values y(x∗) at x∗ is given as
p (y(x∗)|y(x)) = N (y(x∗);µ∗,Σ∗) ,
with the updated mean and covariance matrices:
µ∗ = m(x∗) + k(x∗,x)k(x,x; θ)−1(x−m(x)) (14)
Σ∗ = k(x∗, x∗)− k(x∗,x)k(x,x; θ)−1k(x, x∗) (15)
2.2 Gaussian Process Regression for Disease Modelling
Our approach is to use Gaussian process regression (GPR) (Rasmussen and Williams,
2006) to obtain a description of the continuous spectrum of brain activation associated
with behavioural markers (Rezek et al., 2010; Ni et al., 2008). In their na¨ıve form, voxel-
wise basis Gaussian process regression can be applied to observed image phenotypes
values as a function of behavioural markers. Such models, however, will not take
account the spatial dependencies between neighbouring image voxels. While sparse
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spatio-temporal GPR could provide a solution to this problem, our approach imposes
spatial constraints on the hyper-parameters of the Gaussian Process. In particular,
given the log-marginal likelihood of the observations at voxel v,
log (p(yv (x)|θ)) = −N
2
log(2pi)−1
2
log |k(x,x; θ)|−1
2
(yv −m(x))T k(x,x; θ)−1 (yv −m(x))
(16)
the probability of the log-hyper parameters, ` ≡ log(θ), is assumed to follow a multi-
variate conditional autoregressive model (CAR) (Besag, 1974)
p (`v|`−v;Bv,−v,Tv) = N
(∑
v′∈N (v)Bv,v′ `v′ ,Tv
)
, (17)
where −v denotes the indices of the voxels neighbouring voxel v, Bv,v′ is a p×p matrix
(p is the dimensionality of θ) and Tv is a p × p covariance matrix. We assume that
Bv,v′Tv′ = TvB
T
v′,v, to ensure symmetry, and that Bv,v = −I, where I is a p×p identity
matrix, to ensure the positive definiteness of the joint distribution p (`;B,T) (here
B = {Bv,v′};T = {Tv},∀v). Further, we make the additional simplifying assumptions
that the covariance matrices are diagonal and voxel independent,
Tv ≡ T0 =
 t1 0 · · ·0 . . . 0
· · · 0 tp
 , (18)
thus resembling the spatial smoothing assumptions underpinning the usual fMRI pre-
processing steps. Also, we assume
Bv,v′ ≡ B0 = 1|N (v)|R, (19)
where |N (v)| is the number of neighbours of v and the matrix R consists of constant
weights
R =
 ρ1 · · · ρ1. . .
ρp · · · ρp
 . (20)
In summary, in the full model the probability of the observed image features is given
by
p(y, l|B0,T0) =
∏
v
p(yv (x)|`v) p (`v|`−v;B0,T0) , (21)
where
log (p(yv (x)|`v)) = −N
2
log(2pi)−1
2
log |k(x,x; `v)|
− 1
2
(yv −m(x))T k(x,x; `v)−1 (yv −m(x))
(22)
and
log (p (`v|`−v;B0,T0)) =− p
2
log(2pi)− 1
2
log |T0|
− 1
2
((
`v −
∑
v′∈N (v)B0 `v′
)T
T0
−1
(
`v −
∑
v′∈N (v)B0 `v′
))
(23)
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Thus, every voxel’s GP hyper-parameters are coupled to those of its immediate neigh-
bours1. As hyper-parameters distributions have support only on the positive axis, we
assume that they are log-normally distributed and that each log-hyper-parameter ex-
pectation is a voxel independent, weighted and scaled average of its neighbours with
constant variance T0 and weighting B0.
2.3 Parameter Estimation
Theoretically, there are a number of possible ways of estimating the parameters of
the model (21). One feature that guides the possible choices are the non-linearities
in the model, within the covariance function, and the non-conjugacies, due to the
log-normal distribution assumptions of the hyper-parameters. While Markov Chain
Monte Carlo methods (Neal, 1997) are applicable, they were ruled out early on be-
cause of their computational cost. This cost is too high considering that for a normal
resolution fMRI some 105 coupled Gaussian processes regression models require cali-
bration. An alternative inference method is Expectation Propagation (Rasmussen and
Williams, 2006)(EP). EP does offer a viable and approximate Bayesian estimation of
the model. However, a downside of EP is the additional integration that would have
to be performed when computing the posterior predictive distributions for the purpose
of interpolation.
In this work we have opted for maximum aposteriori estimation of the model parameters
using an iterative procedure, known as iterated conditional modes (ICM). As the joint
probability (21) is difficult to maximise analytically, Besag (Besag, 1986) proposed
the iterated conditional modes algorithm. It maximises the posterior by sequentially
maximising the local conditional probabilities
p (`v|yv(x), `−v) ∝ p (yv(x)|`v) p (`v|`−v;B0,T0) . (24)
For a given value of `k−1−v at iteration k − 1, the iteration seeks the value of `v which
maximises (24) at the current iteration, k,
`kv = argmax
`v
log
(
p
(
`v|yv(x), `k−1−v
))
. (25)
and continues until convergence. The convergence is guaranteed (for the serial updat-
ing), is rapid (Besag, 1986) but also depends very much on the initialisation. These
initialisation values are computed by calibrating the voxel-wise Gaussian processes,
equation (16), to the data using the conjugate gradient method that is part of the
Gaussian process toolbox GPML (Rasmussen and Williams, 2006).
Following initialisation, the procedure selects each voxel at random and updates the
maximum aposteriori parameter values, `v, conditioned on the maximum values of its
1The neighbourhood system is throughout assumed to be a first order one, i.e. its neighbours are
those voxels that lie one voxel to the left, right, top, bottom, up and below the current voxel v.
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neighbours. These updates are calculated for all the voxels, v = 1, · · ·V , in the volume.
Several such sweeps, k = 1, · · · ,K, over the entire volume are performed. However, we
have empirically noticed that only a few sweeps (K = 5) are required for estimation,
which is in line with the experience of ICM reported in the literature.
3 Results
3.1 Synthetic Illustrative Example
Before describing the full model it instruct to demonstrate Gaussian Process interpola-
tion on a simulated population image example. The simulated population consisted of 7
subjects which had, respectively, the normalised behavioural scores {0, 0.1, 0.3, 0.7, 0.8, 0.9, 1}.
The extreme ends of the score range represents the clear states of a disease, i.e. the class
of “healthy” individuals on one end and the class of patients on the other end of the
scale. Each individual’s underwent an imagined experimental protocol, consisting of 8
repetitions of a stimulus that lasted for 48 time-points. The generation process of the
actual images resulting from this simulated protocol follows that described in (Lange
et al., 1999).
3.1.1 Image Generation
The brain images used for simulation were based on a set of whole-brain images collected
from a healthy volunteer was asked simply to relax and remain still while 73 whole-
brain baseline scans were collected (each consisting of 30 2.19×2.19×3.25−mm slices
collected using a Phillips 3.0T scanner with an echo-planar imaging (EPI) sequence
and TR=2s, TE =30ms). To create the simulated time series corresponding to eight
runs of 48 time-points each fMRI image sequence was resampled with repetition. To
expedite the simulation, the effects of a simple on/off reference function operating in
each run were constrained to a 12× 24-pixel patch around the central sulcus.
Each pixel time series was linearly de-trended by removing a linear regression line, i.e.,
replacing the series with residuals from a least-squares fit of the intercept and slope
parameters for each run, within each time series, separately. Each image voxel was
subsequently standardised to unit-variance. The degree of activity at every voxel, v, is
simulated by adding to the base-line series a periodic binary reference function x (each
period has 12 time-steps off, 24 on, and 12 off) of magnitude βv. For reasons outlined
in (Lange et al., 1999), this magnitude is specified some positive fraction, m, of fMRI
signal’s standard deviation at location v, σv,
βv = mσv
The fraction m of the standard deviation used in our experiments is set at unity.
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Figure 1: Ground truth image for the active region in the simulation of a Gaussian process
prediction of z-scores given a hypothetical behavioural measure (normalised between 0− 1).
To create a dependence of the fMRI signal on the behavioural score, two regions of
activity are defined where were turned on or off depending on the behavioural score.
These regions of ground truth activity are shown in figure 1 and referred to as region
A and B. The degree of added activity in each region was weighted depending on on
the normalised behavioural scores. More precisely, if voxel v is in region A, written as
δ (v ∈ A) where δ (·) is the indicator function, and the subject has the behaviour score
α then
βeff = αδ (v ∈ A)βv + (1− α)δ(v ∈ B)βv (26)
is the effective magnitude of the signal at v that is added to the base-line fMRI time
series. Thus, the degree of activity is gradually shifted with one ground truth region
(Region A) active at higher normalised behavioural scores and the other region at lower
scores.
3.1.2 Gaussian Process Regression
As mentioned above, the simulated image data was generated for N = 7 behavioural
scores, representing 7 subjects with unique neuro-psychological assessment values. For
each subject, a voxel-wise general linear model was fitted, resulting in parameter es-
timate βˆv for voxel location v. This estimate was subsequently converted to a z-score
and so the data is reduced to one z-score for each voxel. A voxel-wise Gaussian process
model, with squared-exponential plus noise covariance function, was then adapted to
the image features.
The GPs were evaluated at the unobserved factor values (0.4, 0.5, 0.6) to produce pos-
terior mean and variance images. E.g. at values around 0.5, see figure (2a), the model
suggests two active regions. However, the variance image, see figure (2b) also indicates
a high degree of uncertainty. This variance may be used to guide future fMRI exper-
iments. A confirmation of an actual measurement at factor value of 0.5, say, would
suggest a gradual change of cognitive function with behaviour, whilst a refutation sug-
gests a sudden transition of function.
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Figure 2: Simulation of a Gaussian process prediction of z-scores given a hypothetical be-
havioural measure (normalised between 0− 1).
3.2 Alzheimer’s Disease Data
3.2.1 Participants and fMRI procedures
We analysed data collected as part of an Alzheimer’s Disease study. Fifteen partic-
ipants, right handed, native English speakers (eight females; median age, 66 years,
MMSE scores 20, 22, 26 × 3, 27, 28 × 2, 29, 30 × 6) participated after giving informed
written consent. Ethics approval was provided by the Hammersmith Hospital research
ethics committee.
MRI data were obtained on a Philips (Best, The Netherlands) InteraTM 3.0 Tesla scan-
ner using dual gradients, a phased array head coil, and sensitivity encoding (SENSE)
with an undersampling factor of 2. Functional MR images were obtained using a T2∗-
weighted, gradient-echo, echoplanar imaging (EPI) sequence with whole-brain cover-
age (repetition time, 2.0s; acquisition time, 2.0s, echo time, 30ms; flip angle, 90◦).
Thirty-one axial slices with a slice thickness of 3.25mm and an interslice gap of 0.75
mm were acquired in ascending order (resolution, 2.19 × 2.19 × 4.0mm; field of view,
280× 224× 128mm). Quadratic shim gradients were used to correct for magnetic field
inhomogeneities within the anatomy of interest. T1-weighted whole-brain structural
images were obtained in all subjects. Stimuli were presented using E-Prime software
(Psychology Software Tools, Pittsburgh, PA) run on an IFIS-SA system (In-vivo Cor-
poration, Orlando, FL).
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3.2.2 fMRI Study Design
There were two conditions in a blocked design: reading of short sentences (read) and
observing false font strings (ff). In the read condition, subjects were required to silently
read simple short sentences (containing three words), such as leaves are green. Each
sentence was displayed for 2.25 seconds followed by another sentence. The acquisition
time for each volume was 2 seconds, so the stimuli were not time-locked to the acquisi-
tion onset. The block length was 45 seconds, allowing 19 sentences to be displayed per
block, as the first 2.25 seconds of each read block was an instruction screen displaying
the words please read silently. During ff trials, subjects observed a string of ff symbols
that were arranged in the same form as a three-word sentence, but did not have any
meaning, so semantic systems would not be activated during these trials. Again, each
ff string was displayed for 2.25 seconds and therefore, 19 strings were displayed during
one block of ff, and the instruction screen at the start of each block simply displayed
false font symbols to inform subjects of the change of task. There were 4 blocks of
read and 4 blocks of ff, alternating between the two. In total, subjects therefore saw 76
sentences. Following the scanning, there was a forced-choice recognition memory test
outside the scanner, in which subjects had 50% new and 50% old (previously seen in
the scanner) sentences. Subjects had to indicate whether they had seen the sentence
before (yes or no). The contrast of read with ff was therefore expected to identify
systems involved in semantic processing of verbal information and implicit encoding to
episodic memory.
3.2.3 Pre-processing
The high-resolution T1-structural image was skull stripped using the brain extraction
tool (BET) within FSL software (Smith et al., 2001) to compute the non-linear reg-
istration parameters into Montreal Neurological Institute (MNI) standard stereotactic
space using FNRIT (Andersson et al., 2008).
The EPI images were corrected for subject head motion using 6 parameter rigid-body
motion correction and performed with MCFLIRT (Jenkinson et al., 2002). The cor-
rected data was temporally high pass filtered (Gaussian-weighted LSF straight line
subtraction, with σ = 75.0s (Marchini and Ripley, 2000), spatially smoothed with a
Gaussian Kernel of 3mm FHWM, and masked of non-brain voxels using BET. Subse-
quently, a GLM analysis was performed to estimate the voxel-wise z-scores associated
with the linear model that fitted image intensities to stimulus sequence. It is these
voxel-wise z-scores together with the subjects’ MMSE scores that form, respectively,
the output and input variables of the Gaussian Process regression model.
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Figure 3: A number of predicted AD activation profiles for different regions in the brain.
3.2.4 Gaussian Process Regression
We first qualitatively inspected the predictions made by the GP and its ability to
extract a continuous profile of AD image phenotypes. Figure 3 shows a set of example
traces collected from various locations of the brain. The asterisks in the figure show
the observed voxel-specific z-scores at their respective MMSE scores. Also shown are
the predicted posterior mean activation profile and the predicted posterior variance
of the activation profile. The profiles show varying degrees of variability depending
on brain region the profile. Some profiles appear to show several peaks along the
MMSE axis while others show a delayed and gradual increase at the higher end of the
MMSE spectrum. Looking at the spatial distribution of predictions, Figure 4 shows the
changes predicted activation in the temporal lobe with equidistant increases in MMSE
scores, starting with MMSE value of 20 at top and finishing with MMSE value of 30
in the bottom row of the figure. Figure 4a shows the predicted mean activation while
figure 4b shows the predicted variance in the activation. Clearly visible is the increase
in activation spread and intensity. Also very clearly visible is an intermediate increase
in variance at MMSE (4th and 5th image row). These images correspond to images
at MMSE values that are not contained in the data set. Also, there is a tendency of
the variance to decrease with increasing MMSE. This effect is primarily due to the
increased quality of the images as patients become more similar to control subjects
(MMSE=30).
We subsequently investigated quantitatively the performance of the Gaussian Process
model with regard to the following questions:
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(a) The predictive mean (b) The predictive variance
Figure 4: Changes in temporal lobe activation with improving MMSE. Left: Predicted mean
activation; Right: Predicted activation variance.15
1. Is non-linear modelling using GPs indeed warranted or would a simpler and linear
model suffice?
2. Which brain areas are better modelled using a non-linear description of disease
progression?
3. What are the benefits of the GP model compared to traditional multi-level com-
parisons?
Figure 5: Posterior probability of in favour of a linear increase in activation with MMSE.
To assess which disease profile best described the progression of image phenotypes
with MMSE we trained trained two GPs models. The first uses a squared exponential
kernel that is capable of non-linear interpolation - see methods section. The second
GP uses a linear kernel (with added noise variance) designed to perform only linear
interpolation (Rasmussen and Williams, 2006). Both GPs were trained on identical sets
of images. Each GP measures of how well it fitted the data, also known as evidence
or marginal log-likelihood, was then extracted. The evidence for the GP with squared
exponential covariance function was −789 × 103 while the evidence of the GP with
linear covariance function was −903 × 103. This suggests a better fit for the GP with
squared exponential covariance function and, hence, for a nonlinear progression of image
characteristics with AD’s behavioural MMSE score. Scaled with relative to the number
of voxels in the image (32783) these evidence values mean that, per voxel, the squared
exponential kernel GP is about 3.5 times more probably than linear kernel GP.
The difference in evidence is that obtained from that of the entire brain model. However,
the evidence of the full brain model can be decomposed into independent and voxel-
wise contributions if the Markov random field is fixed at its best estimate. Hence, we
can ask the very interesting question as to where the non-linear interpolation model
outweighs the linear model? Figure 5 shows the posterior probability in favour of the
linear model. Bright/positive values here indicate evidence in favour of the simpler,
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linear model while darker/red values indicates a higher probability in favour of the
exponential covariance function GP.
The figure clearly shows an overwhelming tendency towards a nonlinear description of
the dependence of image features with MMSE. The largest evidence in favour of the
linear model is in the superior and middle temporal gyrus as well as in the occipital
regions. The evidence for the two models in the temporal lobe is −243 × 103 and
−505× 103, respectively for the squared exponential and linear GP. This suggest that
for the left temporal lobe in particular the non-linear model is still a better model.
However the evidence in favour of the model has dropped to a factor of only 2 per
voxel. Thus, the measured activity in the temporal lobe depends almost monotonically
with the MMSE scores.
Finally, we address the amount of information that is lost by traditional group-based
analysis of disease stages compared to a fully interpolating GP model. To be able to
use our GP models and mimic such a group comparison, the subjects was allocated
into three groups depending on their MMSE scores. Subjects with an MMSE score
below 26 may be regarded as suffering from AD and allocated a representative MMSE
score of 24 (5 Subjects were assigned this group). Subjects with MMSE between 27
and 29 were allocated a representative MMSE score of 27 (5 Subjects in this group).
Finally all subjects that scored an MMSE of 30 were part of the control group in the
original design(Dhanjal et al., 2010) and retained their MMSE score. The choice of
representative scores as guided by the requirement to be equidistant so that GPs were
blind to the absolute value of separation between groups.
We then measured the loss of information due to disease stage grouping by running a
leave-one-out cross-validation and to assess the prediction quality. Using the squared
exponential GP we have measured an average prediction likelihood of 94. This compares
to an average prediction likelihood of 150 for the group-GP. This difference suggests
a substantial loss of prediction quality that resulted from the grouping of the data.
Further evidence that this loss is due to binning into disease stages is shown in fig-
ure 6. Clearly visible is the deterioration of the performance of the discrete disease
stage model for subjects with greater distance from their representative groups. In
contrast, the full regression model describes the intermediate brain function better as
it interpolate between the disease states better having been provided with each subjects
own behavioural score.
4 Discussion
The main motivation for this research was the observation that numerous fMRI studies
into neurological disorders attempt to understand its finer structures using linear re-
gression models in which the explanatory variables are unnecessarily discretised. Often,
the sole reason for discretisation is that it allows the use of standard statistical analysis
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Figure 6: Dependence of model quality on distance to nearest disease stage representative
input values. The figure shows the goodness of fit for subject groups with increasing distances
from their representative MMSE group score. With only three support points, the discretised
model has no evidence to inform the interpolation between the disease stages and so predic-
tions are poor. By contrast, models trained without prior binning of the data have a much
greater number of support points. This allows the model estimate the disease profile and the
intermediate stages of the disease much better than a discrete disease stage model.
tools, such as ANOVA.
We have argued that there are a number of key problems associated with this modelling
approach. First and foremost, there is no explicit model of the disease process that
can describe the changes in neural function in between disease stages. This limitation
immediately restricts the amount of detail that can be uncovered. Second, this mod-
elling strategy places low limits in the number of explanatory variables that can be
explored due to the need to have sufficient number of measurements in each disease
group. Apart from restricting research to the investigation of few disease stages it is
also a very inefficient use of the information present in the data. Third, such case-
control comparisons approaches lack model-based predictions on the prognosis of the
disease. With no explicit model of the disease process no predictions can be made for
new cases. Consequently there are no means to verify the disease model or provide
vital reliability estimates, e.g. confidence intervals.
Our cross-validation experiments have shown that a continuous model of disease has a
better prediction accuracy than standard discrete model. This is to be expected since
the grouping of patient population based on MMSE scores destroys any information in
the data that could otherwise be used to describe the continuous progression of fMRI
features with MMSE. While group-based analysis of the patient population does not
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make any assumptions about the disease dynamics with respect to behavioural markers,
it also unable to make any statements about the disease profile. In contrast, Gaussian
process regression does make assumptions about the evolution of fMRI features with
MMSE. These assumptions, however, are very generic assumptions. Thus, Gaussian
process regression is least biased towards a choice of model while also being able to
make accurate predictions about unseen cases.
The Gaussian process regression assumptions may be true or false and, just like any
other model. Thus, they must be tested through repeated prediction and validation.
In our experiments we have tested two progression hypotheses: a linear increase of
z-scores with MMSE and a non-linear dependence of z-scores on MMSE. The linear
model Gaussian process regression resulted in worse model fit scores compared with
the squared exponential Gaussian process model - across the whole brain. A more
detailed examination showed that the non-linear model does not win outright and
that a linear model outperforms the non-linear regression model, for instance, in the
temporal lobe of the AD experiment. This suggests that temporal lobe activity mirrors
the performance on the memory tests and that ranking MMSE parallels ranking of
temporal lobe activation intensity. The evidence in favour of the non-linear regression
model, however, is wide-spread and overwhelming.
It might be argued that a bootstrap approach should have been used instead of a
leave-one out cross-validation. Despite the known bias of this simple form of resam-
pling it is, however, the only choice of resampling technique that is available to our
implementation. The reason is our method’s computational complexity. A full-brain
eave-one-out cross-validation for the 15 subjects in this study runs approximately 2
weeks on a desktop when implemented in Matlab.
A key feature of the model is that approach is reverse of previous use of GPs (Mar-
quand et al., 2009) and other kernel methods (Song et al., 2011). In these studies
low-dimensional behavioural data is regressed (or classified) onto a much higher di-
mensional image feature space. Thus, physical fMRI observations act as explanatory
variables, are assumed to be “controlled”, and used to decode the observed clinical char-
acteristics. Our model, by contrast regresses the high-dimensional image feature space
into behavioural data of much lower dimension, is designed to uncover the neurophysi-
ological differences associated with observed clinical characteristics. In the terminology
of (Friston et al., 2008), the majority of kernel based methods can be thought of as
“(disease) generative” models as they model the behavioural characteristics of neuronal
activity. By contrast, our model attempts to “encode” the brain activity and regards
the experimental variable as a cause, not a consequence.
The GP modelling scheme proposed here is naturally applicable whenever the ex-
planatory variables are continuous and the variance (kernel) function is assumed to
be smooth. However, the model is not restricted to such conditions and extensions to
GPs that account of other, say, categorical input conditions have been proposed (Shi
et al., 2007) and can be applied here, also. Basis function extensions to covariance
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regression models, for instance, can further reduce the requirements on the smoothness
of the variance functions (Hoff and Niu, 2011).
5 Summary and Possibilities for Improvement
To reflect the belief of continuous disease processes we have proposed improvements to
disease modelling using Gaussian process regression. Our approach features a relatively
unrestricted and high resolution description of disease processes, e.g. by models de-
scribing disease as a continuous spectrum of brain function. By abandoning traditional
and information-erosive data binning strategies our model uses all data directly and,
thus, makes data utilisation simpler and more efficient. Finally, a Bayesian description
of the disease processes provides full control over model improvement and verification
strategies, e.g. through provision of predictive distributions to support the design of
clinical studies.
Our experiments, so far, have been restricted to single input variables. This is far from
desirable but was required to achieve robust models in the presence of such small sample
sizes (N=15). Also, our focus has been on fMRI features only. Future work will focus on
modelling anatomical measures of AD based on a considerable larger set of behavioural
markers and population size. This work will not only serve to confirm the conclusions
drawn here, but also bring to the forefront an interesting yet unexplored feature of our
model. By determining region-by-region the set of relevant input variables we will be
able to ascertain within one model the best set of explanatory variables for each region
of the brain. To the best of our knowledge, models with input dependent regional
relevance determination have not yet been developed for (f)MRI applications.
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