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Abstract
We compare equilibrium probability distributions obtained from Monte
Carlo simulations for different spin exchange dynamics with the exact
Boltzmann distribution for the fixed magnetization Ising model on small
lattices. We present simple arguments and numerical evidence in order
to show that ”efficient” Kawasaki exchange does not lead to Boltzmann
equilibrium distributions and that nearest-neighbour equal spin-exchange
must be considered. Arbitrary distance opposite spin interchange is in-
dicated as an alternative to obtaining the full phase diagram with phase
separation.
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Equilibrium properties under phase separation are a problem of current in-
terest, both in simple[1] and complex solutions, such as polymer mixtures[2],
microemulsions[3] or different types of solutions of amphiphile molecules in wa-
ter which present liquid crystal phases or local structure such as micelles, vesicles
and membranes[4]. Coexistence in simple solutions is analogous to the problem
of liquid - gas coexistence and obtaining full concentration-temperature phase
diagrams is still a subject of discussion in the literature[5]. As to complex so-
lutions, even very simple lattice model systems which include finite multi-site
molecules[2][6] have no analytical solution beyond Flory mean- field[7] and sim-
ulations have been one of the main tools of investigation[8]. In solutions of
amphiphilic molecules or copolymers one is not only interested in describing the
thermodynamic phase diagram, but one also wishes to obtain the morphology
of the different phases or microphases. In fact, one is often not sure whether dif-
ferent morphologies represent different phases. For this reason, simulations are
most often carried out at constant concentration, that is, in the canonical, rather
than in the grand- canonical ensemble[9]. To obtain the equilibrium structures
one must deal with the long time relaxation problem of nucleation and growth,
an object of innumerous studies in the case of simple liquids[10]. We therefore
found it adequate to explore the limitations of constant-density simulations[11]
in relation to equilibrium properties in the critical and phase separating region.
In order to be able to compare simulation and analytical results, although our
interest lies in complex solutions, we chose to study the case of the Ising model
at constant magnetization (or, equivalently, the lattice gas model at constant
density), which corresponds to fixed relative concentrations of a model mix-
ture of molecules of the same size. This model has been studied often enough
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in order to obtain growth behaviour[10] and, more recently, critical dynamic
exponents[12], but we found very little reference to recent studies of its equilib-
rium properties[15]. In order to be able to compare with analytical results, we
focus attention on the two-dimensional case and equal relative concentrations,
the equivalent of the magnetic model at zero field . The well-known Kawasaki
spin exchange model[14], originally formulated as a kinetic model associated to
a master equation, is the appropriate tool for the case. To our surprise, we
found out that a straight-forward application of the spin-exchange algorithm in
the form suggested by the main text-books on simulations[15] results in non-
Boltzmann equilibrium distributions. The necessary search for efficiency in sim-
ulations of the spin exchange dynamics, has lead, among others[16], to the idea
of selecting opposite pairs of spins in order to save computer time[17]. However,
this time-saving procedure in the choice of trial exchange moves does not ful-
fill the detailed balance condition and therefore produces incorrect equilibrium
distributions[18] , as we show below.
Kawasaki dynamics in simulations is presented in textbooks[14] as an algo-
rithm in which one must find a pair of opposite sign nearest neighbours and try
to exchange them according to some detailed balance criterion, for example, the
Metropolis prescription[19]. Exchanging spins of the same sign does not alter
the configuration and would apparently mean a waste of time. The difficulty
in obtaining convergence of the thermodynamic properties of the model in the
large L limit to the known analytic forms lead us to compare equilibrium prop-
erties of the model obtained through different procedures for the trial moves.
As long as one is not interested in dynamic properties[10], the choice of kinetic
model should be irrelevant. We have applied different density conserving algo-
rithms to the zero magnetization Ising model on a square lattice. Three of them
are presented in this paper: (i) interchange of nearest neighbours selected ran-
domly among pairs of unlike spins, (ii) exchange of nearest neighbours selected
randomly, independently of sign (this includes moves which do not alter the
configuration of spins) and (iii) interchange of spins selected randomly among
pairs of unlike spins, but independently of distance. These three procedures
lead to the distribution curves for the spin configurations shown in fig 1, where
the exact Boltzmann distribution is also shown, since it is easily calculated for
such small lattice (L = 4). The striking fact is that method (i) leads to a non-
Boltzmann equilibrium distribution. The reason for this result is, as a matter
of fact, quite simple, as we try to illustrate below.
Consider the configuration (a) of fig 2 for an L = 5 lattice. According to
the nearest neighbour opposite spin exchange algorithm, the probability that it
turns into configuration (b) during the simulation is 16e
−β∆E, because there are
six pairs of opposite sign, whereas the probability that configuration (b) turns
back into (a) is 18 , since there are now eight pairs of opposite sign. This does
obviously not satisfy detailed balance. It is easy to think of other examples for
which a bias towards higher energy configurations is present.
On the other hand, the same figs show that detailed balance will be obeyed
2
if one exchanges nearest neighbours independently of sign, or random dis-
tance pairs of opposite sign. The probabilities are, respectively, 150e
−β∆E and
1
46e
−β∆E for process a → b and 150 and
1
46 for b → a. This explanation for
our result is apparently obvious, but we found no reference whatsoever to this
problem in the literature[20].
One might hope that the distortion would be smaller for larger lattices. To
show that this is not the case, we compare energy distributions obtained from the
different algorithms for L = 10 and L = 4 in fig 3. The Boltzmann probability
distribution has not been calculated in the first case, but the comparison of the
three algorithms is clear. In the case of the opposite pair exchange, the curve
is slightly distorted at the edges for L = 4, whereas for L = 10 the whole curve
is shifted towards higher energy values.
The effect of the distortion of the equilibrium distribution on thermodynamic
quantities is quite drastic. To exemplify, we show this in relation to energy
and specific heat in figs 4 and 5. Since procedures (i) and (ii) involve long
relaxation and correlation times, much longer runs are needed in these cases, in
relation to case (iii), as indicated in the figure captions. Fig 6 shows that proper
care was taken in order to assure that these effects were taken into account.
It is quite clear from figs 4 and 5, that while convergence to the expected
behaviour of an infinite lattice is achieved in the case of algorithms (ii) and
(iii), the first algorithm would indicate a much smaller transition temperature,
as a consequence of the fact that those transition probabilities make ”higher
temperature configurations” more probable.
Perhaps one should recover the original formulation of Metropolis and cowor-
kers[19], in which the transition probability is written as a product of two fac-
tors: the a priori probability which links two states a and b, which depends on
the choice of movement one uses for the updates, and the exponential factor
eβ(Eb−Ea). For simulations in liquids, this is the usual prescription[21]. For
spin systems, however, different updating procedures are of current use, with
no check on the full transition probability.
We have presented results for the critical case, for clearness of argument.
However, the short relaxation and correlation times presented by the random
distance exchange point to the possibility of obtaining the full phase coexistence
diagram from the specific heat peak [22], using finite size analysis, with small
numerical cost. It thus stands as an alternative to other methods proposed in
the literature[11].
Acknowledgments. We acknowledge support by Fundac¸a˜o de Amparo a`
Pesquisa do Estado de Sa˜o Paulo (FAPESP).
References
[1] A. Kumar, H.R. Krishnamurthy and E.S.R. Gopal, Phys. Rep. 8, 58 (1983).
3
[2] F.S.Bates, Science 251, 898 (1991) and references therein.
[3] B. Widom, J. Chem. Phys. 84, 6943 (1986).
[4] Y. Chevalier e T. Zemb, Rep. Prog. Phys. 53, 279 (1990); ”Physics of Am-
phiphiles: Micelles, Vesicles and Microemulsions”, edited by V. Degiorgio
and M. Corti (North Holland, Amsterdam, 1985).
[5] M. Rovere, D. W. Heermann and K. Binder, J. Phys: Condens. Matter 2,
7009 (1990); K.K. Mon and K. Binder, J. Chem. Phys. 96, 6989 (1992).
[6] T. L. Hill,”An Introduction to Statistical Thermodynamics”, Dover Publi-
cations, NY, 1960,1986, ch. 21.
[7] P.J. Flory, ”Principles of Polymer Chemistry”, Cornell Univ. Press, Ithaca,
NY, 1953.
[8] R. G. Larson, L.E. Scriven and H.T. Davies, J. Chem. Phys. 83, 2411
(1985); R. G. Larson, Ibid 89, 1642 (1988); 91, 2479 (1989); 96, 7904 (1992);
D. Stauffer, N. Jan and R. B. Pandey, Physica A 1984, 401 (1993); A. T.
Bernardes, V. B. Henriques e P.M. Bisch, J. Chem. Phys 100, 645 (1994);
M.Milik, J.Skolnick and A.Kolinsky, J. Phys. Chem. 96, 4015 (1992); Y.
Rouault, J. Baschnagel and K. Binder, J. Stat. Phys. 80, 1009 (1995).
[9] For spin-type models the grand-canonical ensemble is very useful, since
particles may change their identities (see, for example, F.Schmid and M.
Schick, Phys.Rev.E 49, 494 (1994), but if one is interested not only in
the interface properties, then multi-site molecules must be considered, for
which exchange of identities (H.P.Deutsch, J. Stat. Phys. 67, 1039 (1992))
works only in special circumstances, otherwise one has to deal with the
slow diffusion of the polymers.
[10] P.S. Sahni, G. Dee, J.D. Gunton, M. Phani and J.L. Lebowitz, Phys. Rev.
B24, 410 (1981); D. Huse, Phys. Rev. B 34, 7845 (1986); A.B. Bortz, M.H.
Kalos, J.L. Lebowitz and M.A. Zendejas, Phys. Rev. B10, 535 (1974); M.
Rao, M. H. Kalos, J. L.Lebowitz and J. Marro, Phys. Rev. B13, 4328
(1976); A. Sun, J.L. Lebowitz, J. Marro and M.H. Kalos, Phys. Rev. B15,
3014 (1977).
[11] We could not find any reference study in relation to such simulations such
as D. Landau’s (Phys. Rev. B13, 2997 (1976)) for spin flip dynamics.
[12] L. L. Moseley, P.W. Gibbs and N. Jan, J. Stat. Phys. 67, 813 (1992); P.
Tamayo and W. Klein, Phys. Rev. Lett 63, 2757 (1989).
[13] J.L.Lebowitz , J. Marro and M.H. Kalos,Acta Metall 30, 297 (1982).
4
[14] K. Kawasaki, in ”Phase Transitions and Critical Phenomena”, ed. by C.
Domb and M.S.Green (Academic Press, NY), vol.2 (1972).
[15] H. Gould and J. Tobochnik, ”An Introduction to Computer Simulation
Methods”, Addison-Wesley 1988, p. 556; K. Binder and D. W. Heer-
mann, ”Monte Carlo simulations in Statistical Physics, An Introduction”,
Springer-Verlag, Berlin (1988), pgs. 25 and 112; D. W. Heermann, ”Com-
puter Simulation Methods in Theoretical Physics”, Springer- Verlag, Berlin,
2nd ed. (1988).
[16] M.Q. Zhang, J. Stat. Phys. 56, 939 (1989); J.G. Amar, F.E. Sullivan and
R.D. Mountain, Phys. Rev. B37, 196 (1988).
[17] A. Sadik, J. Comp. Phys. 55, 387 (1984).
[18] The effect of different efficient updating procedures on growth behaviour
was studied for Glauber dynamics by E. T. Gawlinsky, M. Grant, J.D. Gun-
ton and K. Kaski, Phys. Rev. B31, 281 (1985), and for Kawasaki dynamics
by W. Schleier, G. Besold and K. Heinz, J. Stat. Phys. 66, 1101 (1992).
[19] N. Metropolis, A.W. Rosenbluth, M.N. Rosenbluth, A.H. Teller and E.
Teller, J. Chem. Phys. 96, 1087 (1953).
[20] In the general case, detailed balance will not be obeyed if the number of
opposite pairs changes after the transition. The algorithm could be turned
correct if one would multiply the Metropolis weight factor by the ratio of
the number of bonds for energy raising transitions.
[21] M.P.Allen and D.J. Tildesly, ”Computer Simulation of Liquids”, Oxford,
1987, p.118.
[22] C.S. Shida and V.B. Henriques, in preparation.
5
Figure Captions
Fig 1. For L = 4 there are 12870 spin configurations compatible with the
zero magnetization thermodynamic state. The figure shows the probability
distribution for the different configurations (arbitrarily numbered) at t = 1.9
(t = kT/J) according to (a) the Boltzmann distribution, (b) opposite nearest
neighbour pair exchange, (c) nearest neighbour pair exchange, independently
of sign and (d) opposite pair exchange at random distance. The figure illus-
trates the fact that opposite spin exchange (case b) does not lead to the correct
distribution.
Fig 2. Two possible configurations of a fixed magnetization state for L = 5.
If only opposite pairs are considered for exchange, transition a → b will be
selected for a trial move with probability 16 , while transition b → a will be
selected with probability 18 .
Fig 3. Energy probability distribution for (a) L = 10 and (b) L = 4 for
the reduced temperature t = 1.9. (∆) nn opposite pair exchange, (∇) nn pair
exchange independent of sign and (✷) random distance opposite pair exchange
results are presented in both figures. Boltzmann distribution values (©) are
also presented for L = 4 in fig (b). Typically, 106 MC steps were used for
the nearest neighbour exchange simulations and 105 MC steps for the random
distance algorithm.
Fig 4. Energy per spin as a function of temperature for (a) L = 80 and (b)
L = 10. Cases (ii) and (iii) (see text) coincide, whereas case (i) would indicate
a systematically larger average energy.
Fig 5. Specific heat as a function of temperature for different lattice sizes
(a) for opposite nn exchange and (b) for random distance opposite exchange.
Typical runs are as in Figs 3 and 4. The exact transition temperature (t = 2.27)
is also indicated.
Fig 6. Energy as a function of time (in units of MC steps) for the L = 80
lattice (a) from the nn opposite exchange algorithm for t = 1.95 and (b) from
the random distance algorithm for t = 2.2. These temperatures were chosen in
the region of large fluctuations, which differ for the two algorithms. The figure
shows that relaxation times (from an initial disordered microstate) are of order
15×104 for the first case and 5×103 for the random distance case. Correlation
times are respectively of order 103 and 10 (not shown in the figure).
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