We present an improved coupling technique for analyzing the mixing time of Markov chains. Using our technique, we simplify and extend previous results for sampling colorings and independent sets. Our approach uses properties of the stationary distribution to avoid worst-case configurations which arise in the traditional approach.
Introduction
The coupling method is an elementary yet powerftll technique for bounding the rate of convergence of' a Markov chain to its stationary distribution.
Traditionally, the coupling technique has been a standard tool in Probability Theory (e.g., [5, 1, 17] ) and Statistical Physics (e.g., [18] ).
More recently, it has yielded significant results in Theoretical Computer Science [13, 4, 21, 6, 19, 11, 12] . We refine the coupling method, and as a consequence, improve and simplify recent results on randomly sampling colorings and weighted independent sets.
Consider a Markov chain on a finite state space ~, that has a unique stationary distribution 7r. A 
T_>
Then IlXr --<ITv --< a"
Our first coupling with stationarity theorem does not require every pair of states to be distance decreasing.
Instead, we only require that most states x be distancedecreasing with every y. Then IIXT -H~v -< a-
We will apply Theorem 1.2 to improve results on randomly sampling colorings, see Section 1.1. Theorem 1.2 is proved in Section 3.
If we only require that most pairs of states be distance-decreasing, we can prove rapid mixing under the additional assumption that the initial distribution is a "warm start," as defined by Kannan, Lovasz, and Simonovitz [16] for random walks in convex bodies. A distribution Xo on 9t is said to be a warm start (with respect to 7r) if:
for allzef~, Pr(X0=z) <2re(z).
Our second coupling with stationarity theorem only requires the distance-decreasing property for pairs (x, y) E S x S, rather than S x 12. 
We will apply Theorem 1.3 to improve results on randomly sampling independent sets (see Section 1.2). Theorem 1.3 is proved in Section 3.
Randomly Sampling Colorings
For a graph G = (V,E) with maximum degree A, the Glauber dynamics (heat-bath) is a simple Markov chain whose stationary distribution is uniformly distributed over proper k-colorings of G. Let ~ = [k] V where [k] = {1,2,... ,k}. From Xt E ~2, the evolution Xt ~ Xt+l is defined as follows:
• Choose v uniformly at random from V.
• For all w ¢ v, set Xt+l(W ) = Xt(w ).
is the set of neighbors of v. In words, the new color for v is randomly chosen from those colors not appearing on the neighborhood of v.
The latest results on randomly sampling colorings, beginning with Dyer and Frieze [6] , use the following "burn-in" method for the analysis of the Glauber dynamics. After the Markov chain evolves for a sufficient number of steps, the so-called burn-in period, the coloring has certain "local uniformity" properties with high probability. Moreover, these properties persist for a polynomial number of steps. Consequently, to prove rapid mixing it suffices to prove there is a distance-decreasing coupling for every pair of states satisfying the local uniformity properties. Earlier works, e.g., Jerrum's result [13] , analyze the worst-case pair of states, and hence rely upon Theorem 1.1. Using the burn-in approach led to many significant improvements [6, 19, 11, 12] since it avoids the worst-case pair of states in the coupling analysis.
Proving that the local uniformity properties appear for the Glauber dynamics is very difficult. Roughly speaking, vertex colors are not independent, and their correlation has to be bounded. Dyer and Frieze [6] and Molloy [19] used the method of "paths of disagreement". Hayes [11] used a more sophisticated method of "conditional independence". As a by-product of these results, it follows immediately that a uniformly random coloring has the local uniformity property with high probability.
Directly proving that a uniformly random coloring has these local uniformity properties is much easier than for colorings generated by the Glauber dynamics. Our upcoming Theorem 1.4 highlights this simplicity. By "coupling with stationarity," (Theorem 1.2), we are able to improve the main result of [11] with considerably less work than the original. Earlier versions of Tlmorem 1.4 appeared in [6] and [11] . Both needed higher girth (f~(logA) and > 5 respectively) and had considerably more difficult proofs. The proof of Theorem 1.4 is presented in Section 2.
Hayes and Vigoda [12] have proved O(n log n) mixing time for k > (1 +c)A for all c > 0, assuming A = ft(logn) and girth > 9. Recently, Dyer, Frieze, Hayes and Vigoda [7] reduced the condition on A to a sufficiently large constant, assuming k/A > 1.489... and girth _> 6.
Our results for graph colorings are syntactically similar to recent work by Goldberg, Martin and Patterson [10] , who also examine k-colorings of triangle-fl'ee graphs for k/A > 1.763 .... Their focus is proving, for random colorings, that correlation between the colors assigned to two vertices decays exponentially fast with the distance between the pair. More precisely, they are proving a variant of a so-called strong spatial mixing property holds. For amenable graphs, strong spatial mixing is closely related to rapid mixing of the Glauber dynamics (c.f. Dyer, Sinclair, Vigoda and Weitz [9] ).
They prove their version of strong spatial mixing holds for every triangle-fl'ee graph for k,/zX > 1.763... for all A. Their proof and our proof utilize similar local uniformity properties of the stationary distribution. However, in their setting it suffices for the properties to hold in expectation, whereas in the analysis of the dynamics it appears essential for the properties to hold with high probability. Contrasting our results and proofs with theirs highlights the differences between strong spatial mixing and rapid mixing of the Glauber dynamics for general graphs.
Randomly Sampling Independent Sets
Given a graph G = (V, E) and a fugacity A > 0, the hard-core lattice gas model (see [2] ) is defined on the set ft of independent sets of G. The weight of X C V where X E f~ is
We are interested in sampling fl'om the (Boltzmann) Gibbs distribution rr on fl where rr(X) = w(X)/Z and z = z(c, = XEfl is the partition function.
As with colorings, the Glauber dynamics for the hard-core model updates a random vertex at each step. From Xt E ft, the transition Xt --~ Xt+l is defined by:
• Choose a vertex v uniformly at random fl'om V.
• Set
It is cleat' that the Glauber dynamics is reversible and ergodic, and the unique stationary distribution is 7r.
The latest result for general graphs is O(nlogn) mixing time for A < 2/(A -2) by Vigoda [22] . It is widely believed the chain mixes rapidly for all
Applying Theorem 1.3 we prove there exists an efficient algorithm which reaches the above threshold for largedegree regular graphs with girth at least 6. To guarantee the warm start condition, we use a simulated annealing algorithm similar to Jerrmn, Sinclair and Vigoda's algorithm for estimating the permanent [14] . THEOREM 1.5. Lets > O, let G be a A-regular graph on n vertices having girth at least 6, where A = ~(log n), and let )~ < (1 -s)e/A. There is an algorithm which outputs a random independent set of G within variation distance 1/n 4 of the Gibbs distribution at fugacity A, with running time polynomial in n. Theorem 1.5 is proved in Section 4. The degree restriction prevents us fi'om boosting the above sampling scheme to arbitrary close distances to the stationary distribution, and also from applying the standard reduction from approxinmting the partition function to sampling from the Gibbs distribution. However, for bipartite graphs, using our approximate sampler with liraited precision, we can Construct an approximate counter with limited precision-see Remark 4.1 in Section 4.
Sampling Colorings
2.1 Dyer and Frieze's local uniformity property First, we observe the following easy property of the uniform distribution on k-colorings. Throughout, we will use the notation
to denote the set of available colors for a vertex v under a k-coloring X (here N(v) := {w E V I w N v} denotes the set of neighbors of vertex v). LEMMA 2.1. Let G = (V,E) be a triangle-flee gruph with maximum degree A. For every 5 > O, there ezists C > 0 such that, whenever k _> max{A + 2/5, Clogn}, then for a random k-coloring X,
where Xj,~, is the indicator variable for the event {x(w) = j}.
Henceforth, we condition on the values of X on V \ N(v). Denote i~his conditiomfl information by T.
Given 5 c, since there are no edges between vertices in
In particular this implies that, for each j, the random variables Xj,w are fully indet)endent, and hence
Since the colors X(w), w E N(v) are fully iadependent, and IA(X, v)l is a Lipschitz function of these col- [11] .
Most Colorings are Distance-Decreasing
We now present a simple sufficient condition for a pair of colorings to be distance-decreasing. We use Jerrum's one-step coupling of the Glauber dynamics on k-colorings, see [13] . Each chain chooses the same vertex to recolor at every step. We then maximize the probability the chains choose the stone new color for the updated vertex. Under this coupling, it suffices for one of the chains to have the local uniformity property considered in Lemma 2.1.
Then for every Y C ft, (X,Y) is 5/n distancedecreasing.
Proof. We need to prove, for every Y cft, We now bound the probability the chains recolor v to a different color in the two chains, 
< Pr ((3v e V) IA(X,'v)I < k(exp(-A/k) -'5)) < 1In 2,
The result follows by Theorem 1.2, since diam(ft) = n. 3 
Coupling with Stationarity
In this section, we will prove our Coupling with Stationarity Theorems (Theorem 1.2 and Theorem 1.3). These will follow as corollaries of the following more general theorem about couplings which "usually" decrease distances. For an event G, let 1 G denote the indicator variable whose value is 1 if G occurs and 0 otherwise. And, for all t _> 0, from (3.2), it follows by induction that, initial states X0, Y0. Note that, for every t >_ 0, Yt is distributed according to 7r, and so, since every element of f~ x S is e distance-decreasing, Pr ((Xt, Yt) is not e distance-decreasing) < Pr (Yt ~ S) = Let T' = [ln(32diam(f~))/c]. We first show that after T' steps, we are within distance 1/8 of stationarity. Then the standard boosting argmnent implies that after "T = T'[ln(1/5)] steps, we are within distance 5 of stationarity.
Applying Theorem 3.1, and noting again that Since there always exists a T'-step coupling which achieves the variation distance, the above can be boosted as follows (see [1] ). We consider the T-step coupling generated by concatenating this T'-step coupling stationarity that Yt is distributed according to 7r for all _< ((1 -¢)t + 5(1 -(1 -c)t)/¢) diam(~) t > 0. We observe further that Xt is a warm start for all < ((1 -~)t + 5/~) diam(ft), t > 0, since, assuming Xt-1 is a warm start, we have,
for every x E ~t,
Since every element of follows that
Since p is integer-valued, we obtain the desired conclusion by Markov's inequality:
We now present the proofs of our Coupling with Stationarity Theorems.
Proof. [ We first present the algorithm of Theorem 1.5, which utilizes Lemma 4.1. We then present the proof of Lemma 4.1, with the proofs of two technical lemmas omitted due to lack of space. Simulated Annealing Algorithm Let A = (1-~)e/A, where ~ > 0 is given. Let k = 3nlog(nA), )q = 1/3n and, for 2 < i < k, let Ai = Ai-17 where = (1 + 1/3n). Let #i denote the Gibbs distribution at fugacity Ai, and let Zi denote the corresponding partition function, : E 4 °'. crC~ We use the following simulated annealing algorithm. The algorithm consists of k rounds, where in each round we run the Gtauber dynamics at fllgacity Ai for T = ~('n log n) steps. In the initial round, we use the empty set as the starting state for the Markov chain. For later rounds, we use the final set from the dynamics in round i-1 as the initial set for the dynamics in round i. Let X be the final set from round k.
We now prove that X is within variation distance 1In 4 of the Gibbs distribution at fugacity A.
Analysis of the Independent Sets Algorithm
We will use the following easy corollary of Lemma 4.1 COROLLARY 4.1. Let g > O, let G be a A-regular graph on n vertices having girth at least 6, where A = ~(logn), and let A _< (1 -c)e/A. Suppose IZ is a waTrn start to rr. Then, for any initial distribution Xo, We now analyze the algorithm presented in the previous section.
Proof. [Proof of Theorem 1.5] Define #0 to be the distribution which is the empty set with probability one. The corresponding partition function is Z0 = 1. We can bound the partition function for #~ by = (1 + < 3/2.
aE~ 0<i<n
Therefore, #0 is awarm start for Pl. For/> 1, it is clear that Zi < Zi+l and we can easily bound their ratio:
Thus, for all i > 0, tile distribution #i is a warm-start for #i+1.
Let i _> 1. Assume the input of round i is within variation distance i/n 6 of Pi-a. By Corollary 4.1, the output of round i is within variation distance (i + 1)/n 6 of #i. Thus, after k rounds we have a sample within variation distance k/n 6 of the Gibbs distribution at the desired fugacity A. REMARK 4.1. For bipartite graphs, our approximate sampler gives an approximation algorithm to the partition function within a relative approximation factor (1 • 1/poly(n) ). This utilizes the fact that any regular bipartite graph contains a perfect matching. We then apply the standard reduction from counting to sampling. In particular, we write the partition function of G = (V, E) as a telescoping product
where Gi = (V, Ei), Eo = E and Ei --Ei-1 \el for some ei C Ei-1. Note that Z(GiEi,A ) = (1 + A )~. We approximate each term Z(Gi-i,A)/Z(Gi, A) by sampling firm the Gibbs distribution for Gi at fugacity )~. By successively removing perfect matchings we can ensure the graphs are (nearly)-regular and Theorem 1.5 applies assuming the degree of Gi is sufficiently lawe. And, once we have removed at most eAn edges, the result of [22] implies an efficient sampling scheme.
Local Uniformity
To complete the proof of Theorem 1.5, it remains to prove Lemma 4.1.
We will assume throughout that G is a A-regular graph. Intuitively, vertices of lower degree should only help us, because disagreements at low-degree vertices are comparatively less likely to spread. However, we need to assume regularity in order to prove our local uniformity result, which we now state.
For an independent set X C V and vertex v, let
denote the set of unblocked neighbors of v. This immediately implies the following. 
Pr((3v•V) U(X,v)~(p±5)A) < 1/n 1°.
The proof of Lemma 4.2 will depend on the following two lemmas, whose proofs we omit due to lack of space. We refer the reader to the full version of this paper for the proofs of these two technical lemmas. The first lemma is a "bootstrapping" result for locally uniform properties of a random graph.
We will use the following notational conventions. 
The next lemma is a technical result on convergence of iterated applications of the function x ~ exp(-Cx), for C E [1,el. It says that, even allowing small adversarial perturbations after each step, the sequence eventually approaches the unique fixed point for the function. The assumption C _> 1 'is just a convenience for our proof; a similar result holds for all C c [0, el. I'n sharp contrast, for C > e, the unique fixed point ]br x H exp(-Cx) is unstable, and from any other starting point the sequence approaches a fixed cycle of period 2 (also unique).
We are now ready to present the proof of Lemma 4.2.
Proof. [Proof of Lemma 4.2]
Since the conclusion is trivial for 5 > 1, assume 5 < 1, and so 0 < 1/1600. 
E(IU(X,v)I I X \ &(v))
E ~i=lexp(-AIU(X, wi)l) iOA/2 ifv~X.
Since the girth is at least 6, there are no edges between vertices in S2(v). Hence, conditioned on X \ S2(v), the random variables Y~ are fully independent. It follows by Chernoff's bound that We omit the proofs of the technical lemmas 4.3 and 4.4, due to lack of space. We refer the reader to the full version of this paper.
