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Abstrakt
Rostoucı´ trend zpracova´nı´ velke´ho mnozˇstvı´ dat vede k distribuci za´teˇzˇe na vı´ce vy´pocˇet-
nı´ch uzlu˚ a vzniku sˇka´lovatelny´ch distribuovany´ch datovy´ch struktur - SDDS. Rozlozˇenı´
dat umozˇnˇuje jejich paralelnı´ zpracova´nı´, zvy´sˇenı´ propustnosti a duplicita dat mezi uzly
mu˚zˇe zajistit dostupnost prˇi selha´nı´. Teˇchto vlastnostı´ je trˇeba u aplikacı´ s du˚razem na
dostupnost a s velky´m pocˇtem klientu˚.
V pra´ci uva´dı´me shrnutı´ vlastnostı´ jednotlivy´ch SDDS s popisem distribuce a rozlozˇenı´
dat mezi uzly. Uvedene´ struktury lze rozdeˇlit podle pouzˇite´ho konceptu distribuce na
linea´rneˇ hashovane´ a stromove´ datove´ struktury.
V ra´mci vy´voje navrhujeme podle pravidel dodrzˇovany´ch SDDS vlastnı´ koncept se zpu˚-
sobem distribuce a rozlozˇenı´ pohledu na data. Cely´ koncept je implementova´n v jazyce
C++. Serializaci vola´nı´ metod a komunikaci jsme zpocˇa´tku chteˇli prˇevzı´t z verˇejneˇ do-
stupny´ch API knihoven. Na´sledneˇ jsme se vsˇak rozhodli pro vlastnı´ implementaci. Na-
vrhli a implementovali jsme metodu vzda´lene´ho vola´nı´ metod za pomoci dvou prˇı´kazu˚
Command a ResultSet. Sı´t’ovou komunikaci testujeme na TCP a UDP protokolech. Datove´
struktury R-strom a B-strom k testu˚m byly doda´ny z databa´zove´ho syste´mu QuickDB[24]
implementovane´ho skupinou databa´zove´ syste´my z katedry Informatiky. Implementace
s sebou prˇinesla i mnoho proble´mu˚ a ru˚zny´ch rˇesˇenı´ spolecˇneˇ s testy (serializaci prˇı´stupu,
sı´t’ove´ prostrˇedı´, vla´kna).
Vy´sledkem implementace je aplikace vı´cevla´knove´ho serveru a klienta s mozˇnostı´ vy-
uzˇitı´ pro ru˚zne´ datove´ struktury. Rea´lne´ pouzˇitı´ nasˇla aplikace v projektu SGS Detekce
plagiovany´ch dokumentu˚. Prˇı´stup k aplikaci zajisˇt’uje webovy´ klient v ASP.NET. Testy
sı´t’ove´ komunikace na´m uka´zaly omezenı´ v propustnosti rea´lne´ sı´teˇ.
Na za´veˇr jsme provedli testy vznikle´ aplikace DDS a embedded rˇesˇenı´ pro B-strom a R-
strom. Bohuzˇel se v testech projevil vliv virtualizace prostrˇedı´ a nedostatek hardwaro-
vy´ch prostrˇedku˚. Nedosa´hli jsme prˇedpokla´dany´ch na´sobku˚ propustnosti prˇi replikaci
dat. I prˇes tyto nesna´ze jsou vy´sledky zajı´mave´. Prˇi vkla´da´nı´ se projevilo snı´zˇenı´ pro-
pustnosti s rostoucı´ replikacı´ dat. Vy´sledky bodovy´ch dotazu˚ pouka´zaly na u´meˇrny´ ru˚st
propustnosti s pocˇtem replikacı´ a rozsahove´ dotazy se cˇa´stecˇneˇ prˇiblı´zˇily propustnosti
embedded rˇesˇenı´.
Klı´cˇova´ slova: linea´rnı´ hash, stromove´ datove´ struktury, distribuovane´ datove´ struktury,
masivneˇ paralelnı´ zpracova´nı´ dat, R-strom, B-strom
Abstract
The growing trend of processing large amounts of data leads to the distribution load
among multiple nodes and creation of scalable distributed data structures - SDDS. The
distribution of data allows parallel processing, increase throughput and duplication data
between nodes can ensure availability in the case of failure. These properties are necessary
for applications with an emphasis on accessibility and a large number of clients.
In this work we present the summary of each SDDS with a description of the distribution
and data decomposition between nodes. These structures can be divided according to the
concept used for linear hash and tree data structures.
Development suggested the rules and we followed them to create own concepts SDDS.
Decomposition and the distribution of view on the data, we propose own solution. The
whole concept is implement in the C++ language. Serializing a call method and commu-
nication we want take from publicly available API libraries. Then we decided for their
own implementation. We have designed and implemented a method for remote method
calls using two commands Command and ResultSet. Testing communication on TCP and
UDP protocols. Data structures like R-tree and B-tree for testing were supplied. Imple-
mentation has also brought many problems and different solutions together with tests
(serializing access, network environment, threads).
The result of the implementation is a multi-threaded server application and client enable
to use various data structures. The real utilization found the application in to the project
SGS Detection plagiarism documents. Access to the application provides a web client in
ASP.NET. Tests of the network communication have shown us bandwidth constraints in
a real network.
Finally, we conducted tests of SDDS and embedded solutions for the B-tree and R-tree.
Unfortunately, demonstrated in tests virtualization environment and lack of hardware
resources. We did not achieve the expected throughput with scalable data replication.
Despite these difficulties the results are interesting. When inserting data we decreases
permeability with increase data replication. Results of the point queries referred to the
proportional grow throughput with the numbers of data duplicity and the range querys
are quite approximate to throughput embedded solutions.
Keywords: Linear hash, Tree data structures, Distributed data structures, Massive par-
allel data management, R-tree, B-tree
Seznam pouzˇity´ch zkratek a symbolu˚
BATON – balanced tree overlay network
CPU – central processing unit
CRC – cyclic redundancy check
DH – distributed hashing
DDH – distributed dynamic hashing
DLH – dynamic linear hashing
DFS – distibuted file system
DAC – disk access cost
ECC – erasure correcting codes
GFS – Google file system
GF – Galois field
IAM – image adjustment message
IP – internet protocol
LH – linear hash
MTU – maximum transmission unit
MBR – minimum bounding rectangle
OID – object identification
RAM – random access memory
RPC – remote procedure call
RS – Reed-Solomon
SDDS – scalable distributed data structure
TCP – transmission control protocol
UDP – user datagram protocol
VPN – virtual private network
VLAN – virtual local area network
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91 U´vod
Tento text pojedna´va´ o distribuovany´ch datovy´ch struktura´ch (DDS), zpu˚sobu rozdeˇlenı´
dat a udrzˇova´nı´ pohledu na toto rozdeˇlenı´ jednotlivy´mi koncepty. Na´sledneˇ se v textu
veˇnuji na´vrhu, implementaci a testova´nı´ distribuovane´ho B-stromu a R-stromu.
V kapitole 2 pojedna´va´me o za´kladnı´ch datovy´ch struktura´ch a jejich principu. Na za´kladeˇ
znalostı´ z te´to kapitoly se da´le veˇnujeme komplexneˇjsˇı´m struktura´m, tzv. sˇka´lovatelny´m
distribuovatelny´m datovy´m struktura´m SDDS [1].
V kapitole 3 uva´dı´me definici a za´kladnı´ principy pro docı´lenı´ cˇi prˇiblı´zˇenı´ vlastnostı´
SDDS. Du˚vodu˚ vzniku distribuovany´ch datovy´ch syste´mu˚ a jejich vyuzˇitı´ je mnoho,
naprˇ. paralelizace dotazu˚, rozlozˇenı´ za´teˇzˇe a zajisˇteˇnı´ neusta´le´ dostupnosti za´znamu˚.
V pra´ci popisujeme neˇkolik konceptu˚ SDDS s jejich vlastnostmi a zminˇuje vza´jemne´ roz-
dı´ly. Na´sleduje odlisˇenı´ distribuce a udrzˇova´nı´ konzistence dat mezi jednotlivy´mi uzly
DDS. Popisujeme i proces, jak klient dosa´hne na urcˇity´ za´znam umı´steˇny´ v DDS. Dis-
tribuce pohledu na indexaci dat mezi uzly v sı´ti a klienty je za´kladem efektivnı´ DDS.
Jedna´ se o koncepty, ktere´ vyuzˇı´vajı´ rozdeˇlenı´ dat pomocı´ distribuovane´ hash tabulky
nebo stromove´ datove´ struktury.
Ze zı´skany´ch poznatku˚ vznika´ na´vrh konceptu vlastnı´ DDS v kapitole 4. Shrnujeme jed-
notlive´ vlastnosti a dostupne´ technologie k navrzˇenı´ vhodne´ komunikace pro rozlozˇenı´
dat v sı´t’ove´m prostrˇedı´. Prˇitom se pokousˇı´me dodrzˇet co mozˇna´ nejvı´ce krite´riı´ defi-
nujı´cı´ch SDDS struktury. Koncept vznikal s ohledem na dostupne´ technicke´ mozˇnosti
a implementaci pro testova´nı´.
Kapitola 5 popisuje starsˇı´ a noveˇ vzniklou komunikaci na zpu˚sob vzda´lene´ho vola´nı´
procedur (RPC). Pro prˇenos bylo nutne´ vytvorˇit serializaci jednotlivy´ch parametru˚ vo-
lane´ metody a navra´cene´ vy´sledky. Myslı´me serializaci do rˇeteˇzcu˚ na aplikacˇnı´ vrstveˇ
komunikace TCP a UDP. Pru˚beˇh implementace dal postupneˇ vzniknout neˇkolika trˇı´da´m
serializujı´cı´m komunikaci mezi aplikacı´ klienta a serveru. Komunikace je postavena na
dvou typech zpra´v Command a ResultSet s mozˇnostı´ prˇene´st servisnı´ informace pro
potrˇeby spra´vy DDS.
Kapitola 6 se zaby´va´ vy´vojem aplikace s u´speˇchy a neu´speˇchy prvnı´ implementace. Z prv-
nı´ch chyb a pozˇadavku˚ na ru˚znorode´ vyuzˇitı´ aplikace serveru vznikl diagram na´vrhu trˇı´d.
Byl pouzˇit zpu˚sob vyvazˇova´nı´ pomocı´ zası´la´nı´ pohledu klientovi na uzel, ktery´ je me´neˇ
zatı´zˇen. Pokud nehovorˇı´me jinak, pak uzlem nazy´va´me aplikaci serveru DDS umı´steˇnou
na fyzicke´m cˇi virtua´lnı´m serveru. Navrhli jsme metodu pro vy´pocˇet a porovna´nı´ rozdı´lu˚
v za´teˇzˇi uzlu˚ a inicializaci vyva´zˇenı´ za´teˇzˇe. Po celou dobu vy´voje se snazˇı´me dodrzˇet
na´mi definovana´ pravidla konceptu z kapitoly 4.
Bez vlastnı´ho zpracova´nı´ komunikacˇnı´ch socketu˚ na nejnizˇsˇı´ vrstveˇ bychom nebyli schopni
dosa´hnout maxima´lnı´ho vyuzˇitı´ sı´t’ovy´ch prostrˇedku˚. Vzniklou trˇı´du cSocket zajisˇt’ujı´cı´
sı´t’ovou komunikaci popisujeme s jejı´mi mozˇnostmi, nastavenı´m a vy´sledky testova´nı´ na
rea´lne´ sı´ti v kapitole 6.3.
Kapitola 6.4 se zaby´va´ popisem a rˇesˇenı´m proble´mu˚, ktere´ nastaly beˇhem implementace
jednotlivy´ch trˇı´d a na´sledny´ch testu˚. Jedna´ se o proble´my spojene´ s alokacı´ pameˇti, syn-
chronizacı´, chova´nı´m aplikace klient/server a testovacı´m prostrˇedı´m.
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Pru˚beˇh, vy´sledky a zhodnocenı´ jednotlivy´ch testu˚ je uveden v kapitole 7. V testech se veˇ-
nujeme srovna´nı´ dvou rezˇimu˚. V prvnı´m rezˇimu embedded je databa´ze soucˇa´stı´ klienta
a je znemozˇneˇn vı´ceuzˇivatelsky´ prˇı´stup za cenu vysoke´ propustnosti za´znamu˚. Prˇes-
ny´m opakem je rezˇim klient/server dovolujı´cı´ prˇı´stup vı´ce uzˇivatelu˚ z neˇkolika pocˇı´tacˇu˚
najednou. Nejcˇasteˇji dnes uzˇı´vany´m rˇesˇenı´m nenı´ embedded databa´zovy´ syste´m, ale cli-
ent/server bez distribuce dat. Pocˇet operacı´ je zde znacˇneˇ ovlivneˇn propustnostı´ sı´teˇ
a nedosahuje tak vy´konnosti embedded rˇesˇenı´. Navı´c je zde nulova´ tolerance vy´padku ze
strany serveru. Vytvorˇenı´m client/server s DDS se snazˇı´me zbavit nevy´hod obou rˇesˇenı´.
Rozdeˇlenı´ hardwarovy´ch prostrˇedku˚ na jednotlive´ uzly dnes hraje roli i v ra´mci cenove´ do-
stupnosti. Nechceme proveˇrˇit pouze funkcˇnost aplikace, ale nastı´nit i pocˇet uzlu˚ potrˇebny´
k dosazˇenı´ vlastnostı´ aplikace srovnatelne´ s rˇesˇenı´m embedded. Za´veˇrecˇne´ zhodnocenı´
a doporucˇenı´ vyply´vajı´cı´ z vy´sledku˚ testu˚ je uvedeno v kapitole 8.
Budoucnost a navrzˇena´ vylepsˇenı´ konceptu jsou uvedeny v za´veˇru pra´ce spolecˇneˇ s vlast-
nostmi, ktere´ nebylo mozˇne´ v ra´mci diplomove´ pra´ce plneˇ naimplementovat. Navrhujeme
neˇkolik vylepsˇenı´ aplikace pro dosazˇenı´ vysˇsˇı´ sˇka´lovatelnosti, dynamicˇnosti a rychlosti.
Zminˇujeme take´ vznikle´ zdrojove´ ko´dy aplikace, ktere´ jizˇ nasˇly vyuzˇitı´ i v jiny´ch aplika-
cı´ch a pracı´ch.
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2 Datove´ struktury
Tato kapitola popisuje trˇi datove´ struktury (DS), na nichzˇ jsou postaveny distribuovane´
datove´ struktury popsane´ v na´sledujı´cı´ kapitole. Jako prvnı´ popisujeme princip DS za-
lozˇeny´ch na linea´rnı´m hashova´nı´. Na´sledujı´ dveˇ struktury B+-strom a R-strom zastupujı´cı´
stromove´ datove´ struktury.
2.1 LH*
Za´kladem vsˇech LH* datovy´ch struktur je hashovacı´ metoda pro rozsˇirˇitelne´ disky nebo
RAM soubory, ktere´ rostou nebo se zmensˇujı´ dynamicky, bez zhorsˇenı´ vyuzˇitı´ prostoru
nebo prˇı´stupove´ho cˇasu. Soubory jsou usporˇa´da´ny do bucketu˚ (stra´nek) na disku nebo
v RAM. Bucket je u´lozˇisˇteˇ pro skupinu za´znamu˚. Prvnı´ distribuovanou datovou struktu-
rou SDDS byla LH* [1], po nı´zˇ na´sledovalo mnoho dalsˇı´ch za´stupcu˚.
LH* se skla´da´ ze segmentu˚ (za´znamu˚) adresovatelny´ch prˇes mensˇı´ pocˇet bucketu˚ pomocı´
pa´ru hash funkcı´ hi a hi+1 na N*2i adres. Kde N je pocˇa´tecˇnı´ pocˇet za´znamu˚ v bucketu.
Prˇı´kladem takovy´chto funkcı´ je naprˇı´klad modulo, viz nı´zˇe.
hi(C) → C mod N∗2i
(1)
Algoritmus pro adresova´nı´ v LH*, tedy hash klı´cˇe C na adresu a, kde a = 0,1,2,. . . je
na´sledujı´cı´ [1]:
a← hi(C);
If a < n then a← hi+1(C);
Struktura vsˇech LH* konceptu˚ se skla´da´ ze za´kladnı´ jednotky - bucketu. Ten obsahuje
jednotlive´ za´znamy, ktere´ se vkla´dajı´ prˇes vy´pocˇet hash hodnot bucketu (i,n). Jednotlive´
buckety jsou rozprostrˇeny mezi uzly DDS. Prˇi vkla´da´nı´ expandujı´ buckety ve chvı´li, kdy
bucket prˇetecˇe a je rozdeˇlen na dva. Obsazˇene´ za´znamy jsou rovnomeˇrneˇ prˇerozdeˇleny.
Tento proces vyuzˇı´va´ funkci hash hi (1), pokud je vsˇak prˇekrocˇena kapacita bucketu, je
provedena funkce hi+1 (1). Zvla´sˇtnı´ hodnota n, tzv. ukazatel slouzˇı´ k urcˇenı´, ktera´ funkce
hi nebo hi+1 bude aplikova´na na klı´cˇ objektu OID. Hodnota n roste s kazˇdou expanzı´
bucketu˚. Kazˇde´ rozdeˇlenı´ prˇirˇadı´ polovineˇ objektu˚ v bucketu n novou adresu n + N*2i.
Pokud je hi+1 prˇirˇazeno vsˇem bucketu˚m, pak je i inkrementova´no a cely´ proces zacˇı´na´
znovu.
Obra´zek 1 zobrazuje linea´rnı´ hashova´nı´ pro buckety o maxima´lnı´ kapaciteˇ 4 za´znamy.
Cˇa´st a) zna´zornˇuje prvnı´ bucket b0, na neˇmzˇ nastane kolize dı´ky vlozˇenı´ za´znamu 153.
Kolize neboli prˇetecˇenı´ bucketu je rˇesˇeno rozdeˇlenı´m dat mezi b0 a b1 s inkrementacı´ hod-
noty i pro hashovacı´ funkci. Cˇa´st b) ukazuje stav po rozdeˇlenı´ s vlozˇeny´mi za´znamy 251
a 215. Hodnota n indikuje sta´le nejleveˇjsˇı´ bucket b0 k rozdeˇlenı´, k neˇmuzˇ dojde po vlozˇenı´
za´znamu˚ 6 a 12. Hodnota n je v cˇa´sti c) inkrementova´na a bucket b0 s b2 zı´skajı´ hashovacı´
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Obra´zek 1: Uka´zka linea´rnı´ho hashova´nı´ [1]
fci h2. Ukazatel n se prˇesunul na b1, jezˇ ma´ hashovacı´ funkci nizˇsˇı´. Vlozˇenı´ za´znamu 145
do b1 vyvola´ kolizi a zpu˚sobı´ vyrovna´nı´ hashovacı´ch funkcı´ na h2. Podle hodnoty n = 1,
dojde k rozdeˇlenı´ b1, prˇerozdeˇlenı´ za´znamu˚ a vzniku b3. Dalsˇı´m vkla´da´nı´m za´znamu˚ 7,
360 a 18 zaplnı´me rovnomeˇrneˇ buckety s vyhlı´dkou na budoucı´ prˇetecˇenı´ b0 (n = 0).
Vy´sledny´ vzhled bucketu˚ vidı´me v cˇa´sti d).
Vy´sledkem prˇerozdeˇlenı´ za´znamu˚ mezi buckety je konstantnı´ prˇı´stup k za´znamu˚m a za-
tı´zˇenı´ vy´konu pameˇti, tato vlastnost je jedinecˇna´ pro LH*. Vy´kon prˇı´stupu k za´znamu je
tak jeden diskovy´ prˇı´stup na vyhleda´nı´.
Prˇi odebı´ra´nı´ za´znamu˚, maza´nı´ v LH*, docha´zı´ ke slucˇova´nı´ bucketu˚, tato operace je in-
verznı´ k operaci rozdeˇlenı´. Ukazatel n se dekrementuje a pokud je n < 0, bucket n splyne
s poslednı´m bucketem. Ke slucˇova´nı´ by meˇlo docha´zet prˇi male´m vytı´zˇenı´ bucketu˚. Re-
gulace za´teˇzˇe lze dosa´hnout zavedenı´m prahu T. Pokud nenı´ rozdeˇlenı´ rˇı´zeno, meˇlo by
by´t T = 50 - 60%, avsˇak prˇi kontrolovane´m rˇı´zenı´ mu˚zˇe by´t T vysˇsˇı´. Kontrolovane´ rˇı´zenı´
vyzˇaduje na kazˇde´m uzlu funkci koordina´tora rˇı´zenı´, nejedna´ se vsˇak o centra´lnı´ prvek.
LH* pracuje s jednou datovou strukturou, kterou rozlozˇı´ mezi uzly. Zde se data rozkla´dajı´
mezi jednotlive´ datove´ struktury umı´steˇne´ v uzlech. Na kazˇde´m uzlu je tedy samostatna´
datova´ struktura, chcete-li databa´ze.
2.2 B+-strom
B+-strom [14] je stromova´ datova´ struktura vycha´zejı´cı´ z B-stromu umozˇnˇujı´cı´ rychle´
vkla´da´nı´, vyhleda´nı´ a maza´nı´ dat. Vyuzˇı´va´ se v mnoha databa´zovy´ch syste´mech pro
tvorbu tabulek s indexacı´ prima´rnı´ch klı´cˇu˚ nebo pro ukla´da´nı´ dat (souborove´ syste´my
NTFS, JFS2, XFS a dalsˇı´). Oproti B-stromu jsou data ulozˇena pouze v listovy´ch uzlech
prˇı´stupny´ch prˇes klı´cˇe od korˇene stromu (viz obra´zek 2).
Implementace stromu je zalozˇena na jednotlivy´ch uzlech a jejich odkazech na potomky
cˇi data na disku. U B+-stromu je dı´ky konceptu propojenı´ jednotlivy´ch bloku˚ a odkazu˚
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Obra´zek 2: Uka´zka B-stromu a B+-stromu
na blok disku s daty dosazˇeno efektivnı´ho prˇı´stupu na disk. Vy´hoda propojenı´ bloku˚ je
znacˇna´ prˇi rozsahovy´ch dotazech, tedy prˇı´stupu k souvisle´mu bloku dat.
Uva´dı´me neˇkolik za´kladnı´ch vlastnostı´ B+-stromu, kde N je pocˇet vsˇech polozˇek stromu,
H je hloubka od korˇene k listu˚m a B je rˇa´d stromu:
• data jsou ulozˇena pouze v listech
• vsˇechny listy bez potomku˚ jsou na stejne´ u´rovni
• maxima´lnı´ mozˇny´ pocˇet za´znamu˚ je N = BH
• mı´sto pro ulozˇenı´ stromu je O(N)
• vyhleda´nı´ potomka je v nejhorsˇı´m prˇı´padeˇ O(logBN ) I/O prˇı´stupu˚
2.3 R-strom
Stromova´ datova´ struktura R-strom [14] pohlı´zˇı´ na data jako na body ve vı´cerozmeˇrne´m
prostoru. Jednotlive´ body jsou shlukova´ny podle jejich vza´jemne´ blı´zkosti/vzda´lenosti,
hovorˇı´me tedy o vektorove´ datove´ strukturˇe. Body jsou indexova´ny v MBR.
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Obra´zek 3: Dvourozmeˇrny´ prostor indexovany´ pomocı´ R-stromu
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Na obra´zku 3 mu˚zˇeme videˇt prˇı´klad dvourozmeˇrne´ho prostoru a jeho indexaci na jed-
notlive´ MBR. Hiearchie na obra´zku obsahuje dva prostory MBR 1 a MBR 2, jezˇ obsahujı´
dalsˇı´ MBR (3-6). Kazˇdy´ MBR je definova´n jako dvojice bodu˚ ve vı´cerozmeˇrne´m prostoru.
Samotne´ indexovane´ body se nacha´zejı´ na konci te´to hierarchie. Tato datova´ struktura
podporuje jak rozsahovy´, tak bodovy´ dotaz. Rozsahovy´ dotaz je definova´n dvojicı´ bodu˚
v prostoru a vracı´ jako vy´sledek vsˇechny body nacha´zejı´cı´ se v tomto prostoru nazy´vane´m
dotazovacı´ obdelnı´k. Algoritmy vkla´da´nı´ a rusˇenı´ bodu˚ jsou slozˇite´ a je jich vı´ce. V za´sadeˇ
se prˇi vkla´da´nı´ hleda´ prostor, ktere´mu bod na´lezˇı´. Pokud nenı´ nalezen, hleda´m vhodny´
prostor pro zveˇtsˇenı´ a prˇida´nı´ tohoto bodu. K rozsˇteˇpenı´ MBR mu˚zˇe dojı´t prˇi prˇekrocˇenı´
kapacity a inverzneˇ prˇi rusˇenı´ bodu˚ ke sloucˇenı´ dvou prostoru˚.
Definice 2.1 MBR - minima´lnı´ ohranicˇujı´cı´ obdelnı´k, vyjadrˇuje oblast vy´skytu n-rozmeˇrny´ch
objektu˚ v ra´mci sourˇadnicove´ho syste´mu. Je vyja´drˇen dvojicı´ bodu˚ Qlow a Qhigh v prostoru.
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3 Sˇka´lovatelne´ distribuovane´ datove´ struktury
Prˇirozeny´m vy´vojem v prostrˇedı´ s rostoucı´m mnozˇstvı´m dat dalo vzniknout sˇka´lova-
telny´m distribuovany´m datovy´m struktura´m (SDDS). V SDDS jsou data umı´steˇna na
ru˚zny´ch uzlech. Jako prvnı´ popisujeme za´klad konceptu struktur zalozˇeny´ch na linea´r-
nı´m hashova´nı´ LH.
Kandida´ty na vyuzˇitı´ SDDS s vysokou sˇka´lovatelnostı´ a propustnostı´ dotazu˚ jsou dnes
internetove´ aplikace, naprˇı´klad vyhleda´vacˇe a u´lozˇne´ prostory. Prˇı´kladem mezi vyhleda´-
vacˇi je pouzˇitı´ distribuovane´ho u´lozˇne´ho syste´mu˚ BigTable [15] pro spra´vu rozsa´hly´ch
strukturovany´ch za´znamu˚ od spolecˇnosti Google. BigTable si udrzˇuje tabulky v Google
File System (GFS). Tento syste´m doka´zal v roce 2005 dosa´hnout 8 miliard indexovany´ch
webovy´ch stra´nek. Strategii a techniku syste´mu vsˇak Google u´zkostliveˇ tajı´ [18]. Stejneˇ
jako dalsˇı´ firmy (Facebook, Amazon, YouTobe) s ru˚zny´mi koncepty a techlologiı´ SDDS.
Dnesˇnı´ trend Grid computingu, cloudu a P2P aplikacı´ vyzˇaduje vy´voj smeˇrem k distribuci
a paralelismu. Hlavnı´m faktorem bez ohledu na schopnosti jednoho procesoru nebo sı´teˇ
mohou spolecˇne´ prostory (pool of sites) poskytnout vı´ce zdroju˚ a prostrˇedku˚ za mnohem
nizˇsˇı´ cenove´ na´klady. Druhy´m faktorem je koexistence vysoke´ konektivity mezi klienty
a servery. Vznikly pokusy o vytvorˇenı´ sˇka´lovatelny´ch distribuovany´ch datovy´ch struktur
(SDDS) [1][6][12].
Definice 3.1 SDDS je struktura definovana´ nad dynamickou mnozˇinou uzlu˚, kde prostrˇedı´ (sı´t’
serveru) splnˇuje:
• uzly sı´teˇ tvorˇı´ klienti se servery, ucelene´ stroje, nebo procesory s loka´lnı´mi RAM v multi-
procesorovy´ch strojı´ch
• kazˇdy´ server poskytuje u´lozˇny´ prostor F pro objekty, charakter objektu je zde nedu˚lezˇity´
• prostory rostou nebo se zmensˇujı´ dynamicky, bez zhorsˇenı´ prˇı´stupove´ho cˇasu
• velikost a pocˇet u´lozˇny´ch prostoru˚ je neomezeneˇ sˇka´lovatelny´, mozˇna´ redundance objektu˚
zajisˇt’uje obnovenı´ a neusta´lou dostupnost vsˇech objektu˚
• klienti vkla´dajı´ a pracujı´ s objekty pomocı´ OID (prima´rnı´ klı´cˇ), nevı´ o ostatnı´ch klientech
a klientem mu˚zˇe by´t server
Obecneˇ hleda´me strukturu splnˇujı´cı´ neˇkolik za´kladnı´ch omezenı´, viz definice 3.2. Jednı´m
z nich je postra´da´nı´ centralizovane´ho adresa´rˇe ulozˇeny´ch dat, a tedy i prˇı´me´ho vy´pocˇtu
adres za´znamu˚. V tomto du˚sledku je samostatna´ DS potenciona´lneˇ u´cˇinneˇjsˇı´. Nevyzˇaduje
atomicke´ aktualizace vı´ce klientu˚ prˇi vyhleda´va´nı´, vkla´da´nı´, rozdeˇlenı´ atd. [1].
Definice 3.2 Strukturu splnˇujı´cı´ na´sledujı´cı´ omezenı´ lze nazvat Sˇka´lovatelnou distribuovanou
datovou strukturou (SDDS) [8]:
• Data expandujı´ na nove´ uzly pouze tehdy, kdyzˇ je jizˇ uzel efektivneˇ zaplneˇn a vyuzˇit.
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• Nenı´ zde zˇa´dny´ hlavnı´ uzel s vy´pocˇty objektovy´ch adres, naprˇ. pro prˇı´stup k centralizovany´m
DS, adresa´rˇu˚m, bucketu˚m.
• Prˇı´stup k souboru˚m a u´drzˇba primitiv, naprˇ. vyhleda´va´nı´, vkla´da´nı´, rozdeˇlenı´ atd. nikdy
nevyzˇaduje atomicke´ aktualizace vı´ce klientu˚.
Pokud chceme efektivnı´ SDDS, musı´me minimalizovat pocˇty zpra´v vymeˇnˇovany´ch pro-
strˇednictvı´m sı´teˇ, prˇi soucˇasne´ maximalizaci vy´konu. Tohoto cı´le nelze dosa´hnout v DDS
zalozˇeny´ch na centralizaci.
3.1 Teorie DDS
Mysˇlenka rozdeˇlenı´ dat vedla na pocˇa´tku vy´voje DDS ke staticke´mu rezˇimu deˇlenı´.
Jakmile se rozdeˇlenı´ usta´lı´, krite´ria distribuce a pocˇet mı´st zu˚stanou v zˇivotnı´m cyklu
syste´mu staticke´. Ovsˇem aktualizacemi dat se tyto dva parametry meˇnı´. Zmeˇna a na´ru˚st
dat pak vyzˇaduje prˇerozdeˇlenı´ a vymaza´nı´ stare´ kopie dat. Prˇı´kladem teˇchto syste´mu˚
je Round − robin [27], kde za´znamy rovnomeˇrneˇ rotujı´ prˇes uzly. Pokud se za´znamy
prˇirˇazujı´ k uzlu˚m pomocı´ hashovacı´ funkce, jedna´ se o syste´m Hash− declustering [26].
V Range parttitioning [28] syste´mu se naopak vyuzˇı´va´ rozdeˇlenı´ rozsahu hodnot klı´cˇu˚
mezi jednotlive´ uzly. Vy´sˇe jmenovane´ syste´my jsou staticky omezeny syste´mem rozdeˇlenı´
a adresace za´znamu˚ mezi uzly. Omezenı´ staticke´ho rezˇimu dalo vzniknout dynamicke´mu
rezˇimu, ktery´ prˇekona´va´ naprˇı´klad omezenı´ rozsˇı´rˇenı´ na vı´ce uzlu˚, nezˇ je zpocˇa´tku pla´-
nova´no.
   LH* m[3], LH* g[2] LH* s[4]
LH*
DDH[1]
k RP*
dPi-tree[29]
RP*
Kroll & Widmayer[29]
Obra´zek 4: Zna´me´ rozdeˇlenı´ DS syste´mu˚ [1]
Prvnı´m takovy´mto syste´mem byl DLH (dynamic linear hashing) [30], kde docha´zelo
pru˚beˇzˇneˇ k atomicky´m aktualizacı´m parametru˚ vsˇech uzlu˚. DLH vyuzˇı´val pevneˇ spojene´
multiprocesory se sdı´lenou pameˇtı´, data ukla´dal do pameˇti RAM a DS do loka´lnı´ pameˇti.
Toto sche´ma s pevneˇ spojeny´m prostrˇedı´m mu˚zˇe by´t znacˇneˇ vy´konne´, avsˇak vylucˇuje
distribuci dat pro sˇka´lova´nı´ na veˇtsˇı´ mnozˇstvı´ uzlu˚. S cı´lem obejı´t toto omezenı´ byly
navrzˇeny DDS zalozˇene´ na linea´rnı´m hashova´nı´ LH*. Jednou z nich je DDH (distributed
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dynamic hashing) [10] [11]- distribuovane´ dynamicke´ hashova´nı´. DDH vyuzˇı´va´ v za´-
kladeˇ dynamicke´ hashova´nı´ (DH), to je zalozˇeno na stromove´ hashovacı´ funkci. Hlavnı´
vy´hodou DDH je mozˇnost okamzˇite´ho rozdeˇlenı´ prˇete´kajı´cı´ch bucketu˚. Na rozdı´l od DH
si DDH neudrzˇuje skutecˇny´ obraz cele´ho stromu, pouze klienti si vytva´rˇı´ pomocı´ hashe
obraz stromu, neboli pohled (view).
V kapitole 3.1.2 popisujeme distribuci pohledu na umı´steˇnı´ dat mezi uzly v sı´ti a zpu˚soby
jak jı´ dosa´hnout. Jedna´ se o postupy, ktere´ vyuzˇı´vajı´ rozdeˇlenı´ dat pomocı´ distribuovane´
hash tabulky nebo stromove´ datove´ struktury. Zvla´sˇtnı´m prˇı´padem je koncept LH, ktery´
distribuuje pouze hodnoty parametru˚ pro vy´pocˇet umı´steˇnı´.
3.1.1 Zrcadlenı´ a prouzˇkova´nı´
Mirroring, neboli zrcadlenı´, je technika pro zvy´sˇenı´ dostupnosti za´znamu˚. Cenou za do-
stupnost je samozrˇejmeˇ dvojna´sobny´ pozˇadavek na u´lozˇny´ prostor, viz obra´zek 9. Kazˇdy´
za´znam je dostupny´ i prˇes selha´nı´ jednoho uzlu a mnohdy i prˇi vı´cecˇetne´m selha´nı´. Tento
koncept se vyuzˇı´va´ v aplikacı´ch, ktere´ si nemohou dovolit nedostupnost za´znamu˚, na-
prˇı´klad v bankovnictvı´ cˇi u mobilnı´ch opera´toru˚. SDDS vyuzˇı´vajı´cı´ zrcadlenı´ je uvedena
v kapitole 3.2.2.
Segmentace za´znamu (prouzˇkova´nı´) je zpu˚sob, jak docı´lit zrcadlenı´ za´znamu˚ spolecˇneˇ
s veˇtsˇı´ bezpecˇnostı´. Za´znam je rozdeˇlen na N > 1 segmentu˚. Jednotlive´ segmenty jsou
rozlozˇeny mezi uzly. Segmenty obsahujı´ i paritnı´ bity k ostatnı´m segmentu˚m. V prˇı´padeˇ
nedostupnosti jednoho uzlu slozˇı´me cely´ za´znam z paritnı´ch bytu˚ ostatnı´ch dostupny´ch
segmentu˚. Pokud by neˇkdo zachytil komunikaci uzlu s klientem, zı´ska´ pouze segment
cele´ho za´znamu (1/N). Oproti zrcadlenı´ jsou na´roky na ulozˇisˇteˇ mensˇı´. Blı´zˇe je pru˚beˇh
segmentace popsa´n v kapitole 3.2.3.
3.1.2 Pohled a jeho distribuce v DDS
V LH* se pomocı´ hashovacı´ funkce vypocˇı´ta´ umı´steˇnı´ bucketu se za´znamem a IP uzlu,
kde je bucket umı´steˇn. Abychom za´znamy rozdeˇlili a posle´ze nasˇli na jednotlivy´ch uzlech,
udrzˇuje si klient i uzel pohled nad rozlozˇenı´m za´znamu˚. Tento pohled mu˚zˇe by´t tvorˇen
polem, stromem cˇi jinou strukturou s informacemi o rozmı´steˇnı´ za´znamu˚. Naprˇı´klad,
SDR-strom si drzˇı´ pohled nad rozdeˇleny´mi za´znamy pomocı´ B-stromu. Klienti LH* vy-
uzˇı´vajı´ vy´pocˇet prˇes distribuovane´ hodnoty hashovacı´ funkce i a n. Pohled na rozlozˇenı´
za´znamu˚ nemusı´ by´t u klienta cˇi uzlu u´plny´. Klienti se tak mohou dopousˇteˇt adresnı´ch
chyb.
3.1.3 Distribuce pohledu v LH
S objekty na uzlech manipulujı´ (hledajı´, vkla´dajı´) klienti pomocı´ klı´cˇe. Prˇedpokla´da´me,
zˇe pro vy´pocˇet vyuzˇijı´ spra´vnou hodnotu i a n. Muselo by docha´zet k atomicky´m ak-
tualizacı´m klientu˚, nebo k zrˇı´zenı´ centra´lnı´m prvkem. Omezenı´ SDDS rezˇimu ani jednu
z mozˇnostı´ nedovoluje. Nevyzˇadujeme, aby pohled na i a n byl u klienta konzistentnı´.
Klient postupuje v prvnı´m kroku vy´pocˇtem adresy pomocı´ svy´ch parametru˚ i’ a n’. Ty
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Klient 1
n’ = 5
i’ = 6
Klient 2
n’ = 0
i’ = 2
Klient m
n’ = 31
i’ = 9
Server 0 Server 1 Server 80 Server 590 Server 591
    10                10                         9                         10                 10
n = 80
 i = 9
Obra´zek 5: Koncept serveru˚ (uzlu˚) a klientu˚ v LH* [1]
jsou aktualizova´ny pouze po manipulaci klienta se za´znamy v prˇedchozı´ komunikaci.
Obra´zek 5 ukazuje, zˇe ani jeden klient nema´ spra´vnou prˇedstavu o pocˇtu bucketu˚ SDDS.
Pro vy´pocˇet adresy pouzˇı´va´me hashovacı´ funkci 1. Vy´pocˇet pocˇtu udrzˇovany´ch bucketu˚
je tedy 2i + n. Naprˇı´klad klient 1 vidı´ se svy´mi hodnotami pouze 69 (26 + 5) bucketu˚,
i kdyzˇ skutecˇny´ pocˇet je 592 (29 + 80). Klienti se neveˇdomky dopustı´ prˇi vy´pocˇtu adresnı´
chyby. Druhy´ krok probeˇhne na straneˇ uzlu, ktery´ prˇepocˇı´ta´ adresu vlastnı´m vy´pocˇtem.
Pokud hodnota bucketu nesedı´, uzel prˇepocˇı´ta´ adresu a prˇeda´ na ni klı´cˇ. Pokud druhy´
prˇı´jemce zjistı´, zˇe ani on nenı´ spra´vny´m adresa´tem, prˇepocˇı´ta´ znovu adresu a prˇeposˇle
klı´cˇ jizˇ na spra´vny´ uzel. V nejhorsˇı´m prˇı´padeˇ nastanou pouze dveˇ prˇeposla´nı´. Ke kompli-
kaci docha´zı´, pokud se soubor zmensˇil a klient odkazuje na jizˇ neexistujı´cı´ bucket. Jednı´m
z rˇesˇenı´ je odesla´nı´ aktua´lnı´ch hodnot i a n uzlem klientovi pro novy´ vy´pocˇet adresy.
V neposlednı´ rˇadeˇ informujeme klienta, jenzˇ vyvolal adresnı´ chybu, o nove´m nastavenı´
hodnot neboli obrazu IAM zpra´vou. IAM obsahuje prvnı´ adresovanou u´rovenˇ souboru,
tı´m se obraz klienta prˇiblı´zˇı´ skutecˇne´mu a prˇedejdeme dalsˇı´ adresnı´ chybeˇ klienta. Na´-
klady na aktualizace prˇidane´ do odpoveˇdı´ klientu˚m jsou zanedbatelne´.
Podle za´kladnı´ hashovacı´ funkce a na´mi zna´me´ho obrazu vypocˇte klient adresu a’. Sa-
mozrˇejmeˇ se mu˚zˇeme dopustit adresnı´ chyby prˇi vy´pocˇtu, to vsˇak prˇı´lisˇ nevadı´, nebot’
uzel vzˇdy oveˇrˇuje obdrzˇeny´ klı´cˇ. V du˚sledku adresnı´ chyby zı´ska´ pomocı´ IAM zpra´vy
aktualizaci obrazu stavu souboru a maximalizuje pocˇet spra´vneˇ adresovany´ch klı´cˇu˚. K ak-
tualizaci vyuzˇije hodnoty z IAM zpra´vy, adresu (kam byl klı´cˇ C posla´n) a u´rovenˇ bucketu
j na uzel a.
Kazˇdy´ uzel kontroluje prˇijaty´ klı´cˇ od klienta prˇes hodnotu sve´ vlastnı´ u´rovneˇ j. Soubory
LH* neznajı´ hodnotu n, a proto nemohou pouzˇı´t za´kladnı´ algoritmus vy´pocˇtu adresy.
Mı´sto toho prˇepocˇı´tajı´ adresu klı´cˇe C’. Dokud nenastane sloucˇenı´ bucketu˚ a zmensˇenı´ ad-
resnı´ho prostoru, nemu˚zˇe nastat situace, prˇi nı´zˇ by klient vypocˇetl adresu mimo adresnı´
prostor uzlu˚.
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3.1.4 Pohled v BATON
Protokol BATON vyuzˇı´va´ distribuovanou stromovou datovou strukturu pro indexaci
uzlu˚ v sı´ti. Narozdı´l od konceptu˚ s distribuovanou hash tabulkou podporuje rozsahove´
dotazy. Koncept je zalozˇen na indexaci uzlu˚ pomocı´ bina´rnı´ho stromu. V sı´ti s N uzly
lze garantovat pro bodovy´ i rozsahovy´ dotaz nalezenı´ odpovı´dajı´cı´ho uzlu v O(logN )
krocı´ch [21].
V kazˇde´ u´rovni stromu je uzel pojmenova´n svou pozicı´ ve stromeˇ. Na obra´zku 7 je uzel
d na pozici [2 : 0], m na pozici [3 : 6]. Pro uzel na pozici d je smeˇrovacı´ tabulka vyplneˇna
uzly s pozicı´ d− 2x pro x ≥ 0, leva´ smeˇrovacı´ tabulka je vyplneˇna uzly s pozicı´ d+2y pro
y ≥ 0. Kazˇdy´ uzel si udrzˇuje rozsah klı´cˇu˚. Ve chvı´li, kdy se prˇipojı´ novy´ uzel, zı´ska´ jako
potomek od sve´ho rodicˇe pu˚lku rozsahu klı´cˇe, a tedy i za´znamu˚. Lze tedy hledat uceleny´
prostor klı´cˇu˚ ve vzestupne´m porˇadı´, to umozˇnˇuje rozsahove´ dotazy.
Uzel m: úroveň 3, číslo 6
rodič = f, levý potomek = null, pravý potomek = r 
přilehlý zleva = f, přilehlý zprava = r
Levá směrovací tabulka:
Pravá směrovací tabulka:
Uzel
0       l        null         null          l
lower                   
1       k         p            q            k k
lower                 upper
2       i        null         null          i i
lower                   upper
l
upper
Levý p. Pravý p. L. vazba P. vazba
Uzel
0       n       null         null          n
lower                
1       o         s            t             o o
lower                 upper
n
upper
Levý p. Pravý p. L. vazba P. vazba
Úroveň
0
1
2
3
4
Obra´zek 6: Architektura indexu bina´rnı´ho stromu v BATON [20]
Baton obsahuje dveˇ strategie pro vyva´zˇenı´ stromu. Prvnı´ z nich je prˇesunutı´ cˇa´sti za´teˇzˇe
na sousednı´ uzel (vazebnı´), pokud je oproti dane´mu uzlu ma´lo zatı´zˇen, prˇesunutı´m neˇk-
tery´ch dat. Druha´ strategie navazuje na prvnı´, pokud uzel nema´ ma´lo zatı´zˇeny´ sousednı´
uzel, hleda´ ho na sı´ti. Uzel vyvola´ proces, ktery´ se snazˇı´ v sı´ti najı´t ma´lo zatı´zˇeny´ uzel.
Na´sledneˇ nalezeny´ uzel opustı´ sve´ pu˚vodnı´ mı´sto a prˇemı´stı´ se pod zatı´zˇeny´ uzel jako
potomek. Prˇevezme cˇa´st dat od rodicˇe a s nı´ i za´teˇzˇe [21].
Bodovy´ dotaz na klı´cˇ je v BATON vykona´n pomocı´ smeˇrova´nı´ dotazu na nejvzda´leneˇjsˇı´
uzly, dokud nenarazı´ na klı´cˇ. Pokud zˇa´dne´ takove´ smeˇrovacı´ uzly neexistujı´, pouzˇije se
odkaz na rodicˇe, potomka nebo sousednı´ uzel. Pro rozsahovy´ dotaz Q najdeme prvnı´
leveˇ va´zany´ uzel Qlow. Proces dotazu pak procha´zı´ strom ve vzestupne´m porˇadı´ azˇ do
dosazˇenı´ hornı´ meze Qup.
3.1.5 (Ne)pohled v Map Reduce
Jedna´ se o koncept zpracova´nı´ paralelnı´ch dotazu˚ nad uzly. Klient se dotazuje na jeden
z uzlu˚ o neˇmzˇ vı´. Nezohlednˇuje, zda uzel dany´ za´znam vlastnı´ cˇi ne a dopousˇtı´ se veˇdomeˇ
20
adresnı´ chyby. V tomto modelu si klient ani uzel netvorˇı´ pohled na rozlozˇenı´ za´znamu˚
v DDS. Prˇı´padny´ dotaz na uzel vyvola´ proces Map(), uzel dostane oznacˇenı´ Master
Obra´zek 7: Uka´zka dotazu v konceptu Map Reduce (1-6)[17]
a prˇeposˇle dotaz vsˇem ostatnı´m zna´my´m uzlu˚m - worker. Navra´cene´ za´znamy jsou
na´sledneˇ zpracova´ny procesem Reduce(). Zredukujı´ se vesˇkere´ redundantnı´ za´znamy
a vy´sledek je zasla´n zpeˇt klientovi. Z hlediska pocˇtu zaslany´ch zpra´v a za´teˇzˇe uzlu˚
redundancı´, zvla´sˇteˇ prˇi rozsahovy´ch dotazech, je tento koncept velmi na´rocˇny´. Jedinou
vy´hodou je prˇerozdeˇlenı´ za´teˇzˇe na zpracova´nı´ dotazu mezi uzly - worker a odpadnutı´
vesˇkery´ch na´kladu˚ spojeny´ch s pohledem na rozlozˇenı´ dat mezi uzly.
3.1.6 Dalsˇı´ koncepty pohledu
Pro distribuci dat mezi uzly lze pouzˇı´t neˇkolik na´vrhu˚. CHORD, CAN, Pastry, and Tapes-
try jsou cˇtyrˇi nejzna´meˇjsˇı´ P2P syste´my. Kazˇdy´ implementuje distribuovanou hashovacı´
tabulku, ktera´ je velmi efektivnı´ prˇi bodove´m dotazu. Bohuzˇel jizˇ nejsou vhodne´ pro
rozsahove´ dotazy, nebot’usporˇa´da´nı´ do hash tabulky rozbı´jı´ posloupnost mezi daty. Tuto
nevy´hodu rˇesˇı´ na´vrh prˇekry´vajı´cı´ se stromove´ datove´ struktury BATON [20].
3.2 DDS
Existuje mnoho konceptu˚ DDS s ru˚zny´mi vy´hodami a tomu odpovı´dajı´cı´mu vyuzˇitı´.
V na´sledujı´cı´ch podkapitola´ch popisujeme dveˇ skupiny za´stupcu˚ DDS. Prvnı´ skupina je
zalozˇena na linea´rnı´m hashova´nı´ a druha´ na stromovy´ch datovy´ch struktura´ch.
LH*g vyuzˇı´va´ paritnı´ za´znamy pro mozˇnosti obnovenı´ nedostupny´ch za´znamu˚ [2]. LH*m
zrcadlı´ za´znamy pro veˇtsˇı´ dostupnost prˇi selha´nı´ jednoho cˇi vı´ce uzlu˚ [3]. LH*s je na-
vrzˇeno pro veˇtsˇı´ bezpecˇnost s vyuzˇitı´m stripingu, prouzˇkova´nı´ za´znamu˚ neboli segmen-
tace [4]. Poslednı´m ze zmı´neˇne´ skupiny je LH*rs, jezˇ podporuje nedostupnost jednoho
ze svy´ch uzlu˚ s vyuzˇitı´m takrˇka minima´lnı´ho u´lozˇne´ho paritnı´ho prostoru za pomoci
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Reed-Salomon kalkulu [5].
Na´sledujı´ dva za´stupci stromovy´ch DS, z nichzˇ prvnı´m je CG-index [15]. Jedna´ se o in-
dexaci dat v prostrˇedı´ cloudu za pomoci B+-stromu, vyuzˇı´va´ se v mnoha databa´zovy´ch
syste´mech a pro ukla´da´nı´ dat na disk v souborovy´ch syste´mech. SDR-strom [20] vyu-
zˇı´va´ principy organizace R-stromu a splnˇuje za´kladnı´ principy SDDS. SDR-strom vytva´rˇı´
bina´rnı´ strom mapovany´ z neˇkolika nebo vsˇech uzlu˚ na sı´ti.
3.2.1 LH*g
LH*g [2] je navrzˇen pro vysokou dostupnost prostrˇednictvı´m nove´ho principu uskupenı´
za´znamu˚. Doka´zˇe rychle nahradit nedostupny´ za´znam pomocı´ metody hot spare, neboli
rychle´ na´hrady. Kazˇdy´ jednotlivy´ za´znam mu˚zˇe by´t obnoven za pomocı´ skupinove´ho za´-
znamu s paritou za´znamu. Nepodporuje vsˇak mozˇnost selha´nı´ vı´ce bucketu˚ se za´znamy
najednou.
LH*g tvorˇı´ dvojice uzlu˚ F1 a F2, viz obra´zek 8. Koordina´tor rˇı´dı´ prima´rnı´ uzel F1 a paritnı´
uzel F2. Kazˇdy´ bucket m v F1 ma´ pocˇı´tadlo vkla´da´nı´ za´znamu˚ r. Noveˇ vlozˇeny´ za´znam
zı´ska´ hodnotu skupiny a porˇadı´ jeho vlozˇenı´ do bucketu ve tvaru (g, r). Unika´tnı´ oznacˇenı´
skupiny je da´no vy´pocˇtem g = Int(m/k). Vznikle´ oznacˇenı´ se nemeˇnı´ a zu˚sta´va´ od doby
vlozˇenı´ do smaza´nı´ stejne´.
Pro kazˇdy´ klı´cˇ (g, r) existuje paritnı´ za´znam v F2 s dvojicı´ neklı´cˇovy´ch u´daju˚. Prvnı´ hod-
nota je pole klı´cˇu˚ ve skupineˇ c1 . . . cl. Druha´ hodnota obsahuje paritnı´ bity z neklı´cˇovy´ch
cˇa´stı´ za´znamu˚ v g. Paritnı´ bit pi je XOR vsˇech i-ty´ch bitu˚ ze skupiny g. Obsah jednoho
za´znamu z g, lze obnovit za prˇedpokladu, zˇe jsou dostupne´ vsˇechny ostatnı´ za´znamy ze
skupiny g [2]. Pokud si prˇedstavı´me, jaky´m zpu˚sobem se postupneˇ za´znamy v bucketech
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Obra´zek 8: Uka´zka struktury LH*g [2]
prˇesouvajı´ deˇlenı´m, zjistı´me, zˇe se zˇa´dne´ dva za´znamy ze stejne´ skupiny g neocitnou ve
stejne´m bucketu. Pro k = 4 by za´znamy z bucketu 0 prˇesˇly postupneˇ do bucketu˚ 4,8,12. . .,
ale za´znamy z bucketu 1 by sˇly do bucketu 5,9,13. . .. Tato vlastnost umozˇnˇuje obnovit za´znam
a poprˇı´padeˇ i vsˇechny za´znamy z nedostupne´ho bucketu a uzlu.
Obeˇ zotavenı´ ma´ na starosti koordina´tor, jenzˇ inicializuje vyhleda´nı´ vsˇech cˇlenu˚ skupiny
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bucketu a vypocˇı´ta´ zpeˇtneˇ neklı´cˇove´ cˇa´sti za´znamu.
Nevy´hodou tohoto rezˇimu je zdvojna´sobenı´ zpra´v prˇi aktualizaci za´znamu. Zası´la´me
zpra´vu i paritnı´mu bucketu pro prˇepocˇet paritnı´ch bitu˚. Da´le vzniknou i velke´ na´klady
na zpra´vy prˇi obnovenı´, kdy se vyhleda´vajı´ a posı´lajı´ vsˇechny za´znamy ze skupiny g.
3.2.2 LH*m
LH*m [3] splnˇuje definici zrcadlenı´ 3.3. Vy´hodou tohoto rˇesˇenı´ je transparentnost na
u´rovni LH*, kde pro kazˇdy´ klı´cˇ existuje jedna adresa bucketu. Nevy´hodou jsou na´klady
na hardwarove´ vybavenı´ serveru a snı´zˇena´ ochrana proti katastroficke´ chybeˇ selha´nı´ sı´teˇ
s pra´veˇ zrcadleny´mi servery.
Definice 3.3 Koncepty zalozˇene´ na zrcadlenı´ by meˇly splnˇovat neˇktere´ na´sledujı´cı´ vlastnosti:
• dostupnost vsˇech za´znamu˚ i prˇes selha´nı´ jednoho uzlu
• dostupnost vsˇech za´znamu˚ ve veˇtsˇineˇ prˇı´padu˚ selha´nı´ vı´ce uzlu˚
• efektivnı´ zotavenı´ po selha´nı´
• vyva´zˇenı´ za´teˇzˇe (load-balancing) po selha´nı´
F
1
F
2
Síť 1                                                         Síť 2
Obra´zek 9: Za´kladnı´ sche´ma LH* se zrcadlenı´m [3]
Kopie klı´cˇu˚ by meˇly by´t umı´steˇny v ru˚zny´ch bucketech prˇi zachova´nı´ dostupnosti prˇes
hashovacı´ funkci. Rozlisˇujeme dva typy zrcadlenı´ na u´rovni sche´matu LH*.
• SA - zrcadlenı´ (structurally − alike), zde jsou jednotlive´ parametry uzlu a bucketu
shodne´, a tedy i adresnı´ vy´pocˇet je shodny´.
• SD - zrcadlenı´ (structurally − dissimilar) obsahuje rozdı´ly v adresova´nı´, a tedy
i propagace zmeˇn mu˚zˇe by´t pomalejsˇı´. Toto rˇesˇenı´ mu˚zˇe by´t vy´hodne´ na heterogennı´
sı´ti, kdy nelze zajistit shodne´ podmı´nky prˇı´stupu.
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SA-zrcadlenı´ je jednodusˇsˇı´ oprotiSD, dı´ky shodny´m parametru˚m souboru. Kazˇdy´ bucket
ma´ hlavicˇku, obsahujı´cı´ jeho u´rovenˇ i, a adresu m = 0, 1, 2, . . .. U´rovenˇ bucketu urcˇuje
naposledy pouzˇita´ hashovacı´ funkce prˇi vkla´da´nı´ za´znamu˚ do bucketu.
Pokud by klient c1 s u´rovnı´ i′ = 3 vkla´dal klı´cˇ 35 do bucketu 3 souboru F1 s u´rovnı´ i = 2
s uzlem 43. Podobneˇ klient c2 s u´rovnı´ i′ = 0 posı´la´ klı´cˇ 125 do bucketu 0 s u´rovnı´ i = 2.
Projde toto vkla´da´nı´ souboremF2 do spra´vne´ho bucketu a provede vlozˇenı´ jako v beˇzˇne´m
rezˇimu LH*. Koordina´tor, ktery´ se na u´praveˇ podı´lı´, vyvola´ na zrcadlene´m souboru F’
vkla´da´nı´, viz obra´zek 10.
Vesˇkere´ u´pravy jsou propagova´ny transparentneˇ i pro klienty. Aby nedosˇlo k nekonzis-
tenci, lze prova´deˇt zmeˇny azˇ po oveˇrˇenı´, zˇe na zrcadlene´m souboru byla zmeˇna u´speˇsˇneˇ
provedena. To si samozrˇejmeˇ vyzˇa´da´ zpra´vy navı´c.
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Obra´zek 10: Uka´zka vkla´da´nı´ prˇi rezˇimu zrcadlenı´ [3]
3.2.3 LH*s
Za´znamy v LH*s [4] jsou „prouzˇkova´ny“ neboli segmentova´ny do k > 1 segmentu˚,
vkla´dany´ch do rozdı´lny´ch bucketu˚ a uzlu˚. Soucˇa´stı´ kazˇde´ho segmentu jsou i paritnı´mi
bity pro obnovenı´ segmentu mimo dany´ uzel. Toto sche´ma podporuje nedostupnost
jednoho ze segmentu˚ za´znamu. Oproti typicke´mu LH* rezˇimu potrˇebuje na paritu LH*s
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o 15 - 25% vı´ce datove´ho prostoru.
Segmentova´nı´ je zalozˇeno na nejnizˇsˇı´ u´rovni, jednotlivy´ch bitech za´znamu, vkla´da´nı´m
po sobeˇ jdoucı´ch bitu˚ za´znamu do rozdı´lny´ch segmentu˚. Vytva´rˇı´ se tı´m ochrana proti
proniknutı´ k datu˚m v jake´mkoliv mı´steˇ a prozrazenı´ jejich obsahu. V nejlepsˇı´m prˇı´padeˇ
totizˇ u´tocˇnı´k zı´ska´ cely´ segment obsahujı´cı´ 1 bit z k za´znamu˚ segmentu˚.
Vznika´ zde urcˇite´ zhorsˇenı´ prˇi vkla´da´nı´ za´znamu, z du˚vodu zasla´nı´ parity segmentu.
Vyhleda´nı´ klı´cˇe k za´znamu se mu˚zˇe sta´t oproti LH* pomalejsˇı´, nebot’ klient obesı´la´ k
bucketu˚. Je zde potrˇeba vı´ce cˇasu CPU na zpracova´nı´ dotazu˚ a odpoveˇdı´, nebot’je kazˇdy´
za´znam posla´n v nejme´neˇ 2 zpra´va´ch. Neˇktere´ aplikace toto zhorsˇenı´ akceptujı´ pro jeho
vysokou bezpecˇnost.
Obra´zek 11: Rozpty´lenı´ za´znamu do k = 3 segmentu˚ [4]
Za´znam R ma´ klı´cˇ c a sekvenci bitu˚ B o velikosti mk, poslednı´ bity mohou by´t doplneˇny
nulou. Pru˚beˇh vlozˇenı´ dat klientem je v LH*s na´sledujı´cı´ (viz obra´zek 11). Bit b′j je paritnı´
bit pro rˇeteˇzec j-te´ho bitu kazˇde´ho segmentu 1 ≤ j ≤ k. Pokud bude neˇktery´ ze segmentu˚
s z R nedostupny´, paritnı´ segment umozˇnı´ rekonstrukci s.
3.2.4 LH*rs
LH*rs [5] se vyznacˇuje strukturova´nı´m sˇka´lovatelne´ho souboru do skupin o m bucketech
a vyuzˇitı´m paritnı´ho kalkulu zalozˇene´ho na Reed-Solomon (RS) [5], mazacı´m opravne´m
(de)ko´dova´nı´. Soubor obsahuje data za´znamu˚ a paritnı´ za´znamy.
Data jsou jako u LH* na zacˇa´tku ukla´da´na do bucketu b0 na uzel A0. Prˇetecˇenı´ vy-
vola´ rozdeˇlenı´ bucketu. Naopak maza´nı´m a vypra´zdneˇnı´m bucketu vyvola´me sloucˇenı´
bucketu˚. Sloucˇenı´ vzˇdy ovlivnˇuje naposledy rozdeˇleny´ bucket v rˇadeˇ. O oba procesy se
stara´ koordina´tor. Datova´ struktura za´znamu a paritnı´ho za´znamu je stejna´ jako u LH*g.
Nejzajı´maveˇjsˇı´ je vsˇak zpu˚sob pra´ce s paritnı´mi za´znamy.
Deko´dova´nı´ paritnı´ho za´znamu je v za´kladu zalozˇeno na Erasure Correcting Codes (ECC),
avsˇak je mozˇne´ pouzˇı´t upravene´ Reed-Solomon (RS) ko´dova´nı´ s pouzˇitı´m Galoisova pole
(GF) [5]. Vy´pocˇet na´sledneˇ vyuzˇı´va´ existenci primitivnı´ch prvku˚ v kazˇde´m z GF a obsa-
huje neˇkolik robustnı´ch matic pro jednotlive´ operace.
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3.2.5 CG-index
CG-index [15] vytva´rˇı´ efektivnı´ indexaci dat v prostrˇedı´ cloudu za pomoci B+-stromu.
Hlavnı´ mysˇlenkou je rozdeˇlenı´ za´znamu˚ na neˇkolik maly´ch cˇa´stı´ nazy´vany´ch strˇepy.
Kazˇdy´ strˇep je distribuovana´ jednotka ulozˇena´ v unika´tneˇ vypocˇı´tane´m uzlu. Mı´sto bu-
dova´nı´ celkove´ho indexu ulozˇeny´ch za´znamu˚ buduje CG-index pouze loka´lnı´ indexaci
zvanou index strˇepu. Tento index strˇepu je distribucˇnı´ jednotkou CG-Indexu, ktera´ je
ulozˇena a spravova´na v unika´tnı´m indexu uzlu. Tı´m CG-Index dosahuje dane´ sˇka´lova-
telnosti. Dotazy jsou provedeny vy´pocˇtem vsˇech kompetentnı´ch strˇepu˚.
Na pocˇa´tku vybudujeme loka´lnı´ indexaci u kazˇde´ho uzlu, ktery´ si indexuje data v sobeˇ
ulozˇena´. Da´le uzly organizujeme do prˇekry´vajı´cı´ se struktury a loka´lneˇ publikujeme cˇa´sti
uzlu˚ pro efektivnı´ dotazova´nı´. CG-index podporuje beˇzˇne´ operace (insert, delete), ale
hlavneˇ vyhleda´nı´ pomocı´ klı´cˇe a rozsahove´ dotazy (range query).
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Obra´zek 12: Architektura syste´mu s distribuovany´m B+-stromem
Architektura komunikace je postavena na protokolu BATON [20] pro dynamicke´ peer-to-
peer spojenı´. Obra´zek 12 ukazuje strukturu stanic v syste´mu. Prˇekry´vajı´cı´ se smeˇrovacı´
protokol na´m umozˇnˇuje vyhleda´va´nı´ od jake´hokoliv uzlu, nemusı´me jej vzˇdy zapocˇı´t
u korˇene. Varianta dotazova´nı´ za pomoci broadcast zpra´v by zde byla jednoducha´, avsˇak
ma´lo sˇka´lovatelna´.
Budova´nı´ globa´lnı´ho indexu (CG) na loka´lnı´ch B+-stromech je na obra´zku 12 znacˇeno
cˇerny´mi uzly. Uzly si udrzˇujı´ pointer na CG-index, ten je tvorˇen klı´cˇem B+-stromu. Z ko-
munikace si ukla´da´me jen data o publikovany´ch uzlech: blk, range, keys, ip. Blk je cˇı´slo
datove´ho bloku uzlu, range je rozsah dane´ho uzlu, keys jsou vyhleda´vacı´ klı´cˇe v uzlu a ip
je IP adresa prˇı´slusˇne´ho uzlu.
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3.2.6 SDR-strom
Jedna´ se o SDDS strukturu vyuzˇı´vajı´cı´ principy organizace R-stromu a splnˇujı´cı´ za´kladnı´
principy SDDS z definice 3.2. SDR-strom [8] je bina´rnı´ strom mapovany´ z neˇkolika uzlu˚.
Kazˇdy´ vnitrˇnı´ uzel ukazuje pra´veˇ na dva listy (smeˇrovacı´ uzel), hloubka stromu je rovna
logaritmu pocˇtu stromu˚.
Ukazatel na levy´ a pravy´ list obsahuje adresa´rˇ obde´lnı´ku˚ MBR, tedy leve´ a prave´ pod-
stromy. Kazˇdy´ listovy´ nebo datovy´ uzel obsahuje cˇa´st indexovany´ch objektu˚. Server je
jedinecˇneˇ identifikovatelny´ podle ID (ID = i) a ulozˇene´ dvojice (ri, di) smeˇrovacı´ho a da-
tove´ho uzlu. Obra´zek 13 ukazuje postupne´ vytva´rˇenı´ SDR-stromu z uzlu S0 na uzly S1
a S2. Prˇi prˇekrocˇenı´ kapacity uzlu nebo neˇktery´ch zvoleny´ch krite´riı´ prostorove´ho porytı´
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Obra´zek 13: Vy´voj SDR-stromu [8]
MBR dojde k rozdeˇlenı´ dat na d0 a d1. Vzniknou podprostory a = mbr(b ∪ c) MBR na
uzlech a smeˇrovacı´ uzel r1 mezi nimi. Smeˇrovacı´ uzel obsahuje sve´ ID a odkazy na po-
tomky. Odkaz na potomka obsahuje informaci ve formeˇ cˇtverˇice parametru˚ (ID potomka,
seznam MBR, hloubku podstromu, typ uzlu). Typ uzlu mu˚zˇe by´t datovy´, na neˇm se data
z adresa´rˇe MBR prˇı´mo nacha´zejı´, nebo smeˇrovacı´ na dalsˇı´ uzly/listy.
Pohled klientu˚ na strukturu distribuovane´ho stromu je rˇesˇen IAM (image adjustment
message) [1] zpra´vami. Klienti se mohou dopustit adresnı´ chyby prˇi dotazu na uzel DDS
(server). IAM zajisˇt’uje spra´vnou adresaci dotazu klientem. V kazˇde´ odpoveˇdi uzlu je
obsazˇena cˇtverˇice odkazu˚ tvorˇena´ z datove´ho a smeˇrovacı´ho uzlu a odkazu˚ na leve´ho
a prave´ho potomka.
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4 Na´vrh konceptu SDDS
Pokousˇı´me se zde shrnout a vyuzˇı´t jednotlive´ vlastnosti a poznatky z prˇedesˇly´ch kapitol
k navrzˇenı´ vhodne´ komunikace, rozlozˇenı´ dat a pokusit se dodrzˇet co mozˇna´ nejvı´ce
krite´riı´ definujı´cı´ch SDDS struktury.
4.1 Omezenı´ a pozˇadavky
Vlastnı´ implementace neˇktere´ho konceptu LH* neprˇipada´ v u´vahu s ohledem na slozˇi-
tost a cˇasovou na´rocˇnost implementace. Zmı´neˇne´ koncepty LH* struktur jsou spojene´
i s neˇkolikaletou vy´zkumnou pracı´ podobneˇ jako stromove´ DS. V pra´ci byl pouzˇit ra´mec
QuickDB [24] implementovany´ vy´zkumnou skupinou Database Research Group1 na Ka-
tedrˇe informatiky2. Poskytnutı´m jizˇ implementovany´ch datovy´ch struktur - databa´zı´, viz
kapitola 4.2, se lze veˇnovat konceptu komunikace a zpu˚sobu rozlozˇenı´ dat mezi uzly.
Pro udrzˇova´nı´ pohledu nad rozdeˇlenı´m vyjdeme ze syste´mu Range parttitioning [28] za-
lozˇene´ho na rozdeˇlenı´ rozsahu hodnot klı´cˇu˚ mezi jednotlive´ uzly. Zde se i prˇes staticky´
rezˇim deˇlenı´ klı´cˇu˚ pokusı´me prˇiblı´zˇit dynamicˇnosti za pomocı´ rozsˇı´rˇenı´ klı´cˇu˚ na vı´ce
uzlu˚. Podobneˇ jako u SDR-stromu pouzˇijeme tvorbu loka´lnı´ho (azˇ globa´lnı´ho) pohledu
na uzly klienty.
Na´vrh konceptu komunikace mezi jednotlivy´mi aplikacemi, klienty a servery je za´sadnı´.
Komunikace vyuzˇije sta´vajı´cı´ protokoly sı´teˇ TCP/IP. Vlastnı´ tvorba transportnı´ vrstvy
k nahrazenı´ TCP/IP a UDP protokolu˚ by byla znacˇneˇ slozˇita´ a cˇasoveˇ nezvla´dnutelna´.
Pro implementaci byl zvolen vy´hradneˇ jazyk C++ [13]. V implementaci se snazˇı´me omezit
pocˇet prˇı´stupu˚ na disk, jelikozˇ je to cˇasoveˇ velmi na´rocˇna´ operace. Alokujeme si proto
prˇedem veˇtsˇı´ prostor v operacˇnı´ pameˇti. Vyuzˇitı´m ukazatelu˚ na objekty a jejich prˇeda´va´-
nı´m mezi metodami se vyhneme zbytecˇne´ duplikaci promeˇnny´ch. Za chodu aplikace nenı´
prˇı´hodne´ dynamicky alokovat pameˇt’, jelikozˇ alokace a uvolnˇova´nı´ pameˇti jsou operace
srovnatelne´ s diskovy´m prˇı´stupem. Je nutna´ alokace pameˇti prˇed operacemi s datovou
strukturou, proto je pouzˇit jako programovacı´ jazyk pra´veˇ C++ s opera´torynew adelete.
Alokace a uvolnˇova´nı´ pameˇti neprobı´ha´ soustavneˇ podle potrˇeb z du˚vodu cˇasove´ na´rocˇ-
nosti.
4.2 QuickDB
Poskytnute´ datove´ struktury R-stromu a B-stromu jsou zprostrˇedkova´ny za pomoci trˇı´dy
cQuickDB. Trˇı´da vytva´rˇı´ pro datove´ struktury perzistentnı´ datove´ prostrˇedı´, viz kapi-
tola 4.7.
Kazˇdy´ za´znam je tvorˇen klı´cˇem a daty za´znamu. Klı´cˇ mu˚zˇe by´t tvorˇen ru˚zny´mi dato-
vy´mi typy. Je definova´n dynamicky za pomocı´ trˇı´d deˇdı´cı´ch z cDTDDescriptor. Deˇdicˇ-
nost zajisˇt’uje ru˚znorodost klı´cˇu˚ podle potrˇeby DS. V nasˇem prˇı´padeˇ byla pouzˇita trˇı´da
cSpaceDescriptor definujı´cı´ n-tici klı´cˇu˚ tvorˇı´cı´ klı´cˇ typu cTuple.
V uka´zce 1 je vytvorˇen popis pro n-tici klı´cˇe o de´lce = KEY DIMENSION. Na popisu klı´cˇe
1http://db.cs.vsb.cz
2http://www.cs.vsb.cz
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lze vytvorˇit objekt klı´cˇe, v uka´zce 1 je reprezentova´n promeˇnnou tp. Objekt cQuickDB
potrˇebuje prˇi sve´ inicializaci nastavenı´ velikosti perzistentnı´ datove´ struktury. Po vy-
tvorˇenı´ souboru˚ na disku a alokaci pameˇti RAM vytva´rˇı´ DS B-stromu. Vstupnı´ parametry
konstruktoru˚ jsou popsa´ny v uka´zce 1, nı´zˇe.
1 sd_BTREE = new cSpaceDescriptor(KEY_DIMENSION, new cUInt());
2 // uzel
3 cTuple *tp = cTuple tp(sd_BTREE);
4 // cQuickDB
5 quickDB = new cQuickDB();
6
7 if (!quickDB->Create(DB_Name, //na´zev souboru˚ DS
8 CACHE_SIZE, //pocˇet uzlu˚ v pameˇti RAM
9 MAX_NODE_INMEM_SIZE, //pocˇet uzlu˚
10 BLOCK_SIZE) //velikot diskove´ho bloku
11 ){return false;}
12 // B-tree hlavicˇka
13 cBpTreeHeader<tKey> *mHeader = new cBpTreeHeader<tKey>(
14 ”Btree1”,// na´zev DS
15 BLOCK_SIZE, //velikot diskove´ho bloku
16 sd_BTREE,// cQuickDB
17 tp.GetSize(sd_BTREE),//velikost klı´cˇe zaznamu˚
18 DB_DATA_LENGHT*sizeof(char),//de´lka za´znamu
19 false); //variabilnı´ de´lka
20 // B-tree
21 cBpTree<tKey> *mIndexBtree = new cBpTree<tKey>();
22 // B-tree tvorba
23 if (!mIndexBtree->Create(mHeader, quickDB)){return false;}
24 cout<<”NEW Database BTREE was created!”<<endl;
Vy´pis 1: Uka´zka vytvorˇenı´ objektu QuickDB a B-stromu
Na trˇı´dy popisujı´cı´ klı´cˇ a DS jsme museli nava´zat. Pouzˇı´t je jako za´klad pro definici po-
hledu a vlastnosti DS. Tı´m jsme zachovali dynamicˇnost implementace - neza´vislost na typu
klı´cˇe cˇi pouzˇite´ DS.
Trˇı´da cMBRectangle je vyuzˇita pro popis pohledu na udrzˇovane´ za´znamy DS. Neu-
drzˇujeme pomocı´ neˇj pouze seznam rozsahu klı´cˇu˚, ale vyuzˇı´va´me i neˇktere´ metody pro
zjisˇteˇnı´:
• IsInRectangle() - je tento klı´cˇ nebo MBR obsazˇen v MBR.
• IsIntersected() - je tento MBR protnut nebo obsazˇen v MBR.
Pomocı´ teˇchto metod jsme schopni rozhodovat na uzlu, zda dany´ prˇı´kaz s klı´cˇem patrˇı´
uzlu nebo ma´ dojı´t k jeho prˇeposla´nı´ na jiny´ uzel.
MBR je u R-stromu definova´n dveˇma body Qlow a Qhigh ve vı´cerozmeˇrne´m prostoru.
B-strom nenı´ vı´cerozmeˇrna´ DS, prˇesto zde vyuzˇijeme k popisu intervalu klı´cˇu˚ trˇı´du
cMBRectangle, viz obra´zek 14.
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Obra´zek 14: Rozdeˇlenı´ rozsahu˚ klı´cˇu˚
4.3 Na´vrh vlastnı´ DDS
Koncept se musı´ vyhnout jake´mukoliv centra´lnı´mu zarˇı´zenı´ a rˇı´zenı´ v sı´t’i. Pokud na-
vrhneme hveˇzdicovou strukturu serveru˚, pak se klient na pocˇa´tku dota´zˇe prˇes strˇedovy´
server, ktery´ by informace neusta´le prˇeposı´lal. Tento server by vlastnil tabulku adres
serveru˚ s jejich obsahem. Obsahem zde mı´nı´me naprˇı´klad interval ulozˇene´ho B-stromu,
nebo jina´ klı´cˇova´ data. Nejenzˇe by se stal prˇetı´zˇeny´m, ale prˇi vy´padku tohoto serveru by
dosˇlo k nedostupnosti vsˇech serveru˚.
Rˇesˇenı´m je vytvorˇenı´ tabulky serveru˚ na vsˇech serverech. Pote´ by se stal kazˇdy´ server
neza´visly´. Klienti by se prˇi prvnı´ komunikaci mohli ve zpeˇtne´ odpoveˇdi dozveˇdeˇt za´-
znam, cˇi dokonce za´znamy o ostatnı´ch serverech. Musı´me vsˇak zajistit rˇesˇenı´ neˇkolika
proble´mu˚.
Udrzˇovat jednotlive´ za´znamy serveru˚ aktua´lnı´ pomocı´ rozesla´nı´ zpra´vy vsˇem serveru˚m
nenı´ prˇi velke´m pocˇtu serveru˚ nejsˇt’astneˇjsˇı´, avsˇak nezavrhujeme jej pro na´sˇ koncept.
Navı´c pokud chceme by´t schopni rychle reagovat na prˇı´padny´ vy´padek, nevyhneme se pe-
riodicke´mu zası´la´nı´ zpra´v typu ”HELLO”servery. Navrzˇeny´ koncept komunikace se pokousˇı´
rˇesˇit vesˇkere´ vy´sˇe uvedene´ proble´my.
4.4 Sı´t’ove´ prostrˇedı´
Dnesˇnı´ technologie TCP/IP dovolujı´ prˇes internet vytva´rˇet virtua´lnı´ sı´teˇ, tunely, zapouz-
drˇit komunikaci do ru˚zny´ch protokolu˚ a mnoho dalsˇı´ch mozˇnostı´. Vyhneme se slozˇite´mu
smeˇrova´nı´ a mozˇny´m heterogennı´m cˇa´stem sı´tı´ v Intranetu cˇi Internetu.
S vyuzˇitı´m ru˚zny´ch technologiı´ lze vytvorˇit virtua´lnı´ sı´t’ prˇes Internet, na nı´zˇ by byly
umı´steˇny nasˇe servery. Topologie jake´koliv sı´teˇ by tak vypadala jako na obra´zku 15. Vir-
tua´lnı´ strˇedovy´ prˇepı´nacˇ by ve skutecˇnosti mohl by´t tvorˇen i neˇkolika smeˇrovacˇi s u´stı´mi
tunelu˚ od serveru˚. Tı´m by vy´padek smeˇrovacˇe neohrozil celou virtua´lnı´ sı´t’. Za pomoci
nakonfigurovany´ch pravidel ve smeˇrovacı´ch tabulka´ch smeˇrovacˇu˚ a s jejich dnesˇnı´ rych-
lostı´ konvergence by se vy´padek pokusili okamzˇiteˇ nahradit zbyle´ smeˇrovacˇe mezi sebou.
Konfiguraci a pouzˇite´ technologie zde neuva´dı´me, nebot’jsou za´visle´ na samotny´ch zarˇı´-
zenı´ch a krite´riı´ch prˇenosove´ sı´teˇ.
Za pomoci Ethernet protokolu podporujı´cı´ho zası´la´nı´ zpra´v broadcast a multicast po
segmentu sı´teˇ, lze obeslat jednotlive´ prvky-servery. Cˇas pru˚chodu zpra´vy sı´tı´ je stejny´,
jako u Point-to-point zpra´v, avsˇak musı´me zabra´nit „za´plaveˇ“ prˇı´lisˇ mnoha mı´st. Odbeˇr
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Obra´zek 15: Vzhled virtua´lnı´ sı´teˇ
multicastu by se u serveru˚ mohl vyuzˇı´t v budoucnu pro oznamova´nı´ uzamknutı´ urcˇi-
te´ho za´znamu cˇi skupiny za´znamu˚. Pro prˇenos (replikaci) za´znamu˚, vsˇak nenı´ vhodny´m
rˇesˇenı´m, viz kapitola 4.4.1.
4.4.1 Komunikace na sı´ti
Pro komunikaci a prˇenos dat lze pouzˇı´t dva protokoly z rodiny TCP/IP na transportnı´
vrstveˇ. Prvnı´m je spojovy´ protokol TCP. Hlavnı´ vy´hodou je spolehlivy´ prˇenos dat. Vyuzˇije
se prˇi zası´la´nı´ prˇı´kazu˚ k operacı´m nad databa´zı´ a samotny´mi za´znamy. Jsme schopni oka-
mzˇiteˇ informovat o nedostupnosti cı´le cˇi vy´padku spojenı´ a reagovat na neˇ. Nevy´hodou
zu˚sta´va´ delsˇı´ cˇasova´ na´rocˇnost, vyply´vajı´cı´ z nutnosti nava´za´nı´ a ukoncˇenı´ spojenı´ obeˇma
stranami.
Druhy´ protokol UDP obsahuje hned v prvnı´m ra´mci aplikacˇnı´ data, je tedy me´neˇ na´-
rocˇny´. Usˇetrˇı´me sˇı´rˇku pa´sma a cˇas stra´veny´ nad sestavenı´m spojenı´. Vsˇe bohuzˇel za cenu
neschopnosti zarucˇit dorucˇenı´ do cı´le. Vyuzˇitı´ nacha´zı´ tento protokol v periodicke´m ozna-
mova´nı´ prˇı´tomnosti serveru na me´diu/sı´ti a sˇı´rˇenı´ me´neˇ prioritnı´ch informacı´.
Kde jaky´ protokol vyuzˇijeme, si musı´me dobrˇe promyslet. Nelze dopustit, aby se pohled
na data stal neintegritnı´, cˇi dokonce nekonzistentnı´. Neˇktere´ prvky sı´teˇ (smeˇrovacˇe, prˇe-
pı´nacˇe) si mohou prˇi kriticke´m zaplneˇnı´ sve´ cache pameˇti odlehcˇit zahozenı´m neˇktery´ch
ra´mcu˚ a to jak u UDP, tak TCP komunikace. Jak je videˇt na obra´zku 16, nasˇe zaslana´ data
jsou zapouzdrˇena postupneˇ do ra´mcu˚. Velikost pro nasˇe data urcˇuje pouzˇita´ transportnı´
vrstva TCP nebo UDP a na´sledneˇ hodnota MTU ra´mce. Hodnotu MTU nemeˇnı´me z du˚-
vodu slozˇitosti nastavenı´ klienta a serveru, ale mozˇnosti neprˇijetı´ dohodnute´ velikosti
ktery´mkoliv sı´t’ovy´m prvkem na trase komunikace.
U TCP se v SYN zpra´veˇ prˇi nava´za´nı´ spojenı´ uva´dı´ velikost cele´ zpra´vy a navrzˇena ve-
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likost MTU ra´mce TCP. Cely´ TCP ra´mec ma´ standardneˇ maxima´lnı´ velikost 1 500 bytu˚
(nepouzˇı´va´me-li Jumbo Ethernet 8 kB), samotna´ hlavicˇka ma´ standardneˇ 40 bytu˚ (u RFC
1 323 prˇida´va´me 12 extra bytu˚ k hlavicˇkce). Na data na´m v jedne´ zpra´veˇ TCP maxima´lneˇ
zby´va´ pouze 1 460 bytu˚. Prˇi testech, viz kapitola 6.3.6, meˇl jeden aplikacˇnı´ datovy´ ra´mec
pro data 1 260 B. Mensˇı´ velikost nezˇ 1 460 bytu˚ je zpu˚sobena zapouzdrˇenı´m hlavicˇek da-
lsˇı´ch vrstev (aplikacˇnı´, prezencˇnı´ a relacˇnı´).
Hlavička
(Ethernet)
Patička
(Ethernet)
DATA
Hlavička
(IP)
DATA
Hlavička
(UDP, TCP)
DATA
Zdrojový port,
cílový port,..
Zdrojová IP, 
cílová IP,..
Zdrojová MAC, 
cílová MAC,..
Síťová vrstva
Transportní vrstva
Vrstva síťového rozhraní / Linková vrstva
DATA
Obra´zek 16: Zapouzdrˇenı´ dat v TCP/IP [16]
Pro rozlisˇenı´ jaka´ data/typ jsou vlastneˇ obsazˇena, je nutne´ v hlavicˇce ra´mce uve´st hod-
notu urcˇujı´cı´ typ, a tedy obsah zpra´vy. Podle neˇj se zby´vajı´cı´ byty zapı´sˇı´ do jednotlivy´ch
promeˇnny´ch. Proble´m mu˚zˇe nastat, pokud chceme zaslat vı´ce objemny´ch za´znamu˚, na-
prˇı´klad z rozsahove´ho dotazu. Data se zpracujı´ na serveru a posˇlou klientovi odpoveˇd’po
vı´ce ra´mcı´ch. Ota´zkou zu˚sta´va´, jak velky´ dotazovy´ rozsah povolit a osˇetrˇit tak maxima´lnı´
velikost zası´lany´ch dat na sı´ti.
4.4.2 Server
Jednotlive´ cˇinnosti/procesy aplikace serveru jsou nastı´neˇny na obra´zku 17. Implemento-
vany´ server musı´ zvla´dat vı´cevla´knovou obsluhu prˇijaty´ch spojenı´ jak na TCP, tak UDP
socketu, viz kapitola 6.4.4. Vla´kna na serveru se dajı´ rozdeˇlit do dvou skupin podle pou-
zˇite´ho komunikacˇnı´ho protokolu.
Vla´kno pro poslech socketu TCP na IP adrese a portu. Prˇi zachycenı´ komunikace na´-
sleduje okamzˇite´ prˇeda´nı´ spojenı´ (socket nava´zane´ho spojenı´) vla´knu k vyrˇı´zenı´. Jedno
cˇi vı´ce vla´ken pro vyrˇı´zenı´ nava´zany´ch spojenı´ TCP. Druhou skupinu tvorˇı´ vla´kno pro
poslech socketu UDP na IP adrese a portu. Poslech broadcast zpra´v a jejich na´sledne´
vyrˇı´zenı´ (zpracova´nı´ zpra´v typu ”HELLO” apod.). Vla´kno pro cyklicke´ zası´la´nı´ informacı´
o serveru, poprˇı´padeˇ reakcı´ na prˇijatou zpra´vu broadcast.
4.5 Chova´nı´ SDDS
Popisujeme jednotlive´ prˇı´pady chova´nı´ aplikace klienta a serveru (uzlu DDS) prˇi komu-
nikaci a prˇı´padne´ chova´nı´ v rozporu s definicı´ SDDS.
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Obra´zek 17: Jednotlive´ cˇinnosti/procesy serveru
4.5.1 Bodovy´ dotaz
Klient se chce dota´zat na za´znam s klı´cˇem a = 12 000. Pohled klienta mu˚zˇe, ale nemusı´
obsahovat adresu serveru uchova´vajı´cı´ dany´ za´znam. Pokud klient zna´ tento server, pak
probeˇhne dotaz a dany´ za´znam je navra´cen.
Zajı´maveˇjsˇı´ situace nastane v prˇı´padeˇ, kdy server s klı´cˇem a nezna´me, viz obra´zek 18.
Klient se veˇdomeˇ dopustı´ adresnı´ chyby a dota´zˇe se na S0. Server zjistı´ adresnı´ chybu
klienta a dotaz prˇeposˇle na spra´vny´ server s prˇı´znakem prˇeposla´nı´ ve zpra´veˇ. Server S1
dotaz zpracuje a prˇida´ o sobeˇ informace (IAM) pro klienta. S0 jako prostrˇednı´k pouze
zpra´vu prˇeposˇle a da´le nezpracova´va´. Klient zı´ska´ se za´znamem i rozsˇı´rˇenı´ pohledu o da-
lsˇı´ server a prˇi dalsˇı´m dotazu na klı´cˇe z S1 se adresnı´ chyby nedopustı´.
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Obra´zek 18: Vyhleda´nı´ s adresnı´ chybou
Nevhodne´ provedenı´ bodove´ho dotazu je zobrazeno na obra´zku 19. S0 musı´ sestavit Up-
date pohledu pro klienta na S1. Pokud S0 drzˇı´ v pameˇti dotaz i informaci pro prˇeposla´nı´
je nevhodne´ tuto situaci nevyuzˇı´t. Zasˇleme Update pohledu, ktery´ si klient zpracuje a na´-
sledneˇ znovu nava´zˇe spojenı´ se serverem. Nejen, zˇe jsou vsˇechny procesy (2x nava´za´nı´
spojenı´, pra´ce s pohledem) cˇasoveˇ na´rocˇne´, ale jsou i proti definici SDDS. Server se mu˚zˇe
sta´t nedostupny´m z du˚vodu vy´padku sı´teˇ nebo z du˚vodu u´drzˇby. Pak je vhodne´ apliko-
vat replikaci za´znamu˚ na jiny´ server. Prˇedesˇly´ pru˚beˇh dotazu obohaceny´ o nedostupny´
server je zachycen na obra´zku 20.
Pro zajisˇteˇnı´ integrity za´znamu˚ a cele´ databa´ze by se po zprovozneˇnı´ serveru S1 meˇl
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Obra´zek 19: Uka´zka sˇpatne´ho konceptu pro vyhleda´nı´ s adresnı´ chybou
synchronizovat s S2. Vhodny´m rˇesˇenı´m by byl log soubor na S2 do neˇhozˇ by byli zazna-
mena´ny u´pravy, ktere´ na S1 nebylo mozˇno replikovat v dobeˇ nedostupnosti. Nasˇe rˇesˇenı´
v prˇı´padeˇ opakovane´ nedostupnosti serveru prˇı´kaz neprovede.
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Obra´zek 20: Pru˚beˇh bodove´ho dotazu s nedostupny´m serverem
Pozna´mka 4.1 Aplikace schopnost synchronizace serveru˚ pomocı´ log souboru prˇi repli-
kaci dat neimplementuje. Nelze tudı´zˇ zarucˇit konzistenci DB prˇi vy´padku jednoho ze
serveru˚.
Pozna´mka 4.2 Reakce na nedostupnost jednoho ze serveru˚ je da´na cˇasovou na´rocˇnostı´
zjisˇteˇnı´ nedostupnosti. Je vhodne´ uvazˇovat o cyklicke´ aktualizaci pohledu na serveru
podle cˇasovy´ch razı´tek poslednı´ch zpra´v „HELLOU“, viz kapitola 4.5.3.
4.5.2 Rozsahovy´ dotaz
Vyhleda´nı´ za´znamu˚ pomocı´ rozsahove´ho dotazu s klı´cˇi Qlow = 2 400 a Qhigh = 25 000
je zachyceno na obra´zku 21. Klient se i zde mu˚zˇe dopustit adresnı´ chyby a dota´zat se
na server, ktery´ dany´ rozsah klı´cˇu˚ neuchova´va´. Stane se z neˇj podobneˇ jako v prˇı´padeˇ
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bodove´ho dotazu pouhy´ prostrˇednı´k cele´ transakce. Server S0 drzˇı´ dolnı´ rozsah, a tak
provede prvnı´ dotaz na sve´ DB. Na´sledneˇ server S0 vyhleda´ seznamy serveru˚ drzˇı´cı´ch
zbyle´ klı´cˇe. Vyhleda´nı´ ostatnı´ch serveru˚ provede jen v prˇı´padeˇ, zˇe sa´m neuchova´va´ rozsah
klı´cˇu˚ alow azˇ ahigh. Pro zı´ska´nı´ ostatnı´ch vy´sledku˚ prˇida´ S0 k dotazu klienta prˇı´znak
prˇeposla´nı´. Dı´ky prˇı´znaku prˇeposla´nı´ server S1 a S2 prˇijaty´ dotaz okamzˇiteˇ provedou
nad databa´zı´ a vy´sledne´ za´znamy vra´tı´ serveru S0. Zı´skane´ vy´sledky dotazu se na S0
spojı´ do jedne´ zpra´vy pro klienta.
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Obra´zek 21: Pru˚beˇh rozsahove´ho dotazu
Pozna´mka 4.3 Vsˇimneˇme si, zˇe se S0 stane pro dotaz centra´lnı´m prvkem koordinujı´cı´m
cely´ dotaz podobneˇ jako v prostrˇedı´ MapReduce, avsˇak bez nutnosti kontroly redundance
vra´ceny´ch hodnot.
4.5.3 UDP zpra´vy
UDP komunikaci zajisˇt’ujı´ dveˇ vla´kna sdı´lejı´cı´ informace o prˇijaty´ch zpra´va´ch a pohledu
serveru na okolı´. Mechanizmus ”Hellou” zpra´v zajisˇt’uje sˇka´lovatelnost pocˇtu serveru˚ za
beˇhu spolecˇneˇ s vyvazˇova´nı´m za´teˇzˇe. Vyva´zˇenı´ serveru˚ zajisˇt’uje parametr za´teˇzˇe T a za-
sı´la´nı´ zpra´v periodicky v urcˇene´m cˇasove´m intervalu. Uka´zka pru˚beˇhu UDP komunikace
je na obra´zku 22. Server zpracuje zachycenou UDP komunikaci a na´sledneˇ na ni reaguje
ve druhe´m vla´kneˇ zasla´nı´m jedne´ z na´sledujı´cı´ch zpra´v:
• Hellou - pru˚beˇzˇna´ zpra´va oznamujı´cı´ pouze ID, IP adresu, stav a za´teˇzˇ T serveru,
ktery´ ji zaslal.
• Request - reakce na zachycenı´ zpra´vy Hellou od dosud nezna´me´ho serveru (nenı´
uveden v pohledu serveru).
• Update - reakce na zachycenı´ zpra´vy Request se shodnou ID a IP adresou naslou-
chajı´cı´ho serveru. Zpra´va obsahuje cele´ nastavenı´ serveru - ServerConfig. Jedna´ se
o IAM zpra´vu.
• Close - zpra´va oznamujı´cı´ ID a IP adresu serveru, ktery´ byl vypnut.
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Obra´zek 22: UDP komunikace mezi servery s prˇida´nı´m serveru S2
Nedostatkem implementace a prˇedlozˇene´ho konceptu je hromadna´ reakce vsˇech serveru˚
na novy´ server S2 zpra´vami Request. Po dobu jedne´ periody nedojde k zasla´nı´ zpra´vy
Hellou vsˇemi servery, a tedy k mozˇnosti vyvazˇova´nı´ za´teˇzˇe. Ota´zkou je, jak cˇasto prˇida´-
va´me novy´ server.
Pozna´mka 4.4 Periodu zası´la´nı´ UDP zpra´v serverem lze nastavit v cServerDefinit-
ion.h parametrem TIME SEND HELLOUS, pouzˇita´ hodnota u serveru˚ byla vzˇdy 1s.
4.6 Vyva´zˇenı´ za´teˇzˇe
Vyva´zˇenı´ za´teˇzˇe -„Load balancing“ [4] mezi servery. Kapitola 4.5.3 nastı´nila pru˚beˇh UDP
komunikace zajisˇt’ujı´cı´ zpra´vy Hellou potrˇebne´ pro na´sledujı´cı´ dva druhy vyva´zˇenı´:
• Vyva´zˇenı´ rozdeˇlenı´ dat mezi servery
• Vyva´zˇenı´ dotazu˚ mezi servery (nutna´ replikace dat)
Dynamicka´ tvorba, deˇlenı´ a maza´nı´ pohledu na ulozˇenı´ dat mezi servery byla nahrazena
statickou definicı´ rozsahu˚/intervalu˚ na jednotlivy´ch serverech. V ra´mci masivneˇ paralel-
nı´ho zpracova´nı´ dat je pro na´s zajı´maveˇjsˇı´ se veˇnovat spı´sˇe vyva´zˇenı´ dotazu˚ mezi servery,
nezˇ dynamicke´mu rozdeˇlenı´ rozsahu/intervalu klı´cˇu˚ mezi uzly DDS. Vyva´zˇenı´ dotazu˚
bez centra´lnı´ho koordina´tora je dosti slozˇite´. Nelze odhadnout nenada´le´ zatı´zˇenı´ klienty
neˇktere´ho ze serveru˚. Rˇesˇenı´, kdy server zacˇne zamı´tat spojenı´ od klientu˚ je neprˇı´pustne´.
Nelze veˇdeˇt, zda klient vu˚bec zna´ jiny´ server pro dotaz. Opakova´nı´ dotazu na server je
proti definici chova´nı´ SDDS. Nabı´zı´ se na´m na´sledujı´cı´ sce´na´rˇ pro rˇı´zenı´ za´teˇzˇe:
1. Z UDP komunikace zı´ska´vat periodicky prˇehled o za´teˇzˇi okolnı´ch serveru˚.
2. Prˇi dotazu detekovat prˇetı´zˇenı´ serveru oproti ostatnı´m se stejny´m obsahem.
3. Upozornit klienty prˇi prˇetı´zˇenı´ na vyuzˇitı´ jiny´ch serveru˚ pro prˇı´sˇtı´ dotazova´nı´.
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4. Nastavit u klienta vhodne´ chova´nı´ prˇi vy´beˇru serveru pro vykona´nı´ dotazu a zpra-
cova´nı´ odpoveˇdi.
Za urcˇitou dobu prˇedpokla´da´me cˇa´stecˇne´ usta´lenı´ za´teˇzˇe rozdeˇlenı´m serveru˚ mezi klienty.
Za mozˇny´ proble´m pro adekva´tnı´ testy a nastavenı´ se jevı´ simulace klientu˚. Zda simulovat
skupinu klientu˚, ktera´ se cˇasem naucˇı´ pohled na servery a zu˚stane tak po zbytek testu.
Nebo po urcˇene´ dobeˇ resetovat pohledy klientu˚ a simulovat nove´ klienty s adresnı´mi
chybami.
Pozna´mka 4.5 Vyva´zˇenı´ za´teˇzˇe dotazu˚ mezi servery se musı´ vyhnout hromadne´mu „prˇe-
le´va´nı´ “ klientu˚ z jednoho serveru na druhy´ a musı´ by´t pokud mozˇno postupne´ [4].
4.7 Pouzˇite´ datove´ struktury
Implementace datove´ struktury R-stromu a B-stromu byly k testova´nı´ poskytnuty, viz 4.2.
Inicializacˇnı´ nastavenı´ obou struktur pozˇaduje zada´nı´ pocˇtu dimenzı´/prostoru˚ a velikost
indexovany´ch dat. Tyto hodnoty se meˇnı´ podle indexovane´ databa´ze. Obeˇ struktury
Obra´zek 23: Perzistentnı´ datova´ struktura
jsou perzistentnı´, viz obra´zek 23, tedy vyuzˇı´vajı´ vyrovna´vacı´ pameˇt’ v hlavnı´ operacˇnı´
pameˇti k dosazˇenı´ veˇtsˇı´ rychlosti zı´ska´nı´ za´znamu. V pru˚beˇhu testova´nı´ byly parametry
nastaveny na´sledovneˇ:
Parametry B-strom R-strom
BLOCK SIZE (velikost diskove´ho bloku) [B] 2 048 B 2 048 B
CACHE SIZE (pocˇet uzlu˚ v op. pameˇti) 195 000 - N 195 000 - N
MAX NODE INMEM SIZE 2 400 2 400
Tabulka 1: Nastavenı´ DS
BLOCK SIZE parametr je da´n velikostı´ diskove´ho bloku a naby´va´ na´sobku˚ hodnot:
2 048. Dalsˇı´ parametr MAX NODE INMEM SIZE je na prˇedesˇle´m za´visly´. Meˇl by
by´t nastaven prˇiblizˇneˇ na BLOCK SIZE ∗ 1.1, tedy o 10% veˇtsˇı´ hodnotu. Parametrem
CACHE SIZE ovlivnı´me pocˇet uzlu˚ udrzˇovany´ch v operacˇnı´ pameˇti. Jsme pouze za´vislı´
na dostupne´ pameˇti stroje, proto uva´dı´me v tabulce - N.
Pozna´mka 4.6 DS si prˇi nastavenı´ podle tabulky 1 alokuje v operacˇnı´ pameˇti virtua´lnı´ch
stroju˚ cca 500 - 550 MB.
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5 Na´vrh komunikace DDS
V prˇedesˇle´ kapitole jsme si uvedli, zˇe budeme vyuzˇı´vat protokoly TCP a UDP pro ko-
munikaci na transportnı´ vrstveˇ. Nynı´ popı´sˇeme vlastnı´ ra´mec a zpu˚sob serializace dat na
aplikacˇnı´ vrstveˇ. Pru˚beˇh implementace dal postupneˇ vzniknout neˇkolika trˇı´da´m seriali-
zujı´cı´m komunikaci mezi klientem a serverem.
5.1 Prvnı´ na´vrh
Prvnı´ komunikace pocˇı´tala s neˇkolika druhy zpra´v s rozdı´lny´m obsahem. Vznikla trˇı´da
myPacket, v nı´zˇ se podle prvnı´ hodnoty PType v za´hlavı´ zpra´vy nacˇı´tal dalsˇı´ obsah.
Postupneˇ vzniklo 15 druhu˚ ra´mcu˚ pro jednotlive´ operace. Prˇijaty´ rˇeteˇzec znaku˚ zpra´vy se
prˇedal metodeˇ Read(). Prvnı´ bajt rˇeteˇzce signalizoval druh pouzˇite´ho ra´mce, na´sledneˇ
se pomocı´ prˇı´kazu switch(PType) aplikovalo cˇtenı´ hodnot ve zbytku zpra´vy do para-
metru˚ objektu myPacket. Prˇes promeˇnne´ objektu myPacket se da´le interpretoval obsah
zpra´vy.
Staticka´ definice cele´ho obsahu s datovy´mi typy vsˇak nenı´ vhodna´ pro heterogennı´ na´-
roky databa´zı´. Neusta´le´ prˇepisova´nı´ a u´pravy obsahu ra´mcu˚ by byly neu´nosne´. Z tohoto
du˚vodu se od te´to komunikace upustilo. Nelze vsˇak prˇehle´dnout programovou jedno-
duchost a malou na´rocˇnost na serializaci zpra´vy prˇi prˇijetı´/zasla´nı´.
5.2 Komunikace DDS v2.0
Zhodnocenı´ nedostatku˚ prvnı´ implementace a jazyka C++ [13] dalo vzniknout vlastnı´mu
na´vrhu vzda´lene´ komunikace za pomocı´ dvou ra´mcu˚ pro prˇenos dat. Na pocˇa´tku sta´l
na´cˇrt konceptu komunikace, viz obra´zek 24. Prvnı´ typ ra´mce tzv.Command zajisˇt’uje vola´nı´
urcˇite´ metody a prˇenos vstupnı´ch parametru˚. Zpeˇtnou vazbu zajisˇt’uje druhy´ ra´mec pro
prˇenos vy´sledku volane´ metody, tzv.ResultSet. Oba ra´mce deˇdı´ z abstraktnı´ trˇı´dy cFrame,
to zajisˇt’uje kompatibilitu prˇi (de)serializaci prˇenosu metodami trˇı´dy cSocket a mozˇnost
tvorby dalsˇı´ch ra´mcu˚.
Definice 5.1 RPC - vzda´lene´ vola´nı´ metod, umozˇnˇuje aplikaci jednoduche´ vola´nı´ metod objektu˚
druhe´ aplikace obvykle beˇzˇı´cı´ na jine´m pocˇı´tacˇi.
Prˇed na´vrhem a implementacı´ byly zkouma´ny mozˇnosti jazyka C++ volat vzda´leneˇ me-
tody objektu˚. Prˇedpokla´dali jsme integraci na´stroju˚ pro model RPC v nove´ platformeˇ
na´stroju˚ pro Visual Studio 2011. Hleda´nı´ a pokusy v nove´m vy´vojove´m prostrˇedı´ bohuzˇel
nenaznacˇily implementaci potrˇebny´ch metod, a tedy ani integraci modelu RPC. Hleda´nı´
na´sledneˇ pokracˇovalo v dostupny´ch knihovna´ch API pro C++ (naprˇ. ICE [23]). Po pro-
zkouma´nı´ zdrojovy´ch ko´du˚ se uka´zalo, zˇe se zˇa´dne´ dynamicke´ vola´nı´ ve smyslu definice
RPC neprova´dı´. Trˇı´dy vyuzˇı´valy prˇedprˇipraveny´ interface s trˇı´dou jako prostrˇednı´kem
definujı´cı´m datove´ typy a popis metod pro READ/WRITE jednotlivy´ch parametru˚.
38
  AddObject()
  AddMethod()
  Add< ... >( )order
  GetResultID()
  
  ...
  GetObject()
  GetMethod()
  Get< ... >()
cCommand
cCommand
cResultSet
TCP Client
Comands
Translation 
table
Quick DB
switch
C++,C#
UInt, Int,   ...    ,cTuple, cNtuple,  ...
“rtree”
“method”
 ID
n 4 c rtree
1 2 3PoinQueryrtree
 key CODE(UInt..)
NC
100
Server:
char* rtree.Pointquery(
     )
resultIGetID =
               RangeQuery()
char* GetNext( )
cTuple gl
ID
char* cTuple
TCP Server
Ngram
 key
 100 results
Obra´zek 24: Na´vrh komunikace klient/server
5.2.1 Serializace
Pro prˇenos hodnot datovy´ch typu˚ a objektu˚ vznikla trˇı´da cCode serializujı´cı´ data do
struktury Parametr, viz vy´pis 2. Definujeme (de)serializaci za´kladnı´ch datovy´ch typu˚
na Parametr. U objektu˚ potrˇebujeme, aby trˇı´da implementovala (de)serializaci v me-
toda´ch Read() a Write() do rˇeteˇzce typu char. Da´le jen stacˇı´ definovat v cCode
hodnotu, o jaky´ datovy´ typ cˇi trˇı´du se jedna´. Nevy´hodou je nutnost definice a dopsa´nı´
pozˇadovane´ho vola´nı´ metod Read() a Write() pro dany´ objekt v cCode. Jednodusˇsˇı´
cˇi elegantneˇjsˇı´ rˇesˇenı´ jsme nenalezli.
1 //struct for reprezentation parametrs/objects
2 typedef struct Parametr{
3 unsigned char code;
4 unsigned int size;
5 void *ptr;
6 }P;
Vy´pis 2: Struktura udrzˇujı´cı´ de/serializovane´ objekty a datove´ typy
Serializace byla testova´na na vsˇech za´kladnı´ch datovy´ch typech v C++ a objektech po-
skytnuty´ch s DS, viz kapitola 4.2. Prˇi tvorbeˇ klienta v jazyce C# byl otestova´n prˇenos cˇa´stı´
textu bakala´rˇsky´ch a diplomovy´ch pracı´ na server bez ztra´ty cˇi nekonzistence diakritiky.
Rˇeteˇzec textu byl serializova´n prˇes datovy´ typ wchar t.
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5.2.2 Command
Vola´nı´ metod (prˇı´kazu˚) se serializuje za pomoci trˇı´dy cCommand obsahujı´cı´ definici ra´mce
pro prˇenos parametru˚, viz obra´zek 25. Pro spra´vne´ pouzˇitı´ prˇı´kazu na obou strana´ch musı´
by´t definovane´ hodnoty pro jednotlive´ objekty a metody shodne´, v nasˇem prˇı´padeˇ pro
objekty prˇedstavujı´cı´ DS na serveru. Hlavicˇka ra´mce obsahuje hodnoty definujı´cı´:
• CRC - hodnota kontrolnı´ho redundantnı´ho soucˇtu ra´mce pocˇı´tana´ a kontrolovana´
prˇi zası´la´nı´ a prˇı´jmu ra´mce. Pokud CRC nesouhlası´, pak byla data porusˇena prˇi
prˇenosu nebo nebyla prˇijata cela´ zpra´va.
• Object code - identifika´tor volane´ho objektu. Slouzˇı´ k odlisˇenı´ typu volane´ho ob-
jektu. Naprˇı´klad pro rozezna´nı´ objektu B-stromu, R-stromu apod.
• Method code - identifika´tor volane´ metody objektu. Na serveru slouzˇı´ k odlisˇenı´
metod objektu˚, naprˇı´klad: Insert, PointQuery, Close atd.
• Parametr count - pocˇet prˇena´sˇeny´ch parametru˚, ktere´ jsou ulozˇeny ve zpra´veˇ, v poli
Parametrs. Napoma´ha´ blı´zˇe urcˇit volanou metodu v prˇı´padeˇ prˇetı´zˇene´ metody.
• Service size - velikost prˇena´sˇene´ servisnı´ informace ulozˇene´ v cˇa´sti Service.
• Resend counter - pocˇı´tadlo prˇeposla´nı´ prˇı´kazu mezi servery, slouzˇı´ k zabra´neˇnı´
zacyklenı´ prˇı´kazu a rozezna´nı´, zda prˇı´kaz prˇisˇel od klienta nebo jine´ho serveru.
• Service - pokud je hodnota Service size > 0, pak je zde obsazˇena servisnı´ informace
ve formeˇ serializovane´ho objektu cService.
• Parametrs - pokud je hodnotaParametr count> 0, pak jsou zde obsazˇeny parametry
metody.
Samotny´ objekt lze zapsat jako parametr a vlozˇit do jine´ho objektu cCommand jako para-
metr.
5.2.3 Result Set
Navra´cenı´ vy´sledku metody obstara´va´ trˇı´da cResultSet. Obsahuje definici ra´mce pro
prˇenos na´vratovy´ch hodnot, viz obra´zek 26. Jednotlive´ hodnoty jsou stejneˇ jako u prˇı´kazu
serializova´ny do struktury Parametr. Hlavicˇka ra´mce obsahuje tyto hodnoty:
• CRC - hodnota kontrolnı´ho redundantnı´ho soucˇtu ra´mce pocˇı´tana´ a kontrolovana´
prˇi zası´la´nı´ a prˇı´jmu.
• Result ID - > 0, jednoznacˇny´ identifika´tor vy´sledku na serveru pouzˇitelny´ pro
vola´nı´ vra´cenı´ zbytku vy´sledku˚.
– = 0, vola´nı´ metody probeˇhlo u´speˇsˇneˇ a vsˇechny vy´sledky jsou obsazˇeny v poli
parametru˚.
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Obra´zek 25: Struktura ra´mce Command s/bez servisnı´ informace
– < 0, nastala chyba prˇi vola´nı´ metody a je zde navra´cena hodnota chyby.
• Result count - pocˇet prˇena´sˇeny´ch polozˇek ulozˇeny´ch v cˇa´sti Parametr.
• Service size - velikost prˇena´sˇene´ servisnı´ informace.
• Service - pokud je hodnota Service size > 0, pak je zde obsazˇena servisnı´ informace
ve formeˇ serializovane´ho objektu cService.
• Parametrs - pokud je hodnota Parametr count > 0, pak jsou zde obsazˇeny polozˇky
vy´sledku.
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Obra´zek 26: Struktura ra´mce ResultSet s/bez servisnı´ informace
Pozna´mka 5.1 Objekty cCommand i cResultSet lze zapsat jako parametry ra´mcu˚ a do-
cı´lit tak zabalenı´ hromadny´ch prˇı´kazu˚ a vy´sledku˚ do jednoho ra´mce.
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5.2.4 Servisnı´ informace
Trˇı´da cService zajisˇt’uje serializaci struktury ServerConfig do zpra´v Command a Re-
sultSet v komunikaci TCP. V UDP komunikaci zajisˇt’uje prˇenos informacı´ mezi servery.
Service lze povazˇovat za na´stroj pro prˇenos zpra´v distribuujı´cı´ch pohled mezi servery
a klienty.
U UDP komunikace je pouzˇita samostatneˇ pro jednoduchou a rychlou de/serializaci.
Trˇı´da zajisˇt’uje rozsˇı´rˇenı´ a aktualizaci pohledu klienta a serveru na ostatnı´ servery. Podle
hodnoty cˇı´sla TypeNumber v hlavicˇce cService lze urcˇit obsazˇene´ servisnı´ informace a ob-
sah deserializovat. Hodnoty TypeNumber jsou definova´ny pro UDP a TCP komunikaci
na´sledovneˇ:
• S TCP UPDATE VIEW, S UDP UPDATE VIEW
– ServerConfig struktura obsahujı´cı´ vsˇechny informace o serveru.
• S TCP HELLOUS
– T - hodnota aktua´lnı´ za´teˇzˇe serveru.
– State - stav, v jake´m se pra´veˇ server nacha´zı´.
– IP - IP adresa urcˇujı´cı´ server.
• S UDP REQUEST, S UDP CLOSE
– IP - IP adresa urcˇujı´cı´ server, ktery´ byl ukoncˇen, nebo je zˇa´da´n zpra´vou o zasla´nı´
pohledu na broadcast.
Pro slozˇiteˇjsˇı´ operace mezi servery (synchronizace apod.) prˇes TCP prˇedpokla´da´me prˇe-
psa´nı´ trˇı´dy cService na samostatny´ ra´mec, nebo prˇı´padny´ vznik dalsˇı´ trˇı´dy pro servisnı´
u´cˇely mezi servery deˇdı´cı´ z cFrame.
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6 Na´vrh a implementace serveru
V te´to kapitole popisujeme na´vrh a postup implementace aplikace serveru DDS s kli-
entem. Distribuci pohledu na DS mezi uzly a klientem. Dodrzˇujeme na´mi stanovena´
pravidla konceptu, viz kapitola 4.3.
6.1 Pocˇa´tky implementace
Prˇi vy´voji slozˇite´ aplikace jakou je SDDS dosˇlo na pocˇa´tku implementace hned k neˇkolika
chyba´m. Veˇtsˇina chyb pramenı´ z du˚vodu neprˇedstavitelnosti celkove´ kooperativy mezi
servery a klienty, staticky´ch definic a male´ flexibility metod a objektu˚ k pouzˇity´m DS.
• Chyby implementace:
– Klı´cˇ byl tvorˇen staticky´m polem hodnot UInt s pevneˇ definovanou de´lkou.
– (De)Serializace obsahu zpra´v probı´hala za pomoci staticky definovany´ch se-
znamu˚ datovy´ch typu˚ a objektu˚, a to pro jednotlive´ typy zpra´v.
– Trˇı´da obstara´vajı´cı´ prˇenos zpra´v mySocket byla navrzˇena bez kontroly prˇe-
neseny´ch dat a vyuzˇı´vala pomalejsˇı´ blokovane´ spojenı´ TCP.
– Struktura pro udrzˇova´nı´ pohledu na servery vyuzˇı´vala staticky definovany´
klı´cˇ, viz vy´pis 3.
– Prˇi pra´ci se za´znamy a pohledem nebyly pouzˇity vzˇdy ukazatele na objekty
a struktury.
1 typedef struct ServerSettings{
2 char Name[25];
3 unsigned int Id;
4 in_addr Ip;
5 in_addr BroadCast;
6 unsigned short NumRec;
7 float t;//server load or traffic
8 Dimension D[20];
9 }SERVER_SETTINGS;
10
11 typedef struct Dimension{
12 unsigned int DFrom[KEY_DIMENSION];
13 unsigned int DTo[KEY_DIMENSION];
14 }DIMENSION;
Vy´pis 3: Staticky navrzˇena´ struktura pro pohled na server
• U´speˇchy implementace:
– Pro zachycenı´ chova´nı´ aplikace byl implementova´n na´stroj pro za´znam uda´-
lostı´ do souboru.
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– Implementace a testy mechanizmu pro synchronizaci prˇı´stupu k objektu˚m
a struktura´m.
– Tvorba a rˇı´zenı´ vla´ken pomocı´ sdı´lene´ datove´ struktury, mozˇnost vı´ce vla´kno-
ve´ho prˇı´stupu k serveru.
6.2 DDS v2.0
Aplikace si z prˇedchozı´ch neu´speˇchu˚ implementace ponechala pouze staticke´ rˇı´zenı´ vla´-
ken, viz kapitola 6.2.2. Neˇktere´ noveˇ vznikle´ trˇı´dy a metody se inspirovaly z pu˚vodnı´ho
ko´du, avsˇak vy´voj se rˇı´dil k veˇtsˇı´ dynamicˇnosti a vizı´ komunikace, viz obra´zek 24.
6.2.1 Na´vrh
Vznikl dynamicky´ na´vrh oddeˇlujı´cı´ server s vla´kny od zpracova´nı´ a databa´ze, viz obra´-
zek 27. S popisem na´vrhu zacˇneme od trˇı´dy cCode. Zajisˇt’uje definici (de)serializace trˇı´d
a datovy´ch typu˚ v ra´mcı´ch komunikace. Abstraktnı´ trˇı´da cFrame tvorˇı´ za´klad pro trˇı´dy
urcˇene´ k definici komunikacˇnı´ch ra´mcu˚ cCommand a cResultSet.
Sı´t’ovou komunikaci zajisˇt’uje trˇı´da cSocket implementujı´cı´ metody pro zasla´nı´ a zı´ska´nı´
trˇı´dy cFrame. Dı´ky deˇdicˇnosti lze vytvorˇit vlastnı´ trˇı´du definujı´cı´ novy´ komunikacˇnı´ ra´-
mec bez za´sahu do okolnı´ch trˇı´d.
Abychom byli schopni serveru podstrcˇit jakoukoliv pozˇadovanou DS, vznikla dalsˇı´ abs-
traktnı´ trˇı´da cDB. Zpracova´nı´ a udrzˇova´nı´ pohledu na okolnı´ servery s jejich klı´cˇi zajisˇt’uje
trˇı´da cViewServerClient. Definuje metody rozhodujı´cı´ o vyva´zˇenı´ za´teˇzˇe, mozˇne´m
prˇeposla´nı´ prˇı´kazu˚ a adresnı´ch chyba´ch klienta.
Ru˚zne´ chova´nı´ serveru˚, chcete-li „roli“, prˇi zpracova´nı´ prˇı´kazu zajistı´ trˇı´da deˇdı´cı´ z cMap.
Potomek te´to trˇı´dy definuje, jak ma´ server zpracovat jednotlive´ zpra´vy v metodeˇ Map().
Konstruktor serveru tuto trˇı´du vyzˇaduje jako vstupnı´ parametr.
Pozna´mka 6.1 Mozˇnost definice chova´nı´ serveru˚ umozˇnilo v ra´mci BP jine´mu studentovy
implementovat a otestovat koncept MapReduce, viz kapitola 3.1.5.
6.2.2 Vla´kna
Vla´kna jsou v nasˇı´ aplikaci nepostradatelna´. Bohuzˇel majı´ velky´ vliv i na na´rocˇnost im-
plementace a nutnost zavedenı´ synchronizace prˇı´stupu. Aplikace ma´ podle konceptu
neˇkolik vla´ken pro jednotlive´ funkce serveru.
Zpracova´nı´ pozˇadavku na server mu˚zˇe by´t realizova´no:
a) Dynamicky - nove´ spojenı´ znamena´ vytvorˇenı´ nove´ho vla´kna pro jeho zpracova´nı´.
Rˇesˇenı´ vyzˇaduje zavedenı´ sdı´lene´ struktury mezi vla´kny s informacemi pro jejich rˇı´-
zenı´. Rˇı´zenı´m ma´me na mysli prˇeda´nı´ parametru˚ potrˇebny´ch pro komunikaci s klien-
tem, zaznamena´nı´ spusˇteˇny´ch vla´ken a vla´ken prˇipraveny´ch k ukoncˇenı´. Dynamicka´
vla´kna si opakovaneˇ vyzˇa´dala prˇi testu vkla´da´nı´ na server 0,242 s, oproti tomuto si
staticka´ vla´kna vystacˇila s 0,154 s. V obou prˇı´padech byl pouzˇit objekt Mutex [7] pro
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Obra´zek 27: UML diagram trˇı´d DDS v2.0
synchronizaci prˇı´stupu. Dynamicky´m vla´knu˚m byly potrˇebne´ prostrˇedky prˇedem za-
jisˇteˇny - alokova´ny.
b) Staticky - staticka´ vla´kna lze naimplementovat snadneˇji a nemusı´me prˇistupovat ke
sdı´lene´ strukturˇe rˇı´zenı´, abychom zaznamenali ukoncˇenı´ vla´kna a inicializovali uvol-
neˇnı´ prostrˇedku˚. Vla´kna vsˇak neusta´le zateˇzˇujı´ procesor a alokujı´ si neusta´le i potrˇebne´
zdroje. Nemalou vy´hodou u hromadne´ho zpracova´nı´ je okamzˇite´ zaha´jenı´ zpracova´nı´
ve vla´kneˇ bez cˇeka´nı´.
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Vy´hody a nevy´hody obou prˇı´stupu˚:
• Dynamicky tvorˇena´ vla´kna
– Pokud nenı´ zapotrˇebı´, nezateˇzˇujı´ procesor ani jine´ zdroje.
– Vhodne´ pro obcˇasne´ funkce serveru pozˇadujı´cı´ jedno vla´kno.
– Rˇı´zenı´ vı´ce vla´ken vyzˇaduje vı´ce prˇı´stupu˚ ke sdı´lene´ strukturˇe.
– Tvorba a ukoncˇenı´ vla´kna s alokacı´ objektu˚ a zdroju˚ vyzˇaduje cˇas.
• Staticky tvorˇena´ vla´kna
– Zpracova´nı´ ko´du ve vla´knu nenı´ zpozˇdeˇno vytvorˇenı´m vla´kna a potrˇebny´ch
prostrˇedku˚.
– Jednoduche´ a prˇehledne´ vytvorˇenı´ i ukoncˇenı´ vla´ken.
– Vhodne´ prˇi mohutne´m a cˇaste´m vyuzˇitı´ funkce serveru pozˇadujı´cı´ vı´ce vla´ken
i soucˇasneˇ s du˚razem na cˇas zpracova´nı´.
– Vla´kna od okamzˇiku vytvorˇenı´ zateˇzˇujı´ procesor.
Pozna´mka 6.2 Vytvorˇenı´ vla´kna zahrnuje alokaci prostrˇedku˚ pro vla´kno, proto je vhodne´
pro dynamickou tvorbu vla´ken prˇedem alokovat potrˇebne´ prostrˇedky a na´sledneˇ je vznik-
ly´m vla´knu˚m poskytnout.
Virt_23
   [0,0,0]-
   [400t,10t,50],
     [0,50t,0]-
   [400t,60t,50]
Virt_24
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     [0,60t,0]-
   [400t,70t,50]
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   [0,20t,0]-
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   [400t,100t,50]
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Obra´zek 28: Rozlozˇenı´ databa´ze DOCWORD na 5-20 virt. serveru˚
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6.2.3 Struktura pohledu
Byl prˇevzat dynamicky´ na´vrh klı´cˇe z implementace DS, viz kapitola 4.2. Vyuzˇı´va´me seria-
lizovatelnou trˇı´du cSpaceDescriptor pro popis datove´ho typu a de´lky klı´cˇe. Na´sledneˇ
je pouzˇita trˇı´da reprezentujı´cı´ v DS objektMBR, viz definice 2.1, udrzˇujı´cı´ dva klı´cˇe vznikle´
na za´kladeˇ popisu objektem cSpaceDescriptor. Tı´m je zajisˇteˇna mozˇnost pouzˇitı´ ru˚z-
ny´ch klı´cˇu˚, prˇi zachova´nı´ trˇı´d s nimi pracujı´cı´ch beze zmeˇn.
Pohled na servery tvorˇı´ zrˇeteˇzena´ struktura ServerSet se za´kladnı´mi u´daji o serveru
(IP, jme´no, za´teˇzˇ. . . ) s odkazem na dalsˇı´ zrˇeteˇzeny´ seznam struktur View uchova´vajı´cı´
informace o rozsahu klı´cˇu˚ na dane´m serveru.
Cˇasto se prˇı´kaz potrˇebuje prˇeposlat na urcˇitou skupinu serveru˚. Pro efektivnı´ hleda´nı´
vznikly dveˇ dalsˇı´ struktury. Tyto struktury vytva´rˇı´ jinak organizovany´ prˇı´stup ke struk-
tura´m ServerSet a View.
typedef struct
MBRPage
MBRPage *Next;
ServerSet *Server;
typedef struct
MBRList
MBRList *Next;
cMBRectangle<tKey> 
*Rectangle;
MBRPage *Pages;
typedef struct
ServerSet 
ServerSet *Next;
 Name[NAME];
  Id;
in_addr Ip;
in_addr BroadCast;
 State;
time_t LastUpdate;
  T;
cSD *SpaceDesc;
...
...
View *View;
char
unsigned int
short
unsigned int //load
typedef struct
View 
cMBRectangle<tKey> 
  *Rectangle;
tKey *TLow;
tKey *THigh;
View *Next;
Hlavní struktury
(Ukládání/načítaní nastavení serveru, 
zasíláno v TCP a UDP )
Generované struktury
(Rychlé vyhledání a navrácení 
potřebného seznamu serverů )
Obra´zek 29: Struktury uchova´vajı´cı´ nastavenı´ serveru˚ a jejich pohled na okolı´
Struktura cMBRList slouzˇı´ jako seznam vsˇech MBR, ktere´ jsou mezi servery uchova´-
va´ny. Ma´ odkaz na zrˇeteˇzeny´ seznam struktur cMBRPage obsahujı´cı´ odkaz na jednotlive´
servery. Obeˇ struktury jsou tvorˇeny pouze ukazateli na jizˇ existujı´cı´ informace. Propo-
jenı´ struktur a jejich cˇa´stecˇny´ popis je na obra´zku 29. Vsˇechny cˇtyrˇi struktury jsou spolecˇneˇ
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s prˇı´slusˇny´mi metodami k jejich obsluze implementova´ny ve trˇı´deˇcViewServerClient.
Uka´zka rozlozˇenı´ rozsahu klı´cˇu˚ na jednotlive´ servery je videˇt na obra´zku 28.
6.2.4 Vyva´zˇenı´ za´teˇzˇe
Pouzˇili jsme metodu vyvazˇujı´cı´ za´teˇzˇ serveru zasla´nı´m podneˇtu klientovi o vyuzˇitı´ jine´ho
serveru se stejny´mi za´znamy [9]. Metodu lze samozrˇejmeˇ pouzˇı´t jen v prˇı´padeˇ replikace
dat dalsˇı´m serverem.
Server S se zaby´va´ vyvazˇova´nı´m azˇ ve chvı´li prˇekrocˇenı´ hranice za´teˇzˇe. Hranice je defino-
va´na konstantou v ko´du - CONST MIN TRAFFIC a zabranˇuje zapocˇetı´ vyvazˇova´nı´
za´teˇzˇe prˇi velmi nı´zky´ch hodnota´ch. Hranice byla nastavena na hodnotu 300. Podle testu˚
maxima´lnı´ch spojenı´ se serverem za 1s, viz kapitola 6.3.
Prˇi prˇekrocˇenı´ zacˇne server kontrolovat ostatnı´ servery S1+n drzˇı´cı´ stejny´ klı´cˇ (stejny´
MBR). V prˇı´padeˇ nizˇsˇı´ za´teˇzˇe TS1+n vypocˇı´ta´me aktua´lnı´ zatı´zˇenı´ obou serveru˚:
If (TS1+n > CONST MIN TRAFFIC) then
TS + TS1+n
TS1+n
> BALANCE
Prahova´ hodnota BALANCE = 2,3 zajisˇt’uje zapocˇetı´ vyvazˇova´nı´ ve chvı´li, kdy server
TS1+n ma´ o 30% nizˇsˇı´ za´teˇzˇ nezˇ S. Naprˇı´klad: TS = 600; TS1+n = {1 200; 720}
If (600 > 300) then
600 + 1 200
600
= 3 > 2, 3 (Ano)
If (600 > 300) then
600 + 720
600
= 2, 2 > 2, 3 (Ne)
1 ServerConfig * cViewServerClient::GetUnLoadServer(char *Key){
2 if(S->T > CONST_MIN_TRAFFIC){ //min size when use Balance
3 SCBest1 = S;
4 mbrP2 = GetMBRPage(Key);
5 while(mbrP2 != NULL){ //found server with minimal load
6 if(SCBest1 != mbrP2->S && mbrP2->S->State != SERVER_DOWN)
7 if(SCBest1->T > mbrP2->S->T){
8 dif = (SCBest1->T + mbrP2->S->T) / mbrP2->S->T;
9 if(dif > BALANCE) //BALANCE = 2,5
10 if(dif != rand()%(short)dif) //Balancing
11 SCBest1 = mbrP2->S; //used
12 }
13 mbrP2 = mbrP2->Next;
14 }
15 if(SCBest1 != S){
16 return SCBest1;
17 }
18 }
19 return NULL;
20 }
Vy´pis 4: Navrzˇena´ metoda vyvazˇujı´cı´ za´teˇzˇ serveru
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Jak je videˇt z uka´zkove´ho prˇı´kladu 3, zasˇle se klientovi zpeˇt odpoveˇd’s informacı´ o serveru
TS1+n. Prˇı´sˇtı´ dotaz klienta na za´znamy drzˇene´ obeˇma servery bude smeˇrˇovat pra´veˇ na
TS1+n. Nevy´hodou tohoto zpu˚sobu vyvazˇova´nı´ je cˇasovy´ odstup, s jaky´m je informace
o za´teˇzˇi okolnı´ch serveru˚ zası´la´na. Mu˚zˇe tak nastat situace, kdy server S1 + n bude
v mezicˇase aktualizace za´teˇzˇe prˇes UDP zpra´vy zatı´zˇen vı´ce nezˇ S.
6.3 Sı´t’ova´ komunikace
Prˇedstavı´me-li si komunikaci dvou stran klient/server, pak je na obou strana´ch definova´n
objekt Socket. Socket je definova´n IP adresou, cˇı´slem portu a pouzˇity´m sı´t’ovy´m proto-
kolem. Vytvorˇenı´ Socketu vyzˇaduje dalsˇı´ parametry urcˇujı´cı´ jednotliva´ nastavenı´ spojenı´
na sı´t’ove´ karteˇ. Na spra´vne´ implementaci pra´ce se sockety lezˇı´ potencia´l cele´ sı´t’ove´ ko-
munikace. Implementace DDS pocˇı´tala s vyuzˇitı´m implementace trˇetı´ strany. Po testech
neˇkolika knihoven jsme tuto mozˇnost zavrhli z na´sledujı´cı´ch dvou du˚vodu˚.
• Rozsa´hle´ a dosti nesrozumitelne´ zdrojove´ ko´dy bez blizˇsˇı´ dokumentace. Slozˇita´
manipulace a prˇı´padne´ ladeˇnı´ chyb i vy´konu [23].
• Druhy´m du˚vodem byla vize mozˇnosti napsat vlastnı´ trˇı´du/y pra´veˇ pro potrˇeby DDS
a zajistit si maxima´lnı´ kontrolu nad nastavenı´m socketu a jeho sˇka´lovatelnosti.
Po dlouhe´ dobeˇ iteracˇnı´ho vy´voje vznikla trˇı´da cSocket, ktera´ obsahuje metody pro
pra´ci se sockety protokolu TCP a UDP.
Pocˇa´tky implementace vznikaly na konceptu komunikace s blokovany´m spojenı´m BLOC-
KING. Koncept se z du˚vodu˚ vycˇka´va´nı´ (cˇasovy´ch prodlev) a neusta´ly´ch proble´mu˚ prˇi
prˇenosu dat uka´zal jako neefektivnı´. Prˇi vola´nı´ connect(), send(), recv() atpod.
docha´zı´ k zamrznutı´ beˇhu a nemozˇnosti jej prˇerusˇit, dokud nenı´ spojenı´ v prˇı´slusˇne´m
stavu. Prˇi vola´nı´ recv() pro veˇtsˇı´ mnozˇstvı´ dat (> 64kB) docha´zelo k prˇedcˇasne´mu
ukoncˇenı´ prˇenosu. Dosˇlo k chybeˇ na jedne´ ze stran a data se neprˇenesla korektneˇ. Fina´lnı´
verze trˇı´dy rˇesˇı´ vsˇechny tyto proble´my. Vyuzˇı´va´ neblokovane´ spojenı´ - NON-BLOCKING
s funkcı´ select() pro zjisˇteˇnı´ stavu nava´zane´ho spojenı´. Prova´dı´ se kontrola prˇenese-
ny´ch dat pomocı´ CRC, viz kapitola 6.3.4.
6.3.1 Inicializace Winsock DLL
V implementaci je nutne´ pro mozˇnost pouzˇı´tı´ socketu inicializovat knihovnu Winsock
DLL (Ws2 32.dll) pro dany´ proces, viz vy´pis 5. Knihovna se vyskytuje v neˇkolika
verzı´ch. V implementaci vyuzˇı´va´me nejnoveˇjsˇı´ verzi 2.2. Samotna´ inicializace probı´ha´
prˇı´kazem WSAStartup(). Po ukoncˇenı´ pra´ce se sockety, prˇı´padneˇ chybne´ inicializaci je
nutne´ zavolat opacˇnou metodu WSACleanup(). V ra´mci aplikace stacˇı´ volat inicializa-
ci/ukoncˇenı´ pouze jednou. Proto jsou obeˇ metody ukryty v konstruktoru a destruktoru
trˇı´dy.
1 bool cmSocket::initWSADLL(void)
2 {
3 WORD wVersionRequested = MAKEWORD(2,2); // Verze
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4 WSADATA data;// structura s informacemi o knihovneˇ lib
5
6 if (WSAStartup(wVersionRequested, &data) != 0)
7 {
8 cerr << ”WSAStartup(Socket) inicialization faild.” << endl;
9 return false;
10 }
11
12 // byla nalezena pouzˇitelna´ knihovna Winsock DLL?
13 if (LOBYTE(data.wVersion) != 2 || HIBYTE(data.wVersion) != 2)
14 {
15 cerr << ”Could not find a Winsock.dll” << endl;
16 WSACleanup();
17 return false;
18 }
19 return true;
20 }
Vy´pis 5: Uka´zka inicializace knihovny Winsock
6.3.2 Implementovane´ sockety
V implementaci vznikly metody pro inicializaci a pouzˇitı´ na´sledujı´cı´ch socketu˚ v proto-
kolech:
• Protokol TCP
– pro poslech serveru na IP adrese a portu
– pro akceptova´nı´ spojenı´ (klient nava´zal spojenı´)
– pro spojenı´ klienta/serveru se serverem
• Protokol UDP
– pro poslech serveru na IP adrese (Broadcast)
– pro zası´la´nı´ UDP packetu˚ na IP adresu (Broadcast)
6.3.3 Nastavenı´ socketu˚
Kazˇda´ komunikace prˇes sockety potrˇebuje specificke´ nastavenı´ pro spra´vnou funkcˇnost.
Prˇi rˇesˇenı´ proble´mu˚ a maximalizaci vy´konu jsme postupneˇ odhalili na´sledujı´cı´ nastavenı´
socketu˚.
• FIONBIO - prˇepnutı´ socketu na neblokovany´ rezˇim z pocˇa´tecˇnı´ho blokovane´ho.
Nutno pouzˇı´t prˇi inicializaci naslouchanı´ serveru na urcˇite´ IP adrese a portu.
• SO LINGER - nastavenı´ prodlevy mezi vola´nı´m closesocket() a ukoncˇenı´m/
uvolneˇnı´m socketu˚. Nutno nastavit u testovacı´ch klientu˚, aby nevycˇerpali vsˇechny
adresy portu beˇhem testu˚, viz kapitola 6.4.3.
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• SO BROADCAST - nastavenı´ UDP socketu pro odesı´la´nı´ zpra´v broadcast.
• SO REUSEADDR - nastavenı´ pro mozˇne´ okamzˇite´ znovupouzˇitı´ urcˇite´ IP adresy
a portu. Nutno nastavit prˇi inicializaci nasloucha´nı´ serveru pro prˇı´pad vy´padku
serveru a nutnosti rychle´ znovu inicializace poslechu na stejne´ adrese a portu.
• TCP NODELAY - nastavenı´ pro vypnutı´ algoritmu Nagle na pameˇti socketu. Vy-
pnutı´m nedocha´zı´ k prodleveˇ prˇi zası´la´nı´ dat< 1260 B. Buffer se okamzˇiteˇ vy-
prazdnˇuje odesla´nı´m dat a necˇeka´ se na plne´ naplneˇnı´ ra´mce.
Pro pohodlne´ nastavenı´ jednotlivy´ch parametru˚ socketu a odchycenı´ prˇı´padny´ch chyb
vznikly staticke´ metody, viz vy´pis 6.
1 bool cmSocket::setSocketTCPNoDelay(SOCKET *socket){
2 short iResult;
3 int set = 1;
4 iResult = setsockopt(*socket, IPPROTO_TCP, TCP_NODELAY,(char *)&set,
sizeof(int));
5 if (iResult == SOCKET_ERROR) {
6 cerr<<”cmSocket::setSocketTCPNoDelay:Setsockopt for TCP_NODELAY failed.
”<<endl;
7 return false;
8 }
9 return true;
10 }
Vy´pis 6: Uka´zka nastavenı´ parametru TCP NODELAY socketu
6.3.4 Kontrola CRC
Cyklicky´ redundantnı´ soucˇet je metoda k detekci chyb beˇhem prˇenosu zpra´vy. CRC ko´d
v hlavicˇce zpra´vy je implementova´n ve trˇı´deˇ cFrame, z nı´zˇ zpra´vy deˇdı´. Potomci trˇı´dy,
cCommand a cResultSet pak obsahujı´ kontrolnı´ hodnotu. Po prˇijetı´ cele´ zpra´vy je hod-
nota hash spocˇı´ta´na a zkontrolova´na s hash hodnotou obsazˇenou ve zpra´veˇ. Tı´m je zajisˇteˇn
prˇenos proti mozˇne´ chybeˇ v du˚sledku selha´nı´ prˇenosove´ techniky. Trˇı´da CRCHash.h [24]
s metodou vy´pocˇtu byla doda´na se zdrojovy´mi ko´dy databa´ze.
6.3.5 Testova´nı´ propustnosti
Na serveru byly zpra´vy zkontrolova´ny pomocı´ metody CheckCRCHash() a na´sledneˇ
zasla´na odpoveˇd’ o spra´vnosti dorucˇenı´. Vsˇech vla´ken na serveru bylo vyuzˇito ve chvı´li,
kdy prˇenos dat na/ze serveru zameˇstnal postupneˇ vsˇechna vla´kna drˇı´v, nezˇ se mohlo
neˇktere´ uvolnit. Sledovat, kdy k tomuto jevu dojde, nebylo mozˇne´. Statistika vyuzˇitı´
vla´ken proto chybı´, avsˇak testy jsou provedeny pro konfiguraci serveru s 8, 12, 16 a 32
vla´kny.
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6.3.6 Pru˚beˇh prˇenosu
Data se po sı´ti zası´lajı´ rozdeˇlene´ do jednotlivy´ch framu˚/ra´mcu˚ a jeden obsahuje maxi-
ma´lneˇ 1 260 bajtu˚. Velikost ra´mcu˚ na sı´t’ove´ vrstveˇ je da´na technologii prˇenosu - Ethernet
(MTU = 1 500B).
Hodnota MTU je nastavena v syste´mu a lze ji zmeˇnit na tzv. Jumbo ra´mec. Velikost Jumbo
ra´mce je maxima´lneˇ 9 000 bajtu˚ uzˇitecˇny´ch dat. Zmeˇna vsˇak prˇina´sˇı´ mnoho proble´mu˚
v ra´mci nastavenı´ u klienta a prˇenosu. Veˇtsˇı´ velikost MTU nemusı´ podporovat neˇktery´
sı´t’ovy´ prvek a dojde k fragmentaci ra´mce na mensˇı´ nebo k zahozenı´ komunikace.
Kontrola komunikace na transportnı´ vrstveˇ probeˇhla pomocı´ programu WireShark [25].
Po zasla´nı´ ra´mce s daty na´sleduje potvrzenı´ [ACK], rozdeˇlenı´ dat po 1 260 B je rozhodujı´cı´
u velke´ho pocˇtu spojenı´ se soubory do 14 kB. Je zde jizˇ zanedbatelna´ hranice, zda posˇlu 11
x 1 260 B nebo vı´cekra´t. Zrychlenı´ a vyuzˇitı´ prˇenosove´ho me´dia prˇi pra´veˇ jednom framu,
lze postrˇehnout v grafu prˇenosu/s. Zde na krˇivce testu C1xS1 je efektivneˇji prˇeneseno
1 260 B, nezˇ 1,5 kB. Data 1,5 kB si vyzˇa´dajı´ mı´sto jednoho framu s daty [PSH] a potvrzenı´m
[ACK] hned dvojna´sobek.
Lze navrhnout na´sledujı´cı´ vzorec pro vy´pocˇet celkovy´ch na´kladu˚ na spojenı´ a prˇenesena´
data:
[SYN]192B + [M + ⌈M/1260⌉ *2* [ACK]54B] + [N + ⌈N/1260⌉ *2* [ACK]54B] + [FIN]174B
(2)
Kde M prˇedstavuje velikost zaslany´ch dat a N velikost dat prˇijaty´ch. Vy´sledek pouzˇitı´
tohoto vzorce a nastı´neˇnı´ na´kladu˚ na prˇenos je v grafu 32 a 33. Testy vedly k na´sledujı´cı´m
doporucˇenı´m pro jedno a vı´cevla´knovy´ server.
Pozna´mka 6.3 Velikost ra´mce na 1 GBit lince je shodna´ s FastEthernet linkou, u obou je
pouzˇita technologie Ethernet.
6.3.7 Jedno vla´knovy´ server
Server s jednı´m vla´knem pro vyrˇı´zenı´ nava´zany´ch spojenı´ bude procesor v dobeˇ necˇin-
nosti zateˇzˇovat nejme´neˇ. Pouze jedno vla´kno vycˇka´va´ a dotazuje se, zda nenı´ spojenı´
cˇekajı´cı´ ve fronteˇ v ra´mci poslechu na IP adrese a portu.
Nemusı´me rˇesˇit prˇı´padnou synchronizaci a zamyka´nı´ objektu˚, naprˇ.: databa´ze, aby byla
zajisˇteˇna integrita dat. V dobeˇ vy´voje nemeˇly pouzˇite´ DS implementova´n za´mek pro
vy´cevla´knovy´ prˇı´stup. Spojenı´ cˇekajı´ v rˇadeˇ za sebou a jsou vyrˇı´zeny postupneˇ (sek-
vencˇneˇ). Vla´kno prˇi zpracova´nı´ prˇı´kazu, mezi prˇijetı´m a odesla´nı´m odpoveˇdi necha´va´
sı´t’ove´ me´dium nevyuzˇite´ a klesa´ propustnost.
• Doporucˇenı´ pro dosazˇenı´ maxima´lnı´ch hodnot 90-100 %
– Maxima´lnı´ pocˇet spojenı´ za sekundu
∗ data do velikosti 2 kB (2 ra´mce po 1 260 B)
– Maxima´lnı´ vytı´zˇenı´ sı´teˇ
∗ data od 192 kB
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6.3.8 Vı´ce vla´knovy´ server
Server s n>1 vla´kny bude zateˇzˇovat procesor postupny´m dotazova´nı´m jednotlivy´ch vla´-
ken, zda necˇeka´ ve fronteˇ neobslouzˇene´ spojenı´. Vytva´rˇet vla´kna dynamicky podle za´teˇzˇe
i s jejich prostrˇedky (alokace pameˇti, objekty apod.) by bylo cˇasoveˇ na´rocˇne´. Musı´me rˇesˇit
prˇı´padnou synchronizaci a zamyka´nı´ objektu˚ (databa´ze), aby byla zajisˇteˇna integrita dat.
Pro zamyka´nı´ objektu˚ je pouzˇit Mutex, ktery´ dovoluje v jednu chvı´li pra´ci pouze jednomu
vla´knu s dany´m zdrojem.
Vla´kna jsou cˇasoveˇ omezena pouze ve chvı´li, kdy se pokousˇı´ prˇistoupit k spolecˇny´m pro-
strˇedku˚m, tı´m vsˇak nenı´ spojenı´ s klientem. Musı´ se pouze podeˇlit o sˇı´rˇku prˇenosove´ho
me´dia sı´teˇ (propustnost me´dia roste).
• Doporucˇenı´ pro dosazˇenı´ maxima´lnı´ch hodnot 90-100 %
– Maxima´lnı´ pocˇet spojenı´ za sekundu
∗ Server s 8 azˇ 16 vla´kny
∗ Prˇena´sˇena´ data do 2 kB (2 ra´mce po 1 260 B)
– Maxima´lnı´ propustnos sı´teˇ
∗ Server s 8 a vı´ce vla´kny
∗ Prˇena´sˇena´ data od 8 kB vy´sˇe
6.3.9 Test sı´t’ove´ho prostrˇedı´
Prostrˇedı´ sı´teˇ bylo testova´no pomocı´ programu Tamosoft Troughput Test, za´znam vy´-
sledku˚ je v tabulce 2. Testy se va´zˇı´ na sı´t’tvorˇenou dveˇma PC propojeny´mi switchem s Fast
Ethernetem 10/100 Mbps. Maxima´lnı´ propustnost sı´teˇ podle testu dosa´hla 98,64 Mbps
(12,33 MB/s). Nasˇe nejvysˇsˇı´ prˇenosova´ hodnota byla 11,199 MB/s. Rozdı´l v hodnota´ch
je da´n prˇiblizˇneˇ 7,9 %, cozˇ jsou nejnizˇsˇı´ na´klady na prˇenos dat. Nasˇe celkova´ maxima´lnı´
propustnost v testech cˇinila 12,089 MB/s.
TCP UDP
TCP Up: 98,64 Mbps (Ave: 98,93) UDP Up: 0,00 Mbps (Ave: 0,00), Loss: 0,0%
TCP Down: 92,36 Mbps (Ave: 91,30) UDP Down: 0,00 Mbps (Ave: 0,00), Loss: 0,0%
Round-trip time(ping): 0,7 ms
Tabulka 2: Vy´sledky testu sı´t’ove´ho prostrˇedı´
6.4 Proble´my implementace
Beˇhem vy´voje aplikace a na´sledny´ch testu˚ se objevilo neˇkolik proble´mu˚, se ktery´mi se prˇi
dalsˇı´m rozvoji te´to pra´ce mu˚zˇeme setkat. Jedna´ se o proble´my spojene´ s alokacı´ pameˇti,
synchronizacı´, chova´nı´m serveru˚ a testovacı´m prostrˇedı´m.
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6.4.1 Alokace pameˇti
Vlastnı´ dynamicka´ alokace pameˇti za pomocı´ opera´toru˚ new a delete prˇina´sˇı´ proble´my
a rizika s mozˇny´m neuvolneˇnı´m pameˇti, ztra´tou odkazu na hodnotu. To vsˇe po urcˇite´m
cˇase beˇhu aplikace vede k na´ru˚stu a mozˇne´mu zahlcenı´ operacˇnı´ pameˇti.
Prˇi prvotnı´m testova´nı´ vkla´da´nı´ 100 000 za´znamu˚ v cyklu, aplikace vyvolala syste´mo-
vou chybu memmory leak a byla ukoncˇena. Dı´ky neuvolneˇnı´ cca 60 000 objektu˚ trˇı´dy
myPacket. Ty postupneˇ alokovaly vesˇkerou dostupnou operacˇnı´ pameˇt’. Mezi opera´-
tory je nutne´ hledat i mozˇne´ podmı´nky cˇi vy´stupy z bloku ko´du, ktere´ by mohly ve´st
k prˇeskocˇenı´ prˇı´kazu uvolneˇnı´ pameˇti delete. Alokace pameˇti ve chvı´li ,kdy je potrˇebna´,
a na´sledne´ okamzˇite´ zahozenı´ je cˇasoveˇ na´rocˇne´.
Rˇesˇenı´m je alokovat pameˇt’pro jednotlive´ operace a objekty hned prˇi spusˇteˇnı´ aplikace
a uvolnit ji azˇ prˇi ukoncˇenı´. Pro zjisˇteˇnı´ mozˇne´ chyby neuvolneˇnı´ pameˇti je vhodne´ sledo-
vat stav pameˇti aplikace za pomoci naprˇ. Spra´vce u´loh (Task Manager) nebo jine´ aplikace
pro spra´vu syste´movy´ch prostrˇedku˚.
6.4.2 Sı´t’ove´ prostrˇedı´
Testova´nı´ v nezna´me´m sı´t’ove´m prostrˇedı´ jako je naprˇı´klad sˇkolnı´ sı´t’ je nesnadne´. Do-
stupnosti aplikace na pouzˇity´ch portech mohou bra´nit kromeˇ firewalu˚ na serverech take´
aktivnı´ prvky v sı´ti. Aktivnı´mi prvky myslı´me smeˇrovacˇe a prˇepı´nacˇe, na ktery´ch lze
aktivovat a nastavit bezpecˇnostnı´ politiky a pravidla.
Prˇi prvotnı´m testova´nı´ byla aplikace nahra´na na server dbedu.vsb.cz a povoleny porty
TCP/UDP. Simulace klientu˚ na dbedu.vsb.cz zası´lala data na druhy´ server umı´steˇny´ fy-
zicky mimo sˇkolnı´ sı´t’ a prˇipojeny´ pomocı´ VPN. Server replikoval data od klientu˚ zpeˇt
na server dbedu.vsb.cz. Po urcˇite´m pocˇtu odeslany´ch dat (30-80 tisı´c spojenı´ TCP) dosˇlo
k nedostupnosti serveru cˇi pa´du VPN tunelu do sˇkolnı´ sı´teˇ.
Prˇı´kaz Parametr Vy´znam
netstat −an Vy´pis vsˇech aktivnı´ch (resp. nava´zany´ch) sı´t’ovy´ch spojenı´
na TCP a UDP portech. IP adresy a cˇı´sla portu˚ jsou vyja´-
drˇeny cˇı´selneˇ.
ipconfig −all Vy´pis sı´t’ove´ho nastavenı´ vsˇech existujı´cı´ch sı´t’ovy´ch adap-
te´ru˚ a prˇipojenı´.
tracert < IPadresa > Zjisˇteˇnı´ cesty mezi aktua´lnı´ stanicı´ a cı´lem. Vhodne´ pro
zjisˇteˇnı´ cesty packetu a mozˇny´ch aktivnı´ch zarˇı´zenı´ na cesteˇ.
ping < IPadresa > Zjisˇteˇnı´ dostupnosti serveru cˇi jine´ho zarˇı´zenı´ na sı´ti. Prˇı´kaz
ping mu˚zˇe by´t na neˇktery´ch zarˇı´zenı´ch blokova´n z bezpecˇ-
nostnı´ch du˚vodu˚.
Tabulka 3: Prˇı´kazy pro zjisˇteˇnı´ stavu sı´t’ove´ho prostrˇedı´
Rˇesˇenı´m beˇhem testova´nı´ aplikace na platformeˇ Windows je vyuzˇı´t prˇı´kazovy´ rˇa´dek pro
zjisˇteˇnı´ nezbytny´ch informacı´ o stavu sı´t’ove´ komunikace. Mu˚zˇeme detekovat zabloko-
va´nı´ portu˚, nasloucha´nı´ serveru na prˇı´slusˇny´ch portech TCP a UDP. Pro zjisˇteˇnı´ prˇı´cˇin
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pa´du cˇi obcˇasne´ho selha´nı´ komunikace lze vyuzˇı´t na´stroj WireShark [25]. S jeho pomocı´
lze zachytit ra´mce komunikace a podrobit je analy´ze.
Pozna´mka 6.4 Testova´nı´ aplikace by meˇlo probı´hat na prˇedem zna´me´m sı´t’ove´m pro-
strˇedı´.
6.4.3 Docˇasna´ nedostupnost
Prˇi veˇtsˇı´m prˇeposı´la´nı´ prˇı´kazu˚ (naprˇ.: proces replikace za´znamu˚) serverem S1 na ser-
ver S2 dosˇlo k docˇasne´ nedostupnosti S2 na portu 40 001. Proble´m zaprˇı´cˇinil koncept
ukoncˇenı´ TCP spojenı´ a chova´nı´ sı´t’ove´ karty.
S2
ESTABLISHED
FIN_WAIT_1
FIN_WAIT_2
TIME_WAIT
CLOSED
S1
ESTABLISHED
CLOSE_WAIT
LAST_ACK
CLOSED
FIN
FIN
ACK
ACK
WAITING
Obra´zek 30: Nava´za´nı´ spojenı´ mezi servery S1 a S2
Pro mozˇne´ znovunava´za´nı´ spojenı´ prˇejde na urcˇitou dobu stav spojenı´ (session) na ser-
veru S1 do stavu TIME WAIT. Standardneˇ je nastavena tato doba azˇ na 2 minuty, po
ktere´, i prˇes prˇı´znak FIN - ukoncˇenı´ ze strany S1, sı´t’ova´ karta S2 vycˇka´va´. Vycˇka´va´ na
mozˇne´ znovuspojenı´ ze strany S1. Prˇi prˇijetı´ zˇa´dosti o nava´za´nı´ TCP spojenı´, prˇirˇadı´ karta
unika´tnı´ cˇı´slo pro dane´ spojenı´ ze sve´ho rozsahu. Pokud je rozsah vycˇerpa´n mohou nastat
tyto dveˇ situace:
• karta ukoncˇı´ poslednı´ spojenı´ ve stavu TIME WAIT a zalozˇı´ na tomo portu nove´
spojenı´.
• spojenı´ zamı´tne do doby, nezˇ se uvolnı´ neˇktere´ prˇedchozı´ spojenı´.
Prvnı´ spojenı´ klientu˚ s prˇı´kazy na sı´t’ovou kartu S2 vycˇerpali rozsah 216 = 65 535 portu˚
a dalsˇı´ spojenı´ se jizˇ nevytvorˇila. U karty virtua´lnı´ho stroje mu˚zˇe by´t maxima´lnı´ pocˇet
spojenı´ nizˇsˇı´, v nasˇem prˇı´padeˇ pouze 5 000 spojenı´ (portu˚). Jak aktivneˇ ukoncˇit spojenı´ na
obou strana´ch TCP a prˇimeˇt sı´t’ovou kartu k nava´za´nı´ spojenı´ v situaci na obra´zku 30?
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1 struct linger so_linger;
2 so_linger.l_onoff = TRUE;//use defined time
3 so_linger.l_linger = 0;//time in sec
4 iResult = setsockopt(mainSocket, SOL_SOCKET, SO_LINGER,(char *) &so_linger
, sizeof(so_linger));
5 if (iResult == SOCKET_ERROR) {
6 cout<<”Setsockopt for SO_LINGER failed with error: ”<< WSAGetLastError()
<<endl;
7 }
Vy´pis 7: U´prava parametru SO LINGER socketu
Rˇesˇenı´m je dodatecˇneˇ socketu prˇi inicializaci nadefinovat tzv. „HARD“ ukoncˇenı´ pomocı´
metody setsockopt() [19]. Spojenı´ neprˇejde prˇi vola´nı´ closesocket(int socket)
do stavu TIME WAIT, ale bude cˇekat na´mi definovanou dobu. Pokud je tato doba t = 0,
je prˇi vola´nı´ ukoncˇenı´ spojenı´ ukoncˇeno a prˇejde ihned do stavu CLOSED. Metoda pro
nastavenı´ socketu je ve vy´pise ko´du 7.
Pozna´mka 6.5 Po prˇida´nı´ ko´du upravujı´cı´ho dobu uvolneˇnı´ spojenı´ se mnohona´sobneˇ
zrychlila komunikace a uvolneˇnı´ portu pro dalsˇı´ spojenı´.
6.4.4 Blokova´nı´ serveru˚
Testova´nı´ serveru˚ s nastavenı´m replikace dat mu˚zˇe mı´t za na´sledek postupne´ zablokova´nı´
serveru˚ v du˚sledku cˇeka´nı´ na odpoveˇd’ druhe´ho serveru. Pokud je server pouze jedno
vla´knova´ aplikace, vyrˇizuje jednotlive´ pozˇadavky na port 40 001 postupneˇ cˇtenı´m z fronty
pomocı´ recv(). Jak je videˇt na obra´zku 31 (a), mohou se dva servery navza´jem dostat
do stavu, kdy oba cˇekajı´ jeden na druhe´ho. Situace je podmı´neˇna replikacı´ prˇı´kazu mezi
teˇmito servery. Nejhorsˇı´m na´sledkem te´to situace je ovlivneˇnı´ cele´ struktury serveru˚
a jejich lavinove´ zablokova´nı´.
S1'
Proces C1 Proces C2
Fronta listen()
C4
C2
S1(C1)
S2
C32
accept() accept()
S1
C1
S1'(C2)
S5
Fronta listen()
s
e
n
d
()
S1'
Vlákno C1 Vlákno C2
Fronta listen()
C4
C2
S1(C1)
S2
C32
S1
C1
S1'(C2)
S5
Fronta listen()
s
e
n
d
()Vlákno C4 Vlákno S1
(a)                                                                                            (b)
Obra´zek 31: Zablokova´nı´ serveru˚ a mozˇne´ rˇesˇenı´ situace
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Pozna´mka 6.6 Prˇi replikaci dat mezi servery nelze pouzˇı´t server naimplementovany´ jako
jednovla´knova´ aplikace z du˚vodu zablokova´nı´ procesu serveru˚.
Ostatnı´ servery se nemusı´ zu´cˇastnit prˇı´mo zablokova´nı´, ale zastavı´ se postupneˇ ve fronteˇ
teˇchto serveru˚. Zablokova´nı´ se pote´ sˇı´rˇı´ s jednotlivy´mi dotazy mezi servery. Existujı´ dveˇ
rˇesˇenı´ te´to situace:
• Omezenı´ doby cˇeka´nı´ na odpoveˇd’ serveru˚ prˇi replikaci dat a opakova´nı´ transakce.
Dosˇlo by tak z neˇktere´ strany k uvolneˇnı´ fronty a vyrˇı´zenı´ cˇekajı´cı´ch spojenı´. Velkou
nevy´hodou je prˇı´lisˇne´ zpomalenı´ odezvy serveru a opakova´nı´ dotazu˚.
• Pouzˇitı´ vı´cevla´knove´ aplikace serveru. Jednotliva´ vla´kna zpracujı´ z fronty postupneˇ
pozˇadavky i za zablokovany´m spojenı´m a na´sledneˇ odblokujı´ vla´kno druhe´ho ser-
veru.
Vhodneˇjsˇı´m rˇesˇenı´m je samozrˇejmeˇ vı´ce vla´knova´ aplikace. Rˇesˇenı´ je ilustrova´no na
obra´zku 31 (b), kde server S1′ odblokuje zpracova´nı´m pozˇadavku S1(C1) z fronty vla´kno
S1.
6.4.5 Synchronizace prˇı´stupu
Prˇi implementaci se z du˚vodu uvedene´ho v prˇedesˇle´ kapitole 6.4.4, muselo zpracova´nı´
prˇı´kazu˚ prˇesunout do vla´ken. Jednotliva´ vla´kna vsˇak nemohou pracovat soucˇasneˇ s ob-
jekty bez rˇı´zenı´ prˇı´stupu. Pro synchronizaci byly implementova´ny za´mky nad objekty
a strukturami.
1 //when init object must create Mutex
2 HANDLE HMutex = CreateMutex(NULL,false,NULL);
3 //destructor˜
4 CloseHandle(HMutex);
5 //lock or wait for work with object
6 void myDatabase::Lock(void){
7 DWORD WaitMutex;
8 do{
9 WaitMutex = WaitForSingleObject(this->HMutex,INFINITE);
10 if(WaitMutex == WAIT_OBJECT_0)
11 {
12 break;//take lock, can work with object, data, struct..
13 }else
14 continue;//back to wait
15 }while(true);
16 }
17 //release and unlock object for other waiting thread
18 void myDatabase::UnLock(void){
19 if(!ReleaseMutex(this->HMutex))
20 cerr<<”Can’t release mutex in object myDatabase.”<<endl;
21 }
Vy´pis 8: Uka´zka uzamknutı´ objektu pro prˇı´stup ve vla´knech
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Za´mek je nutne´ pouzˇı´t i prˇi drobny´ch operacı´ch se sdı´leny´mi daty, jako je naprˇı´klad pouha´
inkrementace promeˇnne´. Prˇed zavedenı´m za´mku u sdı´lene´ho objektu cLog pro statistiky
docha´zelo k neprˇesny´m vy´sledku˚m. Du˚vodem byla inkrementace promeˇnne´ v jeden
okamzˇik dveˇma a vı´ce vla´kny - klienty. Za´mky k objektu˚m a struktura´m vytva´rˇı´me za
pomoci trˇı´dyMutex. Mutex mu˚zˇe v jednu chvı´li „vlastnit“ pouze jedno vla´kno. Prˇed pracı´
se sdı´leny´m objektem je nutne´ zı´skat za´mek objektu funkcı´ Lock(). Po ukoncˇenı´ pra´ce s
objektem je prˇı´slusˇny´ Mutex uvolneˇn pomocı´ UnLock(). Ko´d synchronizace prˇı´stupu je
na vy´pise ko´du 8.
Nevy´hodou zamykanı´ pomocı´ Mutexu je zacyklenı´ ostatnı´ch vla´ken volajı´cı´ch Lock()
na stejny´ objekt. Vycˇka´vajı´cı´ vla´kna zateˇzˇujı´ procesor neusta´ly´m dotazova´nı´m o zı´ska´nı´
za´mku pro sebe. Rˇesˇenı´ za pomoci uspa´nı´ teˇchto vla´ken prˇı´kazem Sleep(1) na 1 ms
cˇas uvolneˇnı´ za´mku˚ pouze zhorsˇil. Pokud vla´kno po dokoncˇenı´ sve´ pra´ce nezprˇı´stupnı´
objekt, dojde k nekonecˇne´mu cˇeka´nı´ vsˇech vla´ken a zamrznutı´ aplikace.
Mozˇnou variantou, jak se teˇmto proble´mu˚m vyhnout, by bylo zavedenı´ kriticky´ch sekcı´
CriticalSection [22] mı´sto za´mku˚. Ota´zkou je, jaky´ vliv by byl na efektivnost aplikace.
Pozna´mka 6.7 Bez synchronizace prˇı´stupu nelze garantovat konzistenci dat.
6.4.6 Metered Section
Beˇhem testova´nı´ se vyskytl pozˇadavek na vyzkousˇenı´ implementace za´mku˚ zvanou
MeteredSection [22] k nahrazenı´ Mutexu. Tento na´stroj je zalozˇen na kriticky´ch sek-
cı´ch a rozsˇirˇuje jeho vlastnosti o pocˇty zdroju˚ (podobneˇ jako na´stroj Semaphore).
Pro test vznikly dveˇ verze aplikace serveru vyuzˇı´vajı´cı´ kazˇdy´ jiny´ na´stroj. Synchronizo-
valy se struktury pro vla´kna, databa´ze a pohled. Vy´sledky pro 1 tis. bodovy´ch dotazu˚ na
server klienty dopadl pro Mutex = 0,355 s a Metered Section = 0,535 s. Zhorsˇenı´ u Metered
Section se pohybovalo podobneˇ i u vkla´da´nı´ a to o 50 %. Z teˇchto du˚vodu˚ se od pouzˇitı´
Metered Section da´le upustilo.
Pozna´mka 6.8 Vy´sledky testu˚ synchronizace mohly vzniknout sˇpatnou implementacı´,
prˇı´padneˇ nevhodny´m pouzˇitı´m na´stroje MeteredSection.
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Obra´zek 32: Tabulka a graf pocˇtu spojenı´/s
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Obra´zek 33: Tabulka a graf propustnosti prˇenosu/s
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7 Testova´nı´
V te´to kapitole popisujeme jednotlive´ testy provedene´ s prvnı´ aplikacı´ DDS v1.0 a fina´lnı´
verzı´ 2.0 na fyzicky´ch a virtua´lnı´ch serverech, da´le jen uzly. Nastavenı´ pru˚beˇhu testu se
postupneˇ meˇnı´ s rostoucı´m prostrˇedı´m (pocˇtem uzlu˚). Pro mozˇnost srovna´nı´ jednotlivy´ch
vy´sledku˚ testu˚ se nastavenı´ aplikace nemeˇnilo.
Testy se pokousˇı´ pouka´zat na vy´hody a nevy´hody vyply´vajı´cı´ z distribuce a paralelizace
za´znamu˚. Rozlozˇenı´ hardwarovy´ch prostrˇedku˚ na jednotlive´ uzly hraje roli v ra´mci ce-
nove´ dostupnosti. Nechceme proveˇrˇit pouze funkcˇnost aplikace, ale nastı´nit pocˇet uzlu˚
potrˇebny´ k dosazˇenı´ vlastnostı´ aplikace srovnatelne´ s embedded rˇesˇenı´m. Nabı´zı´ se testy
s pozˇadavkem zajisˇteˇnı´ dostupnosti prˇı´stupu k datu˚m v prˇı´padeˇ selha´nı´ neˇktere´ho z uzlu˚.
Klient 1-N
LOG_1-N.txt
View.bin
Server 1-NSTAT_1.txtLOG_1-N.txt STAT_1.txtSTAT_1-N.txt
View.bin Set.bin
Set.bin
TCP
DB
View_1-N.txt
Set_1-N.txt
Obra´zek 34: Za´kladnı´ sche´ma testovanı´
7.1 Prostrˇedı´ testu˚
Pro testy byly pouzˇity servery DBEDU, DBSYS a EPE. Na prvnı´ch dvou vznikly postupneˇ
virtua´lnı´ stroje, da´le jen uzly, dostupne´ prˇes vzda´lenou plochu. Testova´nı´ probı´halo vzda´-
leneˇ s prˇipojenı´m do sˇkolnı´ sı´teˇ pomocı´ VPN tunelu. Na kazˇdy´ virtua´lnı´ server prˇipadla
dveˇ vla´kna procesoru. Fyzicke´ servery DBEDU, DBSYS a spojuje 100 Mbit switch. Sı´t’ove´
karty na virtua´lnı´ch serverech jsou nastaveny na 10 Gbit.
V testech je pouzˇita datova´ kolekce DOCWORD s 18 mil. za´znamy. Kazˇdy´ za´znam je
tvorˇen 3-dimenziona´lnı´m klı´cˇem. Rozlozˇenı´ kolekce mezi skupinu 5-ti aplikacı´ DDS je
popsa´no v tabulce 4.
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Statistika DS B-strom
Vy´sˇka stromu 3 Vnitrˇnı´ kapacita 127
Velikost polozˇky v listu [B] 17 Velikost indexu [B] 16
Kapacita listu 119
Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Celkem polozˇek 3 164 263 4 308 321 4 031 521 3 969 741 2 830 899
Celkem uzlu˚ 53 501 72 846 68 166 67 120 47 863
Statistika DS R-strom
Vy´sˇka stromu 3 Vnitrˇnı´ kapacita 72
Velikost polozˇky v listu [B] 17 Velikost indexu [B] 28
Kapacita listu 119
Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Celkem polozˇek 3 285 884 4 483 584 4 180 658 4 127 739 2 940 694
Celkem uzlu˚ 96 964 134 021 121 375 122 884 86 839
Tabulka 4: DDS v2.0 - Statistika kolekce DOCWORD mezi skupinou uzlu˚
7.2 Distribuovany´ SRˇBD
V testech se zpocˇa´tku objevuje pro srovna´nı´ i prvnı´ implementace aplikace oznacˇena´
DDS v1.0. Na´sledneˇ se testy zameˇrˇujı´ pouze na vy´slednou aplikaci DDS v2.0. Pouzˇı´t
32 vla´ken pro obsluhu spojenı´ na jednom uzlu bylo zvoleno po testech s 15-ti uzly. Kdy prˇi
testech docha´zelo k zablokova´nı´ jednoho z uzlu˚ a na´sledneˇ kaska´dove´mu zablokova´nı´
vsˇech ostatnı´ch. Doporucˇenı´ zı´skane´ z TCP testu˚ trˇı´dy cSocket a uvedene´ ve zpra´veˇ
TCP Report, pouzˇı´t pro maxima´lnı´ propustnost vı´cevla´knove´ho serveru pouze 8 vla´ken,
nebylo mozˇne´.
Pozna´mka 7.1 Nenı´ zna´mo, jak virtua´lnı´ uzly zprostrˇedkova´vajı´ prˇeda´va´nı´ dat mezi virt.
sı´t’ovy´mi kartami a jaka´ jsou omezenı´ fyzicke´ sı´t’ove´ karty.
7.3 Klienti
Vytı´zˇit jednotlive´ uzly nelze aplikacı´ simulujı´cı´ jednoho klienta. Vznikla trˇı´da cTester-
Clients simulujı´cı´ chova´nı´ vı´ce klientu˚ s jednı´m cˇi vı´ce zdroji testovacı´ch dat. Trˇı´da
vytvorˇı´ azˇ 32 vla´ken prˇedstavujı´cı´ch jednotlive´ klienty. Nastavenı´ a za´kladnı´ pohled si
klienti nacˇı´tajı´ z prˇedem prˇipraveny´ch souboru˚. Vytva´rˇı´ si postupneˇ svu˚j vlastnı´ pohled
na DDS a ukla´dajı´ si pru˚beˇh testu do log souboru˚. Jedna aplikace (32 klientu˚) se uka´zala
na dostatecˇne´ zatı´zˇenı´ nedostatecˇna´, prˇi testech se prˇikrocˇilo k simulaci azˇ 256 klientu˚
z vı´ce aplikacı´ a pocˇı´tacˇu˚.
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Na´zev Operacˇnı´ syste´m Procesor RAM IP adresa
EPE WinServer 2003 SP2 XEON E5430 2.66 GHz 8 GB 158.196.128.112
DBEDU WinServer 2008 R2 SP1
2 x XEON X5670 2.93 GHz
96 GB 158.196.141.66
(6 jader + Hyper-threading)
Virt 23
WinServer 2003 SP2 2 vla´kna 2 GB
158.196.98.23
Virt 24 158.196.98.24
Virt 25 158.196.98.25
Virt 26 158.196.98.26
Virt 27 158.196.98.27
Virt 28 158.196.98.28
Virt 29 158.196.98.29
Virt 30 158.196.98.30
Virt 31 158.196.98.31
Virt 32 158.196.98.32
DBSYS WinServer 2008 R2 SP1
2 x XEON E5-2690 2.90 GHz
288 GB 158.196.141.12
(8 jader + Hyper-threading)
Virt 17
WinServer 2008 R2 SP1 2 vla´kna 2 GB
158.196.98.17
Virt 40 158.196.98.40
Virt 95 158.196.98.95
Virt 96 158.196.98.96
Virt 97 158.196.98.97
Virt 98 158.196.98.98
Virt 99 158.196.98.99
Virt 100 158.196.98.100
Virt 101 158.196.98.101
Virt 102 158.196.98.102
Tabulka 5: Popis dostupne´ho hardwarove´ho vybavenı´ a rozmı´steˇnı´ virtua´lnı´ch uzlu˚
7.3.1 Umı´steˇnı´ klientu˚
Prˇi testu bodovy´ch dotazu˚ nad DBEDU a jeho virt. uzly se uka´zal proble´m s umı´steˇnı´m
klientu˚. Jak je zaznamena´no v tabulce 38, neprojevily se prˇedpokla´dane´ vlastnosti DDS,
a to zvy´sˇenı´ propustnosti. Naopak se propustnost snı´zˇila, sˇpatne´ vy´sledky testu˚ lze prˇi-
soudit zatı´zˇenı´ serveru DBEDU a DBSYS 20-ti virt. uzly a za´rovenˇ aplikacı´m simulujı´cı´
klienty. Zmeˇnou umı´steˇnı´ klientu˚ na server EPE jsme dosa´hli prˇedpokla´dane´ho zveˇtsˇenı´
propustnosti. V testech se klienti simulovali na fyzicky´ch umı´steˇnı´ch podle tabulky 6. Bo-
huzˇel nebylo vzˇdy mozˇne´ oddeˇlit klienty od DDS, aby nedocha´zelo k ovlivneˇnı´ vy´konu
vinou sdı´leny´ch hardwarovy´ch prostrˇedku˚.
Pozna´mka 7.2 Rozdı´l v umı´steˇnı´ klientu˚ je zrˇetelny´ prˇi porovna´nı´ tabulky 37 a 38.
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Klientu˚ Umı´steˇnı´ Uzlu˚ Umı´steˇnı´
4 x 32 DBSYS (4) 5 - 10 DBEDU (5-10)
4 x 32 EPE (4) 15 - 20 DBEDU (10) + DBSYS (5-10)
8 x 32 DBSYS (8) 5 - 10 DBEDU (5-10)
8 x 32 DBSYS (4) + EPE (4) 15 - 20 DBEDU (10) - DBSYS (5-10)
Tabulka 6: Umı´steˇnı´ klientu˚ prˇi testech
7.4 Pravidla a za´znam testu˚
Prˇi testech se zapisovaly vy´sledky z log souboru˚ a vy´pisu˚ aplikacı´. Zna´zorneˇnı´ pru˚beˇhu
testu a vznikly´ch souboru˚ je na obra´zku 34. Pro veˇtsˇı´ prˇesnost jsme prova´deˇli 3 meˇrˇenı´ pro
jednotlive´ sestavy uzlu˚ a dotazy. V tabulka´ch testu˚ je uveden pru˚meˇr testu˚ a podrobny´
za´znam hodnot testu na jednotlivy´ch uzlech. Po testu se aplikace na uzlech vzˇdy ukoncˇila
a zapsaly se vy´sledky z log souboru˚. Prˇed spusˇteˇnı´m testu je prˇı´tomen pouze soubor se
za´kladnı´m nastavenı´m serveru. Obsahuje IP adresu a dalsˇı´ nastavenı´ uzlu s udrzˇovanou
DS. Testovacı´ klienti majı´ na pocˇa´tku testu vzˇdy pohled pouze na jeden z uzlu˚ DDS. Ze
za´znamu testu˚ lze tento uzel(y) identifikovat podle pole „Adresnı´ chyby“.
Klienti se na prvnı´ uzel obra´tı´ v prˇı´padeˇ, kdy neznajı´ odpovı´dajı´cı´ adresu za´znamu
a veˇdomeˇ se dopustı´ adresnı´ chyby. Na´sledneˇ je jı´m zasla´n s odpoveˇdı´ pohled na novy´
uzel. Dobrˇe je videˇt tento proces naprˇı´klad na za´znamu testu v tabulce 22
Konstanta Hodnota Popis
CONST MIN TRAFFIC 200
Minima´lnı´ hodnota za´teˇzˇe pro aplikaci metody
vyvazˇova´nı´ na serveru.
BALANCE 2,3
Pra´h pro srovna´nı´ pomeˇru za´teˇzˇe mezi serve-
rem a jeho mozˇnou na´hradou pro klienta.
Tabulka 7: Nastavenı´ hodnot pro vyva´zˇenı´ za´teˇzˇe serveru˚
7.5 Testy embedded DS
Pro provedenı´ testu˚ obou DS v embedded byla implementova´na testovacı´ aplikace pro
zjisˇteˇnı´ maxima´lnı´ propustnosti prˇi vkla´da´nı´, bodove´m a rozsahove´m dotazu. Testy pro-
beˇhly na serveru DBEDU. Za´znamy pro vkla´da´nı´ a dotazy byly prˇipraveny v operacˇnı´
pameˇti pro dosazˇenı´ maxima´lnı´ propustnosti.
7.5.1 Vy´sledek testu
Abnorma´lneˇ vysoky´ cˇas rozsahovy´ch dotazu˚ R-stromu je da´n nadmeˇrny´m rozsahem
dotazovane´ho MBR obdelnı´ku˚. Prˇi testech s mensˇı´m rozsahem nebyla distribuce na ostatnı´
uzly dostatecˇna´ (me´neˇ nezˇ 5%). Dosahovala cˇasu˚ kolem 60s (59,89s; 58,621s; 59,989s). To
odpovı´da´ prˇiblizˇneˇ 4 azˇ 5-ti na´sobne´mu zhorsˇenı´ oproti B-stromu. Pru˚meˇrne´ vy´sledky
jsou uvedeny v tabulce 8 a cely´ za´znam testu˚ je v prˇı´loze A v tabulce 16.
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DS
Vkla´da´nı´ - 18mil. Bodove´ dotazy - 1mil. Rozsahove´ dotazy - 1mil.
Cˇas Propustnost Cˇas Propustnost Cˇas Propustnost
[s] [op/s] [s] [op/s] [s] [op/s]
B-strom 5,649 702 780 1,291 776 259 13,139 76 113
R-strom 934,42 19 263 7,919 126 312 1 857,284 539
Tabulka 8: Vy´sledky propustnosti embedded DS
7.6 Prvnı´ testy implementace
V prˇı´loze jsou obsazˇeny dva za´znamy testu˚. Prvnı´ jsme testovali vkla´da´nı´ a na´sledneˇ
bodove´ dotazy na 10-ti uzlech prvnı´ implementace DDS v1.0. Pro porovna´nı´ propustnostı´
se provedly testy se stejny´mi parametry u DDS v2.0. Na za´znamu prvnı´ho testu, viz
Obra´zek 35: Srovna´nı´ propustnosti vkla´da´nı´ DDS v1.0 a v2.0
tabulka 19, lze vycˇı´st 85 chyb v pru˚beˇhu testu. Z 18 mil. vkla´dany´ch za´znamu˚ se vlivem
chyb spojenı´ nevlozˇilo cˇi nereplikovalo 85 za´znamu˚. Obra´zek 35 na´m ukazuje pru˚meˇrnou
a maxima´lnı´ propustnost vkla´da´nı´ na jednotlivy´ch uzlech. Srovna´nı´ propustnosti ukazuje
na´ru˚st z pru˚meˇrne´ hodnoty 416 na 1 551 prˇı´kazu˚ za 1s na jednom uzlu prˇi za´teˇzˇi 32 klientu˚.
Dosahujeme navy´sˇenı´ propustnosti o 273%.
Aplikace Cˇas [s] Dotazu˚ Klientu˚ Propustnost [op/s] Propustnost (1 uzel) [op/s]
DDS v1.0 289,294 1 mil. 32 3 457 343
DDS v2.0 87,797 1 mil. 32 11 390 1 139
Tabulka 9: DDS v1.0 vs. DDS v2.0 - Vkla´da´nı´ na 10 uzlu˚, B-strom
V tabulce 9 je porovna´nı´ vy´sledku bodovy´ch dotazu˚ s navy´sˇenı´m propustnosti o 230%.
Z na´ru˚stu propustnosti vyply´va´, zˇe jsme se prˇi implementaci nove´ komunikace aplikace
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nedopustili chyb vedoucı´ch k snı´zˇenı´ propustnosti oproti prvnı´ implementaci. Podrobny´
za´znam testu˚ bodovy´ch dotazu˚ je v tabulce 19 a 12.
7.7 Testy DDS
V podkapitola´ch postupneˇ prezentujeme pru˚beˇh a vy´sledky testu˚ nasˇı´ vy´sledne´ aplikace
prˇi vkla´da´nı´, bodovy´ch a rozsahovy´ch dotazech. Poslednı´ provedeny´ test zjisˇt’uje cho-
va´nı´ klienta prˇi selha´nı´ jednoho ze dvou uzlu˚ prˇi komunikaci. Testy probı´haly pro DS
B-stromu a R-stromu v sestaveˇ 5 - 20 uzlu˚, viz obra´zek 28. Prˇi peˇti uzlech nejsou za´znamy
replikova´ny, nedocha´zı´ k balanci za´teˇzˇe a distribuci dotazu˚ na ostatnı´ uzly.
Neˇktere´ testy byly vy´razneˇ ovlivneˇny virtualizacı´ a nedostatkem hardwarovy´ch pro-
strˇedku˚. Pokud v testech zacˇala propustnost klesat mı´sto ocˇeka´vane´ho ru˚stu, nebyly testy
s veˇtsˇı´ za´teˇzˇı´ a pocˇtem uzlu˚ provedeny. Vy´sledky a pru˚meˇry vsˇech testu˚ jsou uvedeny
v tabulce 17.
7.7.1 Vkla´da´nı´
Testy vkla´da´nı´ lze rozdeˇlit do dvou cˇa´stı´, a to podle cı´le testu˚:
• Zjisˇteˇnı´ maxima´lnı´ propustnosti vkla´da´nı´.
• Zjisˇteˇnı´ propustnosti vkla´da´nı´ prˇi rostoucı´ch na´rocı´ch na replikaci za´znamu˚ mezi
uzly.
Prvnı´ test zaznamenany´ v tabulce 22 simuluje vkla´da´nı´ 256-ti klientu˚ ze serveru DBSYS na
peˇt virtua´lnı´ch uzlu˚ na DBEDU. Prˇi neˇkolika testech dosˇlo k nedostupnosti jednoho z virt.
serveru˚. Vkla´da´nı´ za´znamu bylo klientem na´sledneˇ opakova´no. V zˇa´dne´m z testu˚ nedosˇlo
k situaci nevlozˇenı´ za´znamu klientem a nekonzistenci za´znamu˚ v DS. Testy zachycujı´cı´
pokles propustnosti jsou v prˇı´loze B. Pro srovna´nı´ vy´sledku˚ testu˚ byl simulova´n stejny´
pocˇet klientu˚ z DBSYS nebo EPE. Vy´sledky jsou zna´zorneˇny na obra´zku 37 a srovna´nı´s
embedded v tabulce 10. Klienti znali vzˇdy na zacˇa´tku testu jen adresu aplikace na uzlu
Virt 23, na ktery´ provedli vkla´da´nı´ s adresnı´ chybou. Podle pocˇtu klientu˚ lze z tabulek
vycˇı´st pocˇet adresnı´ch chyb s prˇeposla´nı´m za´znamu a pocˇet aktualizacı´ pohledu klientu˚.
Maxima´lnı´ propustnost vzrostla u B-stromu z 11 717 na 13 920 vlozˇenı´/s prˇi zvy´sˇenı´ za´-
DS
Maxima´lnı´ Propustnost DDS Dosazˇenı´ embedded rˇesˇenı´
propustnost embedded vs.
1 uzel [op/s] Celkem uzlu˚
[op/s] [op/s] Embedded
B-strom 13 920 702 780 50x 2 784 253
R-strom 12 907 19 263 1/3 2 581 11
Tabulka 10: Porovna´nı´ propustnosti vkla´da´nı´
teˇzˇe z 64 na 128 klientu˚. Maxima´lnı´ propustnost vkla´da´nı´ 13 921/s u B-stromu je oproti
embedded rˇesˇenı´ s vy´sledkem 702 780/s 50-kra´t pomalejsˇı´. Zajı´maveˇjsˇı´ho pomeˇru dosa-
huje vkla´da´nı´ u R-stromu. Propustnost 12 907/s je oproti embedded s 19 263/s pouze o 1/3
67
pomalejsˇı´. Srovnatelny´ch propustnostı´ bez replikace dat s pouzˇitı´m pru˚meˇrne´ propust-
nosti 2 784/s na jeden uzel dosa´hneme u B-stromu s 253-mi uzly. R-strom by potrˇeboval
jen 11 uzlu˚ DDS. Rozdı´l mezi vy´sledky, kdy je R-strom pomalejsˇı´ nezˇ B-strom, je da´n
vy´konem DS R-stromu, ktery´ podporuje vı´cerozmeˇrny´ rozsahovy´ dotaz.
Pozna´mka 7.3 U vkla´da´nı´ byla zaznamena´na nejvysˇsˇı´ propustnost jednoho uzlu ze vsˇech
provedeny´ch testu˚, a to 6 334 vlozˇenı´/s.
Obra´zek 36: Graf srovna´nı´ propustnosti v za´vislosti na replikaci
Z grafu je zrˇejmy´ pokles propustnosti prˇi replikaci vkla´dane´ho za´znamu (prˇı´kazuCommand)
na ostatnı´ uzel(y). Propustnost neklesa´ linea´rneˇ podı´lem pocˇtu replikace za´znamu. Prˇi
prvnı´ replikaci je pokles pru˚meˇrneˇ 33% a na´sledneˇ propustnost klesa´ logaritmicky s pocˇ-
tem replikacı´.
7.7.2 Bodove´ dotazy
U testu˚ bylo hlavnı´m za´meˇrem zjistit postupny´m zvysˇova´nı´m pocˇtu klientu˚:
• maxima´lnı´ propustnost uzlu˚
• schopnost balance za´teˇzˇe dotazu˚ mezi uzly
Testy probeˇhly se zatı´zˇenı´m uzlu˚ od 128 - 256 klienty. Provedenı´ bodove´ho dotazu ne-
vyzˇaduje spolupra´ci ostatnı´ch uzlu˚, vyjma adresnı´ chyby. Z tohoto du˚vodu uva´dı´me
v grafu i prˇedpoklad za´teˇzˇe neovlivneˇne´ nedostatkem hardwarovy´ch zdroju˚. Prˇedpokla´-
dana´ propustnost vznikla z na´sobku˚ pru˚meˇrne´ propustnosti nameˇrˇene´ u Virt 23-27 (5).
Maxima´lnı´ dosazˇene´ propustnosti v testech jsou zobrazeny v grafu 37. V grafu je nastı´neˇn
i prˇedpoklad ru˚stu vy´konu plynoucı´ z maxima´lnı´ nameˇrˇene´ hodnoty propustnosti prˇi 5-ti
68
Obra´zek 37: Graf srovna´nı´ maxima´lnı´ch propustnosti bodovy´ch dotazu˚
uzlech. V testech je uveden pocˇet zaslany´ch pohledu˚ klientu˚m jednotlivy´mi uzly. U se-
stavy 10-ti azˇ 20-ti uzlu˚ docha´zı´ pomocı´ zası´la´nı´ pohledu k balanci za´teˇzˇe a prˇesmeˇrova´nı´
klienta na me´neˇ vytı´zˇeny´ uzel. Bohuzˇel nezna´me pru˚beˇzˇne´ zatı´zˇenı´ jednotlivy´ch uzlu˚
v pru˚beˇhu testu˚. Mu˚zˇeme pouze porovnat pocˇty dotazu˚ a pohledu˚ odeslany´ch uzly.
Pokud se podı´va´me podrobneˇji na test 20-ti uzlu˚ v tabulce 34, pak 128 klientu˚ obdrzˇelo
prˇi 4 mil. dotazu˚ s odpoveˇdı´ i 2 111 017 pohledu˚ na jiny´ uzel s nizˇsˇı´ za´teˇzˇı´. Zasla´nı´ pohledu
ve vı´ce jak polovineˇ spojenı´ naznacˇuje neusta´le´ prˇetı´zˇenı´ minima´lneˇ jednoho ze 4 uzlu˚
s replikovany´mi za´znamy. Prˇipomenˇme, zˇe hranice balance za´teˇzˇe byla stanovena na
rozdı´l 30% za´teˇzˇe. Rozdı´l minima´lnı´ho a maxima´lnı´ho zatı´zˇenı´ uzlu˚ se replikacı´ cˇinil od
28,36% k 80,79%. I prˇes znacˇny´ pocˇet zaslany´ch zpra´v s vyva´zˇenı´m za´teˇzˇe nenı´ ocˇeka´vane´
rozlozˇenı´ za´teˇzˇe zna´t ve vy´sledcı´ch testu˚. Nejvı´ce pohledu˚ zaslaly uzly s nejveˇtsˇı´m pocˇ-
tem provedeny´ch dotazu˚, a to azˇ v 95,67% odpoveˇdı´ch klientu˚m. Je zrˇejme´, zˇe se klienti
nezachovali podle ocˇeka´va´nı´, a uzel i prˇes obdrzˇeny´ pohled zateˇzˇovali dotazy nada´le.
Testy zachycujı´cı´ vsˇechny bodove´ dotazy jsou v prˇı´loze C.
DS
Maxima´lnı´ Propustnost DDS Dosazˇenı´ embedded rˇesˇenı´
propustnost embedded vs.
1 uzel [op/s] Celkem uzlu˚
[op/s] [op/s] Embedded
B-strom 13 595 776 259 33x 2 719 285 (57 x 5)
R-strom 18 055 126 312 5,5x 3 611 35 (7 x 5)
Tabulka 11: Porovna´nı´ propustnosti bodovy´ch dotazu˚
Bodove´ dotazy jsou oproti embedded rˇesˇenı´ u B-stromu 33-kra´t a u R-stromu 5,5-kra´t
pomalejsˇı´. Pokud pouzˇijeme propustnost 5-ti uzlu˚, dostaneme oproti embedded rˇesˇenı´
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u B-stromu 57-kra´t a u R-stromu 7-kra´t pomalejsˇı´ propustnost. Srovnatelny´ch vy´sledku˚
B-stromu s embedded bychom teoreticky dosa´hli prˇi 285-ti uzlech. R-strom by potrˇeboval
pouze 35 uzlu˚. Je ota´zkou, jaky´ vliv ma´ na rozlozˇenı´ za´teˇzˇe 1s zpozˇdeˇnı´ (interval UDP
zpra´v) ”Hellou” prˇi propustnosti uzlu azˇ 5 468 dotazu˚/s, viz tabulka 36.
DDS v2.0 - Bodove´ dotazy na 10 uzlu˚, B-strom
Za´kladnı´ pohled Virt 23 + Virt 28
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 87,797 1 mil. 32 11 390 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 56 808 117 377 102 207 131 521 94 877
Dotazu˚ 56 744 117 377 102 207 131 521 94 877
Cˇas DB [s] 1,138 2,527 2,052 2,542 1,888
Max prop. [op/s] 1 347 1 705 1 840 2 537 1 348
Pru˚meˇr prop. [op/s] 647 1 337 1 164 1 498 1 081
Pohledu˚ 44 420 10 502 19 465 120 241 15 858
Adresnı´ chyby 64 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 116 608 119 034 118 620 85 465 57 651
Dotazu˚ 116 544 119 034 118 620 85 465 57 651
Cˇas DB [s] 2,454 2,249 2,369 1,957 1,369
Max prop. [op/s] 2 373 1 815 2 252 1 673 875
Pru˚meˇr prop. [op/s] 1 328 1 356 1 351 970 657
Pohledu˚ 98 373 82 918 97 492 28 752 28 501
Adresnı´ chyby 64 0 0 0 0
Tabulka 12: DDS v2.0 - Bodove´ dotazy na 10 uzlu˚, B-strom, 32 klientu˚
7.7.3 Rozsahove´ dotazy
Rozsahove´ dotazy probeˇhly vzˇdy s pouzˇitı´m jednoho z klı´cˇu˚ DS jako dolnı´ meze. Mini-
ma´lneˇ byl vzˇdy dotazem vra´cen alesponˇ jeden za´znam. Pro hornı´ mez dotazu byl pouzˇit
stejny´ klı´cˇ s na´hodneˇ prˇicˇtenou hodnotou v rozsahu 5 000 azˇ 85 000. Rozsah byl zvolen
DS
Maxima´lnı´ Propustnost DDS Dosazˇenı´ embedded rˇesˇenı´
propustnost embedded vs.
1 uzel [op/s] Celkem uzlu˚
[op/s] [op/s] Embedded
B-strom 3 733 76 113 20,6x 747 105 (21 x 5)
R-strom 322 539 1,7x 64 10 (2 x 5)
Tabulka 13: Porovna´nı´ propustnosti rozsahovy´ch dotazu˚
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tak, aby dosˇlo i k distribuci dotazu na vsˇechny ostatnı´ uzly.
Vy´sledky B-stromu vlivem nedostatku zdroju˚ degradujı´ prˇi testech na 15-ti a 20-ti uzlech.
U R-stromu se vlivem na´rocˇny´ch rozsahovy´ch dotazu˚ projevila degradace jizˇ u 10-ti uzlu˚.
Prˇi testech 1 dotaz vyvolal na okolnı´ch uzlech v pru˚meˇru 3 dalsˇı´ dotazy. Pru˚meˇrneˇ uzel
zı´skal a vlozˇil do odpoveˇdi 100 za´znamu˚, maxima´lneˇ bylo dosazˇeno i 1 000 za´znamu˚
v 1 odpoveˇdi klientovi.
DDS v2.0 - Rozsahove´ dotazy na 5 uzlu˚, B-strom
Za´kladnı´ pohled Virt 23
Dotazu˚ 1 mil. Klientu˚ 1 x 32 Chyb 0
Cˇas [s]
Propustnost Vy´sledku˚ Max vy´sledku˚
Vy´sledku˚
[op/s] celkem v 1 odpoveˇdi
Pru˚meˇr 267,890 3 733 204 874 723 1 225 764 827
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 802 298 833 791 821 619 844 550 820 925
Dotazu˚ 802 170 833 791 821 619 844 550 820 925
Replikacı´ dotazu 547 176 682 768 740 621 672 714 479 660
Cˇas DB [s] 21,815 32,992 31,972 32,022 20,356
Max prop. [op/s] 3 393 3 515 3 492 3 578 3 474
Pru˚meˇr prop. [op/s] 2 995 3 112 3 067 3 153 3 064
Pohledu˚ 0 32 32 32 32
Adresnı´ chyby 128 0 0 0 0
Tabulka 14: DDS v2.0 - Rozsahove´ dotazy na 5 uzlu˚, B-strom a R-strom, 32
Obra´zek 38: Graf srovna´nı´ rozsahovy´ch dotazu˚ R-stromu
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Obra´zek 39: Graf srovna´nı´ rozsahovy´ch dotazu˚ B-stromu
Prˇiblizˇneˇ 1/3 vsˇech dotazu˚ skoncˇila navra´cenı´m pouze jednoho za´znamu. Propustnost B-
stromu roste s pocˇtem uzlu˚ azˇ k 5 597 dotazu˚m/s. Pro dosazˇenı´ propustnosti embedded
rˇesˇenı´ bychom potrˇebovali 105 uzlu˚ (rozlozˇenı´ 21 x 5). Propustnost R-stromu je maxima´lneˇ
322 dotazu˚. Pro dosazˇenı´ propustnosti embedded rˇesˇenı´ bychom potrˇebovali 10 uzlu˚. Prˇi
pouzˇitı´ prˇedpokla´dane´ propustnosti 1 287 na 20-ti uzlech prˇekrocˇı´me propustnost em-
bedded rˇesˇenı´ dvojna´sobneˇ. Bohuzˇel se na´m vinou nedostatecˇny´ch hardwarovy´ch zdroju˚
tento vy´sledek nepovedl nameˇrˇit. Testy zachycujı´cı´ rozsahove´ dotazy jsou v prˇı´loze D.
7.7.4 Test dostupnosti DDS
Zrcadlenı´ za´znamu˚ na uzlech neslouzˇı´ pouze pro zvy´sˇenı´ dostupnosti prˇi paralelnı´ch do-
tazech, ale i k zajisˇteˇnı´ dostupnosti prˇi mozˇne´m selha´nı´ jednoho cˇi vı´ce uzlu˚. Pokousˇı´me
se zjistit pru˚beˇh a reakci klientu˚ na prˇı´padne´ selha´nı´ uzlu.
Virt_23
[0,0,0] -
[400t,200t,50]
Replikace
DBEDU
Pohled: Virt_23
128 klientů
4 mil. dotazů
Bodové dotazy
Virt_24
Obra´zek 40: Test dostupnosti
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Prvnı´ test zjisˇt’uje zajisˇteˇnı´ dostupnosti prˇi plne´ replikaci za´znamu˚ mezi dva uzly Virt 23
a Virt 24. Na tyto uzly probeˇhla z DBEDU za´teˇzˇ tvorˇena´ 128-mi klienty s cı´lem dota´zat
se na 4 mil za´znamu˚. Za´kladnı´ pohled pro vsˇechny klienty je pouze Virt 23. Po cˇase se
klienti naucˇı´ cely´ pohled, tedy existenci uzlu Virt 24. Po 30s od pocˇa´tku testu je aplikace
na Virt 23 na´silneˇ ukoncˇena spolu s probı´hajı´cı´mi spojenı´mi klientu˚. Pro porovna´nı´ jsme
otestovali dostupnost i bez selha´nı´.
Doba mezi vola´nı´m metody connect() na klientovi a vyvola´nı´m chyby ERROR TCP
ESTABLISH dosahovala prˇi testech azˇ 21s. Musı´me si uveˇdomit, zˇe se jednalo o nedostup-
nost cı´love´ IP adresy. Prˇi nasˇem testu zu˚stane sı´t’ova´ karta v sı´ti dostupna´. Pouze aplikace
nebude naslouchat na prˇı´slusˇne´m portu. Klienti se prˇi chybeˇ probı´hajı´cı´ho spojenı´ na uzel
Virt 23 pokusı´ o znovunava´za´nı´ spojenı´. Spolecˇneˇ s ostatnı´mi klienty postupneˇ zjistı´ nedo-
stupnost uzlu. V pohledech klientu˚ se stav uzlu zmeˇnı´ z SERVER OK na SERVER DOWN.
Vesˇkere´ dalsˇı´ dotazy jsou adresova´ny pouze na uzel Virt 24.
Testy probeˇhly dle ocˇeka´va´nı´. Klienti s pra´veˇ probı´hajı´cı´m spojenı´m na ukoncˇeny´ uzel
zahla´sili chybu spojenı´ a opakovali svu˚j dotaz. Prˇi zjisˇteˇnı´ nedostupnosti uzlu klienty se
vsˇechny dotazy zacˇaly smeˇrˇovat k uzlu Virt 24.
Pozna´mka 7.4 Nedostupnost uzlu netestujeme prˇi vkla´da´nı´ za´znamu˚ klienty, a to z du˚-
vodu plne´ replikace mezi uzly.
Virt_23
   [0,0,0]-
   [400t,10t,50],
     [0,50t,0]-
   [400t,60t,50]
Virt_24
   [0,10t,0]-
   [400t,20t,50],
     [0,60t,0]-
   [400t,70t,50]
Virt_25
   [0,20t,0]-
   [400t,30t,50],
     [0,70t,0]-
   [400t,80t,50]
Virt_26
   [0,30t,0]-
   [400t,40t,50],
     [0,80t,0]-
   [400t,90t,50]
Virt_27
   [0,40t,0]-
   [400t,50t,50],
     [0,90t,0]-
   [400t,100t,50]
Replikace Replikace Replikace Replikace Replikace
Virt_31Virt_30Virt_28 Virt_32Virt_3229
Obra´zek 41: Test nedostupnosti 5-ti uzlu˚
Druhy´ test zjisˇt’uje zajisˇteˇnı´ dostupnosti prˇi selha´nı´ 5-ti uzlu˚, za´znam pru˚beˇhu testu je
v tabulce 15. Kolekce DOCWORD je plneˇ replikova´na mezi dveˇ skupiny uzlu˚ Virt 23-27
a Virt 28-32, viz obra´zek 41. Na tyto uzly probeˇhla z DBEDU za´teˇzˇ tvorˇena´ 128-mi klienty
s cı´lem dota´zat se na 4 mil za´znamu˚.
Oproti prˇedchozı´mu testu byl za´kladnı´ pohled klientu˚ na vsˇech 10 uzlu˚. Nebylo jinak
mozˇne´ zajistit, aby vsˇichni klienti v dobeˇ ukoncˇenı´ neˇktere´ho z uzlu znali na´hradnı´ uzel.
Po cˇase se klienti sice naucˇı´ cely´ pohled, avsˇak nenı´ jasne´, kdy k tomu dojde. Po 30s
od pocˇa´tku testu jsme postupneˇ na´silneˇ ukoncˇili uzly Virt 23, Virt 29, Virt 25, Virt 26,
Virt 32. Ostatnı´ch peˇt uzlu˚ tak sta´le zprˇı´stupnˇuje vsˇech 18 mil. za´znamu˚.
Prˇi testu dosˇlo k 337 chyba´m spojenı´ prˇi komunikaci klienta s ukoncˇeny´m uzlem. Na´-
sledneˇ se klienti prˇi nove´m dotazu nebo jeho opakova´nı´ pokusili 512-kra´t nava´zat kontakt
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s jizˇ nefungujı´cı´m uzlem. Prˇi zjisˇteˇnı´ nedostupnosti uzlu zmeˇnili jeho stav na nedostupny´
a pokracˇovali dotazem na zastupujı´cı´ uzel. Na obra´zku 41 jsou nedostupne´ uzly podbar-
veny sˇedeˇ. Pokud vy´sledek testu porovna´me s vy´sledkem dotazu˚ na uzly bez selha´nı´,
dostaneme rozdı´l 77,406 s (333,953 - 256,547) s, propustnost dotazu˚ poklesla z 15 592 na
11 978 operacı´ za sekundu.
Test uka´zal chybu v procesu adresova´nı´ uzlu˚ u klienta prˇi nedostupnosti. Pokud meˇlo
128 klientu˚ prˇi testu pouze za´kladnı´ pohled na uzel Virt 23, pak se neˇkolik z nich ne-
naucˇilo prˇed selha´nı´m cely´ pohled. Toto zjisˇteˇnı´ vyply´va´ ze souboru˚ obsahujı´cı´ch pohled
testovacı´ch klientu˚ po testu bez selha´nı´. Klienti se jeden cˇi dva uzly nenaucˇili. Na´sledneˇ
prˇi selha´nı´ uzlu˚ dosˇlo u neˇktery´ch k neschopnosti dota´zat se na data. Prˇitom nejspı´sˇe
znali alesponˇ jeden z uzlu˚, ktery´ nebyl ukoncˇen. Pokud by na neˇj provedli dotaz (adresnı´
chybu), poskytl by klientovi v odpoveˇdi informaci o fungujı´cı´m uzlu se za´znamy.
Mı´sto toho klient nasˇel za´znam o uzlu drzˇı´cı´ dany´ klı´cˇ, prvnı´m dotazem zjistil, zˇe je uzel
nedostupny´ a pozmeˇnil si jeho stav ve sve´m pohledu. Na´sledneˇ v cyklu opakova´nı´ do-
tazu nasˇel ve sve´m pohledu znovu stejny´ uzel ve stavu nedostupny´. O nava´za´nı´ spojenı´
s uzlem se nepokusil a po 10-ti neuspeˇsˇny´ch pokusech ozna´mil chybu nedostupnosti
uzlu. V za´veˇru pra´ce navrhujeme u´pravu cˇa´sti klienta, ktera´ se zaby´va´ adresacı´ uzlu.
DDS v2.0 - Bodove´ dotazy na 10 uzlu˚, B-strom
Za´kladnı´ pohled Virt 23 - Virt 28
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 333,953 4 x 1 mil. 4 x 32 11 978 337
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem X 942 404 X X 616 979
Dotazu˚ X 942 404 X X 616 979
Cˇas DB [s] X 22,980 X X 15,658
Max prop. [op/s] X 5 718 X X 3 716
Pru˚meˇr prop. [op/s] X 2 821 X X 1 848
Pohledu˚ X 358 154 X X 327 905
Adresnı´ chyby 0 - plny´ pohled klientu˚
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 533 187 X 504 876 493 013 X
Dotazu˚ 533 187 X 504 876 493 013 X
Cˇas DB [s] 14,292 X 14,400 14,262 X
Max prop. [op/s] 4 217 X 4 698 4 804 X
Pru˚meˇr prop. [op/s] 1 597 X 1 512 1 476 X
Pohledu˚ 368 306 X 335 977 45 656 X
Adresnı´ chyby 0 - plny´ pohled klientu˚
Tabulka 15: DDS v2.0 - Bodove´ dotazy na 10 uzlu˚ s nedostupnostı´, Bstrom, 4 x 32
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8 Za´veˇr
Zacˇa´tek pra´ce se veˇnuje vlastnostem jednotlivy´ch SDDS s popisem zpu˚sobu˚ distribuce
a rozlozˇenı´ dat. Uvedene´ struktury umozˇnˇujı´ paralelnı´ zpracova´nı´, zvy´sˇenı´ propustnosti
a duplicitu dat mezi uzly. Teˇchto vlastnostı´ je dnes zapotrˇebı´ u aplikacı´ s du˚razem na
dostupnost a s velky´m pocˇtem klientu˚.
V ra´mci vy´voje navrhujeme ze zı´skany´ch poznatku˚ vlastnı´ koncept DDS s distribucı´ a roz-
lozˇenı´m pohledu na data. Serializaci vola´nı´ metod a komunikaci jsme z pocˇa´tku chteˇli
prˇevzı´t z verˇejneˇ dostupny´ch API knihoven. Na´sledneˇ jsme se rozhodli pro vlastnı´ im-
plementaci. Navrhli a implementovali jsme metodu vzda´lene´ho vola´nı´ metod za pomoci
dvou prˇı´kazu˚ Command a ResultSet. Zde jsme vycha´zeli z konceptu navrhnute´ho spolecˇneˇ
s vedoucı´m pra´ce. Trˇı´dy aplikace implementujeme v jazyce C++. Aplikaci serveru s noveˇ
vzniklou trˇı´dou pro komunikaci jsme otestovali na rea´lne´ sı´ti s pouzˇitı´m TCP a UDP pro-
tokolu˚. Z vy´sledku˚ jsme vytvorˇili report s doporucˇenı´mi pro spra´vne´ pouzˇitı´ a nastavenı´
aplikace serveru.
Implementace aplikace s sebou prˇinesla i mnoho proble´mu˚, ktere´ jsme v pru˚beˇhu pra´ce
rˇesˇili. Jednı´m z proble´mu˚ byla synchronizace prˇı´stupu vla´ken ke sdı´leny´m objektu˚m. Pro-
vedli jsme testy synchronizace za pomocı´ na´stroje Mutex a Metered Section. Po srovna´nı´
rychlosti synchronizace jsme pouzˇili rychlejsˇı´ na´stroj Mutex.
Vy´sledkem pra´ce je aplikace vı´cevla´knove´ho serveru a klienta s mozˇnostı´ vyuzˇitı´ pro
ru˚zne´ datove´ struktury. Rea´lne´ pouzˇitı´ nasˇla aplikace v projektu SGS Detekce plagiova-
ny´ch dokumentu˚. Zprˇı´stupnˇuje rozhranı´ DS pomocı´ webove´ho klienta.
V za´veˇru pra´ce se zaby´va´me srovna´nı´m nasˇı´ aplikace a embedded rˇesˇenı´m za pouzˇitı´ DS
B-stromu a R-stromu. Testy probı´haly na trˇech sˇkolnı´ch serverech s dalsˇı´mi 20-ti virtua´l-
nı´mi uzly. Prˇı´stup k serveru˚m probı´hal s vyuzˇitı´m VPN tunelu do sˇkolnı´ sı´teˇ a vzda´lene´
plochy. Pozdeˇjsˇı´ vy´sledky testu˚ ukazujı´ degradaci propustnosti s rostoucı´m zatı´zˇenı´m.
Degradaci prˇisuzujeme nedostatecˇny´m hardwarovy´m prostrˇedku˚m pro jednotlive´ uzly,
deˇlenı´ o sı´t’ovou kartu a procesor. Nedosa´hli jsme prˇedpokla´dany´ch na´sobku˚ propust-
nosti prˇi replikaci dat.
Prˇi vkla´da´nı´ se projevilo ocˇeka´vane´ snı´zˇenı´ propustnosti s rostoucı´ replikacı´ dat mezi uzly.
Vy´sledky bodovy´ch dotazu˚ pouka´zaly na u´meˇrny´ ru˚st propustnosti s pocˇtem replikacı´
a rozsahove´ dotazy se dosti prˇiblı´zˇily propustnosti embedded rˇesˇenı´. Abychom dosa´hli
propustnosti embedded rˇesˇenı´, potrˇebovali bychom pro B-strom 285 (57 x 5) uzlu˚ a pro
R-strom 35 (7 x 5). U´speˇsˇneˇ jsme otestovali zajisˇteˇnı´ dostupnosti dat prˇi vy´padku jednoho
ze dvou plneˇ replikovany´ch uzlu˚. U testu s replikacı´ mezi dveˇ skupiny uzlu˚ se na´m poda-
rˇilo prˇi nedostupnosti poloviny uzlu˚ zachovat dostupnost vsˇech za´znamu˚. Konvergence
klientu˚ na za´lozˇnı´ uzel byla okamzˇita´. Odhalili jsme chybu v procesu vy´beˇru uzlu prˇi
dotazova´nı´ klienta v situaci s nedostupnostı´ a navrhli jsme zpu˚sob rˇesˇenı´.
S rostoucı´m vy´vojem Internetu a na´roku˚ na zpracova´nı´ velke´ho mnozˇstvı´ dat by bylo
vhodne´ ve vy´voji a testech SDDS pokracˇovat. Prova´deˇnı´ testu˚ uprˇednostnit na fyzicka´
zarˇı´zenı´ a nale´zt lepsˇı´ zpu˚soby vyva´zˇenı´ za´teˇzˇe. Budoucı´ implementace by se meˇla zameˇrˇit
na zpu˚soby udrzˇenı´ konzistence dat mozˇnou synchronizacı´ replikovany´ch za´znamu˚ DS
po vy´padku jednoho z uzlu˚. Neˇktere´ vlastnosti nebylo mozˇne´ v ra´mci diplomove´ pra´ce
plneˇ implementovat. Uva´dı´me neˇkolik na´padu˚ a mozˇny´ch vylepsˇenı´ aplikace pro do-
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sazˇenı´ vysˇsˇı´ sˇka´lovatelnosti, dynamicˇnosti a rychlosti. Vznikle´ prvky aplikace nasˇly jizˇ
vyuzˇitı´ i v jiny´ch pracı´ch a aplikacı´ch. Nedostatky a mozˇna´ vylepsˇenı´ aplikace:
• Prˇepsa´nı´ struktur tvorˇı´cı´ch pohled do trˇı´d s vyuzˇitı´m template <class tkey>.
Dosa´hli bychom veˇtsˇı´ dynamicˇnosti klı´cˇe a mohli bychom nahradit objekt cMBRe-
ctangle. Ten nynı´ slouzˇı´ i pro popis intervalu klı´cˇu˚ jednorozmeˇrne´ DS B-stromu.
• Udrzˇova´nı´ struktur pohledu ve stromove´ cˇi jine´ vhodne´ strukturˇe pro vyhleda´va´nı´.
Nynı´ je pohled tvorˇen cˇtyrˇmi strukturami, ktere´ jsou organizova´ny jako dynamicke´
pole struktur. Vyhleda´nı´ za´znamu uzlu prˇes klı´cˇ tak probı´ha´ sekvencˇneˇ.
• U´prava procesu dotazova´nı´ klienta prˇi zjisˇteˇnı´ nedostupnosti uzlu v replikovane´m
prostrˇedı´ tak, aby se nedopustil opakova´nı´ dotazu v cyklu a nezı´ska´nı´ za´znamu.
Mı´sto toho by se meˇl, podobneˇ jako prˇi u´plne´ neznalosti umı´steˇnı´ klı´cˇe, dopustit
adresnı´ chyby na neˇktery´ jiny´ uzel. V odpoveˇdi by zı´skal pohled na uzel, ktery´
replikuje za´znamy nedostupne´ho uzlu, viz kapitola 7.7.4.
• Implementace log souboru pro synchronizaci replikovany´ch uzlu˚ beˇhem vy´padku
sı´teˇ cˇi serveru a zajisˇteˇnı´ konzistence dat.
• Trˇı´du cSocket doplnit o podporu protokolu IPv6.
• Dalsˇı´ testy za´mku Critical section nebo jiny´ch synchronizacˇnı´ch na´stroju˚ (uda´losti,
semafory atp.) s otestova´nı´m rychlosti zpracova´nı´ pozˇadavku, viz kapitola 6.4.5.
• Prˇepsa´nı´ vla´ken aplikace serveru do jine´ho konceptu rˇı´zenı´, test dynamicke´ tvorby
vla´ken podle potrˇeby s cı´lem snı´zˇenı´ za´teˇzˇe CPU.
• Implementace UDP komunikace uzlu˚ bez opakova´nı´ zpra´v. Okamzˇita´ reakce na
prˇijate´ zpra´vy, viz kapitola 4.5.3.
• Implementace automaticke´ho rozlozˇenı´ dat mezi uzly a dosazˇenı´ sˇka´lovatelne´
DDS. Nedefinovali bychom rozsah/interval dat udrzˇovany´ch jednotlivy´mi uzly,
ale pouze klı´cˇ za´znamu˚. Uzly by si na´sledneˇ pomocı´ UDP zpra´v mohly rozdeˇlit
a urcˇit udrzˇovany´ obsah v DS. Tı´m bychom docı´lili vyva´zˇenı´ datove´ za´teˇzˇe na
uzlech.
• Na´vrh pro vylepsˇenı´ sta´vajı´cı´ho vyva´zˇenı´ dotazu˚ mezi uzly s replikacı´ dat. Prˇı´padne´
testy s prˇepsa´nı´m stavajı´cı´ reakce klienta na obdrzˇenı´ zpra´vy (IAM) o prˇetı´zˇenı´.
• Rˇesˇenı´ hromadny´ch transakcı´ zabalenı´m vı´ce prˇı´kazu˚ do jednoho. V ra´mci im-
plementace lze vlozˇit do cCommand jako parametry dalsˇı´ serializovane´ objekty
cCommand, viz kapitola 5.2.
Za pomoci trˇı´d zajisˇt’ujı´cı´ch komunikaci klient/server vznikl prostrˇedek pro testova´nı´
a nasazenı´ DS. Umozˇnˇujı´cı´ vysˇsˇı´ dostupnost a sˇka´lovatelnost nezˇ umozˇnˇujı´ embedded
datove´ struktury. V pru˚beˇhu vypracova´nı´ DP vznikla k projektu SGS Detekce plagiovany´ch
dokumentu˚DLL knihovna pro C# obsahujı´cı´ komunikaci a zpracova´nı´ objektu˚ DS. Byla zde
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proka´za´na jednoduchost pouzˇitı´ knihovny prˇi implementaci webove´ho rozhranı´ klienta.
Komunikace prˇes webovou aplikaci klienta na server a zpracova´nı´ zı´skany´ch vy´sledku˚
splnila za´kladnı´ pozˇadavky a da´le se testuje.
Zdrojove´ ko´dy pro komunikaci s aplikacı´ serveru dala mozˇnost implementace MapRe-
duce prostrˇedı´ s SQL databa´zi v ra´mci jine´ DP. Je prˇedpokla´da´n dalsˇı´ rozvoj a pouzˇitı´
vznikly´ch trˇı´d v jiny´ch aplikacı´ch.
Alesˇ Nedba´lek
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A Vy´sledky embedded a DDS
Vkla´da´nı´ - 18mil. za´znamu˚ kolekce DOCWORD
B-strom R-strom
Test cˇ. Cˇas [s] Propustnost [op/s] Cˇas [s] Propustnost [op/s]
1 27,019 666 198 938,406 19 181
2 24,840 724 638 932,101 19 311
3 25,087 717 503 932,754 19 298
Pru˚meˇr 25,649 702 780 934,420 19 263
Bodove´ dotazy - 1mil.
Test cˇ. Cˇas [s] Propustnost [op/s] Cˇas [s] Propustnost [op/s]
1 1,338 747 384 7,863 127 178
2 1,327 753 580 8,110 123 305
3 1,208 827 815 7,785 128 452
Pru˚meˇr 1,291 776 259 7,919 126 312
Rozsahove´ dotazy - 1mil.
Test cˇ. Cˇas [s] Propustnost [op/s] Cˇas [s] Propustnost [op/s]
1 13,040 76 687 1849,490 541
2 13,270 75 358 1830,472 546
3 13,107 76 295 1891,890 529
Pru˚meˇr 13,139 76 113 1857,284 539
Pru˚meˇr vra´ceny´ch
208,4 7,5
za´znamu˚ v 1 dotazu
Tabulka 16: Vy´sledky testu˚ embedded datove´ struktury
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Klienti/
uzly B-strom R-strom
Vkla´da´nı´ - 18mil. za´znamu˚ kolekce DOCWORD
Cˇas [s] Propustnost Chyb Cˇas [s] Propustnost Chyb
[op/s] [op/s]
32/2 4 144,945 4 343 0 - - -
Test s replikacı´ za´znamu˚ na oba uzly.
128/5 1 293,109 13 921 0 1 394,610 12 907 0
Test maxima´lnı´ propustnosti 5-ti uzlu˚.
32/5 1 537,203 11 710 0 1 574,088 11 435 0
32/10 2 324,479 7 744 0 2 630,610 6 843 0
32/15 3 933,135 4 577 0 3 901,517 4 614 0
32/20 5 184,460 3 472 0 5 285,025 3 407 0
Zjisˇteˇnı´ za´vyslosti propustnosti na replikaci.
Bodove´ dotazy - 1mil.
Cˇas [s] Propustnost Chyb Cˇas [s] Propustnost Chyb
[op/s] [op/s]
32/10 87,797 11 390 0 - - -
Bodove´ dotazy - 4mil.
128/2 381,691 10 480 0 - - -
128/2 524,104 7 632 0 - - -
Specia´lnı´ test s replikacı´ za´znamu˚ na obou uzlech se selha´nı´m uzlu.
128/5 321,075 12 458 0 316,991 12 619 0
128/10 256,547 15 592 0 250,385 15 975 0
128/15 227,276 17 603 0 235,461 17 071 0
128/20 213,228 18 769 0 208,346 19 239 0
Bodove´ dotazy - 8mil.
256/5 588,441 13 596 2 890 443,153 18 055 2 200
256/10 344,538 23 226 1 704 343,459 23 327 2 409
256/15 353,077 22 693 0 359,979 22 311 0
256/20 424,814 19 513 0 399,880 20 415 0
Rozsahove´ dotazy - 1mil.
Cˇas [s] Propustnost [za´znamu˚/s] Cˇas [s] Propustnost [za´znamu˚/s]
[op/s] [op/s]
32/5 267,890 3 733 764 827 3 108,846 322 2 017
32/10 243,154 4 113 845 461 5 137,033 195 1 301
32/15 290,522 3 442 695 660 5 652,437 177 1 069
Rozsahove´ dotazy - 2mil.
128/10 416,296 4 818 972 492 - - -
128/15 358,162 5 597 1 117 001 - - -
Rozsahove´ dotazy - 4mil.
128/20 2 198,210 1 820 225 940 - - -
Tabulka 17: Vy´sledky vsˇech testu˚ na DDS v2.0
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B Tabulky vkla´da´nı´
DDS v1.0 - Vkla´da´nı´ na 10 uzlu˚
Za´kladnı´ pohled Virt 23
B-strom
Cˇas Pouzˇito Simulovany´ch Propustnost Chyb
Test cˇ. [s] za´znamu˚ klientu˚ [op/s] prˇenosu
1 8 645,57 18 mil. 32 2 082 85
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Vlozˇeno 3 110 436 4 237 537 3 963 520 3 903 833 2 784 675
Replikova´no 3 110 445 3 972 644 3 838 338 3 414 868 2 091 385
Spojenı´ celkem 3 110 511 4 237 576 3 963 553 3 903 873 2 784 719
Cˇas DB [s] 46,959 66,118 56,583 55,576 44,119
Max propustnost [op/s] 560 647 628 632 512
Pru˚meˇr prop. [op/s] 360 490 458 451 322
Pohledu˚ 64 12 14 14 18
Adresnı´ chyby 64 12 14 14 18
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Vlozˇeno 3 110 436 4 237 537 3 963 520 3 903 833 2 784 675
Replikova´no 0 264 915 125 199 488 987 693 309
Spojenı´ celkem 3 110 499 4 237 585 3 963 564 3 903 874 2 784 734
Cˇas DB [s] 45,1010 65,4360 58,2280 59,3130 43,5130
Max propustnost [op/s] 567 646 624 623 508
Pru˚meˇr prop. [op/s] 360 490 458 451 322
Pohledu˚ 0 0 0 0 6
Adresnı´ chyby 0 0 0 0 6
Tabulka 18: DDS v1.0 - Vkla´da´nı´ na 10 uzlu˚, B-strom
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DDS v1.0 - Bodove´ dotazy na 10 uzlu˚
Za´kladnı´ pohled Virt 23
B-strom
Cˇas Pouzˇito Simulovany´ch Propustnost Chyb
Test cˇ. [s] za´znamu˚ klientu˚ [op/s] prˇenosu
1 289,294 1 mil. 32 3 457 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Bodovy´ dotaz 172 609 186 628 191 905 155 886 113 787
Spojenı´ celkem 172 675 186 646 191 923 155 904 113 799
Cˇas DB [s] 2,2570 2,5700 2,8750 2,3090 1,6940
Max propustnost [op/s] 796 879 913 735 576
Pru˚meˇr prop. [op/s] 596 645 633 539 393
Pohledu˚ 64 16 16 16 10
Adresnı´ chyby 64 16 16 16 10
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Bodovy´ dotaz 0 51 245 27 107 61 290 39 544
Spojenı´ celkem 0 51 247 27 115 61 292 39 546
Cˇas DB [s] 0s 1,0570 0,5170 1,1810 0,4720
Max propustnost [op/s] 0 338 149 329 207
Pru˚meˇr prop. [op/s] 0 177 94 212 137
Pohledu˚ 0 0 0 6 0
Adresnı´ chyby 0 0 0 6 0
Tabulka 19: DDS v1.0 - Bodove´ dotazy na 10 uzlu˚, B-strom, 4 x 32
DDS v2.0 - Vkla´da´nı´ na 2 uzly
Za´kladnı´ pohled Virt 23
B-strom
Cˇas Pouzˇito Simulovany´ch Propustnost Chyb
Test cˇ. [s] za´znamu˚ klientu˚ [op/s] prˇenosu
1 4 144,945 18 mil. 32 4 343 0
Uzel Virt 23 Virt 24
Spojenı´ celkem 18 000 000 18 000 000
Za´znamu˚ v DB 18 000 000 18 000 000
Cˇas DB [s] 295,523 255,902
Max propustnost [op/s] 5 873 5 855
Pru˚meˇr propustnost [op/s] 4 344 4 344
Pohledu˚ 5 438 406 3 791 514
Chyb prˇeposla´nı´ 0 - plna´ replikace dat
Tabulka 20: DDS v2.0 - Vkla´da´nı´ na 2 uzly, B-strom
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DDS v2.0 - Vkla´da´nı´ na 5 uzlu˚
Za´kladnı´ pohled Virt 23
B-strom
Cˇas Vlozˇeno Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 1 537,203 18 mil. 32 11 710 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 3 111 712 4 236 595 3 964 403 3 903 652 2 783 771
Za´znamu˚ v DB 3 111 583 4 236 595 3 964 403 3 903 652 2 783 771
Cˇas DB [s] 19,558 19,997 19,964 18,084 17,669
Max prop. [op/s] 3 436 4 500 4 032 4 072 2 936
Pru˚meˇr prop. [op/s] 2 649 3 607 3 375 3 323 23 70
Pohledu˚ 0 32 32 32 32
Adresnı´ chyby 128 0 0 0 0
R-strom
Cˇas Vlozˇeno Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 1 574,088 18 mil. 32 11 435 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 3 111 712 4 236 595 3 964 403 3 903 652 2 783 771
Za´znamu˚ v DB 3 111 583 4 236 595 3 964 403 3 903 652 2 783 771
Cˇas DB [s] 241,552 398,442 370,523 371,274 261,989
Max prop. [op/s] 2 498 3 240 2 984 2 966 2 200
Pru˚meˇr prop. [op/s] 1 977 2 691 2 519 2 480 1 768
Pohledu˚ 0 32 32 32 32
Adresnı´ chyby 128 0 0 0 0
Tabulka 21: DDS v2.0 - Vkla´da´nı´ na 5 uzlu˚, R-strom a B-strom
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DDS v2.0 - Vkla´da´nı´ na 5 uzlu˚
Za´kladnı´ pohled Virt 23
B-strom
Cˇas Vlozˇeno Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 1 293,109 18 mil. 4 x 32 13 921 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 3 112 095 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 77,582 49,658 72,297 76,052 44,313
Max prop. [op/s] 4 859 6 334 5 759 5 950 4 173
Pru˚meˇr prop. [op/s] 2 407 3 276 3 066 3 019 2 153
Pohledu˚ 0 128 128 128 128
Adresnı´ chyby 512 0 0 0 0
R-strom
Cˇas Vlozˇeno Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 1 394,61 18 mil. 4 x 32 12 907 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 3 112 095 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 792,093 1 220,63 1 136,95 1 164 639,076
Max prop. [op/s] 3 550 4 658 4 777 4 339 2 992
Pru˚meˇr prop. [op/s] 2 232 3 038 2 843 2 799 1 996
Pohledu˚ 0 128 128 128 128
Adresnı´ chyby 512 0 0 0 0
Tabulka 22: DDS v2.0 - Vkla´da´nı´ na 5 uzlu˚, R-strom a B-strom, 4 x 32
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DDS v2.0 - Vkla´da´nı´ na 10 uzlu˚
Za´kladnı´ pohled Virt 23
B-strom
Cˇas Vlozˇeno Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 2 324,479 18 mil. 32 7 744 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 3 111 711 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 79,126 87,478 72,866 83,781s 60,459
Max prop. [op/s] 2 240 2 452 2 319 2 253 1 548
Pru˚meˇr prop. [op/s] 1 341 1 826 1 708 1 682 1 199
Pohledu˚ 0 32 32 32 32
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 3 111 583 4 236 595 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 56,753 77,923 79,175 78,657 55,467
Max prop. [op/s] 2 003 2 328 2 352 2 318 1 644
Pru˚meˇr prop. [op/s] 1 341 1 826 1 708 1 682 1 199
Pohledu˚ 0 0 0 0 0
Adresnı´ chyby 0 0 0 0 0
R-strom
Cˇas Vlozˇeno Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 2 630,610 18 mil. 32 6 843 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 3 111 711 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 314,225 499,626 447,937 459,247 266,056
Max prop. [op/s] 1 894 2 242 2 185 2273 1653
Pru˚meˇr prop. [op/s] 1 183 1 610 1 507 1 484 1 058
Pohledu˚ 1 051 356 1 581 978 165 245 238 646 1 217 543
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 304,202 476,636 454,622 396,797 320,446
Max prop. [op/s] 1 790 2 429 2 237 2 263 1 674
Pru˚meˇr prop. [op/s] 1 183 1 610 1 507 1 484 1 058
Pohledu˚ 534 733 634 863 1 853 682 1 758 886 214 353
Adresnı´ chyby 0 0 0 0 0
Tabulka 23: DDS v2.0 - Vkla´da´nı´ na 10 uzlu˚, B-strom a R-strom
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DDS v2.0 - Vkla´da´nı´ na 15 uzlu˚
Za´kladnı´ pohled Virt 23
B-strom
Cˇas Vlozˇeno Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 3 933,135 18 mil. 32 4 577 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 3 111 711 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 75,498 84,076 77,167 66,824 62,145
Max prop. [op/s] 1 396 1 826 1 722 1 764 1 358
Pru˚meˇr prop. [op/s] 791 1 077 1 008 993 708
Pohledu˚ 1 535 021 1 881 185 228 766 217 445 1 245 972
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 61,459 81,51 77,869 73,171 66,591
Max prop. [op/s] 1 342 1 894 1 793 1 737 1 341
Pru˚meˇr prop. [op/s] 791 1 077 1 008 993 708
Pohledu˚ 50 548 0 1 548 486 0 80 090
Adresnı´ chyby 0 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 182,645 185,161 116,281 180,852 80,211
Max prop. [op/s] 1 345 1 876 1 681 1 816 1 314
Pru˚meˇr prop. [op/s] 791 1 077 1 008 993 708
Pohledu˚ 0 422 222 260 849 2 640 200 51 023
Adresnı´ chyby 0 0 0 0 0
Tabulka 24: DDS v2.0 - Vkla´da´nı´ na 15 uzlu˚, B-strom
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DDS v2.0 - Vkla´da´nı´ na 15 uzlu˚
Za´kladnı´ pohled Virt 23
R-strom
Cˇas Vlozˇeno Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 3 901,517 18 mil. 32 4 614 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 3 111 711 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 311,768 405,116 343,323 352,899 261,017
Max prop. [op/s] 1 172 1 584 1 388 1 372 1 043
Pru˚meˇr prop. [op/s] 798 1 086 1 016 1 001 714
Pohledu˚ 1 489 477 2 179 128 0 0 1 372 498
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 3 111 538 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 538 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 297,055 365,445 365,997 391,036 294,95
Max prop. [op/s] 1 160 1 574 1 386 1 390 1 054
Pru˚meˇr prop. [op/s] 798 1 086 1 016 1 001 714
Pohledu˚ 659 2 702 1 985 735 1 983 392 50 272
Adresnı´ chyby 0 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 3 111 538 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 538 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 768,342 591,168 611,705 588,057 395,698
Max prop. [op/s] 1 147 1 564 1 413 1 387 1 003
Pru˚meˇr prop. [op/s] 1798 1 086 1 016 1 001 714
Pohledu˚ 57 178 21 0 67 801 3 006
Adresnı´ chyby 0 0 0 0 0
Tabulka 25: DDS v2.0 - Vkla´da´nı´ na 15 uzlu˚, R-strom
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DDS v2.0 - Vkla´da´nı´ na 20 uzlu˚
Za´kladnı´ pohled Virt 23
B-strom
Cˇas Vlozˇeno Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 5 184,46 18 mil. 32 3 472 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 3 111 711 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 72,365 81,815 75,109 79,894 61,392
Max prop. [op/s] 964 1 248 1 030 1 028 800
Pru˚meˇr prop. [op/s] 600 817 765 753 537
Pohledu˚ 1 572 504 1 957 371 1 893 293 1 931 515 1 314 535
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 64,646 77,071 71,963 80,214 57,683
Max prop. [op/s] 963 1 248 1 047 1 080 804
Pru˚meˇr prop. [op/s] 600 817 765 753 537
Pohledu˚ 174 932 6 562 7 580 0
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 245,172 255,278 166,569 244,609 204,215
Max prop. [op/s] 944 1 267 1 041 1 031 870
Pru˚meˇr prop. [op/s] 600 817 765 753 537
Pohledu˚ 14 824 122 770 110 547 8 717 31
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 98 Virt 99 Virt 100 Virt 101 Virt 102
Spojenı´ celkem 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 583 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 188,929 189,757 248,794 176,445 117,326
Max prop. [op/s] 891 1 268 1 044 1 036 785
Pru˚meˇr prop. [op/s] 600 817 765 753 537
Pohledu˚ 0 0 0 0 0
Adresnı´ chyby 128 0 0 0 0
Tabulka 26: DDS v2.0 - Vkla´da´nı´ na 20 uzlu˚, B-strom
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DDS v2.0 - Vkla´da´nı´ na 20 uzlu˚
Za´kladnı´ pohled Virt 23
R-strom
Cˇas Vlozˇeno Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 5 285,025 18 mil. 32 3 407 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 3 111 711 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 538 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 321,893 372,2 344,256 353,005 276,316
Max prop. [op/s] 913 1 119 1 016 1 046 754
Pru˚meˇr prop. [op/s] 589 802 750 739 527
Pohledu˚ 1 492 516 1 844 121 2 077 057 1 886 614 1 374 862
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 3 111 538 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 538 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 289,034 381,184 339,535 396,316 268,111
Max prop. [op/s] 878 1 179 997 1 001 750
Pru˚meˇr prop. [op/s] 589 802 750 739 527
Pohledu˚ 730 124 523 1 056 0 0
Adresnı´ chyby 0 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 3 111 538 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 538 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 1 042,49 1 006,453 953,511 949,691 622,183
Max prop. [op/s] 883 1 143 1 049 1 017 742
Pru˚meˇr prop. [op/s] 589 802 750 739 527
Pohledu˚ 6 213 196 36 171 605 1 886
Adresnı´ chyby 0 0 0 0 0
Uzel Virt 98 Virt 99 Virt 100 Virt 101 Virt 102
Spojenı´ celkem 3 111 538 4 236 594 3 964 402 3 903 651 2 783 770
Za´znamu˚ v DB 3 111 538 4 236 594 3 964 402 3 903 651 2 783 770
Cˇas DB [s] 710,307 1 019,08 844,04 883,02 594,202
Max prop. [op/s] 897 1 142 1 017 1 014 742
Pru˚meˇr prop. [op/s] 589 802 750 739 527
Pohledu˚ 0 0 0 0 0
Adresnı´ chyby 0 0 0 0 0
Tabulka 27: DDS v2.0 - Vkla´da´nı´ na 20 uzlu˚, R-strom
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C Tabulky bodovy´ch dotazu˚
DDS v2.0 - Bodove´ dotazy na 2 uzly
Za´kladnı´ pohled Virt 23
B-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 381,691 4 x 1 mil. 4 x 32 10 480 0
Uzel Virt 23 Virt 24
Spojenı´ 1 678 043 2 321 957
Dotazu˚ 1 678 043 2 321 957
Cˇas DB [s] 29,541 37,612
Max prop. [op/s] 5 736 6 682
Pru˚meˇr prop. [op/s] 4 396 6 083
Pohledu˚ 1 112 621 0
Chyb prˇeposla´nı´ 0 - plna´ replikace dat
Tabulka 28: DDS v2.0 - Bodove´ dotazy na 2 uzly, B-strom, 4 x 32
DDS v2.0 - Bodove´ dotazy na 2 uzly s nedostupnostı´
Za´kladnı´ pohled Virt 23
B-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 524,104 4 x 1 mil. 4 x 32 7 632 61
Test dostupnosti prˇi selha´nı´ 1 uzlu
Uzel Virt 23 Virt 24
Spojenı´ X 3 693 129
Dotazu˚ 306 871 3 693 129
Cˇas DB [s] X 61,747
Max prop. [op/s] X 9 500
Pru˚meˇr prop. [op/s] X 7 047
Pohledu˚ X 2 049 601
Chyb prˇeposla´nı´ 0 - plna´ replikace dat
Tabulka 29: DDS v2.0 - Bodove´ dotazy na 2 uzly s nedostupnostı´, B-strom, 4 x 32
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DDS v2.0 - Bodove´ dotazy na 5 uzlu˚
Za´kladnı´ pohled Virt 23
B-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 321,075 4 x 1 mil. 4 x 32 12 458 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 693 003 942 614 878 949 868 709 617 237
Dotazu˚ 692 491 942 614 878 949 868 709 617 237
Cˇas DB [s] 5,345 6,269 5,725 6,26s 4,492
Max prop. [op/s] 2 749 3 384 3510 3 416 2 669
Pru˚meˇr prop. [op/s] 2 158 2 738 2 737 2 705 1 922
Pohledu˚ 0 128 128 128 128
Adresnı´ chyby 512 0 0 0 0
R-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 316,991 4 x 1 mil. 4 x 32 12 619 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 693 004 942 614 878 949 868 708 617 237
Dotazu˚ 692 492 942 614 878 949 868 708 617 237
Cˇas DB [s] 127,23 130,556 134,03 131,213 90,381
Max prop. [op/s] 2 998 4 197 3 776 3 788 2 816
Pru˚meˇr prop. [op/s] 2 186 2 974 2 773 2 740 1 947
Pohledu˚ 0 128 128 128 128
Adresnı´ chyby 512 0 0 0 0
Tabulka 30: DDS v2.0 - Bodove´ dotazy na 5 uzlu˚, B-strom a R-strom, 4 x 32
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DDS v2.0 - Bodove´ dotazy na 10 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28
B-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 256,547 4 x 1 mil. 4 x 32 15 592 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 520 909 702 446 654 832 629 058 502 973
Dotazu˚ 520 525 702 446 654 832 629 058 502 973
Cˇas DB [s] 20,484 16,658 17,281 15,684 14,944
Max prop. [op/s] 2 649 3 697 3 343 3 367 2 622
Pru˚meˇr prop. [op/s] 2 030 2 738 2 552 2 448 1 961
Pohledu˚ 358 548 321 136 300 164 210 575 320 282
Adresnı´ chyby 256 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 172 095 240 168 224 117 239 650 114 364
Dotazu˚ 171 967 240 168 224 117 239 650 114 364
Cˇas DB [s] 4,653 8,028 5,88 5,632 3,155
Max prop. [op/s] 1 333 1 764 1 993 1 911 1 235
Pru˚meˇr prop. [op/s] 674 936 874 934 446
Pohledu˚ 64 803 58 265 34 502 150 117 31 228
Adresnı´ chyby 256 0 0 0 0
R-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 250,385 4 x 1 mil. 4 x 32 15 975 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 583 653 941 883 534 580 753 403 256 968
Dotazu˚ 583 397 941 883 534 580 753 403 256 968
Cˇas DB [s] 18,997 23,362 14,849 17,389 10,072
Max prop. [op/s] 2 949 4 217 3 673 3 620 1 844
Pru˚meˇr prop. [op/s] 2 331 3 762 2 135 3 009 1 026
Pohledu˚ 344 844 454 318 353 206 515 367 109 275
Adresnı´ chyby 256 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 109 351 731 344 370 115 305 360 269
Dotazu˚ 108 905 731 344 370 115 305 360 269
Cˇas DB [s] 2,992 0,092 8,371 4,674 11,627
Max prop. [op/s] 1 935 65 3 206 1 971 1 760
Pru˚meˇr prop. [op/s] 437 3 1 375 461 1 439
Pohledu˚ 23 597 0 112 890 22 665 227 736
Adresnı´ chyby 256 0 0 0 0
Tabulka 31: DDS v2.0 - Bodove´ dotazy na 10 uzlu˚, Bstrom a R-strom, 4 x 32
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DDS v2.0 - Bodove´ dotazy na 15 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28 + Virt 17
B-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 227,276 4 x 1 mil. 4 x 32 17 603 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 344 538 457 628 398 173 395 641 303 862
Dotazu˚ 344 282 457 628 398 173 395 641 303 862
Cˇas DB [s] 10,59 11,193 9,533 9,782 8,981
Max prop. [op/s] 2 182 3 017 2 829 2 638 1 974
Pru˚meˇr prop. [op/s] 1 516 2 014 1 752 1 741 1 337
Pohledu˚ 123 096 247 949 111 537 191 401 92 854
Adresnı´ chyby 256 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 194 384 217 077 361 561 81 718 210 241
Dotazu˚ 194 256 217 077 361 561 81 718 210 241
Cˇas DB [s] 5,373 5,381 9,192 2,527 5,905
Max prop. [op/s] 2 214 2 173 2 963 1 421 2 017
Pru˚meˇr prop. [op/s] 855 955 1 591 360 925
Pohledu˚ 101 674 131 333 232 074 23 095 148 214
Adresnı´ chyby 128 0 0 0 0
Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 154 082 267 909 119 215 391 349 103 131
Dotazu˚ 153 954 267 909 119 215 391 349 103 131
Cˇas DB [s] 8,383 11,024 3,174 15,859 3,197
Max prop. [op/s] 1 852 2 406 1 629 2 844 1 673
Pru˚meˇr prop. [op/s] 678 1 179 525 1 721 454
Pohledu˚ 107 507 63 784 27 024 214 496 18 386
Adresnı´ chyby 128 0 0 0 0
Tabulka 32: DDS v2.0 - Bodove´ dotazy na 15 uzlu˚, B-strom, 4 x 32
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DDS v2.0 - Bodove´ dotazy na 15 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28 + Virt 17
R-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 235,461 4 x 1 mil. 4 x 32 17 071 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 221 816 444 280 12 362 187 638 309 042
Dotazu˚ 221 560 444 280 12 362 187 638 309 042
Cˇas DB [s] 7,01 11,684 0,33 8,104 11,003
Max prop. [op/s] 1 502 2 509 540 2 306 1 682
Pru˚meˇr prop. [op/s] 942 1 887 53 797 1 313
Pohledu˚ 127 775 213 783 0 92 108 231 752
Adresnı´ chyby 256 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 290 705 461 594 544 309 212 266 445 181
Dotazu˚ 290 554 461 594 544 309 212 266 445 181
Cˇas DB [s] 8,841 23,093 14,878 6,187 10,645
Max prop. [op/s] 2 382 2 470 2 744 1 451 3 708
Pru˚meˇr prop. [op/s] 1 235 1 960 2 312 901 1 891
Pohledu˚ 229 085 320 021 326 340 60 686 232 281
Adresnı´ chyby 128 0 0 0 0
Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 180 516 36 748 33 774 324 406 95 933
Dotazu˚ 180 388 36 748 33 774 324 406 95 933
Cˇas DB [s] 10,259 2,032 1,425 14,124 4,349
Max prop. [op/s] 1 454 1 243 1 503 2 549 769
Pru˚meˇr prop. [op/s] 767 156 143 1 378 407
Pohledu˚ 125 444 4 332 16 543 136 226 12 265
Adresnı´ chyby 128 0 0 0 0
Tabulka 33: DDS v2.0 - Bodove´ dotazy na 15 uzlu˚, R-strom, 4 x 32
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DDS v2.0 - Bodove´ dotazy na 20 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28 + Virt 17 + Virt 98
B-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 213,228 4 x 1 mil. 4 x 32 18 769 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 238 510 255 998 215 274 272 427 77 399
Dotazu˚ 238 382 255 998 215 274 272 427 77 399
Cˇas DB [s] 7,86 7,228 5,091 6,462 2,54
Max prop. [op/s] 1 957 1 745 1 462 1 965 1 198
Pru˚meˇr prop. [op/s] 1 119 1 201 1 010 1 278 363
Pohledu˚ 187 963 158 601 61 498 184 805 19 539
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 187 398 304 563 150 861 206 945 403 003
Dotazu˚ 187 270 304 563 150 861 206 945 403 003
Cˇas DB [s] 5,489 7,042 4,574 6,303 9,562
Max prop. [op/s] 1 707 2 899 938 1 278 2 262
Pru˚meˇr prop. [op/s] 879 1 428 708 971 1 890
Pohledu˚ 131 294 179 986 130 896 68 299 351 416
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 180 225 153 826 49 555 207 239 225 813
Dotazu˚ 180 097 153 826 49 555 207 239 225 813
Cˇas DB [s] 8,54 7,887 2,12 10,671 12,535
Max prop. [op/s] 1 110 1 299 1 960 1 611 1 640
Pru˚meˇr prop. [op/s] 451 721 232 972 1 059
Pohledu˚ 47 460 11 239 18 350 90 167 142 978
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 98 Virt 99 Virt 100 Virt 101 Virt 102
Spojenı´ celkem 170 871 228 227 211 117 128 097 133 164
Dotazu˚ 170 745 228 227 211 117 128 097 133 164
Cˇas DB [s] 8,255 11,121 9,569 8,126 5,494
Max prop. [op/s] 1 324 1 551 1 473 1 283 1 093
Pru˚meˇr prop. [op/s] 801 1 070 990 600 625
Pohledu˚ 31 738 129 324 127 690 8 008 29 766
Adresnı´ chyby 128 0 0 0 0
Tabulka 34: DDS v2.0 - Bodove´ dotazy na 20 uzlu˚, B-strom, 4 x 32
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DDS v2.0 - Bodove´ dotazy na 20 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28 + Virt 17 + Virt 98
R-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 208,346 4 x 1 mil. 4 x 32 19 239 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 137 026 169 518 218 488 323 264 22 276
Dotazu˚ 136 898 169 518 218 488 323 264 22 276
Cˇas DB [s] 4,201 7,64 5,734 9,228 0,763
Max prop. [op/s] 1 004 1 956 1 618 2 277 843
Pru˚meˇr prop. [op/s] 658 813 1 049 1 552 107
Pohledu˚ 97 567 210 007 163 333 198 188 2 362
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 176 659 259 934 93 030 188 034 54 864
Dotazu˚ 176 531 259 934 93 030 188 034 54 864
Cˇas DB [s] 4,331 6,104 2,471 4,174 1,176
Max prop. [op/s] 1 415 2 131 1 562 1 489 1 060
Pru˚meˇr prop. [op/s] 847 1 248 446 902 263
Pohledu˚ 46 118 126 991 18 460 54 421 20 876
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 56 318 189 241 349 811 176 782 401 482
Dotazu˚ 56 190 189 241 349 811 176 782 401 482
Cˇas DB [s] 5,607 9,328 20,603 8,405 23,9
Max prop. [op/s] 897 1 371 2 963 1 910 2 487
Pru˚meˇr prop. [op/s] 270 908 1 679 849 1 927
Pohledu˚ 15 849 19 976 144 945 67 368 366 122
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 98 Virt 99 Virt 100 Virt 101 Virt 102
Spojenı´ celkem 323 001 223 921 217 620 180 628 138 615
Dotazu˚ 322 873 223 921 217 620 180 628 138 615
Cˇas DB [s] 17,006 12,981 12,012 8,067 7,877
Max prop. [op/s] 2 082 1 512 1 424 1 354 933
Pru˚meˇr prop. [op/s] 1 550 1 075 1 045 867 665
Pohledu˚ 306 031 130 413 192 520 133 864 33 353
Adresnı´ chyby 128 0 0 0 0
Tabulka 35: DDS v2.0 - Bodove´ dotazy na 20 uzlu˚, R-strom, 4 x 32
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DDS v2.0 - Bodove´ dotazy na 5 uzlu˚
Za´kladnı´ pohled Virt 23
B-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 588,441 8 x 1 mil. 8 x 32 13 596 2 890
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 1 386 009 1 883 919 1 757 130 1 737 264 1 234 474
Dotazu˚ 1 384 985 1 883 919 1 757 130 1 737 264 1 234 474
Cˇas DB [s] 32,033 40,108 42,271 36,434 28,935
Max prop. [op/s] 3 169 4 255 4 011 3 927 2 825
Pru˚meˇr prop. [op/s] 2 355 3 202 2 986 2 952 2 098
Pohledu˚ 0 256 256 256 256
Adresnı´ chyby 1024 0 0 0 0
R-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 443,153 8 x 1 mil. 8 x 32 18 055 2 200
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 1 386 008 1 885 203 1 757 866 1 737 416 1 234 323
Dotazu˚ 1 384 984 1 885 203 1 757 866 1 737 416 1 234 323
Cˇas DB [s] 40,97 47,06 42,933 35,708 25,42
Max prop. [op/s] 4 183 5 468 4 940 4 939 4 201
Pru˚meˇr prop. [op/s] 3 128 4 254 3 967 3 920 2 785
Pohledu˚ 0 256 256 256 256
Adresnı´ chyby 1024 0 0 0 0
Tabulka 36: DDS v2.0 - Bodove´ dotazy na 5 uzlu˚, B-strom a R-strom, 4 x 32
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DDS v2.0 - Bodove´ dotazy na 10 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28
B-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 344,538 8 x 1 mil. 8 x 32 23 226 1 704
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 637 334 687 047 1 279 140 1 462 223 538 293
Dotazu˚ 637 822 687 047 1 279 140 1 462 223 538 293
Cˇas DB [s] 19,161 16,799 37,158 31,211 13,678
Max prop. [op/s] 2 788 4 153 5 801 4 934 2 604
Pru˚meˇr prop. [op/s] 1 850 1 994 3 713 4 244 1 562
Pohledu˚ 314 700 362 581 1 019 413 893 838 167 423
Adresnı´ chyby 512 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 747 674 1 198 181 487 758 275 193 686 981
Dotazu˚ 747 162 1 198 181 487 758 275 193 686 981
Cˇas DB [s] 17,429 24,877 11,533 7,228 14,255
Max prop. [op/s] 3 442 5 195 5 635 3 232 3 391
Pru˚meˇr prop. [op/s] 2 170 3 478 1 416 799 1 994
Pohledu˚ 581 745 672 302 312 150 114 875 249 497
Adresnı´ chyby 512 0 0 0 0
R-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 343,459 8 x 1 mil. 8 x 32 23 327 2 409
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 393 456 1 206 557 488 988 622 257 1 230 520
Dotazu˚ 392 944 1 206 557 488 988 622 257 1 230 520
Cˇas DB [s] 80,765 129,522 106,65 116,126 109,019
Max prop. [op/s] 4 277 5 582 3 564 4 090 4 387
Pru˚meˇr prop. [op/s] 1 146 3 513 1 424 1 812 3 583
Pohledu˚ 243 698 653 905 344 113 206 214 864 792
Adresnı´ chyby 512 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 992 552 678 622 1 268 717 1 115 154 3 954
Dotazu˚ 992 040 678 622 1 268 717 1 115 154 3 954
Cˇas DB [s] 20,251 35,253 29,972 29,069 0,22
Max prop. [op/s] 4 402 3 989 4 885 5 358 80
Pru˚meˇr prop. [op/s] 2 890 1 976 3 694 3 247 12
Pohledu˚ 806 968 230 980 896 329 731 969 0
Adresnı´ chyby 512 0 0 0 0
Tabulka 37: DDS v2.0 - Bodove´ dotazy na 10 uzlu˚, R-strom a B-strom, 8 x 32
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DDS v2.0 - Bodove´ dotazy na 10 uzlu˚ - chyba
Za´kladnı´ pohled Virt 23 + Virt 28
B-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 627,503 8 x 1 mil. 8 x 32 12 754 827
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 321 097 716 544 515 158 1 338 591 531 614
Dotazu˚ 320 585 716 544 515 158 1 338 591 531 614
Cˇas DB [s] 17,564 29,364 19,975 47,303 21,228
Max prop. [op/s] 2 819 3 107 3 237 3 532 2 493
Pru˚meˇr prop. [op/s] 512 1 142 821 2 133 847
Pohledu˚ 372 304 250 724 985 036 348 763 243 993
Adresnı´ chyby 512 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 1 064 911 1 168 674 1 242 697 398 812 702 860
Dotazu˚ 1 064 399 1 168 674 1 242 697 398 812 702 860
Cˇas DB [s] 28,074 39,637 35,908 10,873 21,264
Max prop. [op/s] 2 961 3 488 3 529 3 424 2 663
Pru˚meˇr prop. [op/s] 1 697 1 862 1 980 636 1 120
Pohledu˚ 704 162 668 386 919 564 158 343 531 015
Adresnı´ chyby 512 0 0 0 0
Tabulka 38: DDS v2.0 - Bodove´ dotazy na 10 uzlu˚, B-strom, 8 x 32 - chyba
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DDS v2.0 - Bodove´ dotazy na 15 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28 + Virt 17
B-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 353,077 8 x 1 mil. 8 x 32 22 693 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 322 558 450 072 337 355 308 399 291 156
Dotazu˚ 322 302 450 072 337 355 308 399 291 156
Cˇas DB [s] 5,657 7,987 5,858 6,869 6,862
Max prop. [op/s] 1 929 2 584 2 334 1 774 1 610
Pru˚meˇr prop. [op/s] 913 1 275 955 874 825
Pohledu˚ 144 238 386 625 147 733 100 377 99 545
Adresnı´ chyby 256 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 604 416 930 338 647 487 712 859 179 807
Dotazu˚ 604 032 930 338 647 487 712 859 179 807
Cˇas DB [s] 11,866 17,906 12,159 13,912 3,522
Max prop. [op/s] 2 291 4 305 3 295 3 410 1 656
Pru˚meˇr prop. [op/s] 1 712 2 635 1 834 2 019 509
Pohledu˚ 318 888 630 947 350 596 340 003 64 044
Adresnı´ chyby 384 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 457 157 502 781 772 361 717 335 766 953
Dotazu˚ 456 763 502 781 772 361 717 335 766 953
Cˇas DB [s] 24,866 31,075 28,548 25,633 46,091
Max prop. [op/s] 1 781 2 790 3 422 3 863 3 225
Pru˚meˇr prop. [op/s] 1 295 1 424 2 188 2 032 2 172
Pohledu˚ 242 713 38 738 429 306 199 543 519 919
Adresnı´ chyby 384 0 0 0 0
Tabulka 39: DDS v2.0 - Bodove´ dotazy na 15 uzlu˚, B-strom, 8 x 32
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DDS v2.0 - Bodove´ dotazy na 15 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28 + Virt 17
R-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 359,979 8 x 1 mil. 8 x 32 22 311 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 102 601 199 850 0 0 151 046
Dotazu˚ 102 729 199 850 0 0 151 046
Cˇas DB [s] 34,016 32,896 0 0 21,263
Max prop. [op/s] 850 1 161 0 0 916
Pru˚meˇr prop. [op/s] 285 555 0 0 420
Pohledu˚ 67 947 114 391 0 0 99 940
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 1 021 751 1 479 103 512 016 1 260 165 858 726
Dotazu˚ 1 021 239 1 479 103 512 016 1 260 165 858 726
Cˇas DB [s] 21,77 31,569 9,037 102,442 17,741
Max prop. [op/s] 3 719 5 230 3 197 4 467 4 061
Pru˚meˇr prop. [op/s] 2 838 4 109 1 422 3 500 2 386
Pohledu˚ 805 223 1 113 897 255 926 902 860 611 094
Adresnı´ chyby 512 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 261 460 36 748 1 245 882 477 248 224 702
Dotazu˚ 261 061 36 748 1 245 882 477 248 224 702
Cˇas DB [s] 14,393 2,032 53,663 16,855 15,638
Max prop. [op/s] 1 932 1 243 4 912 5 149 1 774
Pru˚meˇr prop. [op/s] 726 102 3 461 1 326 624
Pohledu˚ 123 226 4 332 1 124 117 275 742 29 372
Adresnı´ chyby 384 0 0 0 0
Tabulka 40: DDS v2.0 - Bodove´ dotazy na 15 uzlu˚, R-strom, 8 x 32
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DDS v2.0 - Bodove´ dotazy na 20 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28 + Virt 17 + Virt 98
B-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 424,814 8 x 1 mil. 8 x 32 19 513 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 42 789 669 822 355 894 639 907 226 189
Dotazu˚ 42 533 669 822 355 894 639 907 226 189
Cˇas DB [s] 4,842 16,466 7,328 14,997 7,601
Max prop. [op/s] 1 105 3 631 1 915 2 637 1 556
Pru˚meˇr prop. [op/s] 101 1 577 838 1 506 532
Pohledu˚ 7 590 366 599 147 325 459 866 137 165
Adresnı´ chyby 256 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 517 313 550 340 526 357 388 522 300 426
Dotazu˚ 517 057 550 340 526 357 388 522 300 426
Cˇas DB [s] 10,473 10,843 9,941 9,963 6,148
Max prop. [op/s] 2 264 3 384 3 017 2 652 2 025
Pru˚meˇr prop. [op/s] 1 218 1 296 1 239 915 707
Pohledu˚ 389 626 287 092 401 512 140 227 225 962
Adresnı´ chyby 256 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 225 924 348 245 693 913 385 973 379 634
Dotazu˚ 225 668 348 245 693 913 385 973 379 634
Cˇas DB [s] 20,739 24,129 34,778 22,979 25,442
Max prop. [op/s] 1 193 1 497 2 061 1 543 1 774
Pru˚meˇr prop. [op/s] 425 820 1 634 909 894
Pohledu˚ 124 995 12 606 438 021 204 623 221 665
Adresnı´ chyby 256 0 0 0 0
Uzel Virt 98 Virt 99 Virt 100 Virt 101 Virt 102
Spojenı´ celkem 599 982 316 821 412 720 323 016 288 225
Dotazu˚ 599 726 316 821 412 720 323 016 288 225
Cˇas DB [s] 35,042 16,884 15,725 20,49 17,398
Max prop. [op/s] 2 835 1 712 1783 1 599 1 209
Pru˚meˇr prop. [op/s] 1 412 746 972 760 679
Pohledu˚ 534 173 42 845 387 086 45 758 219 336
Adresnı´ chyby 256 0 0 0 0
Tabulka 41: DDS v2.0 - Bodove´ dotazy na 20 uzlu˚, B-strom, 8 x 32
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DDS v2.0 - Bodove´ dotazy na 20 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28 + Virt 17 + Virt 98
R-strom
Cˇas Dota´zany´ch Simulovany´ch Propustnost Chyb
[s] za´znamu˚ klientu˚ [op/s] prˇenosu
Pru˚meˇr 399,880 8 x 1 mil. 8 x 32 20 415 0
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 99 100 556 785 261 955 443 438 498 125
Dotazu˚ 98 844 556 785 261 955 443 438 498 125
Cˇas DB [s] 64,962 105,013 6,051 114,581 75,264
Max prop. [op/s] 633 3 132 2 367 2 933 3 399
Pru˚meˇr prop. [op/s] 248 1 392 655 1 108 1 246
Pohledu˚ 17 013 209 548 149 324 163 876 324 315
Adresnı´ chyby 256 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 455 530 516 306 695 387 424 954 364 355
Dotazu˚ 455 274 516 306 695 387 424 954 364 355
Cˇas DB [s] 9,026 11,048 14,748 75,075 10,235
Max prop. [op/s] 2 679 2 991 3 872 2 498 1 955
Pru˚meˇr prop. [op/s] 1 139 1 291 1 739 1 063 911
Pohledu˚ 346 903 140 812 501 796 192 046 284 927
Adresnı´ chyby 256 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 163 028 433 196 395 944 434 630 201 661
Dotazu˚ 162 772 433 196 395 944 434 630 201 661
Cˇas DB [s] 14,626 30,55 24,928 24,879 19,008
Max prop. [op/s] 1 264 1 662 1 572 1 616 1 169
Pru˚meˇr prop. [op/s] 408 1 083 990 1 087 504
Pohledu˚ 64 826 68 770 113 166 128 956 56 072
Adresnı´ chyby 256 0 0 0 0
Uzel Virt 98 Virt 99 Virt 100 Virt 101 Virt 102
Spojenı´ celkem 668 094 378 942 404 612 434 394 201 661
Dotazu˚667 838 378 942 404 612 434 394 201 661
Cˇas DB [s] 38,001 22,565 30,339 27,469 14,386
Max prop. [op/s] 2 849 1 626 1 699 1 751 1 147
Pru˚meˇr prop. [op/s] 1 670 948 1 012 1 086 1 169
Pohledu˚ 644 805 253 112 109 229 390 085 8 054
Adresnı´ chyby 256 0 0 0 0
Tabulka 42: DDS v2.0 - Bodove´ dotazy na 20 uzlu˚, R-strom, 8 x 32
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D Tabulky rozsahovy´ch dotazu˚
DDS v2.0 - Rozsahove´ dotazy na 5 uzlu˚
Za´kladnı´ pohled Virt 23
Dotazu˚ 1 mil. Klientu˚ 1 x 32 Chyb 0
B-strom
Cˇas [s]
Propustnost Vy´sledku˚ Max vy´sledku˚ Vy´sledku˚
[op/s] celkem v 1 odpoveˇdi [s]
Pru˚meˇr 267,890 3 733 204 874 723 1 225 764 827
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 802 298 833 791 821 619 844 550 820 925
Dotazu˚ 802 170 833 791 821 619 844 550 820 925
Replikacı´ dotazu 547 176 682 768 740 621 672 714 479 660
Cˇas DB [s] 21,815 32,992 31,972 32,022 20,356
Max prop. [op/s] 3 393 3 515 3 492 3 578 3 474
Pru˚meˇr prop. [op/s] 2 995 3 112 3 067 3 153 3 064
Pohledu˚ 0 32 32 32 32
Adresnı´ chyby 128 0 0 0 0
R-strom
Cˇas [s]
Propustnost Vy´sledku˚ Max vy´sledku˚ Vy´sledku˚
[op/s] celkem v 1 odpoveˇdi [s]
Pru˚meˇr 3 108,846 322 6 270 839 89 2 017
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 805 995 824 238 836 432 846 538 822 946
Dotazu˚ 805 986 824 238 836 432 846 538 822 946
Replikacı´ dotazu 553 822 738 350 690 638 674 490 478 760
Cˇas DB [s] 2 128,95 2 792,37 2 097,54 2 920,43 2 151,59
Max prop. [op/s] 2 484 2 143 2 515 2 618 2 564
Pru˚meˇr prop. [op/s] 259 265 269 269 265
Pohledu˚ 0 32 32 32 32
Adresnı´ chyby 128 0 0 0 0
Tabulka 43: DDS v2.0 - Rozsahove´ dotazy na 5 uzlu˚, B-strom a R-strom, 32
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DDS v2.0 - Rozsahove´ dotazy na 10 uzlu˚, B-strom
Za´kladnı´ pohled Virt 23 + Virt 28
Dotazu˚ 1 mil. Klientu˚ 32 Chyb 0
Cˇas [s]
Propustnost Vy´sledku˚ Max vy´sledku˚ Vy´sledku˚
[op/s] celkem v 1 odpoveˇdi [s]
Pru˚meˇr 243,154 4 113 205 281 345 1 042 845 461
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 457 312 498 976 536 374 527 588 500 824
Dotazu˚ 457 248 498 976 536 374 527 588 500 824
Replikacı´ dotazu 272 683 626 789 374 985 332 811 235 541
Cˇas DB [s] 19,227 25,11 26,079 26,043 20,488
Max prop. [op/s] 2 095 2 335 2 484 2 408 2 297
Pru˚meˇr prop. [op/s] 1 880 2 050 2 205 2 170 2 060
Pohledu˚ 13 726 98 702 66 661 80 873 51 924
Adresnı´ chyby 64 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 341 807 319 583 294 230 313 574 315 608
Dotazu˚ 341 743 319 583 294 230 313 574 315 608
Replikacı´ dotazu 272 983 104 743 309 840 335 891 392 220
Cˇas DB [s] 12,887 15,017 13,711 15,544 13,158
Max prop. [op/s] 1 689 1 642 1 510 1 567 1 621
Pru˚meˇr prop. [op/s] 1 406 1 314 1 210 1 290 1 298
Pohledu˚ 14 731 25 899 32 291 54 021 43 550
Adresnı´ chyby 64 0 0 0 0
Tabulka 44: DDS v2.0 - Rozsahove´ dotazy na 10 uzlu˚, B-strom, 32
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DDS v2.0 - Rozsahove´ dotazy na 10 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28
Dotazu˚ 1 mil. Klientu˚ 32 Chyb 0
R-strom
Cˇas [s]
Propustnost Vy´sledku˚ Max vy´sledku˚ Vy´sledku˚
[op/s] celkem v 1 odpoveˇdi [s]
Pru˚meˇr 5 137,033 195 6 402 464 95 1 301
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 579 989 335 158 352 414 529 885 381 978
Dotazu˚ 579 925 335 158 352 414 529 885 381 978
Replikacı´ dotazu 176 133 336 779 234 468 414 216 381 978
Cˇas DB [s] 4 351,41 2 617,92 1 052,41 4 863,05 2 494,04
Max prop. [op/s] 1 173 1 070 1 164 1 205 141
Pru˚meˇr prop. [op/s] 112 65 69 103 74
Pohledu˚ 176 133 41 58 289 141
Adresnı´ chyby 64 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 223 383 487 430 477 078 315 314 439 184
Dotazu˚ 223 319 487 430 477 078 315 314 439 184
Replikacı´ dotazu 373 686 399 645 454 779 259 553 63 500
Cˇas DB [s] 1 365,18 5 540,3 5 847,36 3 640 4 518,19
Max prop. [op/s] 68 174 160 143 256
Pru˚meˇr prop. [op/s] 43 95 92 61 85
Pohledu˚ 0 16 16 16 16
Adresnı´ chyby 64 0 0 0 0
Tabulka 45: DDS v2.0 - Rozsahove´ dotazy na 10 uzlu˚, R-strom, 32
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DDS v2.0 - Rozsahove´ dotazy na 10 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28
Dotazu˚ 2 x 1 mil. Klientu˚ 2 x 32 Chyb 0
B-strom
Cˇas [s]
Propustnost Vy´sledku˚ Max vy´sledku˚ Vy´sledku˚
[op/s] celkem v 1 odpoveˇdi [s]
Pru˚meˇr 416,296 4 818 403 839 628 1 070 972 492
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 890 841 908 527 1 188 621 1 131 624 1 074 424
Dotazu˚ 890 713 908 527 1 188 621 1 131 624 1 074 424
Replikacı´ dotazu 556 134 815 725 1 192 450 434 524 533 534
Cˇas DB [s] 36,223 45,074 55,226 53,341 40,994
Max prop. [op/s] 2 547 2 592 3 385 3 365 3 190
Pru˚meˇr prop. [op/s] 2 140 2 182 2 855 2 718 2 581
Pohledu˚ 82 610 142 867 280 926 44 252 53 849
Adresnı´ chyby 128 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 715 456 736 553 480 003 557 492 567 399
Dotazu˚ 715 328 736 553 480 003 557 492 567 399
Replikacı´ dotazu 543 508 661 055 179 139 910 386 423 458
Cˇas DB [s] 29,06 36,774 21,136 29,093 23,22
Max prop. [op/s] 2 672 2 694 2 026 2 289 2 256
Pru˚meˇr prop. [op/s] 1 718 1 769 1 153 1 339 1 363
Pohledu˚ 59 433 139 505 35 651 150 678 70 704
Adresnı´ chyby 128 0 0 0 0
Tabulka 46: DDS v2.0 - Rozsahove´ dotazy na 10 uzlu˚, B-strom, 2 x 32
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DDS v2.0 - Rozsahove´ dotazy na 15 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28 + Virt 17
Dotazu˚ 1 mil. Klientu˚ 32 Chyb 0
B-strom
Cˇas [s]
Propustnost Vy´sledku˚ Max vy´sledku˚ Vy´sledku˚
[op/s] celkem v 1 odpoveˇdi [s]
Pru˚meˇr 290,522 3 442 201 674 410 1 016 695 660
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 325 964 324 823 321 872 269 716 260 348
Dotazu˚ 325 924 324 823 321 872 269 716 260 348
Replikacı´ dotazu 325 964 242 724 226 328 201 991 144 572
Cˇas DB [s] 13,925 17,212 16,347 11,463 8,754
Max prop. [op/s] 1 723 1 695 1 676 1 476 1 464
Pru˚meˇr prop. [op/s] 1 122 1 118 1 108 928 896
Pohledu˚ 46 090 67 128 21 970 43 270 12 375
Adresnı´ chyby 40 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 250 360 253 693 258 979 269 737 255 757
Dotazu˚ 250 320 253 693 258 979 269 737 255 757
Replikacı´ dotazu 174 775 214 530 228 682 252 719 104 579
Cˇas DB [s] 8,738 14,759 11,177 11,93 9,108
Max prop. [op/s] 1 765 1 781 1 754 1 749 1 659
Pru˚meˇr prop. [op/s] 861 873 891 928 880
Pohledu˚ 16 610 58 767 29 723 29 841 23 035
Adresnı´ chyby 40 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 226 895 242 053 251 536 303 924 303 501
Dotazu˚ 226 847 242 053 251 536 303 924 303 501
Replikacı´ dotazu 192 649 274 160 234 032 214 867 230 774
Cˇas DB [s] 17,757 14,125 24,356 27,771 19,074
Max prop. [op/s] 1 956 1 141 1 166 1 380 1 440
Pru˚meˇr prop. [op/s] 781 833 866 1 046 1 045
Pohledu˚ 26 286 85 278 31 247 30 236 70 955
Adresnı´ chyby 48 0 0 0 0
Tabulka 47: DDS v2.0 - Rozsahove´ dotazy na 15 uzlu˚, B-strom, 32
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DDS v2.0 - Rozsahove´ dotazy na 15 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28 + Virt 17
Dotazu˚ 1 mil. Klientu˚ 32 Chyb 0
R-strom
Cˇas [s]
Propustnost Vy´sledku˚ Max vy´sledku˚ Vy´sledku˚
[op/s] celkem v 1 odpoveˇdi [s]
Pru˚meˇr 5 652,437 177 5 969 907 88 1 069
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 153 849 175 718 109 925 95 846 142 874
Dotazu˚ 153 809 175 718 109 925 95 846 142 874
Replikacı´ dotazu 184 404 241 455 0 0 158 161
Cˇas DB [s] 320,486 455,596 343,455 343,357 253,069
Max prop. [op/s] 123 128 89 78 130
Pru˚meˇr prop. [op/s] 27 31 19 17 25
Pohledu˚ 0 10 10 10 10
Adresnı´ chyby 40 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 381 376 371 231 445 887 467 110 403 710
Dotazu˚ 381 376 371 231 445 887 467 110 403 710
Replikacı´ dotazu 183 136 247 119 460 991 447 425 158 113
Cˇas DB [s] 3140,98 3188,75 4233,45 4424,66 3196,73
Max prop. [op/s] 146 137 104 192 149
Pru˚meˇr prop. [op/s] 67 66 79 83 71
Pohledu˚ 0 10 10 10 10
Adresnı´ chyby 40 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 267 997 273 615 277 134 281 162 273 879
Dotazu˚ 267 949 273 615 277 134 281 162 273 879
Replikacı´ dotazu 182 027 242 972 228 309 223 104 163 986
Cˇas DB [s] 5 362,31 463,1 5 167,29 5 593,44 5729,87
Max prop. [op/s] 73 76 81 81 74
Pru˚meˇr prop. [op/s] 47 48 49 50 49
Pohledu˚ 0 12 12 12 12
Adresnı´ chyby 48 0 0 0 0
Tabulka 48: DDS v2.0 - Rozsahove´ dotazy na 15 uzlu˚, R-strom, 32
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DDS v2.0 - Rozsahove´ dotazy na 15 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28 + Virt 17
Dotazu˚ 2 x 1 mil. Klientu˚ 2 x 32 Chyb 0
B-strom
Cˇas [s]
Propustnost Vy´sledku˚ Max vy´sledku˚ Vy´sledku˚
[op/s] celkem v 1 odpoveˇdi [s]
Pru˚meˇr 358,162 5 597 399 149 789 977 1 117 001
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 543 185 545 495 548 005 476 212 468 376
Dotazu˚ 543 101 545 495 548 005 476 212 468 376
Replikacı´ dotazu 208 886 447 907 430 002 363 688 304 980
Cˇas DB [s] 22,931 26,729 25,528 20,078 19,662
Max prop. [op/s] 2 102 2 076 2 112 2 061 1 978
Pru˚meˇr prop. [op/s] 1 517 1 523 1 530 1 330 1 308
Pohledu˚ 34 426 105 067 115 694 56 885 40 695
Adresnı´ chyby 84 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 608 910 620 832 631 557 625 291 601 381
Dotazu˚ 608 822 620 832 631 557 625 291 601 381
Replikacı´ dotazu 544 780 524 018 525 372 414 031 331 497
Cˇas DB [s] 25,935 31,021 27,758 31,558 24,392
Max prop. [op/s] 2 477 2 503 2 507 2 511 2 471
Pru˚meˇr prop. [op/s] 1 700 1 734 1 764 1 746 1 679
Pohledu˚ 142 232 49 558 112 089 77 838 23 454
Adresnı´ chyby 88 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 454 702 477 257 487 335 586 551 571 773
Dotazu˚ 454 618 477 257 487 335 586 551 571 773
Replikacı´ dotazu 342 340 495 211 416 393 569 647 327 095
Cˇas DB [s] 48,874 34,802 41,599 55,997 31,031
Max prop. [op/s] 2 114 2 169 2 216 2 459 2 509
Pru˚meˇr prop. [op/s] 1 270 1 333 1 361 1 638 1 597
Pohledu˚ 52 237 81 854 15 291 141 187 57 443
Adresnı´ chyby 84 0 0 0 0
Tabulka 49: DDS v2.0 - Rozsahove´ dotazy na 15 uzlu˚, B-strom, 2 x 32
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DDS v2.0 - Rozsahove´ dotazy na 20 uzlu˚
Za´kladnı´ pohled Virt 23 + Virt 28 + Virt 17 + Virt 98
Dotazu˚ 4 mil. Klientu˚ 2 x 32 Nedostupnost 7
B-strom
Cˇas [s]
Propustnost Vy´sledku˚ Max vy´sledku˚ Vy´sledku˚
[op/s] celkem v 1 odpoveˇdi [s]
Pru˚meˇr 2 198,210 1 820 49 666 3544 111 225 940
Uzel Virt 23 Virt 24 Virt 25 Virt 26 Virt 27
Spojenı´ celkem 728 473 801 946 814 592 866 068 866 963
Dotazu˚ 728 409 801 946 814 592 866 068 866 963
Replikacı´ dotazu 197 531 903 724 680 329 926 595 606 401
Cˇas DB [s] 23,175 32,898 29,889 32,898 27,116
Max prop. [op/s] 2 206 2 124 2 181 2 319 2 326
Pru˚meˇr prop. [op/s] 331 365 371 394 394
Pohledu˚ 32 311 145 384 113 526 132 626 96 970
Adresnı´ chyby 64 0 0 0 0
Uzel Virt 28 Virt 29 Virt 30 Virt 31 Virt 32
Spojenı´ celkem 1 395 345 778 298 818 446 831 610 796 081
Dotazu˚ 1 395 281 778 298 818 446 831 610 796 081
Replikacı´ dotazu 0 947 226 808 935 581 431 449 558
Cˇas DB [s] 42,851 30,755 27,542 29,047 24,282
Max prop. [op/s] 2 999 2 270 2 383 2 401 2 386
Pru˚meˇr prop. [op/s] 635 354 372 378 362
Pohledu˚ 213 857 141 989 147 101 115 549 76 801
Adresnı´ chyby 64 0 0 0 0
Uzel Virt 17 Virt 40 Virt 95 Virt 96 Virt 97
Spojenı´ celkem 650 585 656 849 684 504 725 371 732 696
Dotazu˚ 650 521 656 849 684 504 725 371 732 696
Replikacı´ dotazu 3 871 619 100 681 949 748 878 556 502
Cˇas DB [s] 107,031 99,299 82,322 90,694 85,56
Max prop. [op/s] 602 625 701 671 670
Pru˚meˇr prop. [op/s] 296 298 311 330 333
Pohledu˚ 97 94 929 138 279 140 002 84 239
Adresnı´ chyby 64 0 0 0 0
Uzel Virt 98 Virt 99 Virt 100 Virt 101 Virt 102
Spojenı´ celkem 437 778 448 471 484 033 501 497 495 211
Dotazu˚ 437 714 448 471 484 033 501 497 495 211
Replikacı´ dotazu 5 197 463 186 568 362 435 601 318 070
Cˇas DB [s] 30,176 32,933 28,285 30,649 26,684
Max prop. [op/s] 570 637 757 708 710
Pru˚meˇr prop. [op/s] 199 204 220 228 225
Pohledu˚ 149 27 311 76 257 32 493 57 996
Adresnı´ chyby 64 0 0 0 0
Tabulka 50: DDS v2.0 - Rozsahove´ dotazy na 20 uzlu˚, B-strom,2 x 32
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F Obsah prˇilozˇene´ho DVD
• /src - Obsahuje zdrojove´ ko´dy.
– /cpp - Pouzˇite´ ko´dy v jazyce C++.
∗ /SDDS v2.0
· /common/networking - trˇı´dy pro pra´ci se sockety
· /dbms/clientserver - trˇı´dy serveru a klienta
· /dbms/ddbms - trˇı´dy s mapova´nı´m a pohledem na DDS
– /Embedded
∗ /EmbeddedBtree - aplikace s testy DS B-stromu.
∗ /EmbeddedRtree - aplikace s testy DS R-stromu.
– /MutexMeteredSection
∗ /2.3 Mutex - test synchronizace za pomoci Mutexu.
∗ /2.3 MeteredSection - test synchronizace za pomoci Metered Section.
– /SDDS v1.0 - prvotnı´ verze aplikace.
– /SDDS v2.0 - fina´lnı´ verze aplikace.
• /text - obsahuje text diplomove´ pra´ce v Latexu.
• /log - obsahuje za´znamy a nastavenı´ serveru˚ z testu˚.
– /virt 23
∗ /B5 - test s B-stomem a 5-ti uzly.
∗ . . .
∗ /R20 - test s R-stomem a 20-ti uzly.
– . . .
– /virt 102
• /TCP Report - za´znamy merˇenı´ TCP vy´konu
– /cz - cˇesky psana´ verze
– /en - anglicky psana´ verze
