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Abstract. We present an overview of the biomedical part of the 2010
community-based Signal Separation Evaluation Campaign (SiSEC2010),
coordinated by the authors. In addition to the audio tasks which have
been evaluated in the previous SiSEC, SiSEC2010 considered several
biomedical tasks. Here, three biomedical datasets from molecular biology
(gene expression pro¯les) and neuroscience (EEG) were contributed. This
paper describes the biomedical datasets, tasks and evaluation criteria.
This paper also reports the results of the biomedical part of SiSEC2010
achieved by participants.
1 Introduction
Large-scale evaluations are a key ingredient to scienti¯c and technological mat-
uration by revealing the e®ects of di®erent system designs, promoting common
test speci¯cations and attracting the interest of industries and funding bod-
ies. Recent evaluations of source separation systems include a series of the BCI
(Brain Computer Interface) competitions [1,2,3].
The former community-based Signal Separation Evaluation Campaign (SiSEC2008)
[4] was designed based on the panel discussion at the 7th International Confer-
ence on Independent Component Analysis and Signal Separation (ICA 2007)
which featured the Stereo Audio Source Separation Evaluation Campaign [5].
The general principles of the SiSEC aim to facilitate the entrance of researchers
addressing di®erent tasks and to enable detailed diagnosis of the submitted sys-
tems. The unique aspect of the SiSEC is that, SiSEC is not a competition but a
scienti¯c evaluation from which we can draw rigorous scienti¯c conclusions.
The former SiSEC2008 attracted around 30 entrants, however, it consisted
solely of audio datasets and tasks. Obviously, in addition to audio, there are
many important areas where signal separation techniques are contributing to
successful analyses. According to such a feedback to SiSEC2008, it was decided
that SiSEC2010 included not only the audio datasets, but also the biomedical
datasets and tasks. For the ¯rst biomedical evaluation campaign of in SiSEC,
we had three datasets: a set of gene expression pro¯les and two EEG datasets.
With the advent of high-throughput technologies in molecular biology, genome-
wide measurements of gene transcript levels have become available. It has become
clear that e±cient computational tools are needed to successfully interpret the
information buried in those large scale gene expression patterns. One commonly
taken approach is to apply exploratory machine learning to detect similarities in
multiple expression pro¯les in order to group genes into functional categories |
for example, genes that are expressed to a greater or lesser extent in response to
a drug or an existing disease. Although classically hierarchical clustering tech-
niques are mostly used for these analyses, it has recently been shown [6,7] that
factorization techniques such as ICA can successfully separate meaningful cate-
gories by considering gene expression patterns as a superposition of independent
expression modes, which are considered putative independent biological pro-
cesses. Here we want to evaluate blind source separation problems applied to a
set of microarrays in which we can quantify the expected cluster properties. We
will see that inclusion of additional biological information as prior will be key to
successful separations.
Most commonly, biomedical campaigns for electrophysiological data are for-
mulated for BCI tasks, where an algorithm has to estimate e.g. the side of actual
movement or imagined movement of left or right ¯ngers of a subject from EEG
data [1,2,3]. Here, the objective is clear and can be formulated using real EEG
data only. The situation is more di±cult in the case of decomposition of real
data because the ground truth is not known and any simulation is prone to miss
important aspects of real data. Here, two approaches are possible: a) one puts
much e®ort to simulate all aspects of real EEG data [8], as imperfect as that may
be, or b) one modi¯es real data as little as possible to construct some ground
truth which can be tested for. We here take the second approach, speci¯cally
addressing the question whether independent sources can be distinguished from
dependent ones.
This article describes the biomedical tasks, which are newly considered in
the SiSEC2010. The traditional \audio source separation" task in SiSEC2010
is described in [9]. Section 2 describes the biomedical datasets, tasks, criteria.
We summarize the results for each task in Section 3. In this paper, we focus on
the general speci¯cations and outcomes of the campaign and let readers refer to
http://sisec.wiki.irisa.fr/ for more detail.
2 Biomedical separation task speci¯cations
SiSEC2010 includes three biomedical tasks. The remaining part of this section
provides the explanations about the datasets, tasks and evaluation criteria for
each task. All materials, including data and reference codes, are available on the
website at http://sisec.wiki.irisa.fr/.
2.1 Task 1: Source identi¯cation in microarray data
Dataset Since microarray technology has become one of the most popular ap-
proaches in the ¯eld of gene expression analysis, numerous statistical methods
have been used to provide insights into the biological mechanisms of gene expres-
sion regulation [10,11]. A common microarray dataset consists of multiple gene
expression pro¯les. Each expression pro¯le xi mirrors the expression of N genes
via measuring the level of the corresponding messenger RNA (mRNA) under
a speci¯c condition. In our case, mRNA was extracted from i = 189 invasive
breast carcinomes [12] and measured using A®ymetrix U133A Gene-chips. The
A®ymetrix raw data was normalized using the RMA algorithm [13] from the
R Bioconductor package simplea®y. Non-expressed genes were ¯ltered out and
A®ymetrix probe sets were mapped to Gene Symbols. This resulted in a total
of N = 11815 expressed genes.
The task Cell signaling pathways play a major role in the formation of cancer.
Understanding the biology of cell signaling helps to understand cancer and to
develop new therapies. The regulation of these signaling pathways takes place on
multiple layers, one of those is the regulation of gene expression or transcription.
Single genes can take part in more than one pathway and the expression pro¯les
can be regarded as linear superpositions of di®erent signaling pathways or more
generally biological processes. Using blind source separation (BSS) techniques,
a linear mixture model can be decomposed to reconstruct source signals, which
can be interpreted as these signaling pathways. A more detailed discussion of
the linear factor model can be found in [6,7].
The task is now to reconstruct these signaling pathways or parts of it from
the microarray expression pro¯les using BSS techniques. Here, we approximate
signaling pathways as simple gene lists. These pathway gene lists were taken
from NETPATH (www.netpath.org).
Evaluation To evaluate the quality of the reconstructed pathways, we tested
for the signi¯cance of enriched genes that can be mapped to the pathways. For
each source signal or estimated pathway we identify the number of genes that
map to the distinct pathways and calculate p-values using Fisher's exact test.
To correct for multiple testing we use the Benjamini-Hochberg procedure to
estimate false positive rates (FDR). Now, after Benjamini-Hochberg correction
a reconstructed pathway was declared as enriched if the p-value was below 0.05.
We then count the number of all di®erent signi¯cantly reconstructed pathways.
2.2 Task 2: Dependent component extraction
Dataset In this set, data are constructed which are as close as possible to
real EEG data with minor changes to ensure some ground truth which is, in
principle, detectable. While independent sources are often a useful assumption
recent research has focused on the analysis of brain connectivity. Therefore, the
objective of the research is the detection of dependent sources.
The data were constructed as a superposition of N = 19 sources measured
in as many sensors. Out of the 19 sources two were dependent and all others
were mutually independent. The construction was done in the following way.
We decomposed EEG data x(t) = (x1(t); :::; xN (t))T from one subject using the
TDSEP algorithm [14] as a Blind Source Separation in the standard way as
x(t) = As(t) (1)
with A being the mixing matrix and s(t) being the estimated independent source
activities. Two of the 19 sources were selected as being dependent. For notational
simplicity we denote the respective source indices as 1 and 2. The criterion for
dependence was the fact that the imaginary part of the coherency showed a
clear signal at around 10Hz. Generally, coherency between sources i and j at
frequency f is de¯ned as
Cij(f) =
< s^i(f)s^¤j (f) >p
< js^i(f)j2 >< js^j(f)j2 >
(2)
where s^i(f) is the short-time Fourier-transform of si(t) for each trial (or segment)
and <> denotes averaging over all trials/segments. For these data we chose
segments of 1 second duration giving a total of around 600 segments.
It can easily be shown that a signi¯cant non-vanishing imaginary part of
Cij(f) cannot be explained by a mixture of independent sources [15]. The rea-
son is that for mixtures of independent sources any coupling is caused by con-
tributions of the same source which has a phase delay of 0 or ¼ if the mixing
coe±cients have equal or opposite sign, respectively. In either case, the imaginary
part vanishes.
For the present data the spatial patterns of the two ICA-components, i.e.
the ¯rst two columns of the mixing matrix A, are shown in the upper panels of
Fig.1. The patterns indicate clear signals from frontal and occipital parts of the
brain, respectively. In the lower panels we show the power spectrum of the two
ICA-components and the imaginary part of coherency between the components.
Interestingly, the power at 10Hz is almost not visible in the frontal source, but
the imaginary part of coherency still indicates a clear interaction between the
sources at 10Hz.
The data y(t) were then constructed as
y(t) =
2X
i=1
aisi(t) +
NX
i=3
ai~si(t) (3)
where ai is the ith: column of the mixing matrix A. The time series ~si(t) were
all taken from real data from di®erent subjects. For each subject the data were
decomposed using ICA and the i:th original source si(t) (for i > 2) was replaced
by the i:th source of the i:th subject with ordering according to magnitude of
the ICA-components.
The task The task was to recover from y(t) the space spanned by the two
columns a1 and a2. It was not the task to recover the two columns separately
because for an interacting system the information given was not su±cient. It
would have been necessary to make additional, e.g. spatial assumptions, on the
nature of the sources to uniquely decompose the subspace into separate sources.
Although in this special case, having distinct topographies at opposite sides
of the scalp, such assumptions would have been both reasonable and easy to
implement we preferred to avoid additional complications.
Evaluation The geometrical relations between two subspaces can be de¯ned
in terms of the respective projectors on the respective subspace. If A^ = (a1;a2)
then
PA = A^
³
A^T A^
´¡1
A^T (4)
is a projector onto the space spanned by the columns a1 and a2, i.e. PA is
a projector onto the true subspace. Similarly, let PB be the projector on the
estimated 2-dimensional subspace. We then calculate the eigenvalues of
D = PAPBPA (5)
Writing the eigenvalues in descending order for two-dimensional subspaces only
the ¯rst two eigenvalues can be non-vanishing and all eigenvalues are in the
interval [0; 1]. The subspaces are identical if and only if the second eigenvalue is
equal to 1. For the data evaluation the value of this second eigenvalue was used
to asses how accurately the true subspace was recovered.
2.3 Task 3: Artifact removal in EEG data
Dataset This task contains two data sets: (1) 8-ch newborn EEG data, that are
e®ectively only six channels due to the connection of electrodes, not containing
any obvious artifact, and (2) an arti¯cial data that represent artifacts of di®erent
kind: unleaded electrode, eye blinking. Some example ¯gures can be found in
http://sisec.wiki.irisa.fr/.
The data from active sleep of a newborn individual were sampled at 128
Hz and have total length of two minutes. There is a mutual dependence within
the ¯rst four channels and also within the last four channels due to montage of
electrodes, so that only six channels of eight are really independent.
The task The data contains separately artifact and clean data, denoted a and
x. The task is to blindly separate a and x from y = a+ x. Participants have to
estimate x^ that minimizes the norm jjx^ ¡ xjj. Of course, just y is available for
the task.
Evaluation We measure the Euclidean distance between the original and the
reconstructed data.
Fig. 1. Upper panels: topographies of selected ICA components chosen as interacting
sources. Lower left panel: power spectrum of interacting sources. The blue line corre-
sponds to the frontal source (upper left panel) and the red line, having a pronounced
peak at around 10Hz, to the occipital source (upper right panel). Lower right panel:
Imaginary part of coherency between these two sources.
3 Results
3.1 Task 1: Source identi¯cation in microarray data
The task was processed by two independent groups. Chen et al. included prior
information by using network component analysis (NCA) [16] to reconstruct the
pathways. BlÄochl et al. applied a matrix factorization method using prior knowl-
edge encoded in a graph model (GraDe) [17], which was also presented at the
LVA/ICA workshop 2010. Chen et al. obtained 58 cancer relevant pathways, out
of which 8 have highly correlated expression pro¯les and were removed from the
analysis to decrease redundancy. BlÄochl et al. reconstructed 194 source pro¯les
or pathways (one for each microarray measurement).
Both groups separated all 10 pathways with at least one source pro¯le with
a p-value below 0.05 (Fisher's exact test). Reduced to source pro¯les that specif-
ically match to one pathway only, BlÄochl et al. separated 7 of 10 pathways and
Chen et al. 5 of 10. After FDR correction the number of enriched pathways
reconstructed using GraDe reduced to 5 whereas whereas the NCA approach
could not deliver any signi¯cantly enriched pathway. According to this task one
can assess that the GraDe approach outperformed the NCA approach. We hy-
pothesize that the better performance of the GraDe methods arises from the use
of a knowledge-based transcription factor network including pathway informa-
tion (TRANSPATH [18]) in contrast to a transcription factor network as prior
knowledge (TRANSFAC [19]) used in the NCA approach.
3.2 Task 2: Dependent component extraction
About task 2, we had one submission by Petr Tichavsky and Zbynel Koldovsky.
The contributers applied ICA to the data and analyzed the dependence between
the ICA components. Although they reported that the dependence was very
weak they were able to pick the right components. With a second eigenvalue of
0.9998 the space was reconstructed almost perfectly.
3.3 Task 3: Artifact removal in EEG data
Unfortunately, task 3 did not receive any attempt to solve it. Perhaps, task 3
was too di±cult, because a few channels were available and the dataset included
a large number of artifacts.
4 Conclusion
This paper provided the speci¯cations and results of the biomedical part of the
SiSEC2010. Our dataset included not only the EEG data that were commonly
addressed in previous biomedical campaigns, but also a microarray dataset. This
time, we had three entrants. In order to obtain more participants, we have to
reconsider how we can encourage to collaborate each other more e±ciently. We
invite all the willing participants to the continuous collaborative discussion on
future of, both biomedical source separation and other separation tasks than
biomedical and audio.
Acknowledgments: We would like to thank all the entrants, as well as P.
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