Abstract-Almost all recent researches on P2P systems focus on how to build a highly usable P2P overlay network. Researchers include small routing table, short query path and good robustness into their design objectives of overlay topology. In this paper, we present a general group theory method and define a new Cayley graph. Based on this Cayley graph, we propose a novel P2P overlay network called CHC, which has simple routing (searching) scheme and many other excellent properties such as short query path, high clustering and good robustness because of its symmetry. The performance is evaluated by simulation to show that CHC possesses shorter query path length and higher clustering and better robustness than several popular P2P overlay networks such as Chord and Ulysses.
I. INTRODUCTION
P2P has become a hot topic in the fields of resource sharing since file sharing, and many other applications which rely on wideband network. Centralized computing is not suitable for those applications because it is not scalable. P2P computing is invented to solve this problem and P2P DHT (Distributed Hash Table) which belongs to the structured P2P branch is introduced to overcome the inefficient problem of centralized and unstructured branches. One of the fundamental problems in P2P systems is resource locating. Almost all recent researches of P2P DHT [1] [2] [3] [4] [5] [6] [7] concentrate on how to lower the length of query path and reduce the size of routing table. However the uses' download behavior and requirement are not taken into consideration when they design the systems. In addition to searching, browsing is one of other important requirements when people use P2P filesharing systems, but as we know, current P2P DHT can hardly support efficient file browsing service. The main cause is that all P2P DHT are based on old graphs in interconnection networks such as ring, butterfly and CCC [8] , which are not designed for P2P systems, and thus don't provide the ability of semantic clustering. Therefore those graphs may not ease the overloading problem on the underlying network.
To remedy the disadvantages of the recent structured P2P system, it is necessary to introduce some characteristics of human society, i.e. small-world phenomena [9] , into the overlay network. The phenomena of small-world lead to the phenomena of community (clustering), which means that people with the same interests know each other with high probability (i.e. highly clustered). In order to introduce small-world features into P2P DHT, we define a new Cayley graph Γ, and then based on Γ, a novel P2P overlay network called CHC is also designed. In addition to efficient resource searching mechanism, CHC supports explicit grouping of peers, and thus supports effective resource browsing service. Both theoretical analysis and experimental evaluation show that CHC can reach low bound of routing table size and query path length at the same time.
Moreover, its robustness is also better as compared to Chord [1] and Ulysses [3] . We are primarily interested in the following features of P2P DHT network, which are also the design objectives: 1) Short query path: A desirable P2P network should achieve a short query path so that it can respond to a query quickly and thus reduce the load on the underlying network. A P2P network may consist of thousands or even millions of computers, so the scalability of our system should be ensured so that the average length of query path would not increase significantly as the number of peers in the overlay network become larger.
2) Reasonable size of routing table: Keeping the routing table in a reasonable size is another challenge when designing a scalable P2P overlay network. The minimal routing table size is beneficial to ensure faulttolerance while the maximal one is relevant for ensuring bounded maintenance cost [10] .
3) Reasonable cluster coefficient: [9] defines the clustering coefficient (CC1) as follows. Suppose that a vertex v has k v neighbors; then at most k v (k v −1)/2 edges can exist between them. Let C v denote the fraction of these allowable edges that actually exist. Then CC1 can be defined as the average of C v over all v. Non-zero cluster coefficient leads to the phenomena of clustering and community. Nevertheless, the greater CC1 is, the worse connected the network is, because a lot of links are wasted to increase CC1 of the graph. Therefore the balance between connectivity and CC1 should be achieved by CHC. 4) Self-configuration: It is not possible for a large scale P2P system to employ centralized server to provide joining, departing and searching services. For the sake of scalability, distributed network services are preferred. 5) Robustness: Robustness refers to the influence to the system performance due to faulty peers in the network. Our performance evaluation given in Section 5 shows that the robustness of CHC is excellent.
II. RELATED RESEARCH
The motivation for our research stems from the following fields:
A. Chord [1] Chord uses a 1-dimensional circular key space. The nodes have identifiers within that key space, and the node responsible for some key is the node whose identifier most closely follows the key in the circular numeric order (the key's successor). All nodes in Chord are arranged into a ring graph. In a m-bit Chord key space, each Chord node maintains two sets of neighbors: a successor list of k nodes that immediately follow it in the key space, and a finger list of O(log n) nodes spaced exponentially around the key space. The ith entry of the finger list of a node indexed by a points to the successor node of a+2 i . However, the routing and searching of Chord are complex and inefficient at the worst case since the static graph of Chord is not Cayley graph and so has no high symmetry.
B. CAN [2]
CAN is an (adjustable) constant degree DHT using a virtual d-dimensional Cartesian coordinate space to store (key, value)-pairs. The topology under the Cartesian coordinate space is a d-dimensional torus. Let T m,n = C m ×C n of length m and n be the Cartesian product of two cycles C m and C n . The componentwise addition + establishes a group Γ(Z m ×Z n , +) on its vertices, and clearly T m, n =G(Γ,{(0,±1),(±1,0)}). Hence the torus is a Cayley graph as well. However, the routing and searching of CAN are also complex and inefficient at the worst case since the static graph of CAN is also not Cayley graph and so has no high symmetry. [3] Ulysses is a P2P DHT based on the famous butterfly graph. By adding "shortcut" links between corresponding peers in different levels, the network traffic can be distributed among peers and the links equally. Moreover, the shortcut links also reduce the average length of routing path and the diameter of the graph. Ulysses can reach the diameter of Ο(log n / loglog n) and the routing table size of Ο(log n). Nevertheless, the static model is not Cayley graph and so routing and many other algorithms become complex. Also it does not offer the ability of grouping, which means that another overlay network with grouping capability should be introduced to satisfy the requirement of grouping in some applications. The idea of overlay over overlay not only causes network overloading problem but also adds to the complexity of system implementation. Besides, all peers are randomly connected in Ulysses, which makes it very difficult to find similar peers who share the same interests in the network. [11] The P2P network proposed by [11] is based on the famous software Gnutella. By adding links between similar peers and removing some rarely used links, peers with similar interests can be connected closer. To a certain extent, the content-based shortcuts not only reduce the query loading on the underlying network but also make browsing service available and efficient. However, the system is still unstructured, which means that only limited flooding, random walking or their hybrid searching schemes can be used. And whichever of the above mentioned 3 means is employed, the overloading problem can not be avoided. What is worse, this type of P2P network cannot be used to fulfill the requirement of explicit grouping.
C. Ulysses

D. Content-based Shortcut Gnutella
E. Small-world Network
Many biological, technological and social networks lie somewhere between regular and random graph. These systems can be highly clustered, like regular lattices, yet have small path lengths, like random graphs. Watts and Strogatz call this type of network small-world networks, by analogy with the small-world phenomenon [9] . Large CC1 and small path lengths are the most significant features of small-world networks.
F. Cayley Graph as Models of Small-world Networks
[12] presents a model of deterministic small-world network which is Cayley graph. We know that Cayley graphs have diverse applications in interconnection networks for parallel computing [13] [14] . Let G be a finite group. Assume that graph Σ =Cay(G, S) for some generating set of S of G, where the identity element e∉S and S −1 =S [15] [16] . Because Σ is symmetric, the CC1 of all nodes are the same, that is to say, only the CC1 of the vertex e is needed to be computed. The neighbor set of e is S. Assume that H⊆S and H∪{e} is a subgroup of G. Then if h 1 , h 2 ∈H, there must exists h 3 ∈H, so that h 1 =h 2 h 3 . Consequently, at least |H|(|H|−1)/2 edges exist among the neighbor set S of vertex e. If H can be chosen to be large, the CC1 of Σ will be large.
III. THE DEFINITION OF STATIC GRAPH Γ OF CHC
Every Cayley graph is vertex transitive, and thus using a Cayley graph as the static graph of P2P DHT has the benefit of distributing loading to all peers evenly [8] . In this section, definition of the static graph Γ of CHC is presented and then some properties of the graph which are essential to P2P systems are explored.
A. Terminology and Notation
In this section, x and y are assumed to be strings composed of digital or wildcard " * ". Throughout this paper, vertex, node and peer are used alternatively. So are graph and network. In addition, we will use vertex identifiers or peer identifiers for themselves respectively.
B. The Definition of Cayley Graph Γ
The definition and related terminology of Γ are presented in this section.
, that is, the direct product of the elementary abelian group of order 2 k and the cyclic group of order m =2 d . It is not difficult to prove that (0 k , 0) is the identity element of G, and for any element (c, r) of G, there exists its reverse element (-c, -r). Finally, we obtain, Proposition 1. G is a group. For any (c, r)∈G, c is referred to as group identifier, r as region identifier, and (c, r) as vertex identifier. In order to define Γ, a subset S of G should be given first. We compose S in two steps:
First, let S=∅. Then, links are added between different groups, by letting,
Finally, corresponding peers in different region should be connected to make the whole graph connected, so
Given a group G and its subset S, the definition of our graph Γ is clear:
is a Cayley graph defined on G and S, that is Γ =Cay(G, S).
Clearly, 1 −
= S S
, and so Γ is a simple graph. In this paper, we use Γ k,m to denote a graph Γ with parameters k and m.
C. Some Properties of Γ
The degree of a Cayley graph equals the cardinality of S, that is |S| = |S c | + |S r | = k+2d-1.
Proposition 2. Γ is a ( k+2d-1)-regular graph.
A random routing from (c 1 , r 1 ) to (c 3 , r 3 ) proceeds in two phases. In the first phase c 1 successively randomly change to c 3 . In the second phase, r 1 successively randomly change to r 3 . The pseudo-code for forwarding in a vertex is shown in algorithm 1. Γ is a Cayley graph, and thus the routing between two arbitrary vertices can be reduced to the routing from a special vertex to an arbitrary vertex. In order to compute the diameter of Γ, we only need to compute the maximal length of shortest paths from (0 k , 0) to other vertices. Then we obtain, Proposition 3. The diameter of Γ is at most equal to k
Note that the number of vertices n of Γ is 2 k+d . According to proposition 2, the degree of a vertex is k+2d-1<2log n, and thus we have, Proposition 4. The degree and diameter of Γ can both reach Ο(log n).
CC1 of Γ can be computed as follows. Given the vertex (0
} have 3d-3 links among them. Furthermore, no other edge exists among these types of neighbors. Thus, Proposition6.
One of the most significant features of small-world graph is that it's highly clustered, and thus its CC1 is much larger than random graph's (proportional to deg /n, where n is the number of vertices, and deg is average degree of vertices). CC1 of graph Γ and random graph is listed in Table 1 for comparison. All this graphs show the small-world phenomenon: CC1 Γ is larger.
Graph Γ has the feature of small routing length, small routing table and large CC1, which is listed in Section 3. Therefore it is hopeful to achieve excellent performance if we use Γ as the static graph of P2P DHT network. A set of algorithms on how to embed dynamic peers into Γ is presented in Section 4. IV. CHC PROTOCOLS Our P2P DHT uses Γ as its static graph. In this section, algorithms on how to embed peers into Γ to form a P2P DHT overlay called CHC are presented.
A. The Identifier Space
Every peer in CHC is identified by a unique 2-tuple (c, r) which is defined as
where k, m and l are three integral parameters of CHC and l < k. In this paper, we use CHC(a, b ,c) to denote that a system with parameters k = a, m= b and l = c.
The identifier of CHC differs from Γ. c are strings that consist of "0", "1" or " * ". The " * " wildcard will match any character of "0" and "1".
There
, r)}, where c must contain c 1 c 2 …c l and the " * " wildcard will match any character of "0" and "1".
B. The Topology of CHC
The topology of CHC captures the link structure of Γ. Because a peer is obtained by merging vertices in Γ, so two peers P and P′ is adjacent if there exits two vertices (c,r)∈ VSet(P) and (c′,l)∈VSet(P′), so that (c, r) and (c′,l) is adjacent in Γ. 
C. Distributing the Hash Table
In order to distribute the hash table items among peers, file names and searching keywords are hashed to a 2-tuple key (α,γ) where α is a fixed-length string, and γ∈Z m . Actually, the keys' identifier space equals the vertices' identifier space in Γ. The real network location of a resource (i.e. the value of the key) with hash key (α,γ) is stored at a peer (c,γ) and (α,γ) belongs to the zone VSet(c, γ) of responsibility of (c, γ). Here c 1 c 2 …c l is a prefix of α when c =c 1 c 2 …c l * k−l .
D. Routing in CHC
There are two purposes of routing in CHC. One is to find a peer with a given identifier and the other is to locate a given hash key. However, they can be reduced into one problem. If the identifier of a peer is viewed as a hash key, then the peer would be responsible for its identifier. Therefore, the routing problem is actually to find a path to a peer that is responsible for a given identifier (i.e. identifier of a peer or hash key of a resource). A random routing in CHC is similar to the routing in Γ except that here only non-fault peers are considered. Forwarding operations at a peer in CHC are shown in the algorithm 2, where the fault-tolerance is considered.
The algorithm 2 corrects one bit of differences between the identifier of the source and the destination per step. Note that the algorithm 2 guarantees that the routing path is the shortest one when the query is successful. However the query can fail even if there exists a path from the source to the destination. Input: The current peer's identifier (c 1 , r 1 As an example, we consider the routing from (00 * ,0) to (11 * ,3) when the node (11 * ,0) is fault. According to Algorithm 2, in this case, the routing from (00 * ,0) to (11 * ,3) can be as follows: (00 * ,0)→(10 * ,0)→(10 * ,1)→(11 * ,1) →(11 * ,3).
E. Joining in CHC
We first sort the identifiers (c 1 , r 1 ) and (c 2 , r 2 ). We set (c 1 , r 1 ) < (c 2 , r 2 ) when c 1 = c 2 and r 1 <r 2, and (c 1 , r 1 )<(c 2 , r 2 ) when c 1 <c 2 . 
F. Departure in CHC
Before a peer leaves CHC, it should clean up all its routing table and hash table items, which is included in the departing algorithm. Otherwise, the departure is ungraceful. As compared to graceful departure, failure detection phase is required before the cleaning-up operation. Two mechanisms including sending "Hello" message to neighbors or asynchronous mechanism can be used for failure detection [3] . Once a faulty peer is detected, its neighbor starts the housekeeping operation on the behalf of it.
When a peer, say P1, needs to leave the network, it should first find the peer P2 which has the maximal identifier among all peers that have the same group identifier as P1, replace P1 by P2 and let the routing table and hash table of P2 be the same as P1. Then update the peer of maximal identifier among all peers that have the same group identifiers as P1 in CHC.
In a dynamic network, peers can join and leave at any time. We expect that the operations of the above joining and leaving in CHC can preserve with high probability the basis structure of Γ, and the consequent attractive properties of the structure.
V. PERFORMANCE EVALUATION
In this section, some important performance metrics are measured using system simulation.
A. Metrics and System Model
The performance metrics used in our evaluation include, 1) Query path length: In Section 5.2, a set of simulation is performed to evaluate the query performance which is measured in average routing path length.
2) Routing 3) Robustness: In Section 5.4, the situation when different percentages of peers become faulty in CHC is simulated to evaluate the robustness of CHC. We use the probability that a query ends in failure and the query path length of the successful queries as the metric for robustness evaluation.
4) The Percentage of intra-group neighbors (PIN): One issue that CHC tackles to solve is how to provide effective browsing service. In Section 5.5, we use the percentage of intra-group neighbors as metric to measure the quality of browsing service. The percentage of intra-group neighbors of a peer P, denoted by PIN p , is defined as the ratio of P's neighbors, whose expected group identifiers is the same as P, to all P's neighbors. Then PIN of a P2P overlay is defined as the average of PIN p over all peers P. 5) Small-world features: In Section 5.6, we try to verify that the CHC topology belongs to the type of smallworld graph. Therefore, CC1 of CHC is calculated.
A type of system parameters used for all tests cases is m=32, k=32 and l=3, 4, 5,…,15, which implies the size of the network ranges from 256 to 1M. All evaluation is performed within a single process with no network communication actually exists. We use logical hops instead of the real response time (including response time of a peer and the time required for routing from one peer to another in the underlying physical network) to test the query performance, so the settings and environment of physical network and the computer used for evaluation are not important.
A CHC topology with a specified number of peers is first constructed using the joining algorithm illustrated in algorithm 3. After finishing topology construction, no peer will join in or leave the system during the evaluation process. Then the average size of routing table, PIN and CC1 in this network are calculated. In Section 5.2, it is supposed that the system is reliable, which means that no faulty peers exist in the network. In Section 5.4, all faulty peers are generated in the previously constructed network before robustness evaluation starts. Then in these two sections, two peers are randomly picked up according to some strategies, and the routing algorithm in algorithm 2 is applied to find out how many logical hops are required to route from one peer to another.
B. Query Path Length
One type of simulation used to evaluate this metric of query path length is to find the number of hops required for routing path between two randomly selected peers. We call this type of simulation random routing simulation or simply routing simulation if the context is clear. We have conducted a routing simulation for CHC, Chord, CAN and Ulysses of different sizes varying from 256 to 1M (data for Chord, CAN and Ulysses come from [3] ). The average query path lengths for these four classes of networks as a function of the number of peers are plotted in Figure 3 . We can see from Figure 3 that the average query path length of CHC is in accord with the result in Proposition 4, which is less than 9 when the number of peers reaches around 1M. 
C. Size of Routing Table
According to proposition 2, the degree, i.e. the routing table of a peer in CHC, relates to k , l and m, which means that the size of routing table increases with the network size. Figure 4 plots the average sizes of routing tables for CHC, Chord, CAN and Ulysses of different sizes varying from 256 to 1M. The average size of routing table is about 24 when there are 1M peers in CHC, which is little larger than ones in other three networks. But it has better robustness seen as follows. 
D. Robustness
In this section, we have conducted a simulation to compute the probability that a query ends in failure and the average lengths of successful routings when different percentages of peers become faulty in a network with 1M peers for CHC, Chord, CAN and Ulysses. The percentage of faulty peers ranges from 0% to 20% during simulation, and for a given percentage of faulty peers, these two metrics are measured by averaging the corresponding values of 1M times running the random routing algorithm in the network. The probablity that a peer fails The probabilty that a query fails The probability that a peer fails The average length of successful routing CHC Chord CAN Ulysses b) Figure 5 . The probability that a routing fails and the average length of successful routings in a network with 1M peers Figure 5a ) plots the probability that a routing ends in failure as a function of the probability of peer failure. Note that our tests include the instances where the source and/or the destination of a query are faulty, which means that when the probability of peer failure is 20%, at least 36% of routing failure can not be avoided. From Figure  4a ), for the same failure percentage, the probability that a routing fails in CHC is much lower than one in Ulysses and Chord. For example, when 20% peers become faulty in the network, only about 39% of routing fails in CHC, in contrast to 68% in Ulysses and 98% in Chord. Figure 5b ) plots the average hops required for successful routings. The even curve in this figure indicates that the routing length is rarely influenced by faulty peers in CHC, in contrast to the routing length increasing remarkably in Ulysses. For example, the average length of routing path is about 8.5 in CHC without fault peers, and it is also about 8.5 when the percentage of faulty peers reaches 20%. Figure 6 plots the average percentage of intra-group neighbors in networks of different sizes for CHC, Chord, CAN and Ulysses. We can see from this figure that the percentage of intra-group neighbors for CHC is more than 0.40, while the percentages of intra-group neighbors almost all are zero for the others. For example, when the network size is 1M, about 40% of the neighbors of a peer have the same expected group identifier with this peer. Because in this case the average size of the routing table is 24, that is to say that on the average every peer has 10 intra-group neighbors, which is very useful for browsing service. 
E. Percentage of Intra-group Neighbors
F. Small-world Features
The topology of CHC captures the link structure of Γ, so it also captures its small-world phenomenon. Figure 7 plots the clustering coefficients of CHC, Chord, CAN and Ulysses. It's clear from this legend that CHC is highly clustered, while the clustering coefficients for the other networks almost all are 0.This indicates that the CHC topology conforms to small-world features [9] , and thus is a small-world graph. In this paper, we define a new Cayley graph Γ with small-world features. We try to simulate the human society by introducing a group identifier to Γ. Then the degree, diameter and CC1 of the graph is carefully computed to demonstrate that Γ is a small-world graph and a suitable static model for P2P overlay network. In the later sections, the protocols of P2P DHT network CHC are proposed to capture the static structure in high dynamic environment. In CHC excellent routing performance is obtained while keeping the routing table small. Furthermore, the robustness of CHC is also better than that of other protocols like Ulysses and Chord. And what is more, the explicit grouping mechanism of CHC enables us to implement effective resource browsing service and also topic-based publish/subscribe system in P2P DHT network.
Our further work will focus on how to adjust the number of group (that is m) in CHC according to the network size, balancing parameter k, and implementation of CHC for multicast and other applications. We must emphasize that our method possesses generality and may be applied to P2P systems of diverse features.
