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The p-canonical basis for Hecke algebras
Lars Thorge Jensen and Geordie Williamson
Abstract. We describe a positive characteristic analogue of the
Kazhdan-Lusztig basis of the Hecke algebra of a crystallographic
Coxeter system and investigate some of its properties. Using So-
ergel calculus we describe an algorithm to calculate this basis. We
outline some known or expected applications in modular represen-
tation theory. We conclude by giving several examples.
1. Introduction
One consequence of categorification is that it often leads to a “canon-
ical” basis in the structure being categorified. Canonical bases have nu-
merous remarkable applications in representation theory and beyond.
The first examples of canonical bases are the Kazhdan-Lusztig basis
of Hecke algebras and the canonical basis of quantum groups. These
bases have geometric origins, arising as the shadow of a sheaf (an inter-
section cohomology sheaf) on a variety. That one should obtain inter-
esting bases in this way is, in some sense, predicted by Grothendieck’s
function-sheaf correspondence.1
More recently, considerable progress has been made via algebraic
approaches to categorification. Here the canonical basis arises as the
2000 Mathematics Subject Classification. Primary 20C20, Secondary 20C08,
17B10, 14M15.
1Grothendieck’s correspondence can be seen as an early encouragement to pur-
sue categorification, by replacing a function (an object of a set) by a sheaf or
D-module (an object of a category). Despite many more examples illustrating
the power of this correspondence (e.g. Lusztig’s theory of character sheaves, the
geometric Langlands program, . . . ), it still seems remarkable that Grothendieck’s
prophecy really works!
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2 LARS THORGE JENSEN AND GEORDIE WILLIAMSON
shadow of a simple or indecomposable projective module over an al-
gebra. For example, the canonical basis of the quantum group is re-
alized in simply laced type as the classes in the Grothendieck group
of indecomposable projective modules for KLR algebras (see [VV11]).
Similarly, the Kazhdan-Lusztig basis arises as the classes of indecom-
posable Soergel bimodules (see [EW14]). The passage between algebra
and geometry is made by realizing an algebra as an extension algebra
of geometric origin [Rou12, VV11, Soe01].
The canonical basis (or rather, the base change matrix between
the canonical basis and a standard basis) usually records multiplici-
ties in categories of interest in representation theory, which are defined
over a field of characteristic 0. This is reflected by the choice of co-
efficients of characteristic zero (both in the geometric and algebraic
settings). Usually it is only via appeal to powerful geometric theorems
(e.g. [Del80, BBD82, Sai90, dCM09]) that one has an algorithm
to compute the canonical basis (however see [EW14]).
There are several questions in modular representation theory where
certain multiplicities are expected to be given in terms of a canonical
basis. Famous examples include Lusztig’s conjecture for simple rational
modules for algebraic groups [Lus80], the LLT conjecture for represen-
tations of Hecke algebras at roots of unity [LLT96, Ari96], and the
James conjecture on representations of the symmetric group [Jam90].
These conjectures predict that the situation in characteristic 0 agrees
with the one in characteristic p≫ 0, sometimes state an explicit bound
on the “bad” primes to exclude, but usually aren’t so bold as to make
any statement about what happens for small p.
However recent work by several authors suggests a different way
of thinking about this problem. Namely, in important examples there
exists a “p-canonical basis” for each choice of prime number p. The p-
canonical basis has the same indexing set as the usual canonical basis,
and each of its elements agrees with the corresponding element of the
canonical basis for large enough p, but may differ from it for small
p. One hopes that the p-canonical basis gives the correct answer in
representation theory in characteristic p. Examples of this phenomenon
include:
(1) The work of Grojnowski, Ariki and others [Gro99, Ari96]
identifying the Grothendieck group of the category of repre-
sentations of all symmetric groups with the basic representa-
tion of an affine Lie algebra. Here the p-canonical basis is
defined via the classes of indecomposable projective modules,
and hence the p-canonical basis contains deep information in
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modular representation essentially by definition. (It is from
[Gro99] that we first learnt the term p-canonical basis.)
(2) The work of Soergel [Soe00], connecting certain multiplicities
in the rational representation theory of algebraic groups with
indecomposable summands of Bott-Samelson sheaves. Subse-
quent work (e.g. [JMW14a, WB12]) shows that Soergel’s
results may be restated as giving these multiplicities in terms
of coefficients of the p-canonical basis of the Hecke algebra of
the finite Weyl group.
(3) A recent conjecture of Riche and the second author, which
predicts that the characters of indecomposable tilting modules
for algebraic groups should be given in terms of coefficients of
the p-canonical basis in the anti-spherical module of the affine
Weyl group. By Schur-Weyl duality this conjecture implies
that all decomposition numbers for symmetric groups occur
as coefficients in this basis. In contrast to (1), this equiva-
lence is not “by definition”, and might lead to more efficient
algorithms. In recent work, Riche and the second author have
confirmed their conjecture for the general linear group.
The above approach breaks problems in modular representation
theory into two subproblems. First one should connect the problem
in representation theory to the p-canonical basis, and then one should
calculate the p-canonical basis. In general the second step seems to
be extremely difficult, and it is possibly too optimistic to expect an
answer in general [Wil13]. However at the very least this approach has
the potential to unify questions in modular representation theory (just
as different questions may have answers given by the same Kazhdan-
Lusztig polynomials). Also, there are combinatorial constraints on the
p-canonical basis which make the situation very rigid, and might merit
further investigation.
1.1. In this paper we recall the definition of and study the p-
canonical basis of the Hecke algebra of a crystallographic Coxeter sys-
tem (W,S) (see [Wil12] where the definition appears in print for the
first time). To motivate its definition, we first recall how the Kazhdan-
Lusztig basis arises from categorification. In the introduction, let us
assume that W is the Weyl group of a complex reductive group G with
a maximal torus T . Let B ⊂ G denote the Borel subgroup correspond-
ing to the simple reflections S ⊂W .
The Hecke algebra H of (W,S) has two (essentially equivalent)
categorifications, often referred to loosely as the Hecke category:
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(1) Geometric: The additive, monoidal (under convolution) cate-
gory of B-biequivariant semi-simple complexes on G: the full
subcategory of the equivariant derived category DbB×B(G,Q)
consisting of direct sums of shifts of equivariant intersection
cohomology complexes.
(2) Algebraic: The monoidal category of Soergel bimodules: a
certain full subcategory of the monoidal category of graded R-
bimodules, where R denotes the regular functions on the Lie
algebra of the maximal torus T .
In the first setting, the Kazhdan-Lusztig basis arises as the graded
dimensions of stalks of the intersection cohomology complexes (see
[KL80]). In the second case, the Kazhdan-Lusztig basis is realized
as the characters of the indecomposable self-dual Soergel bimodules
(see [Soe98, EW14]).
In [EW13] the monoidal category of Soergel bimodules is described
by generators and relations, following earlier work by Elias [Eli13],
Elias-Khovanov [EK10] and Libedinsky [Lib10] (we recall this de-
scription in detail below). The upshot is that there exists a graded
monoidal category H which is defined over the integers, and whose
extension of scalars to Q is equivalent to Soergel bimodules. Hence
one can think of H as an integral form of the Hecke category. For
any field k we can consider the extension of scalars kH to k and it is
proved in [EW13] that one has an canonical “character” isomorphism
of Z[v, v−1]-algebras
ch ∶ [kH] ∼Ð→ H
between the split Grothendieck group of kH and the Hecke algebra.
Hence for any field kH provides a categorification of the Hecke algebra.2
(Note that while the coefficients of H change, the Grothendieck group
is always the same Hecke algebra over Z[v, v−1].)
In [EW13] the indecomposable objects of kH are classified, follow-
ing Soergel’s classification of the indecomposable Soergel bimodules in
[Soe07]. It turns out that for all w ∈W there exists an indecomposable
object kBw ∈ kH, and that any indecomposable object is isomorphic to
a grading shift of kBw for some w ∈W . The p-canonical basis is defined
as the character of this indecomposable object:
pHw ∶= ch(kBw)
where p denotes the characteristic of k. From basic properties of kH
it is easy to see that {pHw ∣ w ∈ W} is a basis for the Hecke algebra
2There is a minor additional technical assumption if the characteristic of k is
2. We ignore this point in the introduction.
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which only depends on the characteristic of k, and that its structure
constants are positive (see Proposition 4.2). Moreover, because QH is
equivalent to Soergel bimodules with Q-coefficients, {0Hw ∣ w ∈ W} is
the Kazhdan-Lusztig basis.
1.2. In this subsection we outline the connection between the p-
canonical basis and parity sheaves on (affine) flag varieties. The reader
unfamiliar with affine flag varieties may keep the important case of a
(finite) flag variety in mind.
To any based root datum we can associate a connected, reductive
algebraic group scheme G over Z with Borel subgroup B ⊆ G and
maximal torus T ⊆ B ⊆ G. In the finite case, let X denote the C-points
of the flag variety F l ∶= G/B with its classical metric topology.
In the affine setting, define the loop group LG (resp. positive loop
group L+G) of G as the Z-functor given by R ↦ G(R((t))) (resp. R ↦
G(R[[t]])). Denote by I the Iwahori subgroup given by the inverse
image of B under the morphism L+G → G induced by t ↦ 0. In this
case we defineX to be the C-points of the affine flag variety F la ∶= LG/I
viewed as ind-variety (see [Go¨r10] for more information).
In both settings we have an (Iwahori)-Bruhat decomposition ex-
pressing the corresponding flag variety as a disjoint union of left B(C)
(resp. I(C))-orbits indexed by the (extended affine) Weyl group. The
closure relation is given by the Bruhat order. Note that the affine flag
variety is isomorphic as an ind-variety to a suitable disjoint union of
Kac-Moody flag varieties (see e.g. [Kum02]).
Fix a field k of coefficients. We may consider DbH(X) the H-
equivariant bounded derived category of k-sheaves where H is either
B(C) or I(C) depending on the setting (see [BL94] for more informa-
tion about equivariant derived categories). In [JMW14a, §4.1] Juteau,
Mautner and the second author introduce and prove the existence of
parity sheaves on generalized flag varieties, a class of objects in DbH(X)
whose stalks satisfy a cohomological parity vanishing condition (for the
trivial pariversity function). Their work was motivated by Soergel’s
idea to consider another class of objects as “replacements” for inter-
section cohomology complexes with positive characteristic coefficients
(see [Soe00]). Observe that while X is still a variety (resp. an ind-
variety) over C equipped with its classical topology, the coefficients of
the sheaves we are studying may lie in a field of positive characteristic.
The theory of parity sheaves parallels the theory of perverse sheaves
in the following points:
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(1) indecomposable parity sheaves are classified analogously to
simple perverse sheaves, being up to isomorphism the unique
extension of an irreducible local system on a stratum;
(2) in our setting, if the coefficients are a field of characteristic
zero the intersection cohomology sheaves are parity sheaves.
But while the decomposition theorem for perverse sheaves fails in posi-
tive characteristic, the pushforward along a proper, even, stratified map
preserves parity sheaves and it is possible to calculate the multiplicities
of the occurring indecomposable parity sheaves via intersection forms
(see [JMW14a, §3.3.]). Thus parity sheaves are particularly interest-
ing in the case of positive characteristic coefficients.
Parity sheaves on various varieties have also been used for cate-
gorification. In [Mak15] Maksimau realizes Lusztig’s integral form of
the positive half of the quantum group associated to a Dynkin quiver
as a coalgebra geometrically, by considering parity sheaves on quiver
moduli spaces. In our setting, parity sheaves also give canonical bases
of the Hecke algebra. If the coefficients are a field of characteristic
zero, then the graded dimensions of stalks of parity sheaves give the
Kazhdan-Lusztig basis (as mentioned above, see [KL80, Spr82]). For
a field of positive characteristic the indecomposable parity sheaves re-
alize the p-canonical basis in this way (see [WB12] in the setting of
the flag variety)3.
From this perspective, analyzing when the p-canonical basis differs
from the Kazhdan-Lusztig basis has several interesting geometric impli-
cations. First of all, it allows one to study the failure of the decompo-
sition theorem in the modular setting (see [JMW14a, §3]). Secondly,
there are close connections between the decomposition matrix for inter-
section cohomology complexes and the base change matrix between the
Kazhdan-Lusztig and the p-canonical basis. In [AR14, Theorem 2.6]
Achar and Riche show that the base change matrix gives a q-refinement
of the decomposition matrix on the Langlands dual flag variety. More-
over, in [Wil14] the second author proves that certain base change
coefficients and decomposition numbers coincide and uses this to give
an example of a reducible characteristic variety in type A. Non-trivial
decomposition numbers for an intersection cohomology complex can
only occur when the characteristic variety of the corresponding regular
holonomic DX-module is reducible (see [VW13]).
3In many settings this statement follows from [Soe07, FW14, AR13]. In the
generality discussed in this paper this result will appear in [RW15].
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1.3. This article gives a survey on known results about the p-
canonical basis and its main purpose is to discuss an algorithm to calcu-
late the p-canonical basis. This algorithm relies heavily on the diagram-
matic description of the Hecke category H. Motivated by de Cataldo
and Migliorini’s proof of the decomposition theorem (see [dCM09]),
the second author showed in [JMW14a, §3.3] together with Juteau
and Mautner that certain intersection forms govern the decomposition
behaviour of the pushforward of the constant sheaf along a surjec-
tive, stratified, even resolution of singularities. In the diagrammatic
framework this algorithm becomes more feasible, thanks to an explicit
description of bases of Hom spaces. This leads to the algorithm de-
scribed in this paper. We conclude the paper by giving many examples
to show that the p-canonical basis may depend in a subtle way on p.
1.4. Structure of the Paper:
Section 2: We introduce notation and recall important results
about the Hecke algebra and Soergel calculus.
Section 3: After recalling the definition of the p-canonical basis,
we explain how to calculate it using intersection forms.
Section 4: The elementary properties of the p-canonical basis
are stated and proved.
Section 5: We give several new and interesting examples of the
p-canonical basis.
1.5. Acknowledgements. We would like to thank Ben Elias for
very valuable comments and some minor corrections. We would also
like to thank Nicolas Libedinsky for his feedback and the Max Planck
Institute of Mathematics for financial support.
2. Background
2.1. Coxeter Systems and Based Root Data. Let S be a finite
set and (ms,t)s,t∈S be a matrix with entries in N∪{∞} such that ms,s = 1
and ms,t =mt,s ⩾ 2 for all s ≠ t ∈ S. Denote by W the group generated
by S subject to the relations (st)ms,t = 1 for s, t ∈ S with ms,t < ∞.
We say that (W,S) is a Coxeter system and W a Coxeter group. The
Coxeter group W comes equipped with a length function l ∶ W → N
and the Bruhat order ⩽ (see [Hum90] for more details). A Coxeter
system (W,S) is called crystallographic if ms,t ∈ {2,3,4,6,∞} for all
s, t ∈ S.
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Define an expression to be a finite sequence of elements in S. We
denote by
Ex(S) ∶= {∅} ∪ ⋃
i∈N∖{0}S × ⋅ ⋅ ⋅ × S´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i-times
the set of all expressions in S. For an expression w = (s1, s2, . . . , sn)
denote its length by l(w) = n. The multiplication gives a canonical map
Ex(S) →W , w ↦ w●. An expression w in S is called reduced if l(w) =
l(w●). For an expression w = (s1, s2, . . . , sn) in S a subexpression of w is
a sequence we = (se11 , se22 , . . . senn ) where ei ∈ {0,1} for all i. The sequence
e = (e1, e2, . . . , ek) is called the associated 01-sequence. We usually
decorate e as follows: For 1 ⩽ k ⩽ n denote by w⩽k ∶= (s1, s2, . . . , sk) the
first k terms and set wk ∶= (we⩽k⩽k )●. Assign to ei a decoration di ∈ {U,D}
where U stands for Up and D for Down as follows:
di ∶= ⎧⎪⎪⎨⎪⎪⎩U if wi−1si > wi−1,D if wi−1si < wi−1.
We often write the decorated sequence as (d1e1, d2e2, . . . , dnen). The
defect of e is defined to be
df(e) ∶= ∣{i ∣ diei = U0}∣ − ∣{i ∣ diei =D0}∣.
To illustrate the definitions, consider for example the case S = {s, t}
and ms,t = mt,s = 3 (i.e. type A2). The reduced expression (s, t, s)
admits two decorated 01-sequences expressing s:(U1, U0,D0) of defect 0(U0, U0, U1) of defect 2
Recall that given an abstract root datum Ψ = (X,Φ,X∨,Φ∨) and a
basis ∆ ⊆ Φ the quadruple Ψ0 = (X,∆,X∨,∆∨) is called a based root
datum where ∆∨ is the set of simple coroots (see [Spr89, §7.4] for the
definition of a root datum). From now on, fix a based root datum
Ψ0. The matrix (⟨αs, α∨t ⟩)s,t∈S is called the Cartan matrix associated
to this based root datum. By the existence theorem (see [SGA70,
Expose´ XXV, The´ore`me 1.1]), starting from Ψ0 we get G, a split con-
nected reductive algebraic group scheme over Z, together with a Borel
subgroup B ⊆ G and a maximal torus T ⊆ B ⊆ G such that the root
datum determined by (G,T ) and the basis given by the simple roots
whose root groups are contained in B give the corresponding based
root datum Ψ0. For a root α ∈ Φ we define the corresponding reflection
on X via
sαλ ∶= λ − ⟨λ,α∨⟩α for all λ ∈X.
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We denote the Weyl group of Φ by W ∶= ⟨sα ∣ α ∈ Φ⟩.
For S ∶= {sα ∣ α ∈ ∆} the triple (X∨,∆,∆∨) gives a (not necessarily
symmetric) faithful realization of the Coxeter system (W,S) over Z (as
defined in the appendix of [Eli13]). Fix a commutative ring k. Then
kV ∶= X∨ ⊗Z k yields a (potentially non-faithful) realization of (W,S)
over k. Set kV ∗ ∶= Homk(kV, k) and note that kV ∗ is isomorphic to
X ⊗Z k. Throughout we will assume the following:
Assumption 2.1 (Demazure Surjectivity). The maps αs ∶ kV → k and
α∨s ∶ kV ∗ → k are surjective for all s ∈ S.
This is automatically satisfied if 2 is invertible in k or if the Coxeter
system (W,S) is of simply-laced type and of rank ∣S∣ ⩾ 2.
We denote by R = S(kV ∗) the symmetric algebra of kV ∗ over k and
view it as a graded ring with kV ∗ in degree 2. The action of W on kV
induces an action on R by functoriality. For any s ∈ S we define the
Demazure operator ∂s ∶ R → R(−2) via
∂s(f) ∶= f − s(f)
αs
where (1) denotes the grading shift down by one: Given a graded R-
bimodule B = ⊕i∈ZBi, we denote by B(1) the shifted bimodule with
B(1)i = Bi+1. Observe that ∂s is a well-defined graded Rs-bimodule
homomorphism (see [EW13, §3.3] for more details).
2.2. The Hecke Algebra. The Hecke algebra is the free Z[v, v−1]-
algebra with {Hw ∣ w ∈W} as basis and multiplication determined by:
H2s = (v−1 − v)Hs + 1 for all s ∈ S,
HxHy =Hxy if l(x) + l(y) = l(xy).
There is a unique Z-linear involution (−) on H satisfying v = v−1
and Hx = H−1x−1 . The Kazhdan-Lusztig basis element Hx is the unique
element in Hx + ∑y<x vZ[v]Hy that is invariant under (−). This is
Soergel’s normalization from [Soe97] of a basis introduced originally
in [KL79].
2.3. Soergel Calculus. We define an S-graph to be a finite, dec-
orated, planar graph with boundary properly embedded in the planar
strip R× [0,1] whose edges are coloured by S and all of whose vertices
are of the following types:
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univalent vertices (“dots”) of degree 1,
trivalent vertices of degree −1,
2ms,t-valent vertices of degree 0,
where we require the 2ms,t-valent vertex to have exactly 2ms,t edges,
coloured alternately by s and t around the vertex.
The regions of an S-graph (i.e. the connected components of the
complement of the graph in R × [0,1]) may be decorated by homoge-
neous elements of R. The degree of a decorated S-graph is defined as
the sum of the degrees of its vertices and of the degrees of the polyno-
mials decorating its regions.
Next, we introduce the diagrammatic category of Soergel bimod-
ules. The main reference for this is [EW13] (see also [Eli13] in the
dihedral case and [EK10] in type A).
Let HBS be the strict monoidal category with Z-graded Hom-spaces
which is monoidally generated by the elements in S. Thus the objects
of HBS are given by Ex(S) and the monoidal structure on the level
of objects is given by concatenation of sequences in S. For any x, y ∈
Ex(S), HomHBS(x, y) is defined to be the free R-module generated by
isotopy classes of decorated S-graphs with bottom boundary x and top
boundary y modulo the local relations below. The composition (resp.
tensor product) of two morphisms is given by vertical (resp. horizontal)
concatenation of diagrams.
We now recall the relations defining HBS:
2.3.1. One-colour Relations. For all s ∈ S we have:● Frobenius Unit:
(1) =
● Frobenius Associativity:
(2) =
THE p-CANONICAL BASIS FOR HECKE ALGEBRAS 11● Needle Relation:
(3) = 0
● Barbell Relation:
(4) = αs
● Nil Hecke Relation:
(5) f = sf + ∂s(f)
2.3.2. Two-colour Relations. There are two colour relations for all
pairs s, t ∈ S such that ms,t < ∞ (so that the 2mst-valent vertex is
defined).
The first two-colour relation is called Two-colour Associativity and
describes what happens what happens when we pull a trivalent vertex
through a 2ms,t-valent vertex. We give it for ms,t ∈ {2,3,4} and let the
reader guess the general form (see [Eli13, (6.12)]):
= if ms,t = 2 (type A1 ×A1),
= if ms,t = 3 (type A2),
= if ms,t = 4 (type B2).
The next two-colour relation is called Jones-Wenzl Relation and
expresses a 2ms,t-valent with a dot on one strand as a linear combina-
tion of diagrams in which only dots and trivalent vertices appear. We
state it only for ms,t ∈ {2,3,4} and refer the reader to [Eli13] for more
detail:
= if ms,t = 2,
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= + if ms,t = 3,
= + +
− ⟨αs, α∨t ⟩ − ⟨αt, α∨s ⟩
if ms,t = 4.
2.3.3. Three-Colour Relations. We do not repeat the definition of
the Zamolodchikov relations or “higher braid relations” here. The
reader can find them in [EW13, §1.4.3] and is referred to [EW12] for
more detail on the topological origins of the Zamolodchikov relations.
2.4. Light Leaves and Double Leaves. In this section we briefly
discuss how to describe bases for morphism spaces in HBS. Fix an
expression w and a reduced expression x. In [EW13, §6.1] it is de-
scribed how one may associate a “light leaves morphism” LLw,e ∈
HomHBS(w,x) to each subexpression e of w such that (we)● = x. We
will not need the explicit construction here, but the reader is encour-
aged to consult [EW13, §6.1] to follow our examples. The construction
of light leaves follows a construction of Libedinsky for Soergel bimod-
ules [Lib08] and depends on certain additional non-canonical choices.
In the special case of x = e, the identity of W , we get (see [EW13,
Proposition 6.12]):
Proposition 2.2. The set of all light leaves indexed by subsequences e
of w expressing the identity of W gives an R-basis of HomHBS(w,∅).
For an S-graph D denote by D the S-graph obtained by flipping
the diagram upside down. This induces a contravariant equivalence on
the monoidal category HBS fixing all objects.
Out of light leaves one can construct double leaves as follows. Let
x and y be arbitrary expressions in S. For any subsequences e (resp.
f) of x (resp. y) both expressing w ∈W define LLw,e,f ∶= LLy,f ○ LLx,e.
The following result can be found in [EW13, Theorem 6.11] (and was
proved earlier in the setting of Soergel bimodules by Libedinsky in
[Lib15]):
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Theorem 2.3. The set of all double leaves ranging over all w ∈W and
pairs of subsequences e (resp. f) of x (resp. y) both expressing w gives
an R-basis of HomHBS(x, y).
2.5. The Diagrammatic Category: Properties. Note that all
relations in HBS are homogeneous for our grading on S-graphs and
thus HBS is a category enriched in graded left R-modules; multiplying
an S-graph D with a homogeneous polynomial f ∈ R from the left is
defined by decorating the leftmost region of D with f .
Let H be the Karoubian envelope of the graded version of the ad-
ditive closure of HBS, in symbols H = Kar(HBS). We call H the
diagrammatic category of Soergel bimodules. In other words, in the
passage from HBS to H we first allow direct sums and grading shifts
(restricting to degree preserving homomorphisms) and then the taking
of direct summands. The following properties can be found in [EW13,
Lemma 6.24, Theorem 6.25 and Corollary 6.26]:
Theorem 2.4 (Properties of H).
Let k be a complete local ring (e.g. a field or the p-adic integers Zp).
(1) H is a Krull-Schmidt category.
(2) For all w ∈ W there exists a unique, indecomposable object
Bw ∈ H which is a direct summand of w for any reduced ex-
pression w of w and which is not isomorphic to a grading shift
of any direct summand of any expression v for v < w. The
object Bw does not depend up to isomorphism on the reduced
expression w of w.
(3) The set {Bw ∣ w ∈ W} gives a complete set of representatives
of the isomorphism classes of indecomposable objects in H up
to grading shift.
(4) There exists a unique isomorphism of Z[v, v−1]-algebras
ch ∶ [H]Ð→ H
sending [Bs] to Hs for all s ∈ S, where [H] denotes the split
Grothendieck group of H. (We view [H] as a Z[v, v−1]-algebra
as follows: the monoidal structure on H induces a unital, as-
sociative multiplication and v acts via v[B] ∶= [B(1)] for an
object B of H.)
It should be noted that we do not have a diagrammatic presenta-
tion of H as determining the idempotents in HBS is usually extremely
difficult.
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Observe that (−) extends to a contravariant equivalence of the
graded, R-linear, additive, monoidal category H sending Bw(n) to
Bw(−n) for all n ∈ Z and w ∈W .
In order to explicitly give the isomorphism in the last part of The-
orem 2.4, we need to introduce some more notation. For x ∈ W , let
H≮x be the quotient category of H by the 2-sided ideal of morphisms
factoring through any grading shift of a reduced expression y for some
y < x. Write Hom≮x(−,−) for homomorphism spaces in H≮x. In H≮x
any two reduced expressions for x become canonically isomorphic. We
denote the image of any reduced expression for x in H≮x by x as well.
Under the assumptions of Theorem 2.4 we can define the diagrammatic
character on an object B of H as follows:
ch ∶ [H]Ð→ H,[B]z→ ∑
w∈W grk Hom
●≮w(B,w)Hw
and extend Z[v, v−1]-linearly. In the last definition grk denotes the
graded rank of the free R-module of homomorphisms of all degrees
Hom●≮w(Bx,w) ∶=⊕
n∈ZHom≮w(Bx,w(n)).
3. The p-Canonical Basis and Intersection Forms
In this section we recall the definition of the p-canonical basis of the
Hecke algebra (see [Wil12]) and explain how to calculate it using in-
tersection forms. Fix a field k of characteristic p ⩾ 0 and the realization
kV of (W,S). We use this realization to define H.
It is an interesting question what basis of the Hecke algebra the
classes of the self-dual indecomposable objects in H correspond to.
The answer is given for k = R by Soergel’s conjecture which Elias and
the second author proved in [EW14].
Theorem 3.1 (Elias-W. 2013).
ch([Bw]) =Hw for all w ∈W .
This illustrates that the basis of self-dual indecomposable objects
in H gives an extremely interesting basis of H for k = R and motivates
our definition of the p-canonical basis.
Definition 3.2. Define pHw = ch([Bw]) for all w ∈ W where ch ∶[H] ≅Ð→ H is the isomorphism of Z[v, v−1]-algebras introduced earlier,
and p denotes the characteristic of k as above.
Theorem 2.4 implies that {pHw ∣ w ∈W} gives a basis of H, called
the p-canonical basis. As will become clearer later, the p-canonical
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basis depends only on the type of the root system chosen and on the
characteristic p of the field k.
Next, we are going to explain how to use intersection forms to
explicitly calculate the p-canonical basis. In order to calculate pHw
we proceed by induction on l(w). The induction start is given by
pHe = He = He. Assume that we have already calculated pHv for all
v < w. Let w be an arbitrary reduced expression for w. According
to Theorem 2.4, we need to decompose w into indecomposable objects
Bx(n) for x ∈ W and n ∈ Z in H. For this we need local intersection
forms:
Write Hom≮x,k(−,−) for the homomorphism spaces in k ⊗R H≮x
where we kill the action of the unique maximal ideal of all polyno-
mials of positive degree. Since Hom●≮x(w,x) is a graded free R-module
with basis (see Section 2.4):
{LLw,e ∣ e is a subexpression of w expressing x},
Hom●≮x,k(w,x) is a graded k-vector space on the same basis.
For an arbitrary expression w in S and x ∈ W , consider the k-
bilinear Hom-pairing
Hom●≮x,k(x,w) ×Hom●≮x,k(w,x)Ð→ End●≮x,k(x) = k,(f, g) z→ g ○ f .
Observe that End●≮x,k(x) is concentrated in degree 0 and that the
duality (−) on H gives an isomorphism between Hom●≮x,k(x,w) and
Hom●≮x,k(w,x). This allows us to define:
Definition 3.3. The local intersection form of w at x is the k-
bilinear pairing on the graded free k-vector space Hom●≮x,k(w,x) given
by
Iw,x ∶ Hom●≮x,k(w,x) ×Hom●≮x,k(w,x)Ð→ End≮x,k(x) = k,(f, g) z→ g ○ f .
The local intersection form of w at x can be split up into degree
pieces as follows: Since End●≮x,k(x) is concentrated in degree 0, a ho-
momorphism in Hom●≮x,k(w,x(d)) for some d ∈ Z can only pair non-
trivially with elements of Hom●≮x,k(w,x(−d)). The d-th grading piece
of the intersection form can thus be defined as:
Idw,x ∶ Hom≮x,k(w,x(−d)) ×Hom≮x,k(w,x(d))Ð→ End≮x,k(x(d)) = k
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Finally, the graded rank of Iw,x is denoted by nx,w ∈ Z⩾0[v, v−1] and
defined as
nx,w ∶=∑
d∈Z rk(Idw,x)vd.
The following lemma illustrates the importance of intersection forms for
the calculation of the p-canonical basis and follows from an argument
similar to [JMW14a, Lemma 3.1]:
Lemma 3.4. The multiplicity of Bx in w in H is given by the graded
rank of Iw,x.
After calculating the graded ranks of all Iw,x for x < w, we can write
for w = s1s2 . . . sn:
Hs1Hs2 . . .Hsn = pHw + ∑
x<wnx,w pHx.
Remark 3.5. By comparing the intersection forms over Q and k,
one may deduce that one only needs to calculate the graded ranks of
Iw,x for those x such that Hx occurs with a non-trivial coefficient when
expressing Hs1Hs2 . . .Hsn in terms of the Kazhdan-Lusztig basis.
In order to determine pHw we have to invert the matrix (nx,y)x,y⩽w
which is upper triangular with ones on the diagonal in any total order
refining the Bruhat order.
Finally, it should be noted that in practice one calculates the inter-
section form once over Z and reduces modulo different primes.
Remark 3.6. There are other ways to calculate the p-canonical
basis (which, however, are much more difficult in practice).
(1) If one can describe the geometry of the corresponding Schubert
varieties quite explicitly, one can do calculations using parity
sheaves (see [WB12, appendix]).
(2) In [FW14] Fiebig and the second author show that for a field
k of characteristic p (or more generally a complete local PID),
the Braden-MacPherson algorithm on the Bruhat graph allows
one to compute the p-canonical basis.
3.1. Calculations in the nil Hecke Ring. In [HW15] Xuhua
He and the second author reduce the calculation of certain entries in
the intersection form to a simple formula in the nil Hecke ring. Instead
of going into too much detail, we will try to give a survey of these
results.
First, recall the definition of the nil Hecke ring. Let Q be the field
of fractions of R. Denote by Q ∗ W the smash product. In other
words, Q ∗W is the free left Q-module with basis {δw ∣ w ∈ W} and
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multiplication given by (fδx)(gδy) = f(xg)δxy
for f, g ∈ Q and x, y ∈W . Inside Q ∗W , we consider the elements
Ds = 1
αs
(δe − δs) = (δe + δs) 1
αs
which satisfy the following relations:
D2s = 0,
Dsf = (sf)Ds + ∂s(f) for all f ∈ Q,
DsDtDs . . .´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
ms,t terms
=DtDsDt . . .´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
ms,t terms
.
The last relation ensures that for y ∈ W and any reduced expression
y = (s1, s2, . . . , sn) of y we get well-defined elements
Dy =Ds1Ds2 . . .Dsn ∈ Q ∗W .
The nil Hecke ring NH is the left R-submodule of Q∗W generated by{Dy ∣ v ∈W}.
Next, we briefly introduce gobbling morphisms. For any expression
w = (s1, s2, . . . , sn) in S, consider the following 01-sequence e with:
ei = ⎧⎪⎪⎨⎪⎪⎩1 if wi−1si > wi−1,0 otherwise,
where at each step wi is defined as in Section 2.1. Note that (we)● is the
maximal element in W expressible as a subexpression of w, and that the
decoration of e consists entirely of U1’s and D0’s. Therefore any choice
of light leaf morphism LLw,e has degree l((we)●)−l(w) and consists only
of 2mst-valent and trivalent vertices. Denote by Gw the image of LLw,e
in H≮(we)● . The morphism Gw is called a gobbling morphism and can
be characterized as follows (see [HW15, Proposition 3.4]):
Proposition 3.7. Let w, e be as above. Any morphism w → (we)● in
H≮(we)● given by diagrams consisting only of 2mst-valent vertices and
l(w) − l((we)●) trivalent vertices is equal to Gw.
From this they deduce the canonicity of any light leaf morphism
LLw,f in H≮(wf )● indexed by a 01-sequence f without D1’s in its deco-
ration. (This follows because the morphism is given as the composition
of a sequence of dots on strands corresponding to U0’s followed by a
gobbling morphism.)
Finally, we come to their formula in the nil Hecke ring for certain
entries of the intersection form. Let e1 and e2 be two subexpressions
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of w. Assume that e1 and e2 both express the same element x ∈ W
(i.e. x = (we1)● = (we2)●) and that their decorations do not contain any
D1. Define an element of the nil Hecke ring as the product f(e1, e2) =
f1f2 . . . fm where
fi =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
αsi if e
1
i = e2i = U0,
1 if exactly one of e1i and e
2
i is U0,
Dsi otherwise.
Denote by d(e1, e2) ∈ R the coefficient of D(we1)● in f(e1, e2). The main
result is [HW15, Theorem 5.1]:
Theorem 3.8. For e1 and e2 as above, we have
Iw,x(LLw,e1 ,LLw,e2) = d(e1, e2).
This theorem gives a combinatorial formula for some entries in the
intersection form. Sometimes one is lucky, and it can be used to calcu-
late the complete intersection form, as we will see in examples below.
4. First Properties of the p-Canonical Basis
The goal of this section is to prove elementary properties of the
p-canonical basis and to compare it to the Kazhdan-Lusztig basis. For
this we need a p-modular system. Let O be a complete local ring
with residue field k of characteristic p > 0 and quotient field K of
characteristic 0. Fix the realization OV of (W,S) and use it to define H.
For x ∈W we will denote by Bx (resp. kBx or KBx) the indecomposable
object in H (resp. kH ∶=H⊗O k or KH ∶=H⊗O K).
The following lemma shows that indecomposable objects in H re-
main indecomposable when passing to kH.
Lemma 4.1. We have for all w ∈W : Bw ⊗O k ≅ kBw.
Proof. Assume Bw⊗O k is not indecomposable in kH. Then there
exists a non-trivial idempotent e ∈ EndkH(Bw ⊗O k). Since EndH(Bw)
is a finitely generated O-module, we can use idempotent lifting tech-
niques for complete local rings (see [Lam01, Theorem 21.31]) and find
an idempotent e˜ ∈ EndH(Bw) mapping to e in EndkH(Bw ⊗O k) ≅
EndH(Bw) ⊗O k. Since Bw is indecomposable, this idempotent has to
be trivial, a contradiction. 
Some of the following properties can also be found in [WB12] and
[Wil14]:
Proposition 4.2. For all x, y ∈W we have:
THE p-CANONICAL BASIS FOR HECKE ALGEBRAS 19
(1) pHx = pHx, i.e. pHx is self-dual,
(2) pHx =Hx +∑y<x phy,xHy with phy,x ∈ Z⩾0[v, v−1],
(3) pHx =Hx +∑y<x pmy,xHy with self-dual pmy,x ∈ Z⩾0[v, v−1],
(4) pmy,x = pmy−1,x−1 for all x, y ∈W ,
(5) pmy,x = 0 unless L(x) ⊆ L(y) and R(x) ⊆ R(y) where L andR denote the left and right descent sets,
(6) pHx
pHy = ∑z∈W pµzx,y pHz with self-dual pµzx,y ∈ Z⩾0[v, v−1],
(7) pHx = Hx for p ≫ 0 (i.e. there are only finitely many primes
for which pHx ≠Hx).
Proof. (1) We proceed by induction on l(x). For small x the
statement is clear as pHe = He and pHs = Hs for all s ∈ S
and all primes p. Assume that we have shown that pHy is
self-dual for y < x. Choose s ∈ L(x) and set y = sx. The
characterization of kBx in Theorem 2.4 implies that
kBx occurs
with multiplicity one in kBs
kBy and that
kBx(n) = kBx(−n).
Thus we can write
kBs
kBy = kBx ⊕⊕
z<x
n∈Z
(kBz(n))⊕az,n
with ay,n ∈ Z⩾0 for all y < x and n ∈ Z and all but finitely many
of the ay,n are zero. Applying the duality (−) to both sides
and using that the left hand side is self-dual yields az,n = az,−n
for all z < x and n ∈ Z. This implies
pHs
pHy = pHx +∑
z<x pµz,y pHz
where pµz,y = ∑n∈Z az,nvn ∈ Z⩾0[v, v−1] is self-dual for all z <
x. Therefore the self-duality of the left-hand side and our
induction hypothesis imply the self-duality of pHx.
(2) The unicity in the characterization of kBx in Theorem 2.4 im-
plies that it occurs with multiplicity 1 in any reduced expres-
sion x of x. In the quotient H≮x all other direct summands
of x are killed. Thus we get grk Hom≮x(Bx, x) = 1. Note that
the Laurent polynomials phy,x have non-negative coefficients
as they are given by graded ranks of free R-modules.
(3) According to (2), Hx occurs precisely with coefficient 1 in
pHx.
The self-duality of the Laurent polynomials pmy,x follows from
(1) and the self-duality of the Kazhdan-Lusztig basis. Since
Hom●≮w(Bx,w) is a free R-module, we get for F ∈ {k,K}:
Hom●≮w(Bx,w)⊗O F ≅ Hom●H≮w⊗OF (Bx ⊗O F,w ⊗O F ).
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This implies in particular using Lemma 4.1:
ch(kBx) = ch(Bx) = ch(Bx ⊗O K).
Thus the pmy,x have non-negative coefficients as they come
from decomposing Bx⊗OK into indecomposable objects of the
form KBx in
KH whose character is given by Hx by Theo-
rem 3.1.
(4) There is an equivalence ι on kH viewed as a k-linear cate-
gory induced by the horizontal flip of Soergel graphs. It maps(s1, s2, . . . , sm) ∈ kH to (sm, . . . , s2, s1) and thus kBx to kBx−1
for all x ∈W . It is easy to see that ι descends to a well-known
Z[v, v−1]-linear anti-involution on H sending Hx to Hx−1 as
well as pHx to
pHx−1 for all x ∈W . By slight abuse of notation
we will denote this map also by ι. Thus we have: ch ○ι = ι○ch.
Finally expressing pHx in the Kazhdan-Lusztig basis and ap-
plying ι proves the claim after comparing coefficients.
(5) The statement for left descent sets follows from Lemma 4.3
below and the fact that the Laurent polynomials pmy,x have
non-negative coefficients. Using (4) we can reduce the state-
ment about the right descent sets to the case we have just
proven.
(6) This follows immediately from the analogue of Soergel’s cat-
egorification theorem (part (4) of Theorem 2.4). Indeed, in
order to express pHx
pHy in the p-canonical basis, we need
to decompose kBx
kBy into indecomposable objects in
kH and
thus the Laurent polynomial pµzx,y encodes the graded mul-
tiplicity of kBz in this tensor product. Therefore pµzx,y has
non-negative coefficients. The self-duality of these Laurent
polynomials follows from (1).
(7) As explained in Section 3 we need to calculate the graded rank
of finitely many local intersection forms in order to calculate
pHx. The rank of each of these intersection forms can only
decrease for finitely many primes. (7) now follows.

The multiplication formula from [KL79, (2.3.a) and (2.3.c)]) reads
for x ∈W and s ∈ S as follows:
(6) HsHx = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(v + v−1)Hx if sx < x,
Hsx +∑y<x s.t.
sy<y µ(y, x)Hy otherwise.
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where µ(y, x) is the coefficient of v in the Kazhdan-Lusztig polynomial
0hy,x. One remnant of this multiplication formula for the p-canonical
basis is the following result:
Lemma 4.3. For x ∈W and s ∈ L(x) we have:
pHs
pHx = (v + v−1) pHx.
Proof. Since sx < x, we can write using Proposition 4.2 (2) for
ch(kBsx):
ch(kBs kBsx) =Hs ch(kBsx) =Hx + vHsx + ∑
y<x
y≠sx
hyHy =Hx + ∑
y<x
y≠sx
myHy.
As kBx is a summand of
kBs
kBsx we can apply Proposition 4.2 (3) to
deduce
ch(kBx) =Hx + ∑
y<x
y≠sx
pmy,xHy.
This implies pmsx,x = 0. Next, we calculate as follows:
pHs
pHx =Hs pHx=Hs(Hx + ∑
y<x
y≠sx
pmy,xHy)
∈ (v + v−1) pHx +∑
y<xZ⩾0[v, v−1] pHy
where in the last equality we used Equation (6) and the observation
pmsx,x = 0 to determine the coefficient in front of pHx. After evaluating
at v = 1 and acting on the trivial module we see that no other terms
besides (v + v−1) pHx can occur on the right hand side. 
4.1. The Geometric Satake and the p-canonical Basis. In
this section, we will explain the consequences of results about parity
sheaves on the affine Grassmannian for the p-canonical basis.
A very interesting question is under which hypothesis the indecom-
posable parity sheaves on the affine Grassmannian are perverse. This
is equivalent to the p-canonical basis being a Z-linear combination of
Kazhdan-Lusztig basis elements.
To shorten our notation, write K ∶= C((t)) and O ∶= C[[t]]. De-
fine the affine Grassmannian Gra to be the Z-functor given by R ↦
LG(R)/L+G(R). Its complex points coincide with G(K)/G(O). For
λ ∈X∨ denote by tλ ∈ G(K) the following composition
Spec(K)Ð→ Spec(O) = Gm λÐ→ T ↪ G
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where the first morphism comes from the inclusion O ↪ K. The Cartan
decomposition Gra(C) = ⋃
λ∈X∨+ G(O)tλG(O)/G(O)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶Grλa ∶=
gives a stratification of Gra(C) where each stratum Grλa is a vector
bundle over a partial flag variety G(C)tλG(O)/G(O). Since the G(O)-
orbits are all simply-connected, the indecomposable parity sheaves are
all parametrized by λ ∈X∨+ (see [JMW14a, Theorem 4.6]):
Theorem 4.4. Assume that the characteristic of k is not a torsion
prime4 for G. For each λ ∈X∨+ there exists up to isomorphism a unique
indecomposable parity complex E(λ) such that supp(E(λ)) = Grλa andE(λ)∣Grλa = kGrλa [dimGrλa]. Every indecomposable parity complex is iso-
morphic to E(λ) for some λ ∈X∨+ .
Denote by PG(O)(Gra(C), k) the G(O)-equivariant perverse sheaves
on Gra(C) with coefficients in k. It comes equipped with a monoidal
structure induced by the convolution product ∗.
Recall that we denote by Ψ = (X,Φ,X∨,Φ∨) the root datum of G.
Define G∨ to be the split connected reductive group scheme over k with
root datum (Langlands) dual to that of G. To each dominant coweight
λ ∈X∨+ we can associate an induced representation ∇(λ) ∶= indG∨B∨ kλ, its
dual ∆(λ) called the Weyl module and a simple module L(λ) sitting
in the following sequence ∆(λ)↠ L(λ)↪ ∇(λ) given by projection to
the head and inclusion of the socle. Moreover, the set {L(λ) ∣ λ ∈ X∨+}
gives a complete set of representatives for the isomorphism classes of
simple, rational G∨-modules. The category Rep(G∨) of rational repre-
sentations of G∨ forms a highest-weight category with Weyl modules
as standard objects and induced modules as costandard objects. A ra-
tional representation of G∨ is called tilting if it admits two filtrations,
one with successive quotients isomorphic to Weyl modules and the
other one with successive quotients isomorphic to induced modules. In
[Don93, Theorem 1.1] Donkin classifies indecomposable tilting mod-
ules for algebraic groups giving in our setting:
Theorem 4.5. For each λ ∈ X∨+ there exists up to isomorphism a
unique indecomposable tilting module T (λ) of highest weight λ. More-
over, λ occurs with multiplicity one as a weight of T (λ). Every inde-
composable tilting module is isomorphic to T (λ) for some λ ∈X∨+ .
4See [JMW14a, §2.6] for the definition of torsion primes. This restriction can
be removed by working in the non-equivariant setting.
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The Geometric Satake equivalence (see [MV07]) gives a monoidal
equivalence (PG(O)(Gra(C), k),∗) ≅Ð→ (Rep(G∨),⊗).
In [JMW14b] Juteau, Mautner and the second author show that if
the characteristic p of k is larger than an explicit bound depending on
the root system Φ of G, then the indecomposable k-parity sheaves on
the affine Grassmannian are perverse. More precisely, they show that
for λ ∈X∨+ the indecomposable tilting module T (λ) is mapped to E(λ)
under the geometric Satake equivalence for p > b(Φ) (see below).
From now on let us assume that G is adjoint, so G∨ is simply
connected. In particular, the cocharacter lattice X∨ coincides with the
coweight lattice. Denote by Wa ∶=W ⋉ZΦ∨ the affine Weyl group and
by Wext ∶= W ⋉ X∨ the extended affine Weyl group. View Wa as a
Coxeter group (Wa, Sa). We can write
Wext = Ω ⋉Wa
where Ω is a finite subgroup of “length zero elements” which acts by
automorphisms of the Coxeter system (Wa, Sa) (see [Lus83, §2]). The
action of Wext on X∨ gives bijections:
X∨ ∼←→ Wext/W ,
w(0) ←→ w,
X∨+ ∼←→ W /Wext/W = ⋃
σ∈Ωσ(W )/Wa/W .
Given λ ∈ X∨+ we denote by wλ ∈ Wa the maximal element in the
double coset in ⋃σ∈Ω σ(W )/Wa/W that corresponds to λ under the
bijection above. In this section we will work with the Hecke algebraHa associated to (Wa, Sa).
The next results follows because the projection from the affine flag
variety to the affine Grassmannian is a stratified fiber bundle with
fibers isomorphic to the finite flag variety F l:
Theorem 4.6. Suppose that all parity sheaves on the affine Grassman-
nian are perverse. Then pmwλ,wν ∈ Z for all λ, ν ∈X∨+ .
The explicit bound has later been improved by Mautner and Riche
in [MR15]. They show that the parity sheaves on the affine Grass-
mannian are perverse whenever the characteristic p of k is good for G,
thus giving the following bounds p > b(Φ) if the root system Φ of G is
irreducible:
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Type of Φ An Bn, Cn, Dn E6, E7, F4, G2 E8
b(Φ) 1 2 3 5
The following result gives an interpretation of the multiplicities in
the p-canonical basis in terms of Rep(G∨) (see [JMW14b, Corollary
4.1] for the first part):
Lemma 4.7. Suppose that the characteristic p of k satisfies p > b(Φ).
Then we have for λ,µ ∈X∨+ :
(1) phwµ,wλ(1) = dimT (λ)µ,
(2) pmwµ,wλ = [T (λ) ∶ ∆(µ)] = [T (λ) ∶ ∇(µ)] where [T (λ) ∶ ∆(µ)]
denotes the multiplicity of ∆(µ) in a ∆-flag on T (λ).
The first part of the last result shows that phwµ,wλ gives a q-analogue
of the weight multiplicity of µ in T (λ). In characteristic 0 (where
T (λ) = L(λ)) this result can be found in [Lus83, Theorem 6.1]. In
particular, knowledge of the characters of indecomposable tilting mod-
ules for G∨ is equivalent to the knowledge of the p-canonical basis
elements {pHwλ ∣ λ ∈X∨+}.
5. Examples
According to the classification of root systems and connected semi-
simple algebraic groups, a Dynkin diagram fixes a semi-simple, adjoint
algebraic group G together with a maximal torus T ⊆ G such that the
root system determined by (G,T ) corresponds to the given Dynkin
diagram. In this section we will only give the Dynkin diagram and
consider the corresponding root datum of this pair (G,T ) together
with an arbitrary basis labelled by the nodes of the Dynkin diagram
as input.
5.1. Type B2. We label the simple reflections as follows:
s t
That means for the pairing between the simple coroots and roots:⟨αt, α∨s ⟩ = −2,⟨αs, α∨t ⟩ = −1.
Because the Schubert varieties associated to e, s, t, st, ts and stst
are smooth, we have pHx =Hx for x ∈ {e, s, t, st, ts, stst} and all primes
p. (This can also be checked directly.) The remaining two elements
are sts and tst. The two subsequences of (s, t, s) expressing s and
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corresponding light leaves are:
(U1, U0,D0) of defect 0 ↝ L1 = ,
(U0, U0, U1) of defect 2 ↝ L2 = .
Thus the local intersection form of (s, t, s) at s is given by
Ists,s = (Li ○Lj)i,j∈{1,2} = (⟨αt, α∨s ⟩ αtαt αsαt)
where the top left entry comes from the following calculation:
= αt = ∂sαt + αt = ∂sαt
This shows that if p = 2, then kBs kBt kBs does not decompose as
kBsts ⊕ kBs, but remains indecomposable. We get
pHsts = ⎧⎪⎪⎨⎪⎪⎩Hsts +Hs if p = 2,Hsts otherwise.
Swapping the roles of s and t, the same calculation yields
pH tst =H tst
for all primes p as ⟨αs, α∨t ⟩ = −1.
Observe that in this case the whole local intersection form of (s, t, s)
at s can be calculated using the formula in the nil Hecke ring which we
explained in Section 3.1.
5.2. Type G2. We label the simple reflections as follows:
s t
That means for the pairing between the simple coroots and roots:⟨αt, α∨s ⟩ = −3,⟨αs, α∨t ⟩ = −1.
For all primes p > 3 the Kazhdan-Lusztig basis coincides with the
p-canonical basis. Since the Cartan matrix is symmetric modulo 2, the
2-canonical basis is stable under swapping s and t. Here is a summary
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of the results for p ∈ {2,3}:
2Hstst =Hstst +Hst 3Hsts =Hsts +Hs
2Hststs =Hststs +Hs 3Hststs =Hststs +Hsts
2Hx =Hx for 3Hx =Hx for
x ∉ {stst, tsts, ststs, tstst} x ∉ {sts, ststs}
In this example, all the calculations needed to determine pHx for
x ∉ {ststs, tstst} can be carried out using the formula in the nil Hecke
ring from Section 3.1. For (s, t, s, t, s) (resp. (t, s, t, s, t)) there is a
subexpression of defect 0 expressing s (resp. t) that contains a D1:(U1, U1, U0,D1,D0).
We will illustrate how useful the formula in the nil Hecke ring is by
calculating the intersection form of (s, t, s, t) at st. For the Kazhdan-
Lusztig basis we know:
HsH tHsH t =Hstst + 2Hst.
There are two subexpressions of (s, t, s, t) of defect 0 expressing st:
e1 ∶=(U1, U0,D0, U1)
e2 ∶=(U1, U1, U0,D0)
We need to calculate the coefficient of Dst in the following elements of
the nil Hecke ring:
d(e1, e1) ∶ DsαtDsDt = ∂s(αt)Dst
d(e1, e2) ∶ Ds11Dt =Dst
d(e2, e2) ∶ DsDtαsDt = ∂t(αs)Dst
Therefore the local intersection form of stst at st is given by
(−3 1
1 1
)
which implies the result stated above.
5.3. Type A˜1. We label the simple reflections in Sa as follows:∞s t
That means for the pairing between the simple coroots and roots:⟨αt, α∨s ⟩ = −2,⟨αs, α∨t ⟩ = −2.
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As we discussed in Section 4.1, knowledge of the characters of
the tilting modules for SL2 in characteristic p gives us part of the
p-canonical basis for the Weyl group of type Ã1. Actually in this case
two miracles occur:
(1) Donkin’s tilting tensor product theorem ([Don93, Proposition
2.1]) together with the knowledge of the characters of the fun-
damental tilting modules (e.g. see [DH05, Lemma 1.1]) allow
us to determine the characters of all indecomposable tilting
modules. (This is the only semi-simple group for which all
tilting characters are known).
(2) The set {wλ ∣ λ ∈ X∨+} together with its image under the au-
tomorphism s ↔ t yields the set Wa ∖ {id}. In particular,
knowledge of the tilting characters gives the whole p-canonical
basis for SL2.
To bypass the calculations, the following result (see [EH02, Lemma
6]) is useful because it gives a combinatorial description of the ∆-
multiplicities of an indecomposable tilting module.
Lemma 5.1. Let n ∈ Z⩾0. Write n uniquely as ∑li=0 nipi with p − 1 ⩽
ni ⩽ 2p − 2 for i < l and 0 ⩽ nl ⩽ p − 1.
Then ∆(m) occurs in a ∆-flag of T (n) if and only if m = ∑li=0mipi
where mj = nj or mj = 2p − 2 − nj for j < l and ml = nl. Moreover, the
multiplicity [T (n) ∶ ∆(m)] is at most one.
Observe that in the last lemma for m = ∑li=0mipi the coefficients
are not required to satisfy p−1 ⩽mi ⩽ 2p−2 for i <m. For n = ∑li=0 nipi
as in the lemma there are precisely 2r natural numbers m such that
∆(m) occurs in a ∆-flag of T (n) where r = ∣{0 ⩽ i < l ∣ ni ≠ p − 1}.
To give an example of how this works, consider n = 15. This is
uniquely written as 15 = 3 ⋅ 30 + 4 ⋅ 3 + 0 ⋅ 32 (as described in the last
lemma; the last 0 matters!) and thus 4 standard modules occur (with
multiplicity one) in a ∆-flag of T (15), namely ∆(m) for m among the
following:
1 = 1 ⋅ 30 + 0 ⋅ 31 + 0 ⋅ 32,
3 = 3 ⋅ 30 + 0 ⋅ 31 + 0 ⋅ 32,
13 = 1 ⋅ 30 + 4 ⋅ 31 + 0 ⋅ 32,
15 = 3 ⋅ 30 + 4 ⋅ 31 + 0 ⋅ 32.
See Figure 1 at the end of the paper for the multiplicities of ∆(m) in
T (n) for p = 3 where each black box represents a one. Using Lemma 4.7
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we get for example:
3Hs =Hs
3Hst = Hst
3Hsts = Hsts
3Hstst = Hst + Hstst
3Hststs =Hs + Hststs
3Hststst = Hststst
3Hstststs = Hststs + Hstststs
3Hstststst = Hstst + Hstststst
Note that even in this relatively simple example one sees a beautiful
fractal-like structure emerging!
5.4. Types B3 and C3. In the Dynkin diagrams of types B3 and
C3 we label the simple reflections as follows:
B3 ∶ 1 2 3
C3 ∶ 1 2 3
The only interesting case is p = 2. The following table gives an
overview over all the Weyl group elements for which the 2-canonical
basis differs from the Kazhdan-Lusztig basis. It illustrates the depen-
dence of the 2-canonical basis on the type of the root system. Even
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though the combinatorics in types B3 and C3 are the same, the corre-
sponding 2-canonical bases are quite different.
B3 C3
2H212 H212 H212 +H2
2H121 H121 +H1 H121
2H3212 H3212 H3212 +H32
2H2123 H2123 H2123 +H23
2H1321 H1321 +H13 H1321
2H1213 H1213 +H13 H1213
2H32123 H32123 H32123 +H232 +H3
2H21232 H21232 H21232 +H232
2H23212 H23212 H23212 +H232
2H21321 H21321 +H213 H21321
2H12132 H12132 +H132 H12132
2H232123 H232123 H232123 + (v + v−1)H232
2H212321 H212321 H212321 +H2321
2H121321 H121321 +H1212 +H1321 +H1213 +H13 H121321
2H123212 H123212 H123212 +H1232
2H2123212 H2123212 H2123212 +H21232 +H23212 +H232
2H1212321 H1212321 +H12123 H1212321
2H1213212 H1213212 +H13212 H1213212
2H21232123 H21232123 H21232123 +H232123
2H12123212 H12123212 +H1212 H12123212
2H12132123 H12132123 +H132123 H12132123
The most interesting entry in the whole table occurs for type C3
and the element 232123 ∈W where we have
2H232123 =H232123 + (v + v−1)H232
This means that, in the decomposition of B232123⊗OK into indecom-
posable objects in KH, non-self-dual summands (i.e. with a non-trivial
grading shift) occur.
5.5. Type D4. We label the simple reflections as follows:
ts
u
v
It turns out that the p-canonical basis and the Kazhdan-Lusztig
basis coincide for all primes except for p = 2. There are four elements
x ∈W with 2Hx ≠Hx. If x = suvtsuv then we have
2H t1xt2 =H t1xt2 +H t1suvt2
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for t1, t2 ∈ ⟨t⟩. We will give some more details on how to calculate 2Hx.
We start out by decomposing the corresponding Bott-Samelson object
into indecomposable objects in KH to get
HsHuHvHtHsHuHv =Hx + (v−2 + 3 + v2)Hsuv.
As subexpressions of (s, u, v, t, s, u, v) expressing suv we get(U1, U1, U1, U0,D0,D0,D0) of defect − 2,(U1, U1, U0, U0,D0,D0, U1) of defect 0,(U1, U0, U1, U0,D0, U1,D0) of defect 0,(U0, U1, U1, U0, U1,D0,D0) of defect 0,(U1, U0, U0, U0,D0, U1, U1) of defect 2,(U0, U1, U0, U0, U1,D0, U1) of defect 2,(U0, U0, U1, U0, U1, U1,D0) of defect 2,(U0, U0, U0, U0, U1, U1, U1) of defect 4.
The light leaf morphism of degree −2 pairs with the three light leaf
morphisms of degree 2 to give the matrix
⎛⎜⎜⎝
−1−1−1
⎞⎟⎟⎠ .
The light leaf morphisms corresponding to the subexpressions of
defect 0 are the following:
Pairing them gives the following degree 0 piece of the intersection
form: ⎛⎜⎜⎝
0 −1 −1−1 0 −1−1 −1 0
⎞⎟⎟⎠ .
Note that the determinant of this matrix is −2 and its rank in charac-
teristic 2 is 2. Therefore kBsuvtsuv ⊗O K decomposes as
KBsuvtsuv ⊕ KBsuv
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giving the result we stated above. The geometry of this example is
discussed in the appendix of [WB12]. Note that all calculations pre-
sented in this section can also be carried out using the formula in the
nil Hecke ring (see [HW15, §6.2]).
5.6. Type An. According to [WB12], the p-canonical basis and
the Kazhdan-Lusztig basis coincide for all primes p for n < 7. Thus, we
will describe the case n = 7 where the situation is quite remarkable.
For all primes p ≠ 2 the p-canonical basis and the Kazhdan-Lusztig
basis agree. We have 2Hx ≠Hx for exactly 38 out of 40320 elements in
S8 and these examples fall into four classes.
In the following we will denote for a subset I ⊆ S the corresponding
parabolic subgroup by WI = ⟨s ∈ I⟩ ⊆ W . If WI is finite, its longest
element will be denoted by wI . A permutation φ ∈ S8 will be displayed
as a string φ(1)φ(2) . . . φ(8).
The Kashiwara-Saito singularity ([KS97]): This corresponds to the
permutation w = 62845173. We have
2Hw =Hw +HwI
with I = {1,3,4,5,7}. There is a cluster of 16 elements around the
Kashiwara-Saito singularity described as follows. If we let J = {2,6},
then we have
2Huwv =Huwv +HuwIv.
for all u, v ∈WJ unless u = v = wJ in which case
2HwJwwJ =HwJwwJ +HwJwIwJ +HwK
where K = {1,2,3,5,6,7}.
The Hexagon singularity (Braden’s example in the appendix of
[WB12]): Consider the permutation w = 46718235. We have
2Hw =Hw +HwI
with I = {2,3,5,6}. In this case we get a cluster of size 4. For any
u, v ∈ ⟨s4⟩ we have
2Huwv =Huwv +HuwIv
unless u = v = s4 in which case
2Hs4ws4 =Hs4ws4 +Hs4wIs4 +HwK
where K = {1,3,4,5,7}.
For the Kashiwara-Saito singularity and the Hexagon singularity
the calculation of the the local intersection form of w at wI using the
formula in the nil Hecke ring can be found in [HW15, §6.1 and §6.2].
In both cases one can find w, a reduced expression for w, such that
this local intersection form is a 1 × 1 matrix.
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The waterfall: Consider the permutation w1 = 67283415. Then we
have
2Hw1u =Hw1u +HwIu.
for I = {1,2,4,5,6} and wJ ≠ u ∈WJ with J = {3,7}.
Similarly, if we let w2 = 57813462, then we have
2Hvw2 =Hvw2 +Hvw′I
where I ′ = {2,3,4,6,7} and wJ ′ ≠ v ∈WJ with J = {1,5}.
The situation becomes more complicated due to the fact that for
u = wJ and v = wJ ′ we have w1u = vw2 =∶ w. In this case we get
2Hw =Hw +HwIu +Hvw′I .
Note that, unlike the Kashiwara-Saito and hexagon permutations
discussed above, the clusters containing w1 and w2 are neither swapped
nor fixed by the automorphism si ↦ s8−i and thus by applying the graph
automorphism one obtains another seven elements for which 2Hx ≠Hx.
Hence the two “waterfall” clusters contain 14 elements in total.
The basket: Consider the permutation
w = 84627351.
Then for all u, v ∈ ⟨s4⟩ one has
2Huwv =Huwv +HuwIv
where I = {1,2,3,5,6,7}.
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Figure 1. The multiplicities of ∆(m) in T (n) for p = 3.
