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Abstract 
A kind of non-delay optimal control problem for nonlinear time-delay systems affected by external 
disturbance with quadratic performance index is considered. Through the Artstein transformation, the 
nonlinear time-delay system is translated into simple nonlinear system without delay. Then the finite 
horizon and infinite horizon quadratic performance index are discussed, we get approximate optimal 
control law by solving a Riccati matrix equation and two Stein matrix equations using successive 
approximation method. A simulation example shows that the approximate approach is effective and 
robust with respect to exogenous persistent disturbances. 
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1. Introduction  
Time-delay and nonlinearity are quite common in practical control systems, such as networked control 
systems, chemical processes and heat exchange systems. The optimal control problems for time-delay and 
nonlinearity have been deeply investigated, and many results on optimal control problems for input-delay 
and state-delay systems have been obtained [1-3]. The optimal control problem for time-delay systems 
with a quadratic performance index usually leads to a TPBV problem with both time-advance and time-
delay terms, which is very difficult to be solved precisely[4–6]. There are various external disturbances 
in practice, which affect the performance of systems. Therefore, it is worthwhile to study the optimal 
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control of systems with exogenous persistent disturbances. Recently, there are many studies on optimal 
control problems, which are relevant to disturbance rejection. 
 The aims of this paper are to address the Non-delay optimal control problem using an infinite 
quadratic cost functional for nonlinear systems with control time-delay, which is affected by persistent 
disturbances. Through the Artstein transformation, the nonlinear time-delay system is translated into 
simple nonlinear system without delay. Then the finite and infinite horizon quadratic performance index 
are discussed, we get approximate optimal control law by solving a Riccati matrix equation and two Stein 
matrix equations using successive approximation method. A simulation example shows that the 
approximate approach is effective and robust with respect to exogenous persistent disturbances. 
2. Problem statement  
2.1. System description and transformation 
Consider nonlinear systems described by 
0( ) ( ) ( ) ( ) ( ) 0; (0)x t Ax t Bu t Dv t f x t x xτ= + − + + > =& rn RuRx ∈∈ ,
                                                 (1)                          
where  are the state vector and the control vector respectively;  is the initial 
state vector;  is the control delay which is known to us;  is nonlinear term; 
0x
,0τ > )(xf A B and are 
constant matrices of appropriate dimensions;  is completely controllable. 
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Assumption : The external disturbances can be expressed by the following exosystem  
( ) ( )
( ) ( )
w t Gw t
v t Fw t
=
=
&                                                                                                                                     (2)
where , G  and  are constant matrices of appropriate dimensions. ( ) rw t R∈ F
In order to make the nonlinear systems with time-delay translate into a non-delay system, we define   
( )
1( ) ( ) ( )
t A t h
t
z t x t e B u h dh
τ
−
−
= + ∫                                              （3） 
Therefore the system (1) may be transformed as 
1 0
where  is state vector of non-delay system which is translated, 
( ) ( ) ( ) ( ) ( ) 0; (0)z t Az t B u t Dv t f x t z x= + + + > =&
( ) nz t R∈
                      （4）           
1
AB e Bτ−= .  
2.2. Quadratic performance index analysis
For the optimal control problem of nonlinear under the description of equation (1) and (2), we can 
divide this problem into three cases according to the stability characteristics of the disturbances which are 
described by (2). we can choose the quadratic performance index 
0
1 ( ) ( ) [ ( ) ( ) ( ) ( )]d
2
ftT T T
f f f t
J z t Q z t z t Qz t u t Ru t⎡ ⎤= + +⎢ ⎥⎣ ⎦∫ t                          （5） 
where ft is the end time known;  are semi-positive definite matrices. , ,n n n n r rfQ R Q R R R× ×∈ ∈ ∈ ×
Applying the maximum principle, the optimal control law of the new no-delay nonlinear system can be 
found from the following equation 
1
1( ) ( )
Tu t R B tλ−= −
)(t
                                                        （6） 
λwhere  is the solution to the following nonlinear two-point boundary value (TPBV) problem 
0 0
( ) ( ) ( ) ( ) ( ); ( ) ( )
( ) ( ) ( ) ( ) ,   ; ( ) ,
T T
0
z f f
f
z t A t f x t t Q z t
z t Az t S t f x t t t z t x
λ λ λ λ
λ
+ + =
= − + < ≤ =
&
&
t Q− = f                        （7）
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where ,11 1TS B R B−= ( ) ( )T Tzf x f x= ∂ ∂z .
3. Design of the Optimal Control Law  
3.1. The optimal control law of finite time
Theorem 1.: The nonlinear system described by (1) and (2), with the quadratic performance index (5), 
the optimal control law is existent and unique, and its form as follows: 
* 1 ( )
1 1 1 2( ) [ ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )]
tT A t h
t
u t R B P t x t P t e B u h dh P t v t P t w t g t
τ
− −
−
= − + + + +∫  （8） 
where  is the unique positive semi-definite solution of the )(tP Riccati  differential matrix equation 
( )P t− = ( ) ( ) ( ) ( )TA P t P t A P t SP t Q+ − +&
( )P t ( )P t
                                     （9）
1
( )P t&
and arethe unique solution of the matrix differential equations 2
TA P1 1 1
2 2 2 2 1
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )T
t P t SP t P t D
P t A P t P t SP t P t G P t FG
− = − +
− = − + +&                              （10） 
The state equation and boundary condition of system are 
1 2 0( ) [ ( )] ( ) [ ( )] ( ) ( ) ( ) ( ); ( )z t A SP t z t D SP t v t SP t Sg t f x z t x= − + − − − + =& nRtg ∈)( ( )g t 0
    （11）  
,  satisfies 
( )
1 1 2( ) [ ( ) ] ( ) ( ) ( ) ( )[ ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )]
tT T A t h
z t
g t A P t S g t P t f x f x P t x t P t e Bu h dh P t v t P t wt g t
τ
−
−
− = − + + + + + +∫& （12）
Proof: Order 
1 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )t P t z t P t v t P t w t g tλ = + + +
( )P t ( )P t ( )P t ( )g t
                                  （13） 
where 、 、 、  are undetermined parameters. Taking the derivatives of 
equation (13), we get 
1 2
1 1
2 1 2 2
( ) [ ( ) ( ) ( ) ( )] ( ) [ ( ) ( ) ( ) ( )] ( )
[ ( ) ( ) ( ) ( ) ( ) ] ( ) ( ) ( ) ( ) ( ) ( )
t P t P t A P t SP t z t P t P t D P t SP t v t
P t P t FG P t SP t P t G w t P t Sg t g t P t f x
λ = + − + + −
+ + − + − + +
& & &
& &    （14） 
The equation (13) substitute (7),and add the equation (17), we can derive differential equations (9), 
(10), (11), state equation (15) and adjoint equation (12). Take equation (13) into equation (6), the only 
optimal disturbance rejection control law(8)is obtained. 
To solve the TPBV problem, we construct the following adjoint vector differential equation sequence { }( ) ( )kg t
(0) ( )g t
( ) ( ) ( 1) ( 1) ( 1) ( 1) ( 1) ( 1)
1 2
( )
0
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− − − − − −
≡
− = − + + + + +
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and the state vector differential equation sequence { }( ) ( )kz t
(0 )
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0
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≡
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where ( ) ( ) ( )( )k T k kY f x z= ∂ ∂ .Therefore, the corresponding optimal control sequence { } 
is obtained, successive approximation of nonlinear optimal control law, i.e., 
)()( tu k
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( ) 1 ( ) ( ) ( ) ( )
1 1 2( ) [ ( ) ( ) ( ) ( ) ( ) ( ) ( )], 1,2, ,
k T k k k ku t R B P t z t P t v t P t w t g t k−= − + + + = L
al state trajecto al control law are ( ) ( )k
      （17） 
x tFor the kth optimal problem, optim ry and optim  and} }
∞
)()( tu k
respectively. The solution sequence  is associated with { } and{ , it is also the 
uniform convergence. .The proof is complete.
{ )()( tu k
( ), lik
k k
g t=
)()( tx k
t=
)() tk(g
( ) ( )lim ( ) m ( ) ( )kg t z t z
→∞ →∞
3.2. The optimal control law of finite time
Theorem 2: The nonlinear system described by the (1) and (2), the optimal control law is obtained for 
the optimal control problem of finite time  
* 1 ( ) ( )
1 1 1 2( ) [ ( ) ( ) ( ) ( ) ( )]
tT A t h
t
u t R B Px t P e B u h dh Pv t P w t g t
τ
− −
−
= − + + + +∫            （18） 
where is the unique positive definite solution of theP Riccati  matrix equation  
0=+− QPSPPAPAT
1
+                                                  （19） 
P、  are unique solutions of matrix equations (28)  2P
1
2 2 1
) 0
( - )
T
T
S P PD
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+ =
+ + =
( -A P
0
R=
                                               （20） 
)()( tg k  and can be obtained byequations (15)and(16),where .( ) ( )kz t ft = ∞
4. Design of the Optimal Control Law  
Consider the nonlinear time-delay systems with disturbances is described by (1) and (2), where  
[ ] 11 22 2
1 2 2
(0)0 3 0 0 0.4 0.5 1 0
, , 1 0, ( ) , , [1 0], (0) [1 0] , , , 1
1 2 1 (0) 0 0.1 0 0 1
TxxxA B C f x F w G Q
x x x
−⎡ ⎤⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎛ ⎞ ⎛ ⎞
= = = = = = = = =⎜ ⎟ ⎜ ⎟⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥
−− − −⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦
（21）
0.1,0.3,0.4τ =  are taken respectively, the system state variables 1 2( ), ( )x t x t
0.4
, optimal control 
variables , the simulation performance curve are shown in Figure 1. Where the full line indicates 
; the 
*( )u t
0.1τ =
J
dashed line indicates ;the dotted line indicates .0.3τ = τ =
Fig.1(a) simulation curves of state variables 1x under the attenuating disturbances ； (b) simulation curves of state 
variables 2x under the attenuating disturbances 
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Fig.1(c) simulation curves of optimal control law u  under the attenuating disturbances;(d) simulation curves of the quadratic 
performance index variables under J
5. Design of the Optimal Control Law 
In this paper, we present a kind of optimal perturbation successive approximation control law design 
method for nonlinear system, which have continued external disturbance with disturbance characteristics 
identified and control delay. We translate nonlinear system with control delay into nonlinear systems 
without delay. In this optimal control law the linear part is the exact value, the nonlinear item is obtained 
in the iteration, so we can enhance the convergence speed and iteration accuracy. Simulation examples 
show that the use of model transformation design for nonlinear delay systems approach is an effective 
way. 
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