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AN APPLICATION OF MARKOV CHAIN ANALYSIS
TO INTEGER COMPLEXITY
CHRISTOPHER E. SHRIVER
Abstract. The complexity f(n) of an integer was introduced in 1953 by Mahler & Popken: it
is defined as the smallest number of 1’s needed in conjunction with arbitrarily many +, * and
parentheses to write an integer n (for example, f(6) ≤ 5 since 6 = (1 + 1)(1 + 1+ 1)). The best
known bounds are
3 log3 n ≤ f(n) ≤ 3.635 log3 n.
The lower bound is due to Selfridge (with equality for powers of 3); the upper bound was recently
proven by Arias de Reyna & Van de Lune, and holds on a set of natural density one.
We use Markov chain methods to analyze a large class of algorithms, including one found by
David Bevan that improves the upper bound to
f(n) ≤ 3.52 log3 n
on a set of logarithmic density one.
1. Introduction
What is the minimum number of 1’s needed to write an integer n, using only +, ∗ and paren-
theses? In this paper we denote by f(n) the minimum number of ones needed to express n in this
manner. For example, f(6) = 5 since 6 can be written with five ones as (1 + 1)(1 + 1 + 1), but
not using four or fewer. Note that f(11) 6= 2; concatenation is not allowed. The problem dates
back to a 1953 paper of Mahler & Popken [9]. Guy popularized the problem in his survey [6] and
also included it in his book Unsolved Problems in Number Theory [7]. Recently, there has been
renewed interest [1, 2, 3, 4, 8, 5, 14] in the problem – the focus of our paper is on the asymptotic
size of f(n).
An interesting expression for f(n) given by Guy in [6] is
f(n) = min
d|n
2≤d≤√n
1≤e≤n/2
{
f(d) + f(n/d), f(e) + f(n− e)},
which shows that the problem can be seen as arising from the difficulty of mixing additive and
multiplicative behavior. Several initial results are given in Guy’s article [6]. One of these, due to
John Selfridge, is a lower bound of
f(n) ≥ 3 log3 n,
with equality exactly when n is a power of 3. As the author is not aware of any published proof
of this fact, one is given below in Appendix C. Guy also describes several ways of obtaining an
upper bound. A simple upper bound, resulting from expanding n in base 2 and using Horner’s
scheme, yields
f(n) ≤ 3 log2 n < 4.755 log3 n.
Unconditional improvement seems unlikely, since there exist numbers requiring an atypically large
number of 1’s to be represent: for example (taken from [8]),
f(1439) = 3.928 log3 (1439).
Much recent focus has been on improvements for subsets of density 1. Returning to Guy’s original
argument, we see that a ‘typical’ number n ∈ N should have roughly the same number of 0’s and
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1’s in its binary expansion, which suggests the upper bound
f(n) ≈ 5
2
log2 n < 3.963 log3 n
in the ‘generic’ case (that is, numbers for which the proportion of 0’s and 1’s in the binary
expansion is not too atypical). It is not difficult to show that the ‘generic’ case gives rise to a
subset of density 1 on which the bound holds. Guy also cites improvements by Isbell, the best of
which is achieved by performing the same type of analysis in base 24, giving
f(n) < 3.817 log3 n
on a set of density 1.
The current best result is due to Fuller, Arias de Reyna, and Van de Lune [4] and is based on
similar considerations carried out in base 3359232.
Theorem 1.1 (Fuller, Arias de Reyna, and Van de Lune, 2014). The set of natural numbers n
for which
f(n) ≤ 3.635 log3 n
has density 1.
Experimental results suggest that this can be improved: Iraids, Balodis, C˘ern¸enoks, Opmanis,
Opmanis, and Podnieks [5] have conjectured, based on extensive numerical computation, that
lim sup
n→∞
f(n)
log3 n
≤ 3.37.
We emphasize that although there are many other problems related to integer complexity, our
focus will be on the asymptotic size. We refer to the bibliography for further details.
2. Main results
2.1. New upper bound. The main subject of this paper is the analysis of algorithms generaliz-
ing the one used by Steinerberger [14]. The algorithm used in [14] is a refinement of the methods
discussed above and consists of a simultaneous consideration of numbers in bases 2 and 3. More
precisely, the algorithm proceeds as follows:
Algorithm (Greedy, base 6).
(1) Take an arbitrary natural number n. If n ≤ 5, use one of the optimal representations
1 = 1, 2 = 1 + 1, 3 = 1 + 1 + 1, 4 = 1 + 1 + 1 + 1, or 5 = 1 + 1 + 1 + 1 + 1. Otherwise,
move to step 2.
(2) Choose a representation depending on n (mod 6):
- If n (mod 6) ≡ 0, write as 3[n/3].
- If n (mod 6) ≡ 1, write as 3[(n− 1)/3]+ 1.
- If n (mod 6) ≡ 2, write as 2[n/2].
- If n (mod 6) ≡ 3, write as 3[n/3].
- If n (mod 6) ≡ 4, write as 2[n/2].
- If n (mod 6) ≡ 5, write as 2[(n− 1)/2]+ 1.
Then apply step 2 to the result (the number in brackets) until one of the representations
in step 1 can be applied.
(3) Replace every 2 by (1+1) and every 3 by (1+1+1).
Steinerberger proposed an argument that
f(n) ≤ 3.66 log3 n for ‘generic’ n.
This notion of ‘generic’ is weaker than that of a density one subsequence. A previous version
of this paper expanded Steinerberger’s methods to substantially improve the result using the same
notion of ‘generic,’ but Juan Arias de Reyna and David Bevan pointed out a flaw in a preprint
which was also present in Steinerberger’s original paper [14].
The current version corrects the error and strengthens the claimed result, showing that the
class of algorithms produces bounds that hold on sets of logarithmic density one. David Bevan
MARKOV CHAINS FOR INTEGER COMPLEXITY 3
also discovered a slightly better algorithm than the one included in the earlier preprint, giving the
following:
Theorem 2.1 (Main result). The set of natural numbers n such that
f(n) < 3.52 log3 n
has logarithmic density one.
The logarithmic density of a set B of natural numbers is defined by
lim
N→∞
1
log n
∑
n∈B
n≤N
1
n
,
if the limit exists. This is very closely related to the natural density, which is slightly stronger:
if the natural density exists, then so does the logarithmic density, and the two are equal. Having
calculated the logarithmic density, it would therefore be sufficient to prove that the natural density
exists in order to know its value.
The proof of the theorem uses a Markov chain model that allows us to study more effective
algorithms related to Steinerberger’s, answering an open problem stated in [14].
Table 1 shows the improvement of the new algorithm over the base 6 greedy algorithm and
how well it fits the bound of Theorem 2.1 for a few ‘arbitrarily’ chosen large numbers.
n
number of ones used to represent n by ⌊3.52 log3 n⌋
base 6 greedy algorithm of Theorem 2.1
⌊pi · 10100⌋+ 101000 7588 7372 7377
⌊√2 · 10100⌋+ 102000 15232 14718 14755
⌊e · 10100⌋+ 103000 22823 22083 22132
Table 1. Comparison of performance of current and previous best known algo-
rithms of the type considered in this paper.
2.2. Limitations of these methods. It seems worthwhile to note that the only limit to the
methods discussed above is of a computational nature: If, for some constant 3 ≤ c <∞,
lim sup
n→∞
f(n)
log3 n
≤ c
then both Guy’s basis method as well as the Markov chain method will be able to prove the upper
bound c+ ε for every ε > 0. This can be seen by using an estimate of the type
1
b
b∑
n=1
f(n) .
1
b
b∑
n=1
c log3 n ∼ c log3 b
to guarantee that a typical ‘digit’ in a base b representation requires at most c log3 b times the
digit 1’s. At the same time, to represent an integer N , we need
logbN =
logN
log b
=
log3N
log3 b
digits in base b
and therefore a total number of
log3N
log3 b
c log3 b = c log3N ones.
This implies that the Guy basis algorithm will eventually be effective. However, since the Markov
chain algorithm is a generalization of the Guy basis algorithm, it will also be able to show the
same bound, likely with less computational effort. More sophisticated optimization techniques
may be able to make significant improvements.
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3. A Review of the Markov Chain Method
3.1. Idea. This section is primarily dedicated to an exposition of Steinerberger’s approach, which
did not receive a detailed explanation in the original paper. It is based on the method of proving
Guy’s upper bound of 4.755 log3 n by writing
n = a0 + (1 + 1)(a1 + (1 + 1)(a2 + (· · · (1 + 1)(ak + 1 + 1) · · · )))
with ai ∈ {0, 1} (this is the expression of n in terms of its base 2 digits using Horner’s scheme).
To emphasize the similarity, we can construct this expression algorithmically as follows: Given a
number n,
(1) If n = 1, the optimal representation is trivial. Otherwise move to step 2.
(2) Calculate n mod 2, then:
- If n mod 2 = 0, write as 2[n/2]
- If n mod 2 = 1, write as 2[(n− 1)/2] + 1.
Repeat this step on the result (i.e. the number in brackets) until the result is 1.
(3) Replace every 2 by (1+1).
Steinerberger’s improvement was to look at the residue of n modulo 6 and, depending on the
residue, divide by either 2 or 3. As an example, given a number of the form 6n+5 one could write
6n+ 5 = 1 + 2(3n+ 2) = 1 + (1 + 1)(3n+ 2)
6n+ 5 = 2 + 3(2n+ 1) = (1 + 1) + (1 + 1 + 1)(2n+ 1).
The first representation provides a number that is half the size of its input at the cost of 3 ones;
the second gives a number that is a third of its input size at the cost of 5 ones. Clearly, we want
to decrease the number by a large factor, but we want to avoid using more ones than necessary.
We now discuss a way of comparing those two options to decide on which may be favorable.
3.2. Measuring inefficiency. This section describes the heuristic used in [14]. We wish to
emphasize that this heuristic will not always lead to optimal results (this answers a question
posed at the end of [14]). Suppose that we write n as
n = λ ·
[
n− r
λ
]
+ r
at a cost of m ones. The inefficiency of this representation is defined to be
I = m− 3 log3 λ.
We remark that this quantity is never negative: the cost m is the number of ones it takes to write
b and r, so
m = f(λ) + f(r) ≥ f(λ) ≥ 3 log3 λ
and therefore
I ≥ 0.
3.3. The algorithm. The algorithm given in [14] is now produced by, for each residue class mod-
ulo 6, calculating the inefficiency of the two representations arising from dividing by either 2 or 3
and using the representation with the smaller inefficiency. Explicit values for the inefficiencies are
given in Table 2.
Local-global relations. It is natural to ask whether such a local greedy selection procedure can
give rise to optimal algorithms. Fixing a greedy selection at every residue class gives rise to a
unique global algorithm – the behavior of the global algorithm depends nonlinearly on local steps
(i.e. greedy local steps may create an overall global dynamics that stays away from ‘effective’
residue classes). The question of whether optimal local steps necessarily imply optimal global
steps was posed as an open problem in [14]. We will answer this question in the negative (see
Section 5.2).
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n mod 6
divide by 2 divide by 3
representation cost inefficiency representation cost inefficiency
0 2
(
n
2
)
2 0.107 3
(
n
3
)
3 0
1 2
(
n−1
2
)
+ 1 3 1.107 3
(
n−1
3
)
+ 1 4 1
2 2
(
n
2
)
2 0.107 3
(
n−2
3
)
+ 2 5 2
3 2
(
n−1
2
)
+ 1 3 1.107 3
(
n
3
)
3 0
4 2
(
n
2
)
2 0.107 3
(
n−1
3
)
+ 1 4 1
5 2
(
n−1
2
)
+ 1 3 1.107 3
(
n−2
3
)
+ 2 5 2
Table 2. Calculation of inefficiencies for each residue class mod 6
3.4. Markov chain motivation. The key step in the analysis of an algorithm of such a type is
to interpret its large-scale behavior as a Markov chain. A Markov chain is a sequence of random
variables Φ = {Φ0,Φ1,Φ2, . . .} on a measurable space X , such that the distribution of Φi is
dependent only on the distribution of Φi−1. For our purposes, X will be finite and the dependence
will be described by a matrix M via the relation
pii = Mpii−1
where pii is the vector giving the probability distribution of Φi (that is, pii(j) is the probability
that Φi = j). We denote by P
m(x,A) the probability that x lands in the set A after m iterations:
Pm(x,A) := P
[
Φi+m ∈ A | Φi = x
]
.
To model the algorithm described above, we let X = {0, 1, 2, 3, 4, 5} be the set of residues
modulo 6. The algorithm naturally provides a sequence of states in X : given an integer of the
form 6n+ 1, for example, the algorithm proceeds by writing
6n+ 1 = 1 + (1 + 1 + 1)(2n).
A number of the form 2n has residue class 0, 2 or 4 when re-interpreted modulo 6. This means
that the state 1 can be followed by 0, 2 or 4. We can similarly calculate possible successors of
each state in X . Possible paths are represented by the directed graph in Figure 1.
Since we are considering walks on a graph it is natural to seek a Markov chain model, but it is
not immediately clear how to choose transition probabilities. This difficulty, which led to an error
in Steinerberger’s paper [14] and a previous version of the current paper, will be addressed in the
following discussion.
4. Markov Chain Analysis
4.1. Asymptotic variance. We start by citing a theorem that allows us to control the typical
variance of functions of sample paths.
Lemma 4.1. Let Φ be a Markov chain on a finite space X. If there exists a state i ∈ X and
some m ∈ N such that i can be reached in exactly m steps from any starting point with positive
probability, that is,
Pm(x, i) > 0 for all x ∈ X,
then any starting distribution approaches the unique stationary distribution pi at a geometric rate.
Moreover, we have the following: let g : X → R be bounded and
Sn(g) =
n∑
k=1
g(Φk).
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Figure 1. Directed graph representing the possible paths of the algorithm
through residue classes mod 6.
Then if we let g¯ = g− ∫ g dpi where pi is the limit distribution, there exists a constant 0 ≤ γ2g <∞
such that
lim
n→∞
Var
[
1√
n
Sn(g¯)
]
= γ2g .
The proof involves checking a few criteria given in [10], which is done in Appendix A.
For the remainder of this paper we will denote by Epi [g] :=
∫
g dpi the expectation of a function
g under the distribution pi.
This lemma will be used to show that a class of algorithms generalizing the one in Section 3.3
can, with one additional condition, be used to bound the variance of the outcome of the algorithm.
This bound will then be used to prove the main theorem.
4.2. Generalized algorithms. We consider algorithms A defined by a map Λ: {0, 1, . . . , a−1} →
N assigning dividing factors to residue classes mod a; we require that each factor Λ(i) divides a
and that each factor is at least 2 (i.e. Λ(i) ≥ 2 for all 0 ≤ i ≤ a − 1) to exclude the trivial step
of dividing by 1. A map Λ produces a representation for a natural number n according to the
following algorithm:
General algorithm. Define n0 = n. Let r0 = n0 mod a, λ0 = Λ(r0), and
s0 = n0 mod λ0. We then have
n0 = λ0
[
(n0 − s0)/λ0
]
+ s0.
Iteratively define ni+1 = (ni − si)/λi, with λi and si defined similarly to λ0, s0
above, stopping when nk = 1. Then we can write
n = λ0
(
λ1
(
λ2(· · · (λk−1 + sk−1) · · · ) + s2
)
+ s1
)
+ s0
MARKOV CHAINS FOR INTEGER COMPLEXITY 7
and expressing the λi and si using their optimal representations gives a represen-
tation for n. (Note that λi, si are natural numbers which are strictly less than a,
so only finitely many optimal representations must be known to give this repre-
sentation.)
We say that A is a base a algorithm, since its action at each step depends on residue classes
modulo a.
Notation. We denote by “n mod a” the remainder upon dividing n by a. Equivalence modulo a
will be denoted by r ≡ n (mod a).
Example 4.2. If we write Λ as an a-tuple, Guy’s algorithm would be represented as (2, 2) and the
greedy algorithm used by Steinerberger as (3, 3, 2, 3, 2, 2). A greedy algorithm can be produced
for any base a using the heuristic in Section 3.2 by choosing the dividing factor Λ(i) that gives
the lowest inefficiency for each 0 ≤ i ≤ a− 1.
4.3. Representing natural numbers. In order to analyze the behavior of an algorithm A, in
this section we establish a precise connection between the natural numbers and a walks on directed
graph G(A) encoding the structure of A.
By considering which residue classes can be sent to which other residue classes by one step of
the algorithm, we can construct a directed graph G(A) with vertices {0, 1, 2, . . . , a− 1} and with
an edge (r0, r1) exactly when there exists some n0 ≡ r0 (mod a) such that one iteration of the
algorithm applied to n0 gives a number n1 with n1 ≡ r1 (mod a). For example, in Steinerberger’s
base 6 greedy algorithm, 9 = 3 (mod 6) is sent to 9/3 = 3, so there is an edge (3, 3).
Applying an algorithm A to a number n gives a sequence of residues, denoted by
R(n) := {r0, r1, . . . , rk},
with the ri as above (here and in the following discussion, the dependence on A is implicit).
Conversely, given a sequence of residues we can calculate λi = Λ(ri) and si = ni mod λi =
ri mod λi – the last equality follows from the fact that each λi divides a and from the definition
ri = ni mod a. Then we can produce a number using a representation similar to above:
N({r0, r1, . . . , rk}) := λ0
(
λ1
(
λ2(· · · (λk−1 + sk−1) · · · ) + s2
)
+ s1
)
+ s0.
It is clear from this definition that if R(n) is the sequence of residues arising from applying the
algorithm to n, then
n = N(R(n)).
Hence N is in bijection with the set {R(n) | n ∈ N}. Notice that every R(n), interpreted as a
sequence of vertices of G(A), gives a walk on the graph. The converse is also true:
Claim 4.3. For every walk {v0, v1, . . . , vk} on the graph G(A) ending at the vertex 1 (that is,
vk = 1), there exists some natural number n such that R(n) = {v0, v1, . . . , vk}.
Proof. See Appendix B. 
Combining this result with the preceding discussion yields the following:
Proposition 4.4. For any algorithm A, the functions R and N give a bijection between the natural
numbers and walks on the graph G(A) ending at the vertex 1.
Using this connection, we will study the behavior of an algorithm A by studying random walks
on G(A).
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4.4. Markov chain model. Given an algorithm A, we define
Ak =
{
n ∈ N : |R(n)| = k + 1}.
These are the natural numbers which A takes k steps to process. We will choose a walk Ψk of
length k+1 ending at 1, and hence a random number n = N(Ψk) ∈ Ak, according to the following
process:
Given a base a algorithm A, let Φ = {Φ0,Φ1, . . .} be the Markov chain on the space X =
{0, 1, . . . , a − 1} describing a random walk starting on a vertex of G(A) chosen uniformly at
random, and let M be its transition matrix. For each x ∈ X , let Sj(x) be the set of all possible
successors of x from which the state 1 can be reached in exactly j steps. Suppose that there is
some natural number m such that, for any n ≥ m, the state 1 can be reached from any other state
in exactly n steps (the existence of such an m is a straightforward consequence of the convergence
of the random walk process to a stationary distribution pi, provided pi(1) 6= 0).
The walk Ψk consists of a collection of random variables {Ψk0 ,Ψk1 , . . . ,Ψkk}, defined as follows:
Let Ψk0 be given the uniform distribution on X . The rest of the process is defined inductively: for
each 0 < i ≤ k let Ψki depend only on Ψki−1, with
P
[
Ψki = x | Ψki−1 = y
]
=
{ ∣∣Sk−i(y)∣∣−1, x ∈ Sk−i(y)
0, else.
Note that Ψkk = 1 with probability one, so that Ψ
k is in fact a walk of length k ending at 1. Also
note that the random variables {Ψk0 ,Ψk1 , . . . ,Ψkk−m} are jointly equidistributed with the random
variables {Φ0,Φ1, . . . ,Φk−m} associated with the random walk on G(A). Hence, aside from a
sequence of final steps of fixed length m, Ψk is essentially a random walk on G(A). In particular,
it is close enough to being a random walk that we can apply Lemma 4.1:
Proposition 4.5. Suppose an algorithm A yields a graph G(A) such that the state 1 can be reached
from any other state in a fixed number of steps. Then there exists a natural number m such that,
for n > m, the state 1 can be reached from any other state in exactly n steps.
Furthermore: for k > m, let Ψk = {Ψk0 ,Ψk1 , . . . ,Ψkk} be the collection of random variables
defined above, giving a walk of length k + 1 ending at 1. If g : X → R is a bounded function and
we define
S˜k(g) :=
k−1∑
i=0
g(Ψki ),
then
lim
k→∞
Var
[
1√
k
S˜k(g¯)
]
= γ2g ,
where γ2g is as in Lemma 4.1.
Proof. Since the state 1 can be reached from any other in a fixed number of steps, we know that
the random walk process is ergodic and in particular the state 1 is not transient. So the existence
of such an m is guaranteed.
The second part follows directly from Lemma 4.1, since the part of Ψk which deviates from
the random walk is insignificant for large k. 
4.5. Application of Markov model. Our goal is to bound f(n) by estimating fA(n), the number
of ones used by the algorithm A to represent a randomly chosen n = N(Ψk). We will estimate
this using the “average cost”
c¯ :=
fA(n)
k
,
and the “average dividing factor”
λ¯ := n1/k.
Note that k is fixed and n, c¯, λ¯ are random variables.
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With these definitions, we can write
fA(n)
log3 n
=
c¯
log λ¯
log 3.
We will use Proposition 4.5 to study c¯ and log λ¯ when k is large. The average cost c¯ can be written
as
c¯ =
1
k
k−1∑
i=0
C(Ψki ) =
1
k
Sk(C)
where C(i) is the number of ones used by one step of the algorithm applied to i ∈ X , that is, the
total number of ones needed to represent Λ(i) and i (mod Λ(i)) in their optimal forms. Clearly
C is a bounded function, so we can apply Proposition 4.5. Note that
1
k
Sk(C¯) = c¯− Epi[C],
so by Chebyshev,
P
[∣∣c¯− Epi[C]∣∣ > ε] ≤ Var( 1√kSk(C¯))
kε2
.
Therefore if δ1 > γ
2
C¯
/ε2 then, by Proposition 4.5,
P
[∣∣c¯− Epi[C]∣∣ > ε] ≤ δ1
k
for large enough k.
A similar approach gives an estimate of log λ¯ in terms of n: We can write n as
n = λ0
(
λ1
(
λ2(· · · (λk−1 + sk−1) · · · ) + s2
)
+ s1
)
+ s0
= λ0λ1 · · ·λk−1 + λ0 · · ·λk−2sk−1 + . . .+ λ0λ1s2 + λ0s1 + s0
= λ0λ1 · · ·λk−1
(
1 +
sk−1
λk−1
+ . . .+
s2
λ2 · · ·λk−1 +
s1
λ1 · · ·λk−1 +
s0
λ0 · · ·λk−1
)
.
Then of course
(1) n ≥ λ0λ1 · · ·λk−1,
and since λi ≥ 2 and si ≤ a− 1
n ≤ λ0λ1 · · ·λk−1
(
1 +
a− 1
2
+
a− 1
22
+ . . .+
a− 1
2k
)
< λ0λ1 · · ·λk−1 · a.
Taking logarithms and dividing by k, the last two inequalities combined give
1
k
k−1∑
i=0
logλi ≤ 1
k
logn ≤ 1
k
k−1∑
i=0
logλi +
1
k
log a.
Therefore since log λ¯ = 1k log n, for large enough k
log λ¯− 1
k
k−1∑
i=0
logλi
can be made arbitrarily small for all n ∈ Ak.
But λi = Λ(Ψ
k
i ), so
1
k
k−1∑
i=0
logλi =
1
k
Sk(log Λ).
Just as before, Λ is a bounded function on X and
1
k
Sk(log Λ) =
1
k
Sk(log Λ)− Epi [log Λ],
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so if δ2 > γ
2
Λ/ε
2 then
P
[ ∣∣∣1
k
Sk(log Λ)− Epi [log Λ]
∣∣∣ > ε] ≤ δ2
k
for large enough k. Thus for any ε > 0 there exists K so that for k ≥ K∣∣log λ¯− 1
k
Sk(log Λ)
∣∣ < ε
2
for all n ∈ Ak
and
P
[ ∣∣∣1
k
Sk(log Λ)− Epi [log Λ]
∣∣∣ > ε
2
]
<
δ2
k
,
so
P
[ ∣∣∣log λ¯− Epi[log Λ]∣∣∣ > ε] < δ2
k
.
Recal that fA(n)log
3
n =
c¯
log
3
λ¯
; by continuity, for any ε > 0 there exist ε1, ε2 such that∣∣∣fA(n)
log3 n
− Epi [C]
Epi[log3 Λ]
∣∣∣ < ε
whenever
∣∣c¯− Epi[C]∣∣ < ε1 and ∣∣log3 λ¯− Epi[log3 Λ]∣∣ < ε2.
It follows that for any ε > 0 there exists K such that for k ≥ K,
P
[ ∣∣∣fA(n)
log3 n
− Epi[C]
Epi [log3 Λ]
∣∣∣ > ε] < δ1 + δ2
k
.
In particular, if we let δ = δ1 + δ2,
(2) P
[
fA(n) >
(
Epi[C]
Epi[log3 Λ]
+ ε
)
log3 n
]
<
δ
k
.
This provides a proof of the following:
Proposition 4.6. Given an algorithm A satisfying the condition of Proposition 4.5 and any ε > 0,
define
Bk :=
{
m ∈ Ak : fA(m) >
(
Epi[C]
Epi[log3 Λ]
+ ε
)
log3m
}
.
Then there exists δ > 0 such that, for large k,
P[N(Ψk) ∈ Bk] < δ
k
.
4.6. Logarithmic density. We first note that, if an algorithm divides by λ for some state, then
that state has λ possible successors.
Fix b ∈ Ak and let R(b) = {r0, r1, . . . , rk−1, rk = 1} as above and λi = Λ(ri) for each 0 ≤ i < k.
Consider P[n = b]; by Proposition 4.4, this is the same as the probability that Ψk is equal to the
walk R(b). We can calculate this using the definition of Ψk: The first residue is chosen ‘correctly’
(that is, Ψk0 = r0) with probability 1/a; after that, Ψ
k chooses uniformly from all successors which
preserve the possibility of ending at 1. Let pi be the probability of making the right choice at the
ith step given that all previous choices were correct; then p0 = a
−1 and, for i > 0,
pi = P[Ψ
k
i = ri | Ψki−1 = ri−1].
Maintaining our assumption from Proposition 4.5, there is some m independent of k so that for
0 < i < k −m we have exactly λi−1 valid successors at the ith step and
pi = (λi−1)−1.
For i ≥ k−m, the choice is made uniformly from at most λi−1 options (some successors may not
be valid, since they might make it impossible to end at 1 at the kth step), so
pi ≥ (λi−1)−1.
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Recall from Equation 1 above that b ≥ λ0λ1 · · ·λk−1. So
1
b
≤ 1
λ0λ1 · · ·λk−1
= p1p2 · · · pk−m 1
λk−m · · ·λk−1
≤ (a · p0) · (p1p2 · · · pk−m) · (pk−m+1 · · · pk)
= a · P[n = b].
Therefore
(3)
∑
b∈Bk
1
b
≤ a
∑
b∈Bk
P[n = b] = a · P[n ∈ Bk].
We can now prove the following:
Theorem 4.7. Let A be an algorithm satisfying the condition of Proposition 4.5, and for any
ε > 0 let
B :=
{
b ∈ N : fA(b) >
(
Epi [C]
Epi [log3 Λ]
+ ε
)
log3 b
}
.
Then B has logarithmic density zero.
Proof. Note that, since 2 is the smallest dividing factor used by any step, elements of Ai can be
no smaller than 2i. Therefore, if we let 2m ≤M < 2m+1, we have
{1, 2, . . . ,M} ⊂
m⋃
k=1
Ak.
So, using Equation 3 above,
∑
b∈B
b≤M
1
b
≤
m∑
k=1
∑
b∈Bk
1
b
≤ a ·
m∑
k=1
P[N(Ψk) ∈ Bk].
From Proposition 4.6, the summand is bounded above by δk for large k. Therefore there exists
some constant C such that
∑
b∈B
b≤M
1
b
≤ a ·
m∑
k=1
δ
k
+ C = aδ ·Hm + C,
where Hm denotes the mth harmonic number.
Now
1
logM
∑
b∈B
b≤M
1
b
≤ aδ ·Hm + C
log 2m
=
aδ ·Hm + C
m log 2
.
The right hand side approaches zero as m approaches infinity, so the left hand side approaches
zero as M approaches infinity. Therefore B has logarithmic density zero. 
Since f ≤ fA for all algorithms A, we immediately get the following:
Corollary 4.8. For any ε > 0 let
B :=
{
b ∈ N : f(b) >
(
Epi[C]
Epi[log3 Λ]
+ ε
)
log3 b
}
.
Then B has logarithmic density zero.
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5. Proof of Main Result
5.1. Greedy algorithm in higher basis. The most obvious new class of algorithms to consider
is greedy algorithms for higher bases. For example, the greedy algorithm in base 30 can be
succinctly written as
Λ = (3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 5, 2, 3, 2, 2),
giving rise to a transition matrix
M =


1
3
1
3
· · · · · · · · · · · · · · · · · · · · · · · · · · · ·
· ·
1
2
1
3
·
1
5
· · · · · · · · · · · · · · · · · · · · · · · ·
· · · ·
1
2
·
1
3
1
3
· · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · ·
1
3
· · · · · · · · · · · · · · · · · · · ·
· · · · · · · ·
1
2
· · ·
1
3
1
3
· · · · · · · · · · · · · · · ·
· · · · · · · · · ·
1
2
1
2
· · ·
1
3
· · · · · · · · ·
1
5
· · · ·
· · · · · · · · · · · · · · · · · ·
1
3
1
3
· · · · · · · · · ·
· · · · ·
1
5
· · · · · · · ·
1
2
· · · · · ·
1
3
· · · · · · · ·
· · · · · · · · · · · · · · · ·
1
2
1
2
· · · · · ·
1
3
· · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
1
3
· ·
1
3
1
3
· · · · · · · · · · · · · · · · · ·
1
2
· · · · · · · · ·
· · ·
1
3
· · · · · · · · · · · · · · · · · ·
1
2
1
2
·
1
5
· · · ·
· · · · · ·
1
3
1
3
· · · · · · · · · · · · · · · · · · · · · ·
· · · · ·
1
5
· · ·
1
3
· · · · · · · · · · · · · · · ·
1
2
· · ·
· · · · · · · · · · · ·
1
3
1
3
· · · · · · · · · · · · · ·
1
2
1
2
· · · · · · · · · · · · · · ·
1
3
· · · · · · · · · · · · · ·
· ·
1
2
· · · · · · · · · · · · · · ·
1
3
1
3
· · · · · · · · · ·
· · · ·
1
2
· · · · · · · · · · · · · · · ·
1
3
· · ·
1
5
· · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
1
3
· · · · ·
· · · · ·
1
5
· ·
1
2
· · · · · · · · · · · · · · · · · ·
1
3
· ·
1
3
1
3
· · · · · · · ·
1
2
1
2
· · · · · · · · · · · · · · · · · ·
· · ·
1
3
· · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · ·
1
3
1
3
· · · · · ·
1
2
· · · · · · · · · · · · · · ·
· · · · · · · · ·
1
3
· · · · · ·
1
2
1
2
· · · · · · ·
1
5
· · · ·
· · · · · · · · · · · ·
1
3
1
3
· · · · · · · · · · · · · · · ·
· · · · ·
1
5
· · · · · · · · ·
1
3
· · · ·
1
2
· · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
1
3
1
3
· ·
1
2
1
2
· · · · · ·
· · · · · · · · · · · · · · · · · · · · ·
1
3
· · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
1
3
·
1
2
· · ·
· · · · · · · · · · · · · · · · · · · · · · · · ·
1
5
·
1
3
1
2
1
2


.
It is quite easy to derive a numerical approximation of the stationary distribution as
pi = (0.01605, 0.03211, 0.03913, 0, 0.03929, 0.06272, 0.01272, 0.04573, 0.03753, 0, 0.05072, 0.05584,
0.01948, 0.04210, 0.06637, 0, 0.03228, 0.02909, 0.00684, 0.03131, 0.06934, 0, 0.05267, 0.04013,
0.02053, 0.04721, 0.05912, 0, 0.03640, 0.05529)T .
Using the transition matrix, it can be checked that the state 1 can be reached from any other
state in exactly 9 steps, so that Corollary 4.8 applies. From this algorithm we get the improved
result that
f(n) ≤ 3.59 logn
on a set of logarithmic density one.
5.2. Improving on the greedy algorithm. It is possible to improve on the greedy algorithm
(this was not clear a priori). We define a ‘landscape’ of algorithms by associating to each algorithm
A of the type above a cost
cA =
Epi[C]
Epi[log3 Λ]
and saying that two algorithms A1, A2 are adjacent if their tuples Λ1,Λ2 agree on all but exactly
one entry. The problem of finding a better bound is now a nonlinear optimization problem on
a large search space. The best known algorithm found by the author was found using simulated
annealing. It has base 2 · 3 · 5 · 7 · 11 = 2310 and constant c ≈ 3.5286. This algorithm implies the
result
f(n) < 3.53 log3 n on a set of logarithmic density one.
David Bevan’s improved algorithm uses the same base, but has a constant of c ≈ 3.5197, giving
f(n) < 3.52 log3 n on a set of logarithmic density one.
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The corresponding 2310-tuple is given in Appendix D.
factor
frequency of use
base 6 greedy
(c ≈ 3.65)
base 2310 greedy
(c ≈ 3.56)
base 2310 improved
(c ≈ 3.53)
2 0.769 0.628 0.507
3 0.231 0.213 0.352
4 · · ·
5 · 0.102 0.063
6 0 0 0
7 · 0.058 0.057
8 · · ·
9 · · ·
10 · 0 0
11 · 0 0.021
Table 3. Comparison of frequency of factors used by improved algorithm with
greedy algorithms. The frequency is the proportion of states which use a given
factor, weighted by the limit distribution. Dots represent factors not allowed
given the base.
In comparison, the greedy algorithm for base 2310 gives a constant of 3.561. The improvement
can be seen to come in part from the increased frequency with which 3 is used as a dividing factor,
as shown in Table 3. Note also that the improved algorithm uses 11 as a dividing factor one in
every fifty steps, even though it is never locally optimal (as can be seen from the center column).
It seems that by taking a few locally inefficient steps, the algorithm is able to divide by 3, which is
optimal according to the greedy heuristic, in ten percent more steps. Bevan’s further improvement
also makes use of the dividing factor 55.
Calling this metric ‘frequency of use’ is perhaps not completely honest, since the stationary
distribution gives the percentage of time the random walk on G(A) spends in each state rather than
the algorithm A itself; we note, however, that the bound produced by an algorithm is dependent
only on this stationary distribution pi and not on the ‘actual’ behavior of the algorithm.
6. Concluding Remarks
6.1. Extendability. Using higher bases and running simulated annealing for more iterations will
produce slightly better bounds. The bound produced by an algorithm is limited by the complex-
ity of its dividing factors, and since most small numbers have suboptimal complexity (that is,
f(n)/ log3 n is well above 3), very good algorithms will have to include large dividing factors. But
large factors will be used infrequently by an optimized algorithm, since dividing out by any factor
is only worth it if the number of ones it costs to remove the remainder is small. This happens
infrequently for large numbers, so including a single large factor, no matter how efficient it is by
itself, will not have much of an effect on the resulting bound. It therefore seems unlikely that
significant improvement could be made by finding better algorithms of the form considered here
(which encompasses Guy’s method as a special case) without using very large bases. Still, we
consider the question of how to optimize over the space of algorithms a fascinating problem.
6.2. Natural density. It would also be interesting to strengthen Theorem 2.1 to state that
f(n) < 3.52 log3 n for a set of integers of natural density 1, with the same holding for all bounds
produced by the same type of algorithm. Since the logarithmic density has been established, it
would be enough to prove the existence of a natural density for the sets B.
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6.3. Brownian motion. This comment, suggested by Stefan Steinerberger, is inspired by work
of Sinai on large-scale properties of the 3x+ 1 problem. Define T : N→ N via
T (n) =
{
n/2 if n is even.
3n+1
2 if n is odd.
The 3x + 1 problem asks whether for every n ∈ N there is some k such that repeated iteration
yields T (k)(n) = 1. If one were to assume that being even or odd is equally likely for numbers
arising in the course of these iterations, then one would expect an average decay of
T (k)(n) ∼
(
3
4
) k
2
n and that T (k)(n)
(
4
3
) k
2
appears to be random on a logarithmic scale.
Some rigorous results in that direction have been obtained by Sinai [11, 12, 13]. Since our class of
algorithms is related to the 3x+ 1 problem (the only but admittedly crucial difference being that
our algorithms always decrease the input), we were motivated to see whether similar phenomena
appear. Indeed, it seems that a suitable rescaled series of numbers behaves like Brownian motion
on a logarithmic scale (see Figure 2). We consider this to be a promising direction for further
research.
600 700 800 900 1000 1100 1200 1300 1400
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1178
1179
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0 500 1000 1500 2000 2500
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Figure 2. log
(
xiλ¯
i
)
using the base 6 greedy algorithm for a random element
in A1496 (left) and one in A2944 (right).
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Appendix A. Proof of Lemma 4.1
Lemma (4.1). Let Φ be a Markov chain on a finite space X. If there exists a state i ∈ X and
some m ∈ N such that i can be reached in exactly m steps from any starting point with positive
probability, that is,
Pm(x, i) > 0 for all x ∈ X,
then any starting distribution approaches the unique stationary distribution pi at a geometric rate.
Moreover, we have the following: let g : X → R be bounded and
Sn(g) =
n∑
k=1
g(Φk).
Then if we let g¯ = g− ∫ g dpi where pi is the limit distribution, there exists a constant 0 ≤ γ2g <∞
such that
lim
n→∞
Var
[
1√
n
Sn(g¯)
]
= γ2g .
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Proof. We prove this using results from Meyn and Tweedie [10]. An important concept is uniform
ergodicity: we say that a Markov chain Φ is uniformly ergodic if there exist r > 1 and R < ∞
such that for all x
‖Pn(x, ·)− pi(·)‖ ≤ Rr−n,
where pi is the stationary distribution, interpreted as a measure on X (see [10, Theorem 16.0.2.]).
Put differently, Pn(x, ·) approaches pi(·) geometrically. Here we define ‖ν‖ for a measure ν to be
‖ν‖ := sup
g : |g|≤1
∣∣∣∣
∫
g(x)ν(dx)
∣∣∣∣ .
Uniform ergodicity is a special case of what is called V -uniform ergodicity (see [10, Chapter 16])
such that V is a constant function. Theorem 17.0.1.ii in [10] implies that this is enough to give the
desired result for Φ. So if we can establish uniform ergodicity we have geometric convergence to
the limit distribution and convergence of the variance of n−1/2Sn(g) to a finite constant depending
on g.
The criterion we will use for showing ergodicity uses the notion of a small set (see [10, Section
5.2.]). If ν is a measure on the state space X , a measurable set C is called ν-small if there exists
m ∈ N such that for all x ∈ X and all measurable sets B
Pm(x,B) ≥ ν(B).
Theorem 16.0.2 in [10] states that a Markov chain is uniformly ergodic if and only if X is ν-small
for some ν. This is quite easy to show for our purposes: suppose that X is finite and some state
i ∈ X can be reached in exactly m steps from any starting point. Then let
l = min
x∈X
Pm(x, i) > 0
and define a measure
ν(A) =
{
l, i ∈ B
0, i 6∈ B .
Now if a set B does not contain i then its ν-measure is 0 and the condition is trivially satisfied.
Otherwise,
Pm(x,B) ≥ Pm(x, {i}) ≥ l = ν(B).
Therefore X is ν-small and the Markov chain is uniformly ergodic. 
Appendix B. Proof of Claim 4.3
First we prove the following:
Lemma B.1. Let A be a base a algorithm with dividing factor function Λ, and suppose the residue
j is a successor of the residue i: that is, there exists a natural number n ≡ i (mod a) such that
n1 ≡ j (mod a), where n1 is the result of the first step of the algorithm A.
Then if λ = Λ(i) and s = i mod λ, there exists an integer k such that
j = (ka+ i− s)/λ.
Proof. First note that i mod λ = n mod λ, because i = n mod a and λ | a. So, by definition of
the algorithm A,
n = λn1 + s.
Writing n = la+ i and n1 = ma+ j for appropriate integers l,m, we get
la+ i = λ(ma+ j) + s.
Rearranging,
j =
(
(l − λm)a+ i− s)/λ,
so setting k = λm gives the desired expression. 
This result is used to prove the claim:
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Claim (4.3). For every walk {v0, v1, . . . , vk} on the graph G(A) ending at the vertex 1 (that is,
vk = 1), there exists some natural number n such that R(n) = {v0, v1, . . . , vk}.
Proof. We prove by induction on k. The base case, k = 0, is trivial as R(1) = {1} gives the unique
walk of length 1 ending at 1.
Now suppose we have the result for k − 1, and are given a walk {v0, v1, . . . , vk}. Using the
inductive hypothesis, fix a natural number n1 such that R(n1) = {v1, v2, . . . , vk}. Then define
λ = Λ(v0) and s = v0 mod λ, and define
n = λn1 + s.
We will show that R(n) = {v0, v1, . . . , vk}. By the definition of n1, we can write
n1 = ma+ v1
for some integer m, and since v1 is a successor of v0 we can write
v1 = (ka+ v0 − s)/λ
for some integer k. We then get
n = λ(ma+ v1) + s
= λ
(
ma+ (ka+ v0 − s)/λ
)
+ s
= (λm+ k)a+ v0,
so n mod a = v0.
It follows from this that the first residue of R(n) is {v0}, and the first step of the algorithm
applied to n will actually output
n = λ · [n1] + s
so, by choice of n1, the remaining residues will be {v1, v2, . . . , vk}. 
Appendix C. Proof of Selfridge’s lower bound
Here we give a prove of a result mentioned in [6] and attributed to John Selfridge because we
were unable to find it in the literature and consider it worthwhile to have it written. However,
we also note that very similar (and more advanced) types of argument along the same lines also
appear in a paper by Altman & Zelinsky [3].
Theorem C.1 (Selfridge). We have
f(n) ≥ 3 log3 n,
with equality exactly when n is a power of 3.
Proof. We use induction: suppose the bound holds for all numbers less than n. Use the formula
f(n) = min{f(a) + f(b) : a, b < n such that ab = n or a+ b = n}.
First consider the case where a or b is 1; assume without loss of generality that a = 1. Then
f(a) + f(b) = f(1) + f(n− 1) ≥ 1 + 3 log3(n− 1).
A straightforward calculation shows that this is greater than 3 log3 n for n ≥ 4.
The other case is where a, b ≥ 2. Then
f(a) + f(b) ≥ 3 log3 a+ 3 log3 b = 3 log3 ab.
If ab = n then this satisfies the desired bound. Otherwise, suppose without loss of generality that
a ≤ b. Then
ab ≥ 2b ≥ a+ b
so
3 log3 ab ≥ 3 log3(a+ b) = 3 log3 n.
The two cases considered together give a proof for n ≥ 4; the remaining cases are easy to check. 
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Appendix D. Best known algorithm
The following is the 2310-tuple representation of the current best known algorithm, due to
David Bevan, which gives the bound in Theorem 2.1.
(3, 3, 2, 3, 2, 5, 3, 7, 2, 3, 2, 11, 2, 6, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 2, 2, 2, 3, 2, 2
3, 3, 2, 3, 2, 7, 6, 6, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2, 3, 55, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 2, 2, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2, 6, 6, 2, 3, 2, 2
3, 7, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3, 3, 3, 55, 3, 2, 2, 3, 5, 2, 3, 2, 7
3, 2, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 11, 6, 6, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 3, 3, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 2, 11
3, 3, 2, 3, 2, 5, 2, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 2, 2, 2, 3, 2, 2, 3, 3, 2, 3, 7, 7
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 6, 6, 2, 3, 3, 3, 3, 7, 2, 3, 2, 2, 3, 2, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 2, 2, 2, 3, 2, 7, 2, 2, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3, 3, 3, 2, 3, 7, 7, 3, 3, 2, 3, 2, 7
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 11, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 7, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 2, 55, 55, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 11, 3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 2, 7, 2, 3, 2, 2, 6, 6, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 5, 2, 3, 2, 2
3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 11, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 2, 2, 3, 3, 7, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 2, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3, 3, 3, 2, 3, 7, 7, 3, 3, 2, 3, 2, 7
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 2, 2, 3, 3, 3, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 2, 2, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 11, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2, 2, 2, 2, 3, 2, 2
3, 3, 2, 3, 3, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2, 3, 55, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 6, 2, 3, 2, 2, 3, 3, 2, 3, 3, 11, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7
3, 3, 2, 3, 2, 5, 6, 6, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2, 3, 3, 2, 2, 2, 2, 3, 5, 2, 7, 2, 2
3, 2, 2, 3, 2, 5, 3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 3, 3, 3, 2, 2, 3, 2, 11, 3, 7, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3, 3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 2, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 2, 2, 2, 3, 2, 11
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 2, 2, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 7, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 11, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7, 3, 55, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 11, 3, 3, 2, 3, 2, 2, 2, 2, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7, 2, 2, 2, 3, 2, 11, 3, 3, 2, 3, 2, 2
3, 2, 2, 3, 2, 5, 2, 2, 2, 3, 2, 2, 2, 2, 2, 3, 3, 3, 3, 3, 5, 3, 7, 7, 3, 3, 2, 3, 2, 7
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 3, 3, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 11
3, 3, 2, 3, 7, 5, 3, 3, 2, 3, 55, 55, 2, 2, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7, 3, 2, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 2, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 6, 6, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 2, 2, 2, 3, 2, 11, 3, 3, 2, 3, 2, 7, 2, 2, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 2, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3, 3, 3, 2, 3, 7, 7, 3, 55, 2, 3, 2, 7
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 11, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 7, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3, 3, 3, 55, 3, 2, 2, 3, 7, 2, 3, 2, 2
3, 6, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 7, 7
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3, 3, 7, 2, 3, 2, 2, 3, 2, 2, 3, 2, 11
3, 3, 2, 3, 2, 5, 2, 2, 2, 3, 2, 2, 2, 2, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2, 7, 7, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 6, 2, 3, 3, 3, 3, 3, 2, 3, 7, 7, 3, 2, 2, 3, 2, 7
3, 3, 2, 3, 2, 55, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 11, 3, 3, 2, 3, 2, 2, 2, 2, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 2, 55, 2, 3, 2, 14
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 3, 11, 3, 7, 2, 3, 2, 2, 3, 2, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3, 3, 3, 2, 3, 2, 11, 3, 3, 2, 3, 2, 7
18 CHRISTOPHER E. SHRIVER
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 3, 3, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 11
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 55, 55, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2
6, 3, 2, 3, 2, 5, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2, 2, 2, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 2, 2, 2, 3, 2, 11, 3, 3, 2, 3, 3, 3, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 55, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 2, 2, 2, 3, 3, 11, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 7, 7, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 2, 2, 3, 2, 5, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 11, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 3, 3, 3, 7, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 11
3, 2, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 2, 2, 2, 3, 3, 3, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 7
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 7, 2, 3, 3, 3, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 6, 6, 2, 3, 2, 2, 2, 7, 2, 3, 2, 2
3, 3, 2, 3, 2, 5, 3, 3, 2, 3, 2, 2, 3, 3, 2, 3, 2, 2, 2, 2, 2, 3, 2, 7, 3, 3, 2, 3, 2, 2)
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