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Chapter 1
Introduction
In the last sixty years, theoretical particle physicists dedicated themselves to uncovering
the mysteries underlying Quantum Field Theories, in order to help the experimental
particle physics colleagues understand the world of elementary particles. The combined
efforts finally led to the formulation of the Standard Model, the greatest achievement in
particle physics up to now, recently strengthened by the discovery of the Higgs boson
at CERN. Nevertheless, although in excellent agreement with experiments, basic and
commonly taken for granted properties of the Standard Model such as confinement,
existence of a mass gap, and non-perturbative phenomena have not been completely
understood yet and are still waiting for a satisfactory explanation at the theoretical
level. The basic problem here is that the conventional approach to Quantum Field
Theory based on Feynman diagrams relies on a perturbative weak-coupling expansion,
which by definition cannot take into account strong-coupling or non-perturbative effects.
Since at the moment we are lacking an alternative description of Quantum Field Theory
more suitable for tackling these problems, what we can do now is to study those theories
on which we have a better analytical control because of the high amount of symmetries
they possess: in particular we consider theories which enjoy supersymmetry, conformal
symmetry, or both. For these cases, many tools coming from string theory, integrability
or geometry appear to be of great help in understanding their properties. In this sense
the simplest non-trivial theory in four dimensions is the U(N) N = 4 super Yang-Mills
theory, being the one which possesses all of the allowed symmetries. By considering
theories with fewer number of supersymmetries we get closer to the phenomenological
world, but we quickly lose analytical techniques to study them. Nevertheless many
remarkable new ideas, such as for example Seiberg-Witten theory and Seiberg duality,
arose from considering N = 2 and N = 1 theories; the hope is that some of these ideas
may also be applied to non-supersymmetric cases.
1
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Apart from possible applications in particle physics phenomenology, with time people
realized that supersymmetric theories, because of their deep connection to geometrical
structures, can also be useful as a different way of approaching problems in mathe-
matics, based on Lagrangians and path integral techniques. Although path integrals
were unfamiliar to many mathematicians in the past, especially because of their lack of
mathematical rigorousness, they are extremely efficient and led to great discoveries in
the theory of topological invariants of manifolds and in the context of integrable systems,
as well as in many other different topics. Clearly, this also works in the other direction:
common mathematical techniques unfamiliar to physicists can give an important alter-
native point of view on physics problems and provide hints on how to affront them, thus
allowing us to gain a deeper understanding of Quantum Field Theories. Nowadays, su-
persymmetric theories and string theory are used as an additional source of inspiration
in many other different contexts, such as cosmological models, statistical physics sys-
tems and condensed matter systems. The interplay and interactions between the various
disciplines will lead to many more developments in the future.
In the past, one of the mathematical problems that have been studied with field and
string theory methods was the enumerative problem of computing genus zero Gromov-
Witten invariants (GW) for Calabi-Yau and Ka¨hler manifolds. Roughly speaking, genus
zero GW invariants Nη count the number of holomorphic maps of degree η from a two-
dimensional sphere S2 (a genus zero Riemann surface) to a Ka¨hler manifold M , which
is usually denoted as target manifold. From the physics point of view, computing these
invariants is especially important when M is a Calabi-Yau three-fold (manifold of com-
plex dimension 3): in fact if one wants to construct supersymmetric generalizations
of the Standard Model starting from a ten-dimensional string theory set-up one has to
compactify six of the ten dimensions, and the easiest way to preserve some supersymme-
try is to consider a Calabi-Yau three-fold as compactification space. In this context, the
two-sphere is interpreted as the world-sheet of the strings, and the genus zero GW invari-
ants enter in determining the world-sheet non-perturbative corrections to the Yukawa
couplings of the resulting effective four-dimensional theory. On the other hand, from
the mathematics point of view this is an interesting problem for any Ka¨hler manifold
since it provides a way to distinguish manifolds with different topology, and is related
to a quantum deformation of the cohomology ring of M which depends on the Ka¨hler
parameters of M .
Originally, computations of these invariants in a physical formalism were performed by
considering a particular class of supersymmetric gauge theories in two dimensions: the
N = (2, 2) supersymmetric Gauged Linear Sigma Models (GLSM) on a genus zero Rie-
mann surface Σ0. The peculiarity of the GLSM is that its space of supersymmetric
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vacua in the Higgs branch, which is given by a set of equations for the scalar fields of the
theory, always defines a Ka¨hler manifold: we can therefore consider the GLSM whose
associated manifold is the target M of interest, if such a GLSM exists. Clearly, in order
to preserve some supersymmetry on a generic Riemann surface Σ0, the GLSM has to
be topologically twisted: this means that the U(1)L Lorentz symmetry gets replaced by
a combination U(1)L′ of U(1)L and a U(1)R R-symmetry (vector or axial), in such a
way that two out of the four supercharges are scalars under the new Lorentz symme-
try and are therefore always preserved. There are two possible ways to twist a GLSM,
depending on the choice of R-symmetry used to perform the twist: the A-twist and
the B-twist. In the first case, correlators of gauge invariant operators only depend on
the Ka¨hler moduli of M and are related to the GW invariants of M : in particular, the
three-point functions will provide the Yukawa couplings we mentioned before. On the
other hand, correlators in the B-model only depend on the complex structure moduli of
M . One is therefore led to consider the A-model GLSM with target M : nevertheless,
the presence of world-sheet corrections in the Yukawa couplings of the A-twisted model
typically makes the computation rather involved. In order to solve this problem, one
can invoke mirror symmetry : this is an equivalence between an A-twisted theory with
target M and a B-twisted theory with target M˜ (called mirror manifold). Since B-model
correlators are not affected by world-sheet corrections, computations can be performed
on the mirror theory and then translated to the A-model. The limitation of this method
is that the mirror M˜ is not always known for the targets of interest.
Nowadays, new gauge theory techniques have been developed in order to study this prob-
lem. Very recently it has been shown how to construct supersymmetric gauge theories
on compact curved backgrounds without having to perform a topological twist; what is
more is that the partition function and other BPS observables can be computed exactly,
via the so-called supersymmetric localization technique, and are well-behaved thanks to
the finite size of the compact background which acts as an IR regulator. In the case of
the S2 untwisted curved background, the partition function ZS
2
of a N = (2, 2) GLSM
with target M has been shown to contain all the relevant information about the genus
zero GW invariants of M , and these invariants can be extracted without having to know
the mirror manifold M˜ .
The first part of this Thesis will be dedicated to the study of GW invariants with this
new approach. Chapter 2 contains a short introduction to supersymmetric localization
applied to the S2 case we are interested in, while Chapter 3 explains in more detail how
to extract GW invariants from ZS
2
. Chapter 3 also provides a large number of examples
of both abelian and non-abelian theories, and contains a discussion on an alternative
interpretation of ZS
2
in terms of Givental’s I and J functions, mathematical objects
entering in the computation of the quantum cohomology ring of M .
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The second part of this Thesis, that is Chapter 4, will be dedicated to the analysis of
a particular GLSM known as the ADHM GLSM. As we will see, this theory consists of
a gauge group U(k), three fields in the adjoint representation, plus fields in the funda-
mental and anti-fundamental representation charged under a U(N) flavour symmetry.
Its associated target manifold M , which we will denote as Mk,N , is very special: it
is given by the moduli space of k instantons for a pure U(N) Yang-Mills theory. By
turning on twisted masses and Fayet-Iliopoulos parameters for this GLSM, we can make
Mk,N compact and non-singular; its volume Zk,N = Vol(Mk,N ) then coincides with the
k-instanton contribution to the instanton partition function ZN =
∑
k>0 Λ
2NkZk,N for a
four-dimensional N = 2 U(N) theory, with Λ energy scale of the 4d theory. If we denote
by r the radius of S2, we can recover this volume from the two-sphere partition function
ZS
2
k,N of the ADHM GLSM by taking the limit r → 0. For finite r, as we already dis-
cussed, ZS
2
k,N will in addition contain the genus zero GW invariants of Mk,N : these are
our original motivation for considering this particular GLSM. In the first half of Chapter
4 we will see in detail how the S2 partition function for the ADHM GLSM reproduces
the known results in the mathematical literature for the N = 1 case, and provides an
easy way to compute the invariants for any N . A similar analysis can be performed for
the moduli space of instantons on ALE spaces: in this cases the associated GLSMs are
given by Nakajima quivers. We will briefly comment on ALE spaces of type A and D
in Appendix A.
While the Higgs branch of the moduli space of supersymmetric vacua of two-dimensional
N = (2, 2) gauge theories is related to Ka¨hler manifolds and their topological invari-
ants, in recent years the Coulomb branch of these theories has been shown to be deeply
connected to quantum integrable systems such as XXX spin chains. In the Coulomb
branch, the gauge group G is broken down to U(1)rkG by the vacuum expectation value
of the scalar field in the N = (2, 2) vector multiplet; in the infra-red we therefore re-
main with a purely abelian theory. This effective theory can be described in terms of
a holomorphic function Weff(Σ) (known as effective twisted superpotential) which only
depends on the superfield strength supermultiplets Σs containing the field strengths of
the various U(1) factors. The Coulomb branch vacua can be determined by solving the
equations obtained by extremizing Weff(Σ).
This has deep connections with the theory of integrable systems: in fact, by the recently
proposed Bethe/Gauge correspondence, the Coulomb branch of every N = (2, 2) GLSM
can be associated to a quantum integrable system. Among other things, the correspon-
dence states that the Coulomb branch vacua equations of the gauge theory coincide with
the Bethe Ansatz Equations for the associated integrable system: these are equations
whose solution determines the free parameters Σs in the ansatz formulated by Bethe
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for the eigenstates and eigenvalues. Moreover, the correspondence also tells us that the
spectrum of the system can naturally be rewritten in terms of gauge theory observables.
Since there are many more N = (2, 2) gauge theories than known integrable systems,
this correspondence provides a conjectural way to construct new integrable systems; the
problem is that recognizing the associated system is not always an easy task.
Again, the S2 partition function turns out to be a powerful method to study the Coulomb
branch of a general GLSM. In the second half of Chapter 4 we will see how one can ex-
tract the twisted effective superpotential Weff describing the Coulomb branch of the
theory directly from ZS
2
, focussing on the example of the ADHM GLSM. In the ADHM
case, the Bethe Ansatz Equations for the corresponding integrable system are proposed
to be the ones for the periodic gl(N) quantum Intermediate Long Wave (ILWN ) system:
this is a system of hydrodynamic type, which can be described in terms of a partial
integro-differential equation, and admits an infinite number of conserved quantities Îl.
Since the quantum ILWN system has not been completely solved yet (i.e. Hamiltonians
Îl, eigenstates and spectrum are not completely known), the hope is that our GLSM
can provide some information on the solution. In fact we will be able to show that the
local observables in the ADHM theory are naturally associated to the eigenvalues of the
Îl and can therefore be used to determine the quantum ILWN spectrum. Moreover, the
partition function ZS
2
evaluated at a Coulomb branch vacuum can be used to compute
the norm of the ILWN eigenstates. Hydrodynamic systems of similar type are expected
to arise by considering the GLSMs associated to Nakajima quivers; we will briefly com-
ment on this in Appendix A.
Apart from the existence of infinite conserved quantities, integrability of the ILWN
system implies the existence of an infinite number of exact solutions known as solitons:
these are waves whose profile does not change with time. As we will see, in theN = 1 case
an n-soliton solution can be expressed in terms of a pole ansatz, where the dynamics of
the n poles is determined by another quantum integrable system, the n-particles elliptic
Calogero-Sutherland model (eCS). Contrary to ILW1, the eCS system has a finite number
of degrees of freedom and conserved quantities: nevertheless it is expected to reduce to
ILW1 in the limit of infinite particles, while keeping the density of particles finite.
It is well-known that the eCS model admits a “relativistic” generalization given by the n-
particles elliptic Ruijsenaars-Schneider model (eRS), in which the differential operators
corresponding to the eCS Hamiltonians get promoted to finite-difference operators. One
can therefore wonder if in the limit of infinite particles the eRS system reduces to a
finite-difference version of ILW1 (∆ILW for short), and if there is a description of this
system in gauge theory via Bethe/Gauge correspondence. Chapter 5 of this Thesis is
devoted to study these questions.
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In order to do this we will first have to understand better the eRS model, since at present
this system has not been solved explicitly (that is, we do not know eigenfunctions and
eigenvalues of the eRS Hamiltonians). A powerful way to find the solution to eRS, at
least perturbatively in the elliptic parameter p, comes from gauge theory. In fact, as we
will review, the eRS system admits a gauge theory description in terms of a 5d N = 1∗
U(n) theory on C2×S1: its instanton partition function in presence of codimension two
monodromy defects corresponds to eRS eigenfunctions, while codimension 4 defects give
the eRS eigenvalues. Thanks to our good understanding of instanton computations in
supersymmetric theories, we can in principle obtain the eRS solution at any order in p.
We will then need to study the finite-difference version of ILW. Although this system has
received very little attention in the literature, we will review what is known and propose
a gauge theory which can be related to it: this is simply the most natural guess, that
is the ADHM theory on S2 × S1. The proposal is again motivated by the Bethe/Gauge
correspondence: assuming that the equations determining the supersymmetric vacua in
the Coulomb branch of this 3d theory coincide with the Bethe Ansatz Equations for
∆ILW, we can compute the 3d ADHM local observables at these vacua and show that
they reproduce the ∆ILW spectrum.
Finally, we will need a way to relate eRS to ∆ILW. An efficient formalism to do this is the
collective coordinate description of the eRS system, in which the eRS Hamiltonians given
by finite-difference operators are rewritten in terms of operators made out of generators
of a Heisenberg algebra. These operators turn out to coincide with the ∆ILW quantum
Hamiltonians: this is not surprising, since the collective coordinate description is a way
to treat the eRS system independently on the number of particles n. At the level of
eigenvalues, we will see that there is a very simple relation between the eRS and ∆ILW
spectra in the n → ∞ limit: while this is expected from the integrable system point
of view, it also implies a quite remarkable equivalence between non-local observables
(Wilson loops) of the 5d U(n) N = 1∗ theory in the limit of infinite rank n and local
observables of the 3d ADHM theory, if we think of the integrable systems in terms of
their gauge theory analogues. This hints towards an infra-red duality at n→∞ between
the two theories as a whole, not just at the level of observables. Unfortunately we are
not able to prove this proposal at the moment: a more detailed analysis of this problem
will have to be postponed to future work.
Chapter 2
Supersymmetric localization
2.1 Supersymmetric localization: an overview
Inspired by earlier mathematical works [1, 2, 3, 4, 5], localization techniques have been
introduced in physics in [6, 7], where topologically twisted supersymmetric theories on
a compact manifold were considered. In the following years, this idea has been suc-
cessfully applied to theories on non-compact manifolds with Ω background [8, 9, 10],
as well as to non-topologically twisted theories on many different compact manifolds
[11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32] and
manifolds with boundaries [33, 34, 35]. Even if in the following we will mainly consider
the case of theories on S2 [27, 28], in this section we want to give some general comments
on the idea of supersymmetric localization; more details can be found in [36, 37].
Let δQ be a Grassmann-odd symmetry of a quantum field theory with action S[X],
where X is the set of fields of the theory; in supersymmetric theories, δQ will be a
supercharge. We assume that this symmetry is not anomalous (i.e. the path integral
measure is δQ-invariant) and
δ2Q = LB (2.1)
with LB a Grassmann-even symmetry. What we are interested in is the vacuum expec-
tation value 〈OBPS〉 of BPS observables, i.e. local or non-local gauge invariant operators
preserved by δQ:
δQOBPS = 0 (2.2)
7
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The localization argument goes as follows. Denote by G the symmetry group associated
to δQ. If G acts freely on the whole space of field configurations F , then1
〈OBPS〉 =
∫
F
[dX]OBPS e
−S[X] = Vol(G)
∫
F/G
[dX]OBPS e
−S[X] (2.3)
but for a fermionic symmetry group
Vol(G) =
∫
dθ 1 = 0 (2.4)
This means that the action of G must not be free on the whole F , otherwise even the
partition function of the theory would vanish. In fact δQ has fixed points, corresponding
to the BPS locus FBPS of δQ-invariant field configurations:
FBPS = {fields X ∈ F / δQX = 0} (2.5)
We conclude that our path integral over F will be non-zero (= localizes) only at the
BPS locus FBPS ; in many cases the BPS locus is finite-dimensional and therefore the
infinite-dimensional path integral reduces to a finite-dimensional one, allowing for an
exact computation of the BPS observables.
Another argument for localization, with more content from the computational point of
view, is the following one. Consider the perturbed observable
〈OBPS〉[t] =
∫
F
[dX]OBPS e
−S[X]−tδQV [X] (2.6)
Here V is a Grassmann-odd operator which is invariant under LB, so that
δ2QV = LBV = 0 (2.7)
As long as V [X] does not change the asymptotics at infinity in F of the integrand,
〈OBPS〉[t] does not depend on t (and therefore on δQV [X]) since
d
d t
〈OBPS〉[t] =−
∫
F
[dX]OBPS δQV e
−S[X]−tδQV [X] =
−
∫
F
[dX]δQ
(
OBPS V e
−S[X]−tδQV [X]
)
= 0
(2.8)
The final result is an integral of a total derivative in field space: this gives a boundary
term, which vanishes if we assume that the integrand decays fast enough. We therefore
1We are ignoring the normalization by the partition function in order to lighten notation.
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conclude that
〈OBPS〉 = 〈OBPS〉[t = 0] = 〈OBPS〉[t] ∀ t (2.9)
This means we can compute 〈OBPS〉 in the limit t → ∞, in which simplifications typ-
ically occur. In particular, one usually chooses V such that the bosonic part of δQV
is positive semi-definite; in this case in the t → ∞ limit the integrand (2.6) localizes
to a submanifold Fsaddle ⊂ F determined by the saddle points of the localizing action
Sloc = δQV :
Fsaddle = {X ∈ F / (δQV )bos = 0} (2.10)
Still we don’t have to forget the previous localization argument, which tells us the path
integral is zero outside FBPS ; while for certain choices of Sloc the two localization loci
coincide, in general FBPS 6= Fsaddle and the path integral localizes to
Floc = FBPS ∩ Fsaddle (2.11)
To evaluate (2.6) we can think of ~aux = 1/t as an auxiliary Planck constant (which is
not the ~ of the original action S[X], set to 1) and expand the fields around the saddle
point configurations of δQV :
X = X0 +
1√
t
δX (2.12)
The semiclassical 1-loop expansion of the total action S + Sloc
S[X0] +
1
2
∫ ∫
(δX)2
δ2Sloc[X]
δ2X
∣∣∣∣∣
X=X0
(2.13)
is exact for t → ∞; we can integrate out the fluctuations δX normal to Floc since the
integral is Gaussian, thus obtaining a 1-loop superdeterminant, and we are left with
〈OBPS〉 =
∫
Floc
[dX0]OBPS
∣∣∣
X=X0
e−S[X0] SDet−1
[
δ2Sloc[X]
δ2X
] ∣∣∣∣∣
X=X0
(2.14)
We can now see why localization is a powerful tool to perform exact computations in
supersymmetric theories. The path-integral is often reduced to a finite-dimensional in-
tegral, and the integrand is simply given by a ratio of 1-loop fermionic and bosonic
determinants. We will see an example of localization in the following section.
A few more comments are in order. First of all, in theories with many Grassmann-odd
symmetries δQ1 , . . ., δQN , one can choose any of the δQi to perform the localization, and
this choice determines the spectrum of BPS observables one can compute. Moreover,
at fixed δQi , we can use different localizing actions Sloc; the localization loci Floc and
1-loop determinants will be different from case to case, but the final answer (2.14) must
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be the same for different localization schemes, the result being independent of Sloc.
As a final comment, we remark that if we require the path integral to be well-defined,
and in particular to be free of infrared divergences, we are naturally led to place the
theory on a compact manifold or in an Omega background.
2.2 Supersymmetric localization: the S2 case
Since in the following we will be working with supersymmetric N = (2, 2) gauge theories
on S2, in this section we review the main points concerning localization on an euclidean
two-sphere of radius r along the lines of [27, 28], to which we refer for further details.
In this setting, the two-sphere S2 is thought as a conformally flat space; it does not admit
Killing spinors, but it admits four complex conformal Killing spinors which realize the
osp(2|2,C) superconformal algebra on S2. We take as N = (2, 2) supersymmetry alge-
bra on S2 the subalgebra su(2|1) ⊂ osp(2|2,C) realized by two out of the four conformal
Killing spinors, which does not contain conformal nor superconformal transformations;
its bosonic subalgebra su(2) ⊕ u(1)R ⊂ su(2|1) generates the isometries of S2 and an
abelian vector R-symmetry, which is now part of the algebra and not an outer isomor-
phism of it.
We stress that these theories are different from topologically twisted theories on S2; this
latter case has been recently studied in [38, 39].
2.2.1 N = (2, 2) gauge theories on S2
The theories we are interested in are N = (2, 2) gauged linear sigma models (GLSM)
on S2. The basic multiplets of two dimensional N = (2, 2) supersymmetry are vector
and chiral multiplets, which arise by dimensional reduction of four dimensional N = 1
vector and chiral multiplets. In detail
vector multiplet : (Aµ, σ, η, λ, λ¯,D)
chiral multiplet : (φ, φ¯, ψ, ψ¯, F, F¯ )
(2.15)
with (λ, λ¯, ψ, ψ¯) two component complex Dirac spinors, (σ, η,D) real scalar fields and
(φ, F ) complex scalar fields. A GLSM is specified by the choice of the gauge group G,
the representation R of G for the matter fields, and the matter interactions contained in
the superpotential W (Φ), which is an R-charge 2 gauge-invariant holomorphic function
of the chiral multiplets Φ. If the gauge group admits an abelian term, we can also add
a Fayet-Iliopoulos term ξ and theta-angle θ. All in all, the most general renormalizable
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N = (2, 2) Lagrangian density of a GLSM on S2 can be written down as
L = Lvec + Lchiral + LW + LFI (2.16)
where
Lvec = 1
g2
Tr
{
1
2
(
F12 − η
r
)2
+
1
2
(
D +
σ
r
)2
+
1
2
DµσD
µσ +
1
2
DµηD
µη
− 1
2
[σ, η]2 +
i
2
λ¯γµDµλ+
i
2
λ¯[σ, λ] +
1
2
λ¯γ3[η, λ]
} (2.17)
Lchiral =Dµφ¯Dµφ+ φ¯σ2φ+ φ¯η2φ+ iφ¯Dφ+ F¯F + iq
r
φ¯σφ+
q(2− q)
4r2
φ¯φ
− iψ¯γµDµψ + iψ¯σψ − ψ¯γ3ηψ + iψ¯λφ− iφ¯λ¯ψ − q
2r
ψ¯ψ
(2.18)
LW =
∑
j
∂W
∂φj
Fj −
∑
j,k
1
2
∂2W
∂φj∂φk
ψjψk (2.19)
LFI = Tr
[
−iξD + i θ
2pi
F12
]
(2.20)
Here we defined q as the R-charge of the chiral multiplet. In addition, if there is a
global (flavour) symmetry group GF it is possible to turn on in a supersymmetric way
twisted masses for the chiral multiplets. These are obtained by first weakly gauging
GF , then coupling the matter fields to a vector multiplet for GF , and finally giving a
supersymmetric background VEV σext, ηext to the scalar fields in that vector multiplet.
Supersymmetry on S2 requires σext, ηext being constants and in the Cartan of GF ; in
particular ηext should be quantized, and in the following we will only consider ηext = 0.
The twisted mass terms can simply be obtained by substituting σ → σ + σext in (2.18).
2.2.2 Localization on S2 - Coulomb branch
In order to localize the path integral, we consider an su(1|1) ⊂ su(2|1) subalgebra
generated by two fermionic charges δ and δ¯. In terms of
δQ = δ + δ¯ (2.21)
this subalgebra is given by2
δ2Q = J3 +
RV
2
,
[
J3 +
RV
2
, δQ
]
= 0 (2.22)
2δ2Q also generates gauge and flavour transformations.
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In particular, we notice that the choice of δQ breaks the SU(2) isometry group of S2 to
a U(1) subgroup, thus determining a north and south pole on the two-sphere.
It turns out that Lvec and Lchiral are δQ-exact terms:
¯Lvec = δQδ¯Tr
(
1
2
λ¯λ− 2Dσ − 1
r
σ2
)
¯Lchiral = δQδ¯Tr
(
ψ¯ψ − 2iφ¯σφ+ q − 1
r
φ¯φ
) (2.23)
This means that we can choose the localizing action as Lvec+Lchiral; as a consequence, the
partition function will not depend on the gauge coupling constant, since it is independent
of Sloc. For the same reason it will not depend on the superpotential parameters, LW
being also δQ-exact (although the presence of a superpotential constrains the value of
the R-charges). This choice of localizing action is referred to as the Coulomb branch
localization scheme, since the localization locus Floc mimics a Coulomb branch. In
particular, Floc is given by
0 = φ = φ¯ = F = F¯ (2.24)
(for generic R-charges) and
0 = F12 − η
r
= D +
σ
r
= Dµσ = Dµη = [σ, η] (2.25)
These equations imply that σ and η are constant and in the Cartan of the gauge group;
moreover, since the gauge flux is GNO quantized on S2
1
2pi
∫
F = 2r2F12 = m ∈ Z (2.26)
we remain with
F12 =
m
2r2
, η =
m
2r
(2.27)
One can then compute the one-loop determinants for vector and chiral multiplets around
the Floc field configurations; the final result is
Z1lvec =
∏
α>0
(
α(m)2
4
+ r2α(σ)2
)
(2.28)
Z1lΦ =
∏
ρ∈R
Γ
(
q
2 − irρ(σ)− ρ(m)2
)
Γ
(
1− q2 + irρ(σ)− ρ(m)2
) (2.29)
with α > 0 positive roots of the gauge group G and ρ weights of the representation R
of the chiral multiplet. Twisted masses for the chiral multiplet can be added by shifting
ρ(σ) → ρ(σ) + ρ˜(σext) and multiplying over the weights of the representation ρ˜ of the
flavour group GF . The classical part of the action is simply given by the Fayet-Iliopoulos
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term:
SFI = 4piirξrenTr(σ) + iθrenTr(m) (2.30)
where we are taking into account that in general the Fayet-Iliopoulos parameter runs
[28] and the θ-angle gets a shift from integrating out the W -bosons [35], according to
ξren = ξ − 1
2pi
∑
l
Ql log(rM) , θren = θ + (s− 1)pi (2.31)
Here M is a SUSY-invariant ultraviolet cut-off, s is the rank of the gauge group and Ql
are the charges of the chiral fields with respect to the abelian part of the gauge group.
In the Calabi-Yau case the sum of the charges is zero, therefore ξren = ξ; on the other
hand for Abelian theories there are no W -bosons and θren = θ.
All in all, the partition function for an N = (2, 2) GLSM on S2 reads
ZS2 =
1
|W|
∑
m∈Z
∫ (rkG∏
s=1
dσs
2pi
)
e−4piirξrenTr(σ)−iθrenTr(m)Z1lvec(σ,m)
∏
Φ
Z1lΦ (σ,m, σ
ext)
(2.32)
where |W| is the order of the Weyl group of G. If G has many abelian components, we
will have more Fayet-Iliopoulos terms and θ-angles.
2.2.3 Localization on S2 - Higgs branch
As we saw, equation (2.32) gives a representation of the partition function as an integral
over Coulomb branch vacua. For the theories we will consider in this Thesis (i.e. with
gauge group U(N) or products thereof) another representation of ZS2 is possible, in
which the BPS configurations dominating the path integral are a finite number of points
on the Higgs branch, supporting point-like vortices at the north pole and anti-vortices
at the south pole of S2; we will call this Higgs branch representation. Its existence has
originally been suggested by explicit evaluation of (2.32) for few examples, in which the
partition function was shown to reduce to a sum of contributions which can be factorised
in terms of a classical part, a 1-loop part, a partition function for vortices and another
for antivortices.
Starting from the localization technique, the Higgs branch representation can be ob-
tained by adding another δQ-exact term to the action which introduces a parameter χ
acting as an auxiliary Fayet-Iliopoulos [27]. Although this implies that the new localiza-
tion locus is in general different from the one considered in the previous section, we know
the final result is independent of the choice of localization action, and this explains why
the two representations of the partition function are actually the same. In particular at
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q = 0 the new localization locus admits a Higgs branch, given by
0 = F = Dµφ = ηφ = (σ + σ
ext)φ = φφ† − χ1 (2.33)
0 = F12 − η
r
= D +
σ
r
= Dµσ = Dµη = [σ, η] (2.34)
According to the matter content of the theory, this set of equations can have a solution
with η = F12 = 0 and σ = −σext, so that for generic twisted masses the Higgs branch
consists of a finite number of isolated vacua, which could be different for χ ≷ 0.
On top of each classical Higgs vacuum there are vortex solutions at the north pole
satisfying
D +
σ
r
= −i(φφ† − χ1) = iF12 , D−φ = 0 (2.35)
and anti-vortex solutions at the south pole
D +
σ
r
= −i(φφ† − χ1) = −iF12 , D+φ = 0 (2.36)
The size of vortices depends on χ and tends to zero for |χ| → ∞; in this limit the
contribution from the Coulomb branch is suppressed, and we remain with the Higgs
branch solutions together with singular point-like vortices and antivortices.
All in all, the partition function ZS2 in the Higgs branch can be schematically written
in the form
ZS2 =
∑
σ=−σext
ZclZ1lZvZav (2.37)
Apart from the classical and 1-loop terms, we have the vortex / anti-vortex partition
functions Zv, Zav; they coincide with the ones computed on R2 with Ω-background,
where the Ω-background parameter ~ depends on the S2 radius as ~ = 1r . The vortex
partition function Zv
(
z, 1r
)
can be thought of as the two-dimensional analogue of the
four-dimensional instanton partition function of N = 2 theories, with z = e−2piξ−iθ
vortex counting parameter. Re-expressing (2.32) in a form similar to (2.37) before
performing the integration will be a key ingredient in the next chapters and will reveal
a deep connection to the enumerative interpretation of ZS2 .
As a final remark, let us stress once more that although the explicit expressions for
ZS2 in the Higgs and Coulomb branch might look very different, they are actually the
same because of the localization argument, and in fact the Higgs branch representation
(2.37) can be recovered from the Coulomb branch one (2.32) by residue evaluation of
the integral.
Chapter 3
Vortex counting and
Gromov-Witten invariants
3.1 Gromov-Witten theory from ZS2
In the previous chapter we introduced a particular class of theories, the two-dimensional
N = (2, 2) Gauged Linear Sigma Models on S2, and we showed how to compute their
partition function and BPS observables exactly via supersymmetric localization. As we
saw, physical observables can in general receive non-perturbative quantum corrections,
which in two dimensions are generated by world-sheet instantons (i.e. vortices).
These GLSMs have been, and still are, of great importance in physics, especially for
the study of string theory compactifications. In fact at the classical level, the space
X of supersymmetric vacua in the Higgs branch of the theory is given by the set of
constant VEVs for the chiral fields minimizing the scalar potential, i.e. solving the F -
and D-equations, modulo the action of the gauge group:
X = {constant 〈φ〉/F = 0, D = 0}/G (3.1)
This space is always a Ka¨hler manifold with Ka¨hler moduli given by the complexified
FI parameters rl = ξl + i
θl
2pi and first Chern class c1 > 0; a very important subcase is
when c1 = 0, in which X is a Calabi-Yau manifold. In the following we will refer to X
as the target manifold of the GLSM. To be more precise, X represents a family of target
manifolds, depending on the explicit values of the rl’s; the topological properties of the
target space can change while varying the Ka¨hler moduli, and the GLSM is a powerful
method to study these changes.
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From the physics point of view, the most interesting GLSMs are those whose target is
a Calabi-Yau three-fold, since they provide (in the infra-red) a description for a very
rich set of four-dimensional vacua of string theory. The study of these sigma models
led to great discoveries both in mathematics and in physics such as mirror symmetry
[40, 41, 42, 43, 44], which quickly became an extremely important tool to understand
world-sheet quantum corrections to the Ka¨hler moduli space of Calabi-Yau three-folds.
In fact as we will see shortly, these non-perturbative quantum corrections form a power
series whose coefficients, known as Gromov-Witten invariants [45, 46, 47], are related
to the mathematical problem of counting holomorphic maps of fixed degree from the
world-sheet to the Calabi-Yau target (physically, they give the Yukawa couplings in
the four-dimensional effective theory obtained from string theory after compactification
on the Calabi-Yau). In general, computing these quantum corrections is highly non-
trivial; the problem can be circumvented by invoking mirror symmetry, which allows
us to extract these invariants from the mirror geometry, free from quantum corrections.
Unfortunately mirror symmetry can only be applied when the Calabi-Yau three-fold
under consideration has a known mirror construction; this is the case for complete
intersections in a toric variety and few other exceptions, but the whole story is yet to
be understood.
When the mirror manifold is not known, we can make use of the exact expressions found
in Chapter 2 to compute these non-perturbative corrections; this is why localization
computations on S2 greatly helped making progress in solving this problem. The key
point is that, as conjectured in [48] and proved in [49] (the proof being based on [50]),
the partition function ZS2 for an N = (2, 2) GLSM computes the vacuum amplitude of
the associated infrared Non-Linear Sigma Model with same target space:
ZS2(tl, t¯l) = 〈0¯|0〉 = e−KK(tl,t¯l) (3.2)
Here KK is a canonical expression for the exact Ka¨hler potential on the quantum Ka¨hler
moduli spaceMK of the Calabi-Yau target X. The Ka¨hler moduli tl of X are a canonical
set of coordinates in MK , related to the complexified Fayet-Iliopoulos parameters rl of
the GLSM via a change of variables tl = tl(rm) called mirror map. The Ka¨hler potential
KK(ta, t¯a) contains all the necessary information about the Gromov-Witten invariants
of the target; this allows us to compute them for targets more generic than those whose
mirror is known, and in particular for non-abelian quotients.1
1Of course, a Ka¨hler potential is only defined up to Ka¨hler transformations KK(tl, t¯l)→ KK(tl, t¯l) +
f(tl) + f(tl) or, if you prefer, to a change of coordinates. The point is that the tl coordinates are the
ones naturally entering in mirror symmetry, and in terms of which the Gromov-Witten invariants are
defined.
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More in detail, the exact expression reads
e−KK(t,t¯) = − i
6
∑
l,m,n
κlmn(t
l − t¯l)(tm − t¯m)(tn − t¯n) + ζ(3)
4pi3
χ(X)
+
2i
(2pii)3
∑
η
Nη
(
Li3(q
η) + Li3(q¯
η)
)
− i
(2pii)2
∑
η,l
Nη
(
Li2(q
η) + Li2(q¯
η)
)
ηl(t
l − t¯l)
(3.3)
Here χ(X) is the Euler characteristic of X, while
Lik(q) =
∞∑
n=1
qn
nk
, qη = e2pii
∑
l ηlt
l
, (3.4)
with ηl an element of the second homology group of the target Calabi-Yau three-fold
and Nη genus zero Gromov-Witten invariants.
2
There is more to this story. Even if Calabi-Yau three-folds are the most relevant targets
for physics applications, (3.2) is also valid for generic Calabi-Yau n-folds (even if the
standard form for KK (3.3) depends on n [51, 52]). Moreover, every compact Ka¨hler
target with semi-positive definite first Chern class c1 ≥ 0 has Ka¨hler moduli and Gromov-
Witten invariants, even if in the c1 > 0 case the Ka¨hler potential computed in (3.2) is
not the complete one obtained via tt∗ equations [50] (yet, they coincide in a particular
holomorphic limit [53]).
In order to also consider these geometries, in [54] we took a different approach to the
same problem, by re-interpreting ZS2 in terms of Givental’s formalism [55] and its ex-
tension to non-abelian quotients in the language of quasi-maps [56]. A good review of
Givental’s formalism can be found in [57].
What we studied is a large class of both Calabi-Yau (c1 = 0) and Fano (c1 > 0) mani-
folds, compact and non-compact; in the latter case we must turn on twisted masses to
regularize the infinite volume of the target, which corresponds to considering equivariant
Gromov-Witten invariants. Apart from reproducing the known results for the simplest
targets and providing new examples, what we obtained is the possibility of analysing
the chamber structure and wall-crossings of the GIT quotient moduli space in terms of
integration contour choices of (2.32). In particular we obtained explicit description of
the equivariant quantum cohomology and chamber structure of the resolutions of C3/Zn
orbifolds, thus giving a physics proof of the crepant resolution conjecture for this case,
and of the Uhlembeck partial compactification of the instanton moduli space; this last
example will be the main character of the following chapter.
2In this Thesis we will only discuss genus zero Gromov-Witten invariants, related to maps from a
genus zero surface, since we are studying theories on S2.
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In order to explain the relation between gauge theories on S2 and Givental’s formalism,
we will have to follow [58, 59]. Let us introduce the flat sections Va of the Gauss-Manin
connection spanning the vacuum bundle of the theory and satisfying
(~Daδcb + Ccab)Vc = 0. (3.5)
where Da is the covariant derivative on the vacuum line bundle and C
c
ab are the coef-
ficients of the OPE in the chiral ring of observables φaφb = C
c
abφc. The observables
{φa} provide a basis for the vector space of chiral ring operators H0(X)⊕H2(X) with
a = 0, 1, . . . , b2(X), φ0 being the identity operator. The parameter ~ is the spectral pa-
rameter of the Gauss-Manin connection. Specifying the case b = 0 in (3.5), we find that
Va = −~DaV0 which means that the flat sections are all generated by the fundamental
solution J := V0 of the equation
(~DaDb + CcabDc)J = 0 (3.6)
In order to uniquely fix the solution to (3.6) one needs to supplement some further
information about the dependence on the spectral parameter. This is usually done by
combining the dimensional analysis of the theory with the the ~ dependence by fixing
(~∂~ + E)J = 0 (3.7)
where the covariantly constant Euler vector field E = δaDa, δa being the vector of
scaling dimensions of the coupling constants, scales with weight one the chiral ring
structure constants as ECcab = Ccab to ensure compatibility between (3.6) and (3.7).
The metric on the vacuum bundle is given by a symplectic pairing of the flat sections
ga¯b = 〈a¯|b〉 = V ta¯EVb and in particular the vacuum-vacuum amplitude, that is the the
spherical partition function, can be written as the symplectic pairing
〈0¯|0〉 = J tEJ (3.8)
for a suitable symplectic form E [58] that will be specified later.
In the case of non compact targets, the Quantum Field Theory has to be studied in
the equivariant sense to regulate its volume divergences already visible in the constant
map contribution. This is accomplished by turning on the relevant twisted masses for
matter fields which, from the mathematical viewpoint, amounts to work in the context
of equivariant cohomology of the target space H•T (X) where T is the torus acting on X;
the values of the twisted masses assign the weights of the torus action.
The formalism developed by Givental in [55] for the computation of J is based on the
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study of holomorphic maps from S2 to X, equivariant with respect to the maximal torus
of the sphere automorphisms S1~ ' U(1)~ ⊂ PSL(2,C), with ~ equivariant parameter.
Let us point out immediately that there is a natural correspondence of the results of
supersymmetric localization on the two-sphere with Givental’s approach: indeed the
computation of ZS2 makes use of a supersymmetric charge which closes on a U(1)
isometry of the sphere, whose fixed points are the north and south pole. From the
string viewpoint it therefore describes the embedding in the target space of a spherical
world-sheet with two marked points. As an important consequence, the equivariant
parameter ~ of Givental’s S1 action gets identified with the one of the vortex partition
functions arising in the localization of the spherical partition function.
Givental’s small J -function is given by the H0(X)⊕H2(X) valued generating function
[60]
JX(t0, δ, ~) = e(t0+δ)/~
1 +∑
β 6=0
b2(X)∑
a=0
Qβ
〈
φa
~− ψ1 , 1
〉
X0,1,d
φa
 (3.9)
Here δ =
∑b2(X)
l=1 tlφl with tl canonical coordinates on H
2(X), while ψ1 is the first Chern
class of the cotangent bundle at one marked point3 and the sigma model expectation
value localizes on the moduli space X0,1,d of holomorphic maps of degree β ∈ H2(X,Z)
from the sphere with one marked point to the target space X. The world-sheet instanton
corrections are labelled by the parameter Qβ = e
∫
β δ.
Givental has shown how to reconstruct the J -function from a set of oscillatory inte-
grals, the so called “I-functions” which are generating functions of hypergeometric type
in the variables ~ and zl = e−rl . Originally this method has been developed for abelian
quotients, more precisely for complete intersections in quasi-projective toric varieties;
in this case, the I function is the generating function of solutions of the Picard-Fuchs
equations for the mirror manifold Xˇ of X and as such can be expressed in terms of peri-
ods on Xˇ, with rl canonical basis of coordinates in the complex structure moduli space
of Xˇ. Givental’s theorem states that for Fano manifolds the J and I functions coincide
(modulo prefactors in a class of cases) with the identification tl = rl; on the other hand,
for Calabi-Yau manifolds the two functions coincide only after an appropriate change of
coordinates tl = tl(rm) (the mirror map we already encountered below (3.2)).
Let us pause a moment to describe how this work practically. For simplicity, let us
consider an abelian Calabi-Yau three-fold with a single Ka¨hler modulus t and a corre-
sponding cohomology generator H ∈ H2(X). Since for a three-fold b0(X) = b6(X) = 1
while b2(X) = b4(X) (= 1 in this example) and higher Betti numbers are zero, the
3The J function is a generating function for Gromov-Witten invariants and gravitational descendant
invariants of X. Gravitational invariants arise from correlators with ψ1 insertions. Since for genus zero
the gravitational descendants can be recovered from the Gromov-Witten invariants, we will often omit
them from our discussion.
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cohomology generator H is such that H4 = 0. Therefore the expansion in powers of H
of the J function will be4 (setting t0 = 0)
J = 1 + H
~
t+
H2
~2
J (2)(t) +
H3
~3
J (3)(t) (3.10)
In particular J (2)(t) = ηtt∂tF0, where η
tt is the inverse topological metric and F0 is the
so-called genus zero Gromov-Witten prepotential. On the other hand the expansion for
I (which is written in terms of a typically different coordinate r) reads
I = I(0)(r) + H
~
I(1)(r) +
H2
~2
I(2)(r) +
H3
~3
I(3)(r) (3.11)
therefore the functions I and J are related by
J (t) = 1
I0(r(t))
I(r(t)) (3.12)
where the mirror map change of coordinate is given by
t(r) =
I(1)
I(0)
(r) (3.13)
with inverse r(t). In the more general case with b2(X) > 1 we will have b2(X) compo-
nents tl, J
(2)
l as well as I
(1)
l , I
(2)
l , and the mirror maps are still given by (3.13) component
by component. If instead we want to work in equivariant cohomology, returning to the
b2(X) = 1 example we should also consider the equivariant cohomology generators, say
H˜, in addition to H. Now the expansions will be
J = 1 + H
~
t+ . . . , I = I(0)(r) + H
~
I(1)(r) +
H˜
~
I˜(1)(r) + . . . (3.14)
so the mirror map will still be the same, but we will have in addition an equivariant
mirror map: this is just a normalization factor e−H˜I˜(1)(r)/~ in front of I which removes
the linear term in H˜. At the end the relation between I and J will be
J (t) = 1
I0(r(t))
e−H˜I˜
(1)(r(t))/~I(r(t)) (3.15)
This is the function that generates the equivariant Gromov-Witten invariants.
We are now ready to illustrate the relation between Givental’s formalism and the spher-
ical partition function. First of all, as shown in many examples in [48, 54] and reviewed
in the following sections, we can factorize the expression (2.32) in a form similar to
4Notice that this can also been seen as an expansion in 1~ .
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(2.37) even before performing the integral; schematically, we will have
ZS2 =
∮
dλ Z˜1l
(
z−r|λ|Z˜v
)(
z¯−r|λ|Z˜av
)
(3.16)
with dλ =
∏rank
α=1 dλα and |λ| =
∑
α λα. Here z = e
−2pi~ξ−i~θ labels the different vortex
sectors, (zz¯)−rλr is a contribution from the classical action, Z˜1l is a one-loop measure
and Z˜v, Z˜av are powers series in z, z of hypergeometric type.
Our claim is that Z˜v coincides with the I-function of the target space X upon identifying
the Fayet-Iliopoulos parameters ξl + i
θl
2pi with the rl coordinates, λα with the genera-
tors of the cohomology and the S2 radius r with 1/~ (twisted masses, if present, will
be identified with equivariant generators of the cohomology). According to the choice
of the FI parameters (and the subsequent choice of integration contours) the target X
may change; the integrand in (3.16) will also change, since we factorize it in such a way
that Z˜v is a convergent series, and convergence depends on the FI’s. In particular, in
the geometric phase with all the FIs large and positive, the vortex counting parameters
are identified with the exponentiated complex Ka¨hler parameters, while in the orbifold
phase they label the twisted sectors of the orbifold itself or, in other words, the basis
of orbifold cohomology. This is exactly the content of the crepant resolution conjecture:
the I function of an orbifold can be recovered from the one of its resolution via analytic
continuation in the rl parameters. We will see an example of this in the following.
The form (3.16) of the spherical partition function has also a very nice direct interpre-
tation by an alternative rewriting of the vacuum amplitude (3.8). Indeed, by mirror
symmetry one can rewrite, in the Calabi-Yau case
〈0¯|0〉 = i
∫
Xˇ
Ω ∧ Ω = ΠtSΠ (3.17)
where Π =
∫
Γi Ω is the period vector and S is the symplectic pairing. The components
of the I-function can be identified with the components of the period vector Π. More
in general one can consider an elaboration of the integral form of the spherical partition
function worked out in [49], where the integrand is rewritten in a mirror symmetric
manifest form, by expressing the ratios of Γ-functions appearing in the Coulomb branch
representation (2.32) as
Γ(Σ)
Γ(1− Σ¯) =
∫
Im(Y )∼Im(Y )+2pi
d2Y
2pii
e[e
−Y −ΣY−c.c.] (3.18)
to obtain the right-hand-side of (3.17) and then by applying the Riemann bilinear iden-
tity, one gets the left-hand side. The resulting integrals, after the integration over the
Coulomb parameters and independently on the fact that the mirror representation is
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geometric or not, are then of the oscillatory type
Πi =
∮
Γi
d~Y erWeff(~Y ) (3.19)
where the effective variables ~Y and potential Weff are the remnants parametrizing the
constraints imposed by the integration over the Coulomb parameters before getting to
(3.19). Eq.(3.19) is also the integral representation of Givental’s I-function for general
Fano manifolds [57].
Now if we want to compute the equivariant Gromov-Witten invariants of X, we have
to go to the J -function, which is obtained from the I-function as described before;
this in particular implies that we have to normalize (3.16) by (I0(z)I0(z))
−1 in order
to recover the standard form (3.3) for Calabi-Yau three-folds or its analogue for other
manifolds. Actually, we will see that a further normalization might be required for the
one-loop term in order to reproduce the classical intersection cohomology on the target
manifold. Taking into account all normalizations and expressing everything in terms of
the canonical coordinates tl (i.e. going from I to J functions), the spherical partition
function coincides with the symplectic pairing (3.8)
ZnormS2 (tl, tl) = 〈0¯|0〉 = J tEJ = e−KK(tl,tl) (3.20)
which is the correct version of (3.2), and in particular the one-loop part reproduces in
the r → 0 limit the (equivariant) volume of the target space. The above statements
will be checked for several abelian and non-abelian GIT quotients in the subsequent
sections. In fact, our formalism works for both abelian and non-abelian quotients with-
out any complication, while Givental’s formalism have been originally developed only
for the abelian cases; it has then been extended to non-abelian cases in [61, 62] and
expressed in terms of quasi-maps theory in [56]. The Gromov-Witten invariants for the
non-abelian quotient M//G are conjectured to be expressible in terms of the ones of the
corresponding abelian quotient M//T , T being the maximal torus of G, twisted by the
Euler class of a vector bundle over it. The corresponding I-function is obtained from
the one associated to the abelian quotients multiplied by a suitable factor depending on
the Chern roots of the vector bundle. The first example of this kind was the quantum
cohomology of the Grassmanian discussed in [63]. This was rigorously proved and ex-
tended to flag manifolds in [61]. As we will see, our results give evidence of the above
conjecture in full generality, though a rigorous mathematical proof of this result is not
available at the moment.5
In the rest of this chapter we are going to summarize the results of [54].
5A related issue concerning the equivalence of symplectic quotients and GIT quotients via the analysis
of vortex moduli space has been also discussed in [64].
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3.2 Abelian GLSMs
3.2.1 Projective spaces
Let us start with the basic example, that is Pn−1. Its sigma model matter content
consists of n chiral fields of charge 1 with respect to the U(1) gauge group, and the
renormalized parameters (2.31) in this case are
ξren = ξ − n
2pi
log(rM) , θren = θ (3.21)
After defining τ = −irσ, the Pn−1 partition function (2.32) reads
ZPn−1 =
∑
m∈Z
∫
dτ
2pii
e4piξrenτ−iθrenm
(
Γ
(
τ − m2
)
Γ
(
1− τ − m2
))n (3.22)
With the change of variables [48]
τ = −k + m
2
+ rMλ (3.23)
we are resumming the whole tower of poles coming from the Gamma functions, centered
at λ = 0. Equation (3.22) then becomes
ZPn−1 =
∮
d(rMλ)
2pii
ZP
n−1
1l Z
Pn−1
v Z
Pn−1
av (3.24)
where z = e−2piξ+iθ and
ZP
n−1
1l = (rM)
−2nrMλ
(
Γ(rMλ)
Γ(1− rMλ)
)n
ZP
n−1
v = z
−rMλ∑
l≥0
[(rM)nz]l
(1− rMλ)nl
ZP
n−1
av = z¯
−rMλ∑
k≥0
[(−rM)nz¯]k
(1− rMλ)nk
(3.25)
The Pochhammer symbol (a)k used in (3.25) is defined as
(a)k =

∏k−1
i=0 (a+ i) for k > 0
1 for k = 0∏−k
i=1
1
a− i for k < 0
(3.26)
Notice that this definition implies the identity
(a)−d =
(−1)d
(1− a)d (3.27)
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As observed in [65], ZP
n−1
v coincides with the I-function given in the mathematical
literature
IPn−1(H, ~; t) = e
tH
~
∑
d≥0
[(~)−net]d
(1 +H/~)nd
(3.28)
if we identify ~ = 1rM , H = −λ, t = ln z. The antivortex contribution is the conju-
gate I-function, with ~ = − 1rM , H = λ and t¯ = ln z¯. The hyperplane class H satisfies
Hn = 0; in some sense the integration variable λ satisfies the same relation, because the
process of integration will take into account only terms up to λn−1 in Zv and Zav.
We can also add chiral fields of charge −qj < 0 and R-charge Rj > 0; this means that
the integrand in (3.22) gets multiplied by
m∏
j=1
Γ
(
Rj
2 − qjτ + qj m2
)
Γ
(
1− Rj2 + qjτ + qj m2
) (3.29)
The poles are still as in (3.23), but now
ZP
n−1
1l = (rM)
−2rM(n−|q|)λ
(
Γ(rMλ)
Γ(1− rMλ)
)n m∏
j=1
Γ
(
Rj
2 − qjrMλ
)
Γ
(
1− Rj2 + qjrMλ
)
ZP
n−1
v = z
−rMλ∑
l≥0
(−1)|q|l[(rM)n−|q|z]l
∏m
j=1(
Rj
2 − qjrMλ)qj l
(1− rMλ)nl
ZP
n−1
av = z¯
−rMλ∑
k≥0
(−1)|q|k[(−rM)n−|q|z¯]k
∏m
j=1(
Rj
2 − qjrMλ)qjk
(1− rMλ)nk
(3.30)
where we defined |q| = ∑mj=1 qj . A very important set of models one can construct
in this way is the one of line bundles
⊕
j O(−qj) over Pn−1 (among which we find
the local Calabi-Yau’s), which can be obtained by setting Rj = 0. In order to give
meaning to Gromov-Witten invariants in this case, one typically adds twisted masses
in the contributions coming from the fibers; we will do this explicitly shortly. Other
important models are complete intersections in Pn−1, which correspond to GLSM with
a superpotential; since the superpotential breaks all flavour symmetries and has R-charge
2, they do not allow twisted masses, and moreover we will need some Rj 6= 0 (see the
example of the quintic below).
3.2.1.1 Equivariant projective spaces
The same computation can be repeated in the more general equivariant case: since
the Pn−1 model admits an SU(n) flavour symmetry, we can turn on twisted masses ai
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satisfying
∑n
i=1 ai = 0. In this case, the partition function reads (after rescaling the
twisted masses as ai →Mai in order to have dimensionless parameters)
ZeqPn−1 =
∑
m∈Z
∫
dτ
2pii
e4piξrenτ−iθrenm
n∏
i=1
Γ
(
τ − m2 + irMai
)
Γ
(
1− τ − m2 − irMai
) (3.31)
Changing variables as
τ = −k + m
2
− irMaj + rMλ (3.32)
we arrive at
ZeqPn−1 =
n∑
j=1
∮
d(rMλ)
2pii
ZP
n−1
1l, eqZ
Pn−1
v, eq Z
Pn−1
av, eq (3.33)
where
ZP
n−1
1l, eq = (zz¯)
irMaj (rM)−2nrMλ
n∏
i=1
Γ(rMλ+ irMaij)
Γ(1− rMλ− irMaij)
ZP
n−1
v, eq = z
−rMλ∑
l≥0
[(rM)nz]l∏n
i=1(1− rMλ− irMaij)l
ZP
n−1
av, eq = z¯
−rMλ∑
k≥0
[(−rM)nz¯]k∏n
i=1(1− rMλ− irMaij)k
(3.34)
and aij = ai − aj . Since there are just simple poles, the integration can be easily
performed:
ZeqPn−1 =
n∑
j=1
(zz¯)irMaj
n∏
i 6=j=1
1
irMaij
Γ(1 + irMaij)
Γ(1− irMaij)∑
l≥0
[(rM)nz]l∏n
i=1(1− irMaij)l
∑
k≥0
[(−rM)nz¯]k∏n
i=1(1− irMaij)k
(3.35)
In the limit rM → 0 the one-loop contribution (i.e. the first line of (3.35)) provides the
equivariant volume of the target space:
Vol(Pn−1eq ) =
n∑
j=1
(zz¯)irMaj
n∏
i 6=j=1
1
irMaij
=
n∑
j=1
e−4piiξrMaj
n∏
i 6=j=1
1
irMaij
(3.36)
The non-equivariant volume can be recovered by sending all the twisted masses to zero
at the same time, for example by performing the limit r → 0 in which we can use the
identity
lim
r→0
n∑
j=1
e−4piiξrMaj
(4ξ)n−1
n∏
i 6=j=1
1
irMaij
=
pin−1
(n− 1)! (3.37)
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to obtain
Vol(Pn−1) =
(4piξ)n−1
(n− 1)! (3.38)
3.2.1.2 Weighted projective spaces
Another important generalization consists in studying the target Pw = P(w0, . . . , wn),
known as the weighted projective space, which has been considered from the mathemat-
ical point of view in [66]. This can be obtained from a U(1) gauge theory with n + 1
fundamentals of (positive) integer charges w0, . . . , wn. The partition function reads
Z =
∑
m
∫
dτ
2pii
e4piξrenτ−iθrenm
n∏
i=0
Γ(wiτ − wi m2 )
Γ(1− wiτ − wi m2 )
(3.39)
so one would expect n+ 1 towers of poles at
τ =
m
2
− k
wi
+ rMλ , i = 0 . . . n (3.40)
with integration around rMλ = 0. Actually, in this way we might be overcounting some
poles if the wi are not relatively prime, and in any case the pole k = 0 is always counted
n+ 1 times. In order to solve these problems, we will set
τ =
m
2
− k + rMλ− F (3.41)
where F is a set of rational numbers defined as
F =
{ d
wi
/ 0 ≤ d < wi , d ∈ N , 0 ≤ i ≤ n
}
(3.42)
and counted without multiplicity. Let us explain this better with an example: if we
consider just w0 = 2 and w1 = 3, we find the numbers (0, 1/2) and (0, 1/3, 2/3), which
means F = (0, 1/3, 1/2, 2/3); the multiplicity of these numbers reflects the order of the
pole in the integrand, so we will have a double pole (counted by the double multiplicity
of d = 0) and three simple poles. From the mathematical point of view, the twisted
sectors in (3.42) label the base of the orbifold cohomology space.
The partition function then becomes
Z =
∑
F
∮
d(rMλ)
2pii
Z1l Zv Zav (3.43)
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with integration around rMλ = 0 and
Z1l = (rM)
−2|w|rMλ−2∑ni=0(ω[wiF ]−〈wiF 〉) n∏
i=0
Γ(ω[wiF ] + wirMλ− 〈wiF 〉)
Γ(1− ω[wiF ]− wirMλ+ 〈wiF 〉)
Zv = z
−rMλ∑
l≥0
(rM)|w|l+
∑n
i=0(ω[wiF ]+[wiF ])zl+F∏n
i=0(1− ω[wiF ]− wirMλ+ 〈wiF 〉)wil+[wiF ]+ω[wiF ]
Zav = z¯
−rMλ∑
k≥0
(−rM)|w|k+
∑n
i=0(ω[wiF ]+[wiF ])z¯k+F∏n
i=0(1− ω[wiF ]− wirMλ+ 〈wiF 〉)wik+[wiF ]+ω[wiF ]
(3.44)
In the formulae we defined 〈wiF 〉 and [wiF ] as the fractional and integer part of the
number wiF , so that wiF = [wiF ] + 〈wiF 〉, while |w| =
∑n
i=0wi. Moreover,
ω[wiF ] =
{
0 for 〈wiF 〉 = 0
1 for 〈wiF 〉 6= 0
(3.45)
This is needed in order for the J function to start with one in the rM expansion.
As we did earlier, we can also consider adding fields of charge −qj < 0 and R-charge
Rj > 0. The integrand in (3.39) has to be multiplied by
m∏
j=1
Γ
(
Rj
2 − qjτ + qj m2
)
Γ
(
1− Rj2 + qjτ + qj m2
) (3.46)
The positions the of poles do not change, and
Z1l = (rM)
−2(|w|−|q|)rMλ−2∑ni=0(ω[wiF ]−〈wiF 〉)−2∑mj=1〈qjF 〉
n∏
i=0
Γ(ω[wiF ] + wirMλ− 〈wiF 〉)
Γ(1− ω[wiF ]− wirMλ+ 〈wiF 〉)
m∏
j=1
Γ(
Rj
2 − qjrMλ+ 〈qjF 〉)
Γ(1− Rj2 + qjrMλ− 〈qjF 〉)
Zv = z
−rMλ∑
l≥0
(−1)|q|l+
∑m
j=1[qjF ](rM)(|w|−|q|)l+
∑n
i=0(ω[wiF ]+[wiF ])−
∑m
j=1[qjF ]zl+F
∏m
j=1(
Rj
2 − qjrMλ+ 〈qjF 〉)qj l+[qjF ]∏n
i=0(1− ω[wiF ]− wirMλ+ 〈wiF 〉)wil+[wiF ]+ω[wiF ]
Zav = z¯
−rMλ∑
k≥0
(−1)|q|k+
∑m
j=1[qjF ](−rM)(|w|−|q|)k+
∑n
i=0(ω[wiF ]+[wiF ])−
∑m
j=1[qjF ]z¯k+F
∏m
j=1(
Rj
2 − qjrMλ+ 〈qjF 〉)qjk+[qjF ]∏n
i=0(1− ω[wiF ]− wirMλ+ 〈wiF 〉)wik+[wiF ]+ω[wiF ]
(3.47)
As a final comment let us stress that the Non Linear Sigma Model to which the GLSM
flows in the IR is well defined only for |w| ≥ |q|, which means for manifolds with c1 ≥ 0.
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3.2.2 Quintic
We will now consider in great detail the most famous compact Calabi-Yau threefold, i.e.
the quintic hypersurface in P4. The corresponding GLSM is a U(1) gauge theory with
five chiral fields Φa of charge +1, one chiral field P of charge −5 and a superpotential of
the form W = PG(Φ1, . . . ,Φ5), where G is a homogeneous polynomial of degree five. We
choose the vector R-charges to be 2q for the Φ fields and (2− 5 · 2q) for P such that the
superpotential has R-charge 2. The quintic threefold is realized in the geometric phase
corresponding to ξ > 0. For details of the construction see [67] and for the relation to
the two-sphere partition function [48]. Here we want to investigate the connection to
the Givental formalism. For a Calabi-Yau manifold the sum of gauge charges is zero,
which from (2.31) implies ξren = ξ, while θren = θ because the gauge group is abelian.
The spherical partition function is a specialization of the one computed in the previous
section:
Z =
∑
m∈Z
∫
iR
dτ
2pii
z−τ−
m
2 z¯−τ+
m
2
(
Γ
(
q + τ − m2
)
Γ
(
1− q − τ − m2
))5 Γ (1− 5q − 5τ + 5m2 )
Γ
(
5q + 5τ + 5m2
) . (3.48)
Since we want to describe the phase ξ > 0, we have to close the contour in the left half
plane. We use the freedom in q to separate the towers of poles coming from the Φ’s and
from P . In the range 0 < q < 15 the former lie in the left half plane while the latter in
the right half plane. So we only pick the poles corresponding to the Φ’s, given by
τk = −q − k + m
2
, k ≥ max(0,m) (3.49)
Then the partition function turns into a sum of residues and we express each residue by
the Cauchy contour integral. Finally we arrive at
Z = (zz¯)q
∮
C(δ)
d(rMλ)
2pii
Z1l(λ, rM)Zv(λ, rM ; z)Zav(λ, rM ; z¯), (3.50)
where the contour C(δ) goes around λ = 0 and
Z1l(λ, rM) =
Γ(1− 5rMλ)
Γ(5rMλ)
(
Γ(rMλ)
Γ(1− rMλ)
)5
Zv(λ, rM ; z) = z
−rMλ∑
l>0
(−z)l (1− 5rMλ)5l
[(1− rMλ)l]5
Zav(λ, rM ; z¯) = z¯
−rMλ∑
k>0
(−z¯)k (1− 5rMλ)5k
[(1− rMλ)k]5
(3.51)
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The vortex function Zv(λ, rM ; z) reproduces the known Givental I-function
I(H, ~; t) =
∑
d>0
e(H/~+d)t
(1 + 5H/~)5d
[(1 +H/~)d]5
(3.52)
after identifying
H = −λ , ~ = 1
rM
, t = ln(−z). (3.53)
The I-function is valued in cohomology, where H ∈ H2(P4) is the hyperplane class in
the cohomology ring of the embedding space. Because of dimensional reasons we have
H5 = 0 and hence the I-function is a polynomial of order four in H
I = I0 + H~ I1 +
(
H
~
)2
I2 +
(
H
~
)3
I3 +
(
H
~
)4
I4. (3.54)
This is naturally encoded in the explicit residue evaluation of (3.50), see eq.(3.58). Now
consider the Picard-Fuchs operator L given by(
z
d
dz
)4
− 55
(
z
d
dz
+
1
5
)(
z
d
dz
+
2
5
)(
z
d
dz
+
3
5
)(
z
d
dz
+
4
5
)
(3.55)
It can be easily shown that {I0, I1, I2, I3} ∈ Ker(L) while I4 /∈ Ker(L). L is an order
four operator and so I = (I0, I1, I2, I3)
T form a basis of solutions. There exists another
basis formed by the periods of the holomorphic (3, 0) form of the mirror manifold.
In homogeneous coordinates they are given as Π = (X0, X1, ∂F
∂X1
, ∂F
∂X0
)T with F the
prepotential. Thus there exists a transition matrix M relating these two bases
I = M ·Π (3.56)
There are now two possible ways to proceed. One would be fixing the transition matrix
using mirror construction (i.e. knowing explicitly the periods) and then showing that
the pairing given by the contour integral in (3.50) after being transformed to the period
basis gives the standard formula for the Ka¨hler potential in terms of a symplectic pairing
e−K = iΠ† ·Σ ·Π (3.57)
with Σ =
(
0 1
−1 0
)
being the symplectic form. The other possibility would be to use
the fact that the two sphere partition function computes the Ka¨hler potential [48] and
then impose equality between (3.50) and (3.57) to fix the transition matrix. We follow
this route in the following. The contour integral in (3.50) expresses the Ka¨hler potential
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as a pairing in the I basis. It is governed by Z1l which has an expansion
Z1l =
5
(rMλ)4
+
400 ζ(3)
rMλ
+ o(1) (3.58)
and so we get after integration (remember that H/~ = −rMλ)
Z = −2χζ(3)I0I¯0 − 5(I0I¯3 + I1I¯2 + I2I¯1 + I3I¯0)
= I† ·A · I,
(3.59)
where
A =

−2χζ(3) 0 0 −5
0 0 −5 0
0 −5 0 0
−5 0 0 0
 (3.60)
gives the pairing in the I basis and χ = −200 is the Euler characteristic of the quintic
threefold. From the two expressions for the Ka¨hler potential we easily find the transition
matrix as
M =

1 0 0 0
0 1 0 0
0 0 0 − i5
−χ5 ζ(3) 0 − i5 0
 . (3.61)
Finally, we know that the mirror map is given by
t =
I1
2piiI0
, t¯ = − I¯1
2piiI¯0
(3.62)
so after dividing Z by (2pii)2I0I¯0 for the change of coordinates and by a further 2pi for
the normalization of the ζ(3) term, we obtain the Ka¨hler potential in terms of t, t¯, in a
form in which the symplectic product is evident.
3.2.3 Local Calabi–Yau: O(p)⊕O(−2− p)→ P1
In this section we will study a non-compact (i.e. local) class of Calabi-Yau manifolds:
the family of spaces Xp = O(p)⊕O(−2− p)→ P1 with diagonal equivariant action on
the fiber. We will find exact agreement with the I functions computed in [68], and we
will show how the quantum corrected Ka¨hler potential for the Ka¨hler moduli space can
be computed when equivariant parameters are turned on.
Here we will restrict only to the phase ξ > 0, which is the one related to Xp. The case
ξ < 0 describes the orbifold phase of the model; this will be studied in the following
sections.
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3.2.3.1 Case p = −1
First of all, we have to write down the partition function; this is given by
Z−1 =
∑
m∈Z
e−imθ
∫
dτ
2pii
e4piξτ
(
Γ
(
τ − m2
)
Γ
(
1− τ − m2
))2( Γ (−τ − irMa+ m2 )
Γ
(
1 + τ + irMa+ m2
))2 (3.63)
The poles are located at
τ = −k + m
2
+ rMλ (3.64)
so we can rewrite (3.63) as
Z−1 =
∮
d(rMλ)
2pii
Z1lZvZav (3.65)
where
Z1l =
(
Γ(rMλ)
Γ(1− rMλ)
Γ(−rMλ− irMa)
Γ(1 + rMλ+ irMa)
)2
Zv = z
−rMλ∑
l>0
zl
(−rMλ− irMa)2l
(1− rMλ)2l
Zav = z¯
−rMλ∑
k>0
z¯k
(−rMλ− irMa)2k
(1− rMλ)2k
(3.66)
Notice that our vortex partition function coincides with the Givental function given in
[68]
IT−1(q) = e
H
~ ln q
∑
d>0
(1−H/~+ λ˜/~− d)2d
(1 +H/~)2d
qd (3.67)
after the usual identifications
H = −λ , ~ = 1
rM
, λ˜ = ia , q = z (3.68)
Now, expanding IT−1 in rM = 1/~ we find
IT−1 = 1− rMλ log z + o((rM)2) (3.69)
which means the mirror map is trivial and the equivariant mirror map absent, i.e. IT−1 =
J T−1. What remains to be specified is the normalization of the 1-loop factor. This
problem is related to the renormalization scheme used to define the infinite products
in the 1-loop determinant in the computation of the spherical partition function. In
[27, 28] the ζ-function renormalization scheme is chosen. Indeed this is a reference one,
while others can be obtained by a shift in the finite part of the resulting effective action.
These determinants appear in the form of ratios of Gamma-functions. The ambiguity
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amounts to shift the Euler-Mascheroni constant γ appearing in the Weierstrass form of
the Gamma-function
1
Γ(x)
= xeγx
∞∏
n=1
(
1 +
x
n
)
e−
x
n (3.70)
with a finite function of the parameters. Due to supersymmetry, this function has to
be encoded in terms of a holomorphic function f(z), namely γ → Ref(z). We will
fix this normalization by requiring the cancellation of the Euler-Mascheroni constants;
moreover we require the normalization to reproduce the correct intersection numbers in
classical cohomology, and to start from 1 in the rM expansion in order not to modify
the regularized equivariant volume of the target. In our case, the factor
(zz¯)−irMa/2
(
Γ(1 + irMa)
Γ(1− irMa)
)2
(3.71)
does the job; in general, the normalization factor will be deduced through a case by case
analysis. We can now integrate in rMλ and expand in rM , obtaining (for rMa = iq)
Z−1 =
2
q3
− 1
4q
ln2(zz¯) +
[
− 1
12
ln3(zz¯)− ln(zz¯)(Li2(z) + Li2(z¯))
+ 2(Li3(z) + Li3(z¯)) + 4ζ(3)
]
+ o(rM)
(3.72)
The terms inside the square brackets reproduce the Ka¨hler potential we are interested
in, once we multiply everything by 1
2pi(2pii)2
and change variables according to
t =
1
2pii
ln z , t¯ = − 1
2pii
ln z¯. (3.73)
3.2.3.2 Case p = 0
In this case case the spherical partition function is
Z0 =
∑
m∈Z
e−imθ
∫
dτ
2pii
e4piξτ
(
Γ
(
τ − m2
)
Γ
(
1− τ − m2
))2 Γ (−irMa)
Γ (1 + irMa)
Γ
(−2τ − irMa+ 2m2 )
Γ
(
1 + 2τ + irMa+ 2m2
)
(3.74)
The poles are as in (3.64), and usual manipulations result in
Z1l =
(
Γ(rMλ)
Γ(1− rMλ)
)2 Γ (−irMa)
Γ (1 + irMa)
Γ(−2rMλ− irMa)
Γ(1 + 2rMλ+ irMa)
Zv = z
−rMλ∑
l>0
zl
(−2rMλ− irMa)2l
(1− rMλ)2l
Zav = z¯
−rMλ∑
k>0
z¯k
(−2rMλ− irMa)2k
(1− rMλ)2k
(3.75)
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Again, we recover the Givental function
IT0 (q) = e
H
~ ln q
∑
d>0
(1− 2H/~+ λ˜/~− 2d)2d
(1 +H/~)2d
qd (3.76)
of [68] under the map (3.68); its expansion in rM
IT0 = 1− rMλ
[
log z + 2
∞∑
k=1
zk
Γ(2k)
(k!)2
]
− irMa
∞∑
k=1
zk
Γ(2k)
(k!)2
+ o((rM)2) (3.77)
implies that the mirror map is (modulo (2pii)−1)
t = log z + 2
∞∑
k=1
zk
Γ(2k)
(k!)2
(3.78)
and the equivariant mirror map is
t˜ =
1
2
(t− log z) =
∞∑
k=1
zk
Γ(2k)
(k!)2
(3.79)
The J function can be recovered by inverting the equivariant mirror map and changing
coordinates accordingly, that is
J T0 (t) = eirMat˜(z)IT0 (z) = eirMat˜(z)Zv(z) (3.80)
A similar job has to be done for Zav. The normalization for the 1-loop factor is the same
as (3.71) but in t coordinates, which means
(tt¯)−irMa/2
(
Γ(1 + irMa)
Γ(1− irMa)
)2
; (3.81)
Finally, integrating in rMλ and expanding in rM we find
Z0 =
2
q3
− 1
4q
(t+ t¯)2 +
[
− 1
12
(t+ t¯)3 − (t+ t¯)(Li2(et) + Li2(et¯))
+ 2(Li3(e
t) + Li3(e
t¯)) + 4ζ(3)
]
+ o(rM)
(3.82)
As it was shown in [68], this proves that the two Givental functions J T−1 and J T0 are the
same, as well as the Ka¨hler potentials; the I functions look different simply because of
the choice of coordinates on the moduli space.
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3.2.3.3 Case p ≥ 1
In the general p ≥ 1 case we have
Zp =
∑
m∈Z
e−imθ
∫
dτ
2pii
e4piξτ
(
Γ
(
τ − m2
)
Γ
(
1− τ − m2
))2
Γ
(−(p+ 2)τ − irMa+ (p+ 2)m2 )
Γ
(
1 + (p+ 2)τ + irMa+ (p+ 2)m2
) Γ (pτ − irMa− pm2 )
Γ
(
1− pτ + irMa− pm2
) (3.83)
There are two classes of poles, given by
τ = −k + m
2
+ rMλ (3.84)
τ = −k + m
2
+ rMλ− F + irM a
p
(3.85)
where F = {0, 1p , . . . , p−1p } and the integration is around rMλ = 0. The relevant one for
describing the geometry O(p)⊕O(−2− p)→ P1 is the first one, in which λ can be seen
as the cohomology class of the P1 base and satisfies λ2 = 0. In this case
Z(0)p =
∮
d(rMλ)
2pii
Z
(0)
1l Z
(0)
v Z
(0)
av (3.86)
with
Z
(0)
1l =
(
Γ(rMλ)
Γ(1− rMλ)
)2 Γ(−(p+ 2)rMλ− irMa)
Γ(1 + (p+ 2)rMλ+ irMa)
Γ(p rMλ− irMa)
Γ(1− p rMλ+ irMa)
Z(0)v = z
−rMλ∑
l>0
(−1)(p+2)lzl (−(p+ 2)rMλ− irMa)(p+2)l
(1− rMλ)2l (1− p rMλ+ irMa)pl
Z(0)av = z¯
−rMλ∑
k>0
(−1)(p+2)kz¯k (−(p+ 2)rMλ− irMa)(p+2)k
(1− rMλ)2k(1− p rMλ+ irMa)pk
(3.87)
Extracting the correct J Tp function from the ITp (i.e. form Z(0)v ) is quite non-trivial and
requires additional techniques such as Birkhoff factorization, introduced in [57, 69]. In
[68, 70] it is explained how these techniques lead to the correct equivariant Gromov-
Witten invariants and Givental functions J Tp for p > 1, which coincide with J T−1 and
J T0 ; we refer to these papers for further details.
3.2.4 Orbifold Gromov-Witten invariants
In this section we want to show how the analytic structure of the partition function
encodes all the classical phases of an abelian GLSM whose target has c1 = 0 (i.e. a
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Calabi-Yau when in the geometric phase). These are given by the secondary fan, which
in our conventions is generated by the columns of the charge matrix Q. In terms of
the partition function these phases are governed by the choice of integration contours,
namely by the structure of poles we are picking up. For example, for a GLSM with
G = U(1) the contour can be closed either in the left half plane (for ξ > 0) or in the
right half plane (ξ < 0)6. The transition between different phases occurs when some
of the integration contours are flipped and the corresponding variables are integrated
over. To summarize, a single partition function contains the I-functions of geometries
corresponding to all the different phases of the GLSM. These geometries are related by
minimally resolving the singularities by blow-up until the complete smoothing of the
space takes place (when this is possible). Our procedure consists in considering the
GLSM corresponding to the complete resolution and its partition function. Then by
flipping contours and doing partial integrations one discovers all other, more singular
geometries. In the following we illustrate these ideas on a couple of examples.
3.2.4.1 KPn−1 vs. Cn/Zn
Let us consider a U(1) gauge theory with n chiral fields of charge +1 and one chiral
field of charge −n. The secondary fan is generated by two vectors {1,−n} and so
it has two chambers corresponding to two different phases. For ξ > 0 it describes a
smooth geometry KPn−1 , that is the total space of the canonical bundle over the complex
projective space Pn−1, while for ξ < 0 it describes the orbifold Cn/Zn. The case n = 3
will reproduce the results of [71, 72, 73]. The partition function reads
Z =
∑
m
∫
iR
dτ
2pii
e4piξτ−iθm
(
Γ(τ − m2 )
Γ(1− τ − m2 )
)n Γ(−nτ + nm2 + irMa)
Γ(1 + nτ + nm2 − irMa)
(3.88)
Closing the contour in the left half plane (i.e. for ξ > 0) we take poles at
τ = −k + m
2
+ rMλ (3.89)
and obtain
Z =
∮
d(rMλ)
2pii
(
Γ(rMλ)
Γ(1− rMλ)
)n Γ(−nrMλ+ irMa)
Γ(1 + nrMλ− irMa)∑
l≥0
z−rMλ(−1)nlznl (−nrMλ+ irMa)nl
(1− rMλ)nl∑
k≥0
z¯−rMλ(−1)nkz¯nk (−nrMλ+ irMa)nk
(1− rMλ)nk
(3.90)
6This is only true for Calabi-Yau manifolds; for c1 > 0, i.e.
∑
iQi > 0, the contour is fixed.
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We thus find exactly the Givental function for KPn−1 . To switch to the singular geometry
we flip the contour and do the integration. Closing in the right half plane (ξ < 0) we
consider
τ = k +
δ
n
+
m
2
+
1
n
irMa (3.91)
with δ = 0, 1, 2, . . . , n− 1. After integration over τ we obtain
Z =
1
n
n−1∑
δ=0
(
Γ( δn +
1
n irMa)
Γ(1− δn − 1n irMa)
)n
1
(rM)2δ∑
k≥0
(−1)nk(z¯−1/n)nk+δ+irMa(rM)δ (
δ
n +
1
n irMa)
n
k
(nk + δ)!∑
l≥0
(−1)nl(z−1/n)nl+δ+irMa(−rM)δ (
δ
n +
1
n irMa)
n
l
(nl + δ)!
(3.92)
as expected from (3.47). Notice that when the contour is closed in the right half plane,
vortex and antivortex contributions are exchanged. We can compare the n = 3 case
corresponding to C3/Z3 with the I-function given in [73]
I = x−λ/z
∑
d∈N
d≥0
xd
d!zd
∏
0≤b< d
3
〈b〉=〈 d
3
〉
(
λ
3
− bz
)3
1〈 d
3
〉 (3.93)
which in a more familiar notation becomes
I = x−λ/z
∑
d∈N
d≥0
xd
d!
1
z3〈
d
3
〉 (−1)
3[ d
3
]
(
〈d
3
〉 − λ
3z
)3
[ d
3
]
1〈 d
3
〉 (3.94)
The necessary identifications are straightforward.
3.2.4.2 Quantum cohomology of C3/Zp+2 and crepant resolution
We now consider the orbifold space C3/Zp+2 with weights (1, 1, p) and p > 1. Its full
crepant resolution is provided by a resolved transversal Ap+1 singularity (namely a local
Calabi-Yau threefold obtained by fibering the resolved Ap+1 singularity over a P1 base
space). The corresponding GLSM contains p+ 2 abelian gauge groups and p+ 5 chiral
multiplets, with the following charge assignment:
0 1 1 −1 −1 0 . . . 0 0 0 . . . 0
−j − 1 j 0 0 0 0 . . . 0 (5+j)th1 0 . . . 0
−p− 2 p+ 1 1 0 0 0 . . . 0 0 0 . . . 0
 (3.95)
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where 1 ≤ j ≤ p. In the following we focus on the particular chambers corresponding
to the partial resolutions KFp and KP2(1,1,p). Let us start by discussing the local Fp
chamber: this can be seen by replacing the last row in (3.95) with the linear combination
(last row) −→ (last row)− p (second row)− (first row) (3.96)
which corresponds to(
−p− 2 p+ 1 1 0 0 0 . . .
)
−→
(
p− 2 0 0 1 1 −p . . .
)
(3.97)
The charge matrix (3.95) now reads (2 ≤ n ≤ p)
0 1 1 −1 −1 0 . . . 0 0 0 . . . 0
−2 1 0 0 0 1 . . . 0 0 0 . . . 0
−n− 1 n 0 0 0 0 . . . 0 (5+n)th1 0 . . . 0
p− 2 0 0 1 1 −p . . . 0 0 0 . . . 0
 (3.98)
and, in a particular sector (i.e. for a particular choice of poles), after turning to infinity
p Fayet-Iliopoulos parameters, we remain with the second and the last row:
Q =
(
−2 1 0 0 1
p− 2 0 1 1 −p
)
(3.99)
which is the charge matrix of KFp .
Let us see how this happens in detail; since it is easier for our purposes, we will consider
the charge matrix (3.98). For generic p, the partition function with the addition of a
twisted mass a for the field corresponding to the first column of (3.98) is given by
Z =
∑
m0,...,mp+1
∮ p+1∏
i=0
dτi
2pii
z
−τi−mi2
i z¯
−τi+mi2
i
p∏
j=0
Γ(τj − mj2 )
Γ(1− τj − mj2 )
Γ(τ1 − pτp+1 − m12 + pmp+12 )
Γ(1− τ1 + pτp+1 − m12 + pmp+12 )
(
Γ(−τ0 + τp+1 + m02 − mp+12 )
Γ(1 + τ0 − τp+1 + m02 − mp+12 )
)2
Γ(τ0 +
∑p
j=1 jτj − m02 −
∑p
j=1 j
mj
2 )
Γ(1− τ0 −
∑p
j=1 jτj − m02 −
∑p
j=1 j
mj
2 )
Γ(−∑pj=1(j + 1)τj + (p− 2)τp+1 +∑pj=1(j + 1)mj2 − (p− 2)mp+12 + irMa)
Γ(1 +
∑p
j=1(j + 1)τj − (p− 2)τp+1 +
∑p
j=1(j + 1)
mj
2 − (p− 2)mp+12 − irMa)
(3.100)
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Now, choosing the sector
τ0 = −k0 + m0
2
τn = −kn + mn
2
, 2 ≤ n ≤ p
(3.101)
and integrating over these variables we arrive at
Z =
∑
k0,kn≥0
∑
l0,ln≥0
zl00
l0!
(−1)k0 z¯k0i
k0!
p∏
n=2
zlii
li!
(−1)ki z¯kii
ki!∑
m1,mp+1
∮
dτ1
2pii
dτp+1
2pii
e4piξ1τ1−iθ1m1e4piξp+1τp+1−iθp+1mp+1
Γ(τ1 − pτp+1 − m12 + pmp+12 )
Γ(1− τ1 − m12 + pτp+1 + pmp+12 )
(
Γ(k0 + τp+1 − mp+12 )
Γ(1− l0 − τp+1 − mp+12 )
)2
Γ(−k0 + τ1 −
∑p
n=2 nkn − m12 )
Γ(1 + l0 − τ1 +
∑p
n=2 nln − m12 )
Γ(−2τ1 +
∑p
n=2(n+ 1)kn + (p− 2)τp+1 + 2m12 − (p− 2)mp+12 + irMa)
Γ(1 + 2τ2 −
∑p
n=2(n+ 1)ln − (p− 2)τp+1 + 2m22 − (p− 2)mp+12 − irMa)
(3.102)
which defines a linear sigma model with charges (3.99) for k0 = kn = 0, l0 = ln = 0 (i.e.
when ξ0 = ξn =∞).
The secondary fan of this model has four chambers, but here we concentrate only on
three of them, describing KFp , KP2(1,1,p) and C3/Zp+2 respectively. Its partition function
is given by
Z =
∑
m1,mp+1
∫
dτ1
2pii
dτp+1
2pii
e4piξ1τ1−iθ1m1e4piξp+1τp+1−iθp+1mp+1
(
Γ(τp+1 − mp+12 )
Γ(1− τp+1 − mp+12 )
)2
Γ(τ1 − m12 )
Γ(1− τ1 − m12 )
Γ(−pτp+1 + τ1 + pmp+12 − m12 )
Γ(1 + pτp+1 − τ1 + pmp+12 − m12 )
Γ((p− 2)τp+1 − 2τ1 − (p− 2)mp+12 + 2m12 + irMa)
Γ(1− (p− 2)τp+1 + 2τ1 − (p− 2)mp+12 + 2m12 − irMa)
(3.103)
If we consider the set of poles
τp+1 = −kp+1 + mp+1
2
+ rMλp+1
τ1 = −k1 + m1
2
+ rMλ1 (3.104)
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we are describing the canonical bundle over Fp:
ZKFp =
∮
d(rMλ1)
2pii
d(rMλp+1)
2pii
(
Γ(rMλp+1)
Γ(1− rMλp+1)
)2 Γ(rMλ1)
Γ(1− rMλ1)
Γ(−prMλp+1 + rMλ1)
Γ(1 + prMλp+1 − rMλ1)
Γ((p− 2)rMλp+1 − 2rMλ1 + irMa)
Γ(1− (p− 2)rMλp+1 + 2rMλ1 − irMa)∑
l1,lp+1
(−1)(p−2)lp+1zlp+1−rMλp+1p+1 zl1−rMλ11
((p− 2)rMλp+1 − 2rMλ1 + irMa)2l1−(p−2)lp+1
(1− rMλp+1)2lp+1(1− rMλ1)l1(1 + prMλp+1 − rMλ1)l1−plp+1∑
k1,kp+1
(−1)(p−2)kp+1 z¯kp+1−rMλp+1p+1 z¯k1−rMλ11
((p− 2)rMλp+1 − 2rMλ1 + irMa)2k1−(p−2)kp+1
(1− rMλp+1)2kp+1(1− rMλ1)k1(1 + prMλp+1 − rMλ1)k1−pkp+1
(3.105)
On the other hand, taking poles for
τ1 = pτp+1 − pmp+1
2
+
m1
2
− k1 (3.106)
and integrating over τ1 we obtain the canonical bundle over P2(1,1,p):
ZKP2
(1,1,p)
=
∑
k1,l1≥0
zl11
l1!
(−1)k1 z¯k11
k1!∑
mp+1
∫
dτp+1
2pii
e4pi(ξp+1+pξ1)τp+1−i(θp+1+pθ1)mp+1
(
Γ(τp+1 − mp+12 )
Γ(1− τp+1 − mp+12 )
)2
Γ(pτp+1 − pmp+12 − k1)
Γ(1− pτp+1 − pmp+12 + l1)
Γ(−(p+ 2)τp+1 + (p+ 2)mp+12 + irMa+ 2k1)
Γ(1 + (p+ 2)τp+1 + (p+ 2)
mp+1
2 − irMa− 2l1)
(3.107)
with l1 = k1 − m1 + pmp+1 and z1 = e−2piξ1+iθ1 . In fact, in the limit ξ1 → ∞ with
ξp+1 + pξ1 finite, only the k1 = l1 = 0 sector contributes, leaving the linear sigma model
of KCP2(1,1,p)
for ξp+1 + pξ1 > 0.
From the point of view of the charge matrix, the choice (3.106) corresponds to take
linear combinations of the rows, in particular(
p− 2 0 1 1 −p
)
−→
(
p− 2 0 1 1 −p
)
+ p
(
−2 1 0 0 1
)
(3.108)
which implies ξp+1 → ξp+1 + pξ1, θp+1 → θp+1 + pθ1 and(
−2 1 0 0 1
p− 2 0 1 1 −p
)
−→
(
−2 1 0 0 1
−p− 2 p 1 1 0
)
(3.109)
Chapter 3. Vortex counting and Gromov-Witten invariants 40
while the process of integrating in τ1 is equivalent to the elimination of the second row
(notice that we have a simple pole, in this case, i.e. the column (1 0)T appears with
multiplicity 1).
The case p = 2 appears in [73, 74] and corresponds to a full crepant resolution. So, by
one blow down we arrived at KP2(1,1,p) whose charge matrix is given by
Q =
(
1 1 p −p− 2
)
(3.110)
The associated two sphere partition function is correspondingly
Z =
∑
m∈Z
∫
dτ
2pii
e4piξτ−iθm
(
Γ(τ − m2 )
Γ(1− τ − m2 )
)2 Γ(pτ − pm2 )
Γ(1− pτ − pm2 )
Γ(−(p+ 2)τ + (p+ 2)m2 + irMa)
Γ(1 + (p+ 2)τ + (p+ 2)m2 − irMa)
(3.111)
It has two phases, KP2(1,1,p) and a more singular C3/Zp+2. The first phase corresponds
to closing the integration contour in the left half plane of this effective model; since
the result is rather ugly, we will simply state that it can be obtained from (3.47), with
the necessary modifications (i.e. twisted masses). For p = 2 it matches the formula
presented in [73].
The second phase describing C3/Zp+2 can be obtained by flipping the contour to the
right half plane and doing the integration in the single variable. Finally, we arrive at
Z =
1
p+ 2
p+1∑
δ=0
(
Γ( δp+2 +
1
p+2 irMa)
Γ(1− δp+2 − 1p+2 irMa)
)2
Γ(〈 pδp+2〉+ pp+2 irMa)
Γ(1− 〈 pδp+2〉 − pp+2 irMa)
1
(rM)
2
(
δ−
[
pδ
p+2
])
∑
k≥0
(−1)(p+2)k(z¯− 1p+2 )(p+2)k+δ+irMa(rM)δ−
[
pδ
p+2
]
( δp+2 +
1
p+2 irMa)
2
k(〈 pδp+2〉+ pp+2 irMa)pk+[ pδ
p+2
]
((p+ 2)k + δ)!∑
l≥0
(−1)(p+2)l(z− 1p+2 )(p+2)l+δ+irMa(−rM)δ−
[
pδ
p+2
]
( δp+2 +
1
p+2 irMa)
2
l (〈 pδp+2〉+ pp+2 irMa)pl+[ pδ
p+2
]
((p+ 2)l + δ)!
(3.112)
The I-function of the orbifold case in the δ-sector of the orbifold cohomology is then
obtained from the second and third lines of the above formula and for p = 2 it matches
with [73].
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3.3 Non-abelian GLSM
In this section we apply our methods to non-abelian gauged linear sigma models and give
new results for some non-abelian GIT quotients. These are also tested against results
in the mathematical literature when available.
The first case that we analyse are complex Grassmannians. On the way we also give an
alternative proof for the conjecture by Hori and Vafa [63] which can be rephrased stating
that the I-function of the Grassmannian can be obtained from the one corresponding
to a product of projective spaces, after acting with an appropriate differential operator.
One can also study a more general theory corresponding to holomorphic vector bundles
over Grassmannians. These spaces arise in the context of the study of BPS Wilson
loop algebra in three dimensional supersymmetric gauge theories. In particular we will
discuss the mathematical counterpart of a duality proposed in [75] which extends the
standard Grassmannian duality to holomorphic vector bundles over them.
We also study flag manifolds and more general non-abelian quiver gauge theories for
which we provide the rules to compute the spherical partition function and the I-
function.
3.3.1 Grassmannians
The sigma model for the complex Grassmannian Gr(N,Nf ) contains Nf chirals in the
fundamental representation of the U(N) gauge group. Its partition function is given by
ZGr(N,Nf ) =
1
N !
∑
m1,...,mN
∫ N∏
i=1
dτi
2pii
e4piξrenτi−iθrenmi
N∏
i<j
(
m2ij
4
− τ2ij
)
N∏
i=1
(
Γ
(
τi − mi2
)
Γ
(
1− τi − mi2
))Nf
(3.113)
As usual, we can write it as
1
N !
∮ N∏
i=1
d(rMλi)
2pii
Z1lZvZav (3.114)
where
Z1l =
N∏
i=1
(rM)−2nrMλi
(
Γ(rMλi)
Γ(1− rMλi)
)Nf N∏
i<j
(rMλi − rMλj)(−rMλi + rMλj)
Zv = z
−rM |λ| ∑
l1,...,lN
[(rM)Nf (−1)N−1z]l1+...+lN
(1− rMλ1)Nfl1 . . . (1− rMλN )
Nf
lN
N∏
i<j
li − lj − rMλi + rMλj
−rMλi + rMλj
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Zav = z¯
−rM |λ| ∑
k1,...,kN
[(−rM)Nf (−1)N−1z¯]k1+...+kN
(1− rMλ1)Nfk1 . . . (1− rMλN )
Nf
kN
N∏
i<j
ki − kj − rMλi + rMλj
−rMλi + rMλj .
(3.115)
We normalized the vortex and antivortex terms in order to have them starting from one
in the rM series expansion and we defined |λ| = λ1 + . . .+λN . The resulting I-function
Zv coincides with the one given in [61]
IGr(N,Nf ) = e
tσ1
~
∑
(d1,...,dN )
~−Nf (d1+...+dN )[(−1)N−1et]d1+...+dN∏N
i=1(1 + xi/~)
Nf
di
N∏
i<j
di − dj + xi/~− xj/~
xi/~− xj/~
(3.116)
if we match the parameters as we did in the previous cases. Here the λ’s are interpreted
as Chern roots of the tautological bundle.
3.3.1.1 The Hori-Vafa conjecture
Hori and Vafa conjectured [63] that IGr(N,Nf ) can be obtained by IP, where P =∏N
i=1 P
Nf−1
(i) , by acting with a differential operator. This has been proved in [61]; here we
remark that in our formalism this is a simple consequence of the fact that the partition
function of non-abelian vortices can be obtained from copies of the abelian ones upon
acting with a suitable differential operator [76]. In fact we note that ZGr(N,Nf ) can be
obtained from ZP simply by dividing by N ! and identifying
ZGr1l =
N∏
i<j
(rMλi − rMλj)(−rMλi + rMλj)ZP1l
ZGrv (z) =
N∏
i<j
∂zi − ∂zj
−rMλi + rMλjZ
P
v (z1, . . . , zN )
∣∣∣
zi=(−1)N−1z
ZGrav (z¯) =
N∏
i<j
∂z¯i − ∂z¯j
−rMλi + rMλjZ
P
av(z¯1, . . . , z¯N )
∣∣∣
z¯i=(−1)N−1z¯
.
(3.117)
3.3.2 Holomorphic vector bundles over Grassmannians
The U(N) gauge theory with Nf fundamentals and Na antifundamentals flows in the
infra-red to a non-linear sigma model with target space given by a holomorphic vec-
tor bundle of rank Na over the Grassmannian Gr (N,Nf ). We adopt the notation
Gr (N,Nf |Na) for this space.
One can prove the equality of the Gr (N,Nf |Na) and Gr (Nf −N,Nf |Na) partition
functions after a precise duality map in a certain range of parameters, as we will do
shortly. At the level of I-functions this proves the isomorphism among the relevant
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quantum cohomology rings conjectured in [75]. In analysing this duality we follow the
approach of [27], where also the main steps of the proof were outlined. However we will
detail their calculations and note some differences in the explicit duality map, which we
refine in order to get a precise equality of the partition functions.
The Gr (N,Nf |Na) theory
The partition function of the Gr (N,Nf |Na) GLSM is
Z =
1
N !
∑
{ms∈Z}Ns=1
∫
(iR)N
N∏
s=1
dτs
2pii
z
−τs−ms2
ren z¯
−τs+ms2
ren
N∏
s<t
(
m2st
4
− τ2st
)
N∏
s=1
Nf∏
i=1
Γ
(
τs − iai~ − ms2
)
Γ
(
1− τs + iai~ − ms2
) N∏
s=1
Na∏
j=1
Γ
(
−τs + i a˜j~ + ms2
)
Γ
(
1 + τs − i a˜j~ + ms2
) ,
(3.118)
where as usual ~ relates to the radius of the sphere and the renormalization scale M
as ~ = 1rM and aj , a˜j are the dimensionless (rescaled by M
−1) equivariant weights for
fundamentals and antifundamentals respectively. The renormalized Kahler coordinate
zren is defined as
zren = e
−2piξren+iθren = ~Na−Nf (−1)N−1z. (3.119)
since we have
ξren = ξ − 1
2pi
(Nf −Na) log(rM) , θren = θ + (N − 1)pi (3.120)
From now on we will set M = 1. We close the contours in the left half planes, so that we
pick only poles coming from the fundamentals. We need to build an N -pole to saturate
the integration measure. Hence the partition function becomes a sum over all possible
choices of N -poles, i.e. over all combinations how to pick N objects out of Nf . Now
the proposal is that duality holds separately for a fixed choice of an N -pole and its
corresponding dual. For simplicity of notation let us prove the duality for a particular
choice of an N -pole and its (Nf −N)-dual
(2, . . . ,2︸ ︷︷ ︸
N
, •, . . . , •︸ ︷︷ ︸
Nf−N
)
dual←→ (•, . . . , •︸ ︷︷ ︸
N
,2, . . . ,2︸ ︷︷ ︸
Nf−N
), (3.121)
where boxes denote the choice of poles forming the N -pole.
The poles for the Gr (N,Nf |Na) theory are at positions
τs = −ks + ms
2
+
λs
~
(3.122)
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and we still have to integrate over λ’s around λs = ias, where s runs from 1 to N . This
fully specifies from which fundamental we took the pole. Plugging this into (3.118), the
integral reduces to the following form
Z =
∮
M
{ N∏
s=1
dλs
2pii~
}
Z1l
(
λs
~
,
ai
~
,
a˜j
~
)
z−
∑N
s=1
λs
~ I˜
(
(−1)Naκz, λs
~
,
ai
~
,
a˜j
~
)
×z¯−
∑N
s=1
λs
~ I˜
(
(−1)Na κ¯z¯, λs
~
,
ai
~
,
a˜j
~
)
,
(3.123)
where we defined κ = ~Na−Nf (−1)N−1, κ¯ = (−~)Na−Nf (−1)N−1. Here we are integrating
over a product of circles M = ⊗kr=1 S1(iar, δ) with δ small enough such that only the
pole at the center of the circle is included. From this form we can read off the I function
for Gr (N,Nf |Na) as
I = z−
∑N
s=1
λs
~
∑
{ls≥0}Ns=1
(
(−1)Naκz)∑Ns=1 ls N∏
s<t
λst − ~lst
λst
N∏
s=1
∏Na
j=1
(−λs+ia˜j
~
)
ls∏Nf
i=1
(
1 + −λs+iai~
)
ls
,
(3.124)
where xst := xs − xt. Now we integrate over λ’s in (3.123), which is straightforward
since Z1l contains only simple poles and the rest is holomorphic in λ’s. Finally, we get
Z(2,...,2,•,...,•) = ZclassZ1lZvZav, (3.125)
where the individual pieces are given as follows
Zclass =
N∏
s=1
(
~2(Na−Nf )zz¯
)− ias~
(3.126)
Z1l =
N∏
s=1
Nf∏
i=N+1
Γ
(
iasi
~
)
Γ
(
1− iasi~
) N∏
s=1
Na∏
j=1
Γ
(
− i(as−a˜j)~
)
Γ
(
1 +
i(as−a˜j)
~
) (3.127)
Zv =
∑
{ls≥0}Ns=1
(
(−1)Naκz)∑Ns=1 ls N∏
s<t
(
1− ~lst
iast
) N∏
s=1
∏Na
j=1
(
−ias−a˜j~
)
ls∏Nf
i=1
(
1− iasi~
)
ls
(3.128)
Zav = Zv [κz → κ¯z¯] (3.129)
To prove the duality it is actually better to manipulate Zv to a more convenient form
(combining the contributions of the vectors and fundamentals by using identities between
the Pochhammers)
Zv =
∞∑
l=0
[
(−1)Na+N−Nf κz
]l
Zl (3.130)
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with Zl given by
Zl =
∑
{ls≥0|
∑N
s=1 ls=l}
N∏
s=1
∏Na
j=1
(
−ias−a˜j~
)
ls
ls!
∏N
i 6=s
(
iasi~ − ls
)
li
∏Nf
i=N+1
(
iasi~ − ls
)
ls
. (3.131)
The dual theory Gr (Nf −N,Nf |Na)
Going to the dual theory not only the rank of the gauge group changes to Nf −N , but
there is a new feature arising. New matter fields M i
j¯
appear: they are singlets under the
gauge group and couple to the fundamentals and antifundamentals via a superpotential
WD = φ˜µj¯M i
j¯
φµi. So the partition function (we set N
D = Nf −N)
Z =
1
ND!
∑
{ms∈Z}NDs=1
∫
(iR)ND
ND∏
s=1
dτs
2pii
(zDren)
−τs−ms2 (z¯Dren)
−τs+ms2
ND∏
s<t
(
m2st
4
− τ2st
)
ND∏
s=1
Nf∏
i=1
Γ
(
τs + i
aDi
~ − ms2
)
Γ
(
1− τs − ia
D
i
~ − ms2
) ND∏
s=1
Na∏
j=1
Γ
(
−τs − i a˜
D
j
~ +
ms
2
)
Γ
(
1 + τs + i
a˜Dj
~ +
ms
2
) Nf∏
i=1
Na∏
j=1
Γ
(
−iai−a˜j~
)
Γ
(
1 + i
ai−a˜j
~
)
(3.132)
gets a new contribution from the mesons M , given by the last factor in (3.132) (note
that it depends on the original equivariant weights, not on the dual ones). All the com-
putations are analogue to the previous case, so we give the result right after integration
Z(•,...,•,2,...,2) = ZDclassZ
D
1lZ
D
v Z
D
av, (3.133)
where the building blocks are
ZDclass =
Nf∏
s=N+1
(
~2(Na−Nf )zDz¯D
)− iaDs~
(3.134)
ZD1l =
Nf∏
s=N+1
Nf∏
i=N+1
Γ
(
iaDsi
~
)
Γ
(
1− iaDsi~
) Na∏
j=1
Γ
(
− i(a
D
s −a˜Dj )
~
)
Γ
(
1 +
i(aDs −a˜Dj )
~
) Nf∏
i=1
Na∏
j=1
Γ
(
−iai−a˜j~
)
Γ
(
1 + i
ai−a˜j
~
) (3.135)
ZDv =
∞∑
l=0
[
(−1)Na−N (κz)D
]l
ZDl (3.136)
ZDav =
∞∑
k=0
[
(−1)Na−N (κ¯z¯)D
]k
ZDk (3.137)
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with ZDl given by
ZDl =
∑
{ls≥0|
∑Nf
s=N+1 ls=l}
Nf∏
s=N+1
∏Na
j=1
(
−ia
D
s −a˜Dj
~
)
ls
ls!
∏Nf
i=N+1
i 6=s
(
i
aDsi
~ − ls
)
li
∏N
i=1
(
i
aDsi
~ − ls
)
ls
. (3.138)
Duality map
We are now ready to discuss the duality between the two theories. The statement
is the following. For Nf ≥ Na + 2, there exists a duality map zD = zD(z) and
aDj = a
D
j (aj), a˜
D
j = a˜
D
j (a˜j) under which the partition functions for Gr (N,Nf |Na)
and Gr (Nf −N,Nf |Na) are equal.7 In the first step we will construct the duality map
and then we will show that (3.126–3.131) indeed match with (3.134–3.138). The parti-
tion function is a double power series in z and z¯ multiplied by Zclass. In order to achieve
equality of the partition functions, Zclass have to be equal after duality map and then
the power series have to match term by term. Moreover we can just look at the holomor-
phic piece Zv, since for the antiholomorphic one everything goes in a similar way. The
constant term is Z1l, which is a product of gamma functions with arguments linear in
the equivariant weights. This implies that the duality map for the equivariant weights is
linear. But then the map between the Kahler coordinates can be only a rescaling since
a constant term would destroy the matching of Z1l. So we arrive at the most general
ansatz for the duality map
zD = sz (3.139)
aDi
~
= −Eai
~
+ C (3.140)
a˜Dj
~
= −F a˜j
~
+D (3.141)
Matching the constant terms Z1l gives the constraints
E = F = 1, D = −(C + i). (3.142)
Imposing further the equivalence of Zclass fixes C to be
C =
1
Nf −N
Nf∑
i=1
ai
~
. (3.143)
which is zero for an SU(Nf ) flavour group. We are now at a position where Zclass and
Z1l match, while the only remaining free parameter in the duality map is s. We fix it by
7We will see the reason for this range later.
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looking at the linear terms in Zv and Z
D
v . Of course this does not assure that all higher
order terms do match, but we will show that this is the case for Nf ≥ Na + 2.So taking
only k = 1 contributions in Zv and Z
D
v we get for s
s = (−1)N−1ND , (3.144)
where
N =
N∑
s=1
∏Na
j=1
(
−ias−a˜j~
)
∏N
i 6=s
(−iasi~ )∏Nfi=N+1 (1− iasi~ ) (3.145)
D =
Nf∑
s=N+1
∏Na
j=1
(
1 + i
as−a˜j
~
)
∏N
i=1
(
1 + iasi~
)∏Nf
i=N+1
j 6=s
(−iasi~ ) . (3.146)
The proposal is that for Nf ≥ Na + 2
s = (−1)Na . (3.147)
Out of this range s is a complicated rational function in the equivariant parameters. This
completes the duality map for Nf ≥ Na + 2. In the cases Nf = Na and Nf = Na + 1
the two partition functions do not match, but differ by a prefactor which depends on
the Fayet-Iliopoulos parameter; we refer to [77, 78] for more details.
By construction of the mirror map we know that Zclass, Z1l and moreover also the linear
terms in Zv match. Now we will prove (d.m. is the shortcut for duality map)
Zv = Z
D
v |d.m. (3.148)
for Nf ≥ Na + 2. Looking at (3.130) and (3.136) we see that this boils down to
Zl = (−1)NalZDl |d.m.. (3.149)
The key to prove the above relation is to write Zl as a contour integral
Zl =
∫
Cu
l∏
α=1
dφα
2pii
f
(
φ, ,
a
~
,
a˜
~
) ∣∣∣
=1
, (3.150)
where Cu is a product of contours having the real axes as base and then are closed in
the upper half plane by a semicircle. The integrand has the form
f =
1
ll!
l∏
α<β
(φα − φβ)2
(φα − φβ)2 − 2
l∏
α=1
∏Na
j=1
(
i
a˜j
~ + φα
)
∏N
i=1
(
φα + i
ai
~
)∏Nf
i=N+1
(−iai~ − − φα) . (3.151)
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It is necessary to add small imaginary parts to  and ai, → + iδ, −iai → −iai + i~δ′
with δ > δ′. The proof of (3.150) goes by direct evaluation. First we have to classify
the poles. Due to the imaginary parts assignments, they are at1
φα = −iai~ , α = 1, . . . , l, i = 1, . . . , N (3.152)
φβ = φα + , β ≥ α (3.153)
We have to build an l-pole, which means that the poles are classified by partitions of l
into N parts, l =
∑N
I=1 lI . The I-th Young tableau Y T (lI) with lI boxes can only be
1-dimensional (we choose a row) since we have only one  to play with. To illustrate
what we have in mind, we show an example of a possible partition:
(︸ ︷︷ ︸
l1
, •, , , . . . , , •︸︷︷︸
lN
). (3.154)
Residue theorem then turns the integral into a sum over all such partitions and the poles
corresponding to a given partition are given as
φInI = −i
aI
~
+ (nI − 1)+ λInI , (3.155)
where I = 1, . . . , N labels the position of the Young tableau in the N -vector and nI =
1, . . . , lI labels the boxes in Y T (lI). Substituting this in (3.150) we get (the l! gets
cancelled by the permutation symmetry of the boxes)
Zl =
1
l
∑
{lI≥0|
∑N
I=1 lI=l}
∮
M
N∏
I=1
lI 6=0
lI∏
nI=1
dλInI
2pii
×
N∏
I 6=J
lI 6=0,lJ 6=0
lI∏
nI=1
lJ∏
nJ=1
(
−iaIJ~ + nIJ+ λI,JnI ,nJ
)
(
−iaIJ~ + (nIJ − 1)+ λI,JnI ,nJ
) N∏
I=1
lI 6=0
lI∏
nI 6=nJ
(
nIJ+ λ
I,I
nI ,nJ
)
(
(nIJ − 1)+ λI,InI ,nJ
)
×
N∏
I=1
lI 6=0
lI∏
nI=1
∏Na
j=1
(
i
a˜j
~ − iaI~ + (nI − 1)+ λInI
)
∏N
r=1
(−iaIr~ + (nI − 1)+ λInI)∏Nfr=N+1 (−iaIr~ − nI− λInI) ,
(3.156)
where we integrate overM = ⊗lr=1 S1(0, δ). The computation continues as follows. We
separate the poles in λ’s (there are only simple poles), the rest is a holomorphic function,
1One has to assume ai to be imaginary at this point. The general result is obtained by analytic
continuation after integration.
Chapter 3. Vortex counting and Gromov-Witten invariants 49
so we can effectively set the λ’s to zero there. Eventually, we obtain
Zl =
1
l
∑
{lI≥0|
∑N
I=1 lI=l}
∮M
N∏
I=1
lI 6=0
{(
lI∏
nI=1
dλInI
2pii
)(
1
λI1
lI−1∏
nI=1
1
λI,InI+1,nI
)}
×
N∏
I 6=J
(
1 + iaIJ~ − lI
)
lJ(
1 + iaIJ~
)
lJ
N∏
I=1
lI 6=0
lI−1
lI
×
∏N
I=1
∏Na
j=1 
lI
(
i
a˜j
~ +aI

)
∏N
I=1
∏N
r 6=I lI
(−iaIr~ )∏NI=1
lI 6=0
lI−1 (lI − 1)!
∏N
I=1
∏Nf
r=N+1 
lI
(−iarI~ ) ,
(3.157)
where the integration gives [. . .] = 1. We are left with products of ratios including
the equivariant parameters, which we express as Pochhammer symbols and after heavy
Pochhammer algebra we finally arrive at (3.131), which proves (3.150).
Now, if the integrand f does not have poles at infinity, which happens exactly for
Nf ≥ Na + 2, we can write
∫
Cu
l∏
α=1
dφα
2pii
f
(
φ, ,
a
~
,
a˜
~
)
= (−1)l
∫
Cd
l∏
α=1
dφα
2pii
f
(
φ, ,
a
~
,
a˜
~
)
(3.158)
with Cd having the same base as Cu but is closed in the lower half plane by a semicircle.
Both contours are oriented counterclockwise. The lovely fact is that the r.h.s. of the
above equation gives the desired result
(−1)l
∫
Cd
l∏
α=1
dφα
2pii
f
(
φ, ,
a
~
,
a˜
~
) ∣∣∣
=1
= (−1)NalZDl |d.m. (3.159)
after direct evaluation of the integral, completely analogue to that of (3.150).
Example: the Gr(1, 3) ' Gr(2, 3) case
Let us show this isomorphism explicitly in a simple case: we will consider Gr(1, 3) and
Gr(2, 3) in a completely equivariant setting.
Let us first compute the equivariant partition function for Gr(1, 3):
ZGr(1,3) =
∑
m
∫
dτ
2pii
e4piξrenτ−iθrenm
3∏
j=1
Γ(τ + irMaj − m2 )
Γ(1− τ − irMaj − m2 )
=
3∑
i=1
((rM)6zz¯)irMai
3∏
j=1
j 6=i
Γ(−irMaij)
Γ(1 + irMaij)
∑
l≥0
[(rM)3z]l∏3
j=1(1 + irMaij)l
∑
k≥0
[(−rM)3z¯]k∏3
j=1(1 + irMaij)k
(3.160)
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Here we defined aij = ai − aj , and the twisted masses have been rescaled according to
ai → Mai, so they are now dimensionless. For Gr(2, 3) we have (with θ˜ren = θ˜ + pi =
θ˜ + 3pi, being θ˜ −→ θ˜ + 2pi a symmetry of the theory)
ZGr(2,3) =
1
2
∑
m1,m2
∫
dτ1
2pii
dτ2
2pii
e4piξ˜ren(τ1+τ2)−iθ˜ren(m1+m2)
(
−τ212 +
m212
4
) 2∏
r=1
3∏
j=1
Γ(τr + irMa˜j − mr2 )
Γ(1− τr − irMa˜j − mr2 )
=
3∑
i<j
((rM)6z˜ ˜¯z)irM(a˜i+a˜j)
3∏
k=1
k 6=i,j
Γ(−irMa˜ik)
Γ(1 + irMa˜ik)
Γ(−irMa˜jk)
Γ(1 + irMa˜jk)
∑
l1,l2≥0
[(−rM)3z˜]l1+l2∏3
k=1(1 + irMa˜ik)l1
∏3
k=1(1 + irMa˜jk)l2
l1 − l2 + irMa˜i − irMa˜j
irMa˜i − irMa˜j∑
k1,k2≥0
[(rM)3 ˜¯z]k1+k2∏3
k=1(1 + irMa˜ik)k1
∏3
k=1(1 + irMa˜jk)k2
k1 − k2 + irMa˜i − irMa˜j
irMa˜i − irMa˜j
(3.161)
In both situations, we are assuming a1 + a2 + a3 = 0 and a˜1 + a˜2 + a˜3 = 0. Consider
now the partition (•, •,2) for Gr(1, 3) and the dual partition (2,2, •) for Gr(2, 3); we
have respectively
Z
(•,•,2)
Gr(1,3) = ((rM)
6zz¯)irMa3
Γ(−irMa31)
Γ(1 + irMa31)
Γ(−irMa32)
Γ(1 + irMa32)∑
l≥0
[(rM)3z]l
l!(1 + irMa31)l(1 + irMa32)l∑
k≥0
[(−rM)3z¯]k
k!(1 + irMa31)k(1 + irMa32)k
Z
(2,2,•)
Gr(2,3) = ((rM)
6z˜ ˜¯z)irM(a˜1+a˜2)
Γ(−irMa˜13)
Γ(1 + irMa˜13)
Γ(−irMa˜23)
Γ(1 + irMa˜23)∑
l1,l2≥0
[(−rM)3z˜]l1+l2∏2
i=1 li!
∏3
j 6=i(1 + irMa˜ij)li
l1 − l2 + irMa˜1 − irMa˜2
irMa˜1 − irMa˜2∑
k1,k2≥0
[(rM)3 ˜¯z]k1+k2∏2
i=1 ki!
∏3
j 6=i(1 + irMa˜ij)ki
k1 − k2 + irMa˜1 − irMa˜2
irMa˜1 − irMa˜2
(3.162)
Since
∑
l1,l2≥0
[(−rM)3z˜]l1+l2∏2
i=1 li!
∏3
j 6=i(1 + irMa˜ij)li
l1 − l2 + irMa˜1 − irMa˜2
irMa˜1 − irMa˜2 =
=
∑
l≥0
[(−rM)3z˜]l
l!(1 + irMa˜13)l(1 + irMa˜23)l
cl
(3.163)
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and
cl =
l∑
l1=0
l!
l1!(l − l1)!
(1 + irMa˜23 + l − l1)l1(1 + irMa˜13 + l1)l−l1
(irMa˜12 − l + l1)l1(−irMa˜12 − l1)l−l1
= (−1)l = (−1)3l
we can conclude that Z
(•,•,2)
Gr(1,3) = Z
(2,2,•)
Gr(2,3) if we identify ai = −a˜i and ξ = ξ˜, θ = θ˜ (i.e.,
z = z˜). It is then easy to prove that ZGr(1,3) = ZGr(2,3).
3.3.3 Flag manifolds
Let us now consider a gauged linear sigma model with gauge group U(s1)×. . .×U(sl) and
matter in the (s1, s¯2)⊕ . . .⊕ (sl−1, s¯l)⊕ (sl, n) representations, where s1 < . . . < sl < n.
This flows in the infrared to a non-linear sigma model whose target space is the flag
manifold Fl(s1, . . . , sl, n). The partition function is given by
ZFl =
1
s1! . . . sl!
∑
~m(a)
a=1...l
∫ l∏
a=1
sa∏
i=1
dτ
(a)
i
2pii
e4piξ
(a)
renτ
(a)
i −iθ(a)renm(a)i ZvectorZbifundZfund
Zvector =
l∏
a=1
sa∏
i<j
(
(m
(a)
ij )
2
4
− (τ (a)ij )2
)
Zbifund =
l−1∏
a=1
sa∏
i=1
sa+1∏
j=1
Γ
(
τ
(a)
i − τ (a+1)j −
m
(a)
i
2
+
m
(a+1)
j
2
)
Γ
(
1− τ (a)i + τ (a+1)j −
m
(a)
i
2
+
m
(a+1)
j
2
)
Zfund =
sl∏
i=1

Γ
(
τ
(l)
i −
m
(l)
i
2
)
Γ
(
1− τ (l)i −
m
(l)
i
2
)

n
(3.164)
This is computed by taking poles at
τ
(a)
i =
m
(a)
i
2
− k(a)i + rMλ(a)i (3.165)
which gives
ZFl =
1
s1! . . . sl!
∮ l∏
a=1
sa∏
i=1
d(rMλ
(a)
i )
2pii
Z1-loopZvZav (3.166)
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where
Z1-loop =(rM)
−2rM[∑l−1a=1(|λ(a)|sa+1−|λ(a+1)|sa)+n|λ(l)|]
l∏
a=1
sa∏
i<j
(rMλ
(a)
i − rMλ(a)j )(rMλ(a)j − rMλ(a)i )
l−1∏
a=1
sa∏
i=1
sa+1∏
j=1
Γ
(
rMλ
(a)
i − rMλ(a+1)j
)
Γ
(
1− rMλ(a)i + rMλ(a+1)j
) sl∏
i=1
 Γ
(
rMλ
(l)
i
)
Γ
(
1− rMλ(l)i
)
n
Zv =
∑
~l(a)
(rM)
∑l−1
a=1(|l(a)|sa+1−|l(a+1)|sa)+n|l(l)|
l∏
a=1
(−1)(sa−1)|l(a)|z|l(a)|−rM |λ(a)|a
l∏
a=1
sa∏
i<j
l
(a)
i − l(a)j − rMλ(a)i + rMλ(a)j
−rMλ(a)i + rMλ(a)j
l−1∏
a=1
sa∏
i=1
sa+1∏
j=1
1
(1− rMλ(a)i + rMλ(a+1)j )l(a)i −l(a+1)j
sl∏
i=1
1[
(1− rMλ(l)i )l(l)i
]n
Zav =
∑
~k(a)
(−rM)
∑l−1
a=1(|k(a)|sa+1−|k(a+1)|sa)+n|k(l)|
l∏
a=1
(−1)(sa−1)|k(a)|z¯|k(a)|−rM |λ(a)|a
l∏
a=1
sa∏
i<j
k
(a)
i − k(a)j − rMλ(a)i + rMλ(a)j
−rMλ(a)i + rMλ(a)j
l−1∏
a=1
sa∏
i=1
sa+1∏
j=1
1
(1− rMλ(a)i + rMλ(a+1)j )k(a)i −k(a+1)j
sl∏
i=1
1[
(1− rMλ(l)i )k(l)i
]n
(3.167)
Here k’s and l’s are non-negative integers.
This result can be compared with the one in [62]. Indeed our fractions with Pochhammers
at the denominator are equivalent to the products appearing there and we find perfect
agreement with the Givental I-functions under the by now familiar identification ~ =
1
rM , λ = −H in Zv and ~ = − 1rM , λ = H in Zav.
3.3.4 Quivers
The techniques we used in the flag manifold case can be easily generalized to more
general quivers; let us write down the rules to compute their partition functions. Here
we will only consider quiver theories with unitary gauge groups and matter fields in
the fundamental, antifundamental or bifundamental representation, without introducing
twisted masses (they can be inserted straightforwardly). Every node of the quiver, i.e.
every gauge group U(sa), contributes with
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• Integral:
1
sa!
∮ sa∏
i=1
d(rMλ
(a)
i )
2pii
(3.168)
• One-loop factor:
(rM)−2rM |λ
(a)|∑i qa,i sa∏
i<j
(rMλ
(a)
i − rMλ(a)j )(rMλ(a)j − rMλ(a)i ) (3.169)
• Vortex factor:
∑
~l(a)
(rM)|l
(a)|∑i qa,i(−1)(sa−1)|l(a)|z|l(a)|−rM |λ(a)|a
sa∏
i<j
l
(a)
i − l(a)j − rMλ(a)i + rMλ(a)j
−rMλ(a)i + rMλ(a)j
(3.170)
• Anti-vortex factor:
∑
~k(a)
(−rM)|k(a)|
∑
i qa,i(−1)(sa−1)|k(a)|z¯|k(a)|−rM |λ(a)|a
sa∏
i<j
k
(a)
i − k(a)j − rMλ(a)i + rMλ(a)j
−rMλ(a)i + rMλ(a)j
(3.171)
Here qa,i is the charge of the i-th chiral matter field with respect to the abelian subgroup
U(1)a ⊂ U(sa) corresponding to ξ(a) and θ(a).
Every matter field in a representation of U(sa)×U(sb) and R-charge R contributes with
• One-loop factor:
sa∏
i=1
sb∏
j=1
Γ
(
R
2 + qarMλ
(a)
i + qbrMλ
(b)
j
)
Γ
(
1− R2 − qarMλ
(a)
i − qbrMλ(b)j
) (3.172)
• Vortex factor:
sa∏
i=1
sb∏
j=1
1
(1− R2 − qarMλ
(a)
i − qbrMλ(b)j )qal(a)i +qbl(b)j
(3.173)
• Anti-vortex factor:
(−1)qasb|k(a)|+qbsa|k(b)|
sa∏
i=1
sb∏
j=1
1
(1− R2 − qarMλ
(a)
i − qbrMλ(b)j )qak(a)i +qbk(b)j
(3.174)
In particular, the bifundamental (sa, s¯b) is given by qa = 1, qb = −1. A field in the
fundamental can be recovered by setting qa = 1, qb = 0; for an antifundamental, qa = −1
and qb = 0. We can recover the usual formulae if we use (3.26). Multifundamental
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representations can be obtained by a straightforward generalization: for example, a
trifundamental representation gives
sa∏
i=1
sb∏
j=1
sc∏
k=1
1
(1− R2 − qarMλ
(a)
i − qbrMλ(b)j − qcrMλ(c)k )qal(a)i +qbl(b)j +qcl(c)k
(3.175)
for the vortex factor.
In principle, these formulae are also valid for adjoint fields, if we set sa = sb, qa = 1,
qb = −1; in practice, the diagonal contribution will give a Γ(0)sa divergence, so the only
way we can make sense of adjoint fields is by giving them a twisted mass.
Chapter 4
ADHM quiver and quantum
hydrodynamics
4.1 Overview
With an educated use of the partition function of N = (2, 2) gauge theories on S2, in
the previous chapter we were able to compute the quantum cohomology (equivariant
and not) of many abelian and non-abelian quotients; in particular we discussed how ZS
2
is related to Givental’s formalism, by identifying the vortex partition function Zv with
Givental’s I-function.
In this chapter we will dedicate ourselves to the study of a special N = (2, 2) gauge
theory: the ADHM quiver, a GLSM whose target space Mk,N describes the moduli
space of k instantons for a pure U(N) supersymmetric gauge theory. The associated
partition function ZS
2
k,N will be a generalization of the Nekrasov instanton partition
function which takes into account the corrections associated to the equivariant quantum
cohomology of the instanton moduli space.
In the second part of the chapter we will also study the Landau-Ginzburg mirror theory
of the ADHM GLSM. Thanks to the Bethe/gauge correspondence, we will see how the
mirror is related to quantum integrable systems of hydrodynamic type, and in particular
to the so-called gl(N) Periodic Intermediate Long Wave (ILWN ) system. This will allow
us to compute the spectrum of the ILW system in terms of gauge theory quantities.
4.1.1 6d theories and ADHM equivariant quantum cohomology
The Nekrasov partition function provides an extension of the SW prepotential [79] in-
cluding an infinite tower of gravitational corrections coupled to the parameters of the
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so-called Ω-background [9, 10]. By means of the equivariant localization technique, one
can reduce the path integration over the infinite-dimensional space of field configurations
to a localized sum over the points in the moduli space of BPS configurations which are
fixed under the maximal torus of the global symmetries of the theory. In the case of
N = 2 theories in four dimensions the Nekrasov partition function actually computes
the equivariant volume of the instanton moduli space; from a mathematical point of
view it encodes the data of the classical equivariant cohomology of the ADHM instanton
moduli space.
A D-brane engineering of the pure four-dimensional N = 2 U(N) gauge theory is pro-
vided by a system of N D3-branes at the singular point of the orbifold geometry C2/Z2.
The non-perturbative contributions to this theory are encoded by D(-1)-branes which
provide the corresponding instanton contributions [80, 81, 82]. The four-dimensional
gauge theory is the effective low energy theory of this system of D3-D(-1) branes on
C2 × C2/Z2 × C, where N D3-branes are located on C2 and, as the D(-1) branes, are
stuck at the singular point of C2/Z2. The Nekrasov partition function can be computed
from the D(-1)-branes point of view as a supersymmetric D = 0 path integral whose
fields realize the open string sectors of the D(-1)-D3 system [8, 83]. A particularly rele-
vant point to us is that the open string sectors correspond to the ADHM data and the
superpotential of the system imposes the ADHM constraints on the vacua.
A richer description of the construction above, which avoids the introduction of frac-
tional D-brane charges, is obtained by resolving the orbifold A1 singularity to a smooth
ALE space obtained by blowing up the singular point to a two-sphere [84, 85]. The res-
olution generates a local K3 smooth geometry, namely the Eguchi-Hanson space, given
by the total space of the cotangent bundle to the 2-sphere. We remain with a sys-
tem of D5-D1-D(-1) branes on the minimal resolution of the transversal A1 singularity
C2 × T ∗S2 × C, which at low energy reduces to a pure six-dimensional N = 1 U(N)
gauge theory on C2 × S2; the N D5-branes are located on C2 × S2, the k D1 branes
are wrapping S2 and the D(-1) branes are stuck at the North and the South pole of the
sphere. From the D1-branes perspective, the theory describing the D(-1)-D1-D5 brane
system on the resolved space is a GLSM on the blown-up two-sphere describing the
corresponding open string sectors with a superpotential interaction which imposes the
ADHM constraints. This is exactly the ADHM GLSM on S2 we will be analysing in
this chapter; the D(-1) branes will be nothing but the vortex/anti-vortex contributions
of the spherical partition function describing the effective dynamics of the k D1-branes.
The D(-1)-D1-D5 system probes the ADHM geometry from a stringy point of view:
the supersymmetric sigma model contains stringy instanton corrections corresponding
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to the topological sectors with non trivial magnetic flux on the two-sphere1. From the
mathematical point of view, the stringy instantons are deforming the classical cohomol-
ogy of the ADHM moduli space to a quantum one; the information about the quantum
cohomology is all contained inside ZS
2
k,N , as explained in chapter 3. The N = 2 D = 4
gauge theory is then obtained by considering the system of D1-D5 branes wrapping the
blown-up 2-sphere in the zero radius (i.e. point particle) limit; in this limit ZS
2
k,N repro-
duces the Nekrasov partition function, which only receives contributions from the trivial
sector, that is the sector of constant maps.
4.1.2 Quantum hydrodynamics and gauge theories
Connections between supersymmetric theories with eight supercharges and quantum
integrable systems of hydrodynamic type have been known to exist since a long time.
These naturally arise in the context of AGT correspondence. Indeed integrable systems
and conformal field theories in two dimensions are intimately related, from several points
of view. The link between conformal field theory and quantum KdV was noticed in [86,
87, 88, 89]. In [89] the infinite conserved currents in involutions of the Virasoro algebra
V ir have been shown to realize the quantization of the KdV system and the quantum
monodromy “T-operators” are shown to act on highest weight Virasoro modules.
More recently an analogous connection between the spectrum of a CFT based on the
Heisenberg plus Virasoro algebra H ⊕ V ir and the bidirectional Benjamin-Ono (BO2)
system has been shown in the context of a combinatorial proof of AGT correspondence
[90], providing a first example of the phenomenon we alluded to before.
In sections 4.5 and 4.6 we study the link between the six dimensional U(N) exact
partition function of section 4.2 and quantum integrable systems, finding that the su-
persymmetric gauge theory provides the quantization of the gl(N) Intermediate Long
Wave system (ILWN ). This is a well known one parameter deformation of the BO sys-
tem. Remarkably, it interpolates between BO and KdV. We identify the deformation
parameter with the FI of the S2 GLSM, by matching the twisted superpotential of the
GLSM with the Yang-Yang function of quantum ILWN as proposed in [91]. Our result
shows that the quantum cohomology of the ADHM instanton moduli space is computed
by the quantum ILWN system. In the abelian case N = 1, when the ADHM moduli
space reduces to the Hilbert scheme of points on C2, this correspondence is discussed in
[92, 93, 94].
1These are effective stringy instantons in the ADHM moduli space which compute the KK corrections
due to the finite size of the blown-up P1. For the sake of clarity, gravity is decoupled from the D-branes
and α′ is scaled away as usual.
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On top of this we show that the chiral ring observables of the six dimensional gauge
theory are related to the commuting quantum Hamiltonians of ILWN . Let us remark
that in the four dimensional limit our results imply that the gauge theory chiral ring
provides a basis for the BON quantum Hamiltonians. This shows the appearance of the
H⊕WN algebra in the characterization of the BPS sector of the four dimensional gauge
theory as proposed in [95] and is a strong purely gauge theoretic argument in favour of
the AGT correspondence.
We also show that classical ILW hydrodynamic equations arise as a collective description
of elliptic Calogero-Moser integrable system. Let us notice that the quantum integra-
bility of the BON system can be shown by constructing its quantum Hamiltonians in
terms of N copies of trigonometric Calogero-Sutherland Hamiltonians with tridiagonal
coupling: a general proof in the context of equivariant quantum cohomology of Nakajima
quiver varieties can be found in [96]. The relevance of this construction in the study of
conformal blocks of W-algebra is discussed in [97]. Our result hints to an analogous roˆle
of elliptic Calogero system in the problem of the quantization of ILWN .
It is worth to remark at this point that these quantum systems play a relevant roˆle in
the description of Fractional Quantum Hall liquids. In particular our results suggest
the quantum ILW system to be useful in the theoretical investigation of FQH states on
the torus, which are also more amenable to numerical simulations due to the periodic
boundary conditions. For a discussion on quiver gauge theories and FQHE in the context
of AGT correspondence see [97, 98].
In the first part of this chapter we are going to summarize the results of [99]; the second
part will be more focussed on [100].
4.2 The ADHM Gauged Linear Sigma Model
In this section we describe the dynamics of a system of k D1 and N D5-branes wrapping
the blown-up sphere of a resolved A1 singularity. Specifically, we consider the type IIB
background C2 × T ∗P1 × C with the D1-branes wrapping the P1 and space-time filling
D5-branes wrapped on P1×C2. We focus on the D1-branes, whose dynamics is described
by a two-dimensional N = (2, 2) gauged linear sigma model flowing in the infrared to a
non-linear sigma model with target space the ADHM moduli space of instantonsMk,N .
The field content is reported in the table below.
The superpotential of our model is W = Trk {χ ([B1, B2] + IJ)}. It implements as a
constraint the fact that an infinitesimal open string plaquette in the D1-D1 sector can
be undone as a couple of open strings stretching from the D1 to a D5 and back. We
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χ B1 B2 I J
D-brane sector D1/D1 D1/D1 D1/D1 D1/D5 D5/D1
gauge U(k) Adj Adj Adj k k¯
flavor U(N)× U(1)2 1(−1,−1) 1(1,0) 1(0,1) N¯(0,0) N(1,1)
twisted masses 1 + 2 −1 −2 −aj aj − 1 − 2
R-charge 2− 2q q q q + p q − p
Table 4.1: ADHM gauged linear sigma model
also consider twisted masses corresponding to the maximal torus in the global symmetry
group U(1)N+2 acting on Mk,N which we denote as (aj ,−1,−2). The R-charges are
assigned as the most general ones which ensure R(W ) = 2 and full Lorentz symmetry
at zero twisted masses. These provide an imaginary part to the twisted masses via the
redefinition
ai − ip+ q
2
−→ ai , 1,2 − iq
2
−→ 1,2 (4.1)
We are interested in computing the partition function ZS
2
k,N for this ADHM model. Our
computations will be valid for q > p > 0 , q < 1, so that the integration contour in σ is
along the real line; the case with negative values for the R-charges can be obtained by
analytic continuation, deforming the contour. The S2 partition function reads
ZS
2
k,N =
1
k!
∑
~m∈Zk
∫
Rk
k∏
s=1
d(rσs)
2pi
e−4piiξrσs−iθrenmsZgaugeZIJ Zadj (4.2)
where
Zgauge =
k∏
s<t
(
m2st
4
+ r2σ2st
)
(4.3)
and the one-loop determinants of the matter contributions are given by
ZIJ =
k∏
s=1
N∏
j=1
Γ
(−irσs + iraj − ms2 )
Γ
(
1 + irσs − iraj − ms2
) Γ (irσs − ir (aj − ) + ms2 )
Γ
(
1− irσs + ir (aj − ) + ms2
) (4.4)
Zadj =
k∏
s,t=1
Γ
(
1− irσst − ir− mst2
)
Γ
(
irσst + ir− mst2
) Γ (−irσst + ir1 − mst2 )
Γ
(
1 + irσst − ir1 − mst2
) Γ (−irσst + ir2 − mst2 )
Γ
(
1 + irσst − ir2 − mst2
)
with  = 1+2, σst = σs−σt and mst = ms−mt. ZIJ contains the contributions from the
chirals in the fundamental and antifundamental I, J , while Zadj the ones corresponding
to the adjoint chirals χ,B1, B2. The partition function (4.2) is the central character of
this chapter and we will refer to it as the stringy instanton partition function.
Chapter 4. ADHM quiver and quantum hydrodynamics 60
4.2.1 Reduction to the Nekrasov partition function
A first expected property of ZS
2
k,N is its reduction to the Nekrasov partition function
in the limit of zero radius of the blown-up sphere. Because of this, in (4.2) we kept
explicit the dependence on the radius r. It can be easily shown that in the limit r → 0
our spherical partition function reduces to the integral representation of the k-instanton
part ZNekk,N of the Nekrasov partition function ZN =
∑
k Λ
2NkZNekk,N , where
ZNekk,N =
1
k!
k
(2pii12)k
∮ k∏
s=1
dσs
P (σs)P (σs + )
k∏
s<t
σ2st(σ
2
st − 2)
(σ2st − 21)(σ2st − 22)
(4.5)
with P (σs) =
∏N
j=1(σs − aj) and Λ the RGE invariant scale.
In order to prove this, let’s start by considering (4.4); because of the identity Γ(z) =
Γ(1 + z)/z, ZIJ and ZgaugeZadj can be rewritten as
ZIJ =
k∏
s=1
N∏
j=1
1
(rσs − raj − ims2 )(rσs − raj + r− ims2 )
k∏
s=1
N∏
j=1
Γ
(
1− irσs + iraj − ms2
)
Γ
(
1 + irσs − iraj − ms2
) Γ (1 + irσs − ir (aj − ) + ms2 )
Γ
(
1− irσs + ir (aj − ) + ms2
) (4.6)
ZgaugeZadj =
k∏
s<t
(
rσst + i
mst
2
) (
rσst − imst2
) (
rσst + r+ i
mst
2
) (
rσst − r+ imst2
)(
rσst − r1 − imst2
) (
rσst + r1 − imst2
) (
rσst − r2 − imst2
) (
rσst + r2 − imst2
)
(

ir12
)k k∏
s 6=t
Γ
(
1− irσst − ir− mst2
)
Γ
(
1 + irσst + ir− mst2
) Γ (1− irσst + ir1 − mst2 )
Γ
(
1 + irσst − ir1 − mst2
) Γ (1− irσst + ir2 − mst2 )
Γ
(
1 + irσst − ir2 − mst2
)
(4.7)
The lowest term in the expansion around r = 0 of (4.6) comes from the ~m = ~0 sector,
and it is given by
1
r2kN
k∏
s=1
N∏
j=1
1
(σs − aj)(σs − aj + ) (4.8)
On the other hand, (4.7) starts as
(

ir12
)k
(f(~m) + o(r)) (4.9)
with f(~m) ratio of Gamma functions independent on r. With this, we can conclude
that the first term in the expansion originates from the ~m = ~0 contribution, and (4.2)
reduces to (4.5), with Λ = r−1.
Chapter 4. ADHM quiver and quantum hydrodynamics 61
4.2.2 Classification of the poles
The explicit evaluation of the partition function (4.2) given above passes by the classi-
fication of the poles in the integrand. We now show that these are classified by Young
tableaux, just like for the Nekrasov partition function [9]. More precisely, we find a
tower of poles for each box of the Young tableaux labelling the tower of Kaluza-Klein
modes due to the string corrections.
The geometric phase of the GLSM is encoded in the choice of the contour of integration
of (4.2), which implements the suitable stability condition for the hyper-Ka¨hler quotient.
In our case the ADHM phase corresponds to take ξ > 0 and this imposes to close the
contour integral in the lower half plane. Following the discussion of [27], let us summarize
the possible poles and zeros of the integrand (n > 0):
poles (σ(p)) zeros (σ(z))
I σ
(p)
s = aj − ir (n+ |ms|2 ) σ
(z)
s = aj +
i
r (1 + n+
|ms|
2 )
J σ
(p)
s = aj − + ir (n+ |ms|2 ) σ
(z)
s = aj − − ir (1 + n+ |ms|2 )
χ σ
(p)
st = −− ir (1 + n+ |mst|2 ) σ
(z)
st = −+ ir (n+ |mst|2 )
B1 σ
(p)
st = 1 − ir (n+ |mst|2 ) σ
(z)
st = 1 +
i
r (1 + n+
|mst|
2 )
B2 σ
(p)
st = 2 − ir (n+ |mst|2 ) σ
(z)
st = 2 +
i
r (1 + n+
|mst|
2 )
Poles from J do not contribute, being in the upper half plane. Consider now a pole
for I, say σ
(p)
1 ; the next pole σ
(p)
2 can arise from I,B1 or B2, but not from χ, because
in this case it would be cancelled by a zero from J . Moreover, if it comes from I, σ
(p)
2
should correspond to a twisted mass aj different from the one for σ
(p)
1 , or the partition
function would vanish (as explained in full detail in [27]). In the case σ
(p)
2 comes from
B1, consider σ
(p)
3 : again, this can be a pole from I,B1 or B2, but not from χ, or it would
be cancelled by a zero of B2. This reasoning takes into account all the possibilities, so
we can conclude that the poles are classified by N Young tableaux {~Y }k = (Y1, . . . , YN )
such that
∑N
j=1 |Yj | = k, which describe coloured partitions of the instanton number k.
These are the same as the ones used in the pole classification of the Nekrasov partition
function, with the difference that to every box is associated not just a pole, but an infinite
tower of poles, labelled by a positive integer n; i.e., we are considering three-dimensional
Young tableaux.
These towers of poles can be dealt with by rewriting near each pole
σs = − i
r
(
ns +
|ms|
2
)
+ iλs (4.10)
In this way we resum the contributions coming from the “third direction” of the Young
tableaux, and the poles for λs are now given in terms of usual two-dimensional partitions.
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As we will discuss later, this procedure allows for a clearer geometrical interpretation
of the spherical partition function. Defining z = e−2piξ+iθ and ds = ns +
ms+|ms|
2 ,
d˜s = ds−ms so that
∑
ms∈Z
∑
ns>0 =
∑
d˜s>0
∑
ds>0 we obtain the following expression:
ZS
2
k,N =
1
k!
∮ k∏
s=1
d(rλs)
2pii
(zz¯)−rλsZ1lZvZav (4.11)
where2
Z1l =
(
Γ(1− ir)Γ(ir1)Γ(ir2)
Γ(ir)Γ(1− ir1)Γ(1− ir2)
)k k∏
s=1
N∏
j=1
Γ(rλs + iraj)Γ(−rλs − iraj + ir)
Γ(1− rλs − iraj)Γ(1 + rλs + iraj − ir)
k∏
s 6=t
(rλs − rλt) Γ(1 + rλs − rλt − ir)Γ(rλs − rλt + ir1)Γ(rλs − rλt + ir2)
Γ(−rλs + rλt + ir)Γ(1− rλs + rλt − ir1)Γ(1− rλs + rλt − ir2)
(4.12)
Zv =
∑
d˜1,...,d˜k ≥ 0
((−1)Nz)d˜1+...+d˜k
k∏
s=1
N∏
j=1
(−rλs − iraj + ir)d˜s
(1− rλs − iraj)d˜s
k∏
s<t
d˜t − d˜s − rλt + rλs
−rλt + rλs
(1 + rλs − rλt − ir)d˜t−d˜s
(rλs − rλt + ir)d˜t−d˜s
(rλs − rλt + ir1)d˜t−d˜s
(1 + rλs − rλt − ir1)d˜t−d˜s
(rλs − rλt + ir2)d˜t−d˜s
(1 + rλs − rλt − ir2)d˜t−d˜s
(4.13)
Zav =
∑
d1,...,dk ≥ 0
((−1)N z¯)d1+...+dk
k∏
s=1
N∏
j=1
(−rλs − iraj + ir)ds
(1− rλs − iraj)ds
k∏
s<t
dt − ds − rλt + rλs
−rλt + rλs
(1 + rλs − rλt − ir)dt−ds
(rλs − rλt + ir)dt−ds
(rλs − rλt + ir1)dt−ds
(1 + rλs − rλt − ir1)dt−ds
(rλs − rλt + ir2)dt−ds
(1 + rλs − rλt − ir2)dt−ds
(4.14)
The Pochhammer symbol (a)d is defined as in (3.26). We observe that the
1
k! in (4.11)
is cancelled by the k! possible orderings of the λs, so in the rest of this paper we will
always choose an ordering and remove the factorial.
Let us remark that Zv appearing in (4.13) is the vortex partition function of the GLSM
on equivariant R2 with equivariant parameter ~ = 1/r. This was originally computed
in [101] and recently discussed in the context of AGT correspondence in [28, 65, 76, 102].
As a final comment, let us consider the interesting limit 1 → −2, which implies → 0.
In this limit we can show that all the world-sheet instanton corrections to ZS
2
k,N vanish and
2Remember that θren = θ + (k − 1)pi.
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this is in agreement with the results of [96] about equivariant Gromov-Witten invariants
of the ADHM moduli space.
First of all, consider (4.12). The prefactor gives the usual coefficient ( i12 )
k, while
the Gamma functions simplify drastically, and we recover (4.5) with  small, with an
additional classical factor (zz¯)−rλr playing the roˆle of the usual regulator in the contour
integral representation of the Nekrasov partition function. Let us now turn to (4.13); for
every Young tableau we have Zv = 1 + o(), where the 1 comes from the sector d˜s = 0.
Indeed one can show by explicit computation on the Young tableaux that for any d˜s 6= 0
Zv gets a positive power of  and therefore does not contribute in the → 0 limit.
To clarify this point, let us consider a few examples. We will restrict to N = 1 for the
sake of simplicity.
• The easiest tableau is ( ); in this case λ = −ia and
Zv =
∑
d˜≥ 0
(−z)d˜ (ir)d˜
d˜!
= 1 +
∑
d˜≥ 1
(−z)d˜ (ir)d˜
d˜!
= 1 + o() (4.15)
• Next are the tableaux ( ) and ( ). The expression of Zv for ( ) is given in (4.34);
there you can easily see from the two Pochhammers (ir)d˜ at the numerator that
the limit → 0 forces the d˜s to be zero, leaving Zv = 1 + o(); similarly for ( ).
• The tableaux for k = 3 work as before. A more complicated case is ( ). One
should first consider the Pochhammers of type (ir)d˜; in this case, we have
(ir)d˜1(2ir)d˜4
(ir)d˜2−d˜1(ir)d˜3−d˜1(ir)d˜4−d˜2(ir)d˜4−d˜3(1)d˜4−d˜1
(2ir)d˜4−d˜1(1)d˜2−d˜1(1)d˜3−d˜1(1)d˜4−d˜2(1)d˜4−d˜3
d˜4 − d˜1 + ir
ir
(4.16)
Then one can easily see that this combination always starts with something which
is of order  or higher, unless d˜1 = d˜2 = d˜3 = d˜4 = 0, case in which we get 1.
These examples contain all the possible issues that can arise in the general case.
4.3 Equivariant Gromov-Witten invariants of Mk,N
We now turn to discuss the exact partition function (4.11) of the D1-D5 system on the
resolved A1 singularity. As discussed in the previous section, this contains a tower of
non-perturbative corrections to the prepotential of the four-dimensional gauge theory
corresponding to the effective world-sheet instantons contributions.
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From the discussion in chapter 3 we know that these corrections compute the Gromov-
Witten invariants and gravitational descendants of the ADHM moduli space; we there-
fore deduce that the spherical partition function of the D1-D5 GLSM provides conjec-
tural formulae for Givental’s I and J -functions of the ADHM instanton moduli space
as follows:
Ik,N =
∑
d1,...,dk ≥ 0
((−1)Nz)d1+...+dk
k∏
s=1
N∏
j=1
(−rλs − iraj + ir)ds
(1− rλs − iraj)ds
k∏
s<t
dt − ds − rλt + rλs
−rλt + rλs
(1 + rλs − rλt − ir)dt−ds
(rλs − rλt + ir)dt−ds
(rλs − rλt + ir1)dt−ds
(1 + rλs − rλt − ir1)dt−ds
(rλs − rλt + ir2)dt−ds
(1 + rλs − rλt − ir2)dt−ds
(4.17)
where λs are the Chern roots of the tautological bundle of the ADHM moduli space.
From this expression we find that the asymptotic behaviour in ~ is
Ik,N = 1 + I
(N)
~N
+ . . . (4.18)
Therefore, I(0) = 1 for every k,N , while I(1) = 0 when N > 1; this implies that the
equivariant mirror map is trivial, namely Ik,N = Jk,N , for N > 1. The N = 1 case
will be discussed in detail in the following subsection. The structure of (4.17) supports
the abelian/non-abelian correspondence conjecture of [103]; indeed the first factor in
the first line corresponds to the abelian quotient by the Cartan torus (C∗)k while the
remaining factors express the twisting due to the non-abelian nature of the quotient.
Finally, let us notice3 that for GIT quotients, and in particular for Nakajima quiver
varieties, the notion of quasi-maps and of the corresponding I-function were introduced
in [56]. We notice that our Ik,N as in (4.17) should match the quasi-map I-function
and therefore, as a consequence of [96], should compute the J -function of the instanton
moduli space. Let us underline that the supersymmetric localization approach applies
also to other classical groups and can be applied to study the quantum cohomology of
general Ka¨hler quotients.
4.3.1 Cotangent bundle of the projective space
As a first example, let us consider the case M1,N ' C2 × T ∗CPN−1. The integrated
spherical partition function has the form:
ZS
2
1,N =
N∑
j=1
(zz¯)irajZ
(j)
1l Z
(j)
v Z
(j)
av (4.19)
3We thank D.E. Diaconescu, A. Okounkov and D. Maulik for clarifying discussions on this issue.
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The j-th contribution comes from the Young tableau (• , . . . , , . . . , •), where the box
is in the j-th position; this means we have to consider the pole λ1 = −iaj . Explicitly:
Z
(j)
1l =
Γ (ir1) Γ (ir2)
Γ (1− ir1) Γ (1− ir2)
N∏
l=1
l 6=j
Γ (iralj) Γ (−iralj + ir)
Γ (1− iralj) Γ (1 + iralj − ir)
Z(j)v = NFN−1

{
ir, (−iralj + ir)Nl=1
l 6=j
}
{
(1− iralj)Nl=1
l 6=j
} ; (−1)N z

Z(j)av = NFN−1

{
ir, (−iralj + ir)Nl=1
l 6=j
}
{
(1− iralj)Nl=1
l 6=j
} ; (−1)N z¯
 (4.20)
Let us consider in more detail the case N = 2. In this case the instanton moduli space
reduces to C2 × T ∗P1 and is the same as the moduli space of the Hilbert scheme of
two points M1,2 ' M2,1. In order to match the equivariant actions on the two moduli
spaces, we identify
a1 = 1 + 2a , a2 = 2 + 2a (4.21)
so that a12 = 1 − 2. Then we have
ZS
2
1,2 = (zz¯)
ir(2a+1)Z
(1)
1l Z
(1)
v Z
(1)
av + (zz¯)
ir(2a+2)Z
(2)
1l Z
(2)
v Z
(2)
av (4.22)
where
Z
(1)
1l =
Γ (ir1) Γ (ir2)
Γ (1− ir1) Γ (1− ir2)
Γ (−ir1 + ir2) Γ (2ir1)
Γ (1 + ir1 − ir2) Γ (1− 2ir1)
Z(1)v = 2F1
(
{ir, 2ir1}
{1 + ir1 − ir2}
; z
)
Z(1)av = 2F1
(
{ir, 2ir1}
{1 + ir1 − ir2}
; z¯
)
(4.23)
The other contribution is obtained by exchanging 1 ←→ 2. By identifying Z(1)v as the
Givental I-function, we expand it in r = 1} in order to find the equivariant mirror map;
this gives
Z(1)v = 1 + o(r
2), (4.24)
which means there is no equivariant mirror map and I = J . The same applies to Z(2)v .
Therefore, the only normalization to be dealt with is the one of the symplectic pairing,
namely Z1l. We already encountered this problem in section 3.2.3; let us see how to
solve it also in this example. In (4.22), Z
(1)
1l and Z
(2)
1l contain an excess of 4ir(1 + 2)
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in the argument of the Gamma functions (2ir(1 + 2) from the numerator and another
2ir(1 + 2) from the denominator); this would imply
Z
(1)
1l = −
1
2212(1 − 2)r4
+
2iγ
212(1 − 2)r3
+ o(r−2) (4.25)
and similarly for Z
(2)
1l . To eliminate the Euler-Mascheroni constant, we normalize the
partition function multiplying it by4
(zz¯)−2ira
(
Γ(1− ir1)Γ(1− ir2)
Γ(1 + ir1)Γ(1 + ir2)
)2
(4.26)
so that now we have(
Γ(1− ir1)Γ(1− ir2)
Γ(1 + ir1)Γ(1 + ir2)
)2
Z
(1)
1l = −
1
2212(1 − 2)r4
+ o(r−2) (4.27)
Expanding the normalized partition function in r up to order r−1, we obtain5
Znorm1,2 =
1
r212
[ 1
2r212
+
1
4
ln2(zz¯)− ir(1 + 2)
(
− 1
12
ln3(zz¯)
− ln(zz¯)(Li2(z) + Li2(z¯)) + 2(Li3(z) + Li3(z¯)) + 3ζ(3)
)] (4.28)
The first term in (4.28) correctly reproduces the Nekrasov partition function of M1,2
as expected, while the other terms compute the H2T (X) part of the genus zero Gromov-
Witten potential in agreement with [104]. We remark that the quantum part of the
Gromov-Witten potential turns out to be linear in the equivariant parameter 1 + 2 as
inferred in section 4.2.2 from general arguments.
We can also compute it with the Givental formalism: expanding the J function up to
order r2, one finds
J = 1 + r2(−12 − i(1 + 2)λ1 + λ21)Li2(z) + o(r3) (4.29)
and the coefficient of −λ1 – which is the cohomology generator – at order r2 will give
the first z derivative of the prepotential.
4The normalization here has been chosen having in mind the M2,1 case; see the next paragraph.
5Notice that the procedure outlined above does not fix a remnant dependence on the coefficient of
the ζ(3) term in ZS
2
. In fact, one can always multiply by a ratio of Gamma functions whose overall
argument is zero; this will have an effect only on the ζ(3) coefficient. This ambiguity does not affect the
calculation of the Gromov-Witten invariants.
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4.3.2 Hilbert scheme of points
Let us now turn to theMk,1 case, which corresponds to the Hilbert scheme of k points.
This case was analysed in terms of Givental’s formalism in [105]. It is easy to see that
(4.17) reduces for N = 1 to their results. As remarked after equation (4.17) in the
N = 1 case there is a non-trivial equivariant mirror map to be implemented. As we will
discuss in a moment, this is done by defining the J function as J = (1 + z)irkI, which
corresponds to invert the equivariant mirror map; in other words, we have to normalize
the vortex part by multiplying it with (1 + z)irk, and similarly for the antivortex. In
the following we will describe in detail some examples and extract the relevant Gromov-
Witten invariants for them. As we will see, these are in agreement with the results of
[106].
For k = 1, the only Young tableau ( ) corresponds to the pole λ1 = −ia. This case is
simple enough to be written in a closed form; we find
ZS
2
1,1 = (zz¯)
ira Γ(ir1)Γ(ir2)
Γ(1− ir1)Γ(1− ir2)(1 + z)
−ir(1 + z¯)−ir (4.30)
From this expression, it is clear that the Gromov-Witten invariants are vanishing.
Actually, we should multiply (4.30) by (1 + z)ir(1 + z¯)ir in order to recover the J -
function. Instead of doing this, we propose to use ZS
2
1,1 as a normalization for Z
S2
k,1 as
Znormk,1 =
ZS
2
k,1
(−r212ZS21,1)k
(4.31)
In this way, we go from I to J functions and at the same time we normalize the 1-loop
factor in such a way to erase the Euler-Mascheroni constant. The factor (−r212)k is
to make the normalization factor to start with 1 in the r expansion. In summary, we
obtain
Znorm1,1 = −
1
r212
(4.32)
Let us make a comment on the above normalization procedure. From the general ar-
guments previously discussed we expect the normalization to be independent on λ’s.
Moreover, from the field theory point of view, the normalization (4.31) is natural since
amounts to remove from the free energy the contribution of k free particles. On the
other hand, this is non trivial at all from the explicit expression of the I-function
(4.17). Actually, a remarkable combinatorial identity proved in [105] ensures that
e−I(1)/~ = (1 + z)ik(1+2)/~ and then makes this procedure consistent.
Let us now turn to the M2,1 case. There are two contributions, ( ) and ( ), coming
respectively from the poles λ1 = −ia, λ2 = −ia − i1 and λ1 = −ia, λ2 = −ia − i2.
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Notice once more that the permutations of the λ’s are cancelled against the 1k! in front
of the partition function (4.2). We thus have
ZS
2
2,1 = (zz¯)
ir(2a+1)Z
(col)
1l Z
(col)
v Z
(col)
av + (zz¯)
ir(2a+2)Z
(row)
1l Z
(row)
v Z
(row)
av (4.33)
where, explicitly,
Z
(col)
1l =
Γ(ir1)Γ(ir2)
Γ(1− ir1)Γ(1− ir2)
Γ(2ir1)Γ(ir2 − ir1)
Γ(1− 2ir1)Γ(1 + ir1 − ir2)
Z(col)v =
∑
d˜>0
(−z)d˜
d˜/2∑
d˜1=0
(1 + ir1)d˜−2d˜1
(ir1)d˜−2d˜1
(ir)d˜1
d˜1!
(ir1 + ir)d˜−d˜1
(1 + ir1)d˜−d˜1
(2ir1)d˜−2d˜1
(d˜− 2d˜1)!
(1− ir2)d˜−2d˜1
(ir1 + ir)d˜−2d˜1
(ir)d˜−2d˜1
(1 + ir1 − ir2)d˜−2d˜1
Z(col)av =
∑
d>0
(−z¯)d
d/2∑
d1=0
(1 + ir1)d−2d1
(ir1)d−2d1
(ir)d1
d1!
(ir1 + ir)d−d1
(1 + ir1)d−d1
(2ir1)d−2d1
(d− 2d1)!
(1− ir2)d−2d1
(ir1 + ir)d−2d1
(ir)d−2d1
(1 + ir1 − ir2)d−2d1
(4.34)
Here we defined d = d1 + d2 and changed the sums accordingly. The row contribution
can be obtained from the column one by exchanging 1 ←→ 2. We then have
Z(col, row)v = 1 + 2irLi1(−z) + o(r2) (4.35)
Finally, we invert the equivariant mirror map by replacing
Z(col, row)v −→ e−2irLi1(−z)Z(col, row)v = (1 + z)2irZ(col, row)v
Z(col, row)av −→ e−2irLi1(−z¯)Z(col, row)av = (1 + z¯)2irZ(col, row)av (4.36)
Now we can prove the equivalenceM1,2 'M2,1: by expanding in z, it can be shown that
Z
(1)
v (z) = (1 + z)2irZ
(col)
v (z) and similarly for the antivortex part; since Z
(1)
1l = Z
(col)
1l
we conclude that Z(1)(z, z¯) = (1 + z)2ir(1 + z¯)2irZ(col)(z, z¯). The same is valid for Z(2)
and Z(row), so in the end we obtain
ZS
2
1,2(z, z¯) = (1 + z)
2ir(1 + z¯)2irZS
2
2,1(z, z¯) (4.37)
Taking into account the appropriate normalizations, this implies
Znorm1,2 (z, z¯) = Z
norm
2,1 (z, z¯) . (4.38)
As further examples, we will briefly comment about theM3,1 andM4,1 cases. ForM3,1
there are three contributions to the partition function:
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from the poles λ1 = −ia, λ2 = −ia− i1, λ3 = −ia− 2i1
from the poles λ1 = −ia, λ2 = −ia− i1, λ3 = −ia− i1 − i2
from the poles λ1 = −ia, λ2 = −ia− i2, λ3 = −ia− 2i2
The study of the vortex contributions tells us that there is an equivariant mirror map,
which has to be inverted; however, this is taken into account by the normalization factor.
Then, the r expansion gives
Znorm3,1 =
1
r4(12)2
[
− 1
6r212
− 1
4
ln2(zz¯) + ir(1 + 2)
(
− 1
12
ln3(zz¯)
− ln(zz¯)(Li2(z) + Li2(z¯)) + 2(Li3(z) + Li3(z¯)) + 3ζ(3)
)] (4.39)
For M4,1 we have five contributions:
from λ1 = −ia, λ2 = −ia− i1, λ3 = −ia− 2i1, λ4 = −ia− 3i1
from λ1 = −ia, λ2 = −ia− i1, λ3 = −ia− 2i1, λ4 = −ia− i2
from λ1 = −ia, λ2 = −ia− i1, λ3 = −ia− i2, λ4 = −ia− i1 − i2
from λ1 = −ia, λ2 = −ia− i2, λ3 = −ia− 2i2, λ4 = −ia− i1
from λ1 = −ia, λ2 = −ia− i2, λ3 = −ia− 2i2, λ4 = −ia− 3i2
Again, we normalize and expand in r to obtain
Znorm4,1 = −
1
r6(12)3
[
− 1
24r212
− 1
8
ln2(zz¯) + ir(1 + 2)
(
− 1
24
ln3(zz¯)
− ln(zz¯)(1
2
Li2(z) +
1
2
Li2(z¯)) + 2(
1
2
Li3(z) +
1
2
Li3(z¯)) +
3
2
ζ(3)
)] (4.40)
4.3.3 A last example
As a last example, let us considerM2,2. In this case, five Young tableaux are contribut-
ing:
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( , •) from the poles λ1 = −ia1, λ2 = −ia1 − i1
( , •) from the poles λ1 = −ia1, λ2 = −ia1 − i2
(• , ) from the poles λ1 = −ia2, λ2 = −ia2 − i1
(• , ) from the poles λ1 = −ia2, λ2 = −ia2 − i2
( , ) from the poles λ1 = −ia1, λ2 = −ia2
The order r coefficient in the expansion of the various vortex partition functions is zero,
so there is no equivariant mirror map to be inverted. As normalization, we will choose
the simplest one, that is we multiply by a factor
(zz¯)ir(1+2−a1−a2)
(
Γ(1− ir1)Γ(1− ir2)
Γ(1 + ir1)Γ(1 + ir2)
)4
(4.41)
The expansion then gives
Znorm2,2 =
1
r6(12)2((1 + 2)2 − (a1 − a2)2)[ 8(1 + 2)2 + 12 − 2(a1 − a2)2
r2((21 + 2)2 − (a1 − a2)2)((1 + 22)2 − (a1 − a2)2)
+
1
2
ln2(zz¯)− ir(1 + 2)
(
− 1
6
ln3(zz¯)− ln(zz¯)(2Li2(z) + 2Li2(z¯))
+ 2(2Li3(z) + 2Li3(z¯)) + c(i, ai)ζ(3)
)]
(4.42)
where
c(i, ai) = 8− 412(12 + 2(1 + 2)
2 + 4(a1 − a2)2)
((21 + 2)2 − (a1 − a2)2)((1 + 22)2 − (a1 − a2)2) (4.43)
4.3.4 Orbifold cohomology of the ADHM moduli space
We saw in this chapter that the equivariant quantum cohomology of the ADHM moduli
space is encoded in the I-function (4.17). The purpose of this section is to use the
wallcrossing approach developed in chapter 3 to analyse the equivariant quantum coho-
mology of the Uhlembeck (partial) compactification of the moduli space of instantons
by tuning the FI parameter ξ of the GLSM to zero. Indeed, as we will shortly discuss,
in this case there is a reflection symmetry ξ → −ξ showing that the sign of the FI is
not relevant to fix the phase of the GLSM. Actually, fixing ξ = 0 allows pointlike in-
stantons. This produces a conjectural formula for the I-function of the ADHM space in
the orbifold chamber. In particular for rank one instantons, namely Hilbert schemes of
points, our results are in agreement with those in [104].
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Let us recall some elementary aspects on the moduli spaceMk,N of k SU(N) instantons
on C2. This space is non-compact both because the manifold C2 is non-compact and
because of point-like instantons. The first source of non-compactness is cured by the
introduction of the so-called Ω-background which, mathematically speaking, corresponds
to working in the equivariant cohomology with respect to the maximal torus of rotations
on C2. The second one can be approached in different ways. A compactification scheme
is provided by the Uhlembeck one
MUk,N =
k⊔
l=0
Mk−l,N × Sl
(
C2
)
(4.44)
Due to the presence of the symmetric product factors this space contains orbifold sin-
gularities. A desingularization is provided by the moduli space of torsion free sheaves
on P2 with a framing on the line at infinity. This is described in terms of the ADHM
complex linear maps (B1, B2) : Ck → Ck and (I, J†) : Ck → CN which satisfy the
F-term equation
[B1, B2] + IJ = 0
and the D-term equation
[B1, B
†
1] + [B2, B
†
2] + II
† − J†J = ξI
where ξ is a parameter that gets identified with the FI parameter of the GLSM and that
ensures the stability condition of the sheaf.
Notice that the ADHM equations are symmetric under the reflection ξ → −ξ and
(Bi, I, J)→ (B†i ,−J†, I†)
The Uhlembeck compactification is recovered in the ξ → 0 limit. This amounts to set
the vortex expansion parameter as
(−1)Nz = eiθ (4.45)
giving therefore the orbifold I-function
IUk,N =
∑
d1,...,dk ≥ 0
(eiθ)d1+...+dk
k∏
r=1
N∏
j=1
(−rλr − iraj + ir)dr
(1− rλr − iraj)dr
k∏
r<s
ds − dr − rλs + rλr
−rλs + rλr
(1 + rλr − rλs − ir)ds−dr
(rλr − rλs + ir)ds−dr
(rλr − rλs + ir1)ds−dr
(1 + rλr − rλs − ir1)ds−dr
(rλr − rλs + ir2)ds−dr
(1 + rλr − rλs − ir2)ds−dr
(4.46)
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In the abelian case, namely for N = 1, the above I-function reproduces the results of
[104] for the equivariant quantum cohomology of the symmetric product of k points in
C2. Indeed, by using the map to the Fock space formalism for the equivariant quantum
cohomology developed in appendix B, it is easy to see that both approaches produce the
same small equivariant quantum cohomology. Notice that the map (5.70) reproduces in
the N = 1 case the one of [104].
4.4 Donaldson-Thomas theory and stringy corrections to
the Seiberg-Witten prepotential
It is very interesting to analyse our system also from the D5-brane dynamics point of
view. This is a six-dimensional theory which should be related to higher rank equivariant
Donaldson-Thomas theory on C2 × P1. Indeed an interesting and promising aspect is
that for N > 1 the D1 contributions to the D5 gauge theory dynamics do not factor in
abelian N = 1 terms and thus keep an intrinsic non-abelian nature, contrary to what
happens for the D(−1) contributions in the Coulomb phase [107].
To clarify this connection, let us notice that a suitable framework to compactify the
Donaldson-Thomas moduli space was introduced in [108] via ADHM moduli sheaves. In
this context one can show that Ik,1 = IDT . Moreover the Ik,1-function reproduces the
1-legged Pandharipande-Thomas vertex as in [109] for the case of the Hilbert scheme of
points of C2, while the more general ADHM case should follow as the generalization to
higher rank. The case of the Hilbert scheme of points is simpler and follows by [110].
The partition function of the D1-branes computed in the previous sections provides
non-perturbative corrections to the D5-brane dynamics. It is then natural to resum the
D1-brane contributions as
ZDTN =
∑
k
q2kNZholk,N =
∑
k,β
Nk,βq
2kNzβ (4.47)
where q = e2piiτ and in the second equality we considered the expansion in z of the
holomorphic part of the spherical partition function, where β ∈ H2(Mk,N ,Z).
It is interesting to study the free-energy of the above defined partition function and its
reduction in the four dimensional blow-down limit r → 0. Indeed, let us observe that
the D5 brane theory in this limit is described by an effective four-dimensional N = 2
supersymmetric gauge theory at energies below the UV cutoff provided by the inverse
radius of the blown-up sphere 1/r [111]. Comparing the expansion (4.47) to the results
of section (4.2.1), we obtain that the former reduces to the standard Nekrasov instanton
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partition function upon the identification q = Λr. Moreover, keeping into account the
limiting behaviour as i ∼ 0 we have just discussed in the previous subsection, namely
that ZS
2
k,N has the same divergent behaviour as Z
Nek
k,N due to the equivariant regularization
of the R4 volume 112 , one can present the resummed partition function (4.47) in the
form
ZDTN = exp
{
− 1
12
E(a, i,Λ; r, z)
}
(4.48)
where E is the total free energy of the system and is a regular function as i ∼ 0. The
effective geometry arising in the semiclassical limit 1, 2 → 0 of (4.48) would provide
information about the mirror variety encoding the enumerative invariants in (4.47).
In order to pursue this program it is crucial to complement our analysis by including
the perturbative sector of the N D5-brane theory in the geometry C2×T ∗P1×C whose
world-volume theory is described at low-energy by an N = 1 super Yang-Mills theory in
six dimensions on C2×P1. The perturbative contribution can be computed by consider-
ing the dimensional reduction down to the two-sphere. This gives rise to an N = (4, 4)
supersymmetric gauge theory, containing three chiral multiplets in the adjoint repre-
sentation with lowest components (Zi,Φ), i = 1, 2, where Z1, Z2 and Φ describe the
fluctuations along C2 and C respectively. Around the flat connection, the vacua are
described by covariantly constant fields Dadj(Φ)Zi = 0 satisfying
[Z1, Z2] = 0 (4.49)
The Cartan torus of the rotation group acts as (Z1, Z2) → (e−1Z1, e−2Z2) preserving
the above constraints. The one-loop fluctuation determinants for this theory are given
by
det(Dadj(Φ)) det(Dadj(Φ) + 1 + 2)
det(Dadj(Φ) + 1) det(Dadj(Φ) + 2)
. (4.50)
The zeta function regularization of the above ratio of determinants reads
exp
[
− d
ds
1
Γ(s)
∫ ∞
0
dt
t1−s
tr etDadj(Φ)(1− e1t)(1− e2t)
]
s=0
(4.51)
which can be seen as the regularization of the infinite product
∞∏
j,k
∏
l 6=m
(
Γ (1− ir(alm − j1 − k2))
irΓ (ir(alm − j1 − k2))
)−1
(4.52)
The above formula is a deformation of the standard formula expressing the perturbative
part of the Nekrasov partition function
ZpertNek =
∏
l 6=m
∏
j,k≥1
X−1lm,j,k =
∏
l 6=m
Γ2(alm; 1, 2) (4.53)
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with Xlm,j,k = alm− j1−k2, in terms of Barnes double Γ-function [10] (see also [112]).
Eq.(4.52) is obtained by resumming the Kaluza-Klein modes on the two-sphere over each
four dimensional gauge theory mode organized in spherical harmonics SU(2) multiplets.
This can be done by applying the methods in [27] to each tower before boson/fermion
cancellation.
More in detail, the one-loop contribution of the D5-D5 partition function on Ω-background
can be calculated by making use of the equivariant index theorem for the linearized ki-
netic operator of the quantum fluctuations in six dimensions. The low-energy field theory
on the D5-branes is given by (twisted) maximally supersymmetric Yang-Mills theory on
C2 × S2. The relevant complex is the ∂¯ Dolbeaux complex [113]
0→ Ω(0,0) → Ω(0,1) → Ω(0,2) → 0 (4.54)
The equivariant index of the above complex is given by
(1− t−11 − t−12 + t−11 t−12 )
(1− t−11 )(1− t−12 )(1− t1)(1− t2)
(
− t3
(1− t3)
)∑
l,m
eialm (4.55)
where we used Ku¨nneth decomposition of the cohomology groups of C2 × S2. The first
factor computes the equivariant index of the ∂¯ operator on C2, the second that of S2,
while the third factor the twisting by the gauge bundle in the adjoint representation.
From (4.55) one can easily compute the ratio of determinants of the one-loop fluctua-
tions via the substitution ruˆle relating the equivariant index with the equivariant Euler
characteristic of the complex:
∑
α
cαe
wα →
∏
α
wcαα (4.56)
where wα are the weights of the equivariant action and cα their multiplicities. Here
t1 = e
i1 , t2 = e
i2 and t3 = e
i3 with 3 =
√−1/r.
In order to extract the above data from Eq.(4.55), we expand the C2 factor as
∞∑
i,j,¯i,j¯=0
(
1− t−11 − t−12 + t−11 t−12
)
ti−i¯1 t
j−j¯
2 (4.57)
and the S2 factor in the two patches as
−
∞∑
k=0
t1+k3 (4.58)
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at the north pole and as
∞∑
k=0
(
t−13
)k
(4.59)
at the south pole. Then the product of the eigenvalues is given by
∞∏
i,j,¯i,j¯=0
Γ(alm + 1(i− i¯) + 2(j − j¯) + 3)
Γ(1− alm − 1(i− i¯)− 2(j − j¯) + 3)(
Γ(alm + 1(i− i¯− 1) + 2(j − j¯) + 3)
Γ(1− alm − 1(i− i¯− 1)− 2(j − j¯) + 3)
)−1
(
Γ(alm + 1(i− i¯) + 2(j − j¯ − 1) + 3)
Γ(1− alm − 1(i− i¯)− 2(j − j¯ − 1) + 3)
)−1
Γ(alm + 1(i− i¯− 1) + 2(j − j¯ − 1) + 3)
Γ(1− alm − 1(i− i¯− 1)− 2(j − j¯ − 1) + 3)
where we used the Weierstrass formula for the Γ function performing the product over
the index k in (4.58,4.59). The above product simplifies then to
ZS
2
D5−D5 =
∏
l 6=m
Γ2(alm; 1, 2)
Γ3
(
alm; 1, 2,
1
ir
)
Γ3
(
alm; 1, 2,− 1ir
) (4.60)
and implements the finite r corrections to the perturbative Nekrasov partition function.
The equality in (4.60) follows by regularizing the infinite set of poles of the ratio of Γ
functions. Indeed by using the standard properties of the Γ-function it is easy to see
that (4.60) reduces in the r → 0 limit to (4.53) plus corrections expressible in power
series in r and 1, 2. The leading order term in the small r expansion of (4.60) is (4.53).
The first non vanishing correction in the expansion can be computed by expanding
ln
[
Γ (1− irX)
Γ (1 + irX)
]
= 2γiXr − 2
3
iX3ζ(3)r3 +O(r5) (4.61)
in (4.52), where γ is the Euler-Mascheroni constant. Carrying the product to a sum at
the exponent and using zeta-function regularization for the infinite sums, one gets
ln
[
ZS
2
D5−D5
ZpertNek
]
= −γirN(N − 1)
12
+
1
12
iζ(3)r3
∑
l 6=n
a2ln −
N(N − 1)
30
(21 − 12 + 22)
 +O(r5)
where the first term is a regularization scheme dependent constant. We see that the
first correction affects the quadratic part of the prepotential implying a modification
of the beta function of the theory which keeps into account the contributions of the
KK-momenta on the P1.
We thus conclude that in the limit r → 0, E → FNek the Nekrasov prepotential of the
N = 2 gauge theory in the Ω-background. Therefore for r → 0 the effective geometry
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arising in the semiclassical limit of (4.48) is the Seiberg-Witten curve of pure N = 2
super Yang-Mills [10]. Higher order corrections in r to this geometry encode the effect
of stringy corrections. Indeed, the total free energy contains additional world-sheet
corrections in z and therefore
E = FNek(a, i,Λ) + Fstringy(a, i,Λ; r, z)
These are genuine string corrections to the N = 2 gauge theory in the Ω-background
describing the finite radius effects of the blown-up sphere resolving the A1 orbifold
singularity. Let us notice that Fstringy is higher order in the i expansion with respect
to FNek, therefore, in this scaling scheme, the resulting Seiberg-Witten limit limi→0 E =
FSW is unchanged.
As we discussed previously, the stringy contributions are given by a classical term de-
scribing the equivariant classical intersection theory in the ADHM moduli space and a
world-sheet instanton contribution describing its quantum deformation, that is
Fstringy(a, i,Λ; r, z) = Fstringycl (i; r, z) + Fstringyws (a, i,Λ; r, z). (4.62)
Following [114] we can consider the effect of a partial Ω-background by studying the
limit 2 → 0 in the complete free energy. Defining
V = lim2→0
1
2
lnZDTN (4.63)
we find that
W =WNS +Wstringy (4.64)
whereWNS is the Nekrasov-Shatashvili twisted superpotential of the reduced two dimen-
sional gauge theory and Wstringy are its stringy corrections. According to [114], WNS
can be interpreted as the Yang-Yang function of the quantum integrable Hitchin system
on the M-theory curve (the sphere with two maximal punctures for the pure N = 2
gauge theory). The superpotential W should be related to the quantum deformation of
the relevant integrable system underlying the classical Seiberg-Witten geometry [96].
4.5 Quantum hydrodynamic systems
As we discussed in section 4.1, the ADHM GLSM we studied in the first part of this
chapter is intimately related to a quantum integrable system of hydrodynamic type
known as the Intermediate Long Wave system. Here we will describe the basic concepts
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about hydrodynamic systems which will be needed in the following. In subsection 4.5.1
we recall some basic facts about gl(N) ILW integrable hydrodynamics relevant for the
comparison with the six dimensional U(N) gauge theory, focussing on the N = 1 case.
In the subsequent subsection 4.5.2 we show that the ILW system can be obtained as a
hydrodynamic limit of the elliptic Calogero-Moser system.
4.5.1 The Intermediate Long Wave system
One of the most popular integrable systems is the KdV equation
ut = 2uux +
δ
3
uxxx (4.65)
where u = u(x, t) is a real function of two variables. It describes the surface dynamics
of shallow water in a channel, δ being the dispersion parameter.
The KdV equation is a particular case of the ILW equation
ut = 2uux +
1
δ
ux + T [uxx] (4.66)
where T is the integral operator
T [f ](x) = P.V.
∫
coth
(
pi(x− y)
2δ
)
f(y)
dy
2δ
(4.67)
and P.V.
∫
is the principal value integral.
Equation (4.66) describes the surface dynamics of water in a channel of finite depth. It
reduces to (4.65) in the limit of small δ. The opposite limit, that is the infinitely deep
channel at δ →∞, is called the Benjamin-Ono equation. It reads
ut = 2uux +H[uxx] (4.68)
where H is the integral operator implementing the Hilbert transform on the real line
H[f ](x) = P.V.
∫
1
x− yf(y)
dy
pi
(4.69)
The equation (4.66) is an integrable deformation of KdV. It has been proved in [115]
that the form of the integral kernel in (4.67) is fixed by the requirement of integrability.
The version of the ILW system which we will show to be relevant to our case is the
periodic one. This is obtained by replacing (4.67) with
T [f ](x) = 1
2pi
P.V.
∫ 2pi
0
θ′1
θ1
(
y − x
2
, q
)
f(y)dy (4.70)
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where q = e−δ.
Equation (4.66) is Hamiltonian with respect to the Poisson bracket
{u(x), u(y)} = δ′(x− y) (4.71)
and reads
ut(x) = {I3, u(x)} (4.72)
where I3 =
∫
1
3u
3 + 12uT [ux] is the corresponding Hamiltonian. The other flows are
generated by I2 =
∫
1
2u
2 and the further Hamiltonians In =
∫
1
nu
n + . . ., where n > 3,
which are determined by the condition of being in involution {In, Im} = 0. These have
been computed explicitly in [116]. The more general gl(N) ILW system is described in
[117]; explicit formulae for the gl(2) case can be found in Appendix A of [91].
The periodic ILW system can be quantized by introducing creation/annihilation opera-
tors corresponding to the Fourier modes of the field u and then by the explicit construc-
tion of the quantum analogue of the commuting Hamiltonians In above. Explicitly, one
introduces the Fourier modes {αk}k∈Z with commutation relations
[αk, αl] = kδk+l
and gets the first Hamiltonians schematically as
I2 = 2
∑
k>0
α−kαk − 1
24
,
I3 = −
∑
k>0
kcoth(kpit)α−kαk +
1
3
∑
k+l+m=0
αkαlαm (4.73)
where we introduced a complexified ILW deformation parameter 2pit = δ−iθ. This arises
naturally in comparing the Hamiltonian (4.73) with the deformation of the quantum
trigonometric Calogero-Sutherland Hamiltonian appearing in the study of the quantum
cohomology of Hilbn
(
C2
)
[106, 118], see Appendix B for details. We are thus led to
identify the creation and annihilation operators of the quantum periodic ILW system
with the Nakajima operators describing the equivariant cohomology of the instanton
moduli space: this is the reason why one has to consider periodic ILW to make a com-
parison with gauge theory results. Moreover, from (4.73) the complexified deformation
parameter of the ILW system 2pit = δ − iθ gets identified with the Ka¨hler parameter of
the Hilbert scheme of points as q = e−2pit. In this way the quantum ILW hamiltonian
structure reveals to be related to abelian six dimensional gauge theories via BPS/CFT
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correspondence. In particular the BO limit t→ ±∞ corresponds to the classical equiv-
ariant cohomology of the instanton moduli space described by the four dimensional limit
of the abelian gauge theory.
More general quantum integrable systems of similar type arise by considering richer sym-
metry structures, i.e. the gl(N) quantum ILW systems. These are related to non-abelian
gauge theories. A notable example is that of H⊕V ir, where H is the Heisenberg algebra
of a single chiral U(1) current. Its integrable quantization depends on a parameter which
weights how to couple the generators of the two algebras in the conserved Hamiltonians.
The construction of the corresponding quantum ILW system can be found in [91]. This
quantum integrable system, in the BO2 limit, has been shown in [90] to govern the AGT
realization of the SU(2) N = 2 D = 4 gauge theory with Nf = 4. More precisely, the
expansion of the conformal blocks proposed in [119] can be proved to be the basis of
descendants in CFT which diagonalizes the BO2 Hamiltonians.
More in general one can consider the algebra H ⊕WN . The main aim of this paper
is to show that the partition function of the non-abelian six-dimensional gauge theory
on S2 × C2 naturally computes such a quantum generalization. Indeed, as it will be
shown in section 4.6, the Yang-Yang function of this system, as it is described in [91],
arises as the twisted superpotential of the effective LG model governing the finite volume
effects of the two-sphere. In particular, we propose that the Fourier modes of the gl(N)
periodic ILW system correspond to the Baranovsky operators acting on the equivariant
cohomology of the ADHM instanton moduli space. Evidence for this proposal is given in
section 4.6 and in the Appendix B. Moreover in section 4.6 we identify the deformation
parameter t in (4.73) with the FI parameter of the gauged linear sigma model on the
two sphere.
This generalizes the link between quantum deformed Calogero-Sutherland system and
the abelian gauge theory to the gl(N) ILW quantum integrable system and the non-
abelian gauge theory in six dimensions.
4.5.2 ILW as hydrodynamic limit of elliptic Calogero-Moser
An important property of the non-periodic ILW system is that its rational solutions are
determined by the trigonometric Calogero-Sutherland model (see [120] for details). In
this subsection we show a similar result for periodic ILW, namely that the dynamics of
the poles of multisoliton solutions for this system is described by elliptic Calogero-Moser.
Similar results were obtained in [121, 122]. We proceed by generalizing the approach
of [123] where the analogous limit was discussed for trigonometric Calogero-Sutherland
versus the BO equation. The strategy is the following: one studies multi-soliton solutions
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to the ILW system by giving a pole ansatz. The dynamics of the position of the poles
turns out to be described by an auxiliary system equivalent to the eCM equations of
motion in Hamiltonian formalism.
The Hamiltonian of eCM system for N particles is defined as
HeCM =
1
2
N∑
j=1
p2j +G
2
∑
i<j
℘(xi − xj ;ω1, ω2), (4.74)
where ℘ is the elliptic Weierstrass ℘-function and the periods are chosen as 2ω1 = L and
2ω2 = iδ. In the previous section 4.5.1 and in section 4.6 we set L = 2pi. For notational
simplicity, from now on we suppress the periods in all elliptic functions. The Hamilton
equations read
x˙j = pj
p˙j = −G2∂j
∑
k 6=j
℘(xj − xk), (4.75)
which can be recast as a second order equation of motion
x¨j = −G2∂j
∑
k 6=j
℘(xj − xk). (4.76)
It can be shown (see Appendix C for a detailed derivation) that equation (4.76) is
equivalent to the following auxiliary system6
x˙j = iG
{
N∑
k=1
θ′1
(
pi
L(xj − yk)
)
θ1
(
pi
L(xj − yk)
) −∑
k 6=j
θ′1
(
pi
L(xj − xk)
)
θ1
(
pi
L(xj − xk)
)}
y˙j = −iG
{
N∑
k=1
θ′1
(
pi
L(yj − xk)
)
θ1
(
pi
L(yj − xk)
) −∑
k 6=j
θ′1
(
pi
L(yj − yk)
)
θ1
(
pi
L(yj − yk)
)}. (4.77)
In the limit δ →∞ (q → 0), the equation of motion (4.76) reduces to
x¨j = −G2
(pi
L
)2
∂j
∑
k 6=j
cot2
(pi
L
(xj − xk)
)
, (4.78)
6Actually, the requirement that this system should reduce to (4.76) is not sufficient to fix the form of
the functions appearing. As will be clear from the derivation below, we could as well substitute
θ′1( piL z)
θ1( piL z)
by ζ(z) and the correct equations of motion would still follow. However, we can fix this freedom by
taking the trigonometric limit (δ →∞) and requiring that this system reduces to the one in [123].
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while the auxiliary system goes to
x˙j = iG
pi
L
{
N∑
k=1
cot
(pi
L
(xj − yk)
)
−
∑
k 6=j
cot
(pi
L
(xj − xk)
)}
y˙j = −iGpi
L
{
N∑
k=1
cot
(pi
L
(yj − xk)
)
−
∑
k 6=j
cot
(pi
L
(yj − yk)
)}
(4.79)
This is precisely the form obtained in [123].
In analogy with [123] we can define a pair of functions which encode particle positions
as simple poles
u1(z) = −iG
N∑
j=1
θ′1
(
pi
L(z − xj)
)
θ1
(
pi
L(z − xj)
)
u0(z) = iG
N∑
j=1
θ′1
(
pi
L(z − yj)
)
θ1
(
pi
L(z − yj)
) (4.80)
and we also introduce their linear combinations
u = u0 + u1, u˜ = u0 − u1. (4.81)
These satisfy the differential equation
ut + uuz + i
G
2
u˜zz = 0, (4.82)
as long as xj and yj are governed by the dynamical equations (4.77). The details of the
derivation can be found in Appendix C. Notice that, when the lattice of periodicity is
rectangular, (4.82) is nothing but the ILW equation. Indeed, under the condition xi = y¯i
one can show that u˜ = −iT u [116]. To recover (4.66) one has to further rescale u, t,
x and shift u → u + 1/2δ. We observe that (4.82) does not explicitly depend on the
number of particles N and therefore also holds in the hydrodynamic limit N,L → ∞,
with N/L fixed.
4.6 Landau-Ginzburg mirror of the ADHM moduli space
and quantum Intermediate Long Wave system
Having discussed in some detail the quantum ILW system in the previous section, it
remains to understand how this is related to the ADHM GLSM. Again, mirror symmetry
turns out to be of great help in clarifying this connection.
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Mirror symmetry for two-dimensional N = (2, 2) gauge theories is a statement about the
equivalence of two theories, a GLSM and a twisted Landau-Ginzburg (LG) model (known
as mirror theory). A twisted LG model is a theory made out of twisted chiral fields
Y only (possibly including superfield strengths Σ), and is specified by a holomorphic
functionW(Y,Σ) which contains all the information about interactions among the fields.
As it is well-known [124, 125], The Coulomb branch of a twisted LG model is related to
quantum integrable systems via the so-called Bethe/Gauge correspondence. The idea
goes as follow. First, we go to the Coulomb branch of the LG model by integrating out
the matter fields Y and the massive W -bosons: from
∂W
∂Y
= 0 (4.83)
we obtain Y = Y (Σ), and substituting back inW we remain with a purely abelian gauge
theory in the infra-red, described in terms of the twisted effective superpotential
Weff(Σ) =W(Σ, Y (Σ)) (4.84)
The effect of integrating out the W -bosons results in a shift of the θ-angle. Now, the
Bethe/Gauge correspondence [124, 125] tells us that the twisted effective superpotential
of a 2d N = (2, 2) gauge theory coincides with the Yang-Yang function of a quantum
integrable system (QIS); this implies that the quantum supersymmetric vacua equations
∂Weff
∂Σs
= 2piins (4.85)
can be identified, after exponentiation, with a set of equations known as Bethe Ansatz
Equations (BAE) which determine the spectrum and eigenfunctions of the QIS:
exp
(
∂Weff
∂Σs
)
= 1 ⇐⇒ Bethe Ansatz Equations (4.86)
In particular, to each solution of the BAE is associated an eigenstate of the QIS, and
its eigenvalues with respect to the set of quantum Hamiltonians of the system can be
expressed as functions of the gauge theory observables Tr Σn evaluated at the solution:
quantum Hamiltonians QIS ←→ Tr Σn∣∣
solution BAE
(4.87)
The Coulomb branch representation of the partition function (2.32) for a GLSM contains
all the information about the mirror LG model. We can start by defining
Σs = σs − ims
2r
(4.88)
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which is the twisted chiral superfield corresponding to the superfield strength for the
s-th component of the vector supermultiplet in the Cartan of the gauge group G. We
can now use the procedure described in [49]: each ratio of Gamma functions can be
rewritten as
Γ(−irΣ)
Γ(1 + irΣ)
=
∫
d2Y
2pi
exp
{
− e−Y + irΣY + e−Y + irΣY
}
(4.89)
Here Y , Y are interpreted as the twisted chiral fields for the matter sector of the mirror
Landau-Ginzburg model. The partition function (2.32) then becomes
ZS2 =
∣∣∣∣∣
∫
dΣ dY e−W(Σ,Y )
∣∣∣∣∣
2
(4.90)
from which we can read W(Σ, Y ) of the mirror LG theory; this is a powerful method to
recover the twisted superpotential of the mirror theory, when it is not known previously.
Here dΣ =
∏
s dΣs and dY =
∏
j dYj collect all the integration variables.
To recover the IR Coulomb branch of this theory we integrate out the Y , Y fields by
performing a semiclassical approximation of (4.89), which gives
Y = − ln(−irΣ) , Y = − ln(irΣ) (4.91)
so that we are left with
Γ(−irΣ)
Γ(1 + irΣ)
∼ exp
{
ω(−irΣ)− 1
2
ln(−irΣ)− ω(irΣ)− 1
2
ln(irΣ)
}
(4.92)
in terms of the function ω(x) = x(lnx − 1). The effect of integrating out the W -fields
results in having to consider θren instead of θ as in (2.31). As discussed in [100, 141] the
functions ω(Σ) enter in Weff, while the logarithmic terms in (4.92) (which modify the
effective twisted superpotential with respect to the one on R2) enter into the integration
measure.
For the case of the ADHM GLSM we have to start from (4.2); defining t = ξ − i θ2pi as
the complexified Fayet-Iliopoulos7, equation (4.2) becomes
ZS
2
k,N =
1
k!
(

r12
)k ∫ k∏
s=1
d2(rΣs)
2pi
∣∣∣∣∣
(∏k
s=1
∏k
t6=s=1D(Σst)∏k
s=1Q(Σs)
) 1
2
e−Weff
∣∣∣∣∣
2
(4.93)
7The sign of θ is different from the choice made in section 4.2.
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where the logarithmic terms in (4.92) give the integration measure in terms of the
functions
Q(Σs) = r
2N
N∏
j=1
(Σs − aj − 
2
)(−Σs + aj − 
2
)
D(Σst) =
(Σst)(Σst + )
(Σst − 1)(Σst − 2)
(4.94)
Weff is the effective twisted superpotential of the mirror LG model in the Coulomb
branch:
Weff = (2pit− i(k − 1)pi)
k∑
s=1
irΣs +
k∑
s=1
N∑
j=1
[
ω(irΣs − iraj − ir 
2
) + ω(−irΣs + iraj − ir 
2
)
]
+
k∑
s,t=1
[ω(irΣst + ir) + ω(irΣst − ir1) + ω(irΣst − ir2)] (4.95)
The complex conjugation refers to Σ and t; in particular, we have
Weff(irΣ, t) =Weff(−irΣ, t) = −Weff(irΣ, t) . (4.96)
The claim is that the function Weff of (4.95) coincides with the Yang-Yang function of
the gl(N) Intermediate Long Wave system, as proposed in [91].
Let us now perform a semiclassical analysis around the saddle points of (4.95). As we
will see shortly, this provides the Bethe-ansatz equations for the quantum integrable
system at hand. By definition, the saddle points are solutions of the equations
∂Weff
∂(irΣs)
= 0 (4.97)
This implies
2pit− i(k − 1)pi +
N∑
j=1
ln
Σs − aj − 2
−Σs + aj − 2
+
k∑
t=1
t6=s
ln
(Σst + )(Σst − 1)(Σst − 2)
(−Σst + )(−Σst − 1)(−Σst − 2) = 0
(4.98)
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or, by exponentiating and using (−1)k−1 = ∏kt=1
t6=s
(Σst)
(−Σst) ,
N∏
j=1
(Σs − aj − 
2
)
k∏
t=1
t6=s
(Σst − 1)(Σst − 2)
(Σst)(Σst − )
= e−2pit
N∏
j=1
(−Σs + aj − 
2
)
k∏
t=1
t6=s
(−Σst − 1)(−Σst − 2)
(−Σst)(−Σst − )
(4.99)
These are the Bethe ansatz equations governing the spectrum of the integrable system
for generic t as appeared also in [91, 94]. To be more precise, remember that θ → θ+2pin
is a symmetry of the theory; the saddle points will be solutions to
∂Weff
∂(irΣs)
= 2piins (4.100)
but this leaves the Bethe ansatz equations (4.99) unchanged.
Around the BO point t→∞, the solutions to (4.99) can be labelled by colored partitions
of N , ~λ = (λ1, . . . , λN ) such that the total number of boxes
∑N
l=1 |λl| is equal to k. In
the limit t→∞, the roots of the Bethe equations are given by
Σ(l)m = al +

2
+ (i− 1)1 + (j − 1)2 , m = 1, . . . , |λl| (4.101)
with i, j running over all possible rows and columns of the tableau λl; those are exactly
the poles appearing in the contour integral representation for the 4d Nekrasov partition
function [9]. In the large t case, the roots will be given in terms of a series expansion in
powers of e−2pit.
4.6.1 Derivation via large r limit and norm of the ILW wave-functions
The previous results can also (and maybe better) be understood in terms of a large r
limit of (4.2). In other words this amounts to set 3 ∼ r−1 ∼ 0 with 1, 2 finite and as
such is a six-dimensional analogue of the Nekrasov-Shatashvili limit [114]. We can use
Stirling’s approximation:
Γ(z) ∼
√
2pi zz−
1
2 e−z (1 + o(z−1)) , z →∞
Γ(1 + z) ∼
√
2pi zz+
1
2 e−z (1 + o(z−1)) , z →∞
(4.102)
Chapter 4. ADHM quiver and quantum hydrodynamics 86
which implies
ln Γ(z) ∼ ω(z)− 1
2
ln z +
1
2
ln 2pi + o(z−1) , z →∞
ln Γ(1 + z) ∼ ω(z) + 1
2
ln z +
1
2
ln 2pi + o(z−1) , z →∞
(4.103)
Consider for example the contribution from the I field; we have
ln Γ(−irΣs + iraj + ir 
2
) ∼ ω(−irΣs + iraj + ir 
2
)− 1
2
ln(−irΣs + iraj + ir 
2
) +
1
2
ln 2pi
ln Γ(1 + irΣs − iraj − ir 
2
) ∼ ω(irΣs − iraj − ir 
2
) +
1
2
ln(irΣs − iraj − ir 
2
) +
1
2
ln 2pi
(4.104)
Doing the limit for all of the fields, we find again
ZS
2
k,N =
1
k!
(

r12
)k ∫ k∏
s=1
d2(rΣs)
2pi
∣∣∣∣∣
(∏k
s=1
∏k
t6=s=1D(Σst)∏k
s=1Q(Σs)
) 1
2
e−Weff
∣∣∣∣∣
2
(4.105)
Refining the semiclassical approximation around the saddle points ofWeff up to quadratic
fluctuations, we obtain (eliminating the k! by choosing an order for the saddle points)
ZS
2
k,N =
∣∣∣∣∣e−Wcr
(

r12
) k
2
(∏k
s=1
∏k
t6=s=1D(Σst)∏k
s=1Q(Σs)
) 1
2 (
Det
∂2Weff
r2∂Σs∂Σt
)− 1
2
∣∣∣∣∣
2
(4.106)
Apart from the classical term |e−Wcr |2, this can be seen as the inverse norm square of
the eigenstates of the infinite set of integrals of motion for the ILW system, where each
eigenstate corresponds to an N−partition ~λ of k and as such we can denote it by |~λ〉:
ZS
2
k,N =
|e−Wcr |2
〈~λ|~λ〉
(4.107)
Comparing with (4.106), we find
1
〈~λ|~λ〉
=
∣∣∣∣∣
(

r12
) k
2
(∏k
s=1
∏k
t6=s=1D(Σst)∏k
s=1Q(Σs)
) 1
2 (
Det
∂2Weff
r2∂Σs∂Σt
)− 1
2
∣∣∣∣∣
2
(4.108)
For real parameters (for example when t→∞), this formula agrees with the expression
for the norm of the ILW eigenstates given in [91].
4.6.2 Quantum ILW Hamiltonians
In this subsection we propose that the chiral ring observables of the U(N) six-dimensional
gauge theory correspond to the set of commuting quantum Hamiltonians of the gl(N)
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ILW system. Due to R-symmetry selection rules, the chiral ring observables vanish in the
perturbative sector and are therefore completely determined by their non-perturbative
contributions. These are computed by the effective two-dimensional GLSM describing
D1-branes dynamics in presence of D(-1)s. More precisely, chiral observables of the
GLSM provide a basis for the quantum Hamiltonians of the corresponding integrable
system [114, 124, 125]. This implies that in our case the quantum Hamiltonians for the
ILW system are given by linear combinations of Tr Σn operators, for generic values of t:
ILW quantum Hamiltonians ←→ Tr Σn(t) (4.109)
which is just a particular case of (4.87), consequence of the Bethe/Gauge correspondence.
The calculation of the local chiral ring observables of U(N) gauge theory on C2 × S2
is analogous to the one on C2, the crucial difference being that in the six dimensional
case the bosonic and fermionic zero-modes in the instanton background acquire an extra
dependence on the two-sphere coordinates. As a consequence, the sum over the fixed
points is replaced by the sum over the vacua of the effective GLSM giving
tr eΦ =
N∑
l=1
(
eal − e− 1+22 (1− e1)(1− e2)
∑
m
eΣ
(l)
m (t)
)
(4.110)
where Σ
(l)
m (t) are the solutions of the Bethe equations (4.99). We expect the above
formula can be proved in a rigorous mathematical setting in the context of ADHM
moduli sheaves introduced in [126]. In the N = 2 case the first few terms read
TrΦ2
2
= a2 − 12
 |λ|∑
m=1
1 +
|µ|∑
n=1
1

TrΦ3
3
= −212
 |λ|∑
m=1
Σm +
|µ|∑
n=1
Σn

TrΦ4
4
=
a4
2
− 312
 |λ|∑
m=1
Σ2m +
|µ|∑
n=1
Σ2n
− 12 21 + 22
4
 |λ|∑
m=1
1 +
|µ|∑
n=1
1

TrΦ5
5
= −412
 |λ|∑
m=1
Σ3m +
|µ|∑
n=1
Σ3n
− 12(21 + 22)
 |λ|∑
m=1
Σm +
|µ|∑
n=1
Σn
 .
(4.111)
A check the proposal (4.109) can be obtained by considering the four dimensional limit
where explicit formulae are already known. Indeed in the four dimensional limit t→ ±∞
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the roots of the Bethe equations reduces to (4.101) [91]
Σ(l)m = a+

2
+ (i−1)1 + (j−1)2 = a− 
2
+ i1 + j2 , i, j > 1 , m = 1, . . . , |λ| .
(4.112)
Consequently, (4.110) reduces to the known formula for the chiral ring observables of
four-dimensional U(N) SYM [112, 127]:
TrΦn+1 =
N∑
l=1
an+1l +
N∑
l=1
k
(l)
1∑
j=1
[ (
al + 1λ
(l)
j + 2(j − 1)
)n+1 − (al + 1λ(l)j + 2j)n+1
− (al + 2(j − 1))n+1 + (al + 2j)n+1
]
(4.113)
where λ(l) = {λ(l)1 ≥ λ(l)2 ≥ . . . ≥ λ(l)k(l)1 }, l = 1, . . . , N indicate colored partitions of the
instanton number k =
∑
l,j λ
(l)
j . Since the four-dimensional limit corresponds to the
t → ∞ limit, we expect that the above chiral observables are related to the quantum
Hamiltonians of the BO system. For definiteness, let us consider the case N = 2. For
N = 2 the Young tableaux correspond to bipartitions (λ, µ) = (λ1 > λ2 > . . . , µ1 >
µ2 > . . .) such that |λ| + |µ| = k. For Benjamin-Ono, the eigenvalues of the Hamilto-
nian operators In are given by linear combinations of the eigenvalues of two copies of
trigonometric Calogero-Sutherland system [91, 90] as
h
(n)
λ,µ = h
(n)
λ (a) + h
(n)
µ (−a) (4.114)
with
h
(n)
λ (a) = 2
k
(λ)
1∑
j=1
[(
a+ 1λj + 2
(
j − 1
2
))n
−
(
a+ 2
(
j − 1
2
))n]
(4.115)
where k
(λ)
1 is the number of boxes in the first row of the partition λ, and λj is the number
of boxes in the j-th column. In particular, h
(1)
λ,µ = 12k. In terms of (4.115), the N = 2
chiral observables (4.113) read
TrΦn+1
n+ 1
=
an+1 + (−a)n+1
n+ 1
−
n∑
i=1
1 + (−1)n−i
2
n!
i!(n+ 1− i)!
(2
2
)n−i
h
(i)
λ,µ (4.116)
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The contributions from i = 0, i = n + 1 are zero, so they were not considered in the
sum. The first few cases are:
TrΦ2
2
= a2 − 12k , TrΦ
3
3
= −h(2)λ,µ
TrΦ4
4
=
a4
2
− h(3)λ,µ −
22
4
12k ,
TrΦ5
5
= −h(4)λ,µ −
22
2
h
(2)
λ,µ
(4.117)
We now rewrite the above formulae in terms of the BO Bethe roots (4.112) so that
h
(1)
λ = 12
|λ|∑
m=1
1
h
(2)
λ = 212
|λ|∑
m=1
Σm
h
(3)
λ = 312
|λ|∑
m=1
Σ2m + 12
21
4
|λ|∑
n=1
1
h
(4)
λ = 412
|λ|∑
m=1
Σ3m + 12
2
1
|λ|∑
n=1
Σm .
(4.118)
4.6.3 Quantum KdV
Another very interesting limit to analyse is the δ → 0 limit which provides a connec-
tion with quantum KdV system. Let us recall that KdV is a bi-Hamiltonian system,
displaying a further Poisson bracket structure behind the standard one (4.71), namely
{U(x), U(y)} = 2 (U(x) + U(y)) δ′(x− y) + δ′′′(x− y) (4.119)
The mapping between the Hamiltonians of the integrable hierarchy with respect to the
first and second Hamiltonian structure can be obtained via the Miura transform
U(x) = ux(x)− u(x)2 (4.120)
A quantization scheme for KdV system starting from the second Hamiltonian structure
was presented in [89] where it was shown that the quantum Hamiltonians correspond to
the Casimir operators in the enveloping algebra UVir. In particular, the profile function
U(x) is the semiclassical limit of the energy-momentum tensor of the two-dimensional
conformal field theory.
It is interesting to observe that the chiral ring observables of the abelian six-dimensional
gauge theory provide an alternative quantization of the same system, obtained starting
from the first Poisson bracket structure. Indeed the quantum ILW Hamiltonian trΦ3
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reads in the U(1) case
HILW = (1 + 2)
∑
p>0
p
2
qp + 1
qp − 1α−pαp +
∑
p,q>0
[12αp+qα−pα−q − α−p−qαpαq]
− 1 + 2
2
q + 1
q − 1
∑
p>0
α−pαp
(4.121)
where the free field is ∂φ = iQ
∑
k>0 z
kαk − iQ12
∑
k>0 z
−kα−k and Q = b + 1/b,
b =
√
1/2. This reproduces in the semiclassical limit b→ 0 the hydrodynamic profile
∂φ → iQu and from (4.121) the ILW Hamiltonian up to and overall factor −(1 + 2).
Let us notice that due to the twisting with the equivariant canonical bundle of C2, the
Hermitian conjugation for the oscillators reads α†k = 12α−k, α
†
−k = αk/12. By setting
θ = 0 and in the 2pit = δ → 0 limit (4.121) reduces to
HqKdV = δ (1 + 2)
∑
p>0
(1− p2)
12
α−pαp +
∑
p,q>0
[12αp+qα−pα−q − α−p−qαpαq] (4.122)
which in turn corresponds to the quantum KdV Hamiltonian. Notice that the extra term
in trΦ2 in (4.121), which is crucial in order to get a finite t→ 0 limit, is the counterpart
of the shift in ux/δ in the ILW equation (4.66). We expect that the spectrum of the
higher quantum KdV Hamiltonians can be obtained by substituting into (4.111) the
solutions of the N = 1 Bethe equations (4.99) expanded around t = 0; nevertheless the
N = 1 equations seem to be incomplete in this limit [128, 129].
The alternative expansion in an imaginary dispersion parameter θ around the disper-
sionless KdV point q = 1 of the quantum Hamiltonian has a nice interpretation in terms
of the orbifold quantum cohomology of the symmetric product of points Sk(C2). Indeed
when δ = 0, namely q = eiθ, the Hamiltonian of the six dimensional abelian gauge
theory can be shown to reduce to that describing the orbifold quantum cohomology of
the symmetric product of points: see section 4.3.4 and Appendix B.
Let us finally remark that also the BLZ quantization scheme can be recovered in the
context of gauge theory. To this end, one has to consider the U(2) case, whose relevant
algebra is precisely H⊕V ir. In this case, the t→ 0 limit of gl(2) quantum ILW reduces
to a decoupled U(1) current and the BLZ system of quantum Hamiltonians [91].
Chapter 5
∆ILW and elliptic Ruijsenaars:
a gauge theory perspective
5.1 Introduction
In the last part of the previous chapter we discussed the relation between the ADHM the-
ory on S2 and the quantum periodic ILW system, based on the Bethe/gauge correspon-
dence. Among other things, this correspondence allowed us to compute the spectrum of
the ILW system in terms of gauge theory quantities; this spectrum is then conjectured
to be given by the eigenvalues of N coupled copies of the elliptic Calogero-Sutherland
(eCS) system. All the results are obtained as a perturbative series expansion around the
known solutions of the Benjamin-Ono and trigonometric Calogero-Sutherland systems.
In this chapter we will see how these results can be reorganized in a more elegant way,
by considering the ADHM theory on S2×S1γ with γ radius of the extra circle, focussing
on the case N = 1. The generating function for the ILW spectrum (4.110) turns out
to coincide with the first gauge theory observable 〈Trσ〉 in three dimensions; more-
over, this can be thought as the eigenvalue of the first quantum Hamiltonian Ĥ1 of a
finite-difference version of the ILW system (we will refer to it as ∆ILW) [130], which
is therefore expected to be a generating function for the whole set of quantum ILW
Hamiltonians Îl.
From the mathematical point of view, the field η(x) satisfying the ∆ILW equation and
the quantum ∆ILW Hamiltonians Ĥl enter in the Heisenberg Fock space representation
of the so-called elliptic Ding-Iohara algebra, whose detailed analysis was performed in
[131]. This algebra is deeply connected with the free field representation of a quantum
integrable system known as the n-particles elliptic Ruijsenaars-Schneider (eRS) model.
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When this system is considered in the limit n → ∞, the elliptic Ding-Iohara algebra
provides a precise way to relate ∆ILW and eRS at the level of eigenvalues; this general-
izes and clarifies the connection we discovered between ILW and eCS spectra.
This connection can be translated in gauge theoretical terms. While the ∆ILW system
corresponds to the ADHM quiver on S2 × S1γ , the n-particles eRS system has a gauge
theory analogue as a 5d N = 1∗ U(n) theory on C2 × S1γ in Omega background coupled
to a 3d T [U(n)] defect on C× S1γ ; eigenfunctions and eigenvalues of eRS correspond to
the coupled 3d-5d instanton partition function Z inst3d−5d and the VEV of the U(n) Wilson
loop in the fundamental representation 〈WU(n) 〉 respectively, in the so-called Nekrasov-
Shatashvili limit [114]. We therefore expect, and we will show, that in the n→∞ limit
the Wilson loop VEV 〈WU(n) 〉 coming from this coupled 5d-3d theory reduces to the
〈Trσ〉 observable of the ADHM quiver on S2×S1γ , thus providing a remarkable connec-
tion between these two very different supersymmetric gauge theories.
The rest of the chapter is organized as follows. In the first part we will discuss the
trigonometric and elliptic quantum Ruijsenaars-Schneider models, as well as their ana-
logue in supersymmetric gauge theory language. In the second part we briefly review
the basic notions about the trigonometric and elliptic Ding-Iohara algebrae that we will
need for our purposes, together with their relation to the Ruijsenaars-Schneider quan-
tum systems. The last part concerns the correspondence between the ADHM theory
on S2 × S1γ , the ∆ILW system and the Ding-Iohara algebra. Once all these ingredients
are understood, we will conclude by stating and giving computational evidence for the
proposed correspondence between ∆ILW and eRS in the large number of particles limit.
5.2 The quantum Ruijsenaars-Schneider integrable systems
The n-particles trigonometric quantum Ruijsenaars-Schneider system (tRS) is an inte-
grable system which describes a set of n particles on a circle of radius γ, subject to the
interaction determined by the Hamiltonian
D
(1)
n,~τ (q, t) =
n∑
i=1
n∏
j 6=i
tτi − τj
τi − τj Tq,i (5.1)
Here τl are the positions of the particles, t is a parameter determining the strength of
the interaction, and Tq,i is a shift operator acting as
Tq,if(τ1, . . . , τi, . . . , τn) = f(τ1, . . . , qτi, . . . , τn) (5.2)
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on functions of the τl variables; we can think of it as Tq,i = e
iγ~ τi∂τi = qτi∂τi with q = eiγ~
and ~ quantization parameter. In the limit γ → 0, D(1)n,~τ reduces to the n-particles
trigonometric Calogero-Sutherland Hamiltonian. For completeness, let us mention that
the operator (5.1) is the first of a set of n commuting operators, given by
D
(r)
n,~τ (q, t) = t
r(r−1)/2 ∑
I⊂{1,2,...,n}
#I=r
∏
i∈I
j /∈I
tτi − τj
τi − τj
∏
i∈I
Tq,i for r = 1, . . . , n (5.3)
From the mathematical point of view, the operator D
(1)
n,~τ coincides with the first Mac-
donald difference operator; its eigenfunctions, known as Macdonald polynomials, are
given by symmetric polynomials in n variables τl of total degree k 6 n, and are in one-
to-one correspondence with partitions λ = (λ1, . . . , λn) of k of length n. Building blocks
for these polynomials are the power sum symmetric polynomials pm =
∑n
l=1 τ
m
l . The
Macdonald operator acts on the Macdonald polynomial Pλ(~τ ; q, t) corresponding to the
partition λ as
D
(1)
n,~τ (q, t)Pλ(~τ ; q, t) = E
(λ;n)
tRS Pλ(~τ ; q, t) (5.4)
with an eigenvalue given by
E
(λ;n)
tRS =
n∑
j=1
qλj tn−j (5.5)
Let us consider an example. Take k = 2; in this case we have two partitions and ,
corresponding to the Macdonald polynomials
1
2
(p21 − p2) for ,
1
2
(p21 − p2) +
1− qt
(1 + q)(1− t)p2 for (5.6)
This is the expression in terms of power sum symmetric polynomials, which is the same
for any n. Now, we can fix n; then we will have:
• For n = 2 the eigenfunction for the partition (1, 1) and its eigenvalue are
P(1,1)(τ1, τ2; q, t) = τ1τ2 , E
((1,1);2)
tRS = qt+ q (5.7)
while for the partition (2, 0) we have
P(2,0)(τ1, τ2; q, t) = τ1τ2 +
1− qt
(1 + q)(1− t)(τ
2
1 + τ
2
2 ) , E
((2,0);2)
tRS = q
2t+ 1 (5.8)
• For n = 3 the partition (1, 1, 0) has eigenfunction
P(1,1,0)(τ1, τ2, τ3; q, t) = τ1τ2 + τ1τ3 + τ2τ3 (5.9)
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and eigenvalue
E
((1,1,0);2)
tRS = qt
2 + qt+ 1 (5.10)
while the partition (2, 0, 0) has eigenfunction
P(2,0,0)(τ1, τ2, τ3; q, t) = τ1τ2 + τ1τ3 + τ2τ3 +
1− qt
(1 + q)(1− t)(τ
2
1 + τ
2
2 + τ
2
3 ) (5.11)
and eigenvalue
E
((2,0,0);2)
tRS = q
2t2 + t+ 1 (5.12)
The generic n case follows along these lines.
There exists a generalization of the tRS model, known as the elliptic Ruijsenaars-
Schneider model (eRS), defined by the elliptic version of the Hamiltonian (5.1), that
is
D
(1)
n,~τ (q, t; p) =
n∑
i=1
n∏
j 6=i
Θp(tτi/τj)
Θp(τi/τj)
Tq,i (5.13)
where
Θp(x) = (p; p)∞(x; p)∞(p/x; p)∞ , (x; p)∞ =
∞∏
s=0
(1− xps) (5.14)
For p = 0, the Hamiltonian (5.13) reduces to (5.1). The solution to this model, i.e.
eigenfunctions and eigenvalues of (5.13), is not known yet; nevertheless, one could try
to solve this system perturbatively around the known tRS solution by expanding (5.13)
around p ∼ 0. It turns out that eigenfunctions can still be labelled by partitions of k of
length n, although this time the eigenfunctions are symmetric polynomials in the τl/τm
variables.
It turns out that supersymmetric gauge theories can help in determining the solution
to the eRS system. In fact, recent results [132] have shown that eigenfunctions and
eigenvalues of the tRS and eRS systems can be obtained by an instanton counting
computation for a U(n) N = 1∗ theory in 5d, coupled to a 3d T [U(n)] defect; these
computations, although lengthy, are well understood and allow us to obtain the desired
solution to the eRS system, perturbatively in p. This is the subject of the next section.
5.3 Ruijsenaars systems from gauge theory
As discussed in [132], the tRS and eRS models have an alternative description in gauge
theoretical terms. Let us start by considering the n-particles tRS system. This is
related to the so-called N = 2∗ T [U(n)] quiver on C˜1×S1γ , with ˜1 parameter of Omega
background on C.
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. . .1 2 n− 1 n
Figure 5.1: The T [U(n)] quiver
The T [U(n)] theory has gauge group G = ⊗n−1s=1U(s), with an associated N = 4 vec-
tor multiplet for each factor in G, and N = 4 hypermultiplets in the bifundamental of
U(s)⊗U(s+ 1) with s = 1, . . . , n−1, where the last group U(n) is intended as a flavour
group. This theory depends on two sets of (exponentiated) parameters: first of all we
have the twisted masses µa, a = 1, . . . , n for the U(n) flavour group; then there are the
Fayet-Iliopoulos parameters τi with i =, 1 . . . , n
1. Moreover, we turn on the canonical
N = 2∗ deformation parameter t, which corresponds to a twisted mass parameter for
the adjoint N = 2 chiral multiplets contained inside the N = 4 vector multiplets.
To understand how this gauge theory is related to the tRS system, we have to analyse
the supersymmetric vacua in the Coulomb branch. The theory in the Coulomb branch
is described by the twisted effective superpotential W˜eff(~µ, ~τ , t, ~σ), with σ(s)α scalars in
the vector multiplets of the Cartan of G. When the Omega background parameter is
turned off, one can show that the equations
exp
(
∂W˜eff
∂σ
(s)
α
)
= 1 (5.15)
determining the supersymmetric vacua, i.e. the twisted chiral ring relations, reduce
to a classical version of the Hamiltonian (5.1), in which the operator Tq,i is replaced
by the classical momentum pτi ∼ exp(∂W˜eff/∂τi). The Omega background quantizes
the system by turning pτi to Tq,i, with q ∼ eiγ˜1 ; the vacua equation now becomes an
operator equation annihilating the partition function of the T [U(n)] theory on C˜1 ×S1γ ,
which therefore corresponds to the eigenfunction of the quantum Hamiltonian (5.1).
This partition function coincides with the holomorphic blocks Bl of the T [U(n)] theory
(l = 1 . . . , n!), which can be obtained from the partition function of our theory on the
squashed three-sphere S3b as
ZS3b
(~µ, ~τ , t, q) =
n!∑
l=1
|Bl(~µ, ~τ , t, q)|2 (5.16)
after an appropriate identification of ˜1 with the squashing parameter b. The corre-
sponding eigenvalues are given by VEV 〈WSU(n) 〉 = µ1 + . . . + µn of a flavour Wilson
1Here we introduced an additional topological U(1) as in [132], so that the physical FI parameter at
the s-th gauge node is τj+1/τj .
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loop wrapping S1γ in the fundamental representation of U(n).
Clearly, the situation is still incomplete. In our gauge theory version of tRS we have
additional parameters µa which were not appearing in the original system discusses in
the previous section, both in the eigenfunction and in the eigenvalue. Moreover, we
notice that the holomorphic blocks Bl are infinite series in the FI parameters and have
to be thought as formal eigenstates, as they might not be normalizable. So, in a sense,
we found an off-shell solution for tRS.
This issue was already clarified in [114]. The point is that the gauge theory related to the
tRS and eRS systems is not really T [U(n)], but the 5d N = 1∗ U(n) theory on C2˜1,˜2×S1γ
in the so-called Nekrasov-Shatashvili (NS) limit ˜2 → 0 in presence of codimension 2
and 4 defects; these correspond respectively to eigenfunctions and eigenvalues for tRS
or eRS. In fact, the T [U(n)] theory can be thought of as a different way of describing a
codimension two monodromy defect for this 5d theory; 3d and 5d theories can be coupled
by gauging the U(n) flavour group of T [U(n)], and in the decoupling limit we remain
with just the 3d theory. The mass m for the adjoint field in the 5dN = 2 vector multiplet
breaks supersymmetry from N = 2 to N = 1∗ and coincides with the parameter t of
3d N = 2∗ deformation as t ∼ e−iγm, while the 3d twisted masses µa correspond to
the 5d Coulomb branch moduli. These moduli are fixed by the Coulomb branch vacua
equations for the 5d theory in the NS limit given in [114]; considering the solutions
in which the Coulomb branch meets the Higgs branch of the theory (the special loci
known as the Higgs branch root [133]) ensures normalizability of the eigenstates. These
solutions are labelled by partitions λ of length n of an integer k 6 n; explicitly, we
obtain
µa = q
λatn−a , a = 1, . . . , n (5.17)
At these values the series Bl truncate to the Macdonald polynomial corresponding to
λ, and 〈WSU(n) 〉 reduces to (5.5). We are therefore able to recover the complete tRS
solution in purely gauge theoretical terms, in the limit in which the 5d theory is decou-
pled from the 3d one; if we consider instead the coupled system we reproduce the eRS
system, where the elliptic deformation parameter p is given by Q = e−8pi2γ/g2YM with
gYM 5d Yang-Mills coupling and the µa are still given by (5.17).
. . .1 2 n− 1 n mn
Figure 5.2: The 3d T [U(n)] theory as a defect for the 5d U(n) N = 1∗ theory
To sum up, the tRS/gauge theory dictionary can be summarized as follows:
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quantum tRS 3d-5d gauge theory (decoupled)
number of particles n rank 3d flavour group
particle positions τj 3d Fayet-Iliopoulos parameters
interaction coupling t 3d N = 2∗ deformation parameter
shift parameter q Omega background eiγ˜1
partitions λ of k 6 n 5d Coulomb-Higgs vacua (fix µa)
eigenvalue E
(λ;n)
tRS 〈WSU(n) 〉 for flavour U(n) at fixed µa
eigenfunctions Pλ(~τ ; q, t) holomorphic blocks Bl at fixed µa
while for the eRS/gauge theory dictionary we have
quantum eRS 3d-5d gauge theory (coupled)
number of particles n rank 3d flavour group / 5d gauge group
particle positions τj 3d Fayet-Iliopoulos parameters
interaction coupling t 3d N = 2∗ / 5d N = 1∗ deformation e−iγm
shift parameter q Omega background eiγ˜1
elliptic deformation p 3d-5d coupling parameter Q
partitions λ of k 6 n 5d Coulomb-Higgs vacua (fix µa)
eigenvalue E
(λ;n)
tRS 〈WSU(n) 〉 for 5d U(n) in NS limit at fixed µa
eigenfunctions Z3d−5dinst in NS limit at fixed µa
Reinterpreting the eRS system in terms of a supersymmetric gauge theory can help us
in explicitly computing eigenvalues and eigenfunctions of this integrable system per-
turbatively in Q, as done in [132], because of our good understanding of instanton
computations. For example, in [132] the authors computed the first correction in Q to
the eigenvalue
〈WSU(n) 〉 = 〈WU(n) 〉/〈WU(1) 〉 (5.18)
that is
〈WU(n) 〉 =
n∑
a=1
µa −Q(q − t)(1− t)
qtn
n∑
a=1
µa
n∏
b=1
b 6=a
(µa − tµb)(tµa − qµb)
(µa − µb)(µa − qµb) + o(Q
2) (5.19)
〈WU(1) 〉 =
(Qt−1;Q)∞(Qtq−1;Q)∞
(Q;Q)∞(Qq−1;Q)∞
(5.20)
This formula will become important later in this chapter.
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5.4 Free field realization of Ruijsenaars systems
As we saw in section 4.5.2, the trigonometric and elliptic Calogero-Sutherland models
determine the pole dynamics of multi-soliton solutions of the Benjamin-Ono or ILW
systems. If we think of the trigonometric and elliptic Ruijsenaars-Schneider models
as finite-difference versions of Calogero-Sutherland, we can therefore expect them to
determine the pole dynamics of solitons for the finite-difference version of BO or ILW
studied in [130, 134, 135], although to the best of our knowledge this correspondence
has not been studied in the literature in detail.
Fortunately, the same problem has been discussed in mathematical terms in [131]. There
the authors considered the collective coordinate description of quantum tRS in terms
of a deformed Heisenberg algebra, finding a relation with the so-called Ding-Iohara
algebra. This collective coordinate description allows one to consider tRS independently
of n and reduces to a quantum integrable system with an infinite number of commuting
Hamiltonians, which has later been interpreted as the finite-difference BO system [134,
135]. Similarly, the twisted elliptic deformation of the Ding-Iohara algebra studied
in [131] has been recognized as the finite-difference version of ILW in [130]. Here we
will briefly review the results of [131] which are relevant for our discussion; the finite-
difference versions of BO and ILW will be introduced in the next section.
5.4.1 The trigonometric case
Let us start by considering the collective coordinate description of tRS. In order to do
so, we will first need to introduce the Macdonald symmetric functions; we will follow
the conventions of [136, 137, 138]. Let Λn(q, t) = Q(q, t)[τ1, . . . , τn]Sn be the space of
n-variables symmetric polynomials over Q(q, t), with Sn the n-th symmetric group. As
in section 5.2, let us introduce the power sum symmetric polynomials pm =
∑n
l=1 τ
m
l and
define pλ = pλ1 · · · pλl(λ) for a partition of size |λ| = k and length l(λ) = #{i : λi 6= 0}.
Now, let ρn+1n : Λn+1(q, t)→ Λn(q, t) be the homomorphism given by
(ρn+1n f)(τ1, . . . , τn) = f(τ1, . . . , τn, 0) for f ∈ Λn+1(q, t) (5.21)
and define the ring of symmetric functions Λ(q, t) as the projective limit defined by
{ρn+1n }n>1
Λ(q, t) = lim←−nΛn(q, t) (5.22)
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The set {pλ} forms a basis of Λ(q, t). By defining nλ(a) = #{i : λi = a} and
zλ =
∏
a>1
anλ(a)nλ(a)! , zλ(q, t) = zλ
l(λ)∏
i=1
1− qλi
1− tλi (5.23)
we can introduce the inner product
〈pλ, pµ〉q,t = δλ,µzλ(q, t) (5.24)
The set {p˜λ} = {z−1λ (q, t)pλ} will therefore be a dual basis with respect to {pλ} under
the inner product (5.24); moreover we have
∑
λ
pλ(τ)p˜λ(τ˜) =
∏
(q, t)(τ, τ˜) (5.25)
in terms of the so-called reproduction kernel
∏
(q, t)(τ, τ˜) =
∏
i,j>1
(tτiτ˜j ; q)∞
(τiτ˜j ; q)∞
, (a; q)∞ =
∏
s>0
(1− aqs) (5.26)
This is true more in general: given two basis {uλ}, {vλ} of Λ(q, t), they are dual under
(5.24) if and only if
∑
λ uλ(τ)vλ(τ˜) =
∏
(q, t)(τ, τ˜); in this sense, the form of the inner
product is determined by the form of the kernel function. For our discussion, the relevant
basis of symmetric functions is given by the Macdonald basis {Pλ(τ ; q, t)}, uniquely
determined by the conditions
(1) Pλ(τ ; q, t) = mλ(τ) +
∑
µ<λ
uλµ(q, t)mµ(τ) with uλµ(q, t) ∈ Q(q, t)
(2) 〈Pλ(τ ; q, t), Pµ(τ ; q, t)〉q,t = 0 for λ 6= µ
(5.27)
where mλ(τ) are monomial symmetric functions and λ > µ ⇐⇒ |λ| = |µ| with λ1 +
. . .+λi > µ1 + . . .+µi for all i. From the functions Pλ(τ ; q, t) we recover the n-variables
Macdonald polynomials as Pλ(τ1, . . . , τn; q, t) = Pλ(τ1, . . . , τn, 0, 0, . . . ; q, t); these are
eigenstates of the Hamiltonians (5.1), (5.3) and satisfy (5.4).
We are now ready to discuss the free field realization of the tRS Hamiltonian (5.1). The
idea here is to introduce a (q, t)-deformed version of the Heisenberg algebra H(q, t), with
generators am (m ∈ Z) and commutation relations
[am, an] = m
1− q|m|
1− t|m| δm+n,0 (5.28)
A canonical basis in the Fock space of H(q, t) is given by the set of states a−λ|0〉 =
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a−λ1 · · · a−λl(λ) |0〉 depending on a partition λ; a generic state will be a linear combination
of the basis ones, with coefficients in Q(q, t). Let us notice that the bra-ket product
among basis states is such that
〈0|0〉 = 1 , 〈0|aλa−µ|0〉 = δλ,µzλ(q, t) (5.29)
and therefore coincides with the inner product (5.24). This is in agreement with the
natural isomorphism between this Fock space and Λ(q, t), simply given by
a−λ|0〉 ←→ pλ (5.30)
for a fixed partition λ. Now, in order to reproduce D
(1)
n,~τ in terms of bosonic operators,
we follow [131] (see also [136, 137, 138]) and introduce the vertex operators
η(z) = exp
(∑
n>0
1− t−n
n
a−nzn
)
exp
(
−
∑
n>0
1− tn
n
anz
−n
)
= : exp
−∑
n 6=0
1− tn
n
anz
−n
 : = ∑
n∈Z
ηnz
−n
(5.31)
and
ξ(z) = exp
(
−
∑
n>0
1− t−n
n
(tq−1)n/2a−nzn
)
exp
(∑
n>0
1− tn
n
(tq−1)n/2anz−n
)
= : exp
∑
n6=0
1− tn
n
(tq−1)|n|/2anz−n
 : = ∑
n∈Z
ξnz
−n
(5.32)
together with
φ(z) = exp
(∑
n>0
1− tn
1− qna−n
zn
n
)
, φ∗(z) = exp
(∑
n>0
1− tn
1− qnan
zn
n
)
(5.33)
By defining φn(τ) =
∏n
i=1 φ(τi) one can show that the kernel function is reproduced by
the operators φn(τ), φ
∗
n(τ) as
〈0|φ∗n(τ)φn(τ˜)|0〉 =
∏
(q, t)(τ, τ˜) (5.34)
while the action of D
(1)
n,~τ in terms of an oscillators can be expressed by the formulae
[η(z)]1φn(τ)|0〉 =
[
t−n + t−n+1(1− t−1)D(1)n,~τ (q, t)
]
φn(τ)|0〉
[ξ(z)]1φn(τ)|0〉 =
[
tn + tn−1(1− t)D(1)n,~τ (q−1, t−1)
]
φn(τ)|0〉
(5.35)
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where [ ]1 means the constant term in z, so that for example [η(z)]1 = η0. For com-
pleteness, let us mention here that the action of the higher order Hamiltonians D
(r)
n,~τ in
terms of bosonic fields is given by the operators
Or(q, t) =
[
r(z1, . . . , zr)∏
16i<j6r ω(zi, zj)
η(z1) . . . η(zr)
]
1
(5.36)
where
ω(zi, zj) =
(zi − q−1zj)(zi − tzj)(zi − qt−1zj)
(zi − zj)3
r(z1, . . . , zr) =
∏
16i<j6r
(zi − tzj)(zi − t−1zj)
(zi − zj)2
(5.37)
It is easy to see that by taking the normal order product these operators reduce to
Or(q, t) =
 ∏
16i<j6r
(zi − zj)2
(zi − qzj)(zi − q−1zj) : η(z1) . . . η(zr) :

1
(5.38)
For r = 1 we immediately recover O1 = [η(z)]1 = η0.
As a final comment, let us discuss the relation between these vertex operators and the
free field realization of the quantum Ding-Iohara algebra U(q, t). Set
g(z) =
G+(z)
G−(z)
, G±(z) = (1− q±1z)(1− t∓1z)(1− q∓1t±1z) (5.39)
Notice that g(z) = g(z−1)−1. By definition, U(q, t) is the unital associative algebra
generated by the currents
x±(z) =
∑
n∈Z
x±n z
−n , ψ±(z) =
∑
±n∈N
ψ±n z
−n (5.40)
and the central element γ±1/2 satisfying
[x+(z), x−(w)] =
(1− q)(1− t−1)
1− qt−1
(
δ(γ−1z/w)ψ+(γ1/2w)− δ(γz/w)ψ−(γ−1/2w)
)
x±(z)x±(w) = g(z/w)±1x±(w)x±(z)
ψ±(z)ψ±(w) = ψ±(w)ψ±(z)
ψ+(z)ψ−(w) =
g(γw/z)
g(γ−1w/z)
ψ−(w)ψ+(z) (5.41)
ψ+(z)x±(w) = g(γ∓1/2w/z)∓1x±(w)ψ+(z)
ψ−(z)x±(w) = g(γ∓1/2z/w)±1x±(w)ψ−(z)
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where we used the formal expression δ(z) =
∑
m∈Z z
m for the delta function. The claim,
shown in [131, 136, 137, 138], is that there is a representation ρ of U(q, t) on the Fock
space of our Heisenberg algebra, given by
ρ(γ) =
(
tq−1
)1/2
, ρ(x+(z)) = η(z) , ρ(x−(z)) = ξ(z) , ρ(ψ±(z)) = ϕ±(z)
(5.42)
with
ϕ+(z) =: η(γ1/2z)ξ(γ−1/2z) :=
= exp
(
−
∑
n>0
1− tn
n
(tq−1)−n/4(1− (tq−1)n)anz−n
)
=
∑
n∈N
ϕ+n z
−n
ϕ−(z) =: η(γ−1/2z)ξ(γ1/2z) :
= exp
(∑
n>0
1− t−n
n
(tq−1)−n/4(1− (tq−1)n)a−nzn
)
=
∑
n∈N
ϕ−−nz
n
(5.43)
An important point to notice is that since [ϕ±(z)]1 = 1 we get [η0, ξ0] = 0, which corre-
sponds to the commutativity [D
(1)
n (q, t), D
(1)
n (q−1, t−1)] = 0 of the Macdonald operators.
5.4.2 The elliptic case
We can now turn to the collective coordinates description of the eRS model. The goal
would be to find an elliptic analogue of the family of commuting operators (5.38) contain-
ing (5.13), and an associated elliptic version U(q, t, pq−1t) of the Ding-Iohara algebra. It
turns out that there are many ways to introduce an elliptic deformation of this algebra:
for example, the one in [131] differs by construction from the one in [136, 137, 138]; for
what we are interested in, the version of [131] is the most relevant one. In this section
we just recollect the main formulas we will need for the upcoming discussion.
In the elliptic case, the vertex operator gets modified as
η(z; pq−1t) = exp
(∑
n>0
1− t−n
n
1− (pq−1t)n
1− pn a−nz
n
)
exp
(
−
∑
n>0
1− tn
n
anz
−n
)
(5.44)
with p parameter of elliptic deformation. The elliptic commuting operators Or(q, t; p)
are constructed from (5.44) as in (5.36), with the ω and r functions replaced by
ω(zi, zj ; p) =
Θp(q
−1zj/zi)Θp(tzj/zi)Θp(qt−1zj/zi)
Θp(zj/zi)3
(5.45)
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r(z1, . . . , zr; p) =
∏
16i<j6r
Θp(tzj/zi)Θp(t
−1zj/zi)
Θp(zj/zi)2
(5.46)
where
Θp(z) = (p; p)∞(z; p)∞(pz−1; p)∞ (5.47)
The analogue of equation (5.35), now relating the eRS Hamiltonian to its bosonic oper-
ator version, reads
[
η(z; pq−1t)
]
1
φn(τ ; p) = φn(τ ; p)
[
t−n
n∏
i=1
Θp(qt
−1z/τi)
Θp(qz/τi)
Θp(tz/τi)
Θp(z/τi)
η(z; pq−1t)
]
1
+ t−n+1(1− t−1)(pt
−1; p)∞(ptq−1; p)∞
(p; p)∞(pq−1; p)∞
D
(1)
n,~τ (q, t; p)φn(τ ; p) (5.48)
with φn(τ ; p) = φ(τ1, . . . , τn; p) the opportune elliptic generalization of (5.33); see [131]
for further details. The interesting conjecture of [131], which we will verify in few cases
in the following sections, is that
lim
n→∞
[
t−n
n∏
i=1
Θp(qt
−1z/τi)
Θp(qz/τi)
Θp(tz/τi)
Θp(z/τi)
η(z; pq−1t)
]
1
|0〉 = 0 (5.49)
As we will see, the limit n → ∞ allows us to recover information about the finite-
difference version of ILW starting from the eRS system, and can be intuitively understood
as a hydrodynamic limit of eRS. From the gauge theory point of view, this limit will
lead to a remarkable relation between the 3d-5d coupled system of section 5.3 and the
ADHM theory on S2 × S1.
5.5 The finite-difference ILW system
In the previous section, we saw how the tRS and eRS systems can be described in terms
of bosonic Heisenberg operators. In [130, 134, 135] this free field representation has
been interpreted as a realization of the finite-difference version of the Benjamin-Ono
and ILW systems respectively (∆BO and ∆ILW for short). Scope of this section is to
introduce the main properties of these new hydrodynamic systems. The discussion will
necessarily be incomplete, since to the best of our knowledge these equations have re-
ceived extremely little attention in the literature; we refer the reader to [130, 134, 135]
for further details.
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The finite-difference version of the ILW equation has been studied in the classical limit
in [130] and reads
∂
∂t0
η(z, t0) =
i
2
η(z, t0)P.V.
∫ 1/2
−1/2
(∆γζ)(pi(w − z)) · η(w, t0)dw (5.50)
where the discrete Laplacian ∆γ is defined as (∆γf)(x) = f(x+ γ)− 2f(x) + f(x− γ)
and γ is a complex number. It is easy to show that in the limit γ → 0 (5.50) reduces
to (4.66), after an appropriate Galilean transformation on η(z, t0). The finite-difference
Benjamin-Ono limit of this equation has been studied in greater detail in [134, 135].
The ∆ILW system has a deep connection to the eRS and the elliptic deformation of
the Ding-Iohara algebra we discussed in the previous section. In fact, the Hamiltonians
Hr for classical ∆ILW given in [130] are exactly reproduced by a certain classical limit
of the commuting operators Or introduced in section 5.4.2; we therefore propose our
Or to be the quantum Hamiltonians Ĥr for quantum ∆ILW. Moreover, the η(z; pq−1t)
field of (5.44) can be shown to satisfy (5.50) in the sense of (4.72), where this time the
Hamiltonian generating the time evolution of the system is H1.
Now, since ∆ILW reduces to ILW as γ → 0, and taking into account that the time
evolution for quantum ∆ILW will be given by Ĥ1 = η0, we expect η0 to be a generating
function for the ILW quantum Hamiltonians Îl of section 4.5. This is also in agreement
with an observation made in [131], which relates the γ expansion of η0 to the operator of
quantum multiplication in the small quantum cohomology ring of the instanton moduli
spaceMk,1 [106]; this is now not surprising, since we already discussed in Chapter 4 how
this operator of quantum multiplication is identified with the quantum ILW Hamiltonian
Î3. Let us show how this works in practice. In order to avoid confusion with the notation,
we will rename the Ka¨hler modulus ofMk,1 as t˜ instead of t which was used in Chapter
4; the quantum cohomology parameter will be denoted as p˜ = e−2pit˜. For reasons which
will be clear in the next sections, the elliptic deformation parameter p and the quantum
cohomology parameter p˜ have to be identified as
p = −p˜
√
qt−1 (5.51)
Moreover, let us reparametrize q and t as q = eiγ1 and t = e−iγ2 in order to compare
with the gauge theory results of the next section. We can now rewrite (5.44) as
η(z; pq−1t) = exp
(∑
n>0
λ−nzn
)
exp
(∑
n>0
λnz
−n
)
(5.52)
with commutation relations for the λm
[λm, λn] = − 1
m
(1− qm)(1− t−m)(1− (pq−1t)m)
1− pm δm+n,0 (5.53)
Chapter 5. ∆ILW and elliptic Ruijsenaars: a gauge theory perspective 105
It is actually more convenient to go to the standard normalization for the oscillators, by
defining
λm =
1
|m|
√
−(1− q
|m|)(1− t−|m|)(1− (pq−1t)|m|)
1− p|m| am (5.54)
with commutation relations
[am, an] = mδm+n,0 (5.55)
After substituting p = −p˜
√
qt−1 we arrive at
λm =
1
|m|
√
−(1− q
|m|)(1− t−|m|)(1− (−p˜q−1/2t1/2)|m|)
1− (−p˜q1/2t−1/2)|m| am =
= γ2
√
12
[
1 + iγ
1 + 2
4
m
1 + (−p˜)m
1− (−p˜)m +
+ γ2
(
−(1 + 2)
2
8
m2
(−p˜)m
(1− (−p˜)m)2 −m
2 5(1 + 2)
2 − 412
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)
+ . . .
]
am
(5.56)
We therefore end up with the generating function for the ILW Hamiltonians Îl
η0 = [η(z;−p˜q−1/2t1/2)]1 = 1 + γ2Î2 + γ3Î3 + γ4Î4 + . . . (5.57)
where the first few Hamiltonians are given by
Î2 =
∑
m>0
a−mam (5.58)
Î3 = i
1 + 2
2
∑
m>0
m
1 + (−p˜)m
1− (−p˜)m a−mam +
1
2
∑
m,n>0
(a−m−naman + a−ma−nam+n) (5.59)
and
Î4 =
1
6
∑
m,n,l>0
(a−m−n−lamanal + a−ma−na−lam+n+l) +
1
4
∑
m,n,l,k>0
m+n=l+k
a−ma−nalak
+i
1 + 2
8
∑
m,n>0
[
m
1 + (−p˜)m
1− (−p˜)m + n
1 + (−p˜)n
1− (−p˜)n + (m+ n)
1 + (−p˜)m+n
1− (−p˜)m+n
]
(a−m−naman+a−ma−nam+n)
− 2(1 + 2)
2 − 12
12
∑
m>0
m2a−mam − (1 + 2)
2
2
∑
m>0
m2
(−p˜)m
(1− (−p˜)m)2a−mam (5.60)
Let us study the eigenvalue problem for these Hamiltonians; this will be needed for
comparison with gauge theory results. Denoting by k the eigenvalue of Î2, we restrict
ourselves to the cases k = 2 and k = 3 in the following.
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The k = 2 case
A state with k = 2 can generically be written as
(c1a
2
−1 + c2a−2)|0〉 (5.61)
in terms of two constants c1, c2 to be determined. The eigenvalue equation for the Î3
Hamiltonian
Î3(c1a
2
−1 + c2a−2)|0〉 = E3(c1a2−1 + c2a−2)|0〉 =
=
[(
c2 + i(1 + 2)
1− p˜
1 + p˜
c1
)
a2−1 +
(
c1 + 2i(1 + 2)
1 + p˜2
1− p˜2 c2
)
a−2
]
|0〉 (5.62)
results in an equation for the energy(
E3 − i(1 + 2)1− p˜
1 + p˜
)(
E3 − 2i(1 + 2)1 + p˜
2
1− p˜2
)
= 1 (5.63)
which has the two solutions
E
(1)
3 = i(21 + 2) + p˜
2i(1 + 2)2
1 − 2 + p˜
2 2i(1 + 2)(2
3
1 − 7212 + 2122 − 32)
(1 − 2)3 + o(p˜
3)
E
(2)
3 = i(1 + 22) + p˜
2i(1 + 2)1
2 − 1 + p˜
2 2i(1 + 2)(2
3
2 − 7221 + 2221 − 31)
(2 − 1)3 + o(p˜
3)
(5.64)
Similarly, the eigenvalue equation for Î4
Î4(c1a
2
−1 + c2a−2)|0〉 = E4(c1a2−1 + c2a−2)|0〉 (5.65)
results in the equation[
E4 + (1 + 2)
2
(
1
3
+
p˜2
(1− p˜2)2
)
− 212
3
] [
E4 + 4(1 + 2)
2
(
1
3
+
p˜2
(1− p˜2)2
)
− 212
3
]
=
= −(1 + 2)
2
4
(
1− p˜
1 + p˜
+
1 + p˜2
1− p˜2
)2
(5.66)
with solutions
E
(1)
4 =−
(
22
3
+ 12 +
421
3
)
− p˜(1 + 2)2(31 + 2)
1 − 2
+ p˜2
2(1 + 2)(−241 + 7312 + 2122 + 132 + 42)
(1 − 2)3 + o(p˜
3)
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E
(2)
4 =−
(
21
3
+ 12 +
422
3
)
− p˜(1 + 2)1(32 + 1)
2 − 1
+ p˜2
2(1 + 2)(−242 + 7321 + 2122 + 231 + 41)
(2 − 1)3 + o(p˜
3)
(5.67)
We therefore have two eigenstates, whose constants c1, c2 have to satisfy the relations
c2 =
(
i1 + p˜
2i1(1 + 2)
1 − 2 + p˜
2 2i1(1 + 2)(
2
1 − 412 − 22)
(1 − 2)3 + o(p˜
3)
)
c1
c2 =
(
i2 + p˜
2i2(1 + 2)
2 − 1 + p˜
2 2i2(1 + 2)(
2
2 − 412 − 21)
(2 − 1)3 + o(p˜
3)
)
c1
(5.68)
The remaining constant c1 enters only in the normalization of the eigenstates, and will
be of no importance for our discussion.
As a final remark, let us notice here that in the Benjamin-Ono limit p˜→ 0 the eigenstates
become
(a2−1 + i1a2)|0〉
(a2−1 + i2a2)|0〉
(5.69)
These can be compared with the γ → 0 limit of the Macdonald polynomials of (5.6),
given by the Jack polynomials p21− 12 p2 and p21−p2 (eigenfunctions of the trigonometric
Calogero-Sutherland system) for the partitions (2,0) and (1,1) respectively. It is easy to
see that these Jack polynomials coincide with (5.69) under the isomorphism
a−m|0〉 ←→ −i2pm (5.70)
The k = 3 case
A generic state with k = 3 can be written as
(c1a
3
−1 + c2a−2a−1 + c3a−3)|0〉 (5.71)
The eigenvalue equation for Î3
Î3(c1a
3
−1 + c2a−2a−1 + c3a−3)|0〉 = E3(c1a3−1 + c2a−2a−1 + c3a−3)|0〉 (5.72)
leads to an equation for the eigenvalue E3 with three solutions
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E
(1)
3 = i
3
2
(1 + 2) + 3i1 + p˜
3i2(1 + 2)
21 − 2
− p˜2 3i2(22
3
1 + 18
2
12 − 3122 + 32)
(21 − 2)3 + o(p˜
3)
E
(2)
3 = i
5
2
(1 + 2)− p˜2i(1 + 2)(
2
1 − 712 + 22)
221 − 512 + 222
+ p˜2
2i(2071 − 121612 + 65122 + 344132 + 343142 + 62152 − 121162 + 2072)
(221 − 512 + 222)3
+ o(p˜3)
E
(3)
3 = i
3
2
(1 + 2) + 3i2 + p˜
3i1(1 + 2)
22 − 1
− p˜2 3i1(22
3
2 + 18
2
21 − 3221 + 31)
(22 − 1)3 + o(p˜
3)
(5.73)
Similarly, the equation for Î4
Î4(c1a
3
−1 + c2a−2a−1 + c3a−3)|0〉 = E4(c1a3−1 + c2a−2a−1 + c3a−3)|0〉 (5.74)
admits non-trivial solutions only for the E4 energies
E
(1)
4 =−
(
22
2
+
912
4
+
921
2
)
− p˜32(1 + 2)(51 + 2)
2(21 − 2)
+ p˜2
32(1 + 2)(47
3
1 + 2
2
12 + 1
2
2 + 
3
2)
(21 − 2)3 + o(p˜
3)
E
(2)
4 =−
(
321
2
+
712
4
+
322
2
)
+ p˜
(1 + 2)
2(21 − 1312 + 22)
221 − 512 + 222
− p˜2 (1 + 2)
2(4061 − 303512 + 3454122 − 3253132 + 3452142 − 303152 + 4062)
(221 − 512 + 222)3
+ o(p˜3)
E
(3)
4 =−
(
21
2
+
912
4
+
922
2
)
− p˜31(1 + 2)(52 + 1)
2(22 − 1)
+ p˜2
31(1 + 2)(47
3
2 + 2
2
21 + 2
2
1 + 
3
1)
(22 − 1)3 + o(p˜
3)
(5.75)
We conclude that there are three eigenstates, labelled by the three partitions (3,0,0),
(2,1,0), (1,1,1) of k = 3. The eigenvalue equations fix the values of c2 and c3 in terms
of the overall normalization c1; again, in the limit p˜→ 0 the eigenstates are mapped to
Jack polynomials under (5.70).
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5.6 Finite-difference ILW from ADHM theory on S2 × S1
We discussed in Chapter 4 how the ILW system is related to the ADHM GLSM on S2
with N = 1; in particular, the equations determining the supersymmetric vacua in the
Coulomb branch correspond to the Bethe Ansatz Equations for ILW, and the local gauge
theory observables 〈Tr Σl〉 evaluated at the solutions of these equations give the ILW
spectrum. We might therefore expect the finite-difference version of ILW introduced in
the previous section to have an analogue in gauge theory; here we propose this gauge
theory to be the ADHM quiver on S2 × S1γ . Let us see how this works.
First of all, let us consider the case in which γ  r radius of S2. Then the IR theory will
be effectively two-dimensional. The supersymmetric Coulomb branch vacua equations
(4.99) for N = 1 will be modified to
sin[γ2 (Σs − a)]
∏k
t=1
t6=s
sin[γ2 (Σst − 1)] sin[γ2 (Σst − 2)]
sin[γ2 (Σst)] sin[
γ
2 (Σst − )]
=
p˜ sin[γ2 (−Σs + a− )]
∏k
t=1
t6=s
sin[γ2 (Σst + 1)] sin[
γ
2 (Σst + 2)]
sin[γ2 (Σst)] sin[
γ
2 (Σst + )]
(5.76)
because of the 1-loop contributions coming from the KK tower of chiral multiplets. Here
 = 1 + 2 and p˜ = e
−2pit˜ with t˜ Fayet-Iliopoulos parameter. For simplicity, from now
on we will set a = 0. When t˜→∞ (i.e. p˜→ 0), the solutions are labelled by partitions
λ of k, and are given by
Σs = (i− 1)1 + (j − 1)2 mod 2pii (5.77)
1
2
Figure 5.3: The partition (4,3,1,1) of k = 9
For t˜ finite we can change variables to σs = e
iγΣs , q = eiγ1 , t = e−iγ2 and rewrite (5.76)
as
(σs − 1)
k∏
t=1
t6=s
(σs − qσt)(σs − t−1σt)
(σs − σt)(σs − qt−1σt) =
p˜√
qt−1
(1− qt−1σs)
k∏
t=1
t6=s
(σs − q−1σt)(σs − tσt)
(σs − σt)(σs − q−1tσt)
(5.78)
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These are supposed to be the Bethe Ansatz Equations for the finite-difference ILW
system. Perturbatively in p˜ small the eigenfunctions are still labelled by partitions of k,
and the eigenvalues of the ∆ILW Hamiltonians Ĥr will be related to 〈Trσr〉 evaluated at
the solutions λ of (5.78). In particular, from what we noticed in section 4.5, we expect
the combination
E(λ)1 = 1− (1− q)(1− t−1)
∑
s
σs
∣∣∣
λ
(5.79)
(which is just the equivariant Chern character of the U(1) instanton moduli space)
to be the eigenvalue of Ĥ1. But now, since Ĥ1 is a generating function for the ILW
Hamiltonians Îl, our E1 will be a generating function for the ILW eigenvalues El according
to
E(λ)1 = 1 + γ212k + γ312E(λ)3 + γ412E(λ)4 + . . . (5.80)
This can be verified immediately. Let us list here the eigenvalue E(λ)1 for the solutions
of (5.78) at low k:
• Case k = 0
E(∅)1 = 1 (5.81)
• Case k = 1
E(1)1 = (q + t−1 − qt−1)− p˜
√
qt−1
(1− q)(1− t)(q − t)
qt
+ p˜2qt−1
(1− q)(1− t)(q − t)
qt
+ o(p˜3)
(5.82)
• Case k = 2, partition (2, 0)
E(2,0)1 = (q2 + t−1 − q2t−1)− p˜
√
qt−1
(1− q2)(1− t)2(q − t)
t(1− qt)
+ p˜2
(1− q2)(1− t)(q − t)
qt2(1− qt)3 [q
3 + t+ qt+ q2t2 + 3q3t2 + q4t2 + 2q2t3
− 3q2t− 2q3t− 2qt2 − qt3 − 2q4t3] + o(p˜3)
(5.83)
Expanded in γ as in (5.80), this expression reproduces E
(1)
3 of (5.64) and E
(1)
4 of
(5.67).
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• Case k = 2, partition (1, 1)
E(1,1)1 = (q + t−2 − qt−2)− p˜
√
qt−1
(1− q)2(1− t2)(q − t)
qt2(1− qt)
+ p˜2
(1− q)(1− t2)(q − t)
t3(1− qt)3 [2 + 2q
2t+ 3q2t2 + t3 + 2qt3 − q − 3qt
− q3t− 2t2 − qt2 − q2t3 − q2t4] + o(p˜3)
(5.84)
The expansion in γ reproduces E
(2)
3 of (5.64) and E
(2)
4 of (5.67).
• Case k = 3, partition (3, 0, 0)
E(3,0,0)1 = (q3 + t−1 − q3t−1)− p˜
√
qt−1
q(1− t)2(1− q3)(q − t)
t(1− q2t)
+ p˜2
(1− t)2(1− q3)(q − t)
t2(1− q2t)3 [q
4 + t+ 2qt+ q5t+ qt2 + q5t2 + 2q6t2
− q2t− 3q3t− 2q4t− 2q3t2 − q4t2] + o(p˜3)
(5.85)
The expansion in γ reproduces E
(1)
3 of (5.73) and E
(1)
4 of (5.75).
• Case k = 3, partition (2, 1, 0)
E(2,1,0)1 = (q2 + qt−1 + t−2 − qt−2 − q2t−1)
− p˜
√
qt−1
(1− q)(1− t)(q − t)
qt2(1− qt2)(1− q2t) [1 + 2qt+ 2q
2t2 + 2q3t3 + q4t4
− q2 − q3t− 2qt2 − q4t2 − qt3 − 2q2t3] + o(p˜2)
(5.86)
The expansion in γ reproduces E
(2)
3 of (5.73) and E
(2)
4 of (5.75).
• Case k = 3, partition (1, 1, 1)
E(1,1,1)1 = (q + t−3 − qt−3)− p˜
√
qt−1
(1− q)2(1− t3)(q − t)
qt3(1− qt2)
+ p˜2
(1− q)2(1− t3)(q − t)
t4(1− qt2)3 [2 + t+ qt+ q
2t2 + t5 + 2qt5 + qt6
− t2 − 2qt2 − 2t3 − 3qt3 − qt4] + o(p˜3)
(5.87)
The expansion in γ reproduces E
(3)
3 of (5.73) and E
(3)
4 of (5.75).
We can therefore conclude that the ADHM theory on S2×S1γ is the gauge theory whose
underlying integrable system corresponds to ∆ILW, as expected from the S2 case.
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5.7 ∆ILW as free field Ruijsenaars: the gauge theory side
Let us summarise what we have been doing until now. First of all, in section 5.2
we introduced the n-particles quantum trigonometric and elliptic Ruijsenaars-Schneider
models, and in section 5.3 we reformulated them in terms of a 5d N = 1∗ U(n) gauge
theory in presence of codimension 2 and 4 defects, which correspond respectively to
eigenfunctions and eigenvalues of tRS or eRS. This reformulation allows us to perform
explicit computations for the eRS system, thanks to our understanding of instantons
in supersymmetric gauge theories. In section 5.4 we reviewed the collective coordinate
realization of tRS and eRS in terms of free bosons; in section 5.5 this realization has
been given an interpretation in terms of a finite-difference version of the Benjamin-Ono
and ILW systems, which from the gauge theory point of view are related to the ADHM
theory on S2 × S1γ as discussed in section 5.6.
As we have seen, the free boson formalism is a powerful way to relate tRS to ∆BO and
eRS to ∆ILW. Intuitively, one would expect ∆ILW to arise as a hydrodynamic limit of
eRS, in which the number of particles n is sent to infinity while keeping the density of
particles finite. This can be nicely seen from (5.48) (or its trigonometric version (5.35)),
as this equation implies a relation between eRS and ∆ILW eigenvalues, which simplifies
greatly in the limit n→∞ if we believe in the conjecture (5.49). Actually, thanks to the
gauge theory computations, we will be able to show explicitly the validity of (5.49) at
first order in the elliptic deformation p. This would hint to an unexpected equivalence
at large n between our 5d theory with defects and the 3d ADHM theory: although we
are not able to give a justification in gauge theory of this equivalence at the moment,
in this section we will state the correspondence and give computational evidence of its
validity.
5.7.1 The trigonometric case: ∆BO from tRS
Let us first consider the equation (5.35) for the trigonometric case, i.e.
[η(z)]1φn(τ)|0〉 =
[
t−n + t−n+1(1− t−1)D(1)n,~τ (q, t)
]
φn(τ)|0〉 (5.88)
Here we are taking t−1 < 1; in the opposite case, we’ll just have to consider the second
equation in (5.35). We already know that eigenstates and eigenvalues of [η(z)]1 are
labelled by partitions λ of k and are independent of the length of the partition. In
particular, from (5.77) we know that the eigenvalue is given by
E(λ)1 = 1− (1− q)(1− t−1)
∑
(i,j)∈λ
qi−1t1−j = 1 + (1− t−1)
k∑
j=1
(qλj − 1)t1−j (5.89)
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From this expression it is clear that the λj which are zero do not contribute to the final
result. On the other hand, eigenfunctions and eigenvalues of tRS are also labelled by
the same partitions λ of k, but both of them depend on the length n of λ, i.e. on the
number of particles. Explicitly, the tRS eigenvalue is given by (5.5)
E
(λ;n)
tRS =
n∑
j=1
qλj tn−j (5.90)
Equation (5.88) is telling us that there is a relation between the ∆BO and tRS eigen-
values: at fixed λ (eigenstate) we have
E(λ)1 = t−n + t−n+1(1− t−1)E(λ;n)tRS (5.91)
This equality can be easily shown to be true for all n. In fact
E
(λ;n)
tRS = t
n−1
k∑
j=1
qλj t1−j + tn−1
n∑
j=1
t1−j − tn−1
k∑
j=1
t1−j
= tn−1
k∑
j=1
(qλj − 1)t1−j + tn−1 1− t
−n
1− t−1
(5.92)
which, inserted in (5.91), reproduces (5.89).
Let us now study what happens the limit n→∞: even if this is not really relevant for
the discussion at the trigonometric level, it will become very important when we discuss
the elliptic case. First of all, we notice that E(λ)1 and E(λ;n)tRS fail to be proportional to
each other because of the constant term t−n, which however disappears when n → ∞:
this is in agreement with the conjecture (5.49) of [131] considered in the trigonometric
limit. Then the right hand side of (5.91) becomes
lim
n→∞
[
t−n + t−n+1(1− t−1)E(λ;n)tRS
]
= 1 + (1− t−1)
k∑
j=1
(qλj − 1)t1−j (5.93)
and coincides with E(λ)1 of (5.89). Therefore, we can conclude that there are two ways
to recover the ∆BO eigenvalue from the tRS one at fixed λ. The first possibility is to
use (5.91) as it is: this works for all n, but requires the knowledge of the constant term,
which in this case is just t−n. The second possibility consists in taking the limit n→∞
on the right hand side of (5.91): this method is the most suitable one if one does not
know the explicit expression for the constant term, since this is conjectured to vanish
in the limit, but requires the knowledge of the tRS eigenvalue for generic n. As we are
going to discuss now, for the elliptic case the second way is the only one available to us.
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5.7.2 The elliptic case: ∆ILW from eRS
At the elliptic level, the equation we have to consider is (5.48)
[
η(z;−p˜q−1/2t1/2)
]
1
φn(τ ; p) = φn(τ ; p)
[
t−n
n∏
i=1
Θp(qt
−1z/τi)
Θp(qz/τi)
Θp(tz/τi)
Θp(z/τi)
η(z; pq−1t)
]
1
+ t−n+1(1− t−1)(pt
−1; p)∞(ptq−1; p)∞
(p; p)∞(pq−1; p)∞
D
(1)
n,~τ (q, t; p)φn(τ ; p) (5.94)
or better its analogue for the eigenvalues
E(λ)1 (p˜) =
[
t−n
n∏
i=1
Θp(qt
−1z/τi)
Θp(qz/τi)
Θp(tz/τi)
Θp(z/τi)
η(z; pq−1t)
]
1
+ t−n+1(1− t−1)(pt
−1; p)∞(ptq−1; p)∞
(p; p)∞(pq−1; p)∞
E
(λ;n)
eRS (p) (5.95)
Unlike the trigonometric case, here we no longer know the constant term in (5.95);
therefore, if we want to recover E(λ)1 (p˜) from E(λ;n)eRS (p) we should take the large n limit
of this equation, which under the conjecture (5.49) reads
E(λ)1 (p˜) = limn→∞
[
t−n+1(1− t−1)(pt
−1; p)∞(ptq−1; p)∞
(p; p)∞(pq−1; p)∞
E
(λ;n)
eRS (p)
]
(5.96)
Another problem is that we do not have closed form expressions for the eigenvalues;
we can only recover them perturbatively around the trigonometric values, thanks to
computations in gauge theory. In particular, as we have seen the eigenvalue E(λ)1 (p˜) for
∆ILW can be obtained from the ADHM theory on S2 × S1γ , with parameters identified
as q = eiγ1 , t = e−iγ2 , p˜ = e−2pit˜, and it is given by (5.79). On the other hand, the
eigenvalue E
(λ;n)
eRS (p) for eRS coincides with the Wilson loop (5.18) for the 5d N = 1∗
U(n) theory on C2˜1,˜2 ×S1γ in the NS limit ˜2 → 0, with Coulomb branch parameters µa
fixed by (5.17); in this case q = eiγ˜1 , t = e−iγm and p = Q = e−8pi2γ/g2YM . With these
results we can verify the conjecture (5.49) by proving the validity of (5.96), at least at
order p in the elliptic deformation parameter. Let us show this for the lowest values of
k.
• Case k = 0
The general strategy is as follows. At fixed n, we consider the E
(λ;n)
eRS (p) eigenvalue
(5.18) and evaluate it at the values of µa (5.17) corresponding to the length n
partition λ = (0, 0, . . . , 0). After doing this for the lowest values of n, we are able
to recognize how the eigenvalue depends on n; with this result we can then study
Chapter 5. ∆ILW and elliptic Ruijsenaars: a gauge theory perspective 115
the behaviour at large n. In the case at hand, this procedure gives us
t−n+1(1− t−1)(pt
−1; p)∞(ptq−1; p)∞
(p; p)∞(pq−1; p)∞
E
((0,0,...,0);n)
eRS (p) =
= (1− t−n)
[
1 + p
(1− q)(1− t)(q − t)
q2t(1− q−1t1−n) t
1−n + o(p2)
] (5.97)
which in the limit n→∞ is just 1+o(p2), in agreement with (5.81) at order o(p2).
• Case k = 1
Here the relevant partition is λ = (1, 0, . . . , 0); the eigenvalue depends on n as
t−n+1(1− t−1)(pt
−1; p)∞(ptq−1; p)∞
(p; p)∞(pq−1; p)∞
E
((1,0,...,0);n)
eRS (p) =
=
[
1− t−n + (q − 1)(1− t−1)]
+ p
(1− q)(1− t)(q − t)(1 + q−1t1−n)
q3(1− q−1t2−n)(1− q−2t1−n)
[
(1− q)(1− t−1)t1−n + q2t−1(1− t−n)(1− q−2t2−n)]
+ o(p2)
(5.98)
which in the limit n→∞ reduces to
(q + t−1 − qt−1) + p(1− q)(1− t)(q − t)
qt
+ o(p2) (5.99)
Comparison with (5.82) tells us that we have to identify p = −p˜
√
qt−1 as we
anticipated in (5.51).
• Case k = 2, partition (2,0)
For the partition λ = (2, 0, . . . , 0) we obtain
t−n+1(1− t−1)(pt
−1; p)∞(ptq−1; p)∞
(p; p)∞(pq−1; p)∞
E
((2,0,...,0);n)
eRS (p) =
=
[
1− t−n + (q2 − 1)(1− t−1)]
+ p
(1− q2)(1− t)2(q − t)(1− q−1t−n)
t(1− qt)(1− q−2t1−n)
+ p
(1− q)(1− t)(q − t)(1− q−2t−n)(1− q−3t2−n)(1− t1−n)
q2(1− q−1t2−n)(1− q−2t1−n)(1− q−3t1−n) t
−n
+ o(p2)
(5.100)
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which in the limit n→∞ reduces to
(q2 + t−1 − q2t−1) + p(1− q
2)(1− t)2(q − t)
t(1− qt) + o(p
2) (5.101)
This matches (5.83) for p = −p˜
√
qt−1 as expected.
• Case k = 2, partition (1,1)
For the partition λ = (1, 1, 0, . . . , 0) we have
t−n+1(1− t−1)(pt
−1; p)∞(ptq−1; p)∞
(p; p)∞(pq−1; p)∞
E
((1,1,0,...,0);n)
eRS (p) =
=
[
1− t−n + (q − 1)(1− t−2)]
+ p
(1− q)2(1− t2)(q − t)(1− t1−n)
qt2(1− qt)(1− q−1t2−n)
+ p
(1− q)(1− t)(q − t)(1− q−1t−n)(1− q−2t3−n)(1− t2−n)
q2(1− q−1t3−n)(1− q−1t2−n)(1− q−2t1−n) t
−n
+ o(p2)
(5.102)
which in the limit n→∞ becomes
(q + t−2 − qt−2) + p(1− q)
2(1− t2)(q − t)
qt2(1− qt) + o(p
2) (5.103)
This matches (5.84) for p = −p˜
√
qt−1.
• Case k = 3, partition (3,0,0)
For the partition λ = (3, 0, 0, . . . , 0) we have
t−n+1(1− t−1)(pt
−1; p)∞(ptq−1; p)∞
(p; p)∞(pq−1; p)∞
E
((3,0,0,...,0);n)
eRS (p) =
=
[
1− t−n + (q3 − 1)(1− t−1)]
+ p
q(1− q3)(1− t)2(q − t)(1− q−2t−n)
t(1− q2t)(1− q−3t1−n)
+ p
(1− q)(1− t)(q − t)(1− q−3t−n)(1− q−4t2−n)(1− t1−n)
q2(1− q−1t2−n)(1− q−3t1−n)(1− q−4t1−n) t
−n + o(p2)
(5.104)
which in the limit n→∞ becomes
(q3 + t−1 − q3t−1) + pq(1− q
3)(1− t)2(q − t)
t(1− q2t) + o(p
2) (5.105)
This matches (5.85) for p = −p˜
√
qt−1.
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• Case k = 3, partition (2,1,0)
For the partition λ = (2, 1, 0, . . . , 0) we have
t−n+1(1− t−1)(pt
−1; p)∞(ptq−1; p)∞
(p; p)∞(pq−1; p)∞
E
((2,1,0,...,0);n)
eRS (p) =
=
[
1− t−n + (q − 1)(1− t−1)(1 + q + t−1)]
+ p
(1− q)(1− t)(q − t)(1− q2)(1− qt2)(1− t1−n)
qt2(1− qt)(1− q2t)(1− q−1t2−n)
+ p
(1− q)(1− t)(q − t)(1− t2)(1− q2t)(1− q−1t−n)
t(1− qt)(1− qt2)(1− q−2t1−n)
+ p
(1− q)(1− t)(q − t)(1− q−1t−n+1)(1− q−2t−n+3)
q2(1− q−1t−n+3)(1− q−1t−n+2)(1− q−2t−n+2)
(1− q−2t−n)(1− q−3t−n+2)(1− t−n+2)
(1− q−2t−n+1)(1− q−3t−n+1) t
−n + o(p2)
(5.106)
which in the limit n→∞ becomes
(q2 + t−2 + qt−1 − qt−2 − q2t−1)
+ p
(1− q)(1− t)(q − t)
qt2(1− qt2)(1− q2t)
[(1− q2)(1− qt2)2 + qt(1− t2)(1− q2t)2]
(1− qt) + o(p
2)
(5.107)
This matches (5.86) for p = −p˜
√
qt−1.
• Case k = 3, partition (1,1,1)
For the partition λ = (1, 1, 1, 0, . . . , 0) we have
t−n+1(1− t−1)(pt
−1; p)∞(ptq−1; p)∞
(p; p)∞(pq−1; p)∞
E
((1,1,1,0,...,0);n)
eRS (p) =
=
[
1− t−n + (q − 1)(1− t−1)(1 + t−1 + t−2)]
+ p
(1− q)2(1− t3)(q − t)(1− t2−n)
qt3(1− qt2)(1− q−1t3−n)
+ p
(1− q)(1− t)(q − t)(1− q−1t−n)(1− q−2t4−n)(1− t3−n)
q2(1− q−1t4−n)(1− q−1t3−n)(1− q−2t1−n) t
−n
+ o(p2)
(5.108)
which in the limit n→∞ becomes
(q + t−3 − qt−3) + p(1− q)
2(1− t3)(q − t)
qt3(1− qt2) + o(p
2) (5.109)
This matches (5.87) for p = −p˜
√
qt−1.
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5.7.3 The gauge theory correspondence
The above computations suggest the validity of conjecture (5.96): it is therefore possible
to recover the ∆ILW eigenvalues starting from the eRS ones, by taking the limit n→∞.
This is not surprising from the integrable systems point of view, since ∆ILW is expected
to arise as a hydrodynamic limit of eRS; nevertheless, this correspondence looks quite
non-trivial from the gauge theory point of view, in which (5.96) is rewritten as
1− (1− q)(1− t−1)Trσ∣∣
λ
= lim
n→∞
[
t−n+1(1− t−1)〈WU(n) 〉
] ∣∣
λ
(5.110)
Here we are proposing an equivalence between a local observable in the 3d ADHM theory
and a non-local observable (Wilson loop) in the 5d N = 1∗ U(n) theory when n → ∞.
This might indicate an infra-red duality of some sort which relates the two theories in
this limit; for clarity, let us introduce here the corresponding dictionary:
3d ADHM theory 3d-5d theory (coupled), n→∞
lives on S2r × S1γ C2˜1,˜2 × S1γ
coupling t twisted mass e−iγ2 5d N = 1∗ mass deformation e−iγm
shift q twisted mass eiγ1 Omega background eiγ˜1
elliptic parameter p Fayet-Iliopoulos p˜ = −p/
√
qt−1 3d-5d coupling Q
partitions λ of k ADHM Coulomb vacua 5d Coulomb-Higgs vacua
observable 〈Trσ〉 〈WU(∞) 〉 in NS limit ˜2 → 0
More in general, we expect the ADHM local observable 〈Trσr〉 to be related to the
n→∞ limit of the 5d Wilson loop 〈WU(n)〉 in the rank r antisymmetric representation.
Although at the moment we do not have a good explanation for this duality, we notice
that a similar 3d/5d duality appeared in [133]. There the 3d theory arises as the world-
volume theory of vortex strings probing the Higgs branch of the 5d theory; in our context,
the 3d theory is more related to instanton counting for a 7d U(1) pure super Yang-Mills
theory. It is possible that by considering brane constructions of these theories a natural
interpretation for this duality will arise: further investigation on this point is needed.
Appendix A
A and D-type singularities
The k-instanton moduli space for U(N) gauge theories on ALE spaces C2/Γ with Γ finite
subgroup of SU(2) has been described in [139] in terms of quiver representation theory.
We can therefore apply the same procedure we used in the main text: we consider a
system of D1-D5 branes on C2/Γ× T ∗S2 × C and think of Nakajima quivers as GLSM
on S2, whose partition function will give us information about the quantum cohomology
of the corresponding target ALE space. Similar results were discussed in [140]. We will
focus on A and D-type singularities and consider the Hilbert scheme of points on their
resolutions, as well as the orbifold phase given by the symmetric product of points.
A.1 Ap−1 singularities
Let us start by considering the Ap−1 case, i.e. Γ = Zp with p > 2. The moduli space
M(~k, ~N, p) of instantons on this space can be obtained via an ADHM-like construction,
whose data are encoded in the associated Nakajima quiver, which in this case is the
affine quiver Âp−1 with framing at all nodes (figure A.1). The vector ~k = (k0, . . . , kp−1)
parametrizes the dimensions of the vector spaces at the nodes of the quiver, while the
vector ~N = (N0, . . . , Np−1) gives the dimensions of the framing vector spaces; the extra
node on the affine Dynkin diagram corresponds to k0. The choice of ~N determines ~k
once the Chern class of the gauge vector bundle has been fixed [139].
The Nakajima quiver can be easily transposed to a GLSM on S2. This theory will have
gauge group G =
∏p−1
b=0 U(kb), flavour group GF =
∏p−1
b=0 U(Nb)×U(1)2 and the matter
content summarized in the following table:
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χ(b) B(b,b+1) B(b,b−1) I(b) J (b)
gauge G Adj(b) (k
(b)
,k(b+1)) (k
(b)
,k(b−1)) k(b) k(b)
flavor GF 1(−1,−1) 1(1,0) 1(0,1) N
(b)
(1/2,1/2) N
(b)
(1/2,1/2)
twisted masses + = 1 + 2 −1 −2 −a(b)j − +2 a
(b)
j − +2
R-charge 2 0 0 0 0
With the superpotential
W =
p−1∑
b=0
Trb[χ
(b)(B(b,b+1)B(b+1,b) −B(b,b−1)B(b−1,b) + I(b)J (b))]
(assuming the identification b ∼ b+ p), the F and D-term equations describing the clas-
sical space of supersymmetric vacua in the Higgs branch coincide with the ADHM-like
equations characterizing M(~k, ~N, p).
k0
k1kp−1Np−1
N0
N1
Figure A.1: The affine Âp−1 quiver.
We can now compute the partition function on S2 for this GLSM by applying the
prescription described in this Thesis. Defining zb = e
−2piξb−iθb = e−2pitb , with tb =
ξb+iθb/2pi complexified Fayet-Iliopoulos parameter, the partition function can be written
as
Z~k, ~N,p =
1
k0! . . . kp−1!
∑
~m0,..., ~mp−1∈Z
∫ p−1∏
b=0
kb∏
s=1
d(rσ
(b)
s )
2pi
z
irσ
(b)
s +m
(b)
s /2
b z
irσ
(b)
s −m(b)s /2
b ZvecZadjZbifZf+af
(A.1)
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where the various pieces of the integrand are given by
Zvec =
p−1∏
b=0
kb∏
s<t
(−1)m(b)s −m(b)t
(rσ(b)s − rσ(b)t )2 +
(
m
(b)
s
2
− m
(b)
t
2
)2
=
p−1∏
b=0
kb∏
s 6=t
Γ
(
1− irσ(b)s + irσ(b)t − m
(b)
s
2 +
m
(b)
t
2
)
Γ
(
irσ
(b)
s − irσ(b)t − m
(b)
s
2 +
m
(b)
t
2
)
Zadj =
p−1∏
b=0
kb∏
s,t=1
Γ
(
1− irσ(b)s + irσ(b)t − ir+ − m
(b)
s
2 +
m
(b)
t
2
)
Γ
(
irσ
(b)
s − irσ(b)t + ir+ − m
(b)
s
2 +
m
(b)
t
2
)
(A.2)
Zbif =
p−1∏
b=0
kb∏
s=1
kb−1∏
t=1
Γ
(
−irσ(b)s + irσ(b−1)t + ir1 − m
(b)
s
2 +
m
(b−1)
t
2
)
Γ
(
1 + irσ
(b)
s − irσ(b−1)t − ir1 − m
(b)
s
2 +
m
(b−1)
t
2
)
Γ
(
irσ
(b)
s − irσ(b−1)t + ir2 + m
(b)
s
2 −
m
(b−1)
t
2
)
Γ
(
1− irσ(b)s + irσ(b−1)t − ir2 + m
(b)
s
2 −
m
(b−1)
t
2
)
Zf+af =
p−1∏
b=0
kb∏
s=1
Nb∏
j=1
Γ
(
−irσ(b)s + ira(b)j + ir +2 − m
(b)
s
2
)
Γ
(
1 + irσ
(b)
s − ira(b)j − ir +2 − m
(b)
s
2
)
Γ
(
irσ
(b)
s − ira(b)j + ir +2 + m
(b)
s
2
)
Γ
(
1− irσ(b)s + ira(b)j − ir +2 + m
(b)
s
2
)
(A.3)
We are not interested to explicitly evaluate the partition function at the moment. In-
stead, we want to study the IR Coulomb branch effective field theory; this is a purely
abelian gauge theory with the Cartan of G as gauge group, and can be described by a
function Weff, known as the effective twisted superpotential, which is a function of the
scalar components of the vector superfields of our effective theory. By the Bethe/ gauge
correspondence [124, 125],Weff corresponds to the Yang-Yang function of some quantum
integrable system; in our case, we will see that the associated integrable system is the
generalization of the periodic Intermediate Long Wave introduced in [128].
A.1.1 Analysis of the Coulomb branch
Here we will follow the procedure described in Chapter 4 for the case p = 1. Defining
irΣ
(b)
s = irσ
(b)
s +
m
(b)
s
2 , we can take the large radius limit r → ∞ of (A.1); by using
Appendix A. A and D-type singularities 122
Stirling’s approximation we have
Γ(−irΣ)
Γ(1 + irΣ)
∼ exp
{
ω(−irΣ)− 1
2
ln(−irΣ)− ω(irΣ)− 1
2
ln(irΣ)
}
(A.4)
with ω(x) = x(lnx− 1). Therefore we can rewrite the partition function at large radius
as
Z~k, ~N,p =
p−1∏
b=0
(r+)
kb
kb!
∫ p−1∏
b=0
kb∏
s=1
d(rΣ
(b)
s )
2pi
∣∣∣∣∣
p−1∏
b=0
kb∏
s=1
∏kb
t6=sD(Σ
(b)
s − Σ(b)t )
Qb(Σ
(b)
s )
∏kb−1
t=1 F (Σ
(b)
s − Σ(b−1)t )
 12 e−Weff∣∣∣∣∣
2
(A.5)
where the functions entering the integration measure are
D(Σ(b)s − Σ(b)t ) = r2(Σ(b)s − Σ(b)t )(Σ(b)s − Σ(b)t + +)
F (Σ(b)s − Σ(b−1)t ) = r2(Σ(b)s − Σ(b−1)t − 1)(Σ(b)s − Σ(b−1)t + 2)
Qb(Σ
(b)
s ) =
Nb∏
j=1
r2
(
Σ(b)s − a(b)j −
+
2
)(
Σ(b)s − a(b)j +
+
2
) (A.6)
while the twisted effective superpotential reads
Weff = 2pi
p−1∑
b=0
kb∑
s=1
irtbΣ
(b)
s +
p−1∑
b=0
kb∑
s=1
Nb∑
j=1
[
ω(irΣ(b)s − ira(b)j − ir
+
2
) + ω(−irΣ(b)s + ira(b)j − ir
+
2
)
]
+
p−1∑
b=0
kb∑
s,t 6=s
[
ω(irΣ(b)s − irΣ(b)t ) + ω(irΣ(b)s − irΣ(b)t + ir+)
]
+
p−1∑
b=0
kb∑
s=1
kb−1∑
s=1
[
ω(irΣ(b)s − irΣ(b−1)t − ir1) + ω(−irΣ(b)s + irΣ(b−1)t − ir2)
]
(A.7)
From the Bethe/gauge correspondence, the equations determining the supersymmetric
vacua in the Coulomb branch (saddle points of Weff)
exp
(
∂Weff
∂(irΣ
(b)
s )
)
= 1 (A.8)
correspond to Bethe Ansatz Equations for a quantum integrable system. For our theory,
the equations are
Nb∏
j=1
Σ
(b)
s − a(b)j − +2
−Σ(b)s + a(b)j − +2
kb∏
t=1
t6=s
Σ
(b)
s − Σ(b)t + +
Σ
(b)
s − Σ(b)t − +
kb−1∏
t=1
Σ
(b)
s − Σ(b−1)t − 1
Σ
(b)
s − Σ(b−1)t + 2
kb+1∏
t=1
Σ
(b)
s − Σ(b+1)t − 2
Σ
(b)
s − Σ(b+1)t + 1
= e−2pitb
(A.9)
Appendix A. A and D-type singularities 123
These are exactly the Bethe Ansatz Equations for the generalization of the periodic
Intermediate Long Wave quantum system proposed in [128]. They can be rewritten in
a form which generalizes to any quiver:
Nb∏
j=1
Σ
(b)
s − a(b)j − +2
−Σ(b)s + a(b)j − +2
p−1∏
c=0
kc∏
t=1
(c,t) 6=(b,s)
Σ
(b)
s − Σ(c)t + CTbc
Σ
(b)
s − Σ(c)t −Cbc
= e−2pitb (A.10)
where
Cbc =

+ −1 0 . . . 0 −2
−2 + −1 . . . 0 0
0 −2 + . . .
...
...
...
...
. . .
. . . −1 0
0 0
... −2 + −1
−1 0 . . . 0 −2 +

(A.11)
is the adjacency matrix of the quiver graph. Let us remark that when 1 = 2, (A.11)
reduces to the Cartan matrix of the affine Âp−1 algebra. A similar observation has been
made for XXX spin chains with higher rank spin group in [124], relatively to Cartan
matrices of non-affine Lie algebras.
The solutions to (A.10) are in one to one correspondence with the supersymmetric vacua
in the Coulomb branch and with the eigenstates of the infinite set of integrals of motion
for the generalized PILW system. We can now perform a semiclassical analysis of the
partition function around a vacuum α to obtain a formula for the inverse norm of the
eigenstates, along the lines of (4.108). The semiclassical approximation gives
Z~k, ~N,p =
∣∣∣∣∣e−Weff
p−1∏
b=0
(r+)
kb
2
p−1∏
b=0
kb∏
s=1
∏kb
t6=sD(Σ
(b)
s − Σ(b)t )
Qb(Σ
(b)
s )
∏kb−1
t=1 F (Σ
(b)
s − Σ(b−1)t )
 12 (Det ∂2Weff
r2∂Σ
(a)
s ∂Σ
(b)
t
)− 1
2
∣∣∣∣∣
2
(A.12)
where we chose an ordering for the saddle points in order to eliminate the factorials;
here the Σ’s are the solutions corresponding to the vacuum α. The expression for the
norm of the state |α〉 is then
1
〈α|α〉 =
∣∣∣∣∣
p−1∏
b=0
(r+)
kb
2
p−1∏
b=0
kb∏
s=1
∏kb
t6=sD(Σ
(b)
s − Σ(b)t )
Qb(Σ
(b)
s )
∏kb−1
t=1 F (Σ
(b)
s − Σ(b−1)t )
 12 (Det ∂2Weff
r2∂Σ
(a)
s ∂Σ
(b)
t
)− 1
2
∣∣∣∣∣
2
(A.13)
where we removed the prefactor |e−Weff |2. This is the usual expression for the norm of
the eigenstates provided in other cases by Gaudin and Korepin, see also [141].
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A.1.2 Equivariant quantum cohomology of M(~k, ~N, p)
In this section we will explicitly evaluate the partition function (A.1) at fixed ~k, ~N and p
in the simplest cases. The goal is to compute the equivariant quantum Gromov-Witten
potential for the moduli space M(~k, ~N, p).
In the following we follow the same procedure described in the main text. We start
by performing the change of variables irσ
(b)
s = −rλ(b)s + l(b)s − m
(b)
s
2 , and define k
(b)
s =
l
(b)
s −m(b)s . Then (A.1) becomes
Z~k, ~N,p =
1
k0! . . . kp−1!
∮ p−1∏
b=0
kb∏
s=1
d(rλ
(b)
s )
2pii
Z1lZvZav (A.14)
where
Z1l =
p−1∏
b=0
kb∏
s=1
(
Γ(1− ir+)
Γ(ir+)
(zbz¯b)
−rλ(b)s
) p−1∏
b=0
kb∏
s=1
kb∏
t6=s
(rλ(b)s − rλ(b)t )
Γ(1 + rλ
(b)
s − rλ(b)t − ir+)
Γ(−rλ(b)s + rλ(b)t + ir+)
p−1∏
b=0
kb∏
s=1
kb−1∏
t=1
Γ(rλ
(b)
s − rλ(b−1)t + ir1)
Γ(1− rλ(b)s + rλ(b−1)t − ir1)
Γ(−rλ(b)s + rλ(b−1)t + ir2)
Γ(1 + rλ
(b)
s − rλ(b−1)t − ir2)
p−1∏
b=0
kb∏
s=1
Nb∏
j=1
Γ(rλ
(b)
s + ira
(b)
j + ir
+
2 )
Γ(1− rλ(b)s − ira(b)j − ir +2 )
Γ(−rλ(b)s − ira(b)j + ir +2 )
Γ(1 + rλ
(b)
s + ira
(b)
j − ir +2 )
Zv =
∑
{~l}
p−1∏
b=0
kb∏
s=1
(−1)Nbl(b)s
p−1∏
b=0
zl
(b)
s
b
p−1∏
b=0
kb∏
s<t
l
(b)
t − l(b)s − rλ(b)t + rλ(b)s
−rλ(b)t + rλ(b)s
(1 + rλ
(b)
s − rλ(b)t − ir+)l(b)t −l(b)s
(rλ
(b)
s − rλ(b)t + ir+)l(b)t −l(b)s
p−1∏
b=0
kb∏
s=1
kb−1∏
t=1
1
(1− rλ(b)s + rλ(b−1)t − ir1)l(b)s −l(b−1)t
1
(1 + rλ
(b)
s − rλ(b−1)t − ir2)l(b−1)t −l(b)s
p−1∏
b=0
kb∏
s=1
Nb∏
j=1
(−rλ(b)s − ira(b)j + ir +2 )l(b)s
(1− rλ(b)s − ira(b)j − ir +2 )l(b)s
Zav =
∑
{~k}
p−1∏
b=0
kb∏
s=1
(−1)Nbk(b)s
p−1∏
b=0
z¯k
(b)
s
b
p−1∏
b=0
kb∏
s<t
k
(b)
t − k(b)s − rλ(b)t + rλ(b)s
−rλ(b)t + rλ(b)s
(1 + rλ
(b)
s − rλ(b)t − ir+)k(b)t −k(b)s
(rλ
(b)
s − rλ(b)t + ir+)k(b)t −k(b)s
p−1∏
b=0
kb∏
s=1
kb−1∏
t=1
1
(1− rλ(b)s + rλ(b−1)t − ir1)k(b)s −k(b−1)t
1
(1 + rλ
(b)
s − rλ(b−1)t − ir2)k(b−1)t −k(b)s
p−1∏
b=0
kb∏
s=1
Nb∏
j=1
(−rλ(b)s − ira(b)j + ir +2 )k(b)s
(1− rλ(b)s − ira(b)j − ir +2 )k(b)s
(A.15)
As we saw, the vortex partition function Zv is interpreted in quantum cohomology
as Givental’s I function, and in order to extract the Gromov-Witten prepotential we
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have to normalize in an appropriate way Z1l and invert the equivariant mirror map in
Zv. For ALE spaces the equivariant mirror map is known explicitly. It appears only
when N =
∑p−1
b=0 Nb = 1, in which case the construction in [139] forces the vectors
~N ,
~k to be ~N = (1, 0, . . . , 0) and ~k = (k, k, . . . , k), and it consists in multiplying Zv by
(1 +
∏p−1
b=0 zb)
ikr+ (and similarly for Zav). On the contrary the normalization factor for
Z1l is not known, and we will find it case by case, by requiring a particular coefficient in
the partition function to vanish (this corresponds, from the mathematical point of view,
to the requirement that the intersection 〈1, 1, ln z〉 = 0, with ln z a Ka¨hler moduli of the
target space).
A.1.2.1 The N = 1, k = 1 sector
Since for N = 1 the vectors ~N , ~k are fixed as written above, we will refer to the N = 1
instanton moduli space as M(k, 1, p). For k = 1, this space is known in the mathemat-
ical literature as M(1, 1, p) = Zp-Hilb(C2). The equivariant quantum Gromov-Witten
potential F(1,1,p) for M(1, 1, p) has been computed explicitly for 1, 2 generic in [104]
(p = 2) and [142] (p = 3); in the special limit 1 = 2 =  explicit computations are
provided in [143] in terms of the (inverse) Cartan matrix and root system of the non-
affine algebra Ap−1 for generic p. More in detail, let C
j
i be the Ap−1 Cartan matrix,
i, j = 1 . . . p − 1, let αi be the basis of fundamental weights for the Ap−1 algebra, and
define R+ as the set of p(p− 1)/2 positive roots. Then we have
F(1,1,p) =
1
p 2
− 1
2
p−1∑
i,j=1
〈αi, αj〉 ln zi ln zj + 
6
p−1∑
i,j,k=1
∑
β∈R+
〈αi, β〉〈αj , β〉〈αk, β〉 ln zi ln zj ln zk
+ 2
∑
β∈R+
Li3
(
p−1∏
i=1
z
〈αi,β〉
i
)
(A.16)
with the product 〈αi, αj〉 = αTi C−1αj expressed in terms of the inverse Cartan matrix.
Case p = 2
The A1 Cartan matrix is just C = 2, with inverse C
−1 = 12 , while α1 = 1, therefore
〈α1, α1〉 = 12 . The only positive root corresponds to β = Cα1 = 2, which implies
〈α1, β〉 = 1. All in all, we get
F(1,1,2) =
1
2 2
− 1
4
ln2 z1 +

6
ln3 z1 + 2Li3(z1) (A.17)
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We can compare this expression with what we obtain from the evaluation of the partition
function Z1,1,2. The poles of (A.14) are labelled by partitions of k̂ =
∑p−1
b=0 kb = pk; in
particular, for positive Fayet-Iliopoulos parameters, in our case the poles are located at
λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i2
Inverting the mirror map consists in replacing Zv → (1 + z0z1)ir+Zv and Zav → (1 +
z0z1)
ir+Zav. After trials and errors, we also found a good normalization
Z1l → (z0z1z0z1)−ira
(0)
1 −ir
+
2
Γ(1− ir+)
Γ(1 + ir+)
Z1l (A.18)
for the 1-loop part. All it remains to do is to evaluate the partition function at the two
poles, sum the two contributions, and expand in small r. At the end we obtain
Znorm1,1,2 =−
1
212
− 1
4
ln2(z1z1) + i+
(
− 1
12
ln3(z1z1) + 4ζ(3)
+ 2(Li3(z1) + Li3(z1))− ln(z1z1)(Li2(z1) + Li2(z1))
) (A.19)
From this expression we can extract the genus zero Gromov-Witten prepotential (see
for example [48]); for the sake of comparison we redefine 1 → i1, 2 → i2, so that now
F(1,1,2) =
1
2 12
− 1
4
ln2 z1 +
+
12
ln3 z1 + + Li3(z1) (A.20)
This coincide with the expression given in [104] for generic 1, 2 and reduces to (A.17)
in the special limit 1 = 2 = .
Case p = 3
The A2 data are the following:
C =
(
2 −1
−1 2
)
, C−1 =
1
3
(
2 1
1 2
)
, α1 =
(
1
0
)
, α2 =
(
0
1
)
(A.21)
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The three positive roots are β1 = Cα1, β2 = Cα2 and β3 = C(α1 + α2), therefore
F(1,1,3) =
1
3 2
− 1
6
(
ln2 z1 + ln
2 z1z2 + ln
2 z2
)
+

6
(
ln3 z1 + ln
3 z1z2 + ln
3 z2
)
+ 2 (Li3(z1) + Li3(z2) + Li3(z1z2))
(A.22)
The relevant poles for the partition function Z1,1,3 are at
λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(2)
1 = −ia(0)1 − i
+
2
− 2i1

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(2)
1 = −ia(0)1 − i
+
2
− i2

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(2)
1 = −ia(0)1 − i
+
2
− i2
λ
(1)
1 = −ia(0)1 − i
+
2
− 2i2
Inverting the mirror map by Zv → (1 + z0z1z2)ir+Zv and Zav → (1 + z0z1z2)ir+Zav,
and normalizing the 1-loop part as
Z1l → (z0z1z2z0z1z2)−ira
(0)
1 −ir
+
2
Γ(1− ir+)
Γ(1 + ir+)
Z1l (A.23)
we obtain
Znorm1,1,3 = −
1
312
− 1
6
(
ln2(z1z1) + ln
2(z1z1z2z2) + ln
2(z2z2)
)
+ i
(
− 1 + 22
9
ln3(z1z1)− 1 + 22
6
ln2(z1z1) ln(z2z2)
− 21 + 2
6
ln(z1z1) ln
2(z2z2)− 21 + 2
9
ln3(z2z2)
)
+ i+
(
6ζ(3) + 2(Li3(z1) + Li3(z2) + Li3(z1z2) + Li3(z1) + Li3(z2) + Li3(z1z2))
− ln(z1z1)(Li2(z1) + Li2(z1))− ln(z2z2)(Li2(z2) + Li2(z2))
− ln(z1z2z1z2)(Li2(z1z2) + Li2(z1z2))
)
(A.24)
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The corresponding genus zero Gromov-Witten prepotential after the redefinition 1 →
i1, 2 → i2 reads
F(1,1,3) =
1
3 12
− 1
6
(
ln2 z1 + ln
2 z1z2 + ln
2 z2
)
+
(
1 + 22
9
ln3 z1 +
1 + 22
6
ln2 z1 ln z2 +
21 + 2
6
ln z1 ln
2 z2 +
21 + 2
9
ln3 z2
)
+ + (Li3(z1) + Li3(z2) + Li3(z1z2))
(A.25)
and coincides with the expression given in [142] for generic 1, 2, or with (A.22) when
1 = 2 = .
Case p = 4
In this case the A3 data are
C =

2 −1 0
−1 2 −1
0 −1 2
 , C−1 =

3
4
1
2
1
4
1
2 1
1
2
1
4
1
2
3
4
 (A.26)
α1 =

1
0
0
 , α2 =

0
1
0
 , α3 =

0
0
1
 (A.27)
The six positive roots are given by β1 = Cα1, β2 = Cα2, β3 = Cα3, β4 = C(α1 + α2),
β5 = C(α2 + α3), β6 = C(α1 + α2 + α3); we thus obtain
F(1,1,4) =
1
4 2
− 1
8
(
ln2 z1 + ln
2 z2 + ln
2 z3 + ln
2 z1z2 + ln
2 z2z3 + ln
2 z1z2z3
)
+

6
(
ln3 z1 + ln
3 z2 + ln
3 z3 + ln
3 z1z2 + ln
3 z2z3 + ln
3 z1z2z3
)
+ 2 (Li3(z1) + Li3(z2) + Li3(z3) + Li3(z1z2) + Li3(z2z3) + Li3(z1z2z3))
(A.28)
On the other hand, we can compute the partition function Z1,1,4. This time we have
four poles at
λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(2)
1 = −ia(0)1 − i
+
2
− 2i1
λ
(3)
1 = −ia(0)1 − i
+
2
− 3i1

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(2)
1 = −ia(0)1 − i
+
2
− 2i1
λ
(3)
1 = −ia(0)1 − i
+
2
− i2
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
λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(3)
1 = −ia(0)1 − i
+
2
− i2
λ
(2)
1 = −ia(0)1 − i
+
2
− 2i2

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(3)
1 = −ia(0)1 − i
+
2
− i2
λ
(2)
1 = −ia(0)1 − i
+
2
− 2i2
λ
(1)
1 = −ia(0)1 − i
+
2
− 3i2
The mirror map is inverted by Zv → (1+z0z1z2z3)ir+Zv and Zav → (1+z0z1z2z3)ir+Zav,
while we normalize the 1-loop part with
Z1l → (z0z1z2z3z0z1z2z3)−ira
(0)
1 −ir
+
2
Γ(1− ir+)
Γ(1 + ir+)
Z1l (A.29)
At the end we get
Znorm1,1,4 = −
1
412
− 1
8
(
ln2(z1z1) + ln
2(z2z2) + ln
2(z3z3)
+ ln2(z1z1z2z2) + ln
2(z2z2z3z3) + ln
2(z1z1z2z2z3z3)
)
+ i
(
− 1 + 32
8
ln3(z1z1)− 1 + 32
4
ln2(z1z1) ln(z2z2)− 1 + 32
8
ln2(z1z1) ln(z3z3)
− 1 + 2
3
ln3(z2z2)− 1 + 2
2
ln(z1z1) ln
2(z2z2)− 1 + 2
2
ln(z1z1) ln(z2z2) ln(z3z3)
− 1 + 2
2
ln2(z2z2) ln(z3z3)− 31 + 2
8
ln3(z3z3)− 31 + 2
8
ln(z1z1) ln
2(z3z3)
− 31 + 2
4
ln(z2z2) ln
2(z3z3)
)
+ i+
(
8ζ(3) + 2(Li3(z1) + Li3(z2) + Li3(z3) + Li3(z1z2) + Li3(z2z3) + Li3(z1z2z3))
+ 2(Li3(z1) + Li3(z2) + Li3(z3) + Li3(z1z2)) + Li3(z2z3)) + Li3(z1z2z3))
− ln(z1z1)(Li2(z1) + Li2(z1))− ln(z2z2)(Li2(z2) + Li2(z2))− ln(z3z3)(Li2(z3) + Li2(z3))
− ln(z1z2z1z2)(Li2(z1z2) + Li2(z1z2))− ln(z2z3z2z3)(Li2(z2z3) + Li2(z2z3))
− ln(z1z2z3z1z2z3)(Li2(z1z2z3) + Li2(z1z2z3))
)
(A.30)
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which corresponds to a prepotential
F(1,1,4) =
1
4 12
− 1
8
(
ln2 z1 + ln
2 z2 + ln
2 z3 + ln
2 z1z2 + ln
2 z2z3 + ln
2 z1z2z3
)
+
(
1 + 32
8
ln3 z1 +
1 + 32
4
ln2 z1 ln z2 +
1 + 32
8
ln2 z1 ln z3 +
1 + 2
3
ln3 z2
+
1 + 2
2
ln z1 ln
2 z2 +
1 + 2
2
ln z1 ln z2 ln z3 +
1 + 2
2
ln2 z2 ln z3
+
31 + 2
8
ln3 z3 +
31 + 2
8
ln z1 ln
2 z3 +
31 + 2
4
ln z2 ln
2 z3
)
+ + (Li3(z1) + Li3(z2) + Li3(z3) + Li3(z1z2) + Li3(z2z3) + Li3(z1z2z3))
(A.31)
A.1.2.2 The N = 1, k = 2 sector
When N = 1 but k > 2 there no longer is a general expression for the Gromov-Witten
prepotential in terms of the Cartan matrix and positive roots of the algebra Ap−1, since
also ln z0 enters in the prepotential. We will therefore make good use of our partition
function and provide such results, in the simplest cases; certainly this procedure can
be pursued further, the only difficulty being an integral which becomes more and more
complicated. The results of this case should be compared with [144].
Case p = 2
As usual, we start by listing the poles of the partition function, which in this case read
λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(0)
2 = −ia(0)1 − i
+
2
− 2i1
λ
(1)
2 = −ia(0)1 − i
+
2
− 3i1

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(0)
2 = −ia(0)1 − i
+
2
− 2i1
λ
(1)
2 = −ia(0)1 − i
+
2
− i2

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(1)
2 = −ia(0)1 − i
+
2
− i2
λ
(0)
2 = −ia(0)1 − i
+
2
− i1 − i2

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(1)
2 = −ia(0)1 − i
+
2
− i2
λ
(0)
2 = −ia(0)1 − i
+
2
− 2i2
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
λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i2
λ
(0)
2 = −ia(0)1 − i
+
2
− 2i2
λ
(1)
2 = −ia(0)1 − i
+
2
− 3i2
After inverting the mirror map according to Zv → (1 + z0z1)2ir+Zv and Zav → (1 +
z0z1)
2ir+Zav, and normalizing the 1-loop part as
Z1l → (z0z1z0z1)−2ira
(0)
1 −ir+
(
Γ(1− ir+)
Γ(1 + ir+)
)2
Z1l (A.32)
we obtain
Znorm2,1,2 =
1
821
2
2
+
1
812
(
ln2(z0z0z1z1) + ln
2(z1z1)
)
− i +
212
(
− 1
12
ln3(z0z0z1z1)− 1
12
ln3(z1z1) + 7ζ(3)
)
− i +
212
(
2(Li3(z1) + Li3(z0z1) + Li3(z1) + Li3(z0z1))
− ln(z1z1)(Li2(z1) + Li2(z1))− ln(z0z1z0z1)(Li2(z0z1) + Li2(z0z1))
)
(A.33)
From this we can extract (after the usual redefinition 1 → i1, 2 → i2)
F(2,1,2) =
1
821
2
2
− 1
812
(
ln2 z0z1 + ln
2 z1
)
+
+
212
(
1
12
ln3 z0z1 +
1
12
ln3 z1 + Li3(z1) + Li3(z0z1)
) (A.34)
Case p = 3
This time we have the nine poles
λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(2)
1 = −ia(0)1 − i
+
2
− 2i1
λ
(0)
2 = −ia(0)1 − i
+
2
− 3i1
λ
(1)
2 = −ia(0)1 − i
+
2
− 4i1
λ
(2)
2 = −ia(0)1 − i
+
2
− 5i1

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(2)
1 = −ia(0)1 − i
+
2
− 2i1
λ
(0)
2 = −ia(0)1 − i
+
2
− 3i1
λ
(1)
2 = −ia(0)1 − i
+
2
− 4i1
λ
(2)
2 = −ia(0)1 − i
+
2
− i2

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(2)
1 = −ia(0)1 − i
+
2
− 2i1
λ
(0)
2 = −ia(0)1 − i
+
2
− 3i1
λ
(2)
2 = −ia(0)1 − i
+
2
− i2
λ
(1)
2 = −ia(0)1 − i
+
2
− 2i2
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
λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(2)
1 = −ia(0)1 − i
+
2
− 2i1
λ
(2)
2 = −ia(0)1 − i
+
2
− i2
λ
(0)
2 = −ia(0)1 − i
+
2
− i1 − i2
λ
(1)
2 = −ia(0)1 − i
+
2
− 2i1 − i2

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(2)
1 = −ia(0)1 − i
+
2
− 2i1
λ
(2)
2 = −ia(0)1 − i
+
2
− i2
λ
(0)
2 = −ia(0)1 − i
+
2
− i1 − i2
λ
(1)
2 = −ia(0)1 − i
+
2
− 2i2
λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(2)
1 = −ia(0)1 − i
+
2
− 2i1
λ
(2)
2 = −ia(0)1 − i
+
2
− i2
λ
(1)
2 = −ia(0)1 − i
+
2
− 2i2
λ
(0)
2 = −ia(0)1 − i
+
2
− 3i2

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(2)
1 = −ia(0)1 − i
+
2
− i2
λ
(0)
2 = −ia(0)1 − i
+
2
− i1 − i2
λ
(1)
2 = −ia(0)1 − i
+
2
− 2i2
λ
(2)
2 = −ia(0)1 − i
+
2
− i1 − 2i2
λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1
λ
(2)
1 = −ia(0)1 − i
+
2
− i2
λ
(1)
2 = −ia(0)1 − i
+
2
− 2i2
λ
(0)
2 = −ia(0)1 − i
+
2
− 3i2
λ
(2)
2 = −ia(0)1 − i
+
2
− 4i2

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(2)
1 = −ia(0)1 − i
+
2
− i2
λ
(1)
1 = −ia(0)1 − i
+
2
− 2i2
λ
(0)
2 = −ia(0)1 − i
+
2
− 3i2
λ
(2)
2 = −ia(0)1 − i
+
2
− 4i2
λ
(1)
2 = −ia(0)1 − i
+
2
− 5i2
The mirror map and the normalization factor are given by Zv → (1 + z0z1z2)2ir+Zv,
Zav → (1 + z0z1z2)2ir+Zav and
Z1l → (z0z1z2z0z1z2)−2ira
(0)
1 −ir+
(
Γ(1− ir+)
Γ(1 + ir+)
)2
Z1l (A.35)
Appendix A. A and D-type singularities 133
The partition function is therefore
Znorm2,1,3 =
1
1821
2
2
+
1
312
(
1
4
ln2(z0z0) +
1
2
ln(z0z0) ln(z1z1) +
1
2
ln(z0z0) ln(z2z2)
+
5
6
ln(z1z1) ln(z2z2) +
7
12
ln2(z1z1) +
7
12
ln2(z2z2)
)
− i 1
312
(
− 71 + 112
36
ln3(z1z1)− 111 + 72
36
ln3(z2z2)
− 51 + 72
12
ln2(z1z1) ln(z2z2)− 71 + 52
12
ln(z1z1) ln
2(z2z2)
)
− i +
312
(
9ζ(3)− 1
12
ln3(z0z0)− 1
4
ln2(z0z0) ln(z1z1)− 1
4
ln(z0z0) ln
2(z1z1)
− 1
4
ln2(z0z0) ln(z2z2)− 1
4
ln(z0z0) ln
2(z2z2)− 1
2
ln(z0z0) ln(z1z1) ln(z2z2)
+ 2(Li3(z1) + Li3(z2) + Li3(z1z2) + Li3(z0z1z2))
+ 2(Li3(z1) + Li3(z2) + Li3(z1z2) + Li3(z0z1z2))
− ln(z1z1)(Li2(z1) + Li2(z1))− ln(z2z2)(Li2(z2) + Li2(z2))
− ln(z1z2z1z2)(Li2(z1z2) + Li2(z1z2))
− ln(z0z1z2z0z1z2)(Li2(z0z1z2) + Li2(z0z1z2))
)
(A.36)
from which
F(3,1,2) =
1
1821
2
2
− 1
312
(
1
4
ln2 z0 +
1
2
ln z0 ln z1 +
1
2
ln z0 ln z2
+
5
6
ln z1 ln z2 +
7
12
ln2 z1 +
7
12
ln2 z2
)
+
1
312
(
71 + 112
36
ln3 z1 +
111 + 72
36
ln3 z2
+
51 + 72
12
ln2 z1 ln z2 +
71 + 52
12
ln z1 ln
2 z2
)
+
+
312
(
1
12
ln3 z0 +
1
4
ln2 z0 ln z1 +
1
4
ln z0 ln
2 z1
+
1
4
ln2 z0 ln z2 +
1
4
ln z0 ln
2 z2 +
1
2
ln z0 ln z1 ln z2
)
+
+
312
(Li3(z1) + Li3(z2) + Li3(z1z2) + Li3(z0z1z2))
(A.37)
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A.1.2.3 The N = 2 sector, p = 2
For the cases N > 2 we do not know of any computation of the Gromov-Witten prepo-
tential, so we will have to rely on our partition function. Here we will consider the case
p = 2; by [139], the vectors ~N , ~k are constrained at the values ~N = (0, 2), ~k = (k− 1, k)
or ~N = (2, 0), ~k = (k, k), corresponding respectively to fractional or integral instanton
number k0+k12 . We can compute the Gromov-Witten prepotential for small values of k as
we did for in the previous examples, the main difference being the absence of equivariant
mirror map; let us present here the final results.
Case ~N = (0, 2), ~k = (0, 1)
The two poles are given by λ
(1)
1 = −ia(1)1 − i +2 and λ
(1)
1 = −ia(1)2 − i +2 respectively.
Z1l → (z1z1)−ir
a
(1)
1 +a
(1)
2
2
Γ(1− ir+)
Γ(1 + ir+)
Z1l (A.38)
Znorm(0,1),(0,2),2 =
2
(a
(1)
1 − a(1)2 )2 − 2+
− 1
4
ln2(z1z1)
+ i+
(
4ζ(3)− 1
12
ln3(z1z1) + 2(Li3(z1) + Li3(z1))− ln(z1z1)(Li2(z1) + Li2(z1))
)
(A.39)
We notice that this coincides with (A.19) if we identify a
(1)
1 ←→ 1, a(1)2 ←→ 2.
After the redefinition 1 → i1, 2 → i2, a(1)1 → ia(1)1 , a(1)2 → ia(1)2 we obtain
F(0,1),(0,2),2 =
2
2+ − (a(1)1 − a(1)2 )2
− 1
4
ln2 z1 +
+
12
ln3 z1 + +Li3(z1) (A.40)
Case ~N = (2, 0), ~k = (1, 1)
The four poles are
λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i1

λ
(0)
1 = −ia(0)1 − i
+
2
λ
(1)
1 = −ia(0)1 − i
+
2
− i2
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
λ
(0)
1 = −ia(0)2 − i
+
2
λ
(1)
1 = −ia(0)2 − i
+
2
− i1

λ
(0)
1 = −ia(0)2 − i
+
2
λ
(1)
1 = −ia(0)2 − i
+
2
− i2
Z1l → (z1z2z1z2)−ir
a
(0)
1 +a
(0)
2
2
(
Γ(1− ir+)
Γ(1 + ir+)
)2
Z1l (A.41)
Znorm(1,1),(2,0),2 =
1
212
2(
2+ − (a(0)1 − a(0)2 )2
)
+
1
812
ln2(z0z0z1z1) +
1
2
(
2+ − (a(0)1 − a(0)2 )2
) ln2(z1z1)
− i +
212
(
− 1
12
ln3(z0z0z1z1) + 4ζ(3)
+ 2(Li3(z0z1) + Li3(z0z1))− ln(z0z1z0z1)(Li2(z0z1) + Li2(z0z1))
)
− i 2+(
2+ − (a(0)1 − a(0)2 )2
)(− 1
12
ln3(z1z1) + 4ζ(3) + 2(Li3(z1) + Li3(z1))
− ln(z1z1)(Li2(z1) + Li2(z1))
)
(A.42)
After the usual redefinition of the twisted masses we have
F(1,1),(2,0),2 =
1
212
2(
2+ − (a(0)1 − a(0)2 )2
)
− 1
812
(
ln2 z0z1
)− 1
2
(
2+ − (a(0)1 − a(0)2 )2
) ln2 z1
+
+
212
(
1
12
ln3 z0z1 + Li3(z0z1)
)
+
2+(
2+ − (a(0)1 − a(0)2 )2
)( 1
12
ln3 z1 + Li3(z1)
)
(A.43)
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A.2 Dp singularities
We now consider the quiver associated to a Dp singularity (p > 4), which corresponds
to Γ = BD4(p−2) binary dihedral group. This discrete group has the presentation
〈g, τ | g2(p−2) = τ4 = 1, gp−2 = τ2, τgτ−1 = g−1〉 (A.44)
and order 4(p− 2). A possible realization is given by
g =
(
α 0
0 α−1
)
, τ =
(
0 1
−1 0
)
(A.45)
with α a primitive 2(p − 2)-th root of unity. The k-instanton moduli space for U(N)
gauge theories on ALE spaces of type Dp has been described by [139] in terms of the
quiver corresponding to the Dynkin diagram of the affine D̂p algebra. In this section we
will only study the case N = 1; for the generic N case, see [145].
k
2k
k
2k 2k 2k
k
k
1
O
1 2 3 4
B
CA
Figure A.2: The affine D̂p Dynkin diagram, in the case p = 7.
We can regard this as an N = (2, 2) theory, whose Higgs branch coincides with the
instanton moduli space we are considering. In this language, every circular node corre-
sponds to a U(k) or U(2k) gauge group together with a matter field χb in the adjoint
representation; the squared node represents a U(1) flavour group for the matter fields
I, J in the fundamental, antifundamental representation of U(k)O; the lines are two mat-
ter fields Bb,b±1 in the bifundamental representation of two consecutive gauge groups.
The superpotential of the theory is given by
W =TrO[χO(BO,1B1,O + IJ)] + TrA[χA(BA,1B1,A)]
+ Tr1[χ1(B1,2B2,1 −B1,OBO,1 −B1,ABA,1)]
+
p−4∑
b=2
Trb[χb(Bb,b+1Bb+1,b −Bb,b−1Bb−1,b)]
+ Trp−3[χp−3(−Bp−3,p−4Bp−4,p−3 +Bp−3,BBB,p−3 +Bp−3,CBC,p−3)]
+ TrB[χB(−BB,p−3Bp−3,B)] + TrC [χC(−BC,p−3Bp−3,C)]
(A.46)
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for p > 5, while in the special case p = 4 it reduces to
W =TrO[χO(BO,1B1,O + IJ)] + TrA[χA(BA,1B1,A)] + TrB[χB(−BB,1B1,B)]
+ TrC [χC(−BC,1B1,C)] + Tr1[χ1(B1,BBB,1 +B1,CBC,1 −B1,OBO,1 −B1,ABA,1)]
(A.47)
This last case is symmetric under exchange of A,B,C, as expected from the associated
quiver. To describe completely the theory, we must also specify the R-charges and the
twisted masses for the matter fields; these are summarized in the following table.
χb I J Bb,b+1 Bb,b−1
R-charge 2 0 0 0 0
twisted mass + = 1 + 2 −a− +2 a− +2 −1 −2
Here a is the twisted mass corresponding to the flavour group U(1).
We can now compute the partition function on S2 for this quiver theory; this will give us
information about the quantum cohomology of these ALE spaces. Defining z = e−2piξ−iθ,
with ξ, θ Fayet-Iliopoulos and theta-angle parameters, the partition function reads
Zp,k,N =
1
(k!)4(2k!)p−3
∑
~m∈Z
∫ ∏
J=O,A,B,C
k∏
s=1
d(rσ
(J)
s )
2pi
p−3∏
I=1
2k∏
s=1
d(rσ
(I)
s )
2pi
ZclZg,adZf,afZbf
(A.48)
where the various pieces in the integrand are given by
Zcl =
p−3∏
I=1
2k∏
s=1
z
irσ
(I)
s +
m
(I)
s
2
I z
irσ
(I)
s −m
(I)
s
2
I
∏
J=O,A,B,C
k∏
s=1
z
irσ
(J)
s +
m
(J)
s
2
J z
irσ
(J)
s −m
(J)
s
2
J
Zg,ad =
p−3∏
I=1
2k∏
s<t=1
(
r2(σ
(I)
s,t )
2 +
(m
(I)
s,t )
2
4
) ∏
J=O,A,B,C
k∏
s<t=1
(
r2(σ
(J)
s,t )
2 +
(m
(J)
s,t )
2
4
)
p−3∏
I=1
2k∏
s,t=1
Γ(1− irσ(I)s,t −
m
(I)
s,t
2 − ir+)
Γ(irσ
(I)
s,t −
m
(I)
s,t
2 + ir+)
∏
J=O,A,B,C
k∏
s,t=1
Γ(1− irσ(J)s,t −
m
(J)
s,t
2 − ir+)
Γ(irσ
(J)
s,t −
m
(J)
s,t
2 + ir+)
Zf,af =
k∏
s=1
Γ(−irσ(O)s − m
(O)
s
2 + ira+ ir
+
2 )
Γ(1 + irσ
(O)
s − m
(O)
s
2 − ira− ir +2 )
Γ(irσ
(O)
s +
m
(O)
s
2 − ira+ ir +2 )
Γ(1− irσ(O)s + m
(O)
s
2 + ira− ir +2 )
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Zbf =
p−4∏
I=1
2k∏
s,t=1
Γ(−irσ(I+1,I)s,t −
m
(I+1,I)
s,t
2 + ir1)
Γ(1 + irσ
(I+1,I)
s,t −
m
(I+1,I)
s,t
2 − ir1)
Γ(irσ
(I+1,I)
s,t +
m
(I+1,I)
s,t
2 + ir2)
Γ(1− irσ(I+1,I)s,t +
m
(I+1,I)
s,t
2 − ir2)∏
J=O,A
2k∏
s=1
k∏
t=1
Γ(−irσ(1,J)s,t −
m
(1,J)
s,t
2 + ir1)
Γ(1 + irσ
(1,J)
s,t −
m
(1,J)
s,t
2 − ir1)
Γ(irσ
(1,J)
s,t +
m
(1,J)
s,t
2 + ir2)
Γ(1− irσ(1,J)s,t +
m
(1,J)
s,t
2 − ir2)∏
J=B,C
k∏
s=1
2k∏
t=1
Γ(−irσ(J,p−3)s,t −
m
(J,p−3)
s,t
2 + ir1)
Γ(1 + irσ
(J,p−3)
s,t −
m
(J,p−3)
s,t
2 − ir1)
Γ(irσ
(J,p−3)
s,t +
m
(J,p−3)
s,t
2 + ir2)
Γ(1− irσ(J,p−3)s,t +
m
(J,p−3)
s,t
2 − ir2)
(A.49)
Here we used the compact notation σ
(I,J)
s,t = σ
(I)
s − σ(J)t and σ(I)s,t = σ(I)s − σ(I)t .
A.2.1 Instanton partiton function
As explained in the main text, the small radius limit r → 0 produces a contour integral
representation for the instanton part of Nekrasov partition function at fixed k. In this
case, we obtain
Z instp,k,N =
2k(p−1)
(ir)2Nk
∮ ∏
J=O,A,B,C
k∏
s=1
dσ
(J)
s
2pii
p−3∏
I=1
2k∏
s=1
dσ
(I)
s
2pii
k∏
s=1
1
(σ
(O)
s − a− +2 )(−σ
(O)
s + a− +2 )
p−3∏
I=1
2k∏
s,t=1
s 6=t
(σ
(I)
s,t )(σ
(I)
s,t − +)
∏
J=O,A,B,C
k∏
s,t=1
s 6=t
(σ
(J)
s,t )(σ
(J)
s,t − +)
p−4∏
I=1
2k∏
s,t=1
1
(σ
(I+1,I)
s,t − 1)(−σ(I+1,I)s,t − 2)
∏
J=O,A
2k∏
s=1
k∏
t=1
1
(σ
(1,J)
s,t − 1)(−σ(1,J)s,t − 2)
∏
J=B,C
k∏
s=1
2k∏
t=1
1
(σ
(J,p−3)
s,t − 1)(−σ(J,p−3)s,t − 2)
(A.50)
The factorials have been omitted, since they are cancelled by the possible orderings of
the integration variables.
A.2.2 Equivariant quantum cohomology
For r finite, the partition function computes the equivariant quantum cohomology of the
moduli space of instantons on the ALE space. In particular, after factorizing (A.48) as
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Zp,k,N =
1
(k!)4(2k!)p−3
∮ ∏
J=O,A,B,C
k∏
s=1
d(rλ
(J)
s )
2pii
p−3∏
I=1
2k∏
s=1
d(rλ
(I)
s )
2pii
Z1lZvZav (A.51)
Z1l =
(
Γ(1− ir+)
Γ(ir+)
)2k(p−1) p−3∏
I=1
2k∏
s=1
(zI z¯I)
−rλ(I)s
∏
J=O,A,B,C
k∏
s=1
(zJ z¯J)
−rλ(J)s
p−3∏
I=1
2k∏
s=1
2k∏
t6=s
(rλ
(I)
s,t )
Γ(1 + rλ
(I)
s,t − ir+)
Γ(−rλ(I)s,t + ir+)
∏
J=O,A,B,C
k∏
s=1
k∏
t6=s
(rλ
(J)
s,t )
Γ(1 + rλ
(J)
s,t − ir+)
Γ(−rλ(J)s,t + ir+)
p−4∏
I=1
2k∏
s,t=1
Γ(rλ
(I+1,I)
s,t + ir1)
Γ(1− rλ(I+1,I)s,t − ir1)
Γ(−rλ(I+1,I)s,t + ir2)
Γ(1 + rλ
(I+1,I)
s,t − ir2)∏
J=O,A
2k∏
s=1
k∏
t=1
Γ(rλ
(1,J)
s,t + ir1)
Γ(1− rλ(1,J)s,t − ir1)
Γ(−rλ(1,J)s,t + ir2)
Γ(1 + rλ
(1,J)
s,t − ir2)∏
J=B,C
k∏
s=1
2k∏
t=1
Γ(rλ
(J,p−3)
s,t + ir1)
Γ(1− rλ(J,p−3)s,t − ir1)
Γ(−rλ(J,p−3)s,t + ir2)
Γ(1 + rλ
(J,p−3)
s,t − ir2)
k∏
s=1
Γ(rλ
(O)
s + ira+ ir
+
2 )
Γ(1− rλ(O)s − ira− ir +2 )
Γ(−rλ(O)s − ira+ ir +2 )
Γ(1 + rλ
(O)
s + ira− ir +2 )
(A.52)
Zv =
∑
{~l}∈N
k∏
s=1
(−1)Nl(O)s
p−3∏
I=1
2k∏
s=1
zl
(I)
s
I
∏
J=O,A,B,C
k∏
s=1
zl
(J)
s
J
p−3∏
I=1
2k∏
s<t
l
(I)
t,s − rλ(I)t,s
−rλ(I)t,s
(1 + rλ
(I)
s,t − ir+)l(I)t,s
(rλ
(I)
s,t + ir+)l(I)t,s
∏
J=O,A,B,C
k∏
s<t
l
(J)
t,s − rλ(J)t,s
−rλ(J)t,s
(1 + rλ
(J)
s,t − ir+)l(J)t,s
(rλ
(J)
s,t + ir+)l(J)t,s
p−4∏
I=1
2k∏
s=1
2k∏
t=1
1
(1− rλ(I+1,I)s,t − ir1)l(I+1,I)s,t
1
(1 + rλ
(I+1,I)
s,t − ir2)l(I,I+1)t,s∏
J=O,A
2k∏
s=1
k∏
t=1
1
(1− rλ(1,J)s,t − ir1)l(1,J)s,t
1
(1 + rλ
(1,J)
s,t − ir2)l(J,1)t,s∏
J=B,C
k∏
s=1
2k∏
t=1
1
(1− rλ(J,p−3)s,t − ir1)l(J,p−3)s,t
1
(1 + rλ
(J,p−3)
s,t − ir2)l(p−3,J)t,s
k∏
s=1
(−rλ(O)s − ira+ ir +2 )l(O)s
(1− rλ(O)s − ira− ir +2 )l(O)s
(A.53)
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Zav =
∑
{~k}∈N
k∏
s=1
(−1)Nk(O)s
p−3∏
I=1
2k∏
s=1
z¯k
(I)
s
I
∏
J=O,A,B,C
k∏
s=1
z¯k
(J)
s
J
p−3∏
I=1
2k∏
s<t
k
(I)
t,s − rλ(I)t,s
−rλ(I)t,s
(1 + rλ
(I)
s,t − ir+)k(I)t,s
(rλ
(I)
s,t + ir+)k(I)t,s
∏
J=O,A,B,C
k∏
s<t
k
(J)
t,s − rλ(J)t,s
−rλ(J)t,s
(1 + rλ
(J)
s,t − ir+)k(J)t,s
(rλ
(J)
s,t + ir+)k(J)t,s
p−4∏
I=1
2k∏
s=1
2k∏
t=1
1
(1− rλ(I+1,I)s,t − ir1)k(I+1,I)s,t
1
(1 + rλ
(I+1,I)
s,t − ir2)k(I,I+1)t,s∏
J=O,A
2k∏
s=1
k∏
t=1
1
(1− rλ(1,J)s,t − ir1)k(1,J)s,t
1
(1 + rλ
(1,J)
s,t − ir2)k(J,1)t,s∏
J=B,C
k∏
s=1
2k∏
t=1
1
(1− rλ(J,p−3)s,t − ir1)k(J,p−3)s,t
1
(1 + rλ
(J,p−3)
s,t − ir2)k(p−3,J)t,s
k∏
s=1
(−rλ(O)s − ira+ ir +2 )k(O)s
(1− rλ(O)s − ira− ir +2 )k(O)s
(A.54)
we can identify Zv with Givental’s I-function for our target space.
A.2.3 Analysis of the Coulomb branch
Let us conclude with a few comments on the integrable system side of the Dp ALE quiver.
As familiar by now, the mirror LG model in the Coulomb branch can be recovered by
taking the large radius limit r →∞ of (A.48). We obtain
ZS
2
k,1,p =
(r)2k(p−1)
(k!)4(2k!)p−3
∣∣∣∣∣
∫ ∏
J=O,A,B,C
k∏
s=1
d(rΣ
(J)
s )
2pi
p−3∏
I=0
2k∏
s=1
d(rΣ
(I)
s )
2pi
Zmeas(Σ)e
−Weff(Σ)
∣∣∣∣∣
2
(A.55)
Here the integration measure is given by
Zmeas(Σ) =
(∏p−3
I=1
∏2k
s,t 6=sD(Σ
(I)
s − Σ(I)t )
∏
J=O,A,B,C
∏k
s,t 6=sD(Σ
(J)
s − Σ(J)t )∏k
s=1Q(Σ
(O)
s )
∏p−4
I=1
∏2k
s=1
∏2k
t=1 F (Σ
(I+1)
s − Σ(I)t )
) 1
2
(
1∏
J=O,A
∏2k
s=1
∏k
t=1 F (Σ
(1)
s − Σ(J)t )
∏
J=B,C
∏k
s=1
∏2k
t=1 F (Σ
(J)
s − Σ(p−3)t )
) 1
2
(A.56)
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with
D(Σ(I)s − Σ(I)t ) = r2(Σ(I)s − Σ(I)t )(Σ(I)s − Σ(I)t + +)
F (Σ(I+1)s − Σ(I)t ) = r2(Σ(I+1)s − Σ(I)t − 1)(Σ(I+1)s − Σ(I)t + 2)
Q(Σ(O)s ) = r
2
(
Σ(O)s − a−
+
2
)(
Σ(O)s − a+
+
2
) (A.57)
The twisted effective superpotential has the form
Weff(Σ) = 2pi
p−3∑
I=1
2k∑
s=1
irtIΣ
(I)
s + 2pi
∑
J=O,A,B,C
k∑
s=1
irtJΣ
(J)
s
+
k∑
s=1
[
ω(irΣ(O)s − ira− ir
+
2
) + ω(−irΣ(O)s + ira− ir
+
2
)
]
+
p−3∑
I=1
2k∑
s,t 6=s
[
ω(irΣ(I)s − irΣ(I)t ) + ω(irΣ(I)s − irΣ(I)t + ir+)
]
+
∑
J=O,A,B,C
k∑
s,t 6=s
[
ω(irΣ(J)s − irΣ(J)t ) + ω(irΣ(J)s − irΣ(J)t + ir+)
]
+
p−4∑
I=1
2k∑
s=1
2k∑
t=1
[
ω(irΣ(I+1)s − irΣ(I)t − ir1) + ω(−irΣ(I+1)s + irΣ(I)t − ir2)
]
+
∑
J=O,A
2k∑
s=1
k∑
t=1
[
ω(irΣ(1)s − irΣ(J)t − ir1) + ω(−irΣ(1)s + irΣ(J)t − ir2)
]
+
∑
J=B,C
k∑
s=1
2k∑
t=1
[
ω(irΣ(J)s − irΣ(p−3)t − ir1) + ω(−irΣ(J)s + irΣ(p−3)t − ir2)
]
(A.58)
From (A.58) we recover a set of Bethe Ansatz Equations, which can be written as
Nb∏
j=1
Σ
(b)
s − a(b)j − +2
−Σ(b)s + a(b)j − +2
∏
c
kc∏
t=1
(c,t)6=(b,s)
Σ
(b)
s − Σ(c)t + CTbc
Σ
(b)
s − Σ(c)t −Cbc
= e−2pitb (A.59)
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Here c = O,A, 1, . . . , p− 3, B,C, while ~N = (1, 0, . . . , 0) and ~k = (k, k, , 2k, . . . , 2k, k, k)
as discusses earlier (a
(O)
1 = a). The matrix
Cbc =

+ 0 −1 0 0 · · · 0
0 + −1 0 . . . . . . 0
−2 −2 + −1 . . . . . . 0
0 0 −2 + −1 . . . 0
0 0
. . . −2 + −1 −1
...
...
. . . 0 −2 + 0
0 0 · · · 0 −2 0 +

(A.60)
is again the adjacency matrix of the quiver graph, and reduces to the Cartan matrix of
the affine D̂p algebra for 1 = 2. We expect (A.59) to be related to a quantum hydrody-
namical integrable system, a sort of Dp-type generalization of ILW. Solutions to (A.59)
will correspond to eigenstates of the QIS; expressions for the norm of the eigenstates
can be obtained by performing a semiclassical approximation of the partition function
around the corresponding vacua, as we already discussed in the previous sections.
Appendix B
Equivariant quantum cohomology
in oscillator formalism
Let us show here that the Gromov-Witten potentials computed forMk,1 in section 4.3.2
are in agreement with the results on quantum multiplication for the Hilbert scheme of
points obtained in [106].
Following the notation of [104] and [106], the Fock space description of the equivariant co-
homology of the Hilbert scheme of points of C2 is given in terms of creation-annihilation
operators αk, k ∈ Z obeying the Heisenberg algebra
[αp, αq] = pδp+q (B.1)
The vacuum is annihilated by the positive modes
αp|∅〉 = 0 , p > 0 (B.2)
and the natural basis on the Fock space is given by
|Y 〉 = 1|Aut(Y )|∏i Yi
∏
i
αYi |∅〉 (B.3)
where |Aut(Y )| is the order of the automorphism group of the partition and Yi are
the lengths of the columns of the Young tableau Y . The total number of boxes of the
Young tableau is counted by the eigenvalue of the energy K =
∑
p>0 α−pαp. Fix now
the subspace Ker(K − k) for k ∈ Z+ and allow linear combinations with coefficients
being rational functions of the equivariant weights. This space is then identified with
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the equivariant cohomology H∗T (Mk,1,Q). More specifically
|Y 〉 ∈ H2n−2`(Y )T (Mk,1,Q) , (B.4)
where `(Y ) denotes the number of parts of the partition Y .
According to [106], the generator of the small quantum cohomology is then given by the
state |D〉 = −|2, 1k−2〉 which describes the divisor corresponding to the collision of two
point-like instantons.
The operator generating the quantum product by |D〉 can be recognized as the fun-
damental quantum Hamiltonian of the ILW system (or, equivalently, as the quantum
deformed Calogero-Sutherland Hamiltonian)
HD ≡ (1 + 2)
∑
p>0
p
2
(−q)p + 1
(−q)p − 1α−pαp
+
∑
p,q>0
[12αp+qα−pα−q − α−p−qαpαq]− 1 + 2
2
(−q) + 1
(−q)− 1K
(B.5)
We can then compute the basic three point function as 〈D|HD|D〉, where the inner
product is normalized to be
〈Y |Y ′〉 = (−1)
K−`(Y )
(12)
`(Y ) |Aut(Y )|∏i Yi δY Y ′ (B.6)
The computation gives
〈D|HD|D〉 = (1+2)
(
(−q)2 + 1
(−q)2 − 1 −
1
2
(−q) + 1
(−q)− 1
)
〈D|α−2α2|D〉 = (−1)(1+2)1 + q
1− q 〈D|D〉,
where we have used 〈D|α−2α2|D〉 = 2〈D|D〉. By (B.6), we finally get
〈D|HD|D〉 = 1 + 2
(12)
k−1
1
2(k − 2)!
(
1 + 2
q
1− q
)
(B.7)
Rewriting 1+2 q1−q = (q∂q)
3
[
(lnq)3
3! + 2Li3(q)
]
, we obtain that the genus zero prepotential
is
F 0 = F 0cl +
1 + 2
(12)
k−1
1
2(k − 2)!
[
(lnq)3
3!
+ 2Li3(q)
]
(B.8)
The above formula precisely agrees with the results of Chapter 4, see (4.39) and (4.40)
for the cases k = 3, 4 respectively.
The generalization of the Fock space formalism to the rank N ADHM instanton moduli
space was given by Baranovsky in [146] in terms of N copies of Nakajima operators as
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βk =
∑N
i=1 α
(i)
k . For example, in the N = 2 case the quantum Hamiltonian becomes
(modulo terms proportional to the quantum momentum) [96]
HD =
1
2
2∑
i=1
∑
n,k>0
[12α
(i)
−nα
(i)
−kα
(i)
n+k − α(i)−n−kα(i)n α(i)k ]
− 1 + 2
2
∑
k>0
k[α
(1)
−kα
(1)
k + α
(2)
−kα
(2)
k + 2α
(2)
−kα
(1)
k ]
− (1 + 2)
∑
k>0
k
qk
1− qk [α
(1)
−kα
(1)
k + α
(2)
−kα
(2)
k + α
(2)
−kα
(1)
k + α
(1)
−kα
(2)
k ]
(B.9)
This is the same as the I3 Hamiltonian for gl(2) ILW given in [91]:
I3 =
∑
k 6=0
L−kak + 2iQ
∑
k>0
ka−kak
1 + qk
1− qk +
1
3
∑
n+m+k=0
anamak (B.10)
In fact, after rewriting the Virasoro generators in terms of Heisenberg generators ac-
cording to
Ln =
∑
k 6={0,n}
cn−kck + i(nQ− 2P )cn , [cm, cn] = m
2
δm+n,0 (B.11)
and ignoring terms proportional to the momentum, we arrive at
I3 =
∑
n,k>0
[a−n−kcnck + 2a−nc−kcn+k + 2c−n−kcnak + c−nc−kan+k]
+ 2iQ
∑
k>0
k[a−kak − 1
2
(c−kak − a−kck)]
+ 4iQ
∑
k>0
ka−kak
qk
1− qk +
∑
n,k>0
a−n−kanak +
∑
n,k>0
a−na−kan+k
(B.12)
where we used
∑
k 6=0
∑
n6={0,−k}
c−n−kcnak =
∑
n,k>0
[a−n−kcnck + 2a−nc−kcn+k + 2c−n−kcnak + c−nc−kan+k]
(B.13)
These ak modes are the ones related to the Baranovsky operators. Finally, by making
the substitution
ak = − i√
12
α
(1)
k + α
(2)
k
2
, ck = − i√
12
α
(1)
k − α(2)k
2
(B.14)
for positive modes and
a−k = i
√
12
α
(1)
−k + α
(2)
−k
2
, c−k = i
√
12
α
(1)
−k − α(2)−k
2
(B.15)
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for the negative ones, we obtain
I3 =
i
2
√
12
∑
n,k>0
[12α
(1)
−nα
(1)
−kα
(1)
n+k − α(1)−n−kα(1)n α(1)k + 12α(2)−nα(2)−kα(2)n+k − α(2)−n−kα(2)n α(2)k ]
+
iQ
2
∑
k>0
k[α
(1)
−kα
(1)
k + α
(2)
−kα
(2)
k + 2α
(2)
−kα
(1)
k ]
+ iQ
∑
k>0
k
qk
1− qk [α
(1)
−kα
(1)
k + α
(2)
−kα
(2)
k + α
(1)
−kα
(2)
k + α
(2)
−kα
(1)
k ]
(B.16)
in agreement with (B.9).
Appendix C
Hydrodynamic limit of elliptic
Calogero-Moser
C.1 Details on the proof of (4.77) and (4.82)
C.1.1 Proof of (4.77)
First of all we pass to the ζ-function representation of (4.77) by employing the identity
θ′1
(
pi
Lz
)
θ1
(
pi
Lz
) = ζ(z)− 2η1
L
z. (C.1)
As was mentioned all the dependence on η1 drops out in the result. After doing so and
computing x¨j from (4.77) we get
x¨j = −G2 (L1 + L2 + L3) , (C.2)
where
L1 =−
N∑
k=1
℘(xj − yk)
[ N∑
l=1
ζ(xj − yl)−
∑
l 6=j
ζ(xj − xl) +
N∑
l=1
ζ(yk − xl)−
∑
l 6=k
ζ(yk − yl)
]
+
∑
k 6=j
℘(xj − xk)
[ N∑
l=1
ζ(xj − yl)−
∑
l 6=j
ζ(xj − xl)−
N∑
l=1
ζ(xk − yl) +
∑
l 6=k
ζ(xk − xl)
]
(C.3)
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L2 =
2η1
L
{
−
∑
k 6=j
(
℘(xj − xk) + 2η1
L
)[∑
l
(xj − yl)−
∑
l 6=j
(xj − xl)−
∑
l
(xk − yl) +
∑
l 6=k
(xk − xl)
]
+
∑
k
(
℘(xj − yk) + 2η1
L
)[∑
l
(xj − yl)−
∑
l 6=j
(xj − xl) +
∑
l
(yk − xl)−
∑
l 6=k
(yk − yl)
]}
(C.4)
L3 =
2η1
L
{
−
∑
k
[∑
l
ζ(xj − yl)−
∑
l 6=j
ζ(xj − xl) +
∑
l
ζ(yk − xl)−
∑
l 6=k
ζ(yk − yl)
]
+
∑
k 6=j
[∑
l
ζ(xj − yl)−
∑
l 6=j
ζ(xj − xl)−
∑
l
ζ(xk − yl) +
∑
l 6=k
ζ(xk − xl)
]}
(C.5)
The terms L2 and L3 are manifestly vanishing, although showing the vanishing of L3 is
slightly involved. By collecting sums with common range, we have the relation
L3 =
2η1
L
{[∑
k 6=j
{
ζ(xj−xk)+
∑
l 6=k
ζ(xk−xl)
}]
+
[
(yj−yk)
]
−
[
(xj−yk)
]
−
[
(yj−xk)
]}
.
(C.6)
which vanishes term by term since
∑
k 6=j
{
ζ(uj − vk) +
∑
l 6=k
ζ(vk − ul)
}
=
∑
k 6=j
{
ζ(uj − vk) + ζ(vk − uj) +
∑
l 6=k,j
ζ(vk − ul)
}
=
∑
k 6=j
∑
l 6=k,j
ζ(vk − ul) =
∑
pairs(m,n),m 6=n
(m,n)6=j
[
ζ(vm − un) + ζ(un − vm)
]
= 0, (C.7)
where we used that ζ is odd. Summarizing, we have x¨j = −G2L1 which matches (4.76)
in force of the following identity between Weierstrass ℘ and ζ functions:
0 =
∑
k 6=j
℘′(xj − xk)
+
N∑
k=1
℘(xj − yk)
[ N∑
l=1
ζ(xj − yl)−
∑
l 6=j
ζ(xj − xl) +
N∑
l=1
ζ(yk − xl)−
∑
l 6=k
ζ(yk − yl)
]
−
∑
k 6=j
℘(xj − xk)
[ N∑
l=1
ζ(xj − yl)−
∑
l 6=j
ζ(xj − xl)−
N∑
l=1
ζ(xk − yl) +
∑
l 6=k
ζ(xk − xl)
]
.
(C.8)
We prove this identity using Liouville’s theorem. Let us denote the right hand side by
R
(
xj ; {xk}k 6=j , {yk}Nk=1
)
. R is a symmetric function under independent permutations
of {xk}k 6=j and {yk}Nk=1, respectively. Next, we show double periodicity in all variables.
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Although the ζ’s introduce shifts, these cancel each other1, so double periodicity follows
immediately. The non-trivial step is to show holomorphicity. First, the relation should
hold for all j. In particular we can choose j = 1, other cases are obtained just by
relabelling. By double periodicity we can focus only on poles at the origin, so there will
be poles in xj − yk and xj − xl, l 6= j. By the symmetries described above we have to
check only three cases: x1− y1, x2− y1 and x1−x2. To do so, we use the Laurent series
for ℘ and ζ
℘(z) =
1
z2
+ ℘R(z), ℘R(z) =
∞∑
n=1
cn+1z
2n
ζ(z) =
1
z
+ ζR(z), ζR(z) = −
∞∑
n=1
cn+1
2n+ 1
z2n+1 (C.9)
Let us now show the vanishing of the residues at each pole.
Pole in x2 − y1
There are only two terms in (C.8) contributing
ζ(x2 − y1)
[
℘(x1 − x2)− ℘(x1 − y1)
]
∼ 1
x2 − y1
[ 1
(x1 − x2)2 −
1
(x1 − y1)2 +
∑
n≥1
cn+1
(
(x1 − x2)2n − (x1 − y1)2n
) ]
=
x2 − y1
x2 − y1
[ 1
(x1 − x2)2(x1 − y1) +
∑
n≥1
cn+1
2n∑
k=1
(
2n
k
)
(−1)kx2n−k1
k−1∑
l=0
xk−1−l2 y
l
1
]
. (C.10)
So indeed the residue vanishes.
Pole in x1 − y1
The terms contributing to this pole read
℘(x1 − y1)
∑
k 6=1
{[
ζ(x1 − yk)− ζ(y1 − yk)
]− [ζ(x1 − xk)− ζ(y1 − xk)]}
+ ζ(x1 − y1)
∑
k 6=1
[
℘(x1 − yk)− ℘(x1 − xk)
] (C.11)
1All ζ’s appear in pairs, where a given variable appears with positive and negative signs in the
argument.
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∼ 1
(x1 − y1)2
∑
k 6=1
{[ 1
x1 − yk −
1
y1 − yk
]
−
[ 1
x1 − xk −
1
y1 − xk
]
+
[
ζR(x1 − yk)− ζR(y1 − yk)
]
−
[
ζR(x1 − xk)− ζR(y1 − xk)
]}
+
1
x1 − y1
∑
k 6=1
[
℘R(x1 − yk)− ℘R(x1 − xk) + 1
(x1 − yk)2 −
1
(x1 − xk)2
]
.
(C.12)
Collecting all the rational terms gives a regular term
∑
k 6=1
[ 1
(x1 − xk)2(y1 − xk) −
1
(x1 − yk)2(y1 − yk)
]
(C.13)
and we stay with the rest
∑
k 6=1
1
x1 − y1
{
℘R(x1 − yk)− ℘R(x1 − xk) + 1
x1 − y1
[ (
ζR(x1 − yk)− ζR(y1 − yk)
)
− (ζR(x1 − xk)− ζR(y1 − xk)) ]
}
.
(C.14)
In the following we show that the terms in the square parenthesis in the above for-
mula factorizes a term (x1 − y1) which, after combining with the rest, cancels the pole
completely. Indeed, we just use (C.9) and binomial theorem to get
[
. . .
]
= −(x1 − y1)
∑
n≥1
cn+1
2n+ 1
2n∑
l=1
(
2n+ 1
l
)
(−1)l
(
y2n+1−lk − x2n+1−lk
) l−1∑
m=0
yl−1−m1 x
m
1
℘R(x1 − yk)− ℘R(x1 − xk) =
∑
n≥1
cn+1
2n∑
l=1
(
2n
l − 1
)
(−1)lxl−11
(
y2n+1−lk − x2n+1−lk
)
(C.15)
and after combining these two terms we get
{
. . .
}
=
∑
n≥1
cn+1
2n∑
l=1
(
2n
l − 1
)
(−1)l
(
y2n+1−lk − x2n+1−lk
) [
xl−11 −
1
l
l−1∑
m=0
yl−1−m1 x
m
1
]
,
(C.16)
however the terms in the square brackets of (C.16) factorizes once more a term (x1−y1)
[
. . .
]
= (x1 − y1)1
l
l−1∑
m=1
(l −m)xl−1−m1 ym−11 (C.17)
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so that we end up with a regular term
∑
k 6=1
∑
n≥1
cn+1
2n∑
l=1
(
2n
l − 1
)
(−1)l
l
(
y2n+1−lk − x2n+1−lk
) l−1∑
m=1
(l −m)xl−1−m1 ym−11 . (C.18)
Summarizing, we have shown the vanishing of the residue at the pole in (x1 − y1) and
we now move on to the last one.
Pole in x1 − x2
Analysis of (C.8) gives the following terms contributing to this pole
℘′(x1 − x2) + ζ(x1 − x2)
[ ∑
k 6=1,2
℘(x1 − xk)−
∑
k
℘(x1 − yk)
]
− ℘(x1 − x2)
[∑
k
ζ(x1 − yk)−
∑
k 6=1
ζ(x1 − xk)−
∑
k
ζ(x2− yk) +
∑
k 6=2
ζ(x2 − xk)
]
.
(C.19)
In analogy with the previous case let us first deal with the rational terms
−2
(x1 − x2)3 +
1
x1 − x2
[ ∑
k 6=1,2
1
(x1 − xk)2 −
∑
k
1
(x1 − yk)2
]
− 1
(x1 − x2)2
[ −2
x1 − x2 +
∑
k
(
1
x1 − yk −
1
x2 − yk
)
−
∑
k 6=1,2
(
1
x1 − xk −
1
x2 − xk
)]
=
∑
k
1
(x1 − yk)2(x2 − yk) −
∑
k 6=1,2
1
(x1 − xk)2(x2 − xk) , (C.20)
which give a regular contribution as we wanted. For the remaining terms we can write,
using the same methods as above
1
x1 − x2
{ ∑
k 6=1,2
℘R(x1 − xk)−
∑
k
℘R(x1 − yk)− 1
x1 − x2
[∑
k
(ζ(x1 − yk)− ζ(x2 − yk))
−
∑
k 6=1,2
(ζ(x1 − xk)− ζ(x2 − xk))
]}
=
∑
n≥1
cn+1
2n+1∑
l=1
(
2n
l − 1
)
(−1)l
l
l−1∑
m=1
(l −m)xl−1−m1 xm−12
[ ∑
k 6=1,2
x2n+1−lk −
∑
k
y2n+1−lk
]
,
(C.21)
which explicitly shows the vanishing of the residue of this last pole.
We just showed that R
(
xj ; {xk}k 6=j , {yk}Nk=1
)
is holomorphic in the whole complex plane
for all variables. Liouville’s theorem then implies it must be a constant. Hence we can
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set any convenient values for the variables to show this constant to be zero. Taking the
limit yk → 0 for all k we get
− lim
yk→0
∑
k
℘(x1 − yk)
∑
l 6=k
1
yk − yl +
∑
k 6=1
℘′(x1 − xk) +N℘(x1)
[
Nζ(x1)−
∑
k 6=1
ζ(x1 − xk)−
∑
k
ζ(xk)
]
−
∑
k 6=1
℘(x1 − xk)
[
Nζ(x1)−
∑
l 6=1
ζ(x1 − xl)−Nζ(xk) +
∑
l 6=k
ζ(xk − xl)
]
(C.22)
The first term can be written as
lim
yk→0
∑
pairs(m,n),m 6=n
m,n∈{1,...,N}
1
yn − ym
[
℘′(x1)(yn − ym) +O
(
(yn − ym)2
) ]
=
N(N − 1)
2
℘′(x1)
(C.23)
Sending xk → 0, k 6= 1 simplifies R further
(N − 1)
(
N
2
+ 1
)
℘′(x1)− (N − 1)℘(x1)ζ(x1)
+ lim
xk→0
k 6=1
{∑
k 6=1
℘(x1 − xk)
[
Nζ(xk)−
∑
l 6=k
ζ(xk − xl)
]
−N℘(x1)
∑
k 6=1
ζ(xk)
}
, (C.24)
where the second line yields
lim
xk→0
k 6=1
{
N
∑
k 6=1
1
xk
[
℘(x1 − xk)− ℘(x1)
]
︸ ︷︷ ︸
−N(N−1)℘′(x1)
−
∑
k 6=1
℘(x1 − xk)
∑
l 6=k
ζ(xk − xl)︸ ︷︷ ︸
(N−1)℘(x1)ζ(x1)+ (N−1)(N−2)2 ℘′(x1)
}
.
Putting everything together we finally obtain
const = lim
yk→0
xl→0,l 6=1
R(. . .) = 0 =⇒ R(. . .) = 0,
which concludes the proof of (C.8).
C.1.2 Proof of (4.82)
By simplifying the left hand side of (4.82) one gets
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N∑
j=1
{
G
[
℘(z − xj)ζ(z − xj) + 1
2
℘′(z − xj)
]
+G
[
℘(z − yj)ζ(z − yj) + 1
2
℘′(z − yj)
]
+ ℘(z − xj)
[
− ix˙j −G
N∑
k=1
ζ(z − yk) +G
∑
k 6=j
ζ(z − xk)
]
+ ℘(z − yj)
[
iy˙j −G
N∑
k=1
ζ(z − xk) +G
∑
k 6=j
ζ(z − yk)
]
+G
2η1
L
[
iy˙j − ix˙j +G (℘(z − yj)− ℘(z − xj))
∑
k
(yk − xk)
]}
. (C.25)
Going on-shell w.r.t. auxiliary system (4.77), we arrive at
LHS = X1 +X2, (C.26)
where
X1 =
N∑
j=1
{
1
2
℘′(z − xj) + ℘(z − xj)
[ N∑
k=1
(ζ(z − xk)− ζ(z − yk) + ζ(xj − yk))−
∑
k 6=j
ζ(xj − xk)
]
+
1
2
℘′(z − yj) + ℘(z − yj)
[ N∑
k=1
(ζ(z − yk)− ζ(z − xk) + ζ(yj − xk))−
∑
k 6=j
ζ(yj − yk)
]}
X2 = G
2 2η1
L
N∑
j=1
∑
k 6=j
{
ζ(yj − xk) + ζ(xj − yk)− ζ(yj − yk)− ζ(xj − xk)
}
. (C.27)
It is easy to see that X2 vanishes, since we can rearrange the sum to pairs of ζ’s with
positive and negative arguments respectively
X2 = G
2 2η1
L
∑
pairs(m,n),m 6=n
m,n∈{1,...,N}
{[
ζ(ym − xn) + ζ(xn − ym)
]
+
[
ζ(xm − yn) + ζ(yn − xm)
]
−
[
ζ(xm − xn) + ζ(xn − xm)
]
−
[
ζ(ym − yn) + ζ(yn − ym)
]}
= 0. (C.28)
The vanishing of X1 looks more intriguing, but actually reduces to the already proven
relation (C.8). Indeed, we can write X1 as
X1 =
1
2(N − 1)
N∑
j=1
[
R ({x}, {y})
∣∣∣
xj=z
+R ({x} ↔ {y})
∣∣∣
yj=z
]
= 0,
which concludes the proof of (4.82).
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