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ABSTRACT 
     Continued research in genomics is confirming that gene products operate together 
to perform biological functions, and that very few phenotypes result from the 
differences in a single gene.  The challenge is to determine how the interaction of 
genes leads to disease.  In the last decade or so, network-based approaches have 
been applied to the problem of deciphering patterns of gene expression underlying a 
disease or behavior. When analyzing the response of RNA expression networks to an 
environmental influence, such as exposure to alcohol, there are two types of 
response, either the expression levels of all transcripts in a network react in a 
coordinated fashion or the relationships between transcripts change and alter the 
network structure. This change in the relationship between two transcripts under two 
different conditions can be defined as ‘differential co-expression’, e.g., two transcripts 
are correlated in the saline treated group but not after exposure to alcohol.  
     To increase our understanding of changes in network structure in the brain 
following alcohol exposure, we examined the differential co-expression of genes 
between ethanol-treated LXS recombinant inbred mice and their saline-treated genetic 
controls. We estimated posterior probabilities of differential co-expression between 
gene pairs by employing a mixture model that classifies gene pairs based on their 
 iv 
relationship under the two different environmental conditions, e.g., no correlation 
between the two genes in the saline group and a positive correlation between genes in 
the ethanol group. Using these probabilities and hierarchical clustering, we identified 
brain co-expression networks either activated or deactivated by ethanol. From these 
network structures, we conducted an enrichment analysis to determine the affected 
biological pathways. In summary, this integrative approach combined features of 
differential co-expression techniques and network methods to identify pathways 
altered between treatment groups, including pathways only partially affected, an 
outcome that receives less emphasis in other methodologies. 
The form and content of this abstract are approved.  I recommend its publication. 
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     The central dogma of molecular biology describes the mechanism by which DNA is 
transcribed into messenger RNA (mRNA) that is then translated into a 
protein.  Although the DNA sequence remains the same in different cell types and 
across different environments, the abundance of mRNA available in the cell is a 
quantitative measure that varies by cell type, environment, development, and disease 
status.  Gene expression (i.e., mRNA abundance) is the first step in the process of 
turning information coding in our DNA into an observable trait. Through the use of high 
throughput technology, expression levels of tens of thousands of genes can be 
analyzed by measuring mRNA.   
I.a Gene-Centric Analysis  
     A typical analysis of mRNA expression levels examines how these levels differ 
based on the experimental design. Is the expression level of this gene higher in the 
treatment group compared to the control group? (called differential expression – 
 
Figure 1. Examples of Types of Analysis with mRNA Expression Levels. a) 
Distribution of expression levels of genes by condition, b) Spread of expression levels 
by condition, c) Relationship of expression values between two genes by condition  
(Siska, 2016).
a) b) c) 
  
  
                                                                                                                              
Figure 1a).  Is the variance of the expression levels for this gene different in the  
disease group compared to the control group? (called differential variance – Figure                     
1b). Is the association between one gene and another gene, as measured by their 
expression levels, different in one treatment group versus another? (called differential 
correlation or differential co-expression – Figure 1c). While differential co-expression 
does offer a measure of how the relationship for a gene pair changes between two 
treatment groups, this overall gene-centric analysis approach does not consider the 
way in which many genes operate together to perform a biological function. 
I.b Network Analysis 
     Continued genetics/genomics studies are confirming the notion that gene products 
operate in systems (i.e., networks): few traits are explained by a single gene (Weiss et 
al., 2012).  Networks provide a natural framework to analyze the mechanisms by 
which genes work together.  Under this network paradigm, a correlation coefficient (or 
other metric) is often used to measure the relationship between the expression levels 
of two genes. A ‘network’ of genes describes the relationships of many genes at once 
depicting the strength (correlation coefficient) of the relationships between each pair of 
genes.  A ‘cluster’ or ‘module’ within the network describes a group of genes with 
similar expression patterns, i.e., the ones that exhibit higher connection to each other 
as measured by the strength of the relationship. 
     Differential Co-expression Network analysis assesses the strength of the 
connection (co-expression) between genes in a cluster under one condition compared 
to the strength of those relationships in another condition.  In extreme cases, there 
could be high co-expression of a group of genes under one condition that no longer 
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exists in another condition (Figure 2).  In this case, the change in association across 
many genes from one condition to another suggests that a biological process 
operating in the first condition has been disrupted when exposed to the second 
condition. In a like manner, when there is no or low association in a control group but 
a new network is formed in a treatment group, a biological pathway has been 
activated.  Network methods can characterize these gene relationships in a visual and 
measurable way.  
a) Highly Connected                                     b) No Connection 
   
Figure 2: Demonstration of a Completely Deactivated Network. Genes are 
depicted here as circles with labels. The strength of the relationship between the 
genes is depicted by the width of the line between two genes. a) These genes are 




     However, the nature of the activation and disruption of these biological processes 
is rarely as extreme or simplistic as depicted in Figure 2. The disruption can be much 
more granular than that.  For example, suppose a gene becomes isolated in a  
new condition while the rest of the genes remain as a tightly connected cluster (Figure 
3a). The biological function carried out by the original network may continue to 
function without the help of that isolated gene or may function in a less than optimal 
way.  A second scenario is one in which new networks are formed in one condition 
versus another (Figure 3b).  In this scenario, completely new biological pathways 
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might be activated because different groups of genes are now working together.  And, 
these examples are just a few of the multitude of permutations that can happen when 
analyzing tens of thousands of genes. The difficult task is to discover these subtle but 
often times biologically meaningful patterns.  
a) Isolated Gene                                             b) Two New Networks 
   
 
Figure 3: Demonstration of Partially Disrupted Networks. The strength of the 
relationship between the genes can differ between study conditions. a) One gene is 
isolated from a network of genes with a previously strong relationship (Figure 2a).     
b) Two new networks are spawned from what was previously one network (Figure 2a).  
 
I.c. Ethanol Affects Brain Function 
     When humans are exposed to ethanol (that is, when they drink alcohol), it is known 
that they experience feelings of elatedness, reduced inhibition, and a reduction in 
anxiety.  These observations have led researchers to seek an understanding of how 
changes in brain function might be related to the observed behaviors. Much research 
has been conducted regarding the impact of excessive alcohol exposure over longer 
periods of time (chronic use). One such study describes the many brain pathways that 
are altered with prolonged exposure to alcohol, including ‘neuronal survival, cell 
migration, and glial cell differentiation’ (de la Monte & Kril, 2014). However, the more 
basic question is how alcohol affects the brain on modest or initial exposure. Another 
study found effects on executive function and prospective memory in subjects 
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exposed to moderate doses of alcohol, even without a self-report of feelings of 
intoxication (Montgomery, Ashmore, & Jansari, 2011).  In a third study, (Gilman, 
Ramchandani, Davis, Bjork, & Hommer, 2008) used functional magnetic resonance 
imaging (fMRI) to characterize the changes in brain circuitry when exposed to alcohol, 
among healthy social drinkers.  They observed ‘activated striatal reward circuits’ and 
an ‘attenuating response to fearful stimuli in visual and limbic regions’ and these 
circuitry changes were observed in conjunction with reports of feelings of intoxication 
by the subjects. 
     Our research faces the challenge of finding the gene co-expression changes, after 
initial, acute exposure, that point to these critical network and pathway modifications. 
Our hypothesis is that many genes operate together to cause the alteration in brain 
function. The next step is to characterize the gene networks and biological pathways 
affected by initial alcohol exposure.  
I.d. Use of the LXS Mouse Panel  
     To study the effects of ethanol exposure on brain RNA expression levels, we have 
chosen the LXS panel, a large recombinant inbred (RI) mouse panel that originates 
from the Inbred Long (ILS) and the Inbred Short Sleep (ISS) mouse strains. The ILS 
and ISS were selectively bred for extreme differences in the duration of the loss of the 
righting response (LORR), colloquially referred to as “sleep time” (ST), which is an 
acute response to a hypnotic dose of alcohol. The ILS/ISS difference in ST is due 
primarily to a difference in neuronal (McClearn, 1962; McClearn & Kakihana, 1973, 
1981). sensitivity to alcohol rather than to a metabolic difference, confirmed by the 
approximately two-fold difference between the ILS and ISS in BEC (blood ethanol 
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concentration) at the regain of the righting response (Radcliffe, Floyd, & Lee, 2006).  
The LXS panel was originally bred from ILS/ISS-derived F2 offspring through brother-
sister matings for more than 20 generations. As such, each inbred strain within the 
LXS panel presents a random combination of the alleles from the original parents, 
offering genetically inbred controls to study the differential co-expression of genes in 
response to ethanol exposure.  
I.e The Challenge 
     For an analysis of the differential co-expression of genes due to ethanol exposure, 
the gene-centric methods previously mentioned can provide focus to individual genes 
of interest.  However, these methods overlook the relationships formed between many 
genes, missing the link to the biological function and context.  On the other hand, 
network analysis can characterize the strength of relationships activated or disrupted 
in exposure to ethanol but may not direct our attention to the most differentially co-
expressed gene pairs. Each of these methodological approaches offers unique 
benefits to discovering the genes and pathways that play a role in response to ethanol 
exposure.  In our analysis, we use the strengths of both approaches to provide 









BACKGROUND ON METHODOLOGY 
 
     In our literature review of available techniques to analyze differential co-expression 
between conditions and the formation of gene networks in multiple conditions, we 
found methods that can be grouped into three categories: 1) those that focus on 
differential co-expression of gene pairs, 2) those that analyze systems of genes 
utilizing network methodology, and 3) those that combine elements of both network 
and gene-pair-centric approaches.    
     We propose an alternate method that also combines elements of network and 
gene-pair-centric approaches.  Our method is a differentially co-expressed cluster 
method that uses a posterior probability of differential co-expression among genes to 
direct the creation of gene clusters of interest for biological interpretation.  
II.a Gene-Pair-Centric Differential Co-expression Methods 
     The following methods use differential co-expression of genes to assess statistical 
significance at the gene pair level.  These approaches are used to measure the impact 
of different conditions on the relationship between two genes. The Discordant method, 
for example, uses a “binning” approach to calculate posterior probabilities of 
differential co-expression when comparing one study group, e.g., control, to a second 
study group, e.g., case (Siska & Kechris, 2016). The method assumes the correlation 
coefficient of a gene pair is distributed from one of three densities: a normal 
distribution around an unknown negative mean, a normal distribution around a zero 
mean, or a normal distribution around an unknown positive mean.  Following the fitting 
of the model, a posterior probability is inferred for each gene pair being in one of these 
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three distributions in the control group and in one of these three distributions in the 
case group.  To focus on situations where there are changes between the study 
groups, the joint probability is returned for the scenarios where the gene pair 
correlation is different. (i.e., discordant). Discordant provides a statistically powerful 
construct for evaluating differential co-expression in gene pairs but has not yet been 
used to find networks that are disrupted.  
     (Dawson & Kendziorski, 2012) describe an empirical Bayes approach, 
implemented in an R package EBcoexpress (Dawson, 2018), for measuring 
differential co-expression.  With their algorithm, Fisher transformed correlation 
coefficients calculated separately in each condition are grouped into equivalently co-
expressed (EC) and differentially co-expressed (DC) feature pairs based on means of 
the distributions in each group. An expectation-maximization algorithm is used to 
determine the probability that any one gene pair is in one of several potential 
groupings. The groupings of DC feature pairs correspond to the combination of co-
expression patterns under many conditions.  For example, they may be equivalently 
co-expressed under condition 1 and condition 2 but be differentially co-expressed 
under condition 3 and many more such combinations.  This empirical Bayes approach 
differs from Discordant in that it identifies the probability that gene pairs are 
differentially co-expressed but not the nature of that differential co-expression 
(positive, negative or no relationship).  Like Discordant, this method also does not 
currently include the identification of networks of features.  
    Gene Sets Net Correlations Analysis (GSNCA) conducts a differential co-
expression test for genes (Rahmatallah, Emmert-Streib, & Glazko, 2014). Weight 
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factors are assigned to each gene based on its pairwise correlations with all the other 
genes in the dataset under each condition. The difference in those weight factors 
between the treatment groups is then calculated. To test for statistical significance of 
this difference, the labels on the samples are permuted to establish a null distribution 
of weight factor differences between the groups. This method differs from the previous 
approaches in that it focuses on all pairwise relationships for a gene with all other 
genes, while Discordant and EBcoexpress only consider each gene-gene pair at a 
time. As a final step in the GSNCA process, some genes that have more connections 
(pairwise correlations) are designated as hub genes and those genes are pursued for 
their biological meaning.  The formulation of a full network system is not considered in 
this approach.  
II.b Network Methods 
     The method that we reviewed that focused solely on a network approach is 
Weighted Gene Co-expression Network Analysis (WGCNA), a widely popular 
approach for this purpose (Zhang & Horvath, 2005). WGCNA groups genes into 
network modules by assigning “a connection weight to each gene pair” from their co-
expression in a treatment group. To measure whether a module is preserved or 
unique to a particular condition, module membership and connectivity from WGCNA 
within a condition are examined in the other condition using the preservation method 
offered by (Langfelder, 2017). In this process, a Zsummary score is calculated to show 
the changes in connectivity patterns of a module between treatment groups. A Zsummary 
score greater than 10 provides “strong evidence of preservation” and relies on the 
definition of a module under a single condition. This technique is more focused on 
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conservation of networks as opposed to changes in networks. The preservation 
statistic can be used to provide information about the modules that have been 
disrupted but does not offer a rigorous statistical test (p-value or posterior 
probabilities) to add a confidence level to the result.  
II.c Gene-Pair-Centric and Network Methods Combined 
     The techniques that use features of both gene-pair-centric and network-based 
approaches provide varying degrees of focus on the gene versus network as well as 
varying degrees of statistical rigor and biological interpretability. DiffCoEx introduced 
by (Tesson, Breitling, & Jansen, 2010) applies WGCNA to the difference in the gene 
pair correlation coefficients between two or more conditions. This difference value 
becomes the measure of connection strength between gene pairs and is used as input 
for WGCNA. From there, the typical steps of WGCNA proceed to generate network 
modules. However, by taking the difference in values before formulating the modules, 
this method will not identify the particular pairwise relationships maintained in partially 
disrupted networks. 
     DiffCorr analyzes the correlation between gene pairs under two experimental 
conditions and uses a Z test to determine the statistical significance of the difference 
in those relationships (Fukushima, 2013).  Additionally, modules are built under each 
experimental condition using hierarchical clustering and a summary measure is 
calculated for each module, using a principal component analysis method. The 
summary measure is used to compare modules.  The statistical test for this method is 
on pairwise differential co-expression, not a test on the network, although the network 
dimension is calculated and visualized. 
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     Differential Gene Correlation Analysis (DGCA) calculates the correlation 
coefficients of genes under different conditions and assesses the significance of the 
difference in these correlation coefficients using a z-test and a false discovery rate 
method to calculate a q-value (McKenzie, Katsyv, Song, Wang, & Zhang, 2016).  For 
statistically differentially correlated gene pairs, Multiscale Embedded Gene Co-
expression Network Analysis (MEGENA) is used to construct modules from the 
difference z-scores as the weighting factor to build networks.  This method blends the 
gene-pair-centric approach and the network approach but could miss those gene pairs 
that play a supplementary role in the establishment of a network by only working with 
the gene pairs that are significantly different.  Specifically, the scenarios depicted in 
Figure 3 may not be discovered.  
II.d The Disrupted Co-expression Network Method   
     In our approach, we employ a combination of techniques to identify activated and 
deactivated co-expression modules.  We use the Discordant method (Siska, Bowler, & 
Kechris, 2017) to quantify our confidence in the change in the relationship of any two 
genes after exposure to ethanol.  The binning methodology of Discordant provides 
posterior probabilities that distinguish between activation or deactivation of a 
relationship between two genes rather than just a single measure of differential co-
expression. Additionally, we use the differentially co-expressed posterior probabilities 
of all the gene pairs rather than only including the gene pairs that pass a statistical 
test. We then utilize hierarchical clustering, applying the ‘single’ method, using the 
smallest distance between clusters, with a dynamic tree cut to form modules of 
differential co-expression (Horvath, 2008). Since the modules are formed based on 
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probabilities and the ‘single’ method allows for the inclusion of gene pairs that may 
maintain their correlation, but both lose their correlation with a third gene genes, the 
fully disrupted as well as the partially conserved networks are identified.  We assess 
the statistical significance of the modules using the topological overlap measure from 
WGCNA on the Saline and Ethanol treatment groups separately.  For the significant 
modules, we perform enrichment tests to identify relevant biological pathways.  We 
refer to this combination of techniques as the Disrupted Co-expression Network 
method (DisCoNet). 
II.e. Study Aims  
We had two study aims in this research: 
1) Assess the impact of ethanol on expression relationships among genes to 
discover the biological pathways disrupted/activated upon exposure to ethanol 
using DisCoNet. 
2) Assess the resultant activated/disrupted modules relative to established 
biological pathway databases: Kyoto Encyclopedia of Genes and Genomes 











 MATERIALS AND LABORATORY METHODS  
III.a Animals 
LXS RI breeders were obtained from The Jackson Laboratory (Bar Harbor, ME) 
and bred in-house in the University of Colorado Anschutz Medical Campus (UCAMC) 
vivarium, a pathogen-free facility (Radcliffe et al., 2018). Offspring were weaned and 
sex-separated at 21 days of age. All experiments were conducted with males that 
were group-housed in standard housing containing from 2 to 5 mice per cage. Only 
male mice were used for reasons of economy and to avoid variance associated with 
the estrus cycle. The mice were between 56 and 106 days of age at the time of 
sacrifice (mean = 80 ± 0.3). They were maintained in a constant temperature (22-
23ºC), humidity (20-24%), and light (14L/10D) environment. The procedures described 
in this report have been established to ensure the absolute highest level of humane 
care and use of the animals and have been reviewed and approved by the UCAMC 
IACUC.   
III.b RNA Extraction and Library Preparation 
Mice were administered saline alone (0.01 ml/g, ip) or ethanol in saline (5 g/kg, 
ip; 20% v/v) and sacrificed 8 hours later by CO2 inhalation followed by decapitation 
(Radcliffe et al., 2018). The brain was removed and further dissected into cerebellum 
and whole brain (minus the olfactory bulbs) and stored in RNALater at -20°C until 
RNA extraction. The RNA-seq studies reported here used only the whole brain 
sample. Total RNA was extracted using RNeasy Mini kits (Qiagen, Valencia, CA), and 
quantity and quality were determined using a NanoDrop™ spectrophotometer 
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(Thermo Fisher Scientific, Wilmington, DE) and Agilent 2100 BioAnalyzer™ (Agilent 
Technologies, Santa Clara, CA). Ratios of absorbance at 260nm and 280nm were 
shown to be excellent (>1.8) and RNA Integrity scores were also shown to be 
excellent (>8.0). Total RNA was stored at -80°C until library preparation.    
Total RNA was isolated from 9 mice per strain and an equal amount of RNA 
from 3 mice of the same strain and treatment condition was pooled for each library; 
thus, 3 libraries per strain were prepared. Pooling in this manner reduces within-strain 
variance, which produces an effective increase in statistical power without increasing 
the number of libraries (Kendziorski, Irizarry, Chen, Haag, & Gould, 2005; Kendziorski 
& Wang, 2006). Samples were enriched for poly-A RNA using the Dynabeads mRNA 
Purification kit (Invitrogen) as directed by the manufacturer. Paired-end (2x100, 
expected size of 300 bp), strand-specific, cluster-ready libraries were prepared from 
the poly-A enriched RNA using the ScriptSeq RNA-Seq Library Preparation Kit v2 
(Illumina) following the manufacturer’s instructions. Sequencing was performed by the 
University of Colorado Denver Genomics and Microarray Core on an Illumina HiSeq 
2000 Sequencing System as per the manufacturer’s instructions with 6 bar-coded 
libraries pooled per flow-cell lane. Up to 8 libraries were prepared at a time and within 
each library preparation group, a saline and ethanol sample were paired for any given 
strain. With the exception of two occasions, there was never more than one 
saline/ethanol pair for any strain within each library preparation group. A similar 
approach was used for sequencing: with the exception of 5 cases, saline/ethanol pairs 
for any given strain were represented only once on an entire flow cell. This quasi-
randomization procedure was implemented to help avoid confounding with batch 
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effects. In total, 250 libraries were prepared representing saline and ethanol treated 
mice from 42 LXS RI strains. A total of 14 libraries were removed due to poor quality 
or other technical issues. As a result, four strains (two in the saline group and two in 
the EtOH group) were left with only one biological replicate. These samples were also 
excluded leaving 40 strains in each of the treatment groups with n=2 and n=3 for 8 
and 72 strain/pretreatment combinations, respectively.  
III.c Alignment, Transcript Assembly, and Quantification 
RNA-seq data were mapped back to RI strain-specific genomes using TopHat2 
(v2.06; Kim et al., 2013) and their respective Ensembl annotations. TopHat2 was run 
in the very sensitive mode, allowing for microexons but not novel junctions. Whole 
gene quantification was determined using HTSeq (Anders, Pyl, & Huber, 2015) which 
provides raw read counts over an annotated gene set. Only uniquely mapping reads 
were used for quantification. For determination of genes that were expressed above 
background, a RPLG (Reads Per Length of Gene) value was calculated for each gene 
as follows: RPLG = (reads * 100) / gene length. Given that the read length was 100 
bp, a RPLG value of 1 indicates sequencing coverage of 1X on average for any given 
gene. The median RPLG was then calculated across samples within each 
pretreatment group for each gene; genes with a median RPLG greater than 1 in either 
the saline or alcohol pretreatment group were retained for further analysis. Raw read 
counts were then normalized using DESeq2 (Love, Huber, & Anders, 2014) and 
transformed using a variance stabilization transformation method to account for over-
dispersion. (Rudra et al., 2017) 
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Using a moderately conservative filtering procedure (median RPLG>1 in either 
the saline group or the alcohol group), we found that 13,460 and 14,170 out of 38,087 
Ensembl genes were expressed in the saline and alcohol cohorts, respectively. The 
union of these two gene sets was 14,184 genes; this set of genes was the starting 





















DATA ANALYSIS METHODS  
     There were several major steps in the workflow (Figure 4) for DisCoNet: Pre-
processing, Discordant, Hierarchical Clustering, Module Prioritization, and Enrichment. 
RStudio Version 1.1.383 using R Version 3.5.1, version 1.6.0 of the discordant 
package, and version 1.66 of the WGNCA package were used to conduct the 
analysis. KEGG Release 88.0+/11-03, Nov 18 and Version 3.7.0 of the GO database 
were used for the enrichment step.   
IV.a Pre-processing 
     As mentioned in Chapter III, the data were transformed to an approximately normal 
distribution and further calculations were built on the assumption of this distribution. To  
 
Figure 4: Overview of the Differentially Co-expressed Cluster Method. The high- 
level steps of the workflow are given here. a) Preprocessing for ensuring quality data 
b) Posterior probability calculations through Discordant c) Hierarchical Clustering to 
form modules d) Module prioritization using statistical significance e) Enrichment to 
identify activated or deactivated biological pathways. 
 
ensure significant genetic influence, the heritability of each gene in each treatment 
group was assessed using the fitComputeVPC.lmer function in the R package 
‘heritseq’ (Shi et al., 2017). This model calculates the statistical significance of the 
genetic component of variability being different from zero. We retained those genes for 
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which there was statistically significant evidence of genetic influence not equal to zero 
(p < 0.05) in either the Saline or Ethanol group. 
     The data from the biological replicates were averaged to produce one expression 
value per gene per strain per treatment group. The average is a more accurate 
measure of the strain expression level. The genes that had at least one outlier sample 
across the 80 strains by treatment combinations were removed using the ‘grubbs.test’ 
function from the R package ‘outliers’, (p < 0.05) (Komsta, 2011).  
 
IV.b Discordant  
     The reduced set of genes that met the criteria for consistency and genetic influence 
in the saline and ethanol groups was analyzed using the Discordant method to 
estimate posterior probabilities of differential co-expression (Figure 5). Within the 
Discordant method, the correlation coefficient of a gene-gene pair for a single  
  
 a) Correlations       b) Transformation        c) Posterior Probabilities                 d) Create Classes 
 
Figure 5: Discordant Workflow. a) Establish correlation coefficients by treatment 
group b) Fisher Z transform c) Calculate posterior probabilities d) Add posterior 
probabilities to form classes   
 
 
condition is assumed to be derived from one of three distributions (Figure 6). The 
likelihood of being from a specific distribution is a function of the magnitude and 
direction of their correlation coefficients calculated separately in both treatment 


























membership in each of 9 bins (Figure 7) is calculated.  There are 6 bins in this matrix 
(2, 3, 4, 6, 7, 8) that represent differential co-expression (discordance) between the 
two treatment groups while the remaining 3 bins (1, 5, 9) contain the posterior  
 
Figure 6: Mixture Model Distributions. The correlation coefficient of each gene pair 
is assumed to be distributed from one of three densities: a normal distribution around 
an unknown negative mean (left), a normal distribution around a zero mean (middle), 
or a normal distribution around an unknown positive mean (right).   
                          
Figure 7: Posterior Probability Bins. Each bin designates different probability 
scenarios.  For example, Bin 2 indicates that a gene pair is not correlated in the 
Ethanol group but is negatively correlated in the Saline; Bin 7 indicates that a gene 
pair is not correlated in Saline but is positively correlated in Ethanol, and so on.  Each 













probabilities that there is no differential co-expression between the 2 groups (Siska & 
Kechris, 2016).  
    We used the “within –omics” option (all data in a single R object) of the 
‘createVectors’ function in the Discordant package, creating correlation coefficient  
vectors using a Pearson calculation (Figure 5a). These vectors contained correlation 
coefficients corresponding to the relationships of gene pairs in each of the two  
treatment groups and were the input for the DiscordantRun function.  The ‘within’ 
option means that the data are contained in a single dataset rather than separate 
datasets.  The ‘DiscordantRun’ function was executed on these ‘within’ correlation 
vectors using the Fisher’s transformation option (Figure 5b and 5c). We slightly 
modified the createVectors function to restructure how the gene names were retained.  
     In our analysis, we were interested in pairwise relationships that changed from one 
treatment group to another.  For example, if a gene pair had a high probability of being 
positively correlated in one treatment group but had no correlation in the other 
treatment group, that gene pair represented a potential activation or disruption of a 
biological relationship.  We grouped the 6 discordant bins into three classes of 
differential co-expression (Figure 5d).  The posterior probabilities of bins 2 and 3 were 
added together to assess those gene pairs that had a high probability of no correlation 
in the ethanol group but a high probability of a positive or negative correlation in the 
saline group.  We named this class: Ethanol Deactivated.  In a like manner, the 
posterior probabilities of bins 4 and 7 were added together to assess the differential 
co-expression when there was a high probability of no correlation in the saline group 
but a high probability of a positive or negative correlation in the ethanol group (Ethanol 
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Activated).  Finally, the posterior probabilities of bins 6 and 8 were added together to 
assess the differential co-expression when the saline relationships were in the 
opposite direction from the ethanol relationships (Crossed). No further analysis was 
conducted on the Crossed class after this step due to the small number of gene pairs 
with a high posterior probability in this category; details on this decision are included in 
the Results section.  
IV.c Hierarchical Clustering 
     As described in Section I.b above, the nature of network disruptions that occur 
between treatment groups is difficult to predict.  It might take on a simple disruption 
like the one shown in Figure 2.  Or it might involve considerably more complexity like 
the examples in Figure 3.  We would like to find network disruptions regardless of the 
disruption pattern. The posterior probabilities from the defined classes from Discordant 
(Ethanol Activated and Ethanol Deactivated) indicate how likely individual gene pairs 
were to be discordant between the two treatment groups.  These probability 
distributions directed the search for networks of genes that were activated or 
disrupted. 
     The posterior probabilities of the two classes from Discordant (Ethanol Activated, 
Ethanol Deactivated) provided the input to the hierarchical clustering step (Figure 8). 
The analysis was conducted separately for the two classes. Hierarchical clustering 
works by grouping together the gene pairs that are the shortest distance from one 
another.  Distance is often measured in relation to correlation; if a gene pair is highly 
correlated, the distance between the two will be small.  The clustering occurs 
iteratively in a process where the closest gene pairs are grouped together and then 
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the next closest gene pair is grouped together (i.e., a bottom up approach).  That 
process continues until all genes are placed into a single cluster.  In our algorithm, we 
used a calculation of 1 minus the posterior probabilities in each of the classes 
(consisting of two bins) as the measure of distance (Figure 8a).  Modules were 
clustered using the ‘hclust’ function from the base R ‘stats’ package, employing the 
‘single’ method (Figure 8b).  The ‘single’ method designated the measure used for 
distance in constructing our modules: the use of the minimum distance between gene 
pairs or between a cluster and a gene pair.  Once a gene pair is placed in a cluster, 
the algorithm must summarize the distance between this new cluster and other gene 
pairs and clusters in the data set. We selected this method as the most likely to detect 
the partial disruption of networks depicted in Figure 3. We used a dynamic tree-cutting 
algorithm to determine clusters because it allowed more flexibility in the isolation of 
clusters compared to a static cut height approach. A cut height of 0.99 (the default) 
and the ‘tree’ method was applied using the function ‘cutreeDynamic’ from the R 
package WGCNA, with a minimum module size of 6, to generate mutually exclusive 
modules of genes within each of the classes. 
 
                                a) Similarity Matrix                         b) Clustering                      c) Dynamic Tree Cut 
                
Figure 8: Workflow to Identify Modules of Differentially Co-expressed Genes.The 
hierchical clustering step in this process uses the posterior probabilities generated by 


















IV.d Module Prioritization 
     The hierarchical clustering step generated modules of differentially co-expressed 
genes.  Our goal was to relate these modules to activated and deactivated biological 
pathways.  Therefore, we needed a method to quantitate our confidence in differential 
co-expression at the module level.  Using that confidence level, we could then 
prioritize the modules for further investigation (Figure 9). 
     To establish a basis for evaluating the statistical strength of our differential co-
expression at the module level, we calculated topological overlap values using the 
tools available through the WGCNA package in the saline and ethanol treated groups 
separately.  We used the Pearson correlation coefficients for the similarity measure, 
and determined the soft threshold using the methods outlined in (Zhang & Horvath, 
2005), ‘average’ for the hierarchical clustering method, ‘hybrid’ for the dynamic tree 
cut and calculated topological overlap.   We used a soft threshold of 4 as calculated  
                a) Calculate TOM                          b) Run Wilcoxon test        c) Derived p-values       d) Rank modules 
 
 
Figure 9: Module Prioritization. WGCNA is run on the Saline and Ethanol groups 
separately to establish a basis for module ranking. The Wilcoxon statistic between the 




































through the ‘pickSoftThreshold’ function. The soft threshold was used to transform the 
distribution of the correlation values into an approximately scale-free distribution. The 
topological overlap step used the concept of ‘neighbors’ in which the relationship 
between two genes was strengthened by the genes with which they had relationships 
in common (Figure 10).   
     For each module in the Ethanol Activated and Ethanol Deactivated classes, we 
calculated the gene-pair differences in the topological overlap values between the 
treatment groups for the gene pairs in that module. We assessed the significance of 
that difference by running a Wilcoxon signed rank paired test, using the function 




min,𝑘" , 𝑘#/ + 1 −	𝑎"#
 
 






    
Figure 10: Topological Overlap Calculations: Genes i and j have a level of 
correlation between them (aij).  However, the strength of their relationship is enhanced 
by the correlations they share with other genes (lij).  Their enhanced connectivity is the 
sum of these additional correlations (Zhang & Horvath, 2005). 
                              
          
For the Ethanol Activated modules, we subtracted the Saline topological overlap 
values from the Ethanol topological overlap values.  For the Ethanol Deactivated 
modules, we subtracted the Ethanol values from the Saline values. Since the 
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Wilcoxon signed rank test assumes that the gene pairs being compared are 
independent and we know that individual genes are involved in multiple comparisons, 
we calculated p-values for the Wilcoxon statistic based on a null distribution derived 
from 15,000 random samples of the same number of genes from the original data.  
Specifically, we drew 15,000 random samples of gene sets of the same size as the 
module, ran a Wilcoxon signed rank test on the difference in the topological overlap 
values for the random sets of genes and constructed a null distribution for the 
Wilcoxon statistic (Figure 11). Then, we calculated a p-value for our module by 
determining the proportion of statistics from the empirically derived null distribution 
that was greater than the Wilcoxon statistic for the true genes in the module.   
                                     
 
Figure 11: Example of Null Distribution for the Wilcoxon Statistic. The dark line is 
the distribution generated from Wilcoxon statistics of 15000 random samples of gene 
pair topological overlap differences between the saline and ethanol groups.  The red 
line indicates the position of the Wilcoxon statistic for a specific module.    
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We used the subset of the modules for which the tests had an adjusted p-value < 
(1/15000 * # of multiple tests) and module size of greater than or equal to 12 genes for 
our later step of enrichment.  
IV.e Enrichment 
     For the modules with greater than or equal to 12 genes that had the most extreme 
p-values, we ran an enrichment analysis comparing the genes within each module to 
the KEGG and GO databases.  The KEGG database focuses on biological pathways 
while the GO database is hierarchical and assigns ontology terms to genes, including 
terms related to biological processes, cellular components and molecular functions. 
We used a Fisher’s Exact test to determine if more genes from a given module were 
associated with a term or pathway than were expected by chance. Specifically, based 
on the genes in our background dataset of our complete reduced set of genes, what is 
the proportion of genes in the background that were associated with a biological 
pathway compared to proportion of genes in the module that were associated with the 
same biological pathway.  These results can be used to begin a knowledge-based 











     The DisCoNet results follow the workflow established in Chapter IV: Methods. We 
reduced the RNA expression dataset through heritability and outlier tests in our pre-
processing step. Using that reduced dataset, we generated posterior probabilities of 
differential co-expression between the saline and ethanol treatment groups for each 
gene pair. The posterior probabilities of defined classes (Ethanol Activated and 
Ethanol Deactivated) provided the input to the hierarchical clustering step.  The 
hierarchical clustering step produced modules of differential co-expression. Priorities 
were placed on the modules based on the p-value of differences in the topological 
overlap of the genes in the module between the saline and ethanol treatment groups.  
Enrichment analysis was conducted on the significant modules to determine the 
impacted biological pathways.    
V.a Pre-processing 
     To ensure that the genetic component of variability was statistically significant for 
individual genes, the heritability of each gene in each treatment group was assessed.  
Using the starting dataset of 14,814 genes, we retained the genes for which the 
heritability in either treatment group was statistically different from zero (p < 0.05).  
This step resulted in a reduced dataset of 5,775 genes.  We then averaged the 
biological replicates by strain by treatment group to result in 40 gene expression strain 
averages per treatment group for the 5,775 genes. We tested the remaining genes for 
outliers at the strain level and kept those genes that did not have any outliers across 
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the strains and treatment groups (p > 0.05).  This outlier step reduced our data to 
4,963 genes. 
V.b Discordant 
     In the first step of the Discordant workflow, we generated correlation coefficient 
vectors for each gene pair in both the saline and ethanol treatment groups. There was 
a large number of gene pairs for which the correlation in the saline group was  
             
Figure 12: Comparison of Ethanol and Saline Correlation Coefficients 
Designated by their Preferred Bin. The correlation coefficients for Saline (x-axis) 
and Ethanol (y-axis) for each gene pair are included as individual circles (12,313,203 
gene pairs). The color-coding reflects the preferred bin for each gene pair (See Figure 




































unchanged in the ethanol group (Figure 12: Bins 1, 5, 9).  However, there were some  
gene pairs for which the correlation coefficient differed between the two treatment  
groups.  To quantify the probability of discordance between the treatment groups, we 
used the posterior probabilities generated by Discordant for each gene pair. 
While each gene pair had a posterior probability for membership in each of the 9 bins 
(Figure 7), there was a bin for which that gene pair had its maximum posterior 
probability.  We call this bin the ‘preferred bin’ for that gene pair.  
     We examined the characteristics of gene pairs within each preferred bin through 
the use of visual plots to see if the distributions matched our expectations. First, we 
plotted the posterior probability frequency distributions by preferred bin (Figure 13). 
Secondly, we compared the distribution of the correlation coefficients for the gene 
pairs in the saline group to the correlation coefficients for the same gene pair in the 
ethanol group, again by preferred bin (Figure 14).  Thirdly, we chose the gene pair 
with the maximum posterior probability of all the gene pairs in the preferred bin to 
demonstrate the relationship between expression values of the two genes in both the 
saline and ethanol treatment groups (Figure 15).  
     The grouping based on the preferred bin demonstrated where discordance was 
likely. Over 90% of the gene pairs fell in the concordant bins (Bins 1,5, and 9) where 
the relationship between the gene pairs did not change between the two treatment 
groups (Figure 13).  The concordant bins had distributions with a negative skew for 
the posterior probabilities of the gene pairs with that preferred bin: posterior probability 
modes > 0.9.   Of the remaining gene pairs, more than 8% fell into the Ethanol 
Activated (Bins 4 and 7) and Ethanol Deactivated classes (Bins 2 and 3) but less than 
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0.004% fell into the Crossed class (Bins 6 and 8).  The discordant bins had 
distributions with a positive skew for the posterior probabilities of the gene pairs with 
that preferred bin: posterior probability modes around 0.5.  Since the Crossed class 
represented fewer than 500 gene pairs, we did not include it in subsequent analyses.  
     The frequency distributions for gene pair correlation coefficients within saline or 
ethanol treatment groups confirmed our expectations of the relationships of the gene 
pairs stratified by preferred bin (Figure 14). In the concordant bins (Bins 1,5, and 9), 
we saw an almost complete overlap between the correlation coefficients of gene pairs 
in the saline and ethanol treatment groups.  That is, for these gene pairs, the 
relationship did not change between the treatments.  On the other hand, the 
discordant bins (Bins 2,3,4,6,7, and 8) demonstrated quite disparate distributions. For 
example, in Bin 2, where we expected a negative correlation in saline and no 
correlation in ethanol, the distribution of the correlation coefficients for saline fell 
around a mean of -0.35 and the correlation coefficients for ethanol fell around a mean 




Figure 13: Distribution of Posterior Probabilities for Gene Pairs by Preferred 
Bin. Each gene pair has a preferred bin as previously described.  Each panel contains 
the distribution by preferred bin of posterior probabilities for the gene pairs for which 
that bin is the preferred bin (e.g. Bin 4 is the preferred bin for 284,728 gene pairs- 
2.3% of the total gene pairs). The number of gene pairs per bin and its percentage of 
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Figure 14: Distribution of Saline (Red)/Ethanol (Blue) Correlation Coefficients by 
Preferred Bin. The preferred bin is used to group the gene pairs in these frequency 
distributions. The x-axis label indicates the respective correlation coefficient means for 
saline and ethanol groups separately. 
 
     For an example gene pair (the one with the maximum posterior probability of all the 
gene pairs in the preferred bin), we examined the relationship between the expression 
values of the individual genes in the pair under the two different treatment conditions 
Bin1 (0/0)
































































































































































































































































(Figure 15). These expression levels demonstrated the expected behavior. For 
example, within Bin 2 the gene Cckbr was negatively correlated with the gene Zfc3h1 
in Saline but they were not correlated in the Ethanol treatment group. Likewise, within 
Bin 7, Ephb3 had a positive correlation with Tmem200a in Ethanol but no correlation 
in the Saline group.  In the case of the concordant bins (Bins 1,5 and 9), the slopes 
maintained the same direction.   
     We executed the last step of the Discordant process by forming classes: Ethanol 
Activated and Ethanol Deactivated (Figure 5d).  In this step, the posterior probabilities 
of two bins were added together to form the posterior probabilities for that class. For 
Ethanol Activated, the posterior probabilities of Bins 4 and 7 were added together and 
for Ethanol Deactivated, the posterior probabilities of Bins 2 and 3 were added 
together. The posterior probabilities in these classes each served as the matrices for 
the hierarchical clustering step. 
V.c Hierarchical Clustering 
     We used 1 minus the matrix of posterior probabilities as our distance matrix in 
hierarchical clustering.  This step generated a separate set of modules for the Ethanol 
Activated posterior probabilities and the Ethanol Deactivated posterior probabilities. 
The Ethanol Activated class had 170 modules, and the Ethanol DeActivated class had 
196 modules (Figure 16). The modules varied in size from a little over 1100 genes 




Figure 15: Example Co-expression Patterns from Each Preferred Bin. This 
diagram shows the expression levels for each strain by treatment for the gene pair 
with the maximum posterior probability in the preferred bin. The fitted line in the 
diagrams represents the linear relationship between those two genes. Red is for 



















































































































































































































































































































































































































































































































































































































































































































































































                     
 
Figure 16: Identification of Ethanol Activated and Ethanol DeActivated Modules: 
Ethanol Activated on the left, Ethanol Deactivated on the right. The dendrograms 
represent the clustering and the colors below the graph represent the generated 
modules. 
 
V.d Module Prioritization 
     We ranked the modules generated from the Ethanol Activated and Ethanol 
DeActivated classes based on the strength of their differential co-expression between 
the two treatment groups.  The topological overlap matrix (TOM) from WGCNA was 
used to measure connectivity separately in the saline and ethanol groups. The TOM 
values are measures of the strength of connectivity between pairs of genes based on 
both the direct association and the indirect associations through other genes. At a 
broad level, the center of the distribution of TOM values for ethanol was generally 
higher than that of saline (Figure 17a).  Additionally, the distribution of differences in 
TOM values for gene pairs between saline and ethanol had a slight positive skew 
(Figure 17b).   
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Figure 17: Topological Overlap Differences in Saline and Ethanol Treatment 
Groups (Ethanol – Saline). The boxplot on the left (A) shows the distribution of the 
TOM values for pairwise comparisons between genes in the Saline group and in the 
Ethanol group. The histogram on the right (B) indicates the distribution of the 
differences in TOM values between the treatment groups on a gene pair basis, 
calculated as the Ethanol TOM value – the Saline TOM value.  
                      
 
       The results of the Wilcoxon signed rank test for topological overlap differences 
between the saline and ethanol groups showed distributions in which many extreme 
statistically significant p-values were generated in the Ethanol Activated class.  There 
were 17 modules in the Ethanol Activated class that had an adjusted p-value < 0.01 
after taking 15,000 random gene samples to generate a null distribution, adjusted for 
multiple testing of 170 modules using a Bonferroni correction (Table 1). There were 3 
modules in the Ethanol Deactivated class that were statistically significant at an 
adjusted p-value < 0.01 after taking 15,000 random gene samples to generate a null 
distribution, adjusted for multiple testing of 196 modules using a Bonferroni correction 
(Table 2).  
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     For the 17 significant modules in the Ethanol Activated class, we examined the 
distribution of TOM values in several ways (Figure 18). As expected for the Ethanol 
Activated class and shown in the scatter plots, the Ethanol topological overlap values 
were almost always higher than the Saline values.  The Wilcoxon statistic calculated 
based on the actual module clearly stood out as more extreme than the statistics from 
the random samples of genes and the quantile-quantile plots demonstrated a striking 
difference in a typical random sample of genes compared to the genes that were 
clustered into these modules.  
     Additionally, we created network diagrams to visualize the change in the 
relationships between saline and ethanol (Figures 19 and 20). Modules 56 and 62, the 
same modules visualized in the earlier diagrams (Figure 18) were alternatively 
visualized based on the strength of the connections between genes in the two different 
treatment groups. As expected in the Ethanol Activated modules, the relationships 
between the gene pairs in saline for both modules were weak compared to the same 
gene pair in the ethanol group. This fact could indicate a biological pathway that is 















Table 1: Ethanol Activated Modules by p-value for 15,000 Random Samples. The 
table is sorted by module size. The Module Label indicates the module number that is 
assigned during the hierarchical clustering step. The Module Size indicates the 
number of genes assigned to the module. The Difference column gives the absolute 
value of the median difference in the topological overlap values between the Saline 
and Ethanol groups. The p-value column lists the p-value generated by running 
15,000 random samples of genes of the same size as the module generated by the 
hierarchical clustering step and adjusting for multiple testing of 170 modules using a 
Bonferroni correction. Top 17 modules are displayed here. 
 
Module Label Module Size Difference Adjusted p-value 
23 43 0.0067 0.01 
46 26 0.0189 0.01 
53 24 0.0069 0.01 
54 24 0.0105 0.01 
56 24 0.0178 0.01 
62 21 0.0322 0.01 
70 18 0.0064 0.01 
71 18 0.0181 0.01 
72 18 0.0299 0.01 
85 16 0.0210 0.01 
86 16 0.0415 0.01 
91 15 0.0421 0.01 
94 14 0.0321 0.01 
103 13 0.0194 0.01 
104 13 0.0275 0.01 
105 13 0.0218 0.01 
113 12 0.0322 0.01 
 
Table 2: Ethanol DeActivated Modules by p-value for 15,000 Random Samples. 
The table is sorted by module size. The Module Label indicates the module number 
that is assigned during the hierarchical clustering step. The Module Size indicates the 
number of genes assigned to the module. The Difference column gives the absolute 
value of the median difference in the topological overlap values between the Saline 
and Ethanol groups. The p-value column lists the p-value generated by running 
15,000 random samples of genes of the same size as the module generated by the 
hierarchical clustering step and adjusting for multiple testing of 170 modules using a 
Bonferroni correction. The top 3 modules are displayed here. 
 
Module 
Label Module Size Difference Adjusted p-value 
34 28 0.0063 0.01 
45 24 0.0060 0.01 
124 12 0.0073 0.01 
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Figure 18: A Sample of the Top Ethanol Activated Modules: a) a distribution of the 
difference in topological overlap values between ethanol and saline. The title includes 
the module number and the median difference value, b) topological overlap values for 
saline versus ethanol. The title includes the module size, c) the empirically-derived 
Wilcoxon statistic distribution based on randomly sampling the same number of 
genes. The Wilcoxon statistic for the module is indicated with a vertical red line 
position and d) a quantile-quantile plot of a single random sample of the same number 
of genes against the module distribution.   
 






































































































































































































































































































































































































































































































































































































































     B)   
 
Figure 19: Ethanol Activated Module 56 Network Diagram.  The diagram on the 
top (A) shows the strength of the connections between the genes in the saline 
treatment group.  The diagram on the bottom (B) shows the strength of the 
connections of the same genes in the ethanol treatment group. Darker, thicker lines 
indicate a stronger connection.  The measure for the connection strength is the 
topological overlap value for the gene pair by treatment group. The minimum 




      B)  
 
Figure 20: Ethanol Activated Module 62 Network Diagram.  The diagram on the 
top (A) shows the strength of the connections between the genes in the saline 
treatment group.  The diagram on the bottom (B) shows the strength of the 
connections of the same genes in the ethanol treatment group. Darker, thicker lines 
indicate a stronger connection.  The measure for the connection strength is the 
topological overlap value for the gene pair by treatment group. The minimum 
topological value for connection display is 0.017. 
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V.e Enrichment 
     Starting with the 17 statistically significant modules as listed in Table 1, the 
enrichment step only identified one module from the Ethanol Activated Class, which 
was enriched in a single pathway in KEGG (Table 3). A similar analysis of the Ethanol 
Activated Class against the GO database identified seven modules significantly 
enriched for at least one GO term (Table 4). When examining the Ethanol DeActivated 
class, we found no modules enriched for any pathway in KEGG and three modules 
enriched for at least one GO term (Table 5).   
    Because of the small number of genes in each module, we were underpowered to 
detect subtle fold enrichments.  Therefore, there are a small number of 
pathways/terms to follow up. In particular, several of the GO terms identified in Tables 
4 and 5 regarding regulation and cell cycle could be informative: negative regulation of 
inflammatory response to antigenic stimulus, DNA damage checkpoint, cell death and 
negative regulation of muscle cell apoptotic process.   
 
Table 3: Enrichment of KEGG Pathways in Ethanol Activated Modules: This table 
shows the KEGG biological pathways that are statistically significant (p < 0.001) 
based on Fisher’s Exact Test. We used a strict p-value criterion since there is no 
adjustment for multiple testing in this scenario. The background dataset consists of all 
4963 genes that we considered in our analysis. The Module Label column identifies 
the module number from hierarchical clustering. The Fisher’s Exact p-value is the p-


















Table 4: Enrichment of GO Terms in Ethanol Activated Modules: This table shows 
the GO Terms that are statistically significant (p < 0.001) based on Fisher’s Exact 
Test. We used a strict p-value criterion since there is no adjustment for multiple testing 
in this scenario. The background dataset consists of all 4963 genes that we 
considered in our analysis. The Module Label column identifies the module number 
from hierarchical clustering. The Fisher’s Exact p-value is the p-value from conducting 
the Fisher’s Exact test.  
 








negative regulation of 
inflammatory response to 
antigenic stimulus 
53 0.0001 Psma1,Gpr17 
GO:0000793 condensed chromosome 113 0.0002 Mlh3,L3mbtl1 
GO:0099523 presynaptic cytosol 103 0.0003 Hspa8,Trim9 
GO:0071901 
negative regulation of protein 
serine/threonine kinase 
activity 
70 0.0004 Tesk1,Wnk1 
GO:0000077 DNA damage checkpoint 113 0.0005 Atr,Mapk14 
GO:0030332 cyclin binding 104 0.0006 Cdkn1a,Usp2 
GO:0003417 
growth plate cartilage 
development 
54 0.0006 Thbs3,Rara 
GO:0008219 cell death 70 0.0007 Susd6,Emp2 
GO:0046875 ephrin receptor binding 85 0.0008 Cdk5,Chn1 
GO:0008045 motor neuron axon guidance 85 0.0008 Cdk5,Chn1 
GO:0031492 nucleosomal DNA binding 53 0.0008 Rcc1,H1f0 
 
Table 5: Enrichment of GO Terms in Ethanol DeActivated Modules: This table 
includes the GO Terms that are statistically significant (p < 0.001) based on Fisher’s 
Exact Test. We used a strict p-value criterion since there is no adjustment for multiple 
testing in this scenario. The background dataset consists of all 4963 genes that we 
considered in our analysis. The Module Label column identifies the module number 
from hierarchical clustering. The Fisher’s Exact p-value is the p-value from conducting 
the Fisher’s Exact test. 
 







negative regulation of 
muscle cell apoptotic 
process 







 DISCUSSION AND CONCLUSIONS 
 
VI.a Methods Discussion 
     In our research, we combined features of gene-pair-centric differential co-
expression analysis with network methods to identify differentially co-expressed 
modules.  Instead of requiring that clusters are either completely conserved or 
completely disrupted, differentially co-expressed clusters detect more subtle pattern 
changes that are likely biologically relevant.  Going back to our review of alternate 
differential co-expression methods, the gene-pair-centric methods focus on assessing 
statistical significance at the pair level.  These approaches (Discordant and GSNCA, 
for example) are used to measure the impact of different conditions on the relationship 
between genes but do not address the changes in gene networks. Network methods 
assess the clusters of genes that form into modules but do not provide a good 
measure of the activation or disruption of modules.  The combination techniques (like 
Diffcorr and DGCA) examine module differences but do not detect partial disruptions.  
Additionally, these techniques limit the further analysis to only those gene pairs that 
pass a statistical test.  Here we generated a posterior probability of differentially co-
expressed relationships between genes and used that probability as the measure for 
determining our hierarchical clustering.  Since we used the ‘single’ method for 
hierarchical clustering, we allowed the strong relationship of one gene in a cluster to 
influence the addition of subsequent genes to that cluster.  If we had used the 
‘average’ method instead, for example, the extreme relationship values would have 
been overlooked.  
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     When conducting the Discordant step in our workflow, we saw that the vast 
majority of gene pairs had concordant bins as their ‘preferred bin’, indicating that more 
than 90% of the gene pairs were not affected by the treatment.  We expected to see 
networks that were balanced between the conditions, but there were relatively fewer 
networks activated in the saline group that were disrupted in the ethanol group. 
VI.b Decisions and Limitations 
     Given the many steps and complexities in our methodology, there were decisions 
made during the process that can be explored for sensitivity. For example, in the 
Discordant step of the workflow, we made several choices: removing outliers before 
the algorithm, adding together the posterior probabilities of two bins, and removing the 
Crossed class from the analysis after the Discordant step. A sound statistical step 
would be to consider the analysis with and without the outliers and examining 
individual bins.  In addition, further analyzing the Crossed class could lead us to 
modules of importance even though the gene pairs are limited in number compared to 
the others.  
     Another decision was to use one minus the posterior probabilities as our distance 
measure for the hierarchical clustering step. There is an argument to be made to 
utilize only high probability gene pairs in the next steps of the analysis, in a similar 
manner to some of the alternate methods. Due to the fact that we believe we may 
miss crucial parts of networks that remain intact, we believe ours to be the correct 
decision.  Additionally, the use of the full posterior probability distribution, rather than 
only those that passed a statistical test enabled the retention of extended 
associations. The use of topological overlap values as our difference measure for 
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module statistical significance additionally reinforces the direct and indirect 
associations between genes.  
VI.c Future Directions 
     There are several paths of inquiry that follow from the enrichment step: comparing 
like genes across both sources (KEGG and GO), examining protein-protein 
interactions of the highlighted genes in the list and conducting a literature search on 
the already identified enriched pathways. 
     As future possible steps in our analysis, we have identified testing with and without 
outliers, individual bin analysis for Discordant, and inclusion of the Crossed class.  
Additionally, a future direction could be to examine the associations of the networks 
from our analysis with other -omics data to discover further biological implications.   
VI.d Conclusion 
     Implementing the steps of the Differentially Co-expressed Network Method has 
shown that the use of a probability-based measure for differential co-expression has 
led to networks of genes that are activated in one treatment group while not in the 
other.  The Discordant method alone can highlight a list of gene pairs that are 
differentially co-expressed and identify the probability of such differential co-
expression.  However, it is the use of Discordant with the ‘single’ hierarchical 
clustering method that emphasizes the patterns of gene relationships: whether they be 
fully activated, partially disrupted or completely isolated. These patterns lead us to a 
better understanding of the underlying biology pathways at work. 
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