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ABSTRACT
Durkee, Nicholas A. M.S.E.E., Department of Electrical Engineering, Wright State University,
2018. Temperature Robust Longwave Infrared Hyperspectral Change Detection.
In this thesis, we develop and evaluate change detection algorithms for longwave in-
frared (LWIR) hyperspectral imagery. Because measured radiance in the LWIR domain
depends on unknown surface temperature, care must be taken to prevent false alarms re-
sulting from in-scene temperature differences that appear as material changes. We consider
four strategies to mitigate this effect. In the first, pre-processing via traditional temperature-
emissivity separation yields approximately temperature-invariant emissivity vectors for use
in change detection. In the second, we utilize alpha residuals to obtain robustness to tem-
perature errors. Next, we adopt a minimax approach that minimizes the maximal spectral
deviation between measurements. Finally, we reduce our minmax approach to solve with
fewer variables. Examples using synthetic and measured data quantify the computational
complexity of the proposed methods and demonstrate orders of magnitude reduction in




L Radiance term represented in Wm−1cm−2sr−1
L↓ Downwelling radiance term, reflected radiance coming down from atmo-
sphere, reflected by the ground into the sensor
L↑ Upwelling radiance, radiance originating within the atmosphere directed
into the sensor
τ Path loss of radiance traveling through the atmosphere
λk Wavlength in µm, k indicates the index of wavelength
ε Emissivity of material
T Temperature of material
qBB(T, λ) Planck’s Function (Blackbody Function)
c speed of light = 299702547m/s
h Planck’s constant = 6.625× 10−34m2kg/s
kb Boltzmann’s constant = 1.38064852× 10−23m2kgs−1K−1
σ2 Variance of data
σ2ε Variance of emissivity, indexed by λk
F (x) Convolutional operator on vector x with boxcar filter
f1/f2/fcomp Additional error terms in smoothness-TES
∂f
∂T
Partial derivative of undetermined function f with respect to temperature
ˆ Hat refers to value approximated from radiance data
Nc Number of channels
αε Ideal alpha residual computed from emissivity
α Alpha Residual
Lgl Ground leaving radiance with path and part of downwelling radiance sub-
tracted
c1 First constant in Planck’s function = 2hc2
c2 Second constant in Planck’s function = hckb
a Full exponential term in Planck’s function = c2
λT0
b Full constant multiplier in Planck’s function = c1
λ5
Ta Custom function for use in alpha residuals
t Temperature modifier = T
T0
αε̂ Alpha residual calculated from radiance using Diani’s method prior to tem-
perature elimination
αM Alpha residuals post temperature elimination
µ Sample mean
(k) Superscript indicating time of data
Σjj Sample covariance matrix of datacube
Σjk Sample cross-covaraince matrix between datacubes





P Projection matrix for use in orthogonal projection
εM Orthogonally projected emissivity
Σ Covariance matrix of data
s Change detection error
R Jacobian of JTO
r0 Error vector for JTO
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Consider a normal picture taken from a color camera. This picture contains radiance
measurements from the 3 primary colors of red, green, and blue (RGB). These colors
correspond to certain wavelengths on the electromagnic spectrum of 700, 550, and 475
nanometers respectively. Hyperspectral imagery(HSI) captures information from multiple
locations on the electromagnetic spectrum. Rather than sampling at just 3 wavelengths,
a hyperspectral camera could capture images at 440, 450, 460 nm all the way up to 12.5
micrometers and thus obtain hundreds if not thousands of individual single-band images.
While many of these wavelengths may not be not visible to the human eye, they still contain
information about the underlying objects. Together, these hundreds/thousands of images
can contain a very large amount of information. Within this information, a single pixel
contains a vector of radiance values covering a large spectra as shown in Figure 1.1. Due
to this wealth of spectral information, various image processing operations may be done on
a single pixel rather than relying on groups of pixels. Other modalities such as RADAR or
electro-optic (EO) perform change detection via blocks of pixels which can diminish the
accuracy of a change detection map [18]. For this reason, hyperspectral imagery (HSI) is
of great interests to many researchers.
In this work, the goal is to detect changes between two long-wave infrared (LWIR)
1
Figure 1.1: Example hyperspectral representation of outdoor scene
HSI images taken at different times. Example changes include detecting diseases in crops
and detecting enemy combatants in denied areas. These changes are considered “signif-
icant” changes or changes that are pertinent to a human operator. Significant changes
comprise of inserted or deleted objects. For example, this could be due to a vehicle en-
tering or exiting a scene, as well as significant material changes due to explosions or other
human activity. For example, in Figure 1.2, the time 1 or reference image represents an
overhead view of Wright State. The true significant change is represented by the blue cir-
cles in which a building has been torn down and replaced with a field. Meanwhile, on the
right side, nothing has actually changed in the image. However, the right side of the second
image looks significantly different from the reference image. These changes are considered
non-significant or false changes.
These false changes, or nuisance changes, corrupt HSI and make simple comparison
between scenes to find significant changes challenging. These nuisance changes consist of
two main elements in the longwave range: atmospheric and temperature effects. The atmo-
spheric effects add and block radiance from reaching the camera whereas the temperature
is an additive effect dependent on the temperature of the underlying object. Together, these
nuisance parameters obscure the underlying elements necessary to find true changes within
2
Figure 1.2: Significant and non-significant changes
a scene. Consider Figure 1.3, in which two images are compared directly against each
other. One of the images has been modified with moderate atmospheric and temperature
effects. If the images are compared directly against each other using either an `2 norm or
structural similarity metric [23], the change detection algorithm will output a large error for
much of the image even if there is no true change between the two images. Therefore, in
order to perform change detection properly, various methods must be utilized to eliminate
these nuisance effects.
3
Figure 1.3: Comparison of two images with nuisance parameters
1.2 Objective
Previous work in HSI change detection predominantly focused on visibile-shortwave in-
frared (VIS-SWIR) data. In this spectral range, the primary challenges exist due to un-
known changes in atmosphere and shadows. The current state-of-the-art uses linear trans-
formations to account for atmospheric and illumination changes. In LWIR imagery, the
spatially-varying temperature must be compensated for in addition to atmospheric changes.
Our primary objective in this work is to develop new methods which compensate for these
temperature differences and compare them to existing state-of-the-art methods utilized in
VIS-SWIR data.
1.3 Organization and Contributions
In Chapter 2, we explore existing models and literature relating to LWIR HSI. Our primary
contributions are presented in Chapter 3, which includes the developement of multiple new
change detection algorithms for LWIR imagery. The first two algorithms obtain robustness
to temperature by utilizing existing TES and alpha residual methodologies. The third and
fourth algorithms are based on minimax strategies which attempt to minimize the maxi-
4
mal spectral deviation between measurements. In Chapter 4, we use both synthetic and
measured LWIR data to quantify the performance of existing algorithms and our proposed
algorithms from Chapter 3. All methods are evaluated in terms of detection performance




This chapter discusses existing work utilized for LWIR signal exploitation. This comprises
of the model and temperature emissivity separation processes as well as image registration
preprocessing. Finally, this chapter will cover the most popular method of change detection
utilized in the visible and SWIR domains.
2.1 LWIR Physical Model
In order to approach the problem of LWIR hyperspectral change detection, one must under-
stand the underlying physical model for the data. The generalized forward model describes
the physics of radiative transfer in the LWIR spectral region [9]
L(λk) = qBB(T, λk)ε(λk)τ(λk) + (1− ε(λk))L↓(λk)τ(λk) + L↑(λk) + nk, (2.1)
where λk indicates the measurement at wavelength number k = 1, 2 . . . Nc and the black-










In this equation c is the speed of light 3 × 108 ms−1, h is Planck’s constant 6.625 ×
10−34 m2kgs−1, kb is Boltzmann’s constant 1.380 × 10−23m2kgs−2K−1, and T is the
ground surface temperature measured in Kelvins (K).
Emissivity, ε, is a measure of how much energy a material emits relative to a perfect
blackbody. The radiance from the surface of a high emissivity material is composed of
mainly surface emission. Likewise, the radiance from a low emissivity material is com-
posed of mainly reflected radiance from other sources.
Path transmission loss, τ , describes signal loss due to atmospheric absorption between
the ground and the sensor. This effect varies as a function of wavelength based on the
absorption properties of water vapor, ozone, and other atmospheric gases. Gases will have
critical wavelengths for which strong absorption occurs.
Downwelling radiance, L↓, is the radiance originating from other sources within the
scene such as sky radiance or emission from nearby background. As stated previously, if
a material has a high reflectance, this component will come into play and the sensor will
receive a high amount of reflected downwelling radiance.
Upwelling radiance (path radiance), L↑, represents radiance emitted directly from
the sky into the sensor’s field-of-view. Together, transmission loss, upwelling radiance,
and downwelling radiance comprise the atmospheric conditions or TUD (transmission, up-
welling, downwelling) of the scene. In this work, the atmospheric conditions are assumed
to be constant throughout the entire scene.
The noise, nk, represents the additive noise within the scene. In this work, the noise is
assumed to be additive identically distributed zero mean Gaussian noiseN (0, σ2) in which
the variance is constant throughout the entire spectra. Together, all of these effects can be
represented as shown in Figure 2.1.
For the purposes of autonomous intelligence, material changes, as opposed to atmo-
spheric or temperature changes, are generally more important. Therefore, this work focuses
on detecting changes in material emissivity as these are indicative of object changes. In or-
7
Figure 2.1: Effects on measured radiance
8
der to retrieve the emissivity, Equation (2.1) can be rewritten as
ε(λk, T ) =
L(λk)− L↓(λk)τ(λk)− L↑(λk)
(qBB(T, λk)− L↓(λk)) τ(λk)
. (2.3)
The process of retrieving emissivity and temperature from the radiance is referred to as
temperature emissivity separation (TES). As long as all of the parameters described in (2.3)
are known, the emissivity can be recovered perfectly if there is no noise in the radiance di-
mension. Various atmospheric compensation (AC) methods exist to estimate the unknown
TUD parameters. Examples of AC include Fast Line-of-sight Atmospheric Analysis of Hy-
percubes Infrared (FLAASH-IR) [5], In Scene Atmopsheric Correction (ISAC) [14], and
the empirical line method. However, this leaves an unknown temperature element which
can vary throughout an entire scene. In this thesis, it is assumed that TUD estimates are
available, this leaves the spatially varying temperature as the only unknown element.
2.2 Temperature Emissivity Separation
The problem with estimating unknown temperatures is that there are too many unknown
variables for the given measurement. Equation (2.3) describes Nc unknown emissivities as
well as an unknown T . Meanwhile, there are only Nc measurements contained within L.
This means that any system of recovering emissivity must recover (Nc + 1) values from
Nc measurements which makes the entire system under-determined. Therefore, barring
physically measuring the ground temperature of every single pixel, some assumptions need
to be made concerning the physical model in order to extract the temperature and emissivity.
Smoothness-TES [4] looks at the attributes of the expected recovered emissivity and
makes assumptions about the emissivity properties in order to reduce the dimensionality.
The model states that the recovered emissivity will contain residual atmospheric absorp-
tion features at all temperatures besides the true temperature. These atmospheric absorp-
9
tion features are generally very rigid meaning they possess very sharp spectral features.
Meanwhile, the emissivity of solid materials varies much more slowly as a function of
wavelength. Therefore, a way to gauge the accuracy of a temperature estimate is to mea-
sure the rigidness of the recovered emissivity. A high-pass filter measures this rigidness.
Then, a `2 norm quantifies the residual of the high-pass filter to calculate the total rigidness
of the emissivity. In practice, a low-pass filtered recovered emissivity is subtracted from the
unfiltered recovered emissivity to emulate a high-pass filter. The suggested low-pass-filter
is a 3-tap boxcar filter [4] indicated by F . An iterative process scans through a temperature
range in order to find the optimal temperature [4]
T̂ = min
T
||ε̂(T )−F (ε̂(T ))||22. (2.4)
Using simulated data, this approach towards the smoothness minima can be seen in Figure
2.2
Figure 2.2: Smoothness error vs. temperature
This method encounters problems due to the lack of temperature bounds. Additionally,
this method does not correctly account for the noise covariance matrix. This noise can be
10
obtained reversing Equation (2.1)
ε(λk) =
(




From there, in order to obtain the effects of noise, eliminate constant values. Finally, when
multiplying a Gaussian random variable by a constant value a, the variance of the new







As stated previously, the noise is assumed to be constant across all wavelengths in the
radiance space. Therefore, the emissivity noise is widely varying due to the rigid nature of
the atmospheric conditions as shown in Equation (2.6). However, Equation (2.4) treats all
bands equally as if the noise remained the same. To adjust for this, Borell released a new
paper which re-posed the problem in the radiance domain [3]
T = min
T
||L−L(F (ε̂(T ))||22. (2.7)
In this method, L(F (ε̂(T )) represents a reconstructed radiance utilizing a smoothed re-
covered emissivity
L(F (ε̂(T, λk)) = qBB(T, λk)F (ε̂(λk, T ))τ(λk)+(1−F (ε̂(λk, T )))L↓(λk)τ(λk)+L↑(λk).
(2.8)
Additionally, the new method added multiple additional error terms in order to regulate the
results as shown in Table 2.1. These error terms prevent unrealistic conditions and serve to
improve the overall performance of smoothness-TES.
11
Description Error Term
`2 norm between original ra-
diance and recovered radiance





Tmin and Tmax (done via min-
imization settings)
Tmin ≤ T ≤ Tmax
Fraction of bands outside real
emissivity properties f2(T, ε̂) = 1Nc
Nc∑
k=1
sgn(ε̂ < 0) + sgn(ε̂ > 1)
Table 2.1: Error terms used in smoothness-TES
Finally, a minimization function solves for temperatures
T̂ = min
T
||L−L(F (ε̂(T )))||22 + f2(T ). (2.9)
This method allows for TES with relatively fast with reasonably high accuracy. Testing
with synthetic data reveals that this method is capable of extracting temperatures with a
RMS error of ∼ 0.8K. However, it is important to note that smoothness-TES does not




However, the process of estimating a temperature via an optimization process for every
single pixel within a scene can be extraordinarily expensive, therefore, an alternative is
desired. Due to the mathematical properties of Planck’s function, the temperature and
emissivity are inseparable. However, usage of Wein’s approximation removes the offending
−1 portion of the denominator of Equation (2.2) resulting in minimal approximation error
for the LWIR and associated relevant temperature range. It then becomes possible to rewrite
the emissivity equation in an alternate form independent of temperature. This reformulation
is referred to as alpha residuals or alpha emissivity.
Alpha residuals has undergone several stages of development. The general history
involves 4 main stages:
1. Approximating Planck’s function as Wein’s approximation so that a new emissivity
realization can be generated without knowledge of temperature [15].
2. Using an estimate of temperature, it becomes possible to avoid the Wein’s approx-
imation. However, this method still ignores the downwelling radiance component
[11].
3. A new method considers the down-welling radiance component and adds it to the
alpha residual equation [7].
4. Diani’s work also considers temperature estimation error. The paper proposes that
the temperature error can be eliminated by decorrelating temperature artifacts with
the alpha residuals [7].
Alpha emissivity is related to the true emissivity via the following equation







The goal is to represent the received radiance in this form such that the library alpha emis-
sivity and recovered alpha emissivity can be compared in a one-to-one comparison. To
start, the forward model can be re-represented in a way that removes elements not pertain-
ing to the emissivity or temperature
L(λk)− L↑(λk)
τ(λk)
= qBB(T, λk)ε(λk) + (1− ε(λk))L↓(λk). (2.11)
From there, the lefthand side of the equation (2.11) is redefined as Lgl. Additionally,
the downwelling radiance effect is assumed to be reasonably low because emissivity is
generally high. Therefore, as ε → 1, (1 − ε)L↓ → 0. This allows Equation (2.11) to be
rewritten as




where a(λk) = 2hc
2
λ5k
, b(λk) = hckbT0λk and T0 is a central temperature estimate for the scene.












By neglecting the −1 in the denominator of Planck’s function, this system becomes solv-
able in closed form via the following system [15]
αWeins(λk) = Ta[Lgl(λk)]− Ta[a(λk)]. (2.14)
However, this method can have large inaccuracies particularly when |T − T0| becomes




αTapprox(λk) = Ta[Lgl(λk)]− Ta[a(λk)] + Ta[eb(λk)t − 1]. (2.15)
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For low emissivity cases, this method becomes invalid as the downwelling radiance element
cannot be ignored. Therefore, a new method was proposed to include the downwelling









If |Testimated−Ttrue| is very small, then the approximation in (2.16) is reasonably accurate.
However, obtaining accurate initial temperature estimates is challenging. Therefore, further
steps were taken [7] in order to annihilate the temperature effects by decorrelating the
temperature effects from the alpha residuals. This can be done by computing the projection
of the derivative of the recovered alpha emissivity with respect to t onto the recovered alpha
emissivity. The derivative with respect to temperature can be defined as
∂αε̂(λk)
∂t









a(λk))− L↓(λk)(eb(λk)t − 1)
)]
. (2.17)
This allows the true alpha emissivity to be set up as a first order Taylor Series
αε(λk) = αε̂(λk)− αdt(λk)∆t. (2.18)
This Taylor Series can then be used to decorrelateαdt fromαε̂ via orthogonal projection [7]




However, by decorrelating the derivative, other elements are also removed from the result-
ing alpha emissivity. Therefore, the same operation must be applied to all library elements
15
in order to get a one-to-one comparison




For the purpose of target detection, this approximation will result in relatively large error
values for higher valued alpha residuals. The reason for this is because this method has a
relative magnitude dependent on the log of emissivity. For emissivities with a low mag-
nitude, the log of the emissivity decreases in value exponentially thus also exponentially
magnifying the noise. Therefore, higher valued alpha residuals must be normalized by









In order to compute a change detection statistic, images need to first be co-registered. This
allows pixels to be compared in a one-to-one basis. Most current hyperspectral change
detection methods rely on pixels compared directly against the same location in the cor-
responding scene. If this is not properly done, the scenes will be shifted relative to each
other. This introduces false changes into the scene and the edges of the scene will show up
in a change detection map.
In order to adjust for this, there exists some transform/deformation which will transfer
the coordinate system of one scene onto the coordinate system of another scene. This trans-
form can be either affine or non-affine. In affine transforms, the change may be represented
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by the affine matrix A [17]
A =

Sx cos(θ) sin(θ +Hx) Tx
− sin(θ +Hy) Sy cos(θ) Ty
0 0 1
 . (2.22)
In this transform T represents a shift in the x and y dimensions in which the image is
translated, S represents a scaling factor which changes the size of an image in the x and y
dimensions, θ represents a rotation in the image, H represents a shear in the image in the x
and y dimensions. This affine matrix can then be used to adjust an image. The affine matrix
is multiplied by the coordinates of the image, x and y, to obtain new coordinates, x′ and
y′. From there, the new image is resampled via an interpolation method such as bicubic or











This matrix contains 4 levels of transformation: translation, rotation, scale, and shear. Fig-
ure 2.3 demonstrates these types of affine distortion.
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(a) Image with no distortions (b) Image with translation component
(c) Image with rotation component (d) Image with scale component
(e) Image with shear component (f) Image with all components
Figure 2.3: Types of affine distortion in imagery
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(a) Original Image (b) Transformed Image (c) Deformation field
Figure 2.4: Example of non-affine deformation
Additionally, images can be distorted in ways where pixels do not retain an affine
relationship to each other. These images can be distorted via a distortion field in which
pixels are sampled differently throughout the entire image. An example is shown in Figure
2.4
In Figure 2.4, each pixel has its own drift value and in order to correct the image, the
entire deformation matrix must be solved for. Various solvers such as Demons, B-Spline,
and Morphon exist for this purpose.
In this thesis, only the affine transformation as defined by Equation (2.22) is consid-
ered. The main difficulty within image registration lies in estimating this transformation.
One possibility to approach the optimal solution is to find corresponding points between
images. This can be done by manually selecting corresponding points via a point selection
program or autonomously via algorithms such as SURF [1] [22]
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Figure 2.5: Manual selection of points
Figure 2.6: Correlation of points via SURF
Once the corresponding points have been found, a procrustes analysis [12] can com-
pute the least squares transformation to align the images. The algorithm takes in 4 sets of
points
[
x(1) y(1) x(2) y(2)
]
which represent vectors of points corresponding to locations
in each image. The procrustes algorithm then works via the following steps. Note that this
algorithm only considers rotation and translation. For the more complex affine transforms,
a more sophisticated algorithm must be used.
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1. Subtract the mean from each time











































5. Calculate rotation via a Singular Value Decomposition




Let USV T = D denote the SVD of D.
θ = V U (2.31)
6. Using the rotation matrix, the translation can be calculated by comparing the center







































7. Using these values, the affine matrix can be assembled
2.5 Existing Anomalous Based Methods
Previous HSI change detection methods attempt to compensate for atmospheric changes
as via normalization methods in visible-SWIR data. These methods postulate that atmo-
spheric effects and illumination differences can be encapsulated via linear transformations.
If one dataset is linearly transformed, then the HSI data from both times will be in the
same domain and thus can be compared in a meaningful way. If x(t) represents a measured
radiance vector at time t, and x̂(2) = f(x(1)) is a time-2 prediction based on measured
time-1 radiance, then d = x2 − x̂2 represents a residual upon which detection statistics
may be formed. Two popular linear transformations, covariance equalization (CE) [19]
and chronochrome (CC) [20] are given by





(1) − µ1) + µ2 (2.33)
CC : x̂(2) = f(x(1)) = Σ21Σ
−1
11 (x
(1) − µ1) + µ2. (2.34)
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where µt, Σtt represent the mean vector and covariance matrix, respectively, of the mea-
sured radiance at time t, and Σ21 is the cross-covariance between x(2) and x(1). These
methods predict the hyperspectral datacube utilizing the covariance matrices between the
cubes. In order to compute a change detection statistic, the `2 norm may be taken between





Implicit in the development of the prediction methods is the assumption that the statistics
of the radiance vectors are spatially invariant over the scene, and estimates of the required
statistical quantities may be computed as sample statistics of the measured data cubes.
This makes these methods well-suited to modeling global effects, such as illumination
levels and atmospheric transmission loss, but less well suited to modeling local effects,
such as spatially varying shadows [10]. In the LWIR regime, varying surface temperatures
give rise to spatially non-stationary statistics and therefore limit the effectiveness of global
prediction-based methods.
Previous work on LWIR change detection considered anomalous methods [6]. How-
ever, in these works, the images were taken just an hour apart. In this short period of
time, the temperatures and atmospheres are unlikely to change significantly. In the present
work, considerations are made for cases several days or longer apart. In these scenarios,
the scenes may change temperatures in significant non-uniform ways which cannot be ac-
counted for by globally estimated statistics.
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LWIR Change Detection Algorithms
This chapter presents new methods for LWIR change detection which address some of the
shortcomings of applying pre-existing SWIR methods to LWIR imagery. The benefit of
hyperspectral data is that it has such a wealth of information in the spectral bands such that
a single pixel from one time can be compared directly against a pixel from another time.
However, if pixels are compared directly against each other, false changes can be detected
from nuisance changes related to temperature and atmospheric effects. This effect is shown
particularly in Figure 3.1 where changes in atmosphere and temperature result in different
measurements for the same material. Therefore, other methods must be developed in order
to compensate for these nuisance parameters.
In order to truly compare pixels from scenes, detection of object changes is desired.
As stated previously, there are three elements to the measured radiance: emissivity, ground
surface temperature, and atmospheric effects. Only the emissivity is an intrinsic property of
objects whereas the object temperature and atmosphere can change between times and are
not necessarily indicative of material changes. Therefore, in order to determine if an object
has entered or left a scene, the object temperature and atmosphere must be compensated for
via the reverse model stated in Equation (2.3) or other methods such as alpha residuals in
Equation (2.10) or anomalous based methods in Equations [(2.34),(2.33)] can be used. In
this thesis, it is assumed that the atmosphere is a global operator and is known via existing
methods such as FLAASH-IR. However, the object temperature is unknown and must be
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Figure 3.1: Comparison of two measurements with only atmosphere and temperature
Changes
approximated in order to make an accurate change detection statistic.
Once the measured radiance values have been modified to eliminate nuisance parame-
ters, the resulting data must be compared in such a way to quantify the separation between
the resulting data. For this, a two class hypothesis test is used. In this test, the data from
each time at a given spatial position (xi, yj) are compared to test for changes.
H0 : ε
(1)(xi, yj) = ε
(2)(xi, yj) (3.1)
H1 : ε
(1)(xi, yj) 6= ε(2)(xi, yj). (3.2)
In this test, the null hypothesis, H0, indicates that there is no true change in the pixel
between the reference pixel, ε(1), and the test pixel, ε(2). The alternate hypothesis, H1
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indicates change due to structural changes or insertion/deletion of objects.
3.1 Smoothness-TES
In Section 2.2, smoothness-TES was described as a method of estimating temperatures
with known atmospheres. This method allows the emissivity to be extracted as opposed
to alpha residuals which extracts an abstract representation of emissivity. The simplest
method of change detection with this method is to simply take the `2 norm of the difference
of emissivities of each time. This was presented in an earlier version of this work [8]
error =
∣∣∣∣ε̂(1) − ε̂(2)∣∣∣∣2 . (3.3)
However, this method may suffer from inaccurate emissivity estimates and does not con-
sider the noise profile in the computation of the error value.
The temperature element is inspired by [7]. For alpha residuals, temperature elements
were annihilated via an orthogonal projection of the derivative of alpha residuals with re-
spect to temperature. The same type of operation can be done with emissivity by taking
the derivative of emissivity with respect to temperature. Additionally, in order to keep both
emissivities in the same domain, the orthogonal projection needs to occur with respect to
both derivatives simultaneously




(L(λi)− L↓(λi)τ(λi)− L↑(λi)) ∂q(λi)∂T
















Next, remove the mean of emissivity to account for real world effects as will be described
in Section 3.1.1. Finally, compute the orthogonal projection. The M subscript indicates

















(t) − ε̃(t)P . (3.8)
In addition, the noise profile can be computed as described by Equation (2.6). Note that the
noise of every wavelength is independent from other wavelengths. This gives a covariance
matrix with only diagonal components represented as Σ which is the covariance matrix for
ε̂ and ε̃. In the next section, the full covariance matrix with orthogonal projection will be
calculated. However, for the purposes of this thesis, only the emissivity noise is used as
the full Mahalanobis distance is expensive to compute and does not improve overall perfor-
mance. Computation of the covariance matrix as well as Mahalanobis distance requires 6
additional matrix multiplications which make the process nearly 500 times more expensive

























Upon examination of real world data, estimated emissivity between scenes appear to visu-
ally match but give poor results when compared via distance metrics. Consider Figure 3.2
which displays recovered emissivities of two different times. Visual inspection indicates
that there is no true change occurring between times. All of the peaks and valleys occur in
the same locations at approximately the same magnitudes. However, the overall emissivity
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appears to be offset by a constant value across the entire emissivity. Therefore, by subtract-
ing the mean of the emissivity, this effect may be partially avoided. The tilde above the



















Figure 3.2: View of two recovered emissivity vectors compared to truth
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3.2 Alpha Residuals
In Section 2.3, alpha residuals were described as a new method for comparing two times in
absence of temperature and atmospheric effects. This work originally focused on comput-
ing an emissivity-like vector without knowledge of temperature via Wein’s approximation
of Planck’s function. However, newer developments added in the use of approximate tem-
peratures in order to refine the computation.
In this thesis, the alpha residuals are substituted in for the emissivity values in the
hypothesis test to give
H0 : α
(1)
M (xi, yj) = α
(2)
M (xi, yj) (3.12)
H1 : α
(1)
M (xi, yj) 6= α
(2)
M (xi, yj). (3.13)
In the work of Diani et al. [7], a new method for annihilating temperature effects from an
emissivity. However, by removing the derivative for each time from the alpha residual sep-
arately, the alpha residuals are placed into different domains. This is because orthogonal
projection only decorrelates temperature elements from the alpha residual rather than ac-
tually separating temperature. Because the values of the derivatives are different for each
time, different vectors are decorrelated resulting in different planes.
Therefore, there must be some way to simultaneously remove both temperature deriva-
tives from each alpha residual. This can be done via the general definition of orthogonal
projection. Consider the derivatives with respect to temperature for each time as defined
by (2.17). In order to remove both temperatures simultaneously, the generalized version of
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ε −α(t)ε P̄ . (3.16)
The work of Diani et al. [7] focused primarily on the difference between a pixel in an
image and a reference emissivity and computed the the relative error between the two as
defined in Equation (2.21). This method takes into account that if an alpha residual has
more variance throughout the vector, then there is a greater chance for more noise to be
incorporated into the final result. By normalizing the error by the magnitude, the expected
noise can be dampened.
For the purposes of change detection, Equation (2.21) can reasonably be adapted to
take into account the magnitude of both times equally
sRE =
∣∣∣∣∣∣α(1)M −α(2)M ∣∣∣∣∣∣2
2∣∣∣∣∣∣α(1)M ∣∣∣∣∣∣ ∣∣∣∣∣∣α(2)M ∣∣∣∣∣∣ . (3.17)






In this method, there is no “truth” to consider. Therefore, both times must be considered in
the total magnitude.
However, these methods do not take into account the system noise after applying the
alpha residual transform nor do they account for the correlation present in the data. The
alpha residual transform is akin to taking the logarithm of emissivity. As emissivity ap-
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proaches 0, the log of emissivity becomes exponentially larger. As the emissivity becomes
exponentially larger, the noise associated with the emissivity must also become exponen-
tially larger. In addition, alpha residuals are by definition a mean subtracted statistic. This
means that every single element in the alpha residual is dependent upon every other element
within the alpha residual. Therefore, as detailed in the next subsection, the Mahalanobis
distance is a much more appropriate method to compute the error metric of alpha residuals.
3.2.1 Covariance Matrix for Alpha Residuals
In order to compute the covariance matrix, there are 4 steps to consider: the noise of radi-
ance, the noise of emissivity, the noise of alpha residuals, and the noise of modified alpha
residuals. In this thesis, it is assumed that noise in the radiance domain is white Gaussian







Next, the emissivity equation, (2.3), can be written to include noise as
ε̂(λk, T ) =
L(λk)− L↓(λk)τ(λk)− L↑(λk) + n
(qBB(T, λk)− L↓(λk)) τ(λk)
. (3.20)
In order to compute the distribution of noise in the emissivity estimate, the constants can
ignored and the expected emissivity and be represented as Equation (3.21)





(qBB(T, λk)− L↓(λk)) τ(λk)
)2)
. (3.21)
For simplicity, Equation (3.21) can be rewritten as
ε̂(λk, T ) ≈ N
(






From there, the noise needs to propagate through the alpha emissivity equation as described
in Equation (2.10). In order to compute this statistic, the log of a Gaussian distribution must
be calculated. Consider the following system









Next, by taking the log of a normal distribution, a distribution transformation must be
defined






g(x) = log(x) (3.26)
g−1(y) = ey (3.27)∣∣∣∣dg−1(y)dy


















y2Py(y)dy − µ2. (3.31)
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However, this integral is not solvable in closed form. In order to solve Equations (3.30) and









This particular error function integral is not found in any existing integral libraries. There-
fore, some approximation must be used. If some random variable nx with mean µx and












This approximation is valid provided µx
σx
' 3. This is because the log of a variable ap-
proaches negative infinity as the variable approaches 0. This effect can skew the distribu-
tion and make the distribution non-zero and even introduce imaginary numbers. However,
if the conditions are met, the new distribution is relatively unaffected by this skewedness.
For this problem, the mean is almost always several orders of magnitude greater than the
variance so this is not a problem. Empirical testing indicates that this approximation gives
at least 4 orders of magnitude of accuracy for this problem.
With this approximation, the covariance matrix for alpha residuals can be calculated. Con-
sider Equation (2.10), this equation has two duplicated portions of the form
xk = λk log(ε(λk)). (3.34)
























Next, the components must be combined to obtain the full covariance matrix of the al-
pha residual. Due to the mean subtracted nature of alpha residuals, the covariance can be
represented as
cov(yi, yj) = E [yiyj] . (3.37)
In this case, yi and yj indicate different wavelengths in the alpha residual. By substituting
Equations (2.10) and (3.34) into Equation (3.37), the following system arises

















cov(yi, yj) = E [(x(λi)− A) (x(λj)− A)] (3.40)
= E
[
x(λi)x(λj)− x(λi)A− x(λj)A+ A2
]
(3.41)
























0 + 0 . . .
1
Nc










Otherwise if i 6= j, then the variables are uncorrelated per the definition of noise for this
thesis
E[x(λi)x(λj)] = 0. (3.47)
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By combining all of these elements, the covariance matrix can be computed as follows











σ2x(λj) i 6= j
(3.48)






















σ2x(λk) i = j.
(3.50)
Finally, the computed covariance matrix must be adjusted to account for the orthogonal
projection operator P described in Equation (3.16). To do this, rewrite Equation (3.52) as
αM = (I − P )α. (3.51)
This means that there is a matrix multiplied by a random vector, this means that the final
covariance matrix can be written as follows
Σfull = Σ− PΣP . (3.52)
Utilizing the covariance matrix computed in Equation (3.52), the change detection metric










































However, the full Mahalanobis distance is computationally and memory intensive as it
requires 6 matrix multiplications potentially hundreds of thousands of times. Additionally,
empirical evidence shows that the off-diagonal elements of the covariance matrix are at
least 2 orders of magnitude less than the main diagonal. Therefore, Equation (3.54) can
























In conclusion, the covariance matrix may be computed via the following steps:
1. Compute the emissivity and alpha residual from the temperature estimate via Equa-
tions (2.3) and (2.16)
2. Compute the noise distribution of emissivity via Equation (2.6)
3. Compute the noise of alpha residuals sub-component via Equation (3.35)
4. Compute the full covariance matrix from the sub-components via Equations (3.48)
and (3.50)
5. (Optional) Finally, adjust the covariance matrix to account for orthogonal projection
via Equation (3.52)
3.2.2 Downside of Alpha Residuals
As noted in Section 3.1.1, there appears to be a constant offset on emissivities. However,
by definition, alpha residuals are already mean subtracted as a way to avoid the need for a
good temperature estimate. Therefore, alpha residuals may not be adjusted in this manner.
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Consider a pair of emissivities in which the reference emissivity has a constant value of 0.9
across the entire spectra. Under the assumption that environmental effects can offset the
emissivity by a constant value, the emissivity from time 2 may have a constant value of 0.8
across the entire specta. Due to the way the alpha residuals are calculated, the resulting al-
pha residuals will be irreconcilably different as shown in Figure 3.3. One possible solution
to this problem is to force the slope of the alpha residual to be zero but that is beyond the
scope of this thesis.
Figure 3.3: Alpha residual as a function of emissivity
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3.3 Joint Temperature Optimization (JTO)
The problem with most tradition methods of processing LWIR hyperspectral data is that the
methods are concerned with extracting individual cubes and comparing them or creating
some generalized observation. The problem with this is that it doesn’t actually compare
images directly but rather puts images onto a similar domain and hopes that the domains
are close enough. In addition, as stated previously, generalized observations are incapable
of dealing with the spatially varying temperature element. Therefore, in this section, a
new method is developed which forces each cube into the same domain. This is done
by assuming the null hypothesis that there is no true change between times. With this
assumption, a process may be developed which attempts to bring two pixels together as a
function of temperature. From there, the change detection statistic may be calculated from
the residual error of this optimization process. This method, known as Joint Temperature
Optimization (JTO), is represented as follows [8]
error = min
T (1),T (2)
∣∣∣∣ε(1) (T (1))− ε(2) (T (2))∣∣∣∣2
2
. (3.56)
In order to comply the mean subtraction element described in Section 3.1.1, Equation (3.56)





























In theory, this method works on the principle that if the emissivity does not change, then
an optimizer should be able to find some temperature pair to reduce the error to the point
of noise as shown in Figure 3.4a. However, if there is a true change, an optimizer will fail
to find a temperature pair and will have a large residual error as shown in Figure 3.4b.
Alternatively, the standardized Euclidean distance developed in Equation (3.9) could
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(a) Null hypothesis true (b) Alternate hypothesis true
Figure 3.4: Example emissivity estimates produced for joint temperature optimization
be used. However, this type of computation is not recommended due to computational
complexity, lack of derivatives, and minimal performance improvement.
The problem with JTO is that it requires a double variable optimization process for
large numbers of pixels. Utilizing a naı̈ve approach without derivatives (eg. fmincon in
MATLAB), this process can take upwards of an hour for 100,000 pixels. This means that it
is impractical for use in scenarios where real-time on-board processing is desirable. There-
fore, a new method must be developed to make JTO practical for real world implementa-
tion.
3.3.1 JTO-Linear
The first possibility is an aggressive approach which attempts to solve for both tempera-
tures in closed form. Consider two scenes with temperatures varying between 300 and 330
degrees Kelvin. In this case the temperature range is approximately known and an approx-
imate mean temperature of 315 K may be used as a rough starting point. In addition, the
derivatives of emissivity with respect to temperature can be computed via Equation (3.4). If
the derivative is “linear” with respect to temperature, then it should be possible to linearly
traverse the derivative. Therefore, via linearization, a least squares temperature estimate
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may be computed to find a new temperature pair which minimizes emissivity error. This
process is better known as Gauss-Newton’s optimization. This process can be represented
as follows [8]
1. Pick a mean temperature for each scene.
2. Compute emissivity of each pixel for both scenes as a function of the chosen temper-
atures per Equation (2.3).
3. Compute the derivatives with respect to temperature per Equation (3.4) centered at
the chosen temperature
4. Subtract the means of emissivity and derivative of emissivity via Equations (3.10)
and (3.11)
5. Compute base emissivity error as a function of the initial temperature
δ̂ = ε̂(1)(T1)− ε̂(2)(T2) (3.58)









7. In this system, the goal is to find some ∆T =
[
∆T (1) ∆T (2)
]
which minimizes r0.
Therefore, the system can be set up as follows
J∆T = δ̂ (3.60)
40






8. Compute the residual error
slinear = ||δ − J∆T ||22 (3.62)
If the system is linear throughout the entire function space, this solution should be able to
very accurately describe the JTO function space and give an extremely accurate solution.
3.3.2 JTO-Newtons
One potential problem with JTO-Linear is that it assumes that the derivative of emissivity
with respect to temperature is linear. This is a relatively poor assumption if temperatures
vary from the mean temperature by more than 5 kelvin. The following method attempts to
alleviate this effect by iterating portions of JTO-Linear.
In JTO-Newtons, the goal is to gradually approach the true temperature pair via Levenberg-
Marquardt optimization [16]. JTO-linear was a single iteration of Gauss-Newton’s method.
This performed poorly due to the non-linear nature of Planck’s function as well as low rank
of the approximate hessian. This numerical instability occurs when the atmospheres for
both scenes are very similar. When this occurs, the derivatives are also similar at all tem-
peratures and makes the jacobian and approximate hessian low rank. Currently, there are
several other conditions which result in poor convergence but these conditions are cur-
rently unknown. In addition, Gauss-Newton’s method suffers from poor stability and tends
towards saddle points with the only benefit being convergence speed. Therefore, it is desir-
able to modify the methodology of JTO-Linear into JTO-Newtons as follows:
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1. Pick a starting temperature for each time as well as a set µ value between 10−6 and
10−7, higher µ results in a more stable hessian at the cost of slower convergence. This
value is empirically derived and is approximately two orders of magnitude lower
than the magnitude of the approximate hessian. Define minimum and maximum
temperatures for each time. This bounds the system into realistic temperatures and
prevents overfitting.Define number of iterations. While this step diverges from the
standard Levenberg-Marquardt methodology, these parameters eliminate the need for
additional function evaluations as well as many intermediate steps.
2. If the temperatures are greater than the maximum temperature or less than the mini-
mum temperature, force the temperature to the maximum/minimum temperature re-
spectively..
3. ComputeR and r0 per steps 2 through 6 in JTO-linear






5. Add the change in temperature to the temperature from the previous step to get a new
updated temperature
T (n+1) = T (n) + ∆T (3.64)
6. If the number of iterations does not exceed the maximum iterations, repeat steps 2
through 5, otherwise continue
7. Ensure ∆T does not force T to exceed boundaries, if it does, set ∆T such that T is
on the boundary.
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8. Compute the final residual error. This residual error becomes the detection statistic.
sNewton = ||δ − J∆T ||22 (3.65)
By taking the stability of gradient descent as well as the agressiveness of Gauss-Newton’s
optimization, this methodology allows a very quick approach to the same solution found in
naı̈ve JTO as well an extremely fast solution. This methodology is able to solve for 100,000
pixels in just a half a second compared to over an hour with a naı̈ve solver.
3.4 Single Temperature Dependence
In Section 3.3, a new method of change detection was proposed relying on the underlying
assumption that if there is no true change between times, then the emissivities will be the
same. However, this requires a double variable optimization process which is reasonably
expensive. Therefore, it is desirable to reduce the number of variables to effectively reduce
the computational complexity. This brings up the question: if an emissivity is chosen, can
the temperatures be estimated in closed form from the emissivity? Consider Equation (2.3)
ε(λk) =
L(λk)− L↓(λk)τ(λk)− L↑(λk)
(qBB(T, λk)− L↓(λk)) τ(λk)
. (3.66)
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If the emissivity and atmospheres are known, it should be possible to extract the tempera-
tures


























Equation (3.69) gives a single temperature for each wavelength of what the temperature
should be given the input emissivity. As a least squares estimate would be difficult to







The temperature in Equation (3.71) can then be used for classification and change detection
purposes.
The main problem with this method is that it cannot comply with Section 3.1.1 due
to the nonlinear nature of the inverse blackbody function. In addition, as of now it is
impossible to obtain a least squares estimate of temperature using this method.
The following sections will utilize this methodology in order to compute a change
detection statistic. The primary methodology is to vary the temperature estimation for one
time, compute the emissivity and enforce the emissivity onto the other time and compute
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the temperature estimates for the second time. From there, check the model fit utilizing a
`2 norm or standardized Euclidean distance.
3.4.1 Single Temperature Variance Optimization
The original method for computing a change metric using single variable optimization is
as follows.
1. Compute the emissivity as a function of temperature for time 1
ε̂(1)(λk, T
(1)) =
L(1)(λk)− L(1)↓ (λk)τ (1)(λk)− L
(1)
↑ (λk)(




2. Enforce the emissivity from time 1 onto time 2 and compute the temperature vector
using Equation (3.69)




















T̂ (2)(λk)− µT (2)
)2
(3.74)




Ideally, if the materials are the same, the materials should have the same emissivity. As
a result the reverse operation should perfectly bring out the blackbody function in time
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2. The variance measured in Equation (3.74) measures this conformance to the blackbody
function. Thus, it is possible to perform an approximation of JTO utilizing only one tem-
perature.
3.4.2 Cross Radiance Optimization
However, utilizing variance is a relatively weak statistic for determining whether a change
has occurred. It does not take into account noise not does it consider the emissivity. In
order to alleviate this, it is desirable to perform a change detection metric in radiance space
via the following methodology.
1. Compute the temperature vector for time 2 using Equations (3.72) and (3.73) from a
temperature estimate for time 1
2. Compute an estimate for the temperature in time 2 (T (2)) using Equation (3.71)
3. Using T (2), compute the emissivity for time 2
ε̂(2)(λk) =
L(2)(λk)− L(2)↓ (λk)τ (2)(λk)− L
(2)
↑ (λk)(

























is the inverse operation described in steps 1 through 3
scross = min
T (1)
∣∣∣∣∣∣L(1) − L̂(1) (f (T̂ (1)))∣∣∣∣∣∣2
2
. (3.78)
Alternatively, a more thorough approach would be to perform the process twice to elimi-
nate bias depending on which time is chosen to be reference time. However, this process








∣∣∣∣∣∣L(2) − L̂(2) (f (T̂ (2)))∣∣∣∣∣∣2
2
. (3.79)
3.4.3 Closed Form Using Known Temperatures
The final method assumes that temperatures have already been estimated for the reference
cube using a temperature estimation method such as smoothness-TES. Under this method,
no further temperatures need to estimated. Therefore, the problem becomes completely
closed form via the following process.
1. Perform steps 1 through 4 of Cross Radiance Optimization to obtain L̂(1)
2. Compute the error metric
sclosed =
∣∣∣∣∣∣L(1) − L̂(1) (f (T̂ (1)))∣∣∣∣∣∣2
2
(3.80)
In this way, a change detection metric can be computed in closed form assuming pre-
processing has already been done. In the real world, it is desirable to compute statistics
on-board as to remove the cost of sending data to the ground as well as reducing latency.
Assuming temperature estimates exist, this closed form solution can be computed up to 20
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times faster than traditional methods and is much more likely to run in real time giving it
an edge over the other methods presented in this thesis.
3.5 LWIR Data Challenges
Longwave infrared data presents several challenges associated with the proposed formu-
lation of the measured radiance as well as emissivity. In this section, smoothness-TES’s
dependence on atmosphere, and invalid denominators for emissivity, and runaway temper-
atures will be discussed.
3.5.1 Smoothness-TES Dependence on Atmosphere
Smoothness-TES runs under the assumption that an atmosphere is corrupting the radi-
ance. It assumes that the underlying emissivity is “smooth” and the atmosphere is ex-
tremely “jagged” due to absorption band. Therefore, smoothness-TES proposes that one
can search a range of temperatures and find a temperature in which the resultant emissivity
is “smooth.” However, this jaggedness is not always true for all atmospheres. Consider a
case in which the atmosphere is transmissive and has low influence from external sources:
(τ → 1, L↓ → 0, L↑ → 0). In this case, there is no “jaggedness” to remove and there-
fore smoothness-TES will fail. In Figure 3.5, sets of measured radiance realizations were
generated. In each set, a different atmosphere was chosen and all sets were run through
smoothness-TES. From there, the temperature error of smoothness-TES was compared to
the known temperatures is computed and compared against a “jaggedness” metric of the
atmospheres on the y-axis. In the case of transmissive atmospheres, it may be better to
consider alternative methods to smoothness-TES for temperature estimation.
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Figure 3.5: Atmosphere rigidness vs. smoothness-TES Performance
3.5.2 Invalid Denominators
In Equation (2.3), the emissivity may be calculated assuming all other factors are known.






In the denominator, there is a potential for the blackbody function to equal the down-
welling radiance. If this is the case for any wavelength, the emissivity will go to infinity at
that wavelength. This is an undesirable characteristic and will result in large error values
for a range around temeperatures qBB(T, λk) ≈ L↓(λk). These temperatures may be esti-
mated via the inverse Planck function defined in Equation (3.70). The critical points for an
example downwelling radiance are shown in Figure 3.6.
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(a) Raw radiance values for example downwelling
radiance vector
(b) Critical temperatures of downwelling radiance
Figure 3.6: Critical temperature locations vs. downwelling radiance
When combined with the error functions presented in this work, there are large errors
presented at the critical locations as shown in Figure 3.7. Regrettably, in these conditions,
an optimizer cannot traverse the temperature space and will likely get stuck in some local
minima resulting an incorrect temperature estimate. In a worst case scenario, the true
temperature is located in the midst of critical temperatures and will receive large error
values even at the true location. There are a few options to avoid this type of error such
as excluding contributions of bands near their critical points. However, this does not work
well due to the error function becoming piece-wise and thus difficult to traverse. Overall,
the best method to avoid this type of error is to just exclude the offending bands entirely.
3.5.3 Runaway Temperatures
Another problem associated with LWIR data is the problem of runaway temperatures. Con-
sider the blackbody function in Equation (2.2). As T increases, the exponential decreases
and thus causes the radiance to increase for all wavelengths. Therefore, as T → ∞,
q(T, λk) → ∞. By extension, this means that the emissivity will go to 0 because the
denominator of the emissivity equation goes to infinity as well. When computing error val-
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(a) Error function for smoothness-TES (b) Error function for JTO
Figure 3.7: Critical temperature locations in error functions
ues, this becomes a problem in metrics where the emissivity is considered. If the emissivity
is zero, then the error value is also zero. This is best illustrated in Figure 3.8 which illus-
trates the error function of the original smoothness-TES function as defined in Equation
(2.4). In this figure, if the starting temperature of the optimization process is greater than
330K, then most optimization processes will simply increase the temperature to lower the
error. This type of error only exists in the emissivity space and all methods operating in
radiance or alpha residual space are immune to these effects.
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In order to fully understand each algorithm presented in Chapter 3 and Section 2.5, it is
important to consider each algorithm in a controlled situation. The benefit of this type
of analysis is that there are no misregistraiton errors, incorrect atmospheres, mislabeled
pixels, mixed pixels, or other nuisance parameters within the scene. This allows for an
ideal scenario to test a large variety of algorithms with “unlimited” pixels. In addition,
high quality labeled real data is difficult to come by in change pairs for LWIR sensors.
Real-world data may also be noisy and/or posess sensor/calibration artifacts not accounted
for in physical models.
Another benefit of synthetic data is the large range of possible scenarios. In real data,
there is a relatively limited number of changing materials, atmospheres, and temperatures.
In synthetic data, the entire range of change and non-change pairs may be explored. In the
existing real dataset, there exists a maximum of 30 materials where most changes occur
between a target and ground. In the synthetic data-set, an emissivity library with 3649
possible materials of which over 13 million change pairs may be explored. In addition,
a database with over 10,000 possible atmospheres allowing for over 1015 combinations
with several orders of magnitude more freedom for temperature combinations. All in all,
synthetic data allows for thorough “unlimited” testing to determine which algorithms are
viable for further testing and implementation.
53
4.1.1 Experiment Setup
As stated previously, there are nearly infinite combinations of synthetic data. However,
due to obvious computational limitations and algorithm considerations, this data-set must
be truncated. For this thesis, a data-set consisting of 10 million representative samples
was created. These samples are created to emulate samples gathered by the Spatially-
Enhanced Broadband Array Spectrograph System (SEBASS) sensor [13]. The SEBASS
sensor gathers 128 bands between 7.6 and 13.5µm. However, due to limitations described
in Section 3.5.2, the downwelling radiance is simply too high at some wavelengths. In order
to adjust for this, the offending wavelengths are truncated to 88 spectral measurements
between 8.2 and 12.4 µm. Within these parameters, the dataset is generated as follows:
• Two unique atmospheres drawn from a pre-generated dataset. This dataset consists
of 10,000 atmospheres drawn from MODTRAN [2]. The MODTRAN parameters
assume that a drone is flying at 1,500 feet with minimal cloud cover. The dataset was
created by varying water vapor content, ozone content, and ground surface tempera-
ture over a broad range of potential values.
• An emissivity library is used consisting of 3649 spectra. If the pixel is labeled as
non-change, the emissivity for each time will be the same. Otherwise, different
emissivities will be chosen for each time. The chance of a pixel being a change
target is 1%. The reasoning for this value is due to the way Chronochrome and
Covariance-Equalization work. While all of the other methods in this paper work on
a pixel-by-pixel basis, the anomalous detection methods work on globally estimated
covariance matrices which are extremely sensitive to change pixels. If this number is
raised, the synthetic scene will be unrealistic for these methods and give an unfairly
poor performance.
• Unique temperatures are generated for each time. Each pixel receives a unique tem-
perature drawn uniformly at random between 300 and 330 Kelvin. This range is
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chosen because it avoids the problem stated in Section 3.5.2. In addition, it provides
a realistic range of temperatures for a real scene.
• Independently identically distributed (IID) Gaussian noise is added to the scene. The
standard deviation of this noise is 0.5 microflicks. This is in accordance with the
estimated noise values for the SEBASS sensor.
• The synthetic radiance realizations are generated from the drawn parameters using
equation (2.1).
In order to achieve a fuller realization, 1,000 sets of data with 10,000 measured radi-
ance values were generated. In each set, a different atmosphere pair was chosen to allow
for a full test with different atmospheres. The chosen atmosphere can have a drastic effect
on how each algorithm performs. In order to compare the methods, the error value for
every single pixel for every single atmosphere case was combined into a single reciever
operating characteristic curve (ROC). This type of plot treats the data as a two class prob-
lem. The plot varies the threshold value for determining a change and compares how many
true changes have been detected verses how many non-change pixels have been marked as
changes as a function of the threshold value.
4.1.2 Anomalous Detection Methods
In Section 2.5, two pre-existing metrics were proposed for use in LWIR change detection:
Covariance Equalization and Chronochrome. The results are shown in Figure 4.1 utilizing
a ROC curve. As evidenced by the figure, the standard version of covariance equalization
performs the best. However, the overall performance is much poorer than existing methods
which will be discussed later.
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Figure 4.1: ROC curve results for anomalous change detection methods
4.1.3 Smoothness-TES
In Section 3.1, a variety of improvements and possibilities were suggested on how to per-
form change detection utilizing the temperatures outputted by Borell’s smoothness-TES
algorithm. This consists of 3 different sub-classes for a total of 8 combinations. The
sub-classes are orthogonal projection presented in Equation (3.8), standardized Euclidean
distance presented in Equation (3.9), and the mean subtraction element presented in Sec-
tion 3.1.1. Each of these elements can be combined in different ways and it is desirable to
consider which processes improve performance the most.
In Figure 4.2, only the orthogonal projection element is considered. In this figure, a
ROC curve is displayed. The line on top represents the performance of smoothness-TES if
orthogonal projection is used to annihilate any residual temperature elements whereas the
line on the bottom lacks this adjustment. This shows that applying orthogonal projection
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has a significant impact on the overall performance of smoothness-TES for the purposes of
change detection. In this approach, there is no compensation for noise or mean subtraction.
The `2 norm presented in Equation (3.3) is used.
Figure 4.2: Results for smoothness-TES change detection with orthogonal projection im-
provements
In Figure 4.3, only the noise adjustment via standardized Euclidean distance presented
in Equation (3.9) is considered. The line on top represents the error metric defined in
Equation (3.3). This shows that taking the standardized Euclidean distance has little to
negative effect on the performance of the ROC curve and thus should not be considered for
further development. This is somewhat expected as all emissivities are in the same frame
between 0 and 1 whereas alpha residuals may vary between negative infinity and positive
infinity. Therefore, it is reasonable to assume that band noise would likely have a much
smaller effect on emissivity. These results do not include orthogonal projection or mean
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subtraction.
Figure 4.3: Results for smoothness-TES change detection with standardized Euclidean
error metric
Finally, in Figure 4.4, only the mean subtraction element described in Section 3.1.1
is considered. The line on top represents the improvements given by the mean subtraction
elements. These results show that mean subtraction has a significant improvement on the
overall performance. In this approach, there was no orthogonal projection or standardized
Euclidean distance.
The results for all methods are combined in Figure 4.5. The lines are shown from
top to bottom (First line is hidden by second line and third line is hidden by fourth line
because performance is exactly the same). As evidenced, the orthogonal projection im-
plemented in Equation (3.8) is the most significant improvement in this thesis. Overall,
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Figure 4.4: Results for smoothness-TES change detection with mean subtraction element
standardized Euclidean distance has a slight improvement when combined with orthogo-
nal projection. However, this improvement is extremely negligible compared to the overall
performance as the difference is only seen below pfa = 10−4. At that point, there are
simply not enough points to generate a reliable ROC curve. The benefits of the mean sub-
traction element diminish with the use of orthogonal projection. Overall, the most optimal
method as a function of difficulty, implementation, runtime, and performance is the variant
of smoothness-TES with orthogonal projection, `2 norm, and mean subtraction.
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Figure 4.5: Results for smoothness-TES with all variants
4.1.4 Alpha Residuals
In Section 3.2, 3 different methods for computing a change detection metric were presented:
`2 norm presented in Equation (3.18), relative error metric presented in Equation (3.17),
and the standardized Euclidean distance described by Equation (3.55). The results of all
methods are compiled in Figure 4.6. As expected, the standardized Euclidean distance
outperforms the `2 norm and relative error metrics.
4.1.5 Joint Temperature Optimization
In Section 3.3.1, two new methods were introduced specifically to compute a change de-
tection metric for LWIR data: JTO-Linear and JTO-Newtons. Naı̈ve JTO is excluded as
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Figure 4.6: Results for alpha residuals all methods
JTO-Newtons gives the same results. The comparison of these two methods is shown in
Figure 4.7. Originally, JTO-linear was developed as an extremely fast approximation com-
pared to JTO. At the time, the full JTO computation took over an hour whereas JTO-Linear
took less than a second. However, with the various improvements of JTO-Newtons, both
methods are capable of running in real time with system appropriate hardware. Therefore,
JTO-Newtons, while somewhat slower, is the superior method for LWIR change detection.
4.1.6 Single Temperature Dependence
In Section 3.4, three new methods were presented under the guiding principle of joint
temperature optimization. These methods were single temperature variance optimization,
cross radiance optimization, and closed form. The results for all of these methods are shown
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Figure 4.7: Results for joint temperature optimization all methods
in Figure 4.8. The cross radiance version achieves superior performance at the expense of
added computation time. However, it is important to note that the closed form version has
the fastest computational time of all of the methods presented in this thesis if the emissivity
of time one is already known.
4.1.7 All Methods
In this section, all of the best results for each method presented in sections 4.1.2 through
4.1.6 are considered. These are represented in Figure 4.9. The best overall performance
is given by the variance adjusted alpha residuals followed close by smoothness-TES with
orthogonal projection, variance correction, and mean subtraction. These methods are then
followed by the joint temperature optimization and cross radiance optimization. Finally,
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Figure 4.8: Results for single temperature optimization all methods
the worst performer is the anomalous based change detection method. An important thing
to note, smoothness-TES has a lower area under curve (AUC) than the joint based methods
for much of ROC curve but has a higher Pd at lower Pfa values.
With the improvements outlined in this work, these results are somewhat to be ex-
pected. The problem with the joint temperature based methods is that they bring change
and non-change targets as close as possible together. This removes a layer of separation
that exists in smoothness-TES and alpha residuals. Previously, smoothness-TES and alpha
residuals suffered from poorly characterized noise and temperature estimates. However,
with the improvements developed in this thesis, these errors are much less prominent and
are properly accounted for. In addition, the cross radiance optimization version likely out-
performs JTO because cross radiance has fewer degrees of freedom. It relies on only one
variable which allows it much less opportunity to overfit the true change cases. In general,
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Figure 4.9: All methods on synthetic data
if more unconstrained variables exist, an optimization method has much more opportunity
to overfit and compensate for true changes. Finally, the anomalous based method fails be-
cause it is simply unable to account for temperature differences because it relies on globally
estimated statistics whereas temperatures are locally varying parameters.
4.1.8 Noise Scales
As mentioned previously, 0.5 microflicks of IID Gaussian noise was added to the radiance
values of the synthetic data. This value was chosen because it best represents the value of
noise in SEBASS data. However, it is important to consider how each method performs
with varying degrees of noise. In this test, datasets were generated in accordance with Sec-
tion 4.1.1 with noise varying between 10−2 and 101 microflicks. Each of the best methods
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was then tested on each dataset and recorded the probability of detection at three probabil-
ities of false alarm. These results are displayed in Figures 4.10 through 4.12. These results
follow roughly with the results shown in Figure 4.9 with alpha residuals remaining the top
performer for all noise levels. One important difference is that smoothness-TES which fails
completely when noise goes above 3 microflicks. This result is somewhat unexpected as
alpha residuals rely on the same temperature estimates given by the smoothness-TES algo-
rithm in this thesis. One possibility for this difference is because alpha residuals rely on
the Wein’s approximation and are therefore much less reliant on accurate temperatures.
In comparison with the expected noise value in real world data, all of the methods
except covariance equalization have a reasonable tolerance to noise exceeding the expected
value.
Figure 4.10: Noise stress testing at Pfa = 10−1
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Figure 4.11: Noise stress testing at Pfa = 10−2
Figure 4.12: Noise stress testing at Pfa = 10−3
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4.2 Measured Data
With all of the algorithms tested for strengths and weaknesses on synthetic data, it is now
time to test on real measured data. In this section we present change detection results
obtained after applying the change detection algorithms to measured LWIR datacubes from
the Spatially Enhanced Broadband Array Spectrograph (SEBASS) sensor. The original
data consisted of 128 bands spanning 7.6 –13.5µm, but was truncated to K = 88 bands
in the 8.2–12.4µm range in order to avoid low SNR bands as well as problems stated in
Section 3.5. The time-1 and time-2 datacubes were first registered via a manual point
selection process followed by Procrustes analysis [21] and transformation. Single band
(λ = 8.3µm) images of the time-1 and time-2 scenes are show in Figure 4.13. The change
map was then manually generated and is shown in Figure 4.13c.
The two datacubes were collected five days apart and at different times of the day
(cube 1 collected August 13th, 18:01 GMT, cube 2 collected August 18th, 19:19 GMT).
The atmospheric parameter vectors for each datacube were previously estimated and sup-
plied to the change detection algorithms. Ground surface temperatures ranged from 300 K
to 350 K as estimated via smoothness-TES, however true pixel-level temperatures were not
available for all pixels.
In Figure 4.15, the ROC curve is shown for the best 5 methods. In this figure, cross ra-
diance, alpha residuals, smoothness-TES, and JTO all have approximately the same perfor-
mance whereas covariance equalization lags far behind. This does not give a large amount
of information about the new methods but it does indicate that the new methodologies
presented in this work far outperform the existing methodologies.
In Figure 4.14, the change maps for all of the methods are shown. In Figure 4.14a,
the error image for covariance equalization is shown. This figure is nearly completely
incapable of finding any true changes and only shows noise pixels within the scene. The
other figures all succeed at identifying the true changes within the scene. However, due to
other artifacts within the scene, all of the algorithms identify many false changes.
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One problem with this dataset is that there is no true change map. The change map
was generated manually by examining RGB images of the scene and selecting the pixels
which appeared to change. This means that there are likely several errors in the change
map. In addition, there are likely to be errors due to subpixel misregistration. Overall, this
dataset gives a somewhat poor representation of the potential of each of these algorithms.
Future work may explore more datasets to test the algorithms on.
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(a) Radiance at time 1 (b) Radiance at time 2 (c) Change map























Figure 4.14: Detection statistic for all methods on real data
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Figure 4.15: ROC results for all methods on real data
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4.3 Semi-Synthetic Data
As mentioned in the previous section, it is fairly difficult to determine which of the al-
gorithms is best suited for use on real data. Therefore, due to lack of large amounts of
real data, it became necessary to construct more data from the existing measured datasets.
The semi-synthetic data is created from a 45 m × 40 m area consisting of a dirt and grass
background with four painted panels approximately 6 m × 6 m each. As the region does
not contain any actual changes, synthetic changes were introduced by inserting two rows
of four panels into the time-2 data. The inserted pixels were composed of various paints
and other man-made materials taken from other regions in the larger time-2 datacube but
outside of the change detection region under consideration. By manually inserting change
pixels, knowledge of the change locations is known but the scene retains the challenges
of measured data. The modified time-2 scene is shown in Figure 4.16c and the change
locations are shown in Figure 4.16d.
These results are much more conclusive due to a perfectly defined change mask and
low registration errors. In Figure 4.18, JTO beats out the other methods in overall perfor-
mance. However, all methods retain decent performance throughout the entire ROC curve.
In this scenario, Covariance Equalization fails completely. This is likely due to the high
ratio of change pixels within the scene. Because anomalous-based methods require a good
estimate of the covariance matrices, if there is a significant number of change pixels, a
good covariance matrix cannot be estimated. The change maps in Figures 4.17a through
4.17e validate these results with all of the new proposed methods having decent error maps.
However, there is a slight misregistration artifact on the middle-left panel which is causing
a significant amount of error in all of the new methods.
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(a) Time 1 (b) Original time 2
(c) Time 2 after adding changes (d) True changes
Figure 4.16: Raw radiance data for each time
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(a) Detection statistic for covariance equal-
ization on semisynthetic data
(b) Detection statistic for jto on semisyn-
thetic data
(c) Detection statistic for smoothness-TES
on semisynthetic data
(d) Detection statistic for alpha residuals on
semisynthetic data
(e) Detection statistic for cross radiance op-
timization on semisynthetic data
Figure 4.17: Detection statistic for all methods on semisynthetic data
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Figure 4.18: ROC results for all methods on semisynthetic data
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4.4 Timing Results
In this work, five classes of change detection metrics have been proposed drawing upon
previous state-of-the-art as well as new novel methods. While it is tempting to simply take
the results presented in Figure 4.9 and take the best method, one must consider compu-
tational cost as well. Real-world scenarios may require on-board processing of data with
real-time data products generated. This means that it is not always possible to process large
amounts of data parallelized over thousands of cores on a High Performance Computing
(HPC) machine. This section is concerned with the computational time of each method on
a reasonable system that could be deployed to a platform.
All methods were run in MATLAB on a quad core 7th gen I7 computer processing
unit (CPU) as well as a GTX 1060(6 GB) graphics processing unit (GPU). In the interest
of fairness, a reasonable effort has been taken to reduce the time for each method. These
timing results do not represent the absolute potential of each method but rather represent
a reasonable attempt at optimizing each process with the stated hardware. The fastest
obtained results per 100,000 pixels is shown in Table 4.1. (Alpha residuals without the
processing time from smoothness-TES is given in parenthesis)
Class Subclass Preprocessing On-Board Total
Anomalous Methods
Chronochrome 0.01 0.10 0.11
Covariance Equalization 0.01 0.10 0.11
Smoothness-TES
Orth Projection/Std. Eucl./
Mean Subtraction 0.57 1.04 1.61
Alpha Residuals Orth Projection/Std. Eucl. 0.58 (0.02) 1.06 (0.50) 1.64 (0.52)
JTO
JTO-Linear 0 0.11 0.11
JTO-Newtons 0 0.53 0.53
Single Temperature
Single Temperature Variance 0 0.40 0.40
Cross Radiance 0 0.57 0.57
Closed Form 0.57 0.02 0.59
Table 4.1: Runtime for all methods per 100,000 pixels in seconds
Certain operations are performed faster on a CPU (Eigenvalue Decomposition/Low-
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volume Basic Linear Algebra Subprogram (BLAS) operations) whereas other operations
are performed faster on a GPU (fast fourier transform (FFT)/High-volume BLAS opera-
tions). For example, in the anomalous methods, the covariance matrix can be computed on
the GPU whereas the matrix inverse(via Eigenvalue Decomposition) as well as the matrix
multiplication is done on the CPU via mtimesx. This balances the processing time and
allows the processing time to be brought from ∼7 seconds down to 0.11 seconds. In the
future, better implementation of MATLAB’s pagefun command may allow this time to be
sped up further.
For smoothness-TES, a vectorized minimization solver based on MATLAB’s fminbnd
is used. The error computation is done on the GPU whereas the computation of the location
of the new point is done on the CPU. This vectorization as well as CPU/GPU optimization
brings the temperature estimation per 100,000 pixels from ∼360 seconds down to 0.53
seconds. In the future, a more aggressive solver utilizing the derivative of smoothness
error may be implemented to reduce this time further. In addition, the orthogonal projec-
tion is computed on the GPU utilizing MATLAB’s pagefun command which multithreads
every matrix multiplication function out to individual cores bringing the orthogonal projec-
tion computation from ∼3 seconds down to 0.5 seconds. Alpha residuals utilize the same
temperature estimates from smoothness-TES as well as similar operations for orthogonal
projection. It is possible to speed up alpha residuals by utilizing less computationally ex-
pensive temperature estimation methods at the cost of poorer performance.
The JTO based methods operate fully on the GPU with the matrix inversion and ma-
trix multiplication components implemented via pagefun. This brings the total processing
time down from ∼3600 seconds for naı̈ve JTO down to 0.53 seconds with JTO-Newtons.
Regrettably pagefun’s backslash operator does not support division via non-square matri-
ces. If a true backslash operator is found for the GPU, this could speed up JTO-linear by a
factor of 3. JTO-Newtons would remain unchanged as the dampening element is required
for Hessian stability.
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The single temperature based methods rely on the same minimization procedure uti-
lized by smoothness-TES. This process is unlikely to be sped up outside of a C implemen-
tation as the computation of the derivatives for these functions are currently incalculable.
Overall, all methods can likely be sped up by potentially several orders of magni-
tude. CUBLAS is still a relatively new software and has not has had as much time to
mature as BLAS particularly with MATLAB’s pagefun implementation. In addition, the
atmospheres must be estimated which constitutes an additional processing step further in-
creasing the processing time. With regards to processing time, the closed-form version
provides the fastest processing time at the cost of performance. Likewise, JTO-Newtons is
able to process data faster than the collection rate while providing results nearly as good as
smoothness-TES/alpha residuals.
Of special note, many of the timings in Table 4.1 can be improved by simply reducing
the accuracy of the optimization process. The current implementation uses tolerances to
obtain the most optimal results. By reducing the tolerances or reducing the total number of




This thesis presented new methodologies for the detection of changes in LWIR hyperspec-
tral imagery. Section 3.1 focused on implementing smoothness-TES for use in change
detection. In addition, this section presented two new improvements to smoothness-TES
which allow further removal of temperature and noise effects. Section 3.2 presented new
methodologies for usage of alpha residuals in change detection. This section presented
the computation of the covariance matrix of alpha residuals and proposed a new method-
ology for its use which allows for a fair comparison of two alpha residuals irregardless
of the relative magnitude of the alpha residual. Section 3.3 presented a new methodology
based on joint temperature optimization. In this section, two submethods were proposed
which attempt to balance processing time and performance. Section 3.4 presented a new
approach which manipulates the emissivity to compute the temperature of both times with
knowledge of only one time by assuming the emissivity has not changed. This included a
true closed-form method assuming one temperature has already been estimated.
Chapter 4 presented the results of all of the proposed methods. Section 4.1 presented
all of the methods with purely synthetic data. In this section, the improvements presented
in Chapter 3 for alpha residuals and smoothness-TES are validated and reduced the false
alarm rate by 3 orders of magnitude over existing anomalous methodologies. Overall,
smoothness-TES and alpha residuals had nearly optimal performance over the entire ROC
79
curve whereas the joint based methods perform nearly as well. All of the new work far out-
performed the existing anomalous based methods as the anomalous based methods were
incapable of capturing temperature disparities. In sections 4.2 and 4.3, all of the best meth-
ods were tested against real and semi-synthetic data. Due to the lack of variety of data and
lack of overall data, it was difficult to make any definite conclusions over the performance
of each individual algorithm. However, each of the newly proposed algorithms far outper-
formed the existing state-of-the-art methodologies for VIS-SWIR data. Finally Section 4.4
discussed computational time of each method. Overall, all methods are close to the desired
processing time. However, the current implementations JTO-Newtons and the closed form
method offered competitive performance with one third of the processing time.
5.2 Future Work
Going forward, there are several areas that could be improved upon for this work. Cur-
rently, JTO utilizes attempts to minimize the emissivity. In terms of direct performance,
alpha residuals slighly outperform smoothness-TES. Therefore, it is reasonable to assume
that a proper implementation of JTO with alpha residuals has the potential to outperform
the emissivity version.
Currently, all methods operate on a pixel-by-pixel basis and are therefore weak to
subpixel misregistration errors. In the future, these methods could be adapted with existing
spatial change detection methods utilized for RGB imagery to eliminate some of these
subpixel errors. This could be potentially problematic as with LWIR data, the resolution
is relatively small therefore a target could reasonably be represented by only one pixel. A
spatial method could potentially overlook this single pixel whereas existing methods would
mark it as a change.
In order to operate any of the new proposed methods, an atmosphere must be approx-
imated via ISAC or other appropriate method. This atmosphere is not always simple to
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compute and may change throughout the scene. In order to compensate for this, a new
method based on JTO could optimize for both temperature and atmosphere to attempt to
find a change detection statistic. The problem with this method is that the number of atmo-
spheric conditions far outnumber the existing data and this must be adjusted for to allow
the system to be appropriately solvable.
Finally, in recent years, large advances have been made to artificial neural networks
(ANNs) which allow the processing and creation of new data. Due to the lack of existing
data, a generative adversarial network (GAN) could be used to bridge the information gap
and allow more test scenarios to be created to fully test all of the methods on real data in
order to determine which methods work the best. In addition, an ANN could be trained
on synthetic data to determine temperatures/changes and then tested on real input data to
quickly and efficiently generate a change detection statistic.
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