Abstract--We investigate the convergence of special boundary approximation methods (BAMs) used for the solution of Laplace problems with a boundary singularity. In these methods, the solution is approximated in terms of the leading terms of the asymptotic solution around the singularity. Since the approximation of the solution satisfies identically tile governing equation and the boundary conditions along the segments causing the singularity, only the boundary conditions along the rest of the boundary need to be enforced. Four methods of imposing the essential boundary conditions are considered: the penalty, hybrid, and penalty/hybrid BAMs and the BAM with Lagrange multipliers.
INTRODUCTION
As in Li [1] , we employ the term boundary approzimation method (BAM) Typeset by .Ah/~-TFjX is necessary in order to obtain the unknown coefficients of the above linear combination. BAMs include the boundary element method [2] and the method of fundamental solutions [3] , in which the approximate solution is expressed in terms of fundamental solutions of the governing equation. The main advantage of the BAMs is that the dimension of the problem is reduced by one, which implies that the required computational cost is considerably reduced.
Special BAMs can be developed in the case of elliptic boundary value problems with a boundary singularity. If the local asymptotic solution around the singularity is known and converges over the entire solution domain, then the leading terms of the solution expansion can be used for the approximation of the solution. The additional advantages of such special BAMs are the following.
(a) Since the boundary conditions along the boundary parts causing the singularity are identically satisfied, application of the boundary conditions is necessary only along the remaining parts of the boundary. (b) The singular coefficients, i.e., the leading coefficients of the asymptotic solution expansion, are calculated directly. (c) The accuracy and the rate of convergence are considerably improved, compared to those of standard numerical methods which are seriously affected by the presence of singularities [1, [4] [5] [6] .
The approximation of the solution with the leading terms of the local asymptotic expansion may be employed only locally, i.e., in a subdomain [21 containing the singularity. Such an approach is mandatory if the domain of convergence of the asymptotic solution is a subset of the domain ~ (which should be a superset of [21) . Then, one may use another set of particular solutions or employ standard numerical methods in order to approximate the solution and apply the boundary conditions in the remaining part ~t2 of the domain (~ = [21 u ~t2). Obviously, in the latter case, the method is not a BAM. A difficulty associated with this approach comes from the need of imposing proper coupling conditions along the interface of [21 and ~2 (see, e.g., [7] ). Li [1] considered a benchmark Laplace equation problem with a boundary singularity, known as the Motz problem, and investigated different coupling techniques when finite elements, finite differences, and the finite-volume method are employed over f~2.
What distinguishes the various special BAMs used for solving elliptic boundary value problems with a boundary singularity is the way the essential boundary conditions are enforced. Li et al. [7] and Arad et al. [8] employed least-squares techniques, whereas Georgiou and co-workers [4--6] employed Lagrange multipliers. Li [1] also considered other techniques, such as the penalty method, the hybrid method and the penalty/hybrid method which can be viewed as a combination of the former two methods.
The objective of the present work is to carry out a priori error analyses for various special BAMs which will allow the optimal choice of the parameters involved, leading to exponential convergence rates. For demonstration purposes, we have chosen to study the Motz problem [9] .
In Section 2, we consider a general Laplace equation problem with Dirichlet and mixed boundary conditions and formulate the corresponding Galerkin and minimization problems with the penalty, the hybrid and the penalty/hybrid BAMs. For comparison purposes, the BAM with Lagrange multipliers [4, 6] is also considered. In Section 3, the application of the above four methods to the Motz problem is demonstrated, and in Sections 4-7, the corresponding error analyses are presented. Finally, in Section 8, we present some representative numerical experiments validating the error analyses, and make comparisons between all BAMs under study.
FORMULATIONS FOR THE LAPLACE EQUATION
For simplicity, we present the formulations of the BAMs for the special case of the Laplace equation. These formulations are easily extended to more general elliptic problems; see, e.g., [1] . 
Weak Formulations and Lagrange Multipliers
Before proceeding to the various descriptions of the BAMs it is instructive to present first the standard weak formulations of the problem (2.1)-(2.3), i.e., the Galerkin weak form and its equivalent variational formulation, and discuss briefly the use of Lagrange multipliers for the enforcement of the essential boundary condition (2.2) on F1. Let us employ the following notation for the Sobolev spaces of interest, Hl(f~) = {v: v,v=,vy E L2(ft)},
We are also interested in the following subset of H 1 (F/), H. 1 (~) = {v: v, vz, vy E L2(a), vrrl = g, }.
In the Galerkin method, a solution u E H. 1 (f~) is sought, such that /~ Vu" Vvds + [ quvde = fr g2vde, Vv E H~(~), ( 
2.7)

JF2
where F1 U ['2 = 0f~, lI'l[ > 0, the functions gl, g2 and q are sufficiently smooth, q[r2 >-0, and n is the outward normal direction to the boundary. The solution u of the Galerkin problem (2.7) minimizes the quadratic functional, The reader is referred to [10, 11] 
B(u,v) = F(v),
Note that the Lagrange multiplier function A = o0-~lrl is treated as an additional unknown variable.
Boundary Approximation Methods
The basic characteristic of the boundary approximation methods is that the solution of problem (2. The discrete problem is obtained by replacing u with u N E Y N C Hl(gt) above and requiring that (2.26) holds for all v 9 VN.
In the BAM with Lagrange multipliers, the functional,
Tile similarity of the BAM with Lagrange multipliers with the hybrid BAM is obvious; the main difference is that the normal derivative av It1 = A is treated as an additional unknown variable. This is usually approximated locally in terms of polynomial basis functions. For completeness, we state the associated Galerkin problem, which reads. 
APPLICATION OF THE BAMS TO THE MOTZ PROBLEM
The Motz problem [9] is a benchmark Laplace equation problem that is very often used for testing various special numerical methods proposed in the literature for the solution of elliptic boundary value problems with boundary singularities. Figure 1 shows the geometry and the boundary conditions as modified by Wait and Mitchell [12] . The boundary value problem is stated as follows,
O~n OAuBCuCD = 0.
(3.4)
A singularity arises at x = y = 0, where the boundary condition suddenly changes from u = 0 to ~ = 0. The local solution is given by
where (r, 0) are the polar coordinates centered at the origin. The above expansion is valid in the entire solution domain [13] , with a radius of convergence at least as large as two [14] . The values of the coefficients ai, known as singular coefficients or generalized stress intensity factors are of interest. Rosser and Papamichael obtained the exact solution of the Motz problem using a conformal mapping technique and computed accurate approximations to the first 20 coefficients expressing them in terms of the coefficients in the series expansions of various elliptic functions and integrals involved in their conformal maps [14, 15] . Many special numerical schemes have been proposed for the solution of the Motz problem, including finite-difference, global-element, boundary-element, and finite-element methods. Early works include those of Symm [16] and Papamichael and Symm [17] who developed singular boundary integral methods. Recent methods include those of Georgiou et al. [6] and Li and Lu [18] . The reader is referred to these papers for discussions about other numerical methods used for the solution of the Motz problem and the calculation of the singular coefficients, and for additional references.
Let us now consider the following approximation of the solution,
where the basis functions, For convenience, the minimization and Galerkin problems reached with the four BAMs studied in this work are summarized below. 
In(v) --~ . v-ff-n de~n (V -
BAM with Lagrange Multipliers
Minimization problem:
aalerkin problem:
ERROR ANALYSES
Before proceeding to the error analyses for the four BAMs, we first provide some useful results, which, for the sake of simplicity, are presented specifically for the Motz problem. We will often use the notation fl ~ 7 to mean that there exist constants C1 and C2, such that
Also, throughout this section, the letters c and C denote generic positive constants which are generally different in each occurrence. Finally, we note that the error analyses that follow will give bounds on the error in approximating u by UN; error bounds for the singular coefficients can be obtained from these and the fact that [1] ,
la~ -a~[ <_ Cllu--uNllL2<a),
with C a positive constant independent of N. In what follows, we will be using the norm, cgv w2
for w _> 1, with F* given by (3.11). In what follows, we make the assumption that there exists a 6 (0, 1) such that, with rN is given by (4.12),
[IrNllo,r. < CaN,
where C is a constant independent of N. Assumptions (4.13),(4.14) hold trivially if r < 1 in the local solution (3.5), since then by (3.8), (4.12), and the fact that the solution u is continuous, we have
with r < a < 1. In the case of r > 1, one may partition the domain f~ into subdomains in which separate approximations may be obtained, as was discussed in Section 1. The solution over the entire domain can then be composed by combining the solutions from the various subdomains and properly dealing with their interactions across the interfaces separating each subdomain (see, e.g., [71).
The Penalty BAM
Using the above results, we arrive at the following theorem for the penalty BAM. I u -uHl,,n _< 2 inf lu -Vll,f ~ .
vE VN
PROOF. Note that
B2(v, v)
. v-~ n Comparing the above result with the error bound (4.21), we see that the hybrid BAM converges at an optimal rate. Guided by (4.32) in the above lemma, we return to our problem and choose w 2 = C*(N + 1), where C* E R + will be determined shortly. Moreover, in view of (4.33), we make the following assumption, q C E ]I{ independent of N, such that In what follows, we will obtain error bounds for this method in the norm 
(4.39)
We have the following lemma. Using the above lemma, we obtain the following result. With "Pk(AB) the space of polynomials of degree < k on AB, we define Ah = {s : ,Xhlp, 9 Pk (Fd, i = 1,...,n}. The present method was first introduced in [6] and was subsequently used to efficiently solve Laplacian problems in domains with boundary singularities (cf., [4, 5] ). Below, we give a brief justification for the method, as it pertains to the Motz problem. We begin with the following theorem from [1] . where #h E Ah in (4.72).
inequality,
LphW =--~ Ow
~-~n
with co E R +. Also, 
NUMERICAL RESULTS AND DISCUSSION
In this section, new numerical results for the Motz problem (3.1)-(3.4) obtained using the hybrid and the penalty/hybrid BAMs are presented and discussed in connection with the error analyses of Section 4. Comparisons are also made with the results obtained with the classic BAM of Li et al. [7] and the BAM with Lagrange multipliers of Georgiou et al. [6] . Due to the low efficiency of the penalty BAM (see Section 4.1), no results of this method are presented.
Obtaining accurate estimates of the leading singular coefficients, ai, is the main goal of all these special methods. Tables 1-3 list the singular coefficients a35 i = 1, 35, obtained using the classic, hybrid, and penalty/hybrid BAMs, respectively (with N = 35). For comparison purposes, we list in Table 4 the most accurate singular coefficients calculated by the BAM with Lagrange multipliers in [6] , using a much larger number of singular functions, i.e., N = 75, and 33 discrete Lagrange multipliers, i.e., Nx = 33. Note that, in this method, N should be much greater than Na in order to obtain satisfactory convergence of the leading singular coefficients. In Table 5 , we list the numbers of the converged significant digits of the leading 19 singular coefficients for all four methods, as calculated by Li and Lu [18] , using the conformal transformation method (CTM) of Whiteman and Papamichael [19] . We observe that the four BAMs yield very accurate estimates of the singular coefficients. For i = 1, 2, 3, the classic BAM gives one less significant digit than the other three BAMs, while for the higher coefficients all methods yield about the same number of converged significant digits. The BAM with Lagrange multipliers has a slight advantage as i .405044840445786 x 10 -8 where u corresponds to a reference solution calculated using the extremely accurate results in [18] and UN denotes the approximate solution, and on the condition number of the matrix associated with the linear system arising from each method. The following error norms have been considered, (ApH) --)~min(ApH) " As described in [7] , in the classic BAM, the side AB is divided into M equally spaced pieces of width h = 1/M. The direct collocation method is used to impose the boundary conditions (3.2), (3.3) . The condition number of the matrix F C IR (4M)x(N+I) of the resulting linear system is given by (5.7), with F replacing AH. Note that since 4M >> N + 1, the least squares method is used to solve the linear system.
The variations of the error norms (5.1)-(5.5) with N, as well as the condition numbers obtained using the classic, the hybrid, and the penalty/hybrid BAMs, are tabulated in Table 6 . These are presented graphically in Figure 2 , where the exponential convergence rates established in Section 4 are readily visible. Upon careful examination of the numbers given in Table 6 , we see that for the classic BAM, we have Therefore, the condition number for the classic BAM grows at a significantly slower rate than those of tile other two BAMs, which is also evident in Figure 2 . Hence, in terms of numerical stability, the classic BAM is to be preferred. In summary, when compared to the classic BAM, the hybrid and the penalty/hybrid BAMs may yield slightly more accurate estimates for the singular coefficients, but their performance is slightly worse in terms of the error norms (5.1)-(5.5), due to the ill-conditioning of the matrices associated with the corresponding linear systems.
Finally, we wish to make a short remark on the choice N = 35 in our numerical experiments. Take, for example, the hybrid BAM for which we have (see Table 6 ). Since the true solution satisfies [u[i,~ = O(102), the relative errors in the H I norm reach O(10-9), whereas the condition number reaches O(101~ It is clear that 16-decimal-digit accuracy allowed by the double-precision arithmetic is reached when N = 35. For N > 35, the increasing condition number causes a loss of accuracy.
