Ocean flows impart a time dependence to interference patterns of sound reflecting at low horizontal angle from sloping bathymetry. This is a higher level of complexity than interference patterns within vertical slices in spherically symmetric environments. The time-space statistics may be co-dependent and non-normal, making conventional methods inapplicable. Here, patterns that occur when 100-1000 Hz sound reflects at slopes are simulated with three-dimensional methods. Multiple statistics of sound at virtual arrays are computed over the domain, including incoherent power, beam power, spatial correlation length, and array gain assuming idealized noise conditions. These depend on source and receiver locations with respect to bathymetric features, and can be computed for instantaneously sampled ocean conditions to study their evolution within the time frame of the dominant flow, or computed via averaging over a few periods of the dominant flow features (tides, for example). Here, the spatial complexity of patterns found in 100-Hz (and upward) simulations at a slope area off San Diego, CA in a time varying flow are linked to the imposed seafloor roughness as well as geometry, with mean intensity, scintillation index, and correlation scale used to quantify the effect. Implications for statistics employed in detection and tracking algorithms are discussed.
INTRODUCTION
The underwater sound propagation regime in the transition zone between deep-water and shallow-water presents some unique challenges for prediction and modeling. This is because the combination of steep bathymetry and dynamically changing water-column conditions in this zone work together to create detailed and variable sound field features. Some of these features involve the coupled effects of two or more well understood processes that control sound field complexity, process that have usually been treated independently (in isolation) in propagation studies.
Here, we explore the coupling of one pair of processes: sound reflecting at low grazing angle from sloped bathymetry, and time-varying water-column conditions. The joint effects are studied with linked oceanographic and acoustic simulations, with two-dimensionally variable bathymetry, and water-column variations from simulated internal tides. In this situation, the pattern of ensonification of the seabed is time dependent, and thus, the pattern of reflected sound and the resulting interference patterns are also time dependent. A three-dimensional (3D) propagation model is used in this complex transitional environment because a two-dimensional model is not appropriate. The model requires sound speed throughout the water volume, the bathymetry, and a model of seafloor properties. The time-varying sound-speed fields are calculated using a modern regional ocean model. The study area is Southern California Bight, where bathymetry is complex. The initialization information required for the study consists of the bathymetry, and baseline temperature and salinity profiles, and tidal flow forcing information.
Some thoughts on the evolution of underwater acoustic sound field modeling appear in the next section. The section after that contains basic descriptions of the modeling methods. The subsequent section shows acoustic field patterns and acoustic field statistics, and is followed by a conclusion.
EVOLUTION OF MODEL COMPLEXITY
The history of studying radiation patterns of underwater sound dates to the origin of its use. Initial studies used many simplifying assumptions about the environment in order obtain guideline results. The situation studied here displays a level of complexity that is more representative of underwater sound propagation variability that is likely to be encountered in the deep-shallow transition zone. The period of intense study dates to approximately the mid 20 th Century, when underwater acoustics became a critical technology. Beginning studies illuminated the patterns found in simplified ideal ocean environments. An example for shallow water is the Pekeris waveguide (Pekeris, 1948) , having uniform water depth, homogeneous sound speed, and uniform subsea geoacoustic properties. For deep water, an early computation example uses a range-independent ocean sound channel (Tolstoy and May, 1959) . In the subsequent decades the complexity of ocean environmental models used in sound propagation predictions has grown in complexity, allowing greater insight into the dominant drivers of the patterns encountered in nature. Recently created levels of complexity include so-called N×2D independent radial simulations of sound through environmental conditions drawn from data-driven regional ocean flow models (Lermusiaux et al., 2010) , and time-stepped fully 3D simulations involving representative environments (Oba and Finette, 2002; Finette and Oba, 2003; Finette et al., 2007) or realistically modeled ocean environments (Duda et al., 2010; Duda et al., 2011) . This study uses the latter methodology. Between the extremes of complexity of these examples lie many illuminating studies with intermediate levels of complexity, including weakly range-dependent deep ocean waveguides, strongly rangedependent deep ocean waveguides with internal waves, shallow-water environments with fronts and distinct packets of internal waves, with purely layered heterogeneous seabeds, three-dimensionally varied elastic seabeds, and so on. The research community has learned much from these latter studies, and this knowledge is essential for efficient use of the most complex modern models, with their inherently large numbers of environmental parameters and state variables.
The situation described here involves the following processes: (1) The development of a modal interference pattern as sound radiates from a point source in the shallow-water waveguide; (2) The lateral redirection that occurs when sound reflects from a seafloor with a slope transverse to the propagation direction; (3) Time-dependent fluctuations of the modal interference pattern, which lends a time-dependence to the sound interaction with the seafloor; (4) Crossing of the direct and the obliquely reflected sound fields in the horizontal plane, creating a horizontal interference pattern. 
MODEL DESCRIPTIONS
A computational flow model for the Southern California Bight driven by tidal flows at the open boundaries is used to generate time-dependent environmental conditions in the subject area of sloping bathymetry (Ponte and Cornuelle, 2013) . In the ocean model, the four-dimensional (4D) variations of water-parcel displacement and currents are dominated by oscillatory response to the tides, but nonlinear mixing phenomena also allow secondary subtidal-frequency motions to develop. To study acoustic effects, the 4D variable water-column sound-velocity profiles from the model are used as input for time-stepped fully 3D acoustic simulations. The computational acoustic methods are described by Lin et al. (2013) . Broadband simulations of sound fields from point sources arranged to allow oblique reflection from sloped seafloor area are analyzed in detail to define temporal and spatial variations of intensity and phase.
The ocean modeling engine is the MIT general circulation model (Marshall et al, 1997) . The domain spans the coastline north and south of San Diego, California (Fig. 1) . The model grid uses spherical coordinates, with horizontal grid spacing of approximately 1 km. In US waters, the model bathymetry is that of the U.S. Coastal Relief Model (available at http://www.ngdc.noaa.gov/mgg/coastal/coastal.html). Elsewhere, values from the ETOPO1 database (available at http://www.ngdc.noaa.gov/mgg/global/global.html) are linearly interpolated to the model grid. The vertical grid spacing varies from one meter close to the surface to 30 m at deep levels. Tidal forcing (six constituents) is applied at the boundaries, using values taken from the ENPAC tidal database. The simulations are spun up from rest (uniform initial stratification), with forcing ramping to full strength over a period of 5 days. Initial stratification is horizontally uniform, consisting of an average of winter data. Below 500 m, temperature and salinity from the World Ocean Atlas (http://www.nodc.noaa.gov/OC5/WOA09/pr_woa09.html) are used to complete the profile. Vertical and horizontal viscosities are constant and high, as is customary at this time for internal tide studies, with values of 2×10 −3 and 10 m 2 s −1 , respectively. Fig. 1 shows the complex bathymetry of the Southern California Bight to the east of the Patton Escarpment and its southern extension, where the seafloor descends to abyssal ocean basin depths of 3500 m or greater. A recent paper (Ponte and Cornuelle, 2013) fully describes the computational methods and the modeled flow response to the tidal forcing. The acoustic modeling engine is the 3D Cartesian-coordinate version of our split-step Fourier acoustic parabolic equation solver (Lin et al., 2013) . This model does not include an elastic seabed, so that effects related to shear stresses are nonexistent, as is common in ocean acoustic studies. The model generates a snapshot in time of amplitude and phase (complex field) from a point source at one of the four vertical edges of the domain, denoted by x = 0. The complete field is computed by marching across the domain in the x dimension in one-wavelength increments (acoustic wavelength, determined with a reference sound speed), with each step producing the solution in a y-z plane with sampling increments of 0.1 wavelengths in z and 0.2 wavelengths in y. The sea surface is modeled to be flat. The other boundaries are lined with regions of high absorption, which prevent wraparound of sound exiting the domain, imitating radiation boundary conditions. The method provides good solutions for sound directed at angles less than about 20° from the x unit vector. The model is prone to errors for seafloor slopes in the xdirection that exceed 7°, with higher slopes allowed in the y direction. For this work, the sound-speed fields from the flow model are interpolated onto horizontal planes with a 250-m grid interval at 1-m depth interval. During the acoustic computation, the bathymetry is interpolated onto the acoustic grid at full x-step resolution, and the watercolumn sound speeds are interpolated in full resolution in y-z planes, but are updated only once per five steps (i.e. the sound-speed field has a stair-step quality with a five-step size, but the bathymetry does not, with the near-seabed sound-speeds filled in with an ad-hoc method for a regime sloping downward while marching). The seabed properties are sound speed 1650 m/s, absorption 0.5 dB/wavelength, and density 1500 kg/m 3 .
MODELING RESULTS
Results derived from 100-Hz acoustic simulations through thirteen snapshots of the tidally forced flow field are examined here. These are spaced at two-hour intervals starting at the beginning of simulation day 10. Sources at two sites are used, with two different bathymetries employed in the acoustic simulations. (Note that the bathymetry used in the flow model is coarser than either of these). The sources were positions 50 m below the surface in water of approximately 200 m depth. Figure 2 shows the source sites, on a feature called Nine-Mile Bank, and the positions of the rectangular acoustic modeling domain. The domain directed northwest is Domain One, the other Domain Two. This figure also shows a snapshot of the temperature at 44 m depth, a direct output quantity of the tidally forced model. The red color shades show warm water, meaning downward water displacement within the internal waves generated by the action of tidal flow over the sloping seabed, and the blue color shades show upward displacement. The maximum displacements are of the order ten meters. Figure 3 shows a snapshot of the depth-average of the sound. Note that sound reflects off the seafloor near x = 5 km, y = -0.5 km, creating a shadow zone, and an intense beam which points down and passes near x=18 km, y= -5 km. This beam wobbles in time as the tide ebbs and flows, and the strongest temporal fluctuations of sound are near this beam. This is analyzed in the next subsection. This effect is less apparent in plan views of sound intensity at single levels, as can be seen at the top of Figure 4 , which shows sound intensity at 100-m depth. This figure shows some interesting features. At y > 0, x < 8 km, over the somewhat flat 200-m deep plateau, sections of the concentric ring pattern that is consistent with cylindrically symmetric propagation are visible. This pattern, however, is not seen anywhere else in the domain. Intensity features of small scale can be seen in the beam. Below the beam, at more negative y, the pattern also appears mottled, but with a larger scale length than in the beam. The patterns of sound intensity in depth are also highly variable. The lower panel of Figure 4 shows intensity in a vertical slice at x = 12 km, showing mainly negative y positions. There is a large zone with long horizontal correlation length of sound intensity (the phase needs to be examined to find total field coherence) in the "depth-average shadow zone", and there is a mottled appearance (short length scale) in the "depth-average beam" near y = -3 km, where the horizontally reflected bottom interacting sound coexists with sound that has not horizontally refracted.
Features of the Acoustic Fields

Statistics of the Acoustic Fields
The temporal fluctuations of the "depth averaged beam" of sound seen in Figure 3 can be quantified in terms of the scintillation index, which is the intensity variance divided by the square of the mean intensity, which can be written SI = I The right-hand panels of Figure 5 show the same quantities as on the left for a second version of the 3D acoustic sound field time series calculation, with a smoothed version of the bathymetry used in place of the database bathymetry. A 2D Gaussian filter was used, with a 600-m horizontal scale length. For this scenario, the scintillation has been reduced an order of magnitude, and the rms intensity variation is always less that ½ dB. This shows that the steepness of the bathymetry (tied to the strength of horizontal refraction) causes the shadow zone and the scintillation. Figure 6 , which is an analog of Figure 4a , displays the intensity field in this situation, and shows that the field at 100-m depth is very smooth compared to the steep-bathymetry situation. Recent experiments with horizontal arrays have provided measurements of horizontal field coherence and horizontal array gain. (Orr et al., 2004; Collis et al., 2008; Duda et al., 2012) 
The patterns of how L d aligns with respect to the bathymetry differ for the two source positions (the two domains), which can be seen by comparing regions of high L d in the top panels with the bathymetry. The results for the two domains are very different. Likewise, incoherent beam power along the synthetic arrays differs between the two source positions. Note that the patterns of L d and power are weak functions of time for this set of output. The scintillation indices computed for these and other model runs remain to analyzed in detail by considering probability distribution functions, sensitivity behavior with respect to altered source position, bathymetric slope, and so on. Additionally, analyses remain for the correlations scales, the incoherent power values, and the array gain behavior (not shown here) for these and other source depths. A first look at the L d snapshots in Figures 7 and 8 indicate that the correlation scale weakly related to the interference pattern generated by the obliquely reflected energy, with L d fluctuations from this process being matched by fluctuations caused by other factors. The variation over time of spatial coherence, incoherent power and array gain may be greatest within the beam, however, but this remains to be analyzed. 
DISCUSSION AND CONCLUSION
A study of the time-dependent behavior of simulated sound has been initiated. In particular, the time-dependence of sound propagating nearly normally to sloping seafloor features and reflecting in the horizontal as well as the vertical has been studied. An ocean model of flows related to tidal forcing only was used to provide time-dependent water-column sound speed fields. This phenomenon, oblique reflection of sound from a slope in the presence of temporal variation of either the water column or the source position (moving source) is likely to occur at many regions with steeply sloping bathymetry.
The oblique reflection creates interference patterns with a wide range of horizontal spatial scales, and these patterns will change in time as water column conditions evolve because variation of the first-order effect of refraction in the vertical plane will change the nature of the sound incident on the slope. A study has been initiated of the relative importance of obliquely reflected energy to the energy levels of propagated fields, and to the temporal and spatial coherence behavior. The fully 3D acoustic modeling methods employed here allow studies of this and other complex three-dimensional propagation behavior. Finally, note that this work can be easily expanded to include broadband signals.
