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c  Michael Strain, 2007I therefore believe myself to have found, on all
essential points, the ﬁnal solution of the problems.
And if I am not mistaken in this belief, then the
second thing in which the value of this work consists
is that it shows how little is achieved when these
problems are solved.
Ludwig WittgensteinAbstract
In this work, the need for an integrated optical dispersive device is discussed,
with particular reference to pulse compression of semiconductor mode-locked laser
(MLL) pulses that exhibit temporal chirp and therefore, worse than transform
limited behaviour. It is shown that current techniques in ﬁbre and integrated dis-
persion control do not overlap the dispersion regime presented, making it necessary
to design a new integrated device for this purpose.
A monolithic chirped Bragg grating is presented with dispersion and bandwidth
characteristics coinciding with the previously mentioned regimes. The device,
based on a deeply etched tapered waveguide design, may be fabricated fully post-
growth, lending it a signiﬁcant advantage over current grating designs that require
the pattern to be written into the core material and the upper cladding layers
subsequently overgrown. The deeply etched sidewall grating structures provide the
requisite high coupling coeﬃcients, and the ability to induce arbitrary apodisation
proﬁles, while the tapered waveguide design allows the same freedom with the
grating Bragg condition proﬁle.
The coupled-mode analysis for a chirped grating structure is presented and used
as a basis for a Transfer Matrix Method (TMM) representation of the device. This
simulation tool allows modelling of the arbitrary Bragg condition and apodisation
proﬁles for steady state analysis of passive grating devices, Distributed Feedback
(DFB) and Distributed Bragg Reﬂector (DBR) lasers.
The fabrication of low loss passive grating devices and DFB lasers is described
with particular attention paid to lithography and reactive ion etching methods. In
addition, work is presented on a wet chemical oxidation technique for reduction
of sidewall roughness in AlGaAs based waveguides. Deeply etched waveguides
were shown to exhibit losses reduced by up to 4dBcm−1 after application of this
procedure. The fabricated passive grating devices exhibit transmission and grating
phase proﬁles closely matching those predicted by the simulations, with control
shown over both Bragg condition and coupling coeﬃcient. The DFB lasers, again
in agreement with simulation, show unique multi-mode behaviour, closely related
to the chirped grating modulation proﬁle.
Also presented is a method by which sub-100µm tapers for transitions between
shallow etched and deep etched waveguides may be fabricated for quasi-adiabatic
propagation. These tapers provide a means by which integration may be achieved
between optical systems with diﬀerent mode proﬁles, these being deﬁned by de-
vice properties, for example integration of small radius bends and waveguide gain
structures. A simulation tool based on the TMM is derived and a set of optimised
tapers are fabricated, their results matched to the simulations. Low loss, low re-
ﬂectivity tapers are exhibited with properties in close agreement with the TMM
and Finite Diﬀerence Time Domain (FDTD) simulations.Publications
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Introduction
1.1 Motivation
Optical pulses are used in applications from telecommunications to biomedical
systems, and often the spectral content of the pulse with time is of importance.
The advent of Mode-Locked Lasers (MLL) has lead to a reduction of optical pulse
widths, allowing increased data rates in optical communication systems, and high
peak intensities with broad application areas. However, the optical pulses gen-
erated by such lasers are far from perfect. In long haul transmission systems
it is desirable to produce pulses with small temporal envelopes - which implies
relatively large bandwidths - and transform limited behaviour; that is, the time-
bandwidth product of the pulse is at its theoretical minimum. The most prevalent
form of deviation from transform limited behaviour is frequency chirp across the
pulse width. Chirp - the variation of the pulse’s instantaneous frequency in time
- tends to spread the pulse temporally and therefore exacerbates the problems of
dispersion in long transmission links and depending on the form of the variation,
may produce unwanted eﬀects in measurement systems.
The frequency chirping of optical pulses is not limited to linear chirp - a mono-
tonic increase, or decrease, of the spectral content of the pulse over its duration
- it is also possible to have higher order pulse chirping where the distribution of
spectral components exhibits a variation following the order of the function. In
fact, given that integrated optical devices are being produced with ever greater
complexity of both type and combinatorial degree the instantaneous frequency
of the optical signal may be subject to multifarious inﬂuence, resulting in highly
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complex chirp functions. This work will be concerned with producing a device
that may be easily incorporated into current integrated optical morphologies with
simple post growth fabrication techniques. Monolithic chirped Bragg gratings will
be designed with ﬂexibility not only to compensate for the chirp of mode-locked
lasers but that may also induce an arbitrary chirp into the pulse. In addition
to modulation of the Bragg condition of the grating it is possible to control the
grating coupling coeﬃcient. By variation of the coupling coeﬃcient, or apodisa-
tion of the grating, its reﬂectivity with respect to wavelength may be controlled.
Grating apodisation allows the opportunity for reducing ripple in both grating
reﬂectivity and group delay characteristics in addition to creation of devices that
may have arbitrary reﬂectivity proﬁles. With inﬂuence exerted over both grating
chirp and apodisation, devices may be designed with great ﬂexibility and for many
applications.
1.2 Mode-locked laser diodes
In the pursuit of shorter pulses and faster repetition rates for telecommuni-
cations systems mode locked diode lasers are a signiﬁcant step forward. With
repetition rates into the Terahertz regime and pulses under picosecond durations,
diode MLLs provide an attractive solution for a wide range of applications. A very
thorough review of the topic is presented by Avrutin et al [1].
1.2.1 Operation
The basic operation of mode-locked lasers harnesses the range of longitudinal
modes that are present in a laser cavity. In the case of a Fabry-P´ erot (FP) laser
the longitudinal modes of the cavity are deﬁned by the optical path length between
the laser facets, the modal propagation constant and the facet reﬂectivity, such
that a number of discrete modes are allowed within the cavity. Added to this is
the material gain bandwidth which deﬁnes the gain of the medium with respect
to wavelength and together these two parameters give a spectrum for the lasing
wavelengths of the cavity.
In a mode locked laser the goal is to arrange the propagation of the allowed modes
such that their phases are locked, thus creating a pulse that travels around theCHAPTER 1. INTRODUCTION 3
Figure 1.1: Spectra of (a) Transmission of a Fabry-P´ erot cavity (b) Material gain
(c) Power output of a FP laser.
cavity which is the superposition of the locked modes. Clearly, by increasing the
number of modes involved in the creation of this travelling pulse, the shorter its
temporal envelope will be - assuming transform limited characteristics - due to its
larger bandwidth.
In order to create the locking of the modal phases a number of methods are
commonly employed. The ﬁrst of these is the passive mode locking scheme [1–3].
The device is modiﬁed to include a saturable absorber at one facet as shown in
Figure 1.2. The lasing modes are attenuated in the absorber section unless, when
Figure 1.2: Schematic of a passively mode-locked laser diode.CHAPTER 1. INTRODUCTION 4
a mode-locked superposition is present, the power is high enough to saturate the
absorber and allow the pulse to continue circulating in the cavity. The absorber
section may also be located in the centre of the cavity to create a colliding pulse
MLL [3,4] where the repetition rate of the laser is double that of a device where
the repetition rate is the cavity round trip time.
MLLs may also be hybridly or actively mode-locked [1,3]. In active mode-
locking the absorber section is driven with a microwave frequency close to the
repetition rate, or its harmonics, that assists in the creation of the mode-locked
laser pulse.
1.2.2 Chirp in mode-locked laser diodes
A limiting problem with MLL diodes is that they exhibit unwanted frequency
chirp in their output pulses [4–10]. Frequency chirp is the phenomenon of the
instantaneous pulse frequency varying with time.
Figure 1.3: Red chirped optical pulse with time.
In the relatively long gain section of MLLs the mode-locked pulse undergoes self-
phase modulation (SPM) due to the eﬀect of its high intensity on the refractive
index of the medium. This SPM is related to the instantaneous frequency of the
pulse through the modiﬁed refractive index [3].
ω(t) =
2πc
λ0
1
n0 + δn
(1.1)CHAPTER 1. INTRODUCTION 5
Where ω(t) is the instantaneous frequency, c is the speed of light in a vacuum,
λ0 is the free space wavelength, n0 is the material refractive index and δn is the
intensity dependent component of the refractive index. The characteristics of a
chirp free pulse and a pulse after SPM are illustrated in Figure 1.4. After the
Figure 1.4: Eﬀects of SPM on unchirped pulses (a) unchirped pulse (b) after SPM.
SPM the pulse experiences a red chirp towards its peak, then a blue chirp in its
tail. However, in the absorber, due to saturation it is the tail of the pulse that
is emphasised, eﬀectively shifting the envelope back in time and so creating an
overall blue chirp of the pulse. The SPM of the pulse in the absorber is negligible
due to its short length, usually in the order of tens of micrometres [7].
Figure 1.5: Blue chirp of pulses due to saturable absorber (a) before absorber (b)
after absorber section.
Hybrid and actively mode-locked lasers behave slightly diﬀerently due to the
driving signal on the absorber section. The driver shifts the pulse in time, the
direction determined by the shift of the signal above or below the passive repetition
rate, and so results in an overall red or blue chirp depending on whether the pulse
is shifted forward or backward in time [4,7].CHAPTER 1. INTRODUCTION 6
1.3 Pulse dispersion compensation
There are a number of groups who have investigated pulse compression tech-
niques to compensate for the undesirable pulse chirping described in section 1.2 [11–
22]. The common component in these pulse compression schemes is the use of grat-
ing technology.
In systems where the physical size of the setup is not important free space
gratings have been applied [3,23–25]. In the free space conﬁguration one or two
reﬂective gratings are arranged such that the group delay of the pulse on reﬂec-
tion is frequency dependent. By tailoring the geometry of the gratings the pulse
may be compressed or extended in time; the combination of such functions are
commonly used for the ampliﬁcation of high power ultra-short pulses [3] where the
pulse is extended to reduce its peak power before ampliﬁcation and subsequent
re-compression. However, these systems are bulky and require careful alignment,
making them suitable for high power lab situations rather than in-situ telecommu-
nications or measurement applications. It is therefore desirable to have systems
that are easily incorporated into the common ﬁbre and integrated optical tech-
nologies. Bragg grating devices based on the periodic modulation of waveguiding
materials’ eﬀective index are an attractive solution in this area and can be broadly
divided into two categories: ﬁbre or integrated devices.
Bragg gratings are periodic perturbations in the refractive index of the guiding
medium. When the period of the grating is constant it produces a narrowband
reﬂective component in the waveguide. The peak of the reﬂection spectrum for a
1st order Bragg grating is deﬁned by the period of the perturbation such that:
λB = 2neffΛ0 (1.2)
Where λB is the free space wavelength of the mode satisfying the Bragg condition,
neff is the eﬀective index of the waveguide and Λ0 is the period of the index
perturbation.
If the period of this device is chirped, i.e. its period varies along the propagation
direction, the device becomes broadband in response with a varying Bragg reﬂec-
tion wavelength along the device length. In essence this results in a device which
reﬂects the varying frequency components of the pulse at diﬀerent points along its
length creating a graded group delay proﬁle. Therefore the long wavelength com-CHAPTER 1. INTRODUCTION 7
ponents of the pulse will see a diﬀerent delay to the short wavelength components,
and if the proﬁle of the delay is opposite to the group dispersion in the pulse the
wavepacket may be compressed, as shown in Figure 1.6. Therefore, chirped Bragg
Figure 1.6: Pulse compression using a chirped Bragg grating.
gratings appear to be an elegant pulse compression solution in waveguiding media.
Much work has been done in optical ﬁbres using chirped Bragg gratings [11–
16,18–22,26] to this end, however, in integrated optics the chirped grating has
chieﬂy been harnessed for applications other than dispersion compensation [27–36]
including wavelength tuning of lasers [36] and chirp compensation in spot size
converters [33].
1.4 Fibre based devices for pulse dispersion com-
pensation
Most of the work carried out in pulse compression techniques using chirped
Bragg gratings has been concentrated on ﬁbre devices. There are a number of
reasons for concentrating on ﬁbre schemes. Firstly if pulse compression is required
in long haul transmission systems, it seems attractive to implement an all ﬁbre
compression system; this circumvents the need for electronics and coupling in and
out of the ﬁbre to integrated devices. Secondly, writing Bragg gratings in pho-
tosensitive optical ﬁbre is a well established technique, and since the refractive
index perturbation occurs over the entire guiding area the coupling factor associ-
ated with the grating is high, leading to high reﬂectivity and good control over
the designed grating parameters.CHAPTER 1. INTRODUCTION 8
1.4.1 Fabrication methods
There are a number of techniques used to write chirped gratings in photosensi-
tive ﬁbres. One method is based on two beam holographic sidewriting technology
already established for writing ﬁxed period Bragg gratings [12,14]. In the two
beam holographic method two UV beams are focused on the core of the ﬁbre such
that an interference pattern is created, the high intensity portions of this distri-
bution creating a refractive index change in the core. A ﬁxed period grating is
written by directing both beams at an equal angle either side of the normal to the
ﬁbre surface. A chirped grating may be introduced by angling the beams such that
the period of the interference pattern varies with distance along the propagation
direction of the ﬁbre, as shown in Figure 1.7. The chirp may also be introduced
Figure 1.7: Writing ﬁxed and variable period gratings using a two beam holo-
graphic method.
by curving the ﬁbre through the interference pattern [21] or using a ﬁbre with a
tapered core [12] and so varying the modal index across the constant spatial period
grating written with the holographic technique.
Phase mask technology, where a diﬀractive element is placed between a laser
source and the ﬁbre to create an interference pattern from the source on the
ﬁbre core, is similar to the holographic method in many ways and chirp may be
induced in the interference pattern by the same methods as previously noted [11,
16]. A phase mask method of step chirping may also be utilised, where a phase
mask is employed to produce grating sections, of dimensions much less than the
total grating length, with varying period [11]. The ﬁnal grating structure is a
discretised approximation to a continuously chirped grating. The holographic
writing technique may be further extended for use without a pre-fabricated phase
mask, the grating amplitude and phase being controlled directly by computer
allowing for ﬂexible grating design [37].
Another method used for writing gratings in optical ﬁbres is the double ex-CHAPTER 1. INTRODUCTION 9
posure photo-imprinting technique [15]. In the double exposure method the ﬁrst
exposure is directed through a mask scanned along the ﬁbre length, this creates a
linearly varying refractive index along the length of the ﬁbre. The second exposure
creates the periodic index change in the normal fashion using a phase mask, the
total eﬀect being an eﬀectively chirped Bragg grating with constant spatial period.
1.4.2 System conﬁguration
In general the setup for a ﬁbre pulse compressor is as shown in Figure 1.8 [22].
In the ﬁbre compression system shown in Figure 1.8, the dispersed pulse is coupled
Figure 1.8: Fibre based pulse compression system[22].
into a Chirped Fibre Bragg Grating (CFBG) acting in reﬂection mode. High
reﬂectivities have been demonstrated in these devices, up to around 95% [11,16].
The reﬂected pulse is compressed as described previously and coupled back into
the transmission system by means of a 50:50 power splitter. Obviously, one of the
major disadvantages of this method is the 3dB power loss on input and output
coupling to the CFBG line, due to the coupler. However, pulse compressions of up
to 40 times have been demonstrated [11,16], therefore as any loss of signal power
may be compensated for after the ﬁlter section, these devices show good potential
for in-ﬁbre links.
1.5 Integrated devices for dispersion compensa-
tion
Although in-ﬁbre devices appear to be relevant solutions to long haul degra-
dation of optical signals, they are physically large. It is clearly desirable to com-
pensate for pulse chirp at the source, before the generated chirp is exacerbatedCHAPTER 1. INTRODUCTION 10
in transmission through dispersive media, and it would be preferable to refrain
from the use of large ﬁbre based components if possible. A further advantage of
an on-chip dispersive element is that known dispersion of a ﬁbre link may be pre-
compensated; such that dispersion of equal magnitude and opposite sign is applied
to the pulse before it is transmitted, therefore, the pulse at the receiver should be
chirp free.
1.5.1 Arrayed waveguide gratings, chirped mirror stacks
and quasi-phase matched devices
Chirp compensation has been attempted in integrated devices by means of ar-
rayed waveguide gratings (AWG), chirped thin ﬁlm mirrors and quasi-phase match-
ing devices [35]. Arrayed waveguide grating devices operate by splitting the input
pulse into discrete spectral ranges and propagating each portion through waveg-
uides of varying optical length as shown in Figure 1.9. As each discrete section
Figure 1.9: Arrayed waveguide grating for pulse compression.
of bandwidth sees a unique optical path length there is a wavelength dependent
delay introduced into the system, so that dispersion of the pulse is apparent on
recombination in the output coupler. One advantage of this system is that it oper-
ates in transmission, potentially avoiding losses associated with reﬂective devices.
However, the operation of the AWG structure is limited both by the bandwidth
of the wavelength dependent input and output couplers and the number of waveg-
uides that may be fabricated to carry the sectioned bandwidth of the pulses. TheCHAPTER 1. INTRODUCTION 11
physical size of AWG devices is also prohibitive, being typically in the order of
centimetres, in semiconductor integrated optics where losses are higher than in
glass and often device footprint is a concern.
Chirped mirror (CMs) stacks, Figure 1.10, operate in a similar manner to Bragg
gratings, although the coupling coeﬃcient associated with CMs is far greater than
the weakly reﬂecting Bragg gratings. The main advantage of the high reﬂectivity
of the stack layers is that very few periods are necessary to couple signiﬁcant
power into the backward propagating mode. The CM stack is through virtue of
Figure 1.10: Chirped Mirror stack.
its high reﬂectivity a physically small device, which in turn limits the amount of
dispersion that may be induced in the input signal. A further limitation of this
device geometry is that it is necessary to couple into the mirror stack from free
space, a requirement that inﬂates the device footprint when including the area
needed for coupling optics and joints.
Like AWG devices Quasi-phase matched (QPM) gratings operate in transmis-
sion. In a single period QPM device the input signal is used to generate a second
harmonic output. By varying the pitch of the QPM sections the dispersion of the
output second harmonic pulse may be controlled. A schematic of a QPM grating
is shown in Figure 1.11.
1.5.2 Chirped Bragg gratings
The fabrication techniques associated with integrated devices allows for great
variability in the construction of grating structures, which are easily incorporated
into monolithic waveguides and hence readily compatible with other integratedCHAPTER 1. INTRODUCTION 12
Figure 1.11: Quasi-phase matched device.
optic devices. The fabrication ﬂexibility may be utilised to create gratings of non-
linear period variations, allowing for tailorable dispersion characteristics. With
these advantages, devices based on integrated optics are an elegant solution for
dispersion control of optical signals. However, the task of fabricating chirped
gratings in integrated optical components is more challenging than in the case of
ﬁbres. There has been some limited work carried out in the fabrication of Chirped
Bragg Gratings (CBGs) in integrated devices [23,24,27–36,38–41], but most have
concentrated on the tunability this aﬀords to Distributed Feedback (DFB) lasers,
rather than the potential for chirp compensation [27,28,32,34,36,41].
The introduction of a chirped Bragg grating in the DFB laser allows the output
wavelength to be tuned, by exploiting the varying pitch of the grating to localise the
photons in particular regions [28], and hence select the lasing wavelength. Mohrle
et al. present a DFB laser based on a tapered waveguide [33]. The taper of the
waveguide is introduced to promote more eﬃcient mode matching between the laser
and ﬁbre modes in an attempt to reduce coupling losses. However, by tapering
the ridge waveguide that the DFB is based around the eﬀective index of the lasing
mode will vary along the device length. Referring back to (1.2) it is clear that by
modifying the eﬀective index of the mode the Bragg wavelength of the device is
also altered. To compensate for the undesirable change in Bragg wavelength the
authors implemented a chirped grating that varied in period corresponding to the
unwanted shift in Bragg wavelength due to the changing eﬀective index.
Work has also been carried out into the tuning of Distributed Bragg Reﬂector
(DBR) lasers [36]. In the DBR devices one reﬂector was fabricated as a phased
Bragg grating and the second as a sampled grating reﬂector that exhibited a broad-CHAPTER 1. INTRODUCTION 13
band reﬂection characteristic. The phased grating is a single period grating with
π phase shifts in the grating periodicity along its length. The phase shifts result
in a grating response that may be designed to exhibit a top-hat comb of reﬂection
peaks with equal amplitude and spacing. The sampled grating is overlaid with a
series of electrical contacts along its length which, when biased in various conﬁg-
urations, can tune the reﬂection peak of the grating to correspond to one of the
phased grating modes. In this way the device produces a discretely tunable laser
over a broad spectrum.
An example of pulse compression using a CBG on InP based integrated MLLs
is presented by Sato et al. [38–40]. A MLL with one chirped DBR mirror was
fabricated, and generation of near transform limited pulses at around 4ps in length.
Current device geometries
The chirped gratings in the above mentioned devices were fabricated in a num-
ber of ways. The ﬁrst method was based on writing a ﬁxed longitudinal pe-
riod grating on a bent waveguide using direct Electron Beam (E-beam) lithog-
raphy [29–31]. The waveguide path induces a changing grating period along its
length in exactly the same manner as the curved ﬁbre device outlined previously.
The second method was based on a spherical holographic technique [28]. In this
case the grating was a series of ﬁxed period grating sections, in entirety approxi-
mating a linearly chirped grating. A novel E-beam lithography technique has also
been demonstrated which consists of multiple exposures at varying beam incidence
angles to create a chirped grating pitch, as shown in Figure 1.12 [33,34]. The
Figure 1.12: Double exposure E-beam method for chirped grating fabrication[34].
writing time for the multiple exposure method is much higher than that for writ-
ing a simple grating, and in addition a signiﬁcant amount of modiﬁcation to theCHAPTER 1. INTRODUCTION 14
standard addressing scheme of the E-beam writer is required to allow application
of the novel multiple exposure pattern.
Finally, Sato et al use a multiphase shifted pattern to approximate a linearly
chirped grating [40]. A ﬁxed period grating is written using E-beam lithography
in the normal manner. To introduce the chirp a phase shift is introduced into the
grating structure with the relationship
√
imΛ0, where i is the index of the phase
shift position (1,2,3..), m is the number of periods from the start of the grating
to the ﬁrst phase shift, and Λ0 is the grating period as usual. The equivalent chirp
rate of the multiphase shifted grating may be expressed as:
rc =
4neq
∆Λ
Λ0
m2 (1.3)
Where rc is the chirp rate, neq is the equivalent refractive index of the waveguide
and ∆Λ is the constant phase shift being introduced. A representation of the phase
shifted grating is shown in Figure 1.13.
Figure 1.13: Multiple phase shifted grating[40].
Fabrication of integrated gratings
The common root of the chirped grating devices covered in the literature is the
pattern and overgrowth procedure used to fabricate them. The main issue neces-
sitating this fabrication technique is the requirement of a high coupling coeﬃcient
in the grating structure. For single period gratings of a few hundred microns in
length a coupling coeﬃcient under 5cm−1 is suﬃcient to provide a high narrow-
band reﬂectivity of over 60%. However, since in the chirped grating the BraggCHAPTER 1. INTRODUCTION 15
wavelength is shifted along its length, the peak reﬂectivity will be reduced with the
increasing bandwidth. As a result a much higher coupling coeﬃcient is required
to produce a signiﬁcant reﬂectivity. For a passive grating the coupling coeﬃcient,
(1.4), is related to the proportion of the mode that experiences the refractive index
perturbation and the magnitude of that disturbance. This relationship is discussed
in more detail in section 2.2.
κ =
k2
0
2β
RR
∆(x,y)U(x,y)2 dxdy RR
U2(x,y) dxdy
(1.4)
In (1.4), κ is the coupling coeﬃcient, k0 is the free space propagation constant,
β is the modal propagation constant, ∆(x,y) is the deviation of the material
permittivity along the z axis due to the perturbation and U(x,y) is the spatial
envelope of the mode. In shallow etched gratings fabricated using post growth
processes κ is limited by the small proportion of the mode that experiences the
index modulation. By employing a fabrication technique where the grating is
directly written into the waveguide core and the upper-cladding grown over the
structure, the coupling coeﬃcient may be greatly enhanced by the much larger
proportion of the mode travelling within the area of the index modulation. The
lithographic techniques used to pattern the core gratings are outlined in section 3.2.
The processes used for etching the waveguide ridges after upper-cladding growth
are common to both the overgrowth method and the post-growth technique that
will be presented in this work.
1.6 Comparison of integrated device geometries
As outlined in section 1.5 there are a number of technologies available to deal
with dispersion in optical signals. However it was also noted that each of these
techniques operate over ﬁnite bandwidth and dispersion regions. In addition to
the limits of operation there are also physical limits that deﬁne the size of the
device. For the technologies discussed previously the optical and physical ranges
of operation are given in Table 1.1, where GDD is the group delay dispersion. The
information presented in Table 1.1 can be further illustrated in a plot showing the
operation regimes of each device structure as in Figure 1.14. These results may be
considered with relation to both the absolute values of bandwidth and dispersion
relating to each device and the range of each over which they operate. ChirpedCHAPTER 1. INTRODUCTION 16
Table 1.1: Characteristics of dispersive device structures.
Device Optical length (m) Bandwidth (nm) GDD (ps2)
Chirped Mirror 10−5 200 − 350 5 × 10−5
FCBG 10−2 − 1 0.1 − 10 5 × 102 − 104
AWG 10−2 0.5 100 − 300
QPM 0.05 − 5 × 10−4 10 − 500 5 × 10−4 − 0.3
Figure 1.14: Dispersion and bandwidth characteristics of available dispersive de-
vices.CHAPTER 1. INTRODUCTION 17
mirrors present very limited dispersion due to the small physical length of the
device, however they have large possible bandwidths in the range of hundreds of
nanometres. AWGs alternatively, have very small bandwidths, limited mainly by
the operation of the wavelength dependent couplers at the input and output of the
arrayed waveguides. AWGs do produce signiﬁcant dispersion proﬁles in the order
of hundreds of ps2, as they are physically large devices, though it is useful to recall
that their operation is essentially discrete with respect to spectral and temporal
response. Quasi-phase matched devices exhibit small absolute dispersion, but with
a range of operation that promises some ability to design the device for speciﬁc
applications. They also operate over a reasonably large range of bandwidths,
again promising some ﬂexibility in design of devices. It is worth recalling from
section 1.5 that the QPM devices are operating on dispersion control of the second
harmonic generated in the structure rather than the input signal. Chirped ﬁbre
Bragg gratings are similar, with respect to range of operation, to the QPM devices.
CFBGs can be designed over a large range of large absolute dispersion - due to the
potentially long device length of the CFBGs - and a reasonable range of bandwidth.
Like the QPM devices this allows design of dispersive devices with ﬂexible range
of operation and induced dispersion.
Previously a review of the above listed techniques was carried out and on the
basis of physical application at least, it was suggested that integrated CBGs were
an attractive alternative device geometry. There is now another clear argument
for the pursuit of integrated CBGs based on the device dispersion and bandwidth
parameters. From Figure 1.14 a gap in the dispersion coverage of the available
technologies is apparent between 10−1 and 2 × 101ps2. Recalling that one of
the main application areas for dispersion control - and one in which the physical
characteristics of integrated CBGs make them particularly suitable - is that of
dispersion control in MLLs. It is useful to consider the range of dispersion charac-
terised in these devices. Typically MLLs exhibit dispersion in their output pulses
in the range of 1.2×10−1−12×101 ps2 [7], coinciding with the range of dispersion
so far not covered by other technologies.
As in the case of other dispersive devices the dispersion achievable using inte-
grated CBG structures is related to the bandwidth of operation and the physical
dimensions of the devices. As mentioned earlier the length of the grating is closely
related to the required reﬂectivity of the response, the bandwidth over which the
device reﬂects and the coupling coeﬃcient. Therefore the size, dispersion andCHAPTER 1. INTRODUCTION 18
bandwidth of the CBG are interrelated parameters that given a set of design con-
straints - to be discussed further shortly - are deﬁned by the device structure
itself. However from these considerations the dispersion characteristics of inte-
grated CBGs may be shown not only to ﬁll in the dispersion gap left by other
technologies, but also to overlap conveniently with the chirp characteristics of the
integrated MLLs discussed previously. Figure 1.14 may be modiﬁed to show the
inclusion of the integrated CBGs, as in Figure 1.15. It was noted that to achieve a
Figure 1.15: Dispersion and bandwidth characteristics of available dispersive de-
vices including integrated CBGs.
favourable balance of these parameters the majority of current work in the ﬁeld has
been concentrated on writing longitudinally chirped, or discrete approximations
to linearly chirped gratings, directly into the core region of waveguiding devices
and subsequently overgrowing the upper cladding layers. While producing desir-
able dispersion characteristics these methods are unwieldy and require sensitive
fabrication steps. Therefore it is desirable to pursue the design of an integrated
CBG structure that while retaining the attractive dispersion characteristics of the
available techniques is easily fabricated. In particular it would be beneﬁcial not
only to manufacture the device fully post-growth of the wafer but also to create
continuous chirp in the structure without resorting to complicated direct schemes
as mentioned in section 1.5.Chapter 2
Chirped Bragg Gratings, Theory
and Design
Integrated chirped Bragg gratings may be used to compensate for frequency
chirp in optical signals, or more generally to modulate the dispersion of the signal
in some arbitrary manner. In order to design a CBG for use in such applica-
tions a thorough understanding of the underlying theory must ﬁrst be obtained.
Therefore, the operation of Bragg gratings is discussed here, and how this may be
extended to include the eﬀects of introducing chirp and apodisation to the grat-
ing. Once this has been established it is possible to consider simulation methods
relevant for the design of the devices described in this work.
2.1 Simple Bragg grating theory
As described in Agrawal’s book [42] it is possible to induce coupling between
orthogonal modes of a waveguide by introducing a refractive index perturbation.
By making this perturbation periodic in the propagating direction it is possible
to couple between forward and backward propagating modes of the waveguide. In
simpliﬁed terms, a periodic perturbation of half the propagating modal wavelength
will induce 1st order coupling between forward and backward modes with equal
magnitudes of propagation constant, and opposite sign. This is given by the Bragg
condition:
mλB = 2neffΛ0. (2.1)
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Figure 2.1: Schematic of a Bragg grating showing ray paths of forward and back-
ward propagating modes
Where m is the order of the grating response (m ∈ Z,m > 0), λB is the free space
wavelength of the mode satisfying the Bragg condition, neff is the eﬀective index of
relevant waveguide modes and Λ0 is the period of the index perturbation. The fre-
quency response of a single period grating may be considered as a narrowband ﬁlter
around the Bragg wavelength, and is widely used in many applications. Figure 2.1
shows a representation of the basic operation of this device. In Figure 2.1, Ef is
the forward propagating mode in the Bragg grating where as it travels through
the grating region the wavelength component that satisﬁes the Bragg condition is
coupled into the backward propagating mode, Eb. The device response is fairly
easily modelled using the Bragg condition for a simple periodic grating. However,
it is not so straightforward to design a grating with a chirped period. To allow
the design of the latter device, it is desirable to consider a more general solution
to the simple periodic grating case which may then be expanded to allow for the
introduction of a chirp to the period. The method by which this may be accom-
plished is the consideration of coupled-mode theory to describe the interaction of
the propagating modes and the index perturbation of the waveguide.
2.2 Coupled-mode analysis of a ﬁxed period Bragg
grating
The full derivation of the coupled-mode solutions for a waveguide with periodic
index perturbation is presented in Appendix A. The most signiﬁcant outcome of
this analysis is that the system may be described using expressions for the forward
and backward propagating modes, interelated by the coupling coeﬃcient, κ, index
petrurbation period, Λ0, and the boundary conditions of the grating structure.
So in summary, the 1st order solution for a single period Bragg grating may beCHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 21
obtained with the following system of equations.
E(z) = A(z)exp[−jβ0] + B(z)exp[jβ0] (2.2)
A(z) = A1e
−jqz + r(q)B2e
jqz (2.3)
B(z) = B2e
jqz + r(q)A1e
−jqz (2.4)
r(q) =
(jg + ∆β) − q
κ
(2.5)
q
2 = (jg + ∆β)
2 − κ
2 (2.6)
κ =
(n2
2 − n2
1)Γx,y
2n2
effΛ0
(2.7)
Where E(z) is the total z-dependent electric ﬁeld in the structure, β0 is the propa-
gation constant of radiation meeting the Bragg condition of the grating, ∆β is the
detuned propagation constant from the Bragg condition, A1 and B2 are constants
related to the grating length, boundary and Bragg conditions, neff, n2 and n1 are
the refractive indices of the propagating mode, the waveguide and the lower index
portion of the grating respectively, Γx,y is the conﬁnement factor of the mode to the
grating area, and g is the modal gain. The grating chirp, as described previously
is achieved by modulating β0 with z, and the apodisation is controlled by means
of a z-dependent coupling coeﬃcient, κ. The transmission and reﬂection spectra
of a single period grating, with zero gain, are shown as a function of wavelength
in Figure 2.2, with the associated phase responses shown in Figure 2.3, where the
grating length was set at 450µm and κ = 50cm−1.
2.3 Modelling of chirped Bragg gratings
The analysis of a CBG follows directly from that described for constant pe-
riod gratings. As outlined previously, a chirped grating has a Bragg condition
that varies along the propagation direction, producing a wavelength dependent
phase proﬁle that may be controlled by means of the physical grating parameters.
Chirped Bragg gratings may be described by the coupled-mode equations where
the system is expanded to include the eﬀects of the z−dependent Bragg condition.
However, this analysis is rather involved and description of the devices may be more
readily achieved through simulation methods. Due to the physical dimensions of
the devices, and the fact that the gratings are chirped and apodised, modellingCHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 22
Figure 2.2: Simulated transmission and reﬂection spectra of a single period grating.
Lg = 450µm,κ = 50cm−1.
Figure 2.3: Simulated transmission and reﬂection phase of a single period grating.
Lg = 450µm,κ = 50cm−1.CHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 23
Figure 2.4: Simulated transmitted and reﬂected ﬁeld intensities of a linearly
chirped Bragg grating. Lg = 450µm, Bandwidth=4nm,κ = 50cm−1.
using Finite Diﬀerence methods is computationally prohibitive. One method that
may be harnessed for the purposes of this work is that of Transfer Matrix Method
models, to be discussed more fully in section 2.5. Using this technique the grating
may be characterised in both transmission and reﬂection for amplitude and phase.
For example, the response of a linearly chirped grating with Lg = 450µm,
κ = 50cm−1 and ∆βmax = 1.622×104 m−1 corresponding to a bandwidth of 4nm,
is plotted in Figure 2.4 and Figure 2.5. As is expected, the width of this function
is much larger than that of the ﬁxed period grating, showing a peak reﬂectivity
spanning a larger range of wavelengths due to the grating chirp. However, this
increased bandwidth over the same length of grating results in the reduction of
peak reﬂectivity. It is also clear that the phase of the transmitted and reﬂected
waves have diverged from the simple single period grating case. In the simple
grating the phase of both forward and backward modes was modulated over the
relatively narrow stopband region, and in a similar fashion. However, in the case
of the linearly chirped grating it is evident that the z-dependent Bragg condition
allows the transmitted wave, whose phase accumulation is associated with the
integration of the now z-dependent group velocity of the ﬁeld to pass with only
small phase modulation. However, in reﬂection this z-dependence strongly aﬀects
the phase proﬁle of the ﬁeld. A more useful method of handling this relationship,CHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 24
Figure 2.5: Simulated phase response of transmitted and reﬂected ﬁelds of a lin-
early chirped Bragg grating. Lg = 450µm, bandwidth=4nm,κ = 50cm−1.
especially considering the dispersion based applications of these techniques, is
to consider the group delay, τg, of the reﬂected ﬁeld. The group delay is the
derivative with respect to rotational frequency of the ﬁeld,
 ∂φ
∂ω

, and illustrates
quite eﬀectively the function of the chirped grating. For example, a linearly chirped
grating, which produces a quadratic phase proﬁle in reﬂection, exhibits a linear
delay function, as shown in Figure 2.6. For the linearly chirped grating discussed
previously the grating may be described in terms of its transmission spectrum
and group delay proﬁle. The transmission spectrum is selected as this is more
easily measured than the reﬂection characteristic, and with measurement of the
grating loss the reﬂection spectrum may be inferred. In addition the group delay in
reﬂection may be measured using interferometric techniques, that through careful
design of the integrated device geometry may be tested in the same rig as the
transmission measurements. Veriﬁcation of these methods are given in Chapter 4.
2.4 Dispersion control
As discussed in section 2.3 a Bragg grating may be chirped to create a wider
reﬂection bandwidth response. The chirp of the grating also introduces dispersionCHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 25
Figure 2.6: Simulated transmission spectrum, and group delay in reﬂection of a
linearly chirped Bragg grating. Lg = 450µm,Bandwidth=4nm,κ = 50cm−1.
to the pulse as each wavelength component reﬂected by the device sees a reﬂection
delay relative to its frequency. As outlined in the introduction, devices exhibit-
ing dispersion have wide ranging applications and the design of this dispersion is
desirable. In order to engineer the dispersion characteristics of integrated CBGs
a relationship must be drawn between the z-dependent Bragg condition and the
optical path length seen by the pulse frequency components corresponding to the
reﬂection bandwidth distribution.
As was stated earlier the characteristics of a chirped Bragg grating are most
easily illustrated using its transmission spectrum and group delay proﬁle. However,
a common measure of chirped grating performance, particularly for linearly chirped
gratings, is the grating dispersion. The dispersion of a given device is obtained by
further diﬀerentiating the group delay with respect to the ﬁeld rotational frequency,
∂τg
∂ω . So that a grating with a linearly varying group delay proﬁle gives a constant
dispersion. This dispersion may be related to the grating length, Lg, eﬀective
bandwidth and group velocity as shown in (2.8).
D =
2Lg
Bvg
(2.8)
Where D is the dispersion, B is the bandwidth of the grating and vg is the group
velocity of the pulse through the grating. For simplicity the group velocity is as-CHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 26
sumed to be constant across the pulse bandwidth and equal to the group velocity
of the mode in the unperturbed waveguide. The bandwidth of the ﬁlter may be
chosen so that it matches the bandwidth of the input pulses. Therefore for any
pulse with known bandwidth and dispersion, the ﬁlter length necessary to coun-
teract this dispersion may be found. However, for more complex grating designs
the grating dispersion, along with the group delay and transmission spectrum, will
be a wavelength dependent function and therefore the group delay will remain the
method by which the grating is assesed, being the most intuitively understandable
of the phase based relations. As an example of these measures the characteristics
of a single period grating, a constant κ linearly chirped grating and an apodised
chirped grating may be considered. Figure 2.7 shows the transmission amplitude
and reﬂection delay response of a single period Bragg grating device. The struc-
Figure 2.7: Transmission amplitude and reﬂection group delay proﬁle for a single
period Bragg grating.
ture, as shown previously, exhibits a narrowband, high reﬂectivity stopband. The
delay proﬁle shows a small delay at the minima of the transmission spectra that
increases away from the Bragg condition. This result is easily anticipated as it
is clear that the radiation meeting the Bragg condition will be reﬂected strongly
whereas away from this point the radiation will penetrate more deeply into the
structure and consequently show a greater reﬂection delay time. If a linearly
chirped Bragg grating is considered it has been shown that a broadened stopband
is created, and it is expected that the group delay should follow a monotonic in-
crease with wavelength. Figure 2.8 shows the characteristics of an unapodisedCHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 27
linearly chirped Bragg grating. As before the widened stopband with signiﬁcant
Figure 2.8: Transmission amplitude and reﬂection group delay proﬁle for an un-
apodised linearly chirped Bragg grating.
ripple is evident. The group delay proﬁle does indeed show an approximation to
a linear variation across the stopband, though there is a signiﬁcant ripple here
too. The wide swing of group delay on either side of the stopband may be ignored
as there is little power in the reﬂected mode at these wavelengths. So far it is
only the Bragg condition that has been considered as a function of propagation
length, although it was mentioned that the coupling coeﬃcient, κ, may also be
evaluated in this manner. By varying κ the coupling strength of the grating may
be modulated as a function of z. However, there is a close link between κ,λB and
τg through the solutions to the coupled-mode equations as shown in (2.2)-(2.6).
Clearly the grating transmission and group delay cannot be modulated completely
independently, though arbitrary T, τg proﬁles may be achieved through careful
design. In many cases a smoothly varying κ function has been implemented in
attempts to supress the sidelobes in constant κ grating responses [43]. This tech-
nique, of slowly varying the coupling coeﬃcient from zero to a maximum and back
again along the grating length, is equally applicable in chirped grating devices.
The simulated response of an apodised CBG is shown in Figure 2.9. In Figure 2.9
it is clear that the apodisation has reduced the ripple of both the transmission
spectrum and group delay proﬁle. However, to design the more general gratings
with arbitrary transmission and group delay characteristics more careful design
must be carried out which is discussed more fully in Chapter 4.CHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 28
Figure 2.9: Transmission amplitude and reﬂection group delay proﬁle for an
apodised CBG.
2.5 Transfer matrix method for simulating coupled-
mode solutions of a CBG structure
2.5.1 Matrix formalisation
As described in section 2.3 the complex propagation coeﬃcient, q, and reﬂec-
tivity coeﬃcient, r(q), of a CBG are functions not only of transmission frequency
but also of z along the axis of propagation. This being the case, the ﬁelds in the
grating cannot be solved for by simply considering the boundary conditions at the
extents of the grating as was the case for single period gratings. As the values
of q and r(q) are functions of z so then are the interdependent constants A1 and
B2. Figure 2.10 shows a schematic of how the grating device may be divided into
slices, each much smaller in length than the total grating dimension, and so the
grating may be considered as a piecewise representation of the continuous whole.
Therefore, rather than a solution derived from constant grating response along its
length and ﬁxed interdependent constants a discretised solution may be sought to
solve each δz slice of the structure in a piecewise fashion, the product of these
solutions approximating to the real solution of the grating structure. One method
by which to approach this problem is to use a matrix formalisation, providing a
transfer matrix method (TMM) model that covers the changing properties of the
grating along its length and hence the solution only relies on the transfer matrixCHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 29
Figure 2.10: Matrix approximation to a continuously chirped grating.
and the conditions at each extremity of the grating, which are known. From (2.3)
and (2.4), the conditions at z = 0 may be calculated as before. In order to solve for
the forward and backward waves using a matrix formulation the grating must be
represented as a series of small grating sections, δz, of ﬁnite length and constant
pitch, with the chirp introduced as changing pitch between sections. The solutions
at the end of the ﬁrst grating increment may be written as:
A(δz) = A1e
−jqδz + r(q)B2e
jqδz (2.9)
B(δz) = B2e
jqδz + r(q)A1e
−jqδz. (2.10)
By substitution of the boundary conditions at z = 0 into (2.9) and (2.10) A1 and
B2 may be solved for in terms of A(0) and B(0).
A1 =
A(0) − r(q)B(0)
1 − r(q)2 , B2 =
B(0) − r(q)A(0)
1 − r(q)2
A(δz) = A(0)

e−jqδz − r(q)2ejqδz
1 − r(q)2

+ B(0)

r(q)ejqδz − r(q)e−jqδz
1 − r(q)2

(2.11)
B(δz) = B(0)

ejqδz − r(q)2e−jqδz
1 − r(q)2

+ A(0)

r(q)e−jqδz − r(q)ejqδz
1 − r(q)2

(2.12)
Naturally the solutions given above are valid only for the ﬁrst grating increment
as q and r(q) vary with grating pitch. However, the constants for the proceeding
section may be calculated with reference to the forward and backward waves at the
end of the previous section. The result is a matrix formulation where each discrete
section provides the input to the next. The equations for A(δz) and B(δz) mayCHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 30
be recast in matrix form.
"
A(z1)
B(z1)
#
=



e−jqδz−r(q)2ejqδz
1−r(q)2
 
r(q)ejqδz−r(q)e−jqδz
1−r(q)2


r(q)e−jqδz−r(q)ejqδz
1−r(q)2
 
ejqδz−r(q)2e−jqδz
1−r(q)2



"
A(0)
B(0)
#
(2.13)
If the transfer matrix in (2.13) is H1, then Hn for the nth section is calculated
using the relevant functions for q and r(q). Finally the forward and backward
wave components at any point of the grating may be written as:
"
A(zn)
B(zn)
#
=
n Y
p=1
Hp
"
A(0)
B(0)
#
(2.14)
The utility of the matrix formalisation is further compounded by the ease with
which variations in the coupling coeﬃcient and gain parameter in the z direction
may be implemented into the solution.
2.5.2 Convergence of transfer matrix method solutions over
free parameter space
As with any computational simulation tool, care must be taken in the appli-
cation of the TMM as it is a discretisation of the continuous physical world that
is being sought to simulate. With the TMM model described in this work there
is an obvious discretisation immediatly apparent as the grating structure, consis-
tent of periodic variations in physical dimension, already performs a discretisation
of the waveguide width function that is applied to modulate the eﬀective index
and hence Bragg wavelength of the device. Nevertheless this is not the only issue
that needs attention with regards to this model. In simulation there are a num-
ber of particulars, that in their conﬂict, determine the characteristics of the ﬁnal
solution. These include the computational memory available both for calculation
of the model and storage of the results, simulation time and of course accuracy
of the model. In most cases there are a number of free parameters that may be
set to give a reasonable trade oﬀ between accuracy and computational speed and
cost. In the TMM model described here the free parameters, of the system are:
Λ0,g,A(0),neff,κ,∆β and δz. However, since Λ0,g and A(0) are taken as constant
in this work - although if varying, the ﬁrst two would be discrete functions of z
and the latter, ∆β - and neff and κ are functions varying with z, then the twoCHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 31
discretisation dimensions are left as z and ∆β. Therefore the model’s utility may
be assesed as a function of these two parameters.
Firstly, the ﬁxed parameters of the model are given in Table 2.1. The ﬁxed
parameters were chosen to represent a grating with stopband centred at 1550nm,
and reasonably high reﬂectivity, matching the parameters of the material described
in Chapter 4. For the discretisation of ∆β and z it was determined to set brackets
Table 2.1: Fixed parameters of TMM for convergence testing.
Parameter Value
Λ0 250nm
neff 3.1
κ 50cm−1
Lg 450µm
g 0
A(0) 1
on the desiged values and sample the response of the model at 25 intermediate
values to assess the possible divergence of the model solutions with increasing
discretisation step. The points to be used were generated using the pseudo-random
number generator function in Matlab to span the bracketed interval, in the hope
that this would isolate any periodic eﬀects of the discretisation step that may
become apparent in event of a harmonic relation between the sampled points. The
upper and lower bounds of the discretisation dimensions for ∆β and z are given in
Table 2.2. A further point to note is that the discretisation steps for z are given in
terms of Λ0, the grating period. It would be meaningless to sample the structure
at less than the grating pitch, however, it is not necessary that the discretisation in
the z dimension be multiples of this pitch, and in this study that is not the case.
The TMM model functions, as previously described, by calculating the grating
Table 2.2: Discretisation bounds for convergence tests.
Discretisation step Lower Bound Upper Bound
δz Λ0 100 × Λ0
∆β 5m−1 500m−1
response for each discrete δz increment of the device, over the bandwidth under
test. Therefore the discretisation of the two parameters, z and ∆β, can be thought
of in diﬀerent physical terms. By discretising z the model is approximated to aCHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 32
sampled grating - one where the grating pitch is constant over small lengths, with
grating pitch being variable between the sections - and therefore the simulated
response will be aﬀected consequently. However, the discretisation in ∆β is not
a physical alteration to the simulation, rather a sampling of the grating response,
and as such the main objective is to ensure that the discretisation allows accurate
description of the smallest features of the ﬁnal device characteristics. For the case
of a single period grating the TMM model was compared with the direct solution
of the coupled-mode equations over the full grating length, Lg, ﬁrst holding ∆β
constant at 10m−1 and varying δz, then holding δz constant at 2 × Λ0 whilst
varying ∆β. It was not possible to set the constant parameter at the lower end of
their brackets as intended as this exceeded the memory capacity of the personal
computer being used for the simulations. As expected the discretisation of z did
not vary the ﬁnal ﬁelds calculated from the full grating length solution. This is
obviously the case as although the grating is solved for in a piecewise manner the
solution does not vary along the propagation length and so any discretisation in z
is merely equivalent ﬁnally to the full grating length solution. In the case of ∆β
discretisation, within the bracketed limits, the amplitude error was less than 0.5%
and the phase error less than 0.2rad.
Unlike the single period grating case, in a chirped grating simulation the dis-
cretisation in z is expected to yield varying results for the calculated ﬁelds, as the
grating parameters are modulated over the propagation length and therefore sam-
pling these points at various rates produces diﬀering approximations to the device.
One additional point to note is that in these sampling schemes the ﬁnal grating
length is not constant over all of the simulated cases. This is the case as each
δz is not necessarily a multiple of the intended grating length and therefore the
ﬁnal length may be in error by as much as a sampling length. Figure 2.11 shows
the calculated transmitted and reﬂected ﬁelds from a linearly chirped grating with
varying δz in the solver. Comparing the results with the smallest discretisation
length, it is clear that there is some variation in the ﬁeld amplitude but it is the
phase that shows signiﬁcant variation especially at longer wavelengths, away from
the central Bragg condition. The maximum error with discretisation length is
shown in Figure 2.12, where the errors in transmitted and reﬂected ﬁeld powers
exactly overlap in the plot. The error in ﬁeld amplitude increases to 1.5%, where
the error in transmitted and reﬂected ﬁelds is equal. However, the maximum error
in the phase extends up to 15rad, although the mean error (while following theCHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 33
(a) (b)
Figure 2.11: Simulation of transmitted and reﬂected ﬁelds from a linearly chirped
grating (a) power , (b) phase, with varying δz (Λ0 → 100 × Λ0).
same trend with δz) remains less than 2rad. The mean error is calculated for each
value of δz as the arithmetic mean of the function error with wavelength. It may
be noted that the error does not uniformly increase with increasing δz. This is
an artifact of the point noted about variable grating length explained previously.
Although the grating length is variable about the designed length, and so results
in errors commensurate with consequently diﬀerent device lengths that are not
uniformly removed from the true length, the trend in error clearly shows the ten-
dency to increase with increasing δz independent of these local variations.
Figure 2.13 shows the calculated transmitted and reﬂected ﬁelds from a linearly
(a) (b)
Figure 2.12: Error relative to simulation of a linearly chirped grating with ﬁnest
discretisation grid for (a) power (where the transmitted and reﬂected plots over-
lap), (b) phase as a function of discretisation step δz.
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good, as was anticipated since the response is simply being sampled in the fre-
quency domain. The maximum amplitude error was found to be less than 2%,
while the phase error did not exceed 0.2rad. The fact that there is any error at all
stems from the matching of the lower sampled frequencies to the reference system
that is not necessarily a harmonic of the sampling frequency.
(a) (b)
Figure 2.13: Simulation of transmitted and reﬂected ﬁelds from a linearly chirped
grating (a) power, (b) phase with varying ∆β (5m−1 → 500m−1).
In addition to the linearly chiped grating, a non-linearly chirped grating with
z-dependent coupling factor was also simulated to assess the performance of the
model with varying discretisation in z and ∆β. Figure 2.14 shows the calculated
transmitted and reﬂected ﬁelds from the non-linearly chirped grating, with varying
δz in the solver. Again it is clear that there is some variation with increasing δz,
(a) (b)
Figure 2.14: Simulation of transmitted and reﬂected ﬁelds from a non-linearly
chirped grating (a) power, (b) phase, with varying δz (Λ0 → 100 × Λ0).
though the same caveats apply here as in the linearly chirped grating case. AsCHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 35
before, the maximum errors in both amplitude and phase of the transmitted and
reﬂected ﬁelds are presented in Figure 2.15, with the non-increasing variation
again rooted in the juxtapostion of designed and simulated grating lengths. The
maximum ﬁeld amplitude error does not exceed 6%, and the maximum phase error
is below 22rad, with respective mean errors of below 0.8% and 2rad. Similarly
(a) (b)
Figure 2.15: Error relative to simulation of a non-linearly chirped grating with
ﬁnest discretisation grid for (a) power (where the transmitted and reﬂected plots
overlap), (b) phase as a function of discretisation step δz.
in the case of the variation in sampling of ∆β, Figure 2.16 and Figure 2.17 show
the close agreement for all sampling values of ∆β within the predeﬁned brackets.
(a) (b)
Figure 2.16: Simulation of transmitted and reﬂected ﬁelds from a non-linearly
chirped grating (a) power, (b) phase, as a function of discretisation step ∆β
(5m−1 → 500m−1).
So, from the above results it is clear that the TMM model is consistent over
a range of values with deviation from the most closely sampled solution emergingCHAPTER 2. CHIRPED BRAGG GRATINGS, THEORY AND DESIGN 36
(a) (b)
Figure 2.17: Error relative to simulation of a non-linearly chirped grating with
ﬁnest discretisation grid for (a) power (where the transmitted and reﬂected plots
overlap), (b) phase as a function of discretisation step ∆β.
with increasing δz. With simulation times not exceeding a few minutes, and with
the previous limits discussed for δz, and ∆β due to memory constraints, the ﬁnal
discretisation lengths that were used in the simulation work for this thesis were
set at δz = 1 × Λ0 and ∆β = 10m−1.
2.6 Conclusions
In this chapter solutions to the coupled-mode wave equation were extended to
include the eﬀects of chirp in the Bragg condition of the integrated Bragg gratings
under discussion. It was shown that not only could a z-dependent eﬀective grating
pitch be incorporated into the solutions but also varying functions of κ, illustrating
the potential for control over both grating chirp and apodisation. In addition a
Transfer Matrix Method model of arbitrarily chirped and apodised gratings was
derived and presented, along with analysis of its relative accuracy.Chapter 3
Tapered Waveguide, Sidewall
Gratings
In the preceding chapter it was shown that integrated Bragg grating devices
may be designed to incorporate z-dependent functions of Bragg wavelength and
coupling coeﬃcient in order to produce devices with arbitrarily deﬁned ampli-
tude and phase characteristics. Although it was illustrated numerically that these
structures may behave as designed, little attention was paid to the physical de-
sign of the device. The introductory chapter of this work presented a number of
current techniques by which linearly chirped gratings are fabricated, though these
devices were limited to linearly chirped gratings often requiring the application
of re-growth techniques. In this work then it is the intention to design a grat-
ing structure that may be fabricated fully post-growth, whilst retaining ﬂexibility
enough to produce the arbitrary functions of λB and κ.
3.1 Physical structure
In order to address the problems associated with current integrated CBG de-
signs - as described in the introduction - whilst still maintaining their advantageous
characteristics, a fully post-growth fabricated CBG device is presented here. The
integrated CBG device is based on a tapered waveguide sidewall grating structure
that is both fabricated entirely post-growth and produces a continuous chirp in the
grating period; excluding of course the inherent discretisation associated with the
grating pitch periodicity. A schematic of the proposed device structure is shown in
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Figure 3.1. In addition to the continuous chirp and apodisation proﬁles that may
Figure 3.1: Schematic of the integrated CBG device.
be induced with the sidewall grating geometry there is the further advantage that
the proposed device structure allows for current injection along its length. With
the grating modulation restricted to the waveguide sidewalls the top surface of the
waveguide is left free for electrical contact.
3.1.1 Tapered waveguide design
In order to produce chirp in integrated CBGs it has been shown that current
techniques rely either on complicated direct write schemes to vary the longitudi-
nal grating period, or resort to discrete approximations to continuously chirped
gratings such as step chirped or multiphase shifted geometries. In order to create
continuous chirp, whilst still adhering to standard, current lithography and fabri-
cation technologies, the Bragg condition may be revisited. Recalling that:
λB = 2neffΛ0
for a 1st order Bragg grating, it is clear that to vary the Bragg wavelength the
obvious method is to vary the longitudinal pitch of the grating. However, if the
longitudinal pitch is held constant then from the Bragg condition it is clear that
to vary the Bragg wavelength in this case it is necessary to modulate the eﬀective
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delicate methods by which to modulate the longitudinal grating pitch - in the order
of < 1pm/period - may be circumvented. As a result only a single grating period
is required, something that is well established in E-beam lithography.
The next issue is the matter of how to modulate the eﬀective index of the
waveguide mode. There are a number of methods by which this may be achieved.
A Sub-Wavelength (SW) grating may be written into the waveguide where the
eﬀect of the grating is to modify the eﬀective index experienced by the mode due
to the sub-wavelength features of the waveguide [44]. To achieve this eﬀect it is
necessary that λB < λ0. In the case where the Bragg wavelength is less than the
wavelength of the incident light the mode eﬀectively sees a homogeneous medium
the index of which is the integral eﬀect of the media comprising the grating. A
schematic of a SW grating device is shown in Figure 3.2. With constant grating
Figure 3.2: Sub-wavelength grating.
duty-cycle the SW grating introduces a waveguide region where the eﬀective index
of the mode is less than that of the unprocessed slab region. In order to create
a variation in the modal index that is dependent on the spatial position along
the propagation direction in the waveguide, the duty cycle of the grating must be
modulated, as shown in Figure 3.3. There are some complications with the SW
grating method of modulating the eﬀective modal index. First, the SW grating
itself is written directly into the waveguide core and then the upper cladding
layers overgrown. As outlined previously, overgrowth fabrication procedures are
sensitive processes and it desired to avoid them in this work if possible. There is
obviously the prospect of deeply etching a post-growth patterned SW grating into
the waveguide where the air trenches would serve as the modulating media. Deep
etching the trenches may be diﬃcult given that the modulation of the modal indexCHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 40
Figure 3.3: Varying duty-cycle sub-wavelength grating.
is related to the duty-cycle of the SW grating, and the precise control over trench
widths required may be confounded by eﬀects of Reactive Ion Etching (RIE) lag
present in dry etching such structures [45]. Also, a second diﬃculty of using this
technique in the current work is apparent. The modulated index is to be used in
conjunction with a single period Bragg grating. So in eﬀect the waveguide would
be subject to the fabrication of two grating structures that must be somehow
fabricated in the same region. The compound grating fabrication is clearly not a
straight forward task.
Another possible method for varying the waveguide index is to vary the etch
depth, D, of the ridge along its length, as illustrated in Figure 3.4. As the depth
of the ridge increases the modal conﬁnement in the lateral direction is enhanced
and the mode sees a lower eﬀective index. This modulation is not easily fabricated
Figure 3.4: Varying modal index with etch depth D.
and with the non-linear variation of neff with D, the eﬀective index variation to
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the problem that the varying etch depth will modulate the coupling coeﬃcient
of the Bragg grating to be written, this eﬀect is discussed more fully later. Also
as the grating design that will be implemented in this work is based on a deeply
etched sidewall geometry the varying etch depth index modulation is completely
unsuitable.
Finally and undoubtedly most simply, the modal eﬀective index may be varied
by modulating the waveguide width. The eﬀective index of the 0th order waveguide
mode is related to the waveguide width, W. Therefore by modulating the width
of the waveguide along the propagation direction the local modal index may be
controlled. A major beneﬁt of this technique is that it is easily applicable with con-
ventional lithography methods and requires no extra processing steps in addition
to the waveguide deﬁnition procedure. There are a couple of factors however that
require attention in association with this method. The ﬁrst is that the local taper
proﬁle of the waveguide should not perturb the lateral conﬁnement of the mode in
such a way as to signiﬁcantly couple into other waveguide, cladding or radiation
modes. Also, the rate of change of modal index is not a constant with regards to
waveguide width, unless only a small range of values is considered. Therefore, the
modulation of the index with width must be taken into account when designing
dispersive devices so that the correct proﬁle is calculated for a given dispersion
characteristic.
As will be discussed in the next section the devices considered here are based
on deeply etched waveguide structures. The eﬀective index of the fundamental
mode with respect to the waveguide width may be calculated using a mode solver
program to simulate the given waveguide geometry. Figure 3.5 shows a schematic
of the proposed tapered grating design, with a linear taper from width W1 to
W2. The sidewall gratings have a 50% duty-cycle and a recess depth of d. In
the case of the device in Figure 3.5 the bandwidth over which it operates may
be calculated given the widths W1 and W2 which translate to eﬀective modal
indices and hence Bragg wavelengths. Figure 3.6 shows the refractive index of
the fundamental TE mode of a deeply etched waveguide on the material structure
deﬁned in Chapter 4. So, by varying W2 - with respect to a constant W1 - a non-
linearly increasing bandwidth is achieved proportional to the increasing eﬀective
index of the waveguide at W2. Clearly for a small diﬀerence between W1 and W2
the relationship is approximately linear, meaning that a linear chirp in the grating
may be induced by a linear variation in waveguide width. However, as W2 increasesCHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 42
Figure 3.5: Schematic of a tapered Bragg grating device.
Figure 3.6: Eﬀective index of fundamental TE mode with waveguide width.CHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 43
the associated eﬀective index tends towards a limit - that of the slab waveguide
- that ultimately limits the useful bandwidth of the device. When considering
grating designs for large bandwidth linear chirp, or non-linear chirped functions it
is necessary to include the eﬀects of both recess depth and waveguide width on the
eﬀective index of the waveguide mode. As shown in Chapter 2 the grating chirp
may be expressed as a function of eﬀective index, that in turn is dependent both
on waveguide width and recess depth. This method of modeling chirp invokes an
additional response in the coupling coeﬃcient so that the waveguide width and
recess depth may be oﬀset to produce the required eﬀective index and coupling
coeﬃcient pair. This is discussed in more detail in Chapter 4.
3.1.2 Deeply etched sidewall gratings
Now that a method for varying the Bragg condition of the single period grating
has been deﬁned it is necessary to design the form of the grating itself. The
major design considerations are the resultant coupling coeﬃcient obtained from
the grating geometry and the ability to fabricate the design post-growth and with
well established lithographic techniques.
Sidewall gratings were selected as they are easily fabricated using E-beam tech-
nology and RIE tools in a fully post-growth system. The concern then is the
magnitude of the coupling coeﬃcient available from such a geometry. As outlined
in section 2.3, by introducing a chirp into the grating the reﬂectivity becomes a
funtion of ∆β,κ and Lg. In the case of single period gratings the reﬂectivity may
simply be calculated as a function of the κ value and the length of the grating.
R = tanh
2(κLg) (3.1)
From (3.1) it was found that for a reﬂectivity of > 30% a κ value of approximately
10cm−1 for grating lengths of a few hundred microns is derived. However, as the
grating structure under scrutiny here is chirped, and so its reﬂectivity is now a
function of its bandwidth and length, the required coupling coeﬃcient to maintain
the necessary reﬂectivity over the grating’s entire bandwidth is also increased. The
method by which this coupling coeﬃcient may be estimated is through iterative
simulation of the grating device varying the coupling coeﬃcient. For III-V based
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> 30% reﬂectivity over a device bandwidth of a few nanometres is in the order of
a few tens cm−1 for gratings of hundreds of microns in length. It was shown in
Chapter 1 that other groups have achieved high coupling coeﬃcients by writing
the grating variation directly into the core material and thereby conﬁning a large
proportion of the modal power to the grating. However, since it is required to
produce structures in a post-growth environment another method was sought.
The alternative is to write deeply etched sidewall gratings. An examination of
the relationship between the grating geometry and the coupling coeﬃcient will
illuminate the reasoning behind this strategy.
In section 2.2 it is shown that the grating coupling coeﬃcient κ can be expressed
as the following:
κ =
(n2
2 − n2
1)Γx,y
2n2
effΛ0
. (3.2)
(3.2) shows that the coupling coeﬃcient is dependent on both the variation of
index between the waveguide structure and the recessed area and the conﬁnement
factor of the mode to the grating. Taking the variation of index ﬁrst, in the
case where the grating is written into the core material, the index diﬀerence is
between the material index of the core and upper cladding. In the case of sidewall
etched gratings the index variation can be considered as between the eﬀective
index of the unperturbed waveguide and that of air. The second, and much larger
variation is then desirable for strongly coupled gratings. However, in shallow
etched gratings the proportion of the mode conﬁned to the grating cross-section
is relatively low, negating the eﬀect of the strong index perturbation. Figure 3.7
shows the eﬀects on sidewall grating characteristics produced by variation of the
ridge etch depth, D. The device simulated was of 1.5µm width and 100nm recess
depth. From Figure 3.7 the grating Bragg condition is shown to vary with D, as
the modal eﬀective index changes given the waveguide geometry. The change in λ0
is relatively rapid as the device is etched through the upper cladding and core, with
a stable value being observed for geometries etched down into the lower cladding.
The etch depth of the ridge is determined by the reactive ion etching processes
involved in fabrication that are subject to errors in the range of ±50nm. Given
that control over the Bragg condition is crucial to the device operation, designing
the grating to be etched into the lower cladding should provide good robustness
with respect to the achieved etch depth. Figure 3.7 also shows the relation of κ
to the ridge etch depth. Again, the variation of coupling coeﬃcient shows theCHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 45
Figure 3.7: Grating coupling coeﬃcient and Bragg wavelength as a function of
ridge etch depth, D.
greatest gradient through the upper cladding and core layers. This suggests for
robust design transcription, etching into the lower cladding - which also produces
high values of κ - should be used. There is another interesting point to note from
these results. It seems that κ peaks at some point where the ridge is etched to
the lower edge of the core, before settling at a slightly lower value through the
lower cladding. This may be explained by recalling that the coupling coeﬃcient
is determined both through the grating index modulation and the conﬁnement
factor of the mode to the grating area. By etching into, but not through the
core, a large portion of the propagating mode sees the grating, as is the case for
devices etched into the lower cladding. However, the mode is less conﬁned in the
lateral direction for shallower etches, allowing a greater proportion of the modal
power to interact with the grating. Given these observations, it is desirable then to
investigate devices etched into the lower cladding, denoted from here on as deeply
etched structures.
A schematic of the overlap of the mode with deeply etched sidewall gratings is
shown in Figure 3.8. Further simulations of the grating coupling coeﬃcient were
carried out to verify the thesis of enhanced κ due to the deeply etched sidewall
grating geometry. The simulations were carried out by ﬁrst calculating the modal
proﬁle of the unperturbed waveguide, using the FIMMWAVE mode solver pack-
age, and then using an overlap integral to calculate the conﬁnement factor of the
mode to the grating cross-section. An example of the κ values calculated for aCHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 46
Figure 3.8: Modal conﬁnement to grating cross-section in a deeply etched sidewall
grating structure.
III-V material waveguide system is shown in Figure 3.9 for a number of waveguide
widths. As would be expected due to the greater conﬁnement of the mode with
increasing waveguide width the coupling coeﬃcient diminishes accordingly. How-
ever, the high κ values necessary for application in integrated CBGs are obviously
attainable with this device geometry.
Figure 3.9: Coupling coeﬃcient as a function of grating recess depth and waveguide
width.
So in summary, an integrated chirped Bragg grating is presented based on
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device structure is that it may be fabricated using currently available lithographic
and RIE techniques and is based on fully post-growth fabrication procedures. In
addition the tapered waveguide design means that the grating chirp is induced in
the eﬀective modal index rather than the spatial grating period. The eﬀective index
modulation, being created by a varying waveguide width, may be tailored easily
not only to linear dispersion designs but also higher order dispersion proﬁles that
are unattainable with other methods. The deeply etched sidewall gratings produce
the high coupling coeﬃcients required for CBG applications without recourse to
overgrowth methods, and also allow for modulation of the κ value via the grating
recess depth.
3.2 Fabrication of integrated chirped Bragg grat-
ings
The grating structures detailed in section 3.1 were produced in this work in
a variety of contexts, from simple passive grating structures to inclusion in Dis-
tributed Feedback (DFB) lasers. Nevertheless, the fabrication method over all
the devices was constant. First the grating pattern was exposed using E-beam
lithography and subsequently transferred into the semiconductor material via RIE
processes.
3.2.1 Lithography
In the manufacture of integrated optoelectronic devices there are two main
lithography techniques that are widely employed; namely photolithography and
Electron Beam lithography. The decision on which method to use is based on a
number of considerations such as the feature size to be deﬁned, the number of
samples to be produced, the required ﬂexibility in the design stage, the size of the
area to be written, the exposure time and the cost of production. Both methods,
if the process requires pattern transfer into a hard mask, will use similar Reactive
Ion Etching steps after the transfer of the mask pattern into the resist or soft
mask. The main distinction then is the method of transferring the mask into the
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Photolithography
Photolithography uses a pre-patterned mask plate that carries the desired fea-
tures to be transferred onto the semiconductor. The sample is spun with photosen-
sitive resist and baked to evaporate the solvents. There are a number of diﬀerent
methods of transferring the mask details into the resist depending on the speciﬁc
application; however, the main mechanism is the same. A light source is shone
through the mask, and any other processing optics required, and exposes areas of
resist. The resist exposed to the light is molecularly altered so that on development
the developer solution will only react with either the exposed or unexposed areas.
The developer solution clears the unwanted resist leaving only the information
from the mask plate transferred into the photoresist. Subsequently the sample can
be processed using reactive ion etching depending on the application.
Photolithography is the technology of choice for large scale production as many
features or devices may be written simultaneously using a single mask. An entire
wafer can be manufactured in a single run with the exposure time limited only by
the reaction of the photoresist. However, the resolution of the photolithography
is limited by the diﬀraction limit of the illumination. Currently UV and deep
UV sources are common in photolithography processes and can achieve feature
sizes of under a micron [46,47]. There are a number of limiting factors to the
photolithographic techniques however. The speed of the system is partially due
to the single mask that is used in the processing cycle. The drawback of using a
mask is that if any modiﬁcation is required in the pattern an entirely new mask
must be fabricated, meaning that while ideally suited to large scale, consistent
fabrication, photolithography is less appropriate for research work involving many
diﬀerent mask designs. Also, as stated, the feature size of the pattern is limited to
close to a micron whereas many optical structures require features with dimensions
signiﬁcantly smaller than this limit.
Electron-beam lithography
An alternative to photolithography is Electron Beam lithography. Rather than
using a mask to deﬁne the exposed areas of resist the E-beam writes onto the
surface directly exposing the required areas. Clearly this is a much slower process
than the photolithography since the pattern is serially written. There are some
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is easily created and modiﬁed using CAD packages which quickly produce new
designs that can be implemented in short time scales allowing feedback of results
into fabrication processes. Current E-beam technology provides the opportunity to
create feature sizes into the nanometre range [48]. With this ease of modiﬁcation
and ﬂexible nanometre scale device deﬁnition E-beam lithography is an attractive
option for the production of sub-micron scale optical structures in both commercial
and research environments and as such is the technique of choice in the current
work.
3.2.2 E-beam resists and reactive ion etching
The ﬁnal objective of creating three dimensional structures in semiconductor
materials can be viewed from two diﬀerent perspectives. Firstly, the two dimen-
sional pattern to be created must be applied to the surface of the material; this is
dealt with by the lithographic techniques discussed previously. Secondly, a method
must be sought by which selective removal of the semiconductor material will cre-
ate a depth proﬁle in the material. Clearly it is necessary to use the lithography
to create a two dimensional pattern that is then etched into the semiconductor
material. From the diﬀerent perspectives described it is clear that the constraints
on the method require a layer that is receptive to lithography and a subsequent
process that will selectively etch the material under the pattern.
There are a number of common resists used in conjunction with E-beam lithog-
raphy, but it is poly(methyl methacrylate), PMMA, that will be considered as an
example here. The PMMA resist is spun onto the sample, exposed with the E-
beam system and subsequently developed with MIBK:IPA solution to produce the
pattern. The issue now is to transfer this pattern into the semiconductor. The
selective etching of GaAs and AlGaAs is well covered in the literature [49–54], with
a consensus that dry etching with SiCl4 produces good sidewall verticality with a
fast etch rate (typically a few hundred nanometres per minute). However, there
is a conﬂict arising through the use of dry etching in conjunction with PMMA
resist patterns in that the PMMA is quickly eroded by the SiCl4. Therefore it is
necessary to have an intermediate step so that the pattern is faithfully reproduced
in the semiconductor material. One method of pattern transfer is to use a layer of
PECVD silica as an intermediary hard mask for the etching of the semiconductor.
A thin layer of silica (around 200nm) is deposited onto the semiconductor and theCHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 50
PMMA spun on top. The pattern is written into the PMMA as normal and then
transferred into the silica by dry etching with CHF3. The silica is used as a hard
mask to etch the semiconductor as it is not greatly aﬀected by the SiCl4 etching
process. The ﬁnal process is shown in Figure 3.10. The double etching process re-
Figure 3.10: Fabrication procedure for pattern writing in AlGaAs/GaAs using
PMMA based E-beam lithography.
quired when using a silica hard-mask does produce sidewall roughness transferred
from both the PMMA and silica masks into the semiconductor material. An-
other option for fabrication which may reduce the associated sidewall roughness
and hence scattering losses is the use of a spin on glass, Hydrogen Silsesquioxane
(HSQ), resist in place of the PMMA. The beneﬁt of using this system is that upon
development it produces a hard-mask for the etching of the semiconductor with-
out the necessity for an intermediary silica layer, and so reduces the roughness
associated both with the PMMA and the CHF3 etching of the silica.
PMMA is a positive photoresist - meaning that exposed areas will be removed
from the mask on development. This being the case it is useful for opening contact
windows, contact pad areas or marker patterns, as in these cases it is only small
portions of the sample that need to be opened to the RIE or metal deposition
processes. However, if it is used to deﬁne waveguides a narrow unexposed area
must be left between adjacent exposed areas so that trenches are opened on either
side of the waveguide on etching. This process is shown in Figure 3.11a. However,
since PMMA is a positive resist, writing these two large exposed areas so close to
one another causes problems with exposure of the waveguide pattern itself. When
exposing resist with E-beam lithography the substrate backscatters electrons intoCHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 51
(a) (b)
Figure 3.11: Exposure of pattern to write 2µm waveguide in PMMA (a) ideal case
(b) with proximity eﬀect.
the resist, the radius of which exposure is related to the exciting beam voltage and
substrate material. One eﬀect of this process is the exposure of areas surrounding
the focused spot due to the backscattering. If a large area is exposed then this
background dose can cause warping of the pattern. In the case of a narrow strip
surrounded by two large areas of exposure the causeway of resist may be bowed or
even breached by the proximity eﬀect, as shown in Figure 3.11b. The proximity
eﬀect problem may be remedied somewhat by applying a correction factor to the
E-beam dose distribution in the pattern, with areas exposed to a high fraction of
proximity dose given a reduced relative exposure. The proximity correction may
be carried out using software associated with the E-beam lithography tool, but
sensitive structures such as ﬁne gratings are more diﬃcult to produce in the light
of this eﬀect.
HSQ is a negative tone resist - the exposed areas are left after development -
therefore writing small features such as waveguides and gratings is far more at-
tractive in this system as compared to PMMA. A further beneﬁt of using HSQ
over PMMA for waveguide and grating fabrication is that it cuts out the require-
ment for an intermediate hardmask for etching the semiconductor material. The
fabrication of waveguide devices using HSQ as the ebeam resist is shown in Fig-
ure 3.12. Aside from the simpliﬁed fabrication procedure of using HSQ there is also
the issue of sidewall roughness losses associated with the deeply etched waveguides
pursued in this work. The origin and quantiﬁcation of these losses is detailed in
section 3.3.1, where it is also illustrated that PECVD silica hardmasks introduce
signiﬁcant roughness into the etched semiconductor sidewalls. Some experimentsCHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 52
Figure 3.12: Fabrication of waveguide devices using an HSQ E-beam resist.
were carried out, using the Fabry-P´ erot loss measurement system detailed in sec-
tion 3.3.2, to ﬁnd the waveguide losses of 2µm waveguides fabricated with either
the PMMA or HSQ methods. The losses using HSQ were 11.6dBcm−1 compared
to the best case of 16dBcm−1 for the as-fabricated PMMA based guides. Clearly
the HSQ resist oﬀers a substantial beneﬁt in terms of sidewall roughness loss reduc-
tion over the PMMA. So in conclusion, for waveguide and grating fabrication, HSQ
resist is the obvious choice of fabrication route, where for fabrication of contact
pad, current injection windows and marker lithography PMMA continues to be the
more appealing option. An additional note may be made with regards to marker
lithography in the light of fabrication using the Vistec VB6 electron beam tool.
In this case markers may be patterned using HSQ as a mask for etched markers,
by creating mesas with open square areas of approximately 50µm in width. After
etching these pits - generally > 1.5µm is suﬃcient in III-V materials - the tool can
ﬁnd these edges fairly easily. One great advantage in using etched markers is that
again the number of processing steps may be reduced as now the marker and ﬁrst
device lithography layers may be fabricated concurrently. Table 3.1 shows a com-
parison of the fabrication steps necessary for fabricating active devices using the
soley PMMA based lithography and a mixture of PMMA and HSQ lithographic
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Table 3.1: Active device fabrication steps using either soley PMMA, or PMMA &
HSQ lithography techniques.
Process PMMA only PMMA & HSQ
Marker & device lithography X
Marker lithography X
Evaporation of markers & lift-oﬀ X
Deposition of PECVD SiO2 X
Device lithography X
CHF3 etching of silica hardmask X
SiCl4 etching of semiconductor X X
HF wet etch of mask X X
Deposition of PECVD SiO2 X X
Contact window lithography X X
CHF3 etching of silica hardmask X X
Contact pad lithography X X
Metalisation of p contacts X X
Thinning X X
Metalisation of n contacts X X
Device cleaving X X
3.3 Loss Reduction Techniques for Deeply Etched
Sidewall Grating Structures.
A major factor when considering aspects of fabrication techniques for optical
structures is that of waveguide loss. There are a number of mechanisms through
which energy can be lost on transmission through semiconductor integrated waveg-
uides. Contributions to transmission loss are made by scattering loss, material
absorption, free carrier absorption and losses due to surface state recombinations
in active devices. A useful review of waveguide losses in III-V semiconductors is
presented by Deri et al [55].
3.3.1 Sidewall roughness reduction via aqueous oxidation
and selective oxide removal
Material loss, and free carrier absorption are clearly independent of the physi-
cal device fabrication - but may be addressed by other means as will be discussed
shortly - scattering losses however are closely related to the physical device fabri-
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uide dimensions that are directly impacted by fabrication techniques. Sidewall
roughness is a particular problem when considering waveguide propagation losses,
especially where the structures are deeply etched. Payne and Lacey [56] give a
relationship for scattering losses associated with ridge waveguides that shows high
dependence on the r.m.s. roughness of the sidewalls and the waveguide width.
α =
σ2
√
2k0d4ncore
g.fe (3.3)
Where α is the waveguide loss, σ is the r.m.s. roughness, d is the half-width of
the waveguide ridge, k0 is the free space wavevector, ncore is the refractive index
of the waveguide core region and g and fe are complex functions dependent on
the waveguide material properties and the correlation length of the roughness. So,
given that losses are proportional to the square of the sidewall r.m.s. roughness, it
is apparent that fabrication techniques are required which produce smooth tran-
scriptions of the pattern. The method of RIE steps outlined previously produces
signiﬁcant roughness of a few nanometres in scale, transferred from the PMMA
and silica masks into the semiconductor.
One method of roughness reduction based on chemical oxidation and oxide
removal has been proposed by Sparacin et al. [57] for application in Silicon on
Insulator (SOI) systems. The oxidation front was found to be dependent on the
material proﬁle for the ﬁrst few nanometres of formation before becoming a dif-
fusion limited process, allowing preferential removal of areas of high positive cu-
vature. There is possibility of application in the AlGaAs/GaAs material system
with papers by Houng’s group [58–62] showing chemical oxidation processes for
AlGaAs that may be applied.
Oxidation smoothing on Silicon-On-Insulator
Oxide smoothing of rough semiconductor surfaces has been previously pursued
using gas-phase oxidation techniques with oxygen or steam at elevated temper-
atures [63]. Gas-phase oxidation process, although showing some promise with
regards to reducing sidewall roughness also has a signiﬁcant impact on the global
waveguide dimensions. The gas-phase oxidation consumes a large portion of the
waveguide and therefore is not particularly suited for applications where the struc-
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In work by Sparacin et al. [57] a novel sidewall roughness loss reduction tech-
nique is presented based on wet chemical oxidation of silicon (in Silicon-On-
Insulator systems). The liquid-phase oxidation process promises a less consumptive
method of oxidation, thereby retaining close agreement with as-fabricated dimen-
sions. The basic theory is that in chemical oxidation reactions there are two main
regimes. In the ﬁrst the chemical oxidation process is highly dependent on the sur-
face proﬁle of the material. The proﬁle limited oxidation is dominant in the ﬁrst
few nanometres of oxide generation, however after this the process becomes diﬀu-
sion limited. In the diﬀusion limited regime the oxidation front proceeds uniformly
across the sample irrespective of surface geometry, limited only by the diﬀusion
of the reactant species through the existing oxide layer. Therefore, the authors
interrupt the oxidation reaction whilst it is still a fast chemical reaction limited
process and remove the oxide using an HF acid dip. The process is then repeated
a number of times to reduce the waveguide sidewall roughness. The fast reaction
limited process may be described by the Gibbs-Thomson relation.
µ(κ) = µ(∞) + γΩκ (3.4)
Where µ(κ) is the potential at the material surface, κ is the surface curvature,
µ(∞) is the potential at a ﬂat surface, γ is the surface energy, and Ω is the atomic
volume. Essentially, the chemical potential of the surface is related to its curvature
so that the areas of positive curvature, the roughness peaks, have greater chemical
potential than those of negative curvature, the troughs. In this way the peaks
of the roughness proﬁle are more rapidly oxidised in this fast chemical limited
process, and on removal of the generated oxide leave a smoother surface. The
major advantages of this method of oxidation smoothing are that it may be carried
out at room temperatures and that it only produces small amounts - in the order
of nanometres - of oxide and thereby retains the global waveguide dimensions.
Results have been presented for waveguides of 0.63µm and 1.3µm widths [57],
with losses being reduced by up to 7.3dBcm−1 and 0.6dBcm−1 respectively. The
disparity in loss reduction, with similar smoothing of sidewall r.m.s. roughness
may easily be explained with the Payne-Lacey function, given that the waveguide
width has a dramatic eﬀect on losses - with losses inversely proportional to the
quartic of the waveguide width - so that the same amount of roughness reduction
has a more beneﬁcial eﬀect on narrower waveguides. The second aspect of this workCHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 56
to highlight is the eﬀect of the wet chemical oxide formation and removal on the
roughness of the top surface of the waveguide. The top surface, as it has not been
etched by RIE processes that lead to the roughening of the sidewalls, should be a
relatively smooth surface. In both sets of waveguides the as-fabricated top surface
roughness losses are of the order of 0.1dBcm−1 and increase to 0.6−0.7dBcm−1
after processing. The losses were calculated using measurements of the top surface
roughness by Atomic Force Microscopy (AFM). The increase in top surface rough-
ness may be explained by considering the eﬀects of the topographically sensitive
chemical oxidation process in its pre-diﬀusion limited regime. As stated earlier, in
the fast chemical limited oxidation process the oxidation front is highly dependent
on the proﬁle of the surface, with sections of positive curvature being oxidised
more rapidly than those of negative curvature. However, in the case of a relatively
smooth surface this chemical potential gradient may act to roughen the surface by
amplifying the potential proﬁle through the selective oxidation and oxide removal.
The signiﬁcance of this result is to suggest that there is a limit to the smooth-
ness achievable by wet chemical oxidation and oxide removal, that is reached from
below in the case of the smooth top surface of the waveguides. Obviously this
top surface roughening may be prevented by retaining the etch mask on the top
surface, however it may lead to a minimum value of acheivable roughness on the
waveguide sidewalls.
Wet oxidation smoothing of GaAs/AlGaAs
Oxidation in III-V materials is usually a wet thermal process that is diﬀusion
limited, used to provide insulating areas in structures for current conﬁnement
or manufacture of waveguides and high index contrast structures. However, it
is desirable for oxide smoothing loss reduction to harness a chemical oxidation
technique in III-V materials equivalent to that presented by Sparacin et al. for
SOI.
Houng’s group has presented a wet chemical oxidation process for GaAs/AlGaAs
that allows fast oxidation without recourse to wet thermal processes [58–60]. The
main advantages of this are that no external energy source is required and that it
may be carried out at low temperatures. The chemical solution used in their work
was a dissolution of Ga into concentrated nitric acid that was then reduced to a pH
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of 70oC oxidation rates of up to 100nmhr−1 were achieved.
It was decided to use a variation of this oxidation process, yielding a much
slower oxidation rate, as a parallel to the work done in SOI. The addition of Ga and
the high reaction temperature were neglected in favour of a (nitric acid/ammonium
solution/water), solution at room temperature that promised to yield an oxidation
rate of approximately 14nm/hr−1. Using this ﬁgure, and assuming that a waveg-
uide shrinkage of around 1nm per oxidation iteration was required to maintain a
fast chemical reaction limited process, the iterations were set ﬁrst at 3min.
3.3.2 Loss and sidewall roughness measurement techniques
A batch of 2µm waveguides were produced on the passive AlxGa1−xAs (70:20:70)%
wafer described in Chapter 4 using E-beam lithography into a PECVD SiO2 hard-
mask and subsequent deep etching with SiCl4. The waveguide losses were mea-
sured using the Fabry-P´ erot measurement system. The surface r.m.s roughness
was measured using the S4700 Scanning Electron Microscope (SEM) tool.
Fabry-P´ erot loss measurement technique
To measure waveguide transmission losses a method based on the apparent
Fabry-P´ erot (FP) fringes in the transmission spectrum may be used. The trans-
mission spectrum of a straight ridge waveguide is related to the reﬂectivity of its
facets, the waveguide losses, refractive index and propagation length [55,64]. The
transmission may be given as in (3.5).
T(λ) =
(1 − R2)e−αL
(1 − Re−αL)2 + 4Re−αL sin2

2πneffL
λ
 (3.5)
Where λ is the propagation wavelength, neff is the eﬀective index of the propagting
mode, R is the facet reﬂectivity, α is the waveguide loss, and L is the propagation
length. For a straight waveguide this relationship, taken over wavelength, gives a
fringe pattern in the transmission spectrum. The fringe contrast is taken as:
K =
Tmax − Tmin
Tmax + Tmin
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By some substitution an expression for the waveguide losses may be arranged in
terms of the facet reﬂectivity and fringe contrast.
lnR − lnα = ln

1 −
√
1 − K2
K

(3.7)
Sidewall roughness measurement technique
For each set of waveguides a set of plan view images of the waveguide edge
were taken at a magniﬁcation of 180k×. In order to achieve a reasonable aver-
aging of results a number of images were taken for each experimental set in a
pseudo-random spatial distribution across the processed sample. An example of
one such image is shown in Figure 3.13. There is a clear edge in Figure 3.13 that
Figure 3.13: Edge of as-fabricated AlGaAs waveguide.
represents the boundary of the waveguide, however below this termination there
is an apparent area of turbulence in the image. This area was found to be due
to the image of the SiO2 hardmask which does indeed show signiﬁcant roughness,
which is transferred to a smaller extent into the semiconductor material. After an
HF dip this area shows signiﬁcant improvement conﬁrming that it is indeed the
eﬀects of the hard mask as the HF selectively etches the oxide.
Once the images have been obtained they are processed to provide an average
r.m.s. roughness for the sample. This is done using a MATLAB program that
ﬁrst of all creates a threshold for the image based on the contrast and polarises
the output of each pixel to high or low with respect to this threshold as shown inCHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 59
Figure 3.14. After polarising the image the routine searches for the edge between
Figure 3.14: Roughness image after polarisation around a threshold value.
the high and low areas of the image. This should correspond to the waveguide
edge in well captured images. The edge detection is illustrated by the green lines
in Figure 3.14 and 3.15. Figure 3.15 is a greatly enlarged rendering of a section
of Figure 3.14 showing the individual allocation of each pixel with respect to the
threshold. Clearly the edge detection is not perfect and subject to spurious highs
created by the image processing of the SEM image. This is only apparent on a
very small scale however it is corrected for nonetheless by applying a smoothing
routine to the detected edge to cut out any loops or spikes that are artefacts of
the previous processes. Finally the edge is ﬁltered to remove high frequency noise
Figure 3.15: Enlargement of waveguide edge after edge detection and correction.
due to the pixelation of the image, the result of which is shown in Figure 3.16.CHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 60
The r.m.s. roughness thus calculated is averaged over the range of images taken
Figure 3.16: Edge proﬁle before and after ﬁltering.
for each processing run.
3.3.3 Results
For the ﬁrst run of tests the iteration time for the chemical iteration was set
at 3min in an attempt to attain minimum roughness. The results for the ﬁrst
run of tests are shown in Figure 3.17. The sidewall roughness is reduced for the
ﬁrst few iterations with a minimum after three oxidation iterations, followed by an
increase after four. On this occasion the increase in roughness after four iterations
extends to higher than the as-fabricated case. The loss results appear to match
well with the roughness measurements with a minimum after three iterations and
a subsequent increase to signiﬁcantly above the as-fabricated case.
The theory proposed initially for the increase in loss after a minimum is that
the roughness was limited to some minimum after which the surface condition is ac-
tually deteriorated by a further treatment. With this in mind another experiment
was conceived with shorter iteration time and more iterations in order to better
illustrate the oxidation process. In this experiment the iteration time was reducedCHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 61
(a) (b)
Figure 3.17: Results of n × 3min oxidation smoothing iterations for 70:20:70
material (a) r.m.s. sidewall roughness (b) waveguide propagation losses.
(a) (b)
Figure 3.18: Results of n × 1.5min oxidation smoothing iterations for 70:20:70
material (a) r.m.s. sidewall roughness (b) waveguide propagation losses.
to 1.5min and up to six iterations were processed. Also it was realised that after
fabrication the waveguides may have a native oxide covering the sidewalls and if
the ﬁrst oxidation iteration were to have any eﬀect this must be removed prior to
that process. To ensure that the sidewall surfaces were free of native oxide before
the oxidation process the sample was subjected to an initial HF acid dip. The
results of the second round of oxidation experiments are shown in Figure 3.18. In
this set of processes the roughness again reaches a minimum after only a couple
of iterations and then increases again. However, in this instance further iterations
after the increase show that the roughness is once again reduced, supporting the
theory that the minimum roughness is attacked by a subsequent process but may
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optimal value.
The loss measurements, aside from the large jump from the as-fabricated sam-
ple, match the roughness calculations fairly well. However, they do ascend at
higher iterations where the roughness results are improving. One possible rea-
son for this is that crystal growth from the waveguide sidewalls was observed for
increasing iteration number, so that although the actual sidewall roughness was
decreased it was still intermittently prone to the growth of crystal structures that
could aﬀect the propagation losses. It is still unclear why the losses in this case
are worse than the as-fabricated case or what is the process behind the crystal
formation. An SEM image showing the crystal structures formed out of the side
of the waveguides is presented in Figure 3.19. One other notable result is that for
each set of oxidation experiments a sample was processed with only one oxidation
step, which lasted for the total time of the maximum number of iterations of the
process. So for a run of experiments with a maximum of 5 iterations of 3mins a
sample was subjected to 1 iteration of 15 minutes in duration. These single long
oxidations showed sidewall roughness, and propagation losses comparable to those
of the associated as-fabricated samples. This agrees well with the supposition that
after a short span of fast chemical limited oxidation the process becomes diﬀusion
limited. Taking both sets of results together, the eﬀects of cummulative oxidation
Figure 3.19: Crystal growth from waveguide sidewalls after oxidation smoothing
processes.
time - obtained as a summation of the number of iterations multiplied by the iter-
ation time - as well as iteration number may be compared between the two. TheCHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 63
(a) (b)
Figure 3.20: Results of n×3min and n×1.5min oxidation smoothing iterations for
70:20:70 material (a) r.m.s. sidewall roughness (b) waveguide propagation losses.
results are shown in Figure 3.20. It seems from the results presented in Figure 3.20
that there is a greater correlation between sidewall roughness (or waveguide loss)
and iteration number than between sidewall roughness (or waveguide loss) and
reaction time. This suggests that in both cases - for iteration times of 1.5min and
3min - the chemical process has reached the diﬀusion limited case by the end of
the reaction time. Therefore the roughness is reduced in the same manner in both
sets of results by iteration rather than time.
Also worth noting is that although roughness is lower in the 1.5min set of
results the losses are higher than for the 3min iterations. This is not entirely
disingenuous as both sets of waveguides were fabricated separately and therefore
may include eﬀects such as slightly diﬀerent etch proﬁles and waveguide angle to
the cleaved facet that may aﬀect the loss calculations.
As noted in section 3.2.2 the average losses of as-fabricated waveguides using
PMMA/PECVD Si02 and HSQ based lithography techniques were 16dBcm−1 and
11.6dBcm−1 respectively. For the same set of fabricated guides the average loss
of the PMMA/PECVD SiO2 waveguides was reduced to 12.2dBcm−1 using chem-
ical oxidation techniques, which still does not rival the as-fabricated HSQ guides,
which were found to have increased losses after oxidation processing. Therefore, it
seems reasonable to favour lithography with HSQ resist with respect to losses, as
well as those beneﬁts previously enumerated, where possible. However if the alter-
native PMMA based techniques are unavoidable then loss reduction via chemical
oxidation and subsequent oxide removal may prove useful.CHAPTER 3. TAPERED WAVEGUIDE, SIDEWALL GRATINGS 64
3.3.4 Material absoprtion, free carrier and surface re-combination
losses
Many integrated optical devices make use of electrically active and passive
structures on the same chip. Clearly there is an issue with material absorption
raised in this scenario as the active sections require a bandgap to produce emission
or absorption at a speciﬁc frequency and the passive regions - necessarily exhibiting
the same band-structure when developed on the same material - will show absorp-
tion at that same frequency. The main factor in designing integrated systems is
to ensure that the active sections have a smaller band-gap than the inactive ones.
This ensures that light generated in the device will not have suﬃcient energy to
be absorbed by the material comprising the inactive sections. There are two main
methods for fabricating such systems. The ﬁrst is a process of selective etch and
re-growth. A device is created in a single material, the sections required to be non-
absorbing are then selectively etched, and another material grown in their place, a
technique that may prove to be cumbersome for many applications. The method
that will be considered here is that of quantum well intermixing (QWI) [65]. In
situations where a device is based on a quantum well (QW) structure, inactive
sections may be created by altering the material structure, and hence the band-
gap. The process of QWI is one whereby the layer structure of the quantum wells
may be disordered such that the band edge of that portion of material under-
goes a blue shift. Therefore the light emitted in the active regions does not have
enough energy to be absorbed in the intermixed regions. A signiﬁcant beneﬁt of
the intermixing process is that it is a completely post-growth technique making it
compatible with current fabrication technology without the problems associated
with the alternative etch and regrowth processes.
When considering devices fabricted using QWI methods, further absorption
of the light transmitted in the waveguides may be accounted for by free carrier
absorption and re-combination due to surface states of the etched material. In
semiconductor devices there are a signiﬁcant number of free carriers created by
doping of the lattice: of the order of 1017 cm−3. Clearly the operation of active
regions relies on the presence of these free carriers. However, in the inactive re-
gions they are purely a source of loss. It is therefore desirable to passivate these
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method of hydrogen, deuterium or lithium passivation of the free carriers in which
the positive ions form neutral complexes at the dopant sites, so tethering the free
carriers that would otherwise contribute to the waveguide losses [66–81]. Work was
carried out in pursuit of this loss redcution technique but provided mixed results,
the bulk of which are presented in Appendix B.
Losses are also suﬀered in active device regions where the carriers diﬀuse away
from the modal area, reducing the eﬃciency of the structure. There are a few
fabrication techniques used to combat this problem by ensuring the carriers are
guided into the area of interest. One option is selective oxidation of a lateral
portion of the waveguide ridge so that the carriers are focused through the central
portion where the peak intensity of the mode is present, this also has the added
beneﬁt of providing an amount of gain guiding of the mode in addition to the
refractive index guiding of the structure [82, 83]. The same eﬀect can also be
produced by using the mass transport phenomenon. For mass transport a ridge
waveguide is fabricated and the core material selectively wet etched so that the
ridge is undercut. The sample is then annealed so that the upper cladding is
transported down around the exposed core and forms a buried hetero-structure
waveguide [84–87].
Surface state recombinations may be addressed by a passivation of the etched
waveguide surface. The surface states are a symptom of the dangling bonds which
exist at the termination of the lattice and by concluding these surfaces in a dielec-
tric complex the losses may be reduced. Work has been mainly carried out into
sulphur passivation of boundaries with interest in hetero-junction bi-polar tran-
sistors, with some applications to Vertical Cavity Surface Emitting lasers (VC-
SELs) [88–96]. The surface passivation may also have applications in devices,
particularly deeply etched structures, where the surface roughness increases the
density of surface states created. Other methods of passivation including treat-
ment with CF4 [97], and buried intrinsic layers [98,99] have also been investigated.
3.4 Conclusions
In this chapter the physical structure of the proposed chirped, integrated Bragg
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may provide the high κ values required for chirped grating devices and furthermore
by modulating the recess depth of the gratings the coupling coeﬃcient may be con-
trolled. The variation in Bragg wavelength may be provided by modulating the
waveguide width, thus varying the propagating modal eﬀective index and so the
Bragg condition associated with the ﬁxed period grating. In addition it was noted
that by careful design of both waveguide width and recess depth arbitrary func-
tions of Bragg wavelength and coupling coeﬃcient may be deﬁned. Attention was
paid to the fabrication of these devices, with emphasis on producing a technique
that allowed fully post-growth fabrication using currently available lithography
techniques. It was shown that fabrication with electron-beam lithography and
reactive ion etching, using HSQ both as an e-beam resist and etch mask could pro-
duce well deﬁned structures with better sidewall roughness proﬁle characteristics
than the PMMA/PECVD silica alternative. Finally the losses associated with the
devices were assessed. It was exhibited that the losses due to sidewall roughness
may be reduced using a process of chemical oxidation and oxide removal, although
the HSQ fabricated devices showed better as-fabricated results than the oxidation
treated PMMA/PECVD silica guides. The losses associated with active waveguide
devices were also enummerated and possible loss reduction methods presented.Chapter 4
Passive, Chirped, Apodised Bragg
Grating Devices
4.1 Measurement and analysis techniques
It was mentioned previously that by using an endﬁre type apparatus for test-
ing passive waveguide structures the transmission spectra of the devices under test
(DUT) are the most easily accessed. Therefore the main bulk of measurements
carried out on the passive grating devices were done in this manner, the results
of which are easily compared to the theoretical analysis already undertaken. The
main test rig set-up is shown in Figure 4.1. In this experimental rig a tunable laser
is coupled through a polariser, mechanical chopper and microscope objective lens
into the test bar. All of the devices considered in this section were fabricated as
sections in long, straight waveguides as shown in Figure 4.1. This has the beneﬁt of
allowing easy coupling in and out of the devices, and by fabricating simple waveg-
uides on the same samples the properties of these access guides may be obtained,
and used in the analysis of the DUT. The polariser was used to select TE injection
for the devices, since it is normally TE modes that are more easily generated in
semiconductor laser diodes, and therefore the devices under test were designed for
operation in this regime. The light from the device bar is then coupled through
a microscope objective and iris arrangement to a germanium photodiode that is
connected to the lock-in ampliﬁer that controls the mechanical chopper. Finally
a personal computer running LabView software is used to control the system and
collect the data. One particularly important result of this arrangement is the eﬀect
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Figure 4.1: Waveguide transmission measurement rig.
on the transmission spectrum due to the facet reﬂectivity of the device bar. In
essence the device is placed in the centre of a Fabry-P´ erot cavity that in itself has
a characteristic transmission spectrum, which for a simple waveguide, is relient on
the facet reﬂectivity, waveguide loss and total propagation length. Therefore, cou-
pling this response with that of the DUT leads to a measured spectrum which is a
complex product of the two. There are of course ways in which these two responses
may be decoupled, or at least the eﬀects of the FP cavity minimised. The simplest
course is to apply anti-reﬂection (AR) coatings to the facets in order to minimise
the eﬀects of the FP cavity on the transmission spectrum. Failing this, or in cases
where even a small facet reﬂectivity makes the extraction of device parameters dif-
ﬁcult, it is possible to numerically extract the device characteristics from the total
response, given that a good deal is already known about the system. Much work
was done in this direction by Marco Gnan [100], who showed that it was possible
to consider the full system as a matrix representation with the DUT characterised
by a black-box element with unknown, complex, reﬂectivities and transmission. A
block diagram of this model is shown in Figure 4.2. Where rf1,rf2,tf1 and tf2 are
the facet reﬂectivites and transmittivities, L1, L2 and α1, α2 are the access waveg-
uide lengths and losses respectively, tbb is the black-box transmittivity and rbb−p
and rbb−n are the directionally dependent black-box reﬂectivities. The ﬁrst set ofCHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 69
Figure 4.2: Black-box representation of device within a Fabry-P´ erot cavity.
parameters that may be obtained are those pertaining to the facets. It is assumed
that the facets are identical - if the access waveguides terminating at these surfaces
are geometrically similar - and so the reﬂectivity and transmittivity are easily ob-
tained by recourse to mode solver packages. In turn the waveguide losses may be
extracted from the transmission spectra of simple waveguides fabricated on the
sample alongside the devices using the Fabry-P´ erot fringe measurement method
outlined in section 3.3.2, and given the facet reﬂectivities. By careful fabrication
the access waveguide lengths may be directly measured by inspection of the ﬁnal
test bar leaving only the black-box parameters unknown. As stated previously
the system may be described as a TMM model, with the section comprising of
the DUT being characterised by the unknown reﬂectivities and trasmittivity, and
since the other system parameters may be extracted as described the system is now
only a function of these unknowns. Therefore, given the usual matrix elements for
simple transmission waveguides and reﬂectors the complex transmission coeﬃcient
of the entire system may be written as (4.1).
tsys =
−e−jk(n1L1+n2L2)e−(α1L1+α2L2)t1t2tbb
1 + e−2d1(jkn1+α1)r1rbb−n + e−2L2(jkn2+α2)r2rbb−p
+ e
−j2k(n1d1+n2d2)e
−2(α1d1+α2d2)r1r2
 
rbb−prbb−n − t
2
bb

(4.1)
Where for x = 1,2; nx is the modal eﬀective refractive index of the access waveg-
uide, Lx is the waveguide length, αx is the waveguide losses, tfx, rfx are the
facet transmission and reﬂection coeﬃcients respectively and tbb, rbb−p, rbb−n are
the transmission and positive and negative direction reﬂection coeﬃcients respec-
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is related to the transmission coeﬃcient as T = |tsys|2. So, once the transmis-
sion spectrum of the device is obtained and the accessible parameters of the total
system extracted, the transmission and reﬂection coeﬃcients of the DUT may be
extracted using a curve-ﬁtting method of the transmission spectrum to the TMM
representation outlined above, with the parameters of interest remaining free. In
this work the curve-ﬁtting was carried out using the least squares curve-ﬁtting
method in Matlab. In this routine the least squares distance between the mea-
sured transmission and TMM model is minimised in an iterative manner from
some initial guess taken as an input. Thus, ﬁnally, the DUT transmission and
reﬂection coeﬃcients may be deﬁned free of the eﬀects of the enclosing system.
4.2 Coupling coeﬃcient measurements
It has already been shown that the gratings designed in this work are required
to exhibit relatively high coupling coeﬃcients in the the order of tens cm−1. By
deeply etching the sidewall gratings it was predicted that large values of κ may be
approached, and that the grating recess depth may be used as a manner to control
the magnitude of κ. In order to show this a number of single period, unchirped
gratings were fabricated with varying grating recess depth over the device set. The
devices were fabricated on an AlxGa1−xAs wafer, the upper and lower cladding lay-
ers with a 75% aluminium content and the core 25%. The material structure is
given in Figure 4.3. The ﬁrst gratings to be fabricated were based on a rectangular
Figure 4.3: Material structure of the AlxGa1−xAs 75:25:75 wafer.
recess proﬁle. However, these were found to be extremely lossy, with over 10µmCHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 71
of grating length proving enough to lose the propagating mode, even outside of
the grating stopband region. The gratings fabricated with this geometry exhibited
signiﬁcant sidewall roughness and a swelling of the grating teeth towards their
tips due to imperfect etching of the pattern, as shown in Figure 4.4. One possible
Figure 4.4: Gratings with rectangular recess proﬁle, fabricated using PMMA based
lithography.
method of combating the scattering losses and the possible leaky coupling at rect-
angular grating interfaces is to design a less severe grating proﬁle tapered towards
its tip. A triangular grating proﬁle was adopted to reduce the violent modulation
of the refractive index observed by the mode, but still retain the overall index
perturbation designed for the rectangular grating case. As outlined earlier it was
found that fabrication of the grating structures gave better results using the HSQ
resist, instead of the PMMA/PECVD silica mask technique. A schematic of the
grating proﬁle is shown in Figure 4.5. Additionally as the mode proﬁle is assumed
to be slowly varying the modulation of eﬀective index over the grating period
should still produce the high coupling coeﬃcient, but the smooth transition be-
tween high and low index that the mode travelling through the grating teeth sees
should reduce the eﬀective loss. The gratings were fabricated in the same way as
illucidated in section 3.2. The results of the fabrication are shown in Figure 4.6,CHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 72
Figure 4.5: Triangular grating proﬁle.
with examples of tapered, rectangular and varying recess depth gratings. Again
it is clear that the sidewall verticality is very good, with much of the roughness
evident in the fabrication with PMMA/PECVD silica now reduced.
In addition to extracting the relationship between grating recess depth and cou-
pling coeﬃcient for the fabricated devices an assesment of the anti-reﬂection coat-
ings, a quarter-wavelength layer of Zirconium oxide deposited using an electron-
beam evaporation tool, and curve-matching technique were undertaken. Firstly,
using the same method by which roughness was calculated on waveguide edges -
namely by analysis of SEM images - the grating recess depth was measured. From
the images in Figure 4.6 it is clear that while the sidewall verticality looks very
good and the grating teeth are very well deﬁned there is a RIE lag eﬀect between
the grating teeth, in other words the grating shows less faithful representation of
the mask the further from the top of the waveguide it is observed. Subsequently,
the transmission spectra of the grating devices were measured for device bars with
no coatings, one and two facet coatings. From each of these sets of results, using
the known parameters of the test device bars, the transmission coeﬃcient of the
grating was recovered by means of the curve-ﬁtting method described. Figure 4.7
shows samples of measured spectra for devices with no facet coatings, one and both
facets coated, together with the recovered transmission spectra for these devices,
with a comparison of the three recovered spectra in Figure 4.8. The recovered
spectra show good isolation from the FP and multiple cavity eﬀects with the bulk
of the visible fringes isolated from the transmission spectrum of the DUT. From
Figure 4.8 it is clear that there is good matching between the stopbands of all of
the recovered spectra, considering both the main feature dimensions and the ﬁrstCHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 73
(a) (b)
(c) (d)
(e) (f)
Figure 4.6: SEM images of fabricated deeply etched gratings.CHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 74
(a) (b)
(c)
Figure 4.7: Measured and recovered transmission spectra for devices with (a) no
facet coatings, (b) 1 facet coated, (c) 2 facets coated.
Figure 4.8: Recovered spectra for grating devices with various facet conditions.CHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 75
sidelobes. It may also be noted that the stopbands very closely match although
the devices are on diﬀerent test bars, giving good conﬁdence in the consistency of
the fabrication process.
Further to the transmission spectrum recovery, the assumption may be made
that the DUT is a Bragg grating device, of which the analytical transmission
coeﬃcient may be written easily in terms of the coupling coeﬃcient by way of
the solution to the coupled-mode equations. Then by curve-ﬁtting the recovered
transmission spectrum - in the same way as the DUT characteristics were gained
- to the Bragg function, the value for κ may be recovered. Figure 4.9 shows the
ﬁtted Bragg grating solution to the recovered transmission spectrum of a device
with facet coatings. Clearly, the recovered spectrum matches very well with that
Figure 4.9: Fit of Bragg grating device to recovered transmission spectrum.
predicted by solution of the coupled-mode equations and hence conﬁdence may be
expressed in the recovered value of κ, which in the case illustrated is 35.7cm−1.
The devices with varying recess depth and with a variety of facet conditions
were measured and the transmission spectra recovered and ﬁtted to Bragg grating
conditions producing both the eﬀective index, from the central wavelength of the
stopband, and coupling coeﬃcient of the grating. The full set of results are given in
Figure 4.10. Encouragingly, the results from all three facet conditions, for both κ
and neff, match very well giving conﬁdence in the transmission spectrum recoveryCHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 76
(a) (b)
Figure 4.10: Recovered values for (a) coupling coeﬃcient and (b) eﬀective index
of the single period grating structures.
method. As expected, the deeply etched sidewall gratings produce high coupling
coeﬃcient values, increasing with recess depth. These values are somewhat smaller
than may have been predicted though the disparity may be easily explained as a
manefestation of the RIE lag eﬀect and fabrication imperfections. Figure 4.10a im-
plies a non-zero intercept of coupling coeﬃcient with grating recess depth. Ideally,
for no grating modulation there should be no energy coupled into the backward
propagating mode. However, it is possible for energy to be backscattered by the
sidewall roughness of the waveguide, giving rise to the predicted coupling. Another
important point to highlight is that with increasing recess depth the eﬀective index
of the mode travelling in the grating is reduced, an intuitive result considering the
reduced average cross-section of waveguide carrying the mode due to the grating
recesses. However, this result is important when considering grating design, espe-
cially as in this work the grating eﬀective index proﬁle, by way of the waveguide
width, is used to control the grating phase characteristics. Therefore, when it
comes to designing chirped gratings with variable coupling coeﬃcient proﬁles, the
recess depth will play a part in both the coupling coeﬃcient and the chirp, and so
both the waveguide width and recess depth must be designed carefully to give the
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4.3 Characterisation of gratings with arbitrary
chirp and κ proﬁles
It has been shown that the deeply etched gratings provide the high coupling
coeﬃcients required for chirped grating applications, as well as a ﬂexibility in κ
design that will allow variation of the coupling coeﬃcient along the grating length
simultaneously with the variation of the Bragg condition. With these two param-
eters controllable using a combination of the grating waveguide width and recess
depth it is possible to design gratings with arbitrary chirp and κ characteristics.
Figure 4.11 shows a schematic of the grating design, with variable recess depth, d,
and waveguide width, W, that in conjunction allow design of arbitrarily varying
functions of grating amplitude and phase response. However, although W and d
Figure 4.11: Schematic of deeply etched tapered Bragg grating with independently
variable recess depth and waveguide width.
may be independently modulated their eﬀects are necessarily linked through the
modal eﬀective index. So that to create a grating with a constant Bragg condition
along its length with apodisation of the coupling coeﬃcient for example, requires
modulation of both d and W, since variation of the former alone although giving an
apodisation proﬁle also results in unwanted chirping of the grating response by way
of the modal eﬀective index. Therefore, in order to design gratings with accurate
transcriptions of the desired functions of λB and κ the eﬀects of varying W and d
must be well known. By recourse to a mode solver package, FIMMWAVE was used
for this work, the variation of modal eﬀective index with waveguide width may be
modelled. As shown in the previous section the eﬀect of varying recess depth on
gratings with constant width may be determined experimentally, yielding both theCHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 78
functions of neff and κ with respect to recess depth and waveguide width. With
these functions known then, mappings may be formulated of both eﬀective index
and coupling coeﬃcient as functions of waveguide width and grating recess depth.
Finally, given a desired combination of neff and κ, a solution may be found for W
and d that produces these values. In order to demonstrate the control that may be
excercised over the grating parameters a set of devices were fabricated to include
the variations in response given in Table 4.1. The chirp proﬁles were designed for
single Bragg wavelength, linear chirp and non-linear chirp proﬁles, where the non-
linear chirp function used in this work was a summation of linear and Gaussian
functions of the propagation length as shown in Figure 4.12. The κ proﬁles were
designed to produce, constant κ with propagation length, an apodised coupling
coeﬃcient proﬁle obtained by applying a Gaussian envelope to the κ function, and
the non-linear variation as given in Figure 4.12. The varying functions of neff and
κ were translated into functions of waveguide width and grating recess to produce
the required grating characteristics, and these functions directly transcribed into
the E-beam lithography mask design. Finally, the geometries designated with
(a) (b)
Figure 4.12: Designed non-linear chirped Bragg grating (a) eﬀective index proﬁle
and (b) κ proﬁle.
coded κ proﬁles in Table 4.1 were devices with constant Bragg conditions along
their lengths, but where variation of the coupling coeﬃcient allowed modulation
of the stopband characteristics. These devices are useful for pulse shaping appli-
cations where, for example, a single input pulse may be modulated in reﬂection
into a pulse code train. Four variations of these coded κ proﬁles are shown in
Figure 4.13.
Although it has been shown that even without anti-reﬂection coatings the trans-CHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 79
Table 4.1: Chirped, varying κ grating designs.
Chirp proﬁle κ proﬁle
None Constant
None Gaussian
Linear Constant
Linear Gaussian
Non-linear f

dneff
dz

None Coded
(a) (b)
(c) (d)
Figure 4.13: Designed coded κ proﬁles (a) C1, (b) C2, (c) C3, (d) C4.CHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 80
mission spectra of grating devices may be accurately recovered from the measured
characteristics by way of the TMM based retrieval algorithm, it is obviously de-
sirable to minimise the eﬀects of the facet reﬂectivities if possible, therefore all of
the measured devices were fabricated with anti-reﬂection coatings on both facets
of the test bars. Figure 4.14 shows the simulated transmission spectra of the single
wavelength and chirped devices as designed along with the recovered spectra. The
simulated spectra were obtained using the TMM model described in section 2.5,
where for all of the grating variations Lg was 450µm - except for the coded de-
vices where Lg = 625µm - and the peak value of κ was set at 70cm−1. These
parameters were set to match the values aimed at in the fabrication of the devices.
There is evidently good agreement between the simulated and recovered trans-
mission spectra, with a few interesting points to note. Firstly, the eﬀect of apodis-
ation of κ on both the constant neff grating and the linearly tapered grating is to
reduce the apparent sidelobes in the grating response, this has clearly taken eﬀect
in the measured results (Figure 4.14b and Figure 4.14d.) Next, gratings with both
linear and non-linear chirp follow the simulated results closely, exhibiting not only
the utility of the waveguide taper method but also the κ dependence on recess
depth and waveguide width has been eﬀectively modelled and designed into the
structures. This result is important as it exhibits that with control of these two
parameters, arbitrary grating Bragg wavelength and coupling coeﬃcient proﬁles
may be created as hoped, and also the two eﬀects may be induced independently
from one another. Finally, as it is only the transmission spectrum that is measured
here there is the possiblity of a number of solutions to the λB(z), κ(z) coupling
that may produce the detected spectrum. In this case a secondary method to
measure the phase proﬁle of the grating - and hence decouple the two parameters
- is needed, which will be discussed presently. However, for the single wavelength
gratings this problem does not arise and the value for κ may be extracted directly
from the transmission response.
The transmission and simulated spectra of the coded gratings are shown in
Figure 4.15. Again it is clear that there is excellent agreement between the simu-
lation results and the recovered transmission spectra for the coded grating devices.
Although these devices are designed around a single Bragg condition, the variation
of coupling coeﬃcient along their length allows for pulse shaping in the tempo-CHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 81
(a) (b)
(c) (d)
(e)
Figure 4.14: Simulated and recovered transmission spectra for gratings with (a)
constant neff and κ, (b) constant neff and apodised κ, (c) linearly chirped neff
and constant κ, (d) linearly chirped neff and apodised κ, (e) non-linearly chirped
neff and κCHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 82
(a) (b)
(c) (d)
Figure 4.15: Simulated and recovered transmission spectra for gratings with (a)
constant neff and C1 κ, (b) constant neff and C2 κ, (c) constant neff and C3 κ,
(d) constant neff and C4 κ.CHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 83
ral domain, and stopband modulation in the spectral domain. In the examples
given here stopbands with multiple narrow band reﬂection peaks and broadened
bandwidths are exhibited showing again the control possible over the grating char-
acteristics by modulation of κ.
4.4 Grating phase measurements
It was stated that where transmission measurements of grating devices are
taken there is always a possibility - although probably small - that the charac-
teristic may be liable to a number of solutions in terms of κ and λB functions of
the grating. This being the case it is desirable to perform a measurement that is
strongly dependent on its phase characteristics. Then together with the transmis-
sion measurements, conﬁdence in the actual grating phase proﬁle may be gained.
To this end a measurement based on a Michelson interferometer setup was devised.
To include the devices in an external Michelson interferometer would be diﬃcult,
as not only is it necessary to couple light into the bar but also exact balancing
of the interferometer arms’ optical path lengths is required to extract the inter-
ference fringes accurately. Therefore rather than constructing an experimental rig
around the devices, an integrated Michelson interferometric device was designed.
A schematic of the integrated Michelson interferometer is shown in Figure 4.16.
There are a number of important features of the integrated Michelson interferom-
Figure 4.16: Schematic of integrated Michelson interferometer.
eter device to note. The input and output waveguides are the usual deeply etched
straight wavegudies - in fact the entire device is deeply etched requiring therefore
only one lithographic step - that have been used to couple into the device bars
previously explained, and as before the facets are treated with AR coatings to
avoid the eﬀects of unwanted reﬂections. In order to couple light into the two
interferometer arms, and the resulting interference ﬁeld out, a 3dB multimodeCHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 84
interference coupler is employed [101]. To gain the 50:50 power splitting ratio the
MMI length is taken as 3
2× the beat length of the device; the beat length may be
written as (4.2).
Lπ =
4nridge
3λ0
.
 
WMMI +
λ0
π

nclad
nridge
2σ q
n2
ridge − n2
clad
!
(4.2)
Where Lπ is the MMI beat length, nridge is the eﬀective index of the ridge struc-
ture, nclad is the eﬀective index of the cladding, λ0 is the propagating wavelength,
WMMI is the physical width of the MMI coupler and σ is 0 or 1 for TE or TM
modes respectively. For the material structure under consideration, a MMI width
of 6µm and a TE mode, the length of MMI deﬁned for a double image at the
output is 152µm. To verify the operation of the device before fabrication the
structure was simulated using RSoft’s BEAMPROP beam-propagation software.
The resulting contour-map of intensity on the 2D plan of the MMI device is shown
in Figure 4.17. Clearly the MMI is predicted to give the required 50:50 power split-
ting.
Figure 4.17: BPM simulation of MMI device.
In the ﬁrst arm of the interferometer the waveguide is terminated in an etched
facet to give broadband reﬂectivity of a well deﬁned path length. The position of
the reﬂector is set to correspond to a distance halfway along the grating device in
the second arm. In this manner the phase accumulation in both grating arms isCHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 85
easily simulated, the etched facet simply as the optical path length of the prop-
agating mode and the grating as the reﬂected wave calculated using the TMM
model previously described. In addition, at the termination of the grating an in-
verse taper [102] was fabricated so that the transmitted mode would be dissipated
into radiation without back-reﬂection into the Michelson device. Also of interest
is the application of the AR coatings. For if care is not taken in the deposition
of the coatings then the etched facet may also be aﬀected and so reduce its eﬀec-
tiveness as a broadband reﬂector. In order to address this issue the device bars
were slightly tilted on the rig in such a way that the evaporation process would
not aﬀect the etched facet. This arrangement is shown in Figure 4.18, where for
an etched facet of 2µm in height, 50µm from the cleaved facet, θ > 2.3o.
Figure 4.18: E-beam evaporation rig to avoid coating of etched facet in integrated
Michelson device.
The devices were measured using the same endﬁre rig setup as employed for
the transmission spectra measurements, with the results in this case being the
interference fringes from the integrated Michelson device. The measured results
were compared with the simulated spectra, obtained from the TMM model of the
chirped Bragg gratings. The devices measured in the Michelson setup were the
three chirped grating geometries previously studied, namely the linearly chirped
gratings with constant and Gaussian apodisation proﬁles of κ respectively and
the non-linearly chirped grating with non-linearly varying κ. Again the grating
lengths were set at 450µm with a peak coupling coeﬃcient of 70cm−1. The results
of the Michelson interferometer measurements are shown in Figure 4.19. From allCHAPTER 4. PASSIVE, CHIRPED, APODISED GRATINGS 86
(a) (b)
(c)
Figure 4.19: Simulated and measured Michelson interferometer transmission spec-
tra for gratings with (a) linearly chirped neff and constant κ, (b) linearly chirped
neff and Gaussian apodisation of κ, (c) non-linearly chirped neff and non-linearly
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three grating variations illustrated in Figure 4.19 it is clear that there is reasonable
matching between the simulated prediction of the integrated Michelson interfer-
ometer transmission spectra and those measured. The interference may then be
used to derive the phase of the reﬂected ﬁeld from the grating. The intensity of the
interference spectrum from the Michelson interferometer may be given as (4.3).
I = |E1|
2 + |E2|
2 + |E1||E2|cos(∆φ) (4.3)
Where I is the intensity of the interference signal, E1 is the reﬂected ﬁeld from
the etched facet, E2 is the reﬂected ﬁeld from the grating, and ∆φ is the phase
diﬀerence between them. To ﬁnd the phase of the ﬁeld reﬂected by the grating a
number of assumptions must be made. First it is taken that E1 has a constant
amplitude with wavelength related to the facet reﬂectivity. Secondly the amplitude
of E2 is taken to be that measured in transmission. With these assumptions both
the theoretical and reﬂected phase may be extracted, with the simulated and
measured interference signals being taken as inputs respectively. The extracted
phase of the chirped gratings is shown in Figure 4.20 where the measured phase
matches closely with that simulated. This further conﬁrms the measurements of
(a) (b)
Figure 4.20: (a) Simulated, reﬂected phase for various grating designs, (b) sim-
ulated (dotted lines) and measured (solid lines) reﬂected phase for variations of
chirped, apodised gratings.
the device transmission spectra, and once again since these devices were fabricated
separately, illustrates the consistency of the fabrication procedure. In addition to
conﬁrming the designed grating characteristics the results achieved here also serve
to demonstrate the facility of the integrated Michelson interferometer for carrying
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4.5 Conclusions
In this chapter the measurement setup used for both transmission and inte-
grated Michelson interferometric method measurements on passive grating devices
was presented. Two methods by which the unwanted Fabry-P´ erot fringes associ-
ated with the cavity formed by the cleaved facets may be suppressed were outlined.
It was suggested that the devices may be treated with facet coatings or that the
measured transmission spectrum could be post-processed using a curve-matching
technique based on a black-box representation of the DUT within an external cav-
ity. Both methods were carried out and it was shown that the black-box approach
successfully minimised the eﬀects of the external cavity on the recovered trans-
mission spectra, that ﬁnally matched very well with devices with facet coatings
that physically reduced the eﬀects of these fringes. A range of devices were fabri-
cated varying the grating recess depth and waveguide width, eﬀectively mapping
the eﬀect of these parameters on the grating coupling coeﬃcient and Bragg con-
dition. It was shown that not only did the deeply etched sidewall gratings provide
the predicted means to attain high values of κ but also by careful design of the
recess depth and waveguide width arbitrary grating functions of λB and κ may
be designed. Gratings with a wide range of characteristics were fabricated and
their transmission spectra measured. The measurements were shown to follow the
TMM model simulations very closely over the array of devices, illustrating that the
proposed grating structure can deliver both varying chirp and coupling coeﬃcients
together and in isolation. Non-linearly varying grating functions were also exhib-
ited along with coded functions of apodisation, further attesting to the ability of
the gratings to provide arbitrary grating proﬁles. Finally, conﬁrmation of the grat-
ing phase characteristics were made using an integrated Michelson interferometer
device. The results again closely agreed with simulation further conﬁrming the
quality of the grating devices, the consistency of the fabrication processes and also
the application of the integrated Michelson device itself. So, the properties hoped
for from the proposed grating device were conﬁrmed experimentally, namely, high
values of κ, broad Bragg wavelength bandwidth, and arbitrary control of grating
chirp and coupling coeﬃcient.Chapter 5
CBG Distributed Feedback Lasers
In addition to application as passive dispersion control elements or in DBR
lasers CBGs may be exploited in the design of distributed feedback laser (DFB)
structures. The main purpose of fabricating CBG DFB lasers was initially as a
secondary method to conﬁrm the fabricated, chirped grating operation in both
amplitude and phase terms. DFB laser devices were also selected as a precursor to
fabrication of the more complex DBR and mode-locked lasers as they are generally
more easily manufactured and less susceptible to factors such as facet quality and
absorption in passive regions.
However, the eﬀects of applying a chirped structure as the basis for a DFB laser
are not entirely clear from the analysis of passive grating structures. A derivation
of the coupled-mode equations governing chirped DFB structures was outlined in
section 2.3, and by including the gain term into the matrix-method simulations
the behaviour of a CBG DFB laser may be predicted.
Using the TMM derived previously a number of chirped DFB geometries were
simulated. The transmission spectrum of each device in the absence of gain, and
the mode plots of the laser were calculated.
5.1 Fabrication of laser devices
The active devices were fabricated on a Multiple Quantum Well structure with
InGaAs wells and GaAs barriers with lithography carried out in the same manner
as for the passive devices. The MQW laser material details, lasing around 980nm,
are given in Figure 5.1. After the lithography a few further steps must be taken for
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Figure 5.1: MQW material for lasing at 980nm.CHAPTER 5. CBG DISTRIBUTED FEEDBACK LASERS 91
fabrication of the laser devices. First the sample is coated with 200nm of PECVD
Si02, then a thick bi-layer of PMMA E-beam resist is spun onto the top surface.
Narrow windows that extend over the gain region of the lasers are patterned in
the PMMA and subsequently opened into the silica mask to allow contacts to be
deposited. The sample is then cleaned and a second bilayer of PMMA spun onto
the top surface. Large contact pad windows are then patterned into the resist.
The cap layer of the semiconductor is wet etched and a Ti:Pt:Au contact evapo-
rated onto the waveguide surface. Subsequent to the metal evaporation a further
few hundred nanometres of gold is sputtered onto the sample. The sputtering is
necessary to ensure the structure’s vertical sidewalls and their bases are suﬃciently
coated to allow current ﬂow to the device. The remaining resist is removed using a
liftoﬀ technique that clears the unwanted metal, leaving only the positive contacts.
The sample substrate is then thinned down to around 200 − 300µm and a nega-
tive contact evaporated onto the substrate side. Finally the bars are cleaved and
tested. The p-contact lithography and metalisation process is shown in outline in
Figure 5.2.
5.2 Single period DFB laser
5.2.1 Simulation
Before examining the eﬀects of introducing a chirp to the Bragg grating it
is worth ﬁrst noting the response of a simple, constant period, DFB laser. The
transmission spectrum of a single period Bragg grating with no gain is shown
in Figure 5.3. The device simulated was 500µm long, with a constant coupling
coeﬃcient of 10cm−1. When the gain term is included in the simulation of the
Bragg structure the response of a DFB with the same characteristics is eﬀectively
modelled. It may be recalled that the electric ﬁeld in the grating can be written
as:
E(z) = Ef(z)exp

g − j

β0

1 −
n0 − neff
n0

+ ∆β

z

+ Eb(z)exp

g + j

β0

1 −
n0 − neff
n0

+ ∆β

z

(5.1)CHAPTER 5. CBG DISTRIBUTED FEEDBACK LASERS 92
Figure 5.2: Fabrication of laser p-contacts.
Figure 5.3: Simulated transmission spectrum of a single period Bragg grating with
zero gain.CHAPTER 5. CBG DISTRIBUTED FEEDBACK LASERS 93
For the case of the passive gratings studied previously the gain, g, was set at g = 0.
In order to simulate the behaviour of chirped, apodised, DFB lasers this modal
gain term was varied from 0 → 100cm−1 and the resulting output intensity plotted
as a contour function of wavelength and modal gain. The simulated response of a
single period DFB is shown in Figure 5.4. The modal spectrum is symmetric about
the Bragg wavelength of the device with two fundamental lasing modes either side
of the stopband. In real devices the mode competition between the fundamental
modes is annihilated by asymmetric fabrication of the waveguides surrounding the
DFB structure, forcing lasing action in only one mode.
Figure 5.4: Simulation of single period DFB lasing modes.
5.2.2 Experimental results
A number of single period untapered gratings were fabricated within a Fabry-
P´ erot cavity, the results presented here are indicative of the agreement presented
by the full range of results. The DFBs did not lase as expected, most likely due
to the relatively small coupling coeﬃcient achieved at this early stage in device
fabrication maturity. However, the Fabry-P´ erot etalon did allow lasing to occur
and hence the characteristics of the grating structures could be inferred. Figure 5.5
shows the LI curve for this device. The threshold is around 90mA and the device
shows a strong gain saturation. The spectrum of the device was taken at a number
of injection currents and a sample of the results is presented in Figure 5.6. The
mode spacing is around 0.33nm which corresponds with the Fabry-P´ erot modes of
the cavity. There is a clear stopband present with the modes at the red end of the
spectrum being preferentially excited with increasing injection current. Figure 5.7
shows the consistent stopband more clearly. The stopband is exhibited at aroundCHAPTER 5. CBG DISTRIBUTED FEEDBACK LASERS 94
Figure 5.5: LI curve for straight grating within FP cavity device with 100nm
recess depth.
Figure 5.6: Lasing Spectrum of the straight grating with FP cavity device at
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998.5nm and is constant with increasing injection current. This measurement
gives a good indication of where the centre of the tapered grating devices to be
discussed subsequently should arise.
Figure 5.7: Waterfall plot of lasing modes of the straight grating in FP cavity with
injection current.
5.3 Apodised, non-linearly chirped DFB lasers
As mentioned previously the main aim for producing the DFB lasers was to
exhibit the chirped grating eﬀects. However, at the time of fabrication the techno-
logical issues associated with producing gratings with arbitrary coupling coeﬃcient
proﬁles had not been surmounted. Furthermore, it was clear that for constant grat-
ing recess depth along the chirped grating, where the chirp is induced by varying
waveguide width, a strongly wavelength dependent grating reﬂectivity would be
observed. It was therefore necessary to counteract this problem without recourse
to modulation of the grating recess depth. One possible solution to the uneven
spread of the stopband is to introduce a non-linearly varying taper function that
counteracts the eﬀects of the varying coupling coeﬃcient. Each grating increment,
as described previously as a ﬁnite section of grating with constant pitch, may be
allowed to vary in length, and in doing so the overall reﬂectivity of the section may
be modiﬁed. In essence the coupling coeﬃcient is balanced against the eﬀective
length of each grating increment. However, it is not practical to create a grating
structure with varying incremental lengths, since it is desirable to keep the total
device length under direct control. Instead the increase in eﬀective index, inducedCHAPTER 5. CBG DISTRIBUTED FEEDBACK LASERS 96
by change in ridge width, over an increment may be varied. By varying the rate
of change of eﬀective index each increment feels the same eﬀect as if under the
inﬂuence of a varying length of constant pitch sections.
To ﬁnd the width change over an incremental length of the grating it is neces-
sary to know the average coupling coeﬃcient κc, of the grating. From the average
coupling coeﬃcient, incremental length and the eﬀective coupling coeﬃcient of
each grating section, the eﬀective length of each section may be calculated. The
incremental length can be calculated as in (5.2), where m denotes the index of the
section under consideration, κm is the coupling coeﬃcient of the grating increment
with length dz.
Lm =
κcdz
κm
(5.2)
From the eﬀective length the change in eﬀective index may be calculated.
∆nm =
dz
Lm
dn (5.3)
In (5.3) nm is the change in eﬀective index over the grating section and dn is
the change in eﬀective index over a linearly varying grating section. The change
in ridge width may then be found from the eﬀective index. A schematic of this
device geometry is given in Figure 5.8. Figure 5.9 shows simulations of the trans-
Figure 5.8: Schematic of non-linear taper.
mission spectra for a linearly tapered chirped grating with constant grating recess
depth and the associated non-linearly tapered, compensated device. It is clear
from Figure 5.9, that by introducing a non-linearly varying taper to counteract
the variation in the coupling coeﬃcient, the bandwidth is widened and the peak
reﬂectivity shifted back toward the design wavelength of 980nm as compared to
the linearly tapered grating. The peak reﬂectivity of the device is reduced as may
be expected, and the side lobes on the long wavelength side of the stop band areCHAPTER 5. CBG DISTRIBUTED FEEDBACK LASERS 97
(a) (b)
Figure 5.9: Simulated transmission spectra of (a) linearly tapered and (b) non-
linear apodised grating.
still present. However, the response is closer to the ideal case than the linear taper
device. In response to the increased modal gain required for lasing in the non-linear
Figure 5.10: Simulation of non-linearly tapered DFB lasing modes.
grating devices, as illustrated in the lasing mode spectrum given in Figure 5.10, a
symmetric tapered device may be implemented. The basic geometry of the device
is shown in Figure 5.11. It is illustrated in Figure 5.12a that again there is a slight
blue shift in the device reﬂection peak that appeared in the one sided non-linearly
tapered device. However, there are now gap modes in the stopband. The occur-
rence of these is due to the eﬀects of having reﬂection centres that satisfy the
Bragg condition symmetrically placed on either side of the device’s central point,CHAPTER 5. CBG DISTRIBUTED FEEDBACK LASERS 98
Figure 5.11: Symmetrical taper geometries.
(a) (b)
Figure 5.12: Simulation results for symmetric non-linear apodised grating, (a)
Transmission spectrum with zero gain, (b) Lasing modes.
highlighted by the frequency dependent free spectral range of the fringes. One
eﬀect of the gap modes suggests a lowering of the necessary modal gain for lasing.
Figure 5.12 shows the simulation results for the symmetric non-linear taper device.
Finally it is apparent that there is a limit to the width of the waveguide that
may be used in the non-linear taper compensation scheme. This upper limit is
imposed by the practical width of waveguide ridge to be written, and the desire to
keep from coupling into higher order modes of the waveguide structure. In other
words the waveguide was not allowed to increase in width indeﬁnitely, but was
saturated at a predetermined value that would persist until the ideal waveguide
width dropped below that width on the narrowing taper side. The device structure
is illustrated in Figure 5.13. By capping the waveguide width at 2µm it was
hoped to avoid the problems associated with coupling to higher order transverse
waveguide modes. A device with a non-linear taper capped at 2µm was simulatedCHAPTER 5. CBG DISTRIBUTED FEEDBACK LASERS 99
Figure 5.13: Symmetrical non-linear taper with saturated width.
(a) (b)
Figure 5.14: Simulation results for saturated symmetric non-linear apodised grat-
ing, (a) Transmission spectrum with zero gain, (b) Lasing modes.
and the results are presented in Figure 5.14. It is apparent that the modiﬁed
non-linear taper has a number of beneﬁts. It still presents the series of gap modes
in the transmission spectrum, however, although the stopband is almost the same
as the unsaturated grating case, it shows a slight increase in reﬂectivity of the
long wavelength portion as would be expected by elongating that portion of the
grating by capping the width variation. The simulation presented in Figure 5.14
is due to a taper geometry with W1 = 1µm, Wsat = 2µm and recess depth
d = 100nm. A secondary simulation was also carried out with the same waveguide
parameters except for W1 = 1.5µm. The result of this simulation is shown in
Figure 5.15. Figure 5.15 shows that the gain required for lasing has increased from
the W1 = 1µm case. This is expected since the grating average coupling coeﬃcient
is reduced and so the reﬂectivity is reduced leading to a higher gain requirement
for lasing. Secondly there is in interesting feature of the predicted lasing modes.
The equally spaced modes are still present but the simulation suggests that each
alternate mode will preferentially lase in this geometry.CHAPTER 5. CBG DISTRIBUTED FEEDBACK LASERS 100
Figure 5.15: Simulated lasing spectrum of saturated non-linear tapered DFB, W1 =
1.5µm,W2 = 2µm
5.3.1 Experimental results
Symmetric non-linear taper with 100nm recess depth and W1 = 1µm
The LI curve of the device is similar in form to that illustrated previously in
Figure 5.5 with a threshold current of around 150mA and strong gain saturation.
The spectrum was taken on a range of injection currents and a sample result
at 375mA injection current is presented in Figure 5.16. Above threshold the
device shows evenly spaced modes repeating around 0.5nm as predicted by the
simulation. There is also a trend for the lasing power to experience a redshift
with increasing injection current. The mode spacing and position however, remain
constant with increasing current.
The lasing bandwidth of the evenly spaced modes is almost 10nm at 100mA
injection current which also agrees with the simulations which show modes with
even spacing and ﬂat gain proﬁle with around 10nm span. Of course the gain
spectrum of the material will also aﬀect the lasing mode proﬁle, but the agreement
seen here is certainly encouraging.
Symmetric non-linear taper W1 = 1.5µm.
A further variation of the symmetric non-linear DFB was investigated where
the waveguide taper was reduced from 1 − 2µm to 1.5 − 2µm. The reductionCHAPTER 5. CBG DISTRIBUTED FEEDBACK LASERS 101
Figure 5.16: Lasing Spectrum of the Symmetric Non-Linear Taper Device at
375mA.
of the taper geometry results in a narrowing of the device bandwidth and a drop
in peak reﬂectivity. The eﬀect on the laser output is to increase the necessary
gain required for lasing as outlined above. The LI curve for this device is of the
same form as previously discussed with a threshold again around 150mA and a
strong gain saturation. The spectrum of the device is shown in Figure 5.17. The
mode spacing is the same as the wider taper device however, every second mode
in the spectrum seems to be suppressed somewhat. Simulation results for this
reduced taper device interestingly showed that alternate modes were favoured in
the ﬂattened gain regime as previously discussed, also matching very well with the
experimental results.
Finally, it is useful to directly compare the simulated and measured lasing spec-
tra for the fabricated devices outlined above. The comparisons are presented in
Figure 5.18. The results show close agreement of the simulations with the fabri-
cated results, conﬁrming that coupled functions of the grating chirp and apodisa-
tion may be accurately fabricated by the means presented.CHAPTER 5. CBG DISTRIBUTED FEEDBACK LASERS 102
Figure 5.17: Lasing Spectrum of the reduced taper symmetric non-linear taper
device at 210mA.
(a) (b)
Figure 5.18: Simulation and measured device results of saturated symmetric non-
linear apodised grating (a) W1 = 1µm, (b) W1 = 1.5µm.CHAPTER 5. CBG DISTRIBUTED FEEDBACK LASERS 103
5.4 Conclusions
In this chapter DFB lasers based on tapered chirped Bragg gratings were pre-
sented. A scheme by which κ may be modulated without recourse to variation
of the grating recess depth was implemented, and shown to produce devices that
lased with interesting multimode behaviour. Whilst the devices do not provide
a direct measurement technique for the grating amplitude and phase, their be-
haviour, matching well with that predicted by the TMM model, gave conﬁdence
in the grating design at an early stage in the fabrication optimisation process. The
lasing behaviour of the devices provides a wider indication of the grating perfor-
mance than a transmission measurement alone, allowing further development of
devices that may be subsequently measured as detailed in Chapter 4.Chapter 6
Tapers
In this work the main body of eﬀort has been directed towards developing ta-
pered deeply etched integrated grating structures. Necessarily, if these devices are
to be implemented within integrated optical circuits they must be compatible with
currently available technologies. Towards this aim of integration it is clear that
an eﬃcient and compact mode converter is required. Optical mode converters are
used as an interface between planar systems of diﬀerent functionality and hence
varying modal proﬁle [103–105]. In III-V material systems mode converters may be
used as a means to couple light between deep and shallow etched ridge waveguides
where, due to their unique properties it is often advantageous to implement both in
the fabrication of a single system. The strong lateral conﬁnement and high index
contrast of deep etched waveguides allows for tight waveguide bends, novel grating
devices and high-frequency components. However, these guides exhibit relatively
high waveguide losses and are hence less suited for applications as interconnects, or
in active structures where scattering losses and surface recombination may prove
problematic. Previous work carried out into designing adiabatic tapers has focused
both on the geometry of the taper [104–107] and its spatially dependent refractive
index proﬁle [108,109], as both are required for strict adiabatic propagation [110].
However, it requires long device lengths to produce eﬃcient tapers with simple
linear and parabolic proﬁles and involved fabrication methods to create the req-
uisite refractive index gradients for strict adiabaticity. In this chapter a double
etched deep to shallow taper device, in addition to optimised taper proﬁle design,
is presented in order to produce adiabatic, single mode propagation on sub 100µm
length scales, without recourse to refractive index modulation. For compatibility
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with photonic integrated circuits, especially those incorporating semiconductor op-
tical ampliﬁers, they are required to exhibit both low reﬂectivity and loss. The
resultant geometries are simulated using Finite Diﬀerence Time Domain (FDTD)
and Transfer Matrix Methods (TMM) and compared with fabricated device re-
sults. In general, the lateral conﬁnement of the deeply etched waveguide will be
much greater than that of the shallow etched section, and therefore a larger cross-
section width is required to match with the shallow etched guide. It is assumed in
this case that the vertical conﬁnement of both regimes is closely matched due to
the epilayer structure which remains constant throughout the device. Therefore,
since the width of the deeply etched waveguide is dictated by the grating struc-
ture, a means to expand the mode to match the shallow etched section was sought.
The literature presents a number of alternatives for the purposes of mode trans-
formation in both ﬁbres [111] and in integrated guides [44,103–109,112]. There
are two essential elements in any proposed taper solution, ﬁrstly that the mode is
transformed with little conversion into higher order guided modes, and secondly
that there is minimal loss in the structure to radiation or leaky modes. Adiabatic
tapers are deﬁned as those meeting the aforementioned conditions, but more gen-
erally as structures that closely approach these conditions. In this work, following
the convention of Marcatili [110] tapers that exhibit lossless and conversionless
nature will be referred to as strictly adiabatic, with those close approximations
being adiabatic. In the ideal case of a straight waveguide the spatial mode proﬁle
may be solved for by direct solution of Maxwell’s equations given the boundary
conditions. Since the waveguide structure does not vary with propagation length
it is obvious then that this same solution applies along the propagation length of
the structure and hence the mode should travel - in the absence of losses and other
non-ideal factors such as waveguide roughness - without perturbation. However, in
the case of the tapered waveguide the section of the structure can be considered as
a continuously varying function and as such will require solution of the Maxwell’s
equations at each point. If the solution to this structure is not constant along
its length then the mode will experience coupling between the fundamental mode
and other higher order guided modes or radiative modes. The problem it seems
resolves itself into two possible routes; either a perfect matching of solutions to
Maxwell’s equations may be sought along the taper length, or an approximation
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the practicalities of device fabrication.
In the ﬁrst case where perfect adiabaticity is sought, an excellent paper by Mar-
catili [110] has been presented in which the author deﬁnes a method to signiﬁcantly
ease the problems associated with consistent solution of the Maxwell’s equations
with varying spatial waveguide section. The author proposes that by recasting the
equations into a non-Cartesian coordinate system the Maxwell’s equations may be
solved easily within that system. Therefore, in the case of a linearly varying taper
the system may be constructed in polar space where the boundaries of the waveg-
uide coincide with the principle axes of the coordinate system, making solution of
the Maxwell’s equations signiﬁcantly easier. Figure 6.1 illustrates the system in
which a linear taper may be approached. By recasting these equations in polar
Figure 6.1: Linear taper in polar coordinates.
coordinates however, there is an implicit transform of the system that requires at-
tention. The refractive index of the waveguide becomes, rather than the assumed
constant that we are used to, a function of the coordinates, so that for adiabatic
propagation of the mode the index of the waveguide must be variable. The author
also casts curved, sublinear and superlinear, tapers [110] by recourse to elliptical
coordinates in his work. So although this is an extremely elegant and powerful
method for the design and solution of lossless tapers it includes in its workings
the assumption that the necessary variable refractive index within the waveguide
structures may be fabricated. As will be discussed, this is not an assumption that
is easily contended with when considering real fabrication.
A second method for strict adiabcity is presented by Lee et. al. [113] based on
conformal mapping. In this case a method for mapping a simple straight waveguide
- being strictly adiabatic as previously discussed - onto a waveguide with varyingCHAPTER 6. TAPERS 107
spatial cross section is presented. As in any conformal mapping scheme the object
of the analysis is to continuosly transform one domain into another. In the work
presented by Lee the authors constrain the secondary domain - that which will
contain the taper - by predeﬁning two sections of waveguide with an indetermi-
nate intermediary section to be calculated via the conformal mapping. However,
this transform method requires that not only the physical waveguide dimensions
be modulated but also the refractive index. So, although this method is another
powerful tool in the design of strict adiabatic tapers for arbitrary mode size con-
versions, it retains the limiting factor of the Marcatili method that demands the
fabrication of variable refractive index waveguides.
The bulk of published research into waveguide tapers has been directed to-
wards applications in SOI devices with particular interest in conversion of waveg-
uide modes for matching with optical ﬁbres [44,112], and conversion of waveguide
cross-section [103–105,107–109]. The main focus of the work has been divided into
two areas. Firstly, some work has been done in tackling the problem of varying the
refractive index of the waveguide along its length. Cheben et. al. [44] propose the
use of a subwavelength grating - as outlined in section 3.1 - to vary the eﬀective
index of the propagating mode that may be used in addition to a spatial taper for
mode matching with optical ﬁbre. Another attempt to resolve this issue is made
by fabrication of waveguides using Flame Hydrolysis Deposition (FHD) to deposit
the waveguiding layer [109]. By so doing it is shown that by varying the deposition
parameters the depth and density of the FHD layer may be varied across the sam-
ple surface and so produce varying refractive index conditions favourable for the
production of adiabatic tapers designed using a constant V parameter method.
In addition to these methods a device structure is proposed using two overlap-
ping tapered waveguide sections with distinct refractive indices to induce the total
modal index observed by the mode. Figure 6.2 shows the dual taper device struc-
ture presented by Yamaguchi et. al. [108]. However, since the work presented in
this thesis is based on III-V materials and it is therefore more diﬃcult to pur-
sue variable refractive index waveguides it seems more prudent to follow a taper
design that assumes a constant material refractive index. To this end a number
of device geometries have been proposed in particular those by Solhemainen [107]
and Dai [104,105] that are concerned with double etched taper structures. Double
etched waveguides are those that are etched ﬁrst with one pattern then undergoCHAPTER 6. TAPERS 108
Figure 6.2: Overlapped taper[108].
a secondary lithographic step to etch a secondary mesa into the structure. The
double etching process is shown in Figure 6.3. In the aforementioned works the
authors present taper structures that are consistent of two taper sections, an up-
per and a lower. The lower taper may be considered as a lateral expansion section
for the strip waveguide leading into the ridge section. The upper taper gradually
increases the ridge width to transpose the mode from the strip guide into the ridge
section. A schematic of the double etched taper device is shown in Figure 6.4.
Figure 6.3: Double mask technique.
The strip to ridge taper may be easily transposed into a deep etched to shallow
etched III-V material system waveguide setting. In III-V materials, both lateral,
vertical and combinatorial tapers have been in use in integrated devices for some
time and for many applications, a useful review of these taper geometries residing
in the paper by Moerman [106]. However, although much work has been done on
bulk taper geometries there has been little rigour shown in the design of the actualCHAPTER 6. TAPERS 109
Figure 6.4: Double etched taper.
taper functions themselves, with most authors content in using the standard linear,
parabolic or sine taper functions. The reason for this is not hard to fathom, as in
the bulk of the work it is SOI devices that are considered and therefore the losses
in the waveguides to be contended with are very small, as low as 0.2dB/cm. With
such low losses it is not an issue to let the taper lengths run to hundreds of microns
at which scale the exact taper function is indeed not entirely critical to adiabatic
function. However, since it is III-V materials that are being considered here, with
their associated higher losses and a requirement to keep as small a device length
as possible, the taper function itself is of great interest.
Aside from the coordinate transform and conformal mapping method, both
of which require a variation of refractive index, there are models that may be
used to calculate the optimal function for a waveguide taper. In these methods
it is attempted to produce a taper of minimal length as oﬀset by the coupling of
the fundamental propagating mode into higher order guided modes or radiation
modes. In eﬀect they are approximate methods by with adiabatic propagation
may be balanced against the propagation length.
The ﬁrst of these methods is presented by Love et. al. [111] and is directed
primarily for use with optical ﬁbre propagation. However, the method may be
taken as general and is transposable into a planar waveguide system. Firstly it
is stated that at any section of the waveguide the structure may be solved for its
guided and radiative modes and their associated eﬀective refractive indices. It is
then assumed that if it is required to vary the lateral dimension of the waveguide
then the length over which that is achieved must be much larger than the beat
length between the fundamental propagating mode and the mode with the clos-CHAPTER 6. TAPERS 110
est eﬀective index. The beat length condition is taken as the delineating point
between adiabatic and lossy waveguides and is then used to calculate the critical
angle of the waveguide at any given section as described by (6.1).
Ω =
1
C
a(β1 − β2)
2π
(6.1)
In (6.1), Ω is the critical taper angle at a waveguide width of a, β1 and β2 are
the propagation constants of the fundamental and closest matching mode and C
is the constant normalised coupling coeﬃcient. There are a number of interesting
cases where the value for the secondary propagation constant takes on speciﬁc
meaning. Firstly, if the waveguide is single moded but has a ﬁnite cladding then
the second mode will be that of the closest matching cladding mode, secondly if the
single moded guide is surrounded by eﬀectively inﬁnite cladding then the closest
matching mode will be that of the radiative modes in the cladding and ﬁnally
if the guide is multimoded then the secondary mode will be that of the closest
matching guided mode. Figure 6.5 shows a schematic of the possible coupling
between the fundamental guided mode and those others described. After deﬁnition
Figure 6.5: Possible coupling of fundamental guided mode to, cladding, radiative
and 1st order guided modes.
of the relevant modal propagation constant, the taper proﬁle may be extracted by
integrating the critical angle of the taper over the lateral change in waveguide
width, producing the optimal waveguide taper function.
An alternative to the method proposed by Love, is submitted by Vassallo [114].CHAPTER 6. TAPERS 111
In his work Vassallo presents a method in which the taper proﬁle is limited by
the rate of change of mode cross section with propagation length over a laterally
varying waveguide structure. The same assertion stated by Love is applied here,
that a change in waveguide structure induces a coupling between the fundamental
propagating mode and other guided and radiated modes of the structure. The rate
of change of modal power in any given mode of the structure with rate of change
of fundamental modal proﬁle may be related as given in (6.2).
∂Sm
∂z
≈ −

φ
∗
m
∂φ0
∂z

exp

i
Z z
0
(βm − β0)dz

S0 (6.2)
In (6.2) S0 and Sm are the powers of the fundamental and mth modes of the
structure, φ0 and φm are the modal solutions in the transverse direction of the
fundamental and mth order modes, and β0 and βm are the propagation constants
of the fundamental and mth order modes respectively. For coupling to remain
negligible it is necessary that
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a strict inequality by introducing a factor F, where F  1. The limiting factor
on the rate of change of taper width with length may then be written as in (6.3),
where
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∂a is the rate of change of the fundamental modal proﬁle with waveguide
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From (6.3) the optimal waveguide taper function may be extracted by integrating
the reciprocal of the rate of change of width with length over the required waveg-
uide width variation. As in the case of the method proposed by Love, the closest
mode propagation constant is deﬁned by the waveguide structure and may take
the form of that associated with guided, radiative or cladding modes.
6.1 Design and fabrication
In this work the taper is to couple light from a shallow etched waveguide
to a deeply etched section with refractive index solely deﬁned by the material
structure and waveguide section. A double etched waveguide solution may beCHAPTER 6. TAPERS 112
used and the taper proﬁle deﬁned by standard approximations or by the optimised
methods previously outlined. To assess the optimal design for the applications in
this work a number of taper designs were simulated and fabricated in order to
compare the reﬂectivity and loss produced by each design. The waveguides were
all fabricated on the same AlxGa1−xAs material described in Chapter 4, and both
the shallow and deep etched waveguides were designed with a waveguide width of
2µm. The waveguide width was chosen as this allows both enough area for current
injection - whilst remaining single moded - in the shallow etched ridge regime, and
corresponds to the grating work in deeply etched waveguides already undertaken.
6.1.1 Fabrication method
The fabrication procedure for the tapers and waveguides was carried out using
a double lithography process similar to that outlined previously [107]. First gold
markers were deposited on the sample to allow alignment of the various litho-
graphic steps carried out. The deep etched waveguides and the deeply etched
envelope waveguides were deﬁned ﬁrst in HSQ and subsequently deeply etched
into the semiconductor with a SiCl4 RIE. Since the etch depth of the features was
around 2µm the secondary lithography step had to be carried out using a thick
bilayer of PMMA in order to ensure that the resist fully coated the sidewalls of the
deeply etched features. The shallow etched features were then transferred into the
resist, with careful consideration of proximitiy eﬀects taken into account due to
the very narrow width of the taper features, using the VB6 electron-beam lithog-
raphy tool. The pattern was etched into a silica hardmask followed by second
RIE process in SiCl4 which was then carried out to etch the shallow features. The
fabrication process is shown in Figure 6.6. The waveguides fabricated were of the
form of a deeply etched waveguide followed by a taper transition section into a
shallow etched waveguide as illustrated in Figure 6.7.
6.1.2 Deep to shallow etch transition devices
As a baseline by which to judge the performance of the optimised double etched
tapers two other device geometries were fabricated. The ﬁrst was a direct deep
to shallow etch waveguide transition that was designed without appeal to mode-
matching or taper optimisation processes where both deep and shallow etchedCHAPTER 6. TAPERS 113
Figure 6.6: Taper fabrication.
Figure 6.7: Taper sample.CHAPTER 6. TAPERS 114
waveguides were matched in physical width. The direct transition as fabricated
on GaAs:AlGaAs is shown in Figure 6.8. The second device design to be tested
(a) (b)
(c)
Figure 6.8: Direct transition between deep and shallow etched waveguides (a),(b)
SEM images and (c) schematic.
was based on a horn taper. In this geometry the deeply etched section is lin-
early tapered to a width larger than that which would match the shallow etched
mode. The horn taper is shown in Figure 6.9. Given the constraints previously
mentioned, double etched tapers were designed using the adiabatic taper approxi-
mations previously outlined. The ﬁrst taper design implemented was based on the
method presented by Love [111]. The modes of the structure, for varying waveg-
uide width, were calculated using the FIMMWAVE package, and the results used
to calculate the taper proﬁle as described. However, if the tapers were designedCHAPTER 6. TAPERS 115
(a) (b)
(c)
Figure 6.9: Horn taper device (a),(b) SEM images and (c) schematic.CHAPTER 6. TAPERS 116
using a beat length deﬁned by association with the closest order guided mode the
method produced a device with a length in excess of 1.2mm. Clearly, a millime-
tre scale device is not feasible for application in integrated optical devices. As a
method to reduce the length of the device to more reasonable scales the secondary
mode considered was that of the radiation condition. As an approximation the
eﬀect of this substitution is to create a less than adiabatic taper, however, it cre-
ates a device with a lengthscale in terms of tens of micrometres. It was predicted
that this change, although the taper would be less eﬃcient than in the ideal case,
should still exhibit good conversion and loss characteristics. In addition there is
an important point to consider when regarding the two tapers of the double etched
structure. As described earlier the fundamental mode may couple to higher order
guided modes, cladding modes or radiation modes of the waveguide structure and
in the case of the upper taper, which gradually tapers from below cutoﬀ to the
ridge of the shallow etched waveguide section, the coupled modes are taken as
the radiative modes into a pseudo-inﬁnite cladding. The cladding modes of the
upper taper clearly will exhibit much higher eﬀective indices than those radiative
modes of the lower taper where in eﬀect the lateral waveguide cladding is air. The
eﬀect of this diﬀerence is to produce two tapers of varying proﬁle, the upper taper
length being greater than the lower. A second taper variation was also fabricated
in which the lower taper proﬁle was approximated to a linear variation whose
length matched the upper taper, and so providing a more gentle variation than
the calculated proﬁle. The fabricated double-etched taper device based on the
Love approximation is shown in Figure 6.10. The second, linearly varying lower
taper device, is shown in Figure 6.11.
An alternative approximation to the adiabatic criterion was presented by Vas-
salo. In this case the adiabatic criterion was calculated given the rate of change of
the mode proﬁle with waveguide width and the diﬀerence in propagation constants
between the fundamental mode and the mode of the structure with the nearest
index of refraction and as such presents a more general method than that pro-
posed by Love. As before this method produced extremely long devices, and so
the radiation mode approximation was used again. Also, as in the case of the adia-
batic tapers based on Love’s method, tapers with ideal deeply etched envelopes and
slowly varying linearly tapered envelopes were fabricated. To design the structures
the modal cross sections of the both shallow and deeply etched waveguides wereCHAPTER 6. TAPERS 117
(a) (b)
(c)
Figure 6.10: Adiabatic taper device (Love), (a),(b) SEM images and (c) schematic.CHAPTER 6. TAPERS 118
(a) (b)
(c)
Figure 6.11: Adiabatic taper device (Love), (a),(b) SEM images and (c) schematic.CHAPTER 6. TAPERS 119
simulated for a range of waveguide dimensions using the FIMMWAVE package.
The rate of change of modal power in the mode cross section was then calculated
as a function of the waveguide width for both cases and, given the extreme ta-
per dimensions, used to solve for the optimised taper function as described. The
devices with optimised upper and lower tapers are shown in Figure 6.12, and the
devices with linear lower tapers are shown in Figure 6.13.
(a) (b)
(c)
Figure 6.12: Adiabatic taper device (Vassalo), (a),(b) SEM images and (c)
schematic.CHAPTER 6. TAPERS 120
(a) (b)
(c)
Figure 6.13: Adiabatic taper device with linear lower taper (Vassalo), (a),(b) SEM
images and (c) schematic.CHAPTER 6. TAPERS 121
6.2 Simulation
It was undertaken to simulate the tapered devices as outlined above in order to
make a comparison with the results of the fabricated devices. The simulations were
carried out using a 2D Finite Diﬀerence Time Domain (FDTD) package produced
by Lumerical. The spatial and temporal grid conditions were calculated using
the conditions presented by Taﬂove [115], with the spatial grid deﬁned as λ/20,
where λ is the wavelength of propagation in the semiconductor, and a time step of
dt = 1
c
r
(
1
dx)
2
+(
1
dy)
2, where dx and dy are the spatial grid dimensions. The tapers as
previously described were directly transcribed into the FDTD simulation system
using eﬀective index values for the various etched sections of the dielectric material.
A pulse was injected into the fundamental mode of one end of the waveguide and
the power monitored at both the output and input ends. The computational
domain was surrounded by a Perfectly Matched Layer (PML) absorbing boundary
condition to avoid reﬂections from the domain edges.
In order to calculate the reﬂectivity and loss of the device the total power in the
reﬂected, transmitted and injected modes were calculated and used in the relations
given in (6.4), (6.5) and (6.6).
R = Preflected/Psource (6.4)
T = Ptransmitted/Psource (6.5)
Loss = 10log10

Psource − (Preflected + Ptransmitted)
Psource

(6.6)
6.3 Measurement technique
The fabricated taper devices were measured in the tunable laser setup as pre-
viously described in Chapter 4. As before, since the taper devices are situated in
waveguides terminating in cleaved facets, Fabry-P´ erot fringes should be apparent
as the input wavelength of the laser is varied. The loss of the waveguides that
aﬀects the form of these fringes is in this occasion consistent of both a deeply and
shallow etched section that will each have a diﬀerent loss per unit length of prop-
agation. Examples of both shallow and deeply etched waveguides were fabricated
on the sample to extract the values for these losses in the usual manner. In addi-
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the reﬂections from the taper section would result in secondary resonances, and
that since the taper is not situated at the exact centre of the sample, and hence
the shallow and deep etched sections were of diﬀerent lengths, these secondary
resonances would be of distinct frequencies. Given that the loss of the straight
waveguide sections is known as is the facet reﬂectivities then the loss of the ta-
per structure may be found by extracting the primary Fabry-P´ erot resonance and
calculating its loss. The loss of the taper is then given as the diﬀerence between
the known loss of the waveguides without the taper and that of the devices in-
corporating taper devices. Subsequently, since the loss of the system is known,
and the resonances of the two subcavities, one corresponding to the shallow etch
to deep etch transition and the other in the opposite direction, may be extracted
by Fourier analysis, the reﬂectivities of each of the cavities may be calculated by
rearranging the loss calculation equation, (3.7), given previously in section 3.3.2.
Rtaper =

(1−(1−K2)0.5)
K exp(αnLn)
2
Rfacet
(6.7)
In (6.7) Rtaper is the reﬂectivity of the taper in one direction, Rfacet is the facet
reﬂectivity, αn is the waveguide loss per unit length of the relevant waveguide
section and Ln is the length of that waveguide section. K is the contrast of the
Fabry-P´ erot fringes as described previously and given as K =
Imax−Imin
Imax+Imin, where I
is the wavelength dependent intensity of the transmission spectrum of the device.
It was noted that given the assumption that the taper is a non-symmetric
reﬂector, the entire system may be modelled in a TMM system. The block repre-
sentation of the matrix model of the system is shown in Figure 6.14. The model as
Figure 6.14: Taper matrix model.
shown in Figure 6.14 includes both directionally dependent reﬂectivities, taper loss
and waveguide losses. The extracted results of the fabricated devices were inputCHAPTER 6. TAPERS 123
as parameters in the matrix model to conﬁrm the operation of the waveguide cav-
ities. The example given in Figure 6.15 is of a device with a direct deep to shallow
etch transition. As is evident in Figure 6.15 there is close matching between the
Figure 6.15: Sample measured and simulated Fourier transforms of transmission
spectra for a direct transition device.
measured results and the matrix model giving conﬁdence that the analysis method
used to extract the reﬂectivity and loss parameters from the experimental results is
valid. Therefore, the reﬂectivities of the tapered devices may be extracted from the
transmission spectrum results by curve-ﬁtting these against the ideal TMM model,
where the directionally dependent reﬂectivities are the variables being ﬁtted, with
the physical waveguide parameters and device loss as inputs to the model. The
curve-ﬁtting method follows the same method as that used in section 4.2 where
the grating element parameters were sought. Here the grating element is simply
replaced with the lossy, directionally dependent reﬂector model.
6.4 Results
The lengths of the taper designs, both upper and lower tapers are given in
Table 6.1. The values for devices losses for the FDTD simulations and measured
devices are presented in Table 6.2. The simulated and measured device reﬂec-
tivities are given in Table 6.3. In addition to the FDTD simulations of ideal
devices, Table 6.3 also presents FDTD simulation results for devices with a lateral
oﬀset misalignment between the two taper layers of 0.3µm. These oﬀset device
simulations were included to assess the eﬀects of misalignment between the two
lithography steps required to fabricate the tapers, where 0.3µm was taken as anCHAPTER 6. TAPERS 124
outside value for the misalignment that may occur in the fabrication procedure
outlined above.
Table 6.1: Taper lengths.
Device Taper Length (µm)
Lower Taper Upper Taper
Direct Transition − −
Horn Taper (Intense) 100 −
Adiabatic (Love) 4.7 19.7
Adiabatic (Love), linear lower taper 19.7 19.7
Adiabatic (Vassallo) 20.8 78.2
Adiabatic (Vassallo), linear lower taper 78.2 78.2
Table 6.2: Taper loss results.
Taper Losses (dB)
Device FDTD FDTD Measured
(ideal) (0.3µm oﬀset)
Direct Transition 0.2 0.3 1.1
Horn Taper 0.5 0.5 2.2
Adiabatic (Love) 0.4 0.4 1.1
Adiabatic (Vassallo) 0.1 0.1 0.4
As may be expected the devices with lower linear tapers exhibited better per-
formance than those with optimised proﬁles, as the linear taper being a slower
variation in width with propagation length is closer to the ideal situation, where
no approximation as to the index of the secondary modes has been made as dis-
cussed previously. The results presented for the adiabatic tapers in Table 6.2 and
Table 6.3 then are those for the linear lower taper variations of those geometries.
There is good agreement between the simulated results from the FDTD method
and the measured devices. The ﬁrst point to notice is that the measured losses,
although following the same trend as those calculated in the FDTD method, are
slightly larger. This result is anticipated as the eﬀects of sidewall roughness and
other fabrication imperfections are not taken into account in the FDTD model. InCHAPTER 6. TAPERS 125
Table 6.3: Taper reﬂectivity results.
Reﬂectivity
Device Shallow to Deep etch (%)
FDTD FDTD Measured
(ideal) (0.3µm oﬀset)
Direct Transition 2.88 3.39 3.05
Horn Taper 0.50 0.54 0.8
Adiabatic (Love) 0.14 0.38 0.13
Adiabatic (Vassallo) 0.02 0.02 0.02
Reﬂectivity
Device Deep to Shallow etch (%)
FDTD FDTD Measured
(ideal) (0.3µm oﬀset)
Direct Transition 0.05 0.06 0.44
Horn Taper 0.04 0.06 0.36
Adiabatic (Love) 0.02 0.02 0.22
Adiabatic (Vassallo) 0.01 0.02 0.05
addition, the FDTD model used was a 2D approximation to the 3D system. The
main reason for this reduction was that it was computationally prohibitive to run
a 3D simulation on devices of the dimensions under consideration here. However,
by imposing this restriction on the model the eﬀects of scattering in the verti-
cal direction are neglected, resulting in lower losses in the simulated results than
would be the case for the 3D model. With these factors taken into account the
matching between simulation and measured results is reasonable, though the dis-
parity suggests that a role is played both by fabrication imperfections and vertical
scattering.
It is at once obvious from both the simulated and fabricated device results
that there is a signiﬁcantly higher reﬂectivity in the transition from shallow to
deeply etched waveguides, except in the case of the adiabatic (Vassallo) tapers.
The mode travelling in the shallow etched section is less conﬁned in the lateral
direction and so when it impinges on the interface a larger proportion of that
mode will see the index perturbation of the lower taper than would be the case in
the opposite direction. However, in the case of the optimised tapers this eﬀect is
greatly reduced so that the tapers become almost symmetrically reﬂecting devices,
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the non-symmetric reﬂectivity somehow falls foul of reciprocity considerations.
However, this is easily quashed, recalling that the loss is symmetric and it is not
against reciprocity for the scattered radiation (in this case, that trapped by the
backward travelling mode) to be non-symmetric.
There is excellent agreement between the FDTD and fabricated device results
for the shallow to deep etch transitions giving conﬁdence in the analysis of the lat-
ter and the TMM representation. Surprisingly the inclusion of the misalignment
between taper layers does not appear to induce very large eﬀects in the simulated
losses of the devices, and only the direct transition shows any signiﬁcant increase
in reﬂectivity. There is however another factor to consider with regards to the
transmission of the devices. It is important for many applications that light is
not only not lost or reﬂected in these devices but that the transmitted light is
maintained in the fundamental mode of the waveguide. In the case of the shallow
etched guide this is achieved readily as the waveguide dimensions dictate single
mode operation, however, the deeply etched guide is potentially multimoded and
therefore analysis of the transmitted modes in the FDTD simulation results was
carried out. To calculate the power in the fundamental mode, and hence the
transmitted power carried in the higher order modes of the waveguide the mode
cross section in the waveguide was sampled and the calculated fundametal mode
proﬁle subtracted to give the power in the higher order modes. Simulations were
carried out with misalignment between the two taper structures of 0nm, 150nm
and 300nm (300nm having been previously noted as an outside value that may
occur during fabrication.) The transmitted power in the waveguide was analysed -
in both the shallow to deep and deep to shallow etched conﬁgurations - to ﬁnd the
percentage of the transmitted power carried in higher order modes. It was found
that in all of the taper designs, excluding the direct transition and the Adiabatic
(Love) shallow to deep etch geometry, the variation in coupling to higher order
modes is less than 2% between extreme values of misalignment. Furthermore it
was exhibited that the coupling into higher order modes was signiﬁcantly larger
in the shallow to deep transitions than the reverse propagation direction. This
may be explained, as noted earlier, by the fact that the deep etch guide supports a
number of transverse modes whereas the shallow etched guide is nominally single-
moded, with power carried in higher order modes in this case describing the guided
cladding modes of the mesa structure. Again the optimised Adiabatic (Vassallo)
taper exhibits the most robust response with over 94% of the transmitted powerCHAPTER 6. TAPERS 127
carried in the fundamental mode for all conﬁgurations considered. These results
are summarised in Figure 6.16
Figure 6.16: Power transmitted in higher order modes as function of misalignment
between upper and lower tapers. Solid and dotted lines represent shallow to deep,
and deep to shallow transitions respectively.
6.5 Conclusions
Double etched taper devices, were presented with particular attention paid to
the taper proﬁle in order to design short sub-100µm devices. Two taper design
schemes were outlined and the resulting tapers designed alongside control struc-
tures. FDTD simulations showed promising reﬂectivity characteristics that were
matched by the low loss fabricated devices. In addition a TMM model of the ex-
perimental system provided conﬁdence in the values extracted by experiment. The
devices showed over a twofold reduction in loss and close to tenfold reduction in
reﬂectivity compared with the direct transition, that along with their low loss, low
modal conversion characteristics make them suitable for applications wide ranging
in aspect.Chapter 7
Conclusions
In this work it has been sought to investigate an integrated optical device
solution for control of optical signal dispersion. After consideration of current
technologies a tapered, deeply etched Bragg grating device was proposed. In the
course of investigating the CBG device a number of issues were raised including
fabrication techniques, waveguide loss reduction methods, modelling and design
tools, measurement techniques and associated integrated devices for system inte-
gration. With recourse to the preceeding activities a chirped Bragg grating device
was produced with high coupling coeﬃcient characteristics and continuously vari-
able Bragg condition. The grating was shown to operate well in two wavelength
regimes - 980nm and 1550nm - with TE polarisation, so designed to correspond
with semiconductor laser diode operaton, although TM operation is equally easy
to implement. In addition to the ﬂexible grating design other major outcomes
were achieved in this work. A TMM model tool for the simulation of arbitrarily
chirped and apodised grating devices was deﬁned, the products of which con-
sistently predicted the measured device characteristics. Wet chemical oxidation
and fully post-growth grating and waveguide fabrication via HSQ based E-beam
lithography and RIE were optimised to produce low loss, sub-micron structured,
integrated optical devices. Double etched taper devices were designed and opti-
mised to exhibit low reﬂectivity and loss transitions between deeply and shallow
etched waveguide structures, allowing integration of devices based on both systems
on one chip. The main results in these areas are summerised below.
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7.1 Design and modelling of chirped, apodised
Bragg gratings
For analysis of proposed chirped grating design, the well deﬁned solution to the
coupled-mode solutions pertaining to periodic structures was extended to include
the eﬀects of both Bragg condition variation and coupling coeﬃcient with length.
The eﬀects of these variations were then described in terms of the delay proﬁles
of the grating reﬂection characteristics and hence their dispersion modulation po-
tential. The extended coupled-mode solutions were discretised for application as a
TMM model of the grating system. With the available modulations in both λB and
κ, arbitrary grating structures could be modelled, giving as outputs both transmit-
ted and reﬂected ﬁelds, a useful situation given that later characterisation of the
devices relied on both their reﬂection and transmission characteristics. The model
was also analysed with respect to its discretisation dimensions, ﬁrst by compar-
ing the performance of the model against the direct solution to the coupled-mode
equations for unchirped gratings, and then as an increasing function of discretisa-
tion length in both frequency and propagation length for arbitrarily chirped and
apodised grating structures. It was shown that models with paramaters giving
close approximation to analytic grating solutions could be easily simulated on a
personal computer in a matter of minutes making this an attractive and ﬂexible
tool.
7.2 Deeply etched, tapered Bragg grating de-
vices
With the grating design and predicted behaviour well deﬁned by the coupled-
mode TMM model, attention was paid to the physical design and fabrication of
the devices. It was proposed that a tapered, deeply etched grating structure with
constant longitudinal period would provide the features necessary for realisation
of the intended devices. It was shown that the deeply etched sidewall gratings
could provide high coupling coeﬃcients due to the large overlap of the grating
index modulation with the propagating mode cross-section and that the waveg-
uide width taper could induce a signiﬁcant change in eﬀective index to modulate
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grating patterns by E-beam lithography, both with PMMA and HSQ resists. It
was found that not only did the HSQ fabrication method allow for fewer steps,
but the patterns produced showed signiﬁcantly less roughness after RIE etching
than the associated PMMA/PECVD silica method. Further to the investigation
between the two resists, work was carried out into wet chemical etching and ox-
ide removal as a method by which the etched semiconductor sidewalls may be
smoothed. Reductions in r.m.s. sidewall roughness and loss were observed up to
1.5nm and 4dBcm−1 respectively, although the as fabricated HSQ based devices
still outperformed the treated PMMA/PECVD silica devices. The transmission
spectra of fabricated gratings were measured for an array of devices with varying
recess depth and facet conditions, with some AR coated and others left as cleaved.
The results of these experiments illustrated two signiﬁcant outcomes. Firstly, the
gratings exhibited the predicted high coupling coeﬃcients, close to 100cm−1 for
a recess depth of only 200nm on a 2µm wide waveguide, showing that although
there is an RIE lag eﬀect of the pattern transfer into the deeply etched gratings,
signiﬁcant coupling may still be induced and furthermore κ may eﬀectively be
controlled by this method. Secondly these measurements highlighted the ability
of a TMM model based curve-ﬁtting algorithm to successfully supress the eﬀects
of the external cavity formed around the gratings by the access waveguides and
device bar facets. The recovered transmission spectra of devices with one, two
and no treated facets matched one another very well, in addition to closely follow-
ing the spectra predicted by the TMM simulations of the grating devices. Given
the relationships extracted from the ﬁrst fabricated devices and the theoretical
predictions, gratings with various chirp and apodisation proﬁles were designed,
necessitating the careful design in concert of both the recess depth and waveguide
width of the gratings. The transmission spectra of these devices matched very
closely again with the simulations, exhibiting the eﬀects of both grating chirp and
apodisation together and in isolation. Non-linear variations and temporal pulse
shaping devices were also fabricated and shown to closely follow the predicted
stopband characteristics. In addition to the passive grating devices a secondary
apodisation scheme was presented by way of DFB laser design and fabrication that
allowed for variation of the grating coupling coeﬃcient as a function of wavelength
without recourse to modulation of the grating recess depth. The fabricated DFB
lasing characteristics were multimoded and again predicted by the TMM model,
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coeﬃcient may be well controlled, and that the gratings are low loss enough, even
when deeply etched, to allow lasing of the DFB devices. Finally, an integrated
Michelson interferometer device was presented in order to measure the phase char-
acteristics of the grating in reﬂection. Again the TMM model allowed simulation
of this device structure and the devices fabricated within it closely agreed with
the simulated outcomes. This not only allows further conﬁrmation of the quality
of the fabricated grating devices but also clearly illustrates the potential of the
integrated Michelson in on chip interferometric applications.
7.3 Adiabatic deep to shallow etch transitions
As the grating devices presented in this thesis are based around deeply etched
waveguide structures - a technology also useful for tight waveguide bends and high
frequency components - and many integrated devices are implemented in shallow
etched geometries it was identiﬁed that a low loss, and low reﬂectivity transition be-
tween the two would be extremely beneﬁcial. To this end a double etched tapered
transistion was identiﬁed and the taper proﬁle designed using approximations to
adiabatic criteria for sub-100µm long devices. These tapers were fabricated using
the optimised E-beam lithography and RIE processes already developed for the
gratings and their properties measured using a transmission measurement that, by
curve-ﬁtting to a similar model as developed for the grating parameter extraction,
may recover both the loss and reﬂectivity characteristics. The optimised devices
were compared both against FDTD simulations and other taper geometries and
shown to give a two-fold reduction in loss and ten-fold reduction in reﬂectivity over
a direct transition. In addition, analysis of the FDTD simulations was carried out
to predict the eﬀect of misalignment of the taper layers on their performance and
speciﬁcally with regards to coupling into higher order modes. The optimised tapers
were found to couple very weakly into the higher order modes of the waveguides
and remained relatively immune to misalignment of the layers up the maximum
predicted fabrication oﬀset likely of 300nm.CHAPTER 7. CONCLUSIONS 132
7.4 Future Work
In this work the design, modelling, fabrication and measurement of ﬂexible
grating devices have been presented. Transmission and reﬂection measurements
and loss reduction techniques have been investigated as well as the proposal of deep
to shallow etch transitions by which the deeply etched gratings may be integrated
with wider optical circuits. The success of these activities suggest new directions
in which research may be pursued to apply the results obtained here.
Firstly, although gratings that may present arbitrarily variable λB and κ pro-
ﬁles have been illustrated, the manner by which these variations may be generated
has not been dealt with fully. Normally the Bragg condition proﬁle and coupling
coeﬃcient are not immediatly available but are implied in the required reﬂectivity
and grating phase characteristics. As was described in Chapter 2 both the grating
reﬂectivity and phase characteristics are dependent on both κ and λB. Therefore
it is not a straightforward matter to extract these parameters from the desired
outcomes, but requires solution of the coupled parameter problem. Once this has
been tackled then in addition to the methods presented here, a very powerful
method will be available for application with many existing problems.
Although the gratings presented here may be fabricated fully post-growth, and
with controllable chirp and apodisation, where many other methods cannot, there
is one aspect in which they have room for improvement. The bandwidths exhibited
here are in the order of nanometers, as opposed to some linearly chirped, constant
κ gratings fabricated by sampled grating or phase-shifted grating approximations
that can show tens of nanometers bandwidth. One way in which this may be
remedied, whilst still avoiding the necessity to locally vary the grating longitu-
dinal period that was deemed a diﬃcult method to pursue, is to combine the
continuously varying chirped approach of the tapered waveguide with the sampled
grating method. In this case long sections of grating with constant longitudinal
period - that varies between them - may be written, and internal to these the Bragg
condition may be varied as proposed in this work. In this way larger bandwidths
might be achieved whilst still retaining all of the beneﬁts of the methods outlined
here.
It was illustrated that gratings may be fabricated with functions of chirp or
apodisation isolated from one another. The ability to fabricate single Bragg con-
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applications has already been exhibited in ﬁbres [116]. With the technology pre-
sented here, this is an area that may be investigated in integrated devices, opening
up a whole new pulse-width regime. To this end a colloboration has already begun
with Jos´ e Aza˜ na of INRS, Montr´ eal, the initial results of which were presented in
Chapter 4.
Finally, the building blocks for a fully integrated pulse dispersion control and
ultrashort pulse generation system have been investigated and optimised here.
So, the next logical step it seems would be to construct integrated mode-locked
lasers with chirped, apodised DBR mirrors, with the two laser sections interfaced
with the deep to shallow etch transitions. These devices may then be explored
with regards to pulse modulation at generation, and compensation of the inherent
chirping of ultrashort pulses in semiconductor MLLs.
Hopefully, there are other applications for the structures and processes de-
scribed in this thesis that are so far outwith the knowledge of the author but may
provide useful employment of these writings.Appendix A
Coupled-Mode Theory
As stated in section 2.1 the case of two orthogonal, counter propagating modes
in a waveguide with periodically varying index may be considered through coupled-
mode theory. Firstly in a qualitative sense the amplitudes of the forward and
backward propagating waves may be described when considering a grating of ﬁnite
length, and initial excitation from only the forward propagating component. From
Figure A.1 it is clear that the amplitude of the backward propagating mode is
zero at the full length of the grating, increasing with coupling from the forward
mode backwards along the grating length. Quantatively the analysis of the ﬁelds
is based on the time independent wave equation.
∇
2E + (x,y,z)k
2
0E = 0 (A.1)
Figure A.1: Evolution of forward and backward mode amplitudes along a ﬁnite
length Bragg grating.
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Where E is the electric ﬁeld, k0 is the free space wavenumber and (x,y,z) is the
permittivity of the media the ﬁelds are present in. The permittivity in the case
of a grating may be written as a periodic modulation in z, superimposed on an
average permittivity distribution in x and y.
(x,y,z) = ¯ (x,y) + ∆(x,y,z). (A.2)
The total electric ﬁeld at any point in the grating region may be written as:
E(x,y,z) = ˆ xU(x,y,z)[Ef exp[(g − jβ)z] + Eb exp[(g + jβ)z]]. (A.3)
Where Ef and Eb are the complex amplitudes of the forward and backward prop-
agating waves respectively β is their associated propagation constant, U(x,y,z)
is the slowly varying complex amplitude and x ˆis the directional unit vector of
the electric ﬁeld. It can be assumed that there is negligible variation of U(x,y,z)
along the z direction - therefore it can be reduced to a variation in only the x and
y directions, U(x,y) - and that the functions Ef and Eb are also slowly varying,
greatly simplifying the analysis. The resultant time independent wave function
may be multiplied by U(x,y) and integrated over x and y, giving:
dEf
dz
exp[(g−jβ)z]+
(g + jβ)
(g − jβ)
dEb
dz
exp[(g+jβ)z] =
−jk2
0
2j(g − jβ)V
ZZ
∆(x,y,z)U
2(x,y)
× [Ef exp[(g − jβ)z] + Ef exp[(g + jβ)z] dxdy. (A.4)
Where V is a normalisation constant of
ZZ
U
2(x,y)dxdy.
As stated previously ∆(x,y,z) is periodic in the z direction and can therefore be
expanded as a Fourier series to:
∆(x,y,z) =
X
l6=0
∆l(x,y)exp(−j
2π
Λ0
lz). (A.5)
Replacing (A.5) into (A.4) gives an expression of the rate of change of forward
and backward propagating modes in terms of the lateral modal and permittivityAPPENDIX A. COUPLED-MODE THEORY 136
Figure A.2: Schematic of refractive index perturbation in a waveguiding structure
proﬁles and the longitudinal permittivity perturbation.
dEf
dz
exp[(g − jβ)z] +
(g + jβ)
(g − jβ)
dEb
dz
exp[(g + jβ)z] =
−jk2
0
2j(g − jβ)V
ZZ X
l6=0
∆l(x,y)exp(−j
2π
Λ
lz) U
2(x,y)
× [Ef exp[(g − jβ)z] + Ef exp[(g + jβ)z] dxdy (A.6)
It is useful at this point to consider the coupling coeﬃcient of the system, this is
the factor describing the eﬀect of the perturbation on the modes of the grating.
From (A.6) the coupling coeﬃcient κ can be expressed as:
κ =
k2
0
2j(g − jβ)
RR P
l6=0 ∆l(x,y)exp(−j 2π
Λ lz) U2(x,y) dxdy
RR
U2(x,y) dxdy
. (A.7)
A further simpliﬁcation can be made by assuming that the index perturbation is
of rectangular proﬁle and of known duty-cycle as shown in Figure A.2. Further to
the previous statements it is also assumed that the perturbation of permittivity is
real. Therefore the perturbation may be solved for by integrating over one period
of the grating. Using the origin given in Figure A.2 the integration may be carried
out as outlined below.
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|∆| is taken as the diﬀerence of the permittivities (z) and 1 and so the second
part of the integral is forced to zero.
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It is clear that in the case where l = 1, in other words a ﬁrst order Bragg grating
response, and where the duty cycle is equal to 50%, (A.8) simpliﬁes to
|∆l(x,y)|
π .
Replacing the ﬁrst order response into (A.7) the coupling coeﬃcient may be written
as:
κ =
k2
0
2j(g − jβ)
(n2
2 − n2
1)Γx,y
π
. (A.9)
Or, with some substitution, and assuming zero gain:
κ =
(n2
2 − n2
1)Γx,y
2n2
effΛ0
. (A.10)
Where neff is the eﬀective refractive index of the mode. With (A.10) and (A.6),
the coupled mode equations may be derived by equating the coeﬃcients of exp(g∓
jβz) and retaining only the approximately phase matched-terms. Furthermore the
electric ﬁeld may be written in terms of the Bragg condition of the grating.
E(z) = A(z)exp[−jβ0z] + B(z)exp[jβ0z] (A.11)
Where
A = Ef exp[(g − j∆β)z] and B = Eb exp[(g + j∆β)z]. (A.12)APPENDIX A. COUPLED-MODE THEORY 138
The coupled-mode equations of the system may be written in terms of A and B.
dA
dz
= (g − j∆β)A + jκB (A.13)
−
dB
dz
= (g − j∆β)B + jκA (A.14)
Given the coupled diﬀerential equations (A.13) and (A.14), they may be solved by
ﬁrst assuming a general form of solutions given by (A.15) and (A.16).
A(z) = A1e
−jqz + A2e
jqz (A.15)
B(z) = B1e
−jqz + B2e
jqz (A.16)
Where A1,2 and B1,2 are interdependent constants, and q is the complex propaga-
tion coeﬃcient of the solution. If q is purely real then there is no coupling between
the waves and they would propagate as an orthogonal superposition. However, if
q has some imaginary component, then there is an exponential term with respect
to z introduced, so that there is power transfer between the forward and back-
ward travelling waves. Replacing (A.15) and (A.16) into (A.13) and equating the
coeﬃcients of ejqz, q can be expressed as (A.17).
q
2 = (jg + ∆β)
2 − κ
2 (A.17)
If the material gain constant is set to zero then the complex propagation constant
through the grating becomes that of a passive grating structure q2 = ∆β2 − κ2.
Further to the propagation constant, the reﬂection coeﬃcient r(q) is required to
solve for the forward and backward components of the wave as (A.15) and (A.16)
may be rewritten to show the interdependence of the coeﬃcients.
A(z) = A1e
−jqz + r(q)B2e
jqz (A.18)
B(z) = B2e
jqz + r(q)A1e
−jqz (A.19)APPENDIX A. COUPLED-MODE THEORY 139
(A.18) and (A.19) may be substituted into (A.14).
−
dB
dz
= (g − j∆β)

B2e
jqz + r(q)A1e
−jqz
+ jκ

A1e
−jqz + r(q)B2e
jqz
−
dB
dz
= jqB1e
−jqz − jqB2e
jqz
Equating the coeﬃcients of ejqz:
(g − j∆β)B2 + jκr(q)B2e
jqz = −jqB2
⇒
r(q) =
(jg + ∆β) − q
κ
(A.20)
Again, if the material gain coeﬃcient is set to zero, then the reﬂection coeﬃcient
is equal to that found for a passive grating structure.
To calculate the reﬂection of a ﬁnite length of grating, boundary conditions
must be imposed. Obviously for excitation by the forward travelling mode only,
B(Lg) = 0, where Lg is the length of the grating.
A(0) = A1 + r(q)B2
B(0) = B2 + r(q)A1
B(z = Lg) = B2e
jqLg + r(q)A1e
−jqLg = 0
B2 = −r(q)A1e
(2jqLg)
so
rg =
B(0)
A(0)
=
A1 + r(q)B2
A1 + r(q)B2
rg =
r(q)

1 − e−2jqLg
1 − r2(q)e−2jqLgAppendix B
Hydrogen Passivation of Free
Carriers
As mentioned in section 3.3.4 a strong source of losses in doped semiconductor
devices is that derived from free carrier absorption. It is desirable to reduce these
losses in the inactive sections of an integrated optical device and one method of
doing so is by hydrogen passivation of the dopants.
B.1 Theory
B.1.1 Lattice charge distribution and eﬀects of doping
The dopants in III-V semiconductors provide a mechanism for free carrier cre-
ation in the lattice. As the common epilayer structure of laser devices has the
p doped cladding uppermost it is this layer that may be most easily accessed in
passivation experiments. However, as will be discussed later the following theory
is easily modiﬁed to deal with n type material. A common dopant used to create
free holes in InP is zinc. Zinc is a group II metal, and therefore when placed
on a group III lattice site creates a vacancy in the normally ﬁlled valence band.
Figure B.1 is a simpliﬁed diagram of a group III lattice site; the structure of the
crystal is tetrahedral but is shown as a two dimensional square here for simplicity.
Figure B.1(a) is a schematic of the group III lattice site with indium fully coordi-
nated with the surrounding phosphorus atoms. Figure B.1(b) shows zinc doping
at a group III site and the resultant dangling bond from one of the surrounding
phosphorus species. The dotted lines in Figure B.1 represent covalent bonds, the
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Figure B.1: Lattice site in a III-V InP lattice (a), and at a Zn doped site in a InP
lattice.
ﬁlled circles are valence electrons and the empty circles are vacant states. In the
InP lattice all four covalent bonds consist of two shared electrons, three provided
by the In atom and ﬁve by the P atom. The valence band of the lattice has a
full complement of eight electrons. However, in the case of the Zn doped site
the zinc atom only contributes two valence electrons to the lattice, resulting in a
dangling bond on the nearest P atom. The lattice, consequently, does not have a
full valence band of electrons; an empty state being the potential to form a bond
between the P atom with the dangling bond and the Zn. An acceptor energy level
corresponding to the valence band to acceptor bond transition is now apparent in
the band structure of the semiconductor. The vacant space in the valence band is
generally referred to as a hole. The hole constitutes a free carrier in the p doped
material and as such may play a part in inter-valence band absorption (IVBA).
In a semiconductor lattice in the absence of doping, the electrons may occupy
states in the valence or conduction bands. At thermal equilibrium at room tem-
perature, electrons in the semiconductor lattice occupy the valence and conduction
bands in proportions governed by the Fermi distribution of the material. The elec-
trons and holes, in the conduction and valence bands respectively, constitute the
free carriers of the semiconductor. The numbers of these carriers are typicallyAPPENDIX B. HYDROGEN PASSIVATION 142
low under normal conditions [3]. As discussed above, by introducing a group II
Figure B.2: Semiconductor valence and conduction bands under thermal equilib-
rium.
impurity to the lattice an acceptor energy level is introduced that exists just above
the top of the valence band. The electrons in the valence band are therefore easily
exited into this acceptor state, leaving holes in the valence band that can act as
free carriers. The density of holes created in the valence band is then proportional
Figure B.3: Energy diagram of semiconductor with acceptor type doping.
to that of the dopant sites, typically 1 × 1018cm−3 for p type InP.APPENDIX B. HYDROGEN PASSIVATION 143
B.1.2 Hydrogen diﬀusion into active materials
One method proposed in the literature to suppress the eﬀects of free carrier
absorption is that of hydrogen passivation by plasma diﬀusion [52,66,70–72,75,
79,81,117,118]. The sample is placed in hydrogen plasma where the H+ ions dif-
fuse into the material, the inbuilt electric ﬁeld - due to the acceptor impurities -
causing the ions to penetrate deeply into the lattice. The H+ ions are attracted
to the negatively charged dopant sites in the p doped material; there they form
complexes, with an overall neutral charge. The mechanism involved in this pas-
sivation also annihilates the free hole, resulting in the electrical neutralisation of
the site. Initially the bond between adjacent P and Zn atoms is broken to leave
two dangling bonds. The hydrogen then attaches to the phosphorus atom and
the dangling bond on the zinc atom combines with the free hole such that the
zinc is tri-coordinated with surrounding phosphorus atoms. This process is shown
in Figure B.4. Over 90% passivation of dopant sites in zinc doped InP has been
Figure B.4: Hydrogen complex at a Zn doped InP lattice site.
achieved by plasma diﬀusion hydrogen passivation [118] resulting in a large diﬀer-
ence in losses due to IVBA. Free carrier absorption losses may be characterised as
given in (B.1).
αfc =
Nce3λ2
4π2n(m∗)2µ0c3 (B.1)APPENDIX B. HYDROGEN PASSIVATION 144
Where αfc is the free carrier absorption coeﬃcient, Nc is the number of free carriers,
λ is the incident wavelength of radiation being absorbed, n is the refractive index
of the material, m∗ is the eﬀective mass of the carrier and µ is the carrier mobility.
Clearly the free carrier absorption is proportional to the number of carriers present,
and as a large proportion of these are neutralised with hydrogen passivation, the
losses associated with IVBA should also decrease by signiﬁcant fractions. It is
also worth noting that the passivation of the dopant sites results in a neutral local
charge, as opposed to the local negative charge of a group II atom on a group
III lattice site. The negative charge on the unpassivated dopant site results in
reduced carrier mobility - when the charged dopant sites are the limiting factor -
and therefore by neutralising the sites the Couloumbic eﬀect on carrier mobility is
removed, leading to higher carrier mobility and a reduction in the free carrier loss
coeﬃcient. The reduction due to increased carrier mobility is however, an order
of magnitude less than that due to the reduced free carrier population.
In n type material the dopant, often Si, creates a donor state in the lattice.
At donor sites the valance band is full but an extra electron is donated by the
dopant species. Hydrogen passivation at these sites is very similar to that in p
type material. A hydrogen ion attaches to the dangling bond of the donor atom
trapping the donor state and preventing free carrier absorption at that site.
B.2 Experimental Results
The material used in this work is a MQW structure based on InAlGaAs, on
an InP substrate. A schematic of the material structure is given in Figure B.5.
The literature presents a wide range of parameters for the hydrogen diﬀusion
process [52,66,70–72,79,81]. Either hydrogen or deuterium (an isotope of hydrogen
with an additional neutron) is used and the range of temperatures and pressures of
the plasma vary greatly. The objective is constant however, to ensure the process is
diﬀusion limited rather than a physical etching of the material. The literature also
shows a predomination of RIE based processes with only the Bristol group notably
using an inductively coupled plasma (ICP) process. The initial work presented here
is based on RIE techniques and aimed to cover the range of working conditions
presented in the literature. The parameters taken from other works are given inAPPENDIX B. HYDROGEN PASSIVATION 145
Figure B.5: Material structure of MBE 3177.
table B.1. Where the ﬂow rate is given in standard cubic centimetres per minute
Table B.1: Parameters for hydrogen passivation from literature.
Group Chevaillier Intense (Marsh) Bristol Glasgow Uni
Gas Deuterium H2 H2 H2
Pressure (mTorr) - 75 − 750 8 50 − 200
Flow rate (sccm) - - 50 50
Source Power (W) - - 1000 -
RF Power (W) 60 280 25 34 − 300
Temp (oC) 163 200 170 Ambient −200
Time (min) Up to 120 Up to 120 Up to 120 10 − 60
(sccm).
B.2.1 RIE based processes
The ﬁrst experimental setup used was the System100 RIE machine. The InP
sample was previously patterned with shallow etched ridge waveguides of 2µm
width to allow loss testing after the passivation run. A schematic of the chamber
is presented in Figure B.6. The pressure in the chamber is controlled by the inlet
and outlet valves, the high pressures required in these experiments necessitating
an almost fully shut outlet valve. In the ﬁrst experiment the process was carried
out at ambient temperature. The full process parameters are given in table B.2.
The operating conditions lie well within the boundaries of those presented by otherAPPENDIX B. HYDROGEN PASSIVATION 146
Figure B.6: Schematic of the System100 RIE setup.
Table B.2: Passivation parameters using the System100 at high pressure and
power.
Machine System100
Forward RF power 300W
Process time 30min
Process temperature 200oC
Process pressure 200mTorrAPPENDIX B. HYDROGEN PASSIVATION 147
groups, however the results did not match with those presented elsewhere. Fig-
ure B.7 shows SEM images of the 2µm waveguides after the passivation attempt.
From Figure B.7 it is clear the waveguides have been destroyed by the process.
It is possible that the high pressure and temperature of the process caused mass
transport of the InP resulting in the ﬂattened waveguides apparent. To test this
theory the next sample was processed in the ET340 machine at lower pressure,
power and temperature. The parameters are given in table B.3.
Table B.3: Passivation parameters using the ET340 RIE machine.
Machine ET340
Forward RF power 150W
Process time 30min
Process temperature Ambient
Process pressure 100mTorr
Figure B.8 shows the SEM images of the waveguides after the process given in
table B.3. From Figure B.8 it is clear that the reduction in pressure, power and
temperature of the process has prevented the mass transport of the InP in the
upper-cladding. The waveguides appear undamaged apart from the roughness on
the facet. As the InGaAs cap and MQW layers are unaﬀected by the roughness
it was postulated that this eﬀect was caused by the liberation of phosphorus from
the InP surface by its reaction with hydrogen to form PH3, leaving deposits of
indium behind. The sample was cleaved to remove the rough surfaces and loss
measurements carried out. However there was no signiﬁcant diﬀerence in the loss
ﬁgure from that of the as-fabricated sample, suggesting that the hydrogen had not
penetrated into the material deeply, its eﬀects limited to the surface liberation of
phosphorus.
A 200nm layer of PECVD silica was deposited on top of the InP as-fabricated
waveguide structures to act as a barrier to the liberation of P from the sample,
and as protection from the possible physical etching eﬀects of the plasma. The
process parameters were kept as detailed in table B.2 in an attempt to promote
deep diﬀusion of the H+ species into the lattice. Figure B.9 shows SEM images of
the sample after the passivation process. Clearly the layer of PECVD silica acts
as a barrier to the liberation of phosphorus from the material. Figure B.9 showsAPPENDIX B. HYDROGEN PASSIVATION 148
(a) (b)
(c)
Figure B.7: Waveguide on InP after H+ passivation in System100 at high power
and pressure.APPENDIX B. HYDROGEN PASSIVATION 149
(a) (b)
Figure B.8: Facet of InP waveguide after H+ plasma in the ET340.
(a) (b)
(c)
Figure B.9: Waveguide on InP after H+ passivation in System100 with PECVD
silica cap.APPENDIX B. HYDROGEN PASSIVATION 150
that on the facet the InP is attacked but the PECVD layer is left undisturbed.
The guiding MQW layer is also damaged in this case, which was not so in the
low temperature and pressure process. Loss measurements before and after the
passivation process showed that the PECVD cap not only physically protected the
waveguide but also blocked the diﬀusion of hydrogen into the material so that the
waveguide losses were not signiﬁcantly aﬀected by the process.
In all previous processes the waveguide structure was deﬁned initially and then
the hydrogen passivation was carried out. The literature suggested that an InGaAs
cap layer should act as a protective barrier against the liberation of the phosphorus
from the sample[1, 3-6] whilst still allowing diﬀusion of the hydrogen ions into the
semiconductor lattice. To this end it was decided to passivate the material prior
to waveguide deﬁnition, thus having no open InP surfaces other than the facets
during passivation. The ﬁrst run was undertaken using the parameters detailed
previously in table B.2. Figure B.10 shows the surface of the material after the
process. It appears from Figure B.10 that InGaAs cap layer had no beneﬁcial eﬀect
Figure B.10: Surface of sample after passivation in System100 machine.
on the process, with the surface showing the familiar pattern of indium droplets.
The process was then modiﬁed to lower power and pressure levels in an attempt
to prevent the physical etching of the material. The parameters for this process
are given in table B.4.
Figure B.11 shows the eﬀects of the process detailed in table B.4. Again,APPENDIX B. HYDROGEN PASSIVATION 151
Table B.4: Passivation parameters using the System100 at low pressure and power.
Machine System100
Forward RF power 34W
Process time 30min
Process temperature 200oC
Process pressure 75mTorr
(a) (b)
Figure B.11: Surface of sample after low power and pressure passivation in Sys-
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although the power and pressure were greatly reduced, the plasma has physically
etched through the InGaAs layer and left a layer of indium droplets on the surface
of the sample. A cross section of the sample was viewed with the SEM as shown
in B.12. The right hand side of the image shows the sample coated with a 200nm
layer of PECVD silica and photo-resist. The left hand side is the bare sample
after H2 passivation. Clearly the hydrogen has almost etched completely through
the upper cladding, with the indium droplets plainly visible. In order to ensure
Figure B.12: Section of InP material after hydrogenation.
that only the InGaAs cap was exposed to the plasma and no side etching of the
InP was leading to the erosion of the waveguides, a layer of silica was deposited
onto the waveguides and windows opened on their top surface. The windowing
process provided a protective silica layer on the exposed InP surfaces constituting
the waveguide sidewalls, leaving only the InGaAs cap exposed to the hydrogen
plasma.
Again the InGaAs cap layer was etched through leaving the indium droplets
on the material surface. Figure B.13 shows a waveguide with its sidewalls and
surrounding trench protected with PECVD silica.APPENDIX B. HYDROGEN PASSIVATION 153
(a) (b)
(c)
Figure B.13: Waveguide with SiO2 protected sidewalls and trench after RIE hy-
drogenation.APPENDIX B. HYDROGEN PASSIVATION 154
B.2.2 ICP processes
The RIE processes described suﬀer from the fact that the power required to
create the plasma is also applied across the sample in the chamber, meaning that
a relatively high bias voltage is also exhibited across the sample. A high voltage
across the sample can possibly lead to the physical etching of the InGaAs cap layer
and rapid liberation of phosphorus noted in the ET340 processes. To combat this
problem a process based on an ICP machine was sought. The major beneﬁt of
this technique is that a high power is used to create the plasma in one chamber
which is then transferred to the sample chamber where a relatively low power may
be used, reducing the bias voltage across the sample. The experimental work for
this process was carried out by Zhong Ren at Bristol University. The process
parameters that were used are given in table B.5.
Table B.5: Passivation parameters using the System100 at low pressure and power.
Machine ICP
Source power 1000W
Forward RF power 25W
Process time 30min
Process temperature 170oC
Process pressure 8mTorr
Flow rate 50sccm
Figure B.14 shows the surface of the unpatterned material after the passivation
process. From Figure B.14 it is clear that although the apparent bias voltage
problem was addressed there are still large imperfections on the sample. However
the nature of the topography in the ICP treated sample is substantially diﬀerent
from those experiments outlined earlier. The sample ﬁrstly exhibits a ﬂat surface
punctuated with large hemispheres with diameters extending beyond 50µm in
dimension. Compared with earlier results the protrusions are geometrically regular
though varying in size, contrasting with the small - sub micron diameter - nodules
that entirely covered the previous materials’ surface. Figure B.14 shows the eﬀect
of the process on bare InP material, i.e. InP with no protective epilayer or cap
structures. The inference drawn here is that although physical etching may not be
occurring, hence the ﬂat underlying surface of the processed sample, phosphorusAPPENDIX B. HYDROGEN PASSIVATION 155
Figure B.14: SEM image of the surface of InP sample after H passivation in the
ICP.
is still being liberated by the hydrogen at a slower rate. To pursue the dynamics of
the process further a second experiment was carried out on a sample that included
the InGaAs cap layer, previously supposed to protect the InP from the phosphorus
liberation. The sample used had two sections, an uncapped InP area and an area
covered by the InGaAs cap. Figure B.15 shows the sample after the process, where
the area at the top of the image is the capped region. Although the cap layer has
Figure B.15: SEM of InGaAs capped (top half of image) and uncapped (lower
half) InP after H passivation in the ICP.
not prevented the formation of the protrusions, it has altered their manifestation.APPENDIX B. HYDROGEN PASSIVATION 156
(a) Al (b) As75
(c) Ga71 (d) In115
Figure B.16: SIMS images of InP sample after H+ treatment in the ICP machine.
In the capped region the formation of extrusions is less dense than in the bare
InP region where small bubbles cover most of the surface. In the capped area the
lower limit in scale is larger than in the uncapped region, suggesting some critical
factor in formation. The shape of the protrusions is also diﬀerent. In the uncapped
region the bubbles are hemispherical, however in the InGaAs capped area they are
more similar to protruding spheres. One possibility for the diﬀerence between the
two regions is that the cap does in fact impede the liberation of phosphorus from
the material, but only in so much as it acts as a ﬁne ﬁlter, forcing the gas to travel
through the cap material. The resulting indium bubbles may be formed through
defects in the cap, restrained and hence form into spherical protrusions.
In order to study these eﬀects further, Secondary Ion Mass Spectroscopy (SIMS)
analysis was carried out. Figure B.16 shows the SIMS images for the materials
characterised in the sample.
The ﬁrst conclusion that may be drawn from the results in ﬁgures B.16 and
B.17 concerns the surface stability of the two areas. The results shown for Al,APPENDIX B. HYDROGEN PASSIVATION 157
(a) In115 post etching (b) InP
(c) P (d) Si
(e) (SiCHF3)43
Figure B.17: SIMS images of InP sample after H+ treatment in the ICP machine.APPENDIX B. HYDROGEN PASSIVATION 158
As75, and Ga71, all show a high concentration on the cap area, with little pres-
ence on the uncapped region and the surfaces of the protrusions. This suggests
that the liberation of phosphorus from the uncapped region, being unimpeded,
allows the surface to react with the hydrogen directly, whereas the capped region
remains unchanged by the reaction. To conﬁrm this conjecture the silicon result
may be considered. The silicon is apparent on the capped region, though not the
uncapped region. The silicon is sputtered from the sample holder and deposited
onto the material, however the unstable bare InP area does not allow it to set-
tle, whereas the capped region must remain stable during the process, as a high
silicon concentration is apparent in that area. Further to this the surface of the
protrusions may be examined. Figure B.17e shows that silicon is deposited on the
hemispheres’ surface but is displaced by the structures expansion, conﬁrming that
the reaction with hydrogen causes the growth of these structures, rather than the
physical etching of them - as previously illustrated in the single process chamber
experiments.
The InP is clearly seen on the uncapped layer, but little is found on the InGaAs
capped layer, suggesting that the cap material is not etched away, and any reaction
with the hydrogen must occur by its diﬀusion through the cap. Figure B.17c shows
phosphorus evenly distributed across the material, showing that it is liberated with
the hydrogen gas even through the cap layer. In115 is predominantly found in the
uncapped area, and signiﬁcantly, in the protrusions. After etching of the sample
the cap layer is removed and the In is found all over the exposed surfaces. It may
reasonably be concluded that the protrusions are composed of the In run-oﬀ from
the hydrogen/phosphorus reaction that forms in hemispheres in the uncapped re-
gion and collects through defects in the cap region to form sphere like structures.
To conﬁrm this hypothesis the chemical composition of the protrusions was exam-
ined in more detail. Figures B.18, B.19 and B.20 show the measured compositions
for the large hemispheres on the bare InP surface, the small spheres protruding
from the InGaAs cap and the bare surface adjacent to the large hemispheres re-
spectively. From ﬁgures B.18, B.19 and B.20 it is clear that the hemispheres and
spheres are composed of mainly of indium, with the sputtered silicon coating also
observed. The uncapped surface exhibits both indium and phosphorus, suggesting
that the run-oﬀ indium from the hydrogen/phosphorus reaction is collected in the
protrusions and held together with surface tension.APPENDIX B. HYDROGEN PASSIVATION 159
Figure B.18: Composition of large hemisphere structures.
Figure B.19: Composition of small spherical structures.APPENDIX B. HYDROGEN PASSIVATION 160
Figure B.20: Composition of area adjacent to large hemisphere structures.
B.3 Conclusions
In this chapter the process of hydrogen passivation of acceptor/donor impurities
in III-V lattices for reduction of free-carrier absorption losses was presented. The
manner by which the H+ ions form electrically neutral complexes at dopant sites
was shown and the current state of the art assessed. The intention was to diﬀuse
hydrogen ions into the upper cladding of an InP QW epi-structure and measure
the eﬀect on waveguide propagation losses. However initial tests using RIE ma-
chines to process the samples - over a range of operation parameters - showed poor
results, with either the material being physically etched or eroded by liberation
of phosphorus to form PH3 with the hydrogen plasma. To combat these eﬀects
PECVD silica masks were implemented but found to eﬀectively prevent the hy-
drogen diﬀusion into the material. Finally samples were sent to Bristol university
for processesing in their ICP systems, the intention being that the lower process
bias may circumvent the problems associated with the RIE processes. However
liberation of PH3 proved to be a limiting factor, even when the sample was covered
with an InGaAs cap layer, something suggested in the literature to prevent this
eﬀect. SIMS analysis conﬁrmed the formation of Indium bubbles, even through
the cap layer, and the physical erosion of an uncapped InP layer. If this work is
to be carried further some manner by which the indiﬀusion of hydrogen into theAPPENDIX B. HYDROGEN PASSIVATION 161
upper cladding layers of the wafer is allowed, but the out diﬀusion of phosphorus-
hydrogen complexes is suppressed, must be sought, so that the intended dopant
passivation is favoured over the erosion of the semiconductor material.References
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