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Abstract
We regard pre-trained residual networks (ResNets) as nonlinear systems and use
linearization, a common method used in the qualitative analysis of nonlinear
systems, to understand the behavior of the networks under small perturbations
of the input images. We work with ResNet-56 and ResNet-110 trained on the
CIFAR-10 data set. We linearize these networks at the level of residual units
and network stages, and the singular value decomposition is used in the stability
analysis of these components. It is found that most of the singular values of the
linearizations of residual units are 1 and, in spite of the fact that the linearizations
depend directly on the activation maps, the singular values differ only slightly for
different input images. However, adjusting the scaling of the skip connection or
the values of the weights in a residual unit has a significant impact on the singular
value distributions. Inspection of how random and adversarial perturbations of
input images propagate through the network reveals that there is a dramatic jump
in the magnitude of adversarial perturbations towards the end of the final stage of
the network that is not present in the case of random perturbations. We attempt to
gain a better understanding of this phenomenon by projecting the perturbations
onto singular vectors of the linearizations of the residual units.
1 Introduction
In this work we regard a residual network (ResNet) as nonlinear system
xpred =N (x0;θ).
In the context of image classification, the network attempts to classify an input image x0 as belonging
to one of K classes, where xpred is the output of the network that provides a probability of x0
belonging to each of those classes. The network has a set of parameters θ that is found when training
the network, but we only consider pre-trained networks and therefore θ is fixed.
ResNets [3] have proven to be highly successful in practice, but a deeper understanding why they
work as well as they do is still the subject of active research. Much of the research effort is devoted
to understanding the behavior of the networks during the training process, but understanding the
behavior of pre-trained networks during inference is important as well, particularly with regard to
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adversarial images that cause otherwise correctly classified images to be misclassified, and serves as
the motivation for this work.
A common approach to studying nonlinear systems is to linearize them [5, 13] and then investigate
their stability properties, i.e. investigate how their behavior changes if the input is slightly perturbed.
Our primary goal is to empirically investigate to what extent linearization can help us understand the
behavior of pre-trained ResNets and to determine future directions of exploration. We are motivated
by the following questions:
• How stable are ResNets? In other words, how do perturbations in the input images grow or
shrink as they propagate through the networks?
• To what extent do the stability properties depend on the input images?
• Is there significant difference between the behavior of adversarial perturbations compared to
random perturbations, and is linearization a useful tool to help in its analysis?
1.1 Linearization
If F is some arbitrary, sufficiently differentiable nonlinear function with input y and output z, the
perturbation of the output in response to a perturbation δy in the input is given by
δz = F(y + δy)−F(y) = dF
dy
δy +O(‖δy‖2).
The higher-order terms can be neglected if the input perturbation δy is sufficiently small and the
linearized system is then given by
δz ≈ J δy,
where J = dFdy is the linearization of F , commonly referred to as the Jacobian or sensitivity matrix.
ResNets can be regarded as the compositions of several network stages, which in turn are compositions
of several residual units; we go into more detail in Section 2. To address the above motivating
questions, we focus primarily on the linearizations of the residual units, but also briefly look at the
linearizations of the network stages.
To study the network’s stability properties, we need to inspect the spectra of the linearizations by
computing their singular value decomposition (SVD).
1.2 Stability Analysis
The SVD of a K ×N Jacobian is J = UΣV∗, where U is a K ×K real or complex unitary matrix
of left-singular vectors ui, Σ is an K × N rectangular diagonal matrix with the singular values
(non-negative real numbers) σi on the diagonal, and V is an N ×N real or complex unitary matrix
of right-singular vectors vi.
If a perturbation δy can be written as a linear combination of right-singular vectors of J, δy =∑
i=1
αivi, then, using the fact that the vi are orthonormal, we have that αi = 〈δy,vi〉 and it is easy to
show that
δz = Jδy =
∑
k=1
αkσkuk,
therefore the perturbation of the output is a linear combination of the left-singular vectors of J. The
magnitude of δz is given by
‖δz‖ =
√∑
k=1
α2kσ
2
k, (1)
using the orthonormality of uk. If σk > 1, then the perturbation is said to be unstable in the direction
of the corresponding singular vector since the coefficient along this direction grows and small errors
will be amplified. The perturbation is stable in the directions of singular vectors that correspond to
σk < 1.
Our approach is to study the stability properties of a Jacobian by inspecting its spectrum, i.e. the
distribution of its singular values. We will take the number of singular values that are larger than 1 as
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a coarse measure of how unstable a system is, but as we will see in Section 3, the picture is more
nuanced than that.
If the Jacobian is square, one can also use the eigenvalue decomposition to investigate stability
properties. However, in this paper we restrict ourselves to the SVD.
1.3 Related Work
Analysis of the Jacobian of networks as a whole has been used in the study of their trainability.
The distribution of singular values of the Jacobian during training is investigated in [8, 9, 11] with
the help of random matrix theory; they draw the conclusion that the networks can be trained more
efficiently if the Jacobian is well-behaved, i.e. stable. In a similar spirit, [14, 15] apply random matrix
theory and mean field theory to investigate the Jacobian in the limit of extreme deep and/or wide
networks. These papers focus on the behavior of the Jacobian of (usually simplified) networks during
training, whereas our objective is to understand the behavior of pre-trained networks as they are used
in practice, and to this end we also primarily consider the Jacobians of the network components rather
than the network as a whole.
2 The Structure of ResNets and Their Linearizations
ResNets are essentially the composition of a sequence of network stages, each of which in turn is the
composition of a sequence of residual units. For standard ResNets, in a given stage we update the
activation map xk using the update formula
xk+1 = σ (xk +Rk (xk;θk)) , (2)
whereRk (xk;θk) is the kth residual block. The addition of xk to the output of the residual block
is referred to as a skip or shortcut connection, and σ is a nonlinear activation function, usually the
rectified linear unit (ReLU). All of these components combine to give the kth residual unit.
The network stages consist of a sequence residual units that take activation maps of the same size
as their input, although these activation maps will differ in size between stages. Therefore, the first
residual block in a stage has a slightly different structure than the subsequent "regular" residual
blocks and down-samples the output from the previous stage into the appropriate size for the current
stage. As we will see, the different architecture of this down-sampling unit leads to a substantially
different spectrum of its Jacobian. For ResNet-56 and ResNet-110 trained on CIFAR-10, the two
types of ResNets we use in this study, each stage has the same number of residual units (9 and 18,
respectively).
The residual blocksRk (xk;θk) consist of convolution operators, batch normalizations and nonlinear
activation functions. The weights θk are found by training the network and consist mostly of the
weights required by the convolutional operators. We do not address the architecture of the residual
blocks here, but there are different standard designs that are used in practice, depending on the depth
of the network and the data set being studied.
The linearization of the residual unit in (2) is
J = diag (σ′(xk +R(xk))) (I + JR) ,
where JR is the linearization of the residual block. Note that the Jacobian depends directly on the
activation map xk, which in turn depends on the input image. We implement the Jacobian as a neural
network module that allows for the efficient computation of the product of the Jacobian with arbitrary
vectors. These products are required when computing the SVD of a Jacobian iteratively; we in fact
also require the transpose of the Jacobian, but omit the details here.
Since the stages in a network are just compositions of residual units, the linearizations of the stages
can be found by using the chain rule and the linearizations of the residual units.
3 Experiments
Our objective is to come closer to understanding the inner workings of pre-trained residual networks,
or at least identify areas of future exploration that could prove to be fruitful in this regard, therefore
most of our analysis will focus on the behavior of the residual units themselves, since these are the
building blocks of the networks.
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3.1 Setup
Pre-trained ResNet-56 and ResNet-110 models trained on the CIFAR-10 data set were obtained
from [12]. Computation of the products of the Jacobians (and their transposes) with arbitrary vectors
is implemented in PyTorch [10]. Eigenvalue and singular value decompositions were performed
using NumPy and SciPy routines, which respectively use ARPACK and LAPACK to perform the
computations.
The following experiments were conducted on the CIFAR-10 test set [6] and run on Amazon AWS on
p3 and g3 instance types. We have performed the experiments on a wide array of images, but show
the results for only a few of those images here (the selected images are arbitrary and representative).
We look only at results for ResNet-56 and ResNet-110 in this study.
3.2 Spectra of the Jacobians of Residual Units and Network Stages
Representative spectra of the Jacobians of residual units are shown in Figure 1. In this case we show
the fifth residual unit of each of the stages of ResNet-56 and ResNet-110. To illustrate their similarity
across different images, we have overlayed the spectra of five images on top of each other. In every
case there is a large number of singular values at 1, which shows up as a plateau in the scree plots.
There is a non-negligible number of singular values above 1 and therefore the residual units are
unstable in the directions of the corresponding singular vectors. Notice the lack of low-rank structure
exhibited by the singular values, except for the third stage of ResNet-56. We explore this more closely
below. We mention that it was proposed in [1] that learning in deep feed-forward neural networks
can be improved by keeping the mean singular value of the Jacobian of each residual unit close to
1, so it is tempting to argue that this singular value distribution is the result of an efficient training
procedure. However, as we explore briefly in Section 3.4, having a singular value distribution with a
mean of 1 appears to be due to the structure of the residual units themselves.
It is interesting to observe how the distribution of singular values changes as we move through the
network. In Figure 2 we show the proportion of singular values that are larger than 1, between 0.99
and 1.01, between 0.0 and 0.99, and at 0.0. We note the following:
• The number of singular values that are greater than 1 decreases slightly as we move through
the network, indicating that the residual blocks become increasingly stable by our measure,
although not dramatically.
• The number of singular values at 1 increases throughout the first two stages and decreases
drastically in the third stage.
• The number of singular values at 0 decreases slightly during the first two stages, which
means that the ranks of the Jacobians start off large and become even bigger. On the other
hand, there is a steep decrease in the number of non-zero singular values in the third stage,
so that the ranks of the Jacobians in this stage decrease as we propagate through it.
The evolution of the spectra of the Jacobians of the residual units in the third stage behaves substan-
tially different from that of the spectra in the first two stages. In all three stages we see the plateau of
height 1 in the scree plots, but in the third stage it loses its width as we move through the stage.
As mentioned in Section 2, the first residual unit in a stage resizes the activation maps to a size
required by that stage. We therefore expect the residual units to have slightly different stability
properties and this is indeed the case, see Figure 1. In this case the first stage still has a large number
of singular values around 1, but the plateau is less pronounced. Stages 2 and 3 show markedly
different behavior in that they do not have a significant portion of singular values close to 1. The
spectra of the Jacobians of the network stages are shown in Figure 1 and in this case the singular
values have very different distributions than the singular values of the residual units that make up
the network stages. Recall that the Jacobians of the stages are obtained using the chain rule and
depend directly on the Jacobians of the residual units, so it will be interesting to further explore
how the spectra corresponding to the stages depend on those of the residual units, although this lies
outside of the scope of the present study. Again, there is no significant difference between the spectra
corresponding to different input images, or between ResNet-56 and ResNet-110.
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Figure 1: Scree plots of the singular values of the Jacobians of different network components. Within
each set of three overlapping images, the first stage is bottom left and the third stage is top right. The
spectra for ResNet-56 are on the left, and the results for ResNet-110 on the right. To illustrate what
little effect different images have on the spectra, singular values are shown for five different images
from the CIFAR-10 test set overlayed on top of each other.
Top row: Spectra corresponding to the fifth residual unit in each of the network stages. Notice that
the Jacobians have high rank and that a large proportion of singular values are 1, represented by the
plateau that is evident in the plots. The plots are representative for other residual units in the network,
except for the down-sampling residual units.
Middle row: Spectra corresponding to the initial, down-sampling residual units in the network stages.
The first stage still has singular values with a mean of 1, but the plateau is less pronounced. The
second and third stages do not exhibit the same singular value distributions as other residual units in
the network.
Bottom row: Spectra corresponding to the network stages. Notice the absence of the plateaus and a
small number of very large singular values.
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Figure 2: Distribution of singular values that are larger than 1.01 (bold red), between 0.99 and 1.01
(blue), between zero and 0.99 (orange), and zero (green) for each of the three stages in ResNet-110
for an arbitrary input image.
3.3 Propagated Perturbations
The magnitudes of the differences between the activation maps corresponding to clean images and
those of perturbations of those images are shown in Figure 3, for ten different images of the CIFAR-10
test set. We will refer to these differences as propagated perturbations, since they correspond to
the differences between the activation maps of perturbed images and those of the clean ones. The
magnitudes shown in 3 have been normalized with respect to the sizes of the activation maps, since
these change between the stages.
We consider two types of perturbations here: random perturbations, where we add noise generated
from a uniform distribution to an image, and adversarial perturbations, where we generate a perturba-
tion using the FGSM attack method [2, 7] that causes the previously correctly-identified image to
be misclassified. We scale the random perturbations to have the same magnitude as the adversarial
perturbations. The magnitudes of the propagated perturbations for the randomly perturbed image are
on top, and those for the adversarially perturbed image are on the bottom.
In the first two stages, as we would expect from the fact that the residual units are unstable, the
perturbations mostly increase. The propagated perturbations of adversarial images increase faster
than those of randomly perturbed images. There is significantly different behavior in the third stage,
where the propagated perturbations actually decrease for randomly perturbed images, but there is
a sharp increase in the propagated perturbation towards the end of the third stage for adversarial
images.
Let us examine the adversarial perturbations in third stage more closely; see Figure 4. It may seem
contradictory at first that the difference should grow so dramatically towards the end of the stage,
given that Figure 2 shows that there are fewer singular values greater than 1 at this point of the
network, which means that there are fewer directions along which the propagated perturbations can
grow. This implies that the perturbations must be lining up along the directions defined by the singular
vectors corresponding to the largest singular values.
Recall (1). Since αi = 〈δxk,vi〉, it is easy to compute the predicted change of the magnitudes
of the perturbations. The larger the value of αi, the more closely aligned δxk is with the singular
vector vi. A simple calculation then allows us to compute predicted change in the magnitude of the
perturbations and compare it with the actual change, as shown in the middle row of Figure 4. The
final row of Figure 4 shows the values of αi for different residual units, with the singular values
overlayed. Notice that the perturbation is much closer aligned with the singular vector corresponding
to the largest singular value of the final residual unit than is the case elsewhere in the network. Not
shown here, but this is not the case for random perturbations.
3.4 The Effect of Unit Architecture and Weights on the Spectra of Residual Units
We have seen above that there is little difference in the spectra of the residual units due to the images
that are being fed into the network. It is therefore natural to ask what some of the factors are that
influence the spectra, and while a comprehensive study of this lies outside the scope of this paper and
will be addressed in future work, we will briefly outline some factors we have found to have an effect.
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Figure 3: Normalized magnitudes of differences between activation maps of clean images and
randomly perturbed (top) and adversarially perturbed (bottom) images for each residual unit in
ResNet-110, for ten different images in the CIFAR-10 test set.
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Figure 4: Top: Differences between activation maps of clean images and randomly perturbed images
for each residual unit in the third stage of ResNet-110. Differences are normalized with respect to the
size of the activation maps.
Middle: Predicted and actual changes of the differences between the clean and perturbed activation
maps for each residual unit, relative to the difference between the maps in the prior residual unit. See
the text for a discussion.
Bottom: Projections of the propagated perturbations onto the right singular vectors of the Jacobian
of residual units 12, 14, 16, and 18 (left to right) in the third stage, with the corresponding singular
values superimposed in red. Notice that the projections corresponding to the largest singular values
are substantially larger in the later residual units, indicating that the perturbations are more closer
oriented with these singular vectors than was the case in earlier residual units. This provides an
explanation why there is a sudden increase in the perturbation at the end of the stage.
7
0 2000 4000 6000 8000
0
1
2
3
4 alpha = 0.5
alpha = 1.0
alpha = 1.5
alpha = 2.0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
t
0
10
20
30
40
Figure 5: Left: Spectra for different scalings of the skip connection in a residual unit. The plateau
attains the value of the scaling value α, but the entire spectrum is not being scaled by α.
Right: Histograms of the singular value distributions for different values of t in (3).
3.4.1 Scaling the Skip Connections
The architecture of a residual unit is expected to have a significant impact on the singular values of
the unit’s Jacobian. A simple illustration of this is to scale the skip connection with some arbitrary
parameter α, giving the update equation
xk+1 = σ (αxk +Rk (xk)) .
The effect of this is seen on the left in Figure 5, where we have computed the spectra for an arbitrary
residual unit that has a scaled skip connection. Scaling has the effect of moving the plateau of the
spectrum to the scaling parameter α. What effect this has on the spectra of the network stages, or the
network as a whole, will be investigated at a later date.
3.5 Weights of Residual Unit Convolution Operators
For regular residual units (i.e. residual units that do not down-sample the activation maps at the
beginning of the stage), we have discussed the plateau that appears to always be present and that it
changes in width in the third network stage.
We are interested in seeing how the distribution of the singular values changes as we change the
weights of the convolutional operators in the residual units. For this, we replace existing pre-trained
weights θ in an arbitrary residual unit with a convex combination of θ and pure Gaussian noise η
that has been scaled to have the same norm as θ:
θˆ(t) = tθ + (1− t)η, 0 ≤ t ≤ 1. (3)
The results are shown in the histograms on the right in Figure 5. For pure noise η (t = 0), the
plateau at 1 is absent and the singular values are more spread out. The plateau slowly takes shape as
t increases, until it reaches a maximum for t = 0.5, after which is loses some of its width and the
singular values begin to spread out again. It will be interesting to explore this topic more in future
work.
4 Discussion
Treating pre-trained ResNets as nonlinear systems allows us to use linearization to perform an
empirical stability analysis, which we have done for ResNet-56 and ResNet-110 trained on the
CIFAR-10 data set. We have found that most singular values of the Jacobians of residual units lie
close to 1, which shows up as a plateau in the scree plots.
An in-depth analysis of our observations lies beyond the scope of this paper, but there are many
observations that need to be investigated further. We have seen that the differences in the activation
maps for clean and corresponding adversarial images differ significantly from those of clean and
randomly perturbed images. This is particularly the case at the end of the final stage in the network,
and while we showed that linearization provides a good estimate of how much the magnitude of
the perturbation will change in the subsequent residual unit, a deeper understanding of why this is
happening is still missing. In particular, how much of a role the attack method plays is still unclear; it
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appears that the adversarial perturbations generated by FGSM have the effect of perturbing the final
activation maps most significantly, but it remains to be seen if this is the case in general.
We have also seen that there is a significant dependence of the spectra on the architecture of residual
units, which is in stark contrast to the lack of dependence on the input images. This will also be the
subject of study in future work.
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A Linearizations of BasicBlock Residual Units
The two ResNet architectures we use in this study, ResNet-56 and ResNet-110, both use the
BasicBlock architecture for their residual blocks, shown in Figure 6. Here he provide a couple of
additional details on the internal structure of BasicBlock and its linearization.
Figure 6: Schematic representation of BasicBlock residual unit architecture.
The general update formula for ResNets was given in (2)
xk+1 = σ (xk +Rk (xk;θk)) .
The BasicBlock residual block is
Rk (xk;θk) := B2 (C2σ (B1 (C1xk))) ,
the composition of a sequence of the following operators:
• C: A convolutional kernel of size (N1, N2, N3, N3) acting on an activation map xk of size
(N2,W,H), where W,H > N3. For the residual blocks we are concerned with here, the
output of C(xk) will be of size (N1,W,H). The weights of the convolutional kernels are
trainable parameters. Note that convolutional kernels in ResNets do not include bias terms.
• B: Batch normalization [4] of the form
B(z) = z− µ
ν
γ + β, (4)
where µ and ν are the batch mean and variance, respectively, and γ and β are trainable
parameters. All of these parameters are fixed when using the network for evaluation.
• σ: Nonlinearity or activation function that acts element-wise on its input; assumed to be
ReLU since this is the activation function commonly used in conjunction with ResNets, but
can be any other activation function, as long as the same activation function was used during
training.
Each set of parameters θk in the k-th residual unit is the combination of the weights of all the
convolutional kernels and parameters in the batch normalization operators in that unit.
The linearization of the update formula (2) is
J = diag (σ′(xk +R(xk))) (I + JR) .
JR is the linearization of the residual block:
JR = JB2C2 diag (σ′ (B1 (C1 xk)))JB1C1.
We have let JBi =
dBi
dxk
denote the linearization of the i-th batch normalization operator, which is the
same as the operator Bi, but with µ and β set to 0, i.e. if Bi(z) = z−µiνi γi+βi, then JBi(z) =
γi
νi
z.
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Figure 7: Schematic representation of the linearization of a BasicBlock residual unit.
Iterative methods require only the product of J with arbitrary vectors y of length N . An efficient
way to perform this product is to implement the Jacobian computation as its own form of residual
unit that takes both the activation map x and the arbitrary vector y as input; an illustration of this
computation is given in Figure 7. For this computation we require that y is reshaped to have the same
dimensions as the activation map x. Existing iterative methods for the singular value decomposition
can then be used to determine the eigenvalues of J.
We note the following:
• The Jacobian depends explicitly on the activation maps x, so that its eigenvalues will depend
on x as well. This means that the system could be stable for some inputs, but unstable for
others.
• The correctness of the implementation of the Jacobian computation should be tested using
the Jacobian test: choose an  and decrease it by an order of magnitude for a small number
of iterations. Then the norm of the residualR(x + δx)−R(x)− JR(x)δx should be
decreasing an order of magnitude faster than the norm of the residualR(x + δx)−R(x).
• If σ is not smooth everywhere, such as ReLU at x = 0, then the σ′ will have a jump discon-
tinuity, which may manifest itself when testing for the correctness of the implementation of
the Jacobian. For simplicity, one can use a smooth activation function when performing the
Jacobian test, but the discontinuity of ReLUs means that the residual blocks are actually not
differentiable. In practice this is important only for perturbations of inputs that are close to 0
and it does not appear to matter much.
The transpose of J is
J> =
(
I + J>R
)
diag (σ′(xk +R(xk))) ,
where
J>R = C>1 J>B1 diag (σ′ (B1 (C1 xk)))C>2 J>B2 .
The product of J> with arbitrary vectors, which is required by the SVD, is implemented similarly to
above and requires transpose convolution operators. We omit the details here.
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