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Аннотация
При моделировании обширного класса технических систем широко применяется ма-
тематический аппарат систем массового обслуживания (СМО). Примером такой системы
является вычислительная сеть, где генерируются и выполняются заявки на выполнение
вычислительных работ. Заявки генерируются обычно не регулярно, а случайно, образуя
так называемый случайный поток заявок (требований). Обслуживание заявок, также про-
должается какое-то случайное время. Одним из центральных вопросов организации систем
массового обслуживания является выяснение закономерностей, которым подчиняются мо-
менты поступления в систему требований на обслуживание.
В статье исследуются потоки событий в технических системах различного назначения.
На основании того факта, что при пуассоновском характере потока математическое мо-
делирование систем существенно упрощается, поставлена задача получения простого кри-
терия для определения степени приближения потока событий к пуассоновскому. Исследо-
ваны критерий Пирсона, регрессионный, корреляционный и параметрический критерии.
Вновь получен критерий, основанный на расчете функции ожидания. На примере исследо-
вания системы с «соревнованиями» показано, что поток событий генерируемых системой,
стремится к пуассоновскому при бесконечном увеличении количества «соревнующихся»
субъектов.
Ключевые слова: Поток событий, пуассоновский поток, полумарковский процесс, кри-
терий Пирсона, корреляция, регрессия, функция ожидания, равномерный закон.
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ON THE APPROXIMATION OF THE FLOW OF EVENTS FOR
A POISSON
Larkin E. V., Gorbachev D. V., Privalov A. N. (Tula)
Abstract
When modeling an extensive class of technical systems, the mathematical apparatus of
queuing systems (QMS) is widely used. An example of such a system is the computer
network, where computer applications are generated and executed. Applications are generated
usually not regularly, but by accident, forming the so-called random order of applications
(requirements). Service requests, it also continues some random time. One of the central issues
in the organization of mass-service systems is the elucidation of the regularities that subordinate
the moments when system requirements for service are submitted.
The article explores the flow of events in technical systems of various purposes. On the basis
of the fact that under the Poisson character of the flow mathematical modeling of the systems
is greatly simplified, the problem of obtaining a simple criterion for determining the degree of
approximation of the flow of events to a Poisson one is posed. Pearson’s criterion, regression,
correlation and parametric criteria were investigated. A criterion based on the calculation of
the waiting function was obtained again. On the example of the study of the system with
О ПРИБЛИЖЕНИИ ПОТОКА СОБЫТИЙ К ПУАССОНОВСКОМУ 223
"competitions"it is shown that the flow of events generated by the system tends to Poisson
with an infinite increase in the number of "competing"subjects.
Keywords: Event flow, Poisson flow, semi-Markov process, Pearson’s criterion, correlation,
regression, expectation function, uniform law.
Bibliography: 14 titles.
1. Введение
Существует обширный класс систем, состояние которых характеризуются потоком собы-
тий. Примером такого рода систем является вычислительная сеть, где генерируются и вы-
полняются заявки на выполнение вычислительных работ. Заявки генерируются обычно не
регулярно, а случайно, образуя так называемый случайный поток заявок (требований). Об-
служивание заявок, также продолжается какое-то случайное время. В качестве показателей
эффективности СМО используются: среднее число заявок, обслуживаемых в единицу вре-
мени; среднее число заявок в очереди; среднее время ожидания обслуживания; вероятность
отказа в обслуживании без ожидания; вероятность того, что число заявок в очереди превысит
определенное значение и т.п. В качестве событий могут рассматриваться поступление заявок
на обслуживания [1, 2], завершение интерпретации программы [3, 4], поток транзакций при
дистанционном управлении [5, 6] и т.п. События происходят в физическом времени, а интер-
вал между событиями, для внешнего наблюдателя, является случайной величиной. Одной из
разновидностей потока является стационарный пуассоновский поток, который обладает сле-
дующими свойствами: стационарностью, отсутствием последействия, ординарностью [7]. Ис-
пользование абстракции «пуассоновский поток» позволяет существенно упростить выкладки
в ряде приложений, в частности в теории массового обслуживания, поэтому при исследовании
систем подобного класса возникает вопрос о степени приближения плотности распределения
времени между событиями 𝑔(𝑡) к плотности распределения интервалов в простейшем потоке,
которая определяется экспоненциальным законом распределения.
2. Регрессионный критерий и критерий Пирсона
Интервалы времени между событиями в пуассоновском потоке характеризуется экспонен-
циальным законом распределения [7]
𝑓 (𝑡) =
1
𝑇
exp
(︂
− 𝑡
𝑇
)︂
, (1)
где 𝑇 - математическое ожидание экспоненциального закона;
Регрессионный критерий основан на оценке интеграла квадрата разности между анализи-
руемым 𝑔 (𝑡) и экспоненциальным (1) законами [8]:
𝜀𝑟 =
∞∫︁
0
[𝑔 (𝑡)− 𝑓 (𝑡)]2 𝑑𝑡 . (2)
Очевидно, что если 𝑔 (𝑡)→ 𝑓 (𝑡), то 𝜀𝑟 → 0.
Пусть𝑔 (𝑡) = 𝛿 (𝑡− 𝑇 ), где 𝛿 (𝑡− 𝑇 ) - смещенная 𝛿-функция Дирака, для которой
𝛿 (𝑡− 𝑇 ) =
{︂
0 when 𝑡 ̸= 𝑇 ;
∞ when 𝑡 = 𝑇 ;
∞∫︁
0
𝛿 (𝑡− 𝑇 ) 𝑑𝑡 = 1. (3)
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Тогда
𝜀𝑟 =
∞∫︁
0
[𝛿 (𝑡− 𝑇 )− 𝑓 (𝑡)]2 𝑑𝑡 = 𝜀𝑟1 + 𝜀𝑟2 + 𝜀𝑟3, (4)
где
𝜀𝑟1 =
∞∫︁
0
𝛿2 (𝑡− 𝑇 ) 𝑑𝑡 = lim
𝑎→0
𝑇+𝑎∫︁
𝑇−𝑎
(︂
1
2𝑎
)︂2
𝑑𝑡 =∞;
𝜀𝑟2 = −2
∞∫︁
0
𝛿 (𝑡− 𝑇𝑔) · 1
𝑇𝑓
exp
(︂
− 𝑡
𝑇
)︂
𝑑𝑡 = − 2
𝑒𝑇
;
𝜀𝑟3 =
∞∫︁
0
1
𝑇 2
exp
(︂
−2𝑡
𝑇
)︂
𝑑𝑡 =
1
2𝑇
.
Таким образом, критерий изменяется от 0 (поток без последействия) до∞ (поток с жесткой
детерминированной связью между событиями).
В том случае, если временные интервалы между событиями определяются эксперимен-
тально, и плотность распределения 𝑔 (𝑡) представляет собой статистический ряд вида
𝑔 (𝑡) =
(︂
𝑡0 6 𝑡 < 𝑡1
𝑛1
...
𝑡𝑖−1 6 𝑡 < 𝑡𝑘
𝑛𝑖
...
𝑡𝐽−1 6 𝑡 < 𝑡𝐽
𝑛𝐽
)︂
, (5)
где 𝑛𝑖 - количество результатов измерения, лежащих в интервале 𝑡𝑖−1 6 𝑡 < 𝑡𝑖, то для оценки
близости плотности (3) и гистограммы (6) может быть использован критерий Пирсона [9],
который в данном случае принимает вид
𝜒2 =
𝐽∑︁
𝑗=1
{︁
𝑇𝑛𝑗 −
[︁
exp
(︁
− 𝑡𝑗−1𝑇
)︁
− exp
(︁
− 𝑡𝑗𝑇
)︁]︁
·∑︀𝐽𝑖=1 𝑛𝑖}︁2
𝑇
[︁
exp
(︁
− 𝑡𝑗−1𝑇
)︁
− exp
(︁
− 𝑡𝑗𝑇
)︁]︁
·∑︀𝐾𝑘=1 𝑛𝑘 . (6)
Критерий (7) достаточно громоздок и применим в ограниченном количестве случаев.
3. Корреляционный критерий
Корреляционный критерий имеет вид [10]
𝜀𝑐 =
∞∫︁
0
𝑔 (𝑡) · 1
𝑇
exp
(︂
− 𝑡
𝑇
)︂
𝑑𝑡. (7)
Определим значение второго критерия для случаев 𝑔 (𝑡) = 1𝑇 exp
(︀− 𝑡𝑇 )︀ и 𝑔 (𝑡) = 𝛿 (𝑡− 𝑇 ).
В первом случае критерий достигает максимума:
𝜀𝑐1 =
∞∫︁
0
1
𝑇
exp
(︂
− 𝑡
𝑇
)︂
· 1
𝑇
exp
(︂
− 𝑡
𝑇
)︂
𝑑𝑡 =
1
2𝑇
.
Во втором случае критерий достигает минимума
𝜀𝑐2 =
∞∫︁
0
𝛿 (𝑡− 𝑇 ) exp
(︂
− 𝑡
𝑇
)︂
𝑑𝑡 =
1
𝑒𝑇
.
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Однако, если критерий - это индикатор отсутствия последействия, он должен быть без-
размерным и укладываться в интервал 0 6 𝜀𝑐 6 1 Нуль должен достигаться в первом случае
(отсутствие последействия), единица должна достигаться во втором случае (детерминирован-
ная связь между событиями). Это происходит, если значение 𝜀𝑐, рассчитанное как корреляция
по зависимости (8), будет пересчитано по формуле
𝜀𝑐 =
𝑒 (1− 2𝑇𝜀𝐴)
𝑒− 2 . (8)
Критерий 𝜀𝑐 изменяется в интервале 0 6 𝜀𝑐 6 1.
4. Параметрические критерии
Простейший вариант параметрического критерия основан на следующем свойстве экспо-
ненциальной плотности распределения [11]:
𝑇 =
√
𝐷, (9)
где D - дисперсия, определяемая по зависимости
𝐷 =
∞∫︁
0
(𝑡− 𝑇 )2
𝑇
exp
(︂
− 𝑡
𝑇
)︂
.
Очевидно, что подобными свойствами обладают многие плотности распределения, напри-
мер, взвешенная пара вырожденных законов, 𝑔 (𝑡) = 0, 5𝛿 (𝑡− 𝜏1) + 0, 5𝛿 (𝑡− 𝜏2), если 𝜏1 = 0,
𝜏2 > 0. Это затрудняет практическое использование зависимости (9).
Для установления более сложного критерия рассмотрим процесс генерации событий, как
«соревнование», в котором участвуют два субъекта: внешний наблюдатель и генератор. Если
в момент старта одновременно запускаются случайные процессы, характеризующие ремен-
ные интервалы между стартом и наблюдением и между двумя событиями, то «соревнование»
может быть описано с помощью 2-параллельного полумарковского процесса [12, 13]
𝑀 = [𝐴, ℎ (𝑡)] , (10)
где 𝐴 = {𝑎𝑤1, 𝑎𝑤2, 𝑎𝑔1, 𝑎𝑔2, } - множество состояний; 𝑎𝑤1, 𝑎𝑔1 - стартовые состояния; 𝑎𝑤2, 𝑎𝑔2
- поглощающие состояния; ℎ (𝑡) - полумарковская матрица;
ℎ (𝑡) =
⎡⎢⎢⎣
[︂
0 𝑤 (𝑡)
0 0
]︂
0
0
[︂
0 𝑔 (𝑡)
0 0
]︂
⎤⎥⎥⎦ ; 0 = [︂ 0 00 0
]︂
. (11)
Рассмотрим ситуацию, когда первый субъект выигрывает «соревнование» в момент време-
ни 𝜏 и ожидает, когда второй субъект достигнет финиша. Для определения времени ожидания
по полумарковскому процессу (10) (рис. 1 a) может быть построен ординарный полумарков-
ский процесс (рис. 1 b) вида
𝑀 ′ =
[︀
A′, ℎ′ (𝑡)
]︀
, (12)
где A′ = A
⋃︀
B - множество состояний; A = {𝛼1, 𝛼2, 𝛼3} - подмножество состояний, моделиру-
ющее начало и окончания блужданий по полумарковскому процессу; 𝛼1 - стартовое состояние;
𝛼2 - поглощающее состояние, моделирующее выигрыш второго субъекта; 𝛼3 - поглощающее
состояние, моделирующее окончание ожидания первым субъектом финиширования второго,
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Рис. 29: К расчету времени ожидания
проигравшего субъекта; B = {𝛽1, ..., 𝛽𝑖, ...} - бесконечное множество состояний, задающих
временные интервалы для различных ситуаций завершения дистанции вторым, проигравшим,
субъектом; ℎ′ (𝑡) =
{︀
ℎ′𝑚,𝑛 (𝑡)
}︀
- полумарковская матрица, задающая временные интервалы
процесса.
Элементы ℎ′𝑚,𝑛 (𝑡) определяются следующим образом:
ℎ′1,2 (𝑡) определяется как взвешенная плотность распределения времени финиширования
второго субъекта, если он является «победителем» «соревнования»,
ℎ′12 (𝑡) = 𝑔 (𝑡) [1−𝑊 (𝑡)] , (13)
где 𝑊 (𝑡) =
𝑡∫︀
0
𝑤 (𝜃) 𝑑𝜃 - функция распределения; 𝜃 - вспомогательная переменная;
ℎ′1,2+𝑖 (𝑡), 𝑖 = 1, 2, ..., определяются как взвешенные плотности распределения времени
финиширования первого субъекта в точности во время 𝜏 , если он является «победителем»
«соревнования» и ожидает второго субъекта;
ℎ′1,2+𝑖 (𝑡) = 𝛿 (𝑡− 𝜏) · 𝑤 (𝜏) [1−𝐺 (𝜏)] 𝑑𝜏, (14)
где 𝛿 (𝑡− 𝜏) - вырожденный закон распределения, определяющий время 𝜏 , финиширования
второго субъекта; 𝐺 (𝑡) =
𝑡∫︀
0
𝑔 (𝜃) 𝑑𝜃; 𝑤 (𝜏) [1−𝐺 (𝜏)] 𝑑𝜏 - вероятность финиширования первого
субъекта в точности во время 𝜏 , если он является «победителем» «соревнования»;
𝜂 (𝑡) · 𝑔 (𝑡+ 𝜏)
1−𝐺 (𝜏) ,
где 𝜂(t) - единичная функция Хевисайда - плотность распределения времени пребывания полу-
марковского процесса (12) в состоянии B, которая получается путем отсечения от смещенной
плотности 𝑔 (𝑡+ 𝜏) значений с отрицательным аргументом.
Таким образом, вероятность попадания процесса в подмножество B равна
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𝑝𝛼0𝛽 =
∞∫︁
0
[1−𝐺 (𝜏)]𝑤 (𝜏) 𝑑𝜏 =
∞∫︁
0
𝑊 (𝑡) 𝑔 (𝑡) 𝑑𝑡.
Взвешенная плотность распределения времени ожидания первым субъектом финиширо-
вания второго субъекта равна
ℎ𝑤→𝑔 (𝑡) = 𝜂 (𝑡)
∞∫︁
0
𝑤 (𝜏) 𝑔 (𝑡+ 𝜏) 𝑑𝜏.
Чистая плотность распределения определяется следующим образом
𝑓𝑤→𝑔 (𝑡) =
𝜂 (𝑡)
∞∫︀
0
𝑤 (𝜏) 𝑔 (𝑡+ 𝜏) 𝑑𝜏
∞∫︀
0
𝑊 (𝑡) 𝑑𝐺 (𝑡)
. (15)
Следует отметить, что операция (15) не является коммутативной, т.е. в общем случае
𝑓𝑔→𝑤 (𝑡) =
𝜂 (𝑡)
∞∫︀
0
𝑔 (𝜏)𝑤 (𝑡+ 𝜏) 𝑑𝜏
∞∫︀
0
𝐺 (𝑡) 𝑑𝑊 (𝑡)
̸= 𝑓𝑤→𝑔 (𝑡) .
Рассмотрим поведение 𝑓𝑤→𝑔 (𝑡) для двух видов функции 𝑔 (𝑡): когда указанная функция
описывает поток событий без последействия, т.е. 𝑔 (𝑡) = 1𝑇 exp
(︀− 𝑡𝑇 )︀, и когда поток событий
является строго детерминированным, т.е. 𝑔 (𝑡) = 𝛿 (𝑡− 𝑇 ).
Выражение (15) для первого случая принимает вид:
𝑓𝑤→𝑔 (𝑡) =
𝜂 (𝑡)
∞∫︀
0
𝑤 (𝜏) 1𝑇 exp
[︀− 𝑡+𝜏𝑇 ]︀ 𝑑𝜏
1−
∞∫︀
𝑡=0
[︀
1− exp (︀− 𝑡𝑇 )︀]︀ 𝑑𝑊 (𝑡) =
1
𝑇
exp
(︂
− 𝑡
𝑇
)︂
. (16)
Таким образом, плотность 𝑓𝑤→𝑔 (𝑡) отражает свойство отсутствия последействия в строго
марковских процессах с непрерывным временем, которое может быть сформулировано сле-
дующим образом. Если плотность распределения времени между любыми двумя событиями
в системе распределена по экспоненциальному закону, то для внешнего наблюдателя время,
оставшееся до наступления очередного события, будет также распределено по экспоненциаль-
ному закону, независимо от момента начала наблюдения.
Выражение (15) для второго случая принимает вид:
𝑓𝑤→𝑔(𝑡) =
𝜂(𝑡)𝑤 (𝑇𝑤 − 𝑡)
𝑊 (𝑇𝑤)
. (17)
Пусть 𝑤 (𝑡) имеет область определения 𝑇𝑤min 6 arg𝑤 (𝑡) 6 𝑇𝑤max и математическое ожи-
дание 𝑇𝑤min 6 𝑇𝑤 6 𝑇𝑤max. В зависимости от местоположения 𝑤(𝑡) и 𝑔(𝑡) на оси времени,
возможны следующие ситуации:
a)𝑇 < 𝑇𝑤min. В этой ситуации выражение (5) не имеет смысла.
b) 𝑇𝑤min 6 𝑇 6 𝑇𝑤max. В этой ситуации плотность распределения выражается зависимо-
стью (17), область определения 𝑓𝑤→𝑔(𝑡) определяется как 0 6 arg [𝑓𝑤→𝑔 (𝑡)] 6 𝑇 − 𝑇𝑤min, и
∞∫︀
0
𝑡𝑓𝑤→𝑔 (𝑡) 𝑑𝑡 6 𝑇 .
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c) 𝑇 > 𝑇𝑤max. В этой ситуации 𝑓𝑤→𝑔(𝑡) = 𝑤(𝑇 − 𝑡), 𝑇 − 𝑇𝑤max 6 arg [𝑓𝑤→𝑔 (𝑡)] 6 𝑇 − 𝑇𝑤min,
и
∞∫︀
0
𝑡𝑓𝑤→𝑔 (𝑡) 𝑑𝑡 6 𝑇 .
Таким образом, математическое ожидание функции 𝑓𝑤→𝑔(𝑡) для пуассоновского потока
событий остается неизменным, а для детерминированного потока событий уменьшается, и это
уменьшение определяется видом функции 𝑤 (𝜏). Это обстоятельство позволяет определить
вид простого критерия, основанного на использовании математического ожидания плотности
распределения ожидания.
Пусть плотность распределения времени наблюдения определяется вырожденным законом
распределения с математическим ожиданием, равным T, т.е. 𝑤 (𝑡) = 𝛿 (𝑡− 𝑇 ) (соответствует
детерминированному потоку событий). Для этого случая плотность распределения времени
ожидания 𝛿-функцией Дирака события, когда завершится событие 𝑔 (𝑡), определяется по за-
висимости
𝑓𝛿→𝑔 (𝑡) =
𝜂 (𝑡) · 𝑔 (𝑡+ 𝑇 )
∞∫︀
𝑇
𝑔 (𝑡) 𝑑𝑡
. (18)
Математическое ожидание (18) имеет вид
𝑇𝛿→𝑔 =
∞∫︁
0
𝑡
𝑔 (𝑡+ 𝑇 )
∞∫︀
𝑇
𝑔 (𝑡) 𝑑𝑡
𝑑𝑡. (19)
Критерий, основанный на определении времени ожидания, имеет вид
𝜀𝑤 =
(︂
𝑇 − 𝑇𝛿→𝑔
𝑇
)︂2
, (20)
где T - математическое ожидание анализируемой плотности распределения времени между
соседними событиями; 𝑇𝛿→𝑔 - математическое ожидание плотности распределения 𝑓𝛿→𝑔 (𝑡),
рассчитываемое по зависимости (18).
Для экспоненциального закона
𝜀𝑤 =
(︂
𝑇 − 𝑇𝛿→𝑔
𝑇
)︂2
=
(︂
𝑇 − 𝑇
𝑇
)︂2
= 0. (21)
Это означает отсутствие последействия. Для строго детерминированной связи между со-
бытиями, выражаемой 𝛿-функцией Дирака 𝑔 (𝑡) = 𝛿 (𝑡− 𝑇 )
𝑓𝛿→𝑔 (𝑡) = 𝛿 (𝑡) , и 𝜀𝑤 =
(︂
𝑇 − 0
𝑇
)︂2
= 1. (22)
Это означает детерминированную связь между событиями, или «абсолютное последей-
ствие».
Исследуем поведение критерия
√
𝜀𝑤функции. Для этого определим математическое ожи-
дание функции 𝑔 (𝑡) в виде (рис. 2)
∞∫︀
0
𝑡𝑔 (𝑡) 𝑑𝑡 =
𝑇∫︀
0
𝑡𝑔 (𝑡) 𝑑𝑡+
∞∫︀
0
𝑡𝑔 (𝑡+ 𝑇 ) 𝑑𝑡𝑇 + 𝑇
∞∫︀
0
𝑔 (𝑡+ 𝑇 ) 𝑑𝑡 =
= 𝑝1𝑔𝑇1𝑔 + 𝑝2𝑔𝑇𝛿→𝑔 + 𝑝2𝑔𝑇 = 𝑇,
(23)
где 𝑝1𝑔 =
𝑇∫︀
0
𝑔 (𝑡) 𝑑𝑡; 𝑝2𝑔 =
∞∫︀
𝑇
𝑔 (𝑡) 𝑑𝑡.
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Рис. 30: К расчету математического ожидания
Очевидно, что в (23) 𝑇2 = 𝑇𝛿→𝑔.
Если 𝑔 (𝑡) = 𝑓 (𝑡), то из уравнения
𝑝1𝑓𝑇1𝑓 + 𝑝2𝑓𝑇𝛿→𝑓 + 𝑝2𝑓𝑇 = 𝑇, (24)
где 𝑝1𝑓 =
𝑒−1
𝑒 ;𝑝2𝑓 =
1
𝑒 ;𝑇1𝑓 = 𝑇
𝑒−2
𝑒−1 ,
следует, что
𝑇𝛿→𝑓 = 𝑇. (25)
Равенство (25) подтверждает справедливость зависимостей (16) и (21).
При 𝑔 (𝑡) ̸= 𝑓 (𝑡) из (23) следует
𝑇𝛿→𝑔 =
𝑝1𝑔 (𝑇 − 𝑇1𝑔)
1− 𝑝1𝑔 . (26)
Значение 𝑇𝛿→𝑔, в зависимости от соотношения значений 𝑇1𝑔 и 𝑝1𝑔 может быть как 𝑇𝛿→𝑔 > 𝑇 ,
так и 𝑇𝛿→𝑔 < 𝑇 (случай𝑇𝛿→𝑔 = 𝑇 представлен зависимостями (24), (25)). Очевидно, что первые
два случая означают, что поток не является Пуассоновским
5. Пример
В качестве примера рассмотрим случай, когда поток событий формируется в результа-
те «соревнования» K субъектов с равновероятными и одинаковыми законами распределения
(рис. 2). Модель формирования потока может быть представлена в виде K -параллельного
полумарковского процесса, показанного на рис. 2 [11],
𝑀𝐾 =
[︀
A𝐾 , ℎ𝐾 (𝑡)
]︀
, (27)
где 𝐴𝐾 = {𝑎11, ..., 𝑎𝑘1, ..., 𝑎𝐾1, 𝑎12, ..., 𝑎𝑘2, ..., 𝑎𝐾2} - множество состояний; 𝑎11, ..., 𝑎𝑘1, ...,
𝑎𝐾1 - подмножество стартовых состояний; 𝑎12, ..., 𝑎𝑘2, ..., 𝑎𝐾2 - подмножество поглощающих
состояний; ℎ𝐾 (𝑡) - полумарковская матрица;
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Рис. 31: Формирование потока событий в результате «соревнования» k субъектов
ℎ𝐾 (𝑡) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[︂
0 𝑣1 (𝑡)
0 0
]︂
...
...
0
...
[︂
0 𝑣𝑘 (𝑡)
0 0
]︂
...
0 ...
... [︂
0 𝑣𝐾 (𝑡)
0 0
]︂
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
; (28)
𝑣1 (𝑡) = ... = 𝑣𝑘 (𝑡) = ...𝑣𝐾 (𝑡) = 𝑣 (𝑡) =
{︂
1, when 0 6 𝑡 6 1;
0 in all other cases.
(29)
K -параллельный процесс запускается изо всех состояний подмножества 𝑎11, ..., 𝑎𝑘1, ...,
𝑎𝐾1 одновременно. Событие генерируется, когда один из ординарных процессов, например k -
й, достигает своего поглощающего состояния, 𝑎𝑘1, 1 6 𝑘 6 𝐾. В соответствии с теоремой Б.
Григелиониса, при 𝐾 →∞ поток событий, генерируемых параллельно независимыми генера-
торами, стремится к пуассоновскому.
Плотность распределения интервала времени между началом процесса и достижением хотя
бы одним процессом поглощающего состояния, для данного конкретного случая, определяется
зависимостью
𝑔𝐾 (𝑡) =
𝑑
{︁
1− [1− 𝑉 (𝑡)]𝐾
}︁
𝑑𝑡
, (30)
где
𝑉 (𝑡) =
𝑡∫︁
0
𝑣 (𝜏) 𝑑𝜏 =
{︂
2𝑡, when 0 6 𝑡 6 1;
0 in all other cases.
Для случая (29)
𝑔𝐾 =
{︂
𝐾 (1− 𝑡)𝐾−1 , when 0 6 𝑡 6 1;
0 in all other cases.
(31)
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Математическое ожидание для (31) определяется по зависимости
𝑇𝐾 =
1∫︁
0
𝑡𝐾 (1− 𝑡)𝐾−1 𝑑𝑡 = 1
𝐾 + 1
[time] (32)
Экспоненциальный закон, определяющий Пуассоновский поток событий, имеет вид:
𝑓𝐾 (𝑡) = (𝐾 + 1) exp [− (𝐾 + 1) 𝑡]
[︂
prob
time
]︂
, (33)
Для усеченного закона
𝑇𝐾 =
𝐾
(𝐾 + 1)2
[time] . (34)
lim
𝐾→∞
𝜀𝐾𝑙𝑔 = lim
𝐾→∞
𝑇𝐾 − 𝑇𝐾
𝑇𝐾
= lim
𝐾→∞
1
𝐾 + 1
= 0, (35)
т.е. с увеличением K закон приближается к экспоненциальному, что соответствует теореме
Б. Григелиониса [14], и подтверждается введенным критерием, основанном на вычислении
функции ожидания.
Вид плотностей распределения приведен на рис. 3. Уже при K = 8 критерий равен 11,1,
что можно считать хорошим приближением к экспоненциальному закону.
Рис. 32: Вид плотностей распределения
6. Заключение
Таким образом, исследованы критерии, по которым может быть оценена степень прибли-
жения потока событий к пуассоновскому потоку. Из всех существующих может быть выделен
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критерий, основанный на оценке времени ожидания, использование которого позволяет суще-
ственно сократить вычислительную сложность алгоритмов оценки.
Дальнейшие исследования в этом направлении могут быть связаны с практическим ис-
пользованием критерия для оценки свойств потоков событий и оценкой ошибок, к которым
приводит замена непуассоновских потоков пуассоновскими при моделировании систем.
Работа выполнена при финансовой поддержке Министерства образования и
науки Российской Федерации на выполняемый в рамках государственного зада-
ния на проект "Параллельные полумарковские процессы в системах управления
мобильными роботами"№ 2.3121.2017/ПЧ.
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