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In this thesis I explore the effect of parameter uncertaintyocean biogeochemical models on
the calculation of carbon uptake by the ocean. The ocean currently absorbs around a quarter
of the annual anthropogenic CO2 emissions to the atmosphere [Scholes et al., 2009], slowing
the increase in radiative forcing associated with the increasing atmospheric CO2 concentration.
Ocean biogeochemical models have been developed to study the role of the ocean ecosystem in
this process. Such models consist of a greatly simplified representation of the hugely complex
ocean ecosystem. This simplification requires extensive parameterisation of the biological
processes that convert inorganic carbon to and from organiccarbon in the ocean.
The HadOCC ocean biogeochemical model is a Nutrient-Phytoplankton-Zooplankton-Detritus
(NPZD) model that is used to represent the role of the ocean ecosystem in the global carbon cycle
in the HadCM3 and FAMOUS GCMs. HadOCC uses twenty parametersto control the processes
of biological growth, mortality, grazing and detrital sinkg that control the uptake and cycling
of carbon in the ocean ecosystem. These parameters represent highly complex and in some cases
incompletely understood biological processes, and as a result are uncertain in value.
A sensitivity analysis is performed to identify the HadOCC parameters that due to uncertainty in
value have the greatest possible effect on the exchange of CO2 between the atmosphere and the
ocean—the air-sea CO2 flux. These are found to be the parameters that control phytoplankton
growth in the well lit surface ocean, the formation of carbonate by marine organisms and the
sinking of biological detritus.
The uncertainty in these parameters is found to cause changes to the air-sea CO2 flux calculated
by the FAMOUS GCM. The initial effect of these changes is equivalent to the order of the error
of current estimates of the net annual carbon uptake by the ocean (2.2± 0.3 Pg C y−1 [Gruber
et al., 2009], 2.2± 0.5 Pg C y−1 [Denman et al., 2007]). This indicates that while the effect
of ocean biogeochemical parameter uncertainty is non-negligible, it is within the bounds of
the uncertainty of the total (inorganic and organic) ocean crbon system, and is considerably
less than the uncertainty in the carbon uptake of the terrestrial biosphere [Houghton, 2007].
However, as the ocean plays a crucial role in the global carbon cycle and the regulation of
the Earth’s climate, further understanding and better modelling of the role of the ocean ecosys-
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Chapter 1
Introduction
1.1 The big picture
The Earth’s climate has unequivocally warmed in recent history [Solomon et al., 2007]. Anthro-
pogenic development over the past two centuries has been shown to be ‘very likely’ responsible
for this rapid change in the Earths climate [Solomon et al., 2007]. Understanding and mitigating
climate change is one of the great challenges of the current era [Tol, 2008]. Global mean
temperature has gradually risen with the increase in radiative forcing attributed to the increase in
atmospheric green house gas concentrations due to human activity. Athropogenic CO2 emissions
from fossil fuel burning, deforestation and other processes form the most significant contribution
to these green house gases [Forster et al., 2007]. Understanding the global carbon cycle, and its
role in regulating the atmospheric CO2 concentration, is crucial to predicting the future climate,
and determining the appropriate mitigation required to avert, and adapt, to the effects of climate
change [Houghton, 2007]. Global climate models (GCMs)1 are the current state of the art in
addressing this issue [Randall et al., 2007], but remain condensed and limited representations of
the global climate system. Knowledge of these limitations ad their effects is essential to interpret
the results of, and to further develop, such models [Randallet al., 2007; Friedlingstein et al.,
2006; Stainforth et al., 2005; Murphy et al., 2004].
The tiny algae, collectively known as phytoplankton, that inhabit the well-lit upper region of the
ocean form the basis of a major part of the global carbon cycle[Ri besell et al., 2007; Denman
et al., 2007]. Algal photosynthesis accounts for just underhalf the global total photosynthesis
[Fasham, 2003], resulting in a net primary production of around 48 Pg carbon per year2 [Field
et al., 1998; Mackenzie et al., 2004; Houghton, 2007]. Whilemuch of this carbon is cycled
through the upper ocean ecosystem, a significant fraction—around a fith—is exported to the deep
ocean, where some eventually adds to, and is buried, in sea-bed sediments providing a geological
time-scale carbon sink [Sarmiento and Gruber, 2006]. The ocean ecosystem responsible for
this export is hugely complex, and, as highlighted by recentdiscoveries in the role of fish in
the basic cycling of carbonate [Wilson et al., 2009], and bacterivory by phytoplankton [Zubkov
and Tarran, 2008], remains incompletely understood. In spite of this, the basic structure is
1While also commonly referred to as ‘Global Circulation Models’ I feel that the title ‘Global Climate Models’ is
more appropriate to this thesis.
21 Pg C is 1×1015g C= 1 gigaton carbon.
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sufficiently homogeneous to enable simple models to crudelyrepresent the ocean ecosystem’s
role in the global carbon cycle. This requires extensive simplification and parameterisation
of many complex processes, but enables their essential roleto be captured for inclusion in
global climate models. In this thesis I seek to understand the limitations that arise from these
simplifications by studying the effect of the uncertainty ofthe parameters used to govern
these parameterisations on the results of the models in which t ey are used. Here, I begin by
outlining the processes that control the cycling of carbon between the atmosphere and ocean
and then describe their inclusion in ocean biogeochemical models. I then move on to discuss
the objectives and structure of this thesis and briefly outline the content of the subsequent chapters.
1.2 The fate of anthropogenic CO2
The atmospheric concentration of CO2 has increased dramatically over the last two centuries from
a pre-industrial level of around 280ppm to a present day value of around 390ppm which is likely
to increase [Forster et al., 2007]. The annual increase in atmospheric CO2 concentration accounts
for only half of the total annual CO2 estimated to have been released into the atmosphere by the
burning of fossil fuels for power generation, industry, transport and other activities—principally
land use change—arising from the rapid development of modern societies. The remaining half of
the anthropogenic CO2 emissions have been absorbed by processes on the land or ocean, slowing
the increase in the radiative forcing of the climate associated with increasing the atmospheric
CO2 content [Sabine et al., 2004]. Detailed understanding of the global carbon cycle and of the
amounts and location of carbon contained in its constituents is essential to furthering knowledge
of the earth system, and predicting the potential absorbtion of future anthropogenically released
carbon.
The medium-term—processes relevant to≈ 105 year timescale—global carbon cycle is shown
in Figure 1.1. Some of the carbon released to the atmosphere by anthropogenic activity and is
absorbed by the terrestrial biosphere and the ocean. While both the terrestral biosphere and ocean
are net carbon sinks, both also release large amounts of carbon to the atmosphere complicating
accurate estimation of the sizes of these sinks. The greatest current uncertainty in the global
carbon cycle is the size and potential evolution of the carbon sink resulting from the terrestrial
biosphere, the size of which is thought to have been previously underestimated. However, the
location and size of these sinks is still a subject of active research (e.g. Stephens et al. [2007]
and Luyssaert et al. [2008]). The size of the ocean carbon sink i better constrained, with current
estimates using various methods ranging from 1.5± 0.9 to 2.4± 0.5 Pg C y−1, with the most
recent being 2.2± 0.3 Pg C y−1[Gruber et al., 2009]. Further constraint of the size of the
ocean carbon sink, and understanding of its possible development (e.g. Yoshikawa et al. [2008],
Le Quéré et al. [2007] and Schuster and Watson [2007]), is essential to calculating the response
of the carbon cycle to anthropogenic forcing.
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1.3 The ocean in the carbon cycle
The ocean is the largest component of the global medium-termdynamic carbon cycle3 containing
an estimated 90% of the total carbon [Reay et al., 2007] (see also Figure 1.1). Of this ocean
carbon, the vast majority (greater than 95%), resides in theintermediate and deep ocean, as
dissolved inorganic and organic carbon, with the remainderin the mixed upper layer of the
ocean, which is in regular contact with the atmosphere. For at least 11,000 years prior to
anthropogenic industrial development, the ocean carbon reservoir was close to equilibrium with
the atmosphere and terrestrial reservoir, with an estimated nnual net air-sea CO2 flux of around
0.6 Pg carbon out of the ocean, balancing the terrestrial input from riverine sources and the
organic carbon buried in ocean sediments [Fasham, 2003; Mackenzie et al., 2004; Reay et al.,
2007]. In this pre-anthropogenic global carbon cycle the rel ase of geologically sequestered
carbon by weathering and erosion is countered by the burial of organic matter in sediments.
Anthropogenic exploitation of fossil fuels and land-use change has accelerated the release of
geologically sequestered carbon by a factor of about one hundred, with the resulting increase in
atmospheric CO2 concentration perturbing the equilibrium of the carbon cycle and causing the
ocean to absorb more CO2 from the atmosphere, making the ocean a net carbon sink [Berner,
2003]. As atmospheric CO2 concentration rises, the ocean uptake increases in response, but lags
behind due to the continued increase in CO2 emissions to the atmosphere. This dis-equilibrium
between atmospheric and oceanic CO2 is currently estimated to cause an oceanic uptake of around
2.2 Pg± 0.5 Pg C y−1 [Denman et al., 2007]—roughly a third of current annual anthropogenic
emissions [Sabine et al., 2004]—slowing the warming due to an hropogenic atmospheric CO2.
Given the huge quantities of carbon contained in the ocean (see Figure 1.1) it is clear that the
ocean plays the primary role in the regulation of the medium-term global carbon cycle [Murray,
2000]. Paleoclimate records such as past atmospheric CO2 concentrations obtained from ice cores
show a change in atmospheric CO2 concentration of around 100 parts per million between glacia
( 180ppm CO2) and intergalcial (≈ 300ppm CO2) periods [Jansen et al., 2007]. This change is
largely attributed to oceanic processes [Peacock et al., 2006], both physical [Kurahashi-Nakamura
et al., 2009] and biological [Kohfeld et al., 2005] increasing the oceanic uptake of CO2 and
hence reducing atmospheric CO2 concentration during periods of glaciation. Emissions from
athropogenic development have increased atmospheric CO2 concentrations well-beyond any seen
in the paleoclimate record for at least the last 650,000 years [J nsen et al., 2007]. Under ‘business
as usual’ scenarios anthropogenic emissions and hence the atmospheric CO2 concentration are
projected to continue to rise, with the long term effects on the ocean’s role in the global carbon
cycle and on global climate still uncertain (e.g. Sabine et al. [2004]; Meehl et al. [2007]).
3The lithosphere is by far the largest component of the globalcarbon cycle but as the rate of turnover of the litho-
sphere is of the order of 108 years, it’s inclusion is not relevant in the study of medium-term (order of 105 years) carbon
cycle and it’e effect on the Earth’s climate. [Murray, 2000].
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Figure 1.1: Estimated global reservoirs (in bold), and flows of carbon inPg C yr−1 for the 1990’s. The
dynamic carbon reservoirs are the atmosphere, terrestrialbiosphere (including soils) and ocean. The ocean
is by far the largest carbon reservoir with the intermediateand deep ocean providing a huge medium-term
( 105 year) carbon sink. The anthropogenic exploitation of geologically sequestered carbon through the
burning of fossil fuels and emissions associated with land use change are steadily increasing atmospheric
CO2 concentration. Some of this anthropogenic CO2 is absorbed by the terrestrial biosphere and the ocean,
with the remainder increasing the radiative forcing of the Earth’s climate. The net carbon exchange between
the atmosphere and ocean (the air-sea CO2 flux), is estimated to be an oceanic uptake of 2.2± 0.4 Pg C
yr−1 in the 1990’s [Denman et al., 2007]. Adapted from Houghton [2007].
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I now look at the important processes that govern the uptake of carbon by the ocean. Section 1.4
details the exchange of carbon between the atmosphere and the ocean at the air-sea interface, the
interaction between the atmospheric and oceanic carbon reservoirs see in Figures 1.1. Following
this, Section 1.5 explains the different physical and biological processes that transport carbon into
the ocean, and the effect of the addition of anthropogenic carbon on ocean chemistry.
1.4 CO2 transfer at the air-sea interface
The chemical interaction between the atmosphere and ocean is regulated by the transfer of gases
across the air-sea interface. Atmospheric gases are exchanged between the atmosphere and
ocean-surface waters with most gases in a state of near- to slight over-saturation [Bigg, 2003].
The solubility of a gas is used as a measure by which to comparethe behaviour of different gases.
The solubility of a gas in the ocean is defined as the the saturation concentration that would be
found in the theoretical situation of the whole atmospere being composed of the gas in question.
Solubility is dependant on temperature, with a high inversedependance for heavier atmospheric
gases such as CO2. This is due to higher temperatures causing the average energy of the gas
molecules to be greater, which leads to a higher exchange rate of molecules between air and water
so that equilibrium (the same number of molecules leaving and entering the water) is acheived
with fewer gas molecules in the liquid [Bigg, 2003]. CO2 reacts with sea-water to form soluble
ions (see Section 1.5), causing CO2 to have a very high solubility in sea-water compared with
most other principal atmospheric gases.
While the solubility describes the relative abilities of different gases to be absorbed into the ocean,
as the atmosphere is a mixture of many gases the difference betw en the concentrations of the gas
in the surface waters and atmosphere—the partial pressure—determines the actual exchange of
the gas across the air-sea interface. The flux (rate of exchange) of a gas across the air-sea interface
can be described in terms of the partial pressures of the gas in the atmosphere (pair) and in the
sea-surface waters (psea) such that
Flux = k(psea − pair) (1.1)
wherek is the gas transfer velocity. The gas transfer velocity represents the effect on the rate of air-
sea gas exchange caused by different sea and atmosphere stats. In calm conditions, an unbroken
sea-surface and still airmass results in a low rate of exchange s the turnover of the airmass and
the renewal of gases is slow and the calm sea-surface has a relatively low surface area—no waves
or bubbles. In rougher conditions, higher wind speeds result in frequent airmass mixing and
renewal and the sea-surface area is increased by the presence of waves and bubbles. In conditions
sufficiently rough to cause wave-breaking, the transfer velocity is dramatically increased as air
bubbles are pumped into the surface waters. As the state of thairmass and sea-surface are largely
dependent on wind speed, the transfer velocityk is taken as a function of wind speed, with various
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parameterisations used to calculate it from wind data (e.g.Fangohr et al. [2008]; Wanninkhof and
McGillis [1999]; Wanninkhof [1992]). While the gas transfer velocity k is most strongly a fuction
of wind speed, other factors such as the temperature (and sali ity) dependant solubility of the gas
(see above) remain important so for the purpose of calculation an additional solubility termαsol
is added to Equation 1.1 so thatk can be treated purely as a function of local wind speed—see
Section 1.6.
1.5 Carbon in the ocean
Atmospheric CO2 dissolves into the ocean surface waters with the rate determin d by the CO2
concentration of the surface waters and sea-surface conditi s (see Sections 1.4 and 1.6). Most
of the dissolved CO2 reacts with seawater forming carbonic acid. Carbonic acid then ionises to
form bicarbonate ions, some of which undergo a second ionisation, forming carbonate ions. These
reactions are shown in Equation 1.2 below:
CO2(gas) + H2O(⇋ H2CO3) ⇋ H
+ + HCO−3 ⇋ 2H
+ + CO2−3 (1.2)
This creates a chemical buffer system that regulates the acidity and CO2 concentration of the
ocean [Sarmiento and Gruber, 2006]. These forms of carbon (including un-reacted CO2) are
collectively known as dissolved inorganic carbon (DIC). Bicarbonate accounts for approximately
90% of the total oceanic DIC content, with carbonate accounting for most of the remainder
(around 8%), and CO2 only around 1-2% [Reay et al., 2007]. While only the concentration of
the unreacted CO2 in the sea-water directly regulates the flux of further atmospheric CO2 into
the ocean, the local—constant temperature and non-carbon chemistry—proportions of different
forms of dissolved carbon stay the same, so changes in the DICconcentration alter the unreacted
dissolved CO2 concentration.
Two different processes transport carbon through the ocean, changing the surface water CO2
concentration and hence influencing the exchange of CO2 between the ocean and atmosphere
[Takahashi, 2004]. The first, known as the physical pump, results from ocean circulation
physically transporting waters containing carbon away from the surface and interaction with the
atmosphere (see 1.5.1 below). The second, the biological pump, arises from carbon-containing
organic matter originating from photosynthetic growth sinking towards the sea-bed (see 1.5.2
below). In practice these processes are closely linked, as upt ke of carbon by the ocean ecosystem
influences the amount of inorganic carbon that dissolves in surface waters, while the ocean
ecosystem is reliant on ocean mixing to replenish essentialnutrients.
1.5.1 Physical pump
The physical pump occurs due to the solubility of CO2 in sea-water increasing as the temperature
of the sea-water decreases (see Section 1.4). Ocean circulation (thermohaline circulation) is
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Figure 1.2: A simple schematic of the ocean ‘conveyor belt’ circulation. Waters warmed in the tropics
are carried in surface currents (red) to high latitudes in the north Atlantic where the water cools and sinks
forming cold deep ocean currents (blue) which return the water to the tropics.
driven by the interactions between solar heating of the ocean, winds, tides and salinity (e.g.
Murray [2000]). Thermohaline circulation results in the so-called ‘conveyor belt’ circulation
of ocean water mass, a simple representation of which is shown in Figure 1.2. Warm water
orginating in the tropics (notably the equatorial Pacific and I dian Ocean) is transported in
near-surface currents to high-latitude deep water formingregions (notably in the Labrador and
Norwegian Seas in the far north Atlantic) where heat is transfered to the atmosphere and the cool
water sinks returning to the tropics in cold deep ocean currents.
Atmospheric gases are well mixed, so the CO2 concentration of the air in contact with the ocean
surface is comparable across all ocean surfaces. As ocean surf ce-waters cool, the solubility of
carbon in them increases, so more atmospheric CO2 is absorbed—see Section 1.4. Toward the
poles, this cool, dense and carbon-rich water sinks toward the sea-bed where it is transported back
to lower latitudes in the deep cold currents. A complete turnover of the ocean takes around 600
years [Curry and Webster, 1999], so sea-water containing anthropogenic carbon that sinks to the
deep ocean provides a sink on this timescale. When these waters resurface at lower latitudes and
warm in the tropical sun, carbon is returned to the atmosphere, as less of the dissolved CO2 is
able to remain in solution.
Ocean circulation is driven by temperature, winds and salinity. Increasing global temperatures,
the effect of these on winds and the input of greater quantities of fresh water from melting polar
ice sheets have the potential to alter circulation patterns, generating climate feedbacks in the
process [Clark et al., 2002]. Although still a subject of much debate, there is evidence that climate
change is already influencing ocean circulation, and that such changes may influence the physi-
cal uptake of carbon by the oceans [Bryden et al., 2005; Le Qu´eré et al., 2007; Bindoff et al., 2007].
§1.5 Carbon in the ocean 8
1.5.2 Biological pump
The biological pump is the result of CO2 uptake by the ocean ecosystem being exported to sea-bed
sediments by sinking. Figure 1.3 shows a schematic of the princi al ocean ecosystem processes
that result in the fixing of carbon and its export to the deep ocean. While the basic structure
is relatively simple, each of the constituents contains many variations which have different
biological and chemical behaviours, some of which remain poorly understood (see below).
Photosynthesising phytoplankton uptakes dissolved CO2 from sea-water and converts it, using
energy from sunlight, to carbohydrates required for their growth. This growth is referred to as
primary production (PP), as it is the stage in which inorganic chemicals—CO2 and nutrients—are
converted to organic matter. This uptake reduces the sea-water CO2 concentration, promoting the
uptake of atmospheric CO2 to replace it. Phytoplankton form the basis of the open oceanm rine
food chain and are grazed upon by higher organsims, principally zooplankton, which are grazed
in turn by larger zooplankton and higher tropic levels. The by-products of this grazing, along with
dead organisms arising from non-predatory (natural) mortality (collectively known as detritus)
are in turn grazed upon by zooplankton and higher organisms,and broken down to more simple
chemical compounds by bacteria. Through these processes much of the detritus remains in the
upper ocean, but around a fifth of the total sinks away from theproductive upper ocean into the
deep with some reaching and adding to sea-bed sediments [Sarmiento and Gruber, 2006].
Phytoplankton are photosynthesising organisms, and are mostly single celled ranging in size from
around 0.2-200µm in diameter, with different types optimised to exploit thedifferent resources
found in the oceans. Their growth is limited by all, or any of the following factors: the available
sunlight (dependent on latitude and time of year, and weather conditions), temperature and the
availability of key nutrients.
Phytoplankton (and their predators—namely zooplankton) inhabit the well-lit upper waters of the
ocean, known as theuphotic zone. This is the surface layer of the ocean where light levels are
sufficient for photosynthesis to occur and is traditionallydefined to be the region of the upper
ocean where the available light is greater than 1% of that which is available at the ocean surface
and usually extends to around 100-200m in the open ocean [Bigg, 2003]. Below this lies the
darkaphotic zone which extends to the sea-floor in which phytoplankton growth is prevented as
photosynthesis cannot take place. The depth to which light can penetrate the ocean depends both
on the amount and wavelength of light incident on the surface, nd on the attenuation (intensity
loss through absorbtion and scattering) of the light by the sea-water and other substances
dissolved or suspended in it. Solar radiation at sea level ranges in wavelength from around 300
to 2500 nm, but phytoplankton only use radiation with wavelengths of between 400 to 700 nm
(photosynthetically active radiation) for photosynthesis. As a result, concentrated phytoplankton
growth close to the surface (blooms—see below) can absorb much of the available light, limiting
photosynthesis deeper in the water, while less concentrated growth allows photosynthesis to take
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Figure 1.3: Schematic of the ocean ecosystem showing the principal biological processes that result in the
eventual uptake of carbon by the ocean due to the sinking of organic detritus—the biological pump, c.f. the
ocean ecosystem model schematic shown in Figure 3.1 (JGOFS).
place over more of the vertical water column. The calculation of light attenuation of sunlight in
the ocean is discussed in Section 3.2.1.
The primary nutrient required by photosynthesising phytoplankton is nitrogen. While a few
phytoplankton types are nitrogen fixers able to directly usedi solved nitrogen, most rely on more
reactive nitrogen-containing compounds such as nitrate and ammonium. Phosphorous is another
key nutrient, and certain types of phytoplankton—notably diatoms—require silicon to grow. In
addition, other elements, notably iron, are crucial micro-nutrients. These are not required in
quantity, but are neccessary for photosynthetic chemical re ctions, and hence phytoplankton
growth and the fixing of CO2 [Sarmiento and Gruber, 2006; Aumont et al., 2003]. The major
source of iron to the ocean is airborne dust from terrestrialsources—principally deserts [Jickells
et al., 2005]. Primary production in ocean regions with little upwind landmass (notably large
parts of the Southern Ocean) is iron rather than nitrogen limited, as has been demonstrated by
iron fertilisation experiments such as the Southern Ocean Iro RElease Experiment (SOIREE)
[Boyd and Law, 2001]. However, the potential of forcing additional CO2 uptake by iron
fertilisation has recently been argued to be hugely overestimated [Pollard et al., 2009]. Dissolved
CO2 is sufficiently abundant in surface waters to be non-limiting, particularly as removal of
dissolved CO2 by photosynthetic uptake triggers absorption from the atmosphere by altering the
concentrations of the oceanic carbon buffer system discussed above.
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The supply of nutrient to phytoplankton is largely determined by ocean mixing. The upper ocean
is well mixed by waves and wind-stress creating a layer of water with near uniform temperature,
salinity and biological organism concentrations. This layer is known as the mixed layer and
usually extends over the upper 10-102 m of the ocean. The mixed layer plays a key role in ocean
biology, as it controls the location of phytoplankton (and to some extent their predators) and
the nutrient on which they depend. A deep mixed layer will carry phytoplankton to less well lit
depths, limiting their growth, but will also replenish nutrient supplies by mixing deeper nutrient
rich waters with the surface waters. Conversely, a shallow mixed layer keeps phytoplankton at the
well lit surface, but prevents the replenishment of nutriens from deeper waters, limiting sustained
growth [Bigg, 2003].
The light and nutrient limitation on phytoplankton growth leads to seasonal and spatial growth
patterns. Phytoplankton grow quickly (phytoplankton havelifetime of hours to a few days),
and so respond rapidly to changes in their environment. In the northern-hemisphere spring,
mid-latitude waters are well mixed from the winter storms and hence nutrient rich. As insolation
and temperature increase with day-length, phytoplankton growth accelerates causing plankton
blooms (containing both photosynthesising phytoplanktonand grazing zooplankton), the location
of which moves northwards as sun elevation increases. By earl summer, the calmer weather
and higher temperature mean the ocean becomes stratified, prventing nutrient replenishment
from deeper waters, so the nutrient supply in the insolated surface waters becomes depleted,
causing phytoplankton growth to slow. Early autumn storms mix the ocean, cycling nutrient from
deeper waters triggering another period of high growth, before the decreasing day-length and
lowering temperatures restrict photosynthetic activity for the winter. The southern hemisphere
follows a similar cycle to that in the north, though, due primarily to iron limitation, Southern
Ocean blooms are less productive than those in northern waters [Fi ld et al., 1998; Aumont et al.,
2003]. In the generally less well-mixed and less fertile subtropical gyres, any nutrient is rapidly
used up so blooms are rare and there is less overall production than at the more fertile mid- and
high-latitudes. In the tropics, high temperatures and consistent insolation year round mean that
production is generally continuous, with blooms only occurring when tropical storms mix nutrient
from deeper waters. Figure 1.4 shows the mean annual net primary production in the ocean for
the years 1997-2002 derived from satellite observed ocean colour data, with the areas of highest
production in nutrient rich mixed high-latitude or upwelling ocean regions.
To act as a carbon sink, the organic material resulting from phytoplankton photosynthesis must
be transported away from the surface to the deep ocean. This export production occurs from
the sinking of dead phytoplankton resulting from natural mortality, and from the grazing of
phytoplankton by other organisms. The entire phytoplanktobiomass of the ocean is estimated
to be consumed every two to six days [Behrenfeld et al., 2006], principally by microscopic
zooplankton, which egest organic matter, die through natural mortality and are grazed in turn
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Figure 1.4: Mean annual net ocean primary productivity distribution for the years 1997-2002 derived from
ocean colour data from the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) satellite (NASA).
creating large amounts of detritus. Much of this detritus iseaten, or broken down by bacteria and
recycled as nutrient in the upper ocean. Detrital material th t sinks below the depth of vertical
ocean mixing may eventually reach the sea-bed, where it addsto ocean sediments providing
the end-point of the biological pump. A small proportion of these sediments (around 3%,
Fasham [2003]) are permentantly buried, eventually forming rock and removing carbon from
the medium-term ( 105 years) dynamic carbon cycle [Sarmiento and Gruber, 2006]. Due to the
difficulty of collection, very little data are currently avail ble on the amount of carbon exported to
the deep ocean [Najjar et al., 2007]. Export estimates have tr ditionally used thef -ratio method
of Eppley and Peterson [1979]. They proposed that nitrate fueled production is directly related to
organic export flux, but the assumptions that underly this—principally that primary production is
spatially isolated from nitrification—have recently been questioned (e.g. Martin and Pondaven
[2006] and Yool [2007]). Current estimates of export vary hugely, with the Ocean Carbon-cycle
Model Intercomparison Project (OCMIP), achieving resultsfrom 9-28 Pg C yr−1, with model
selection by data comparison narrowing this range to 11±3 Pg C yr−1 [Najjar et al., 2007].
1.5.3 Ocean acidification
The increase in oceanic CO2 uptake due to the increase in atmospheric CO2 from anthropogenic
sources is changing the basic chemistry of the ocean. The additional CO2 is increasing the
hydrogen ion concentration in the ocean, lowering the oceanpH which has been extremely
stable for millenia [Denman et al., 2007]. Current estimates show a drop of 0.1 units of pH
in surface waters compared to the pre-anthropgenic level, and projections show the process
accelerating under ‘business as usual’ emission scenarios[Orr et al., 2005; Key et al., 2004]. This
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process is slightly misleadingly referred to as ocean acidifi at on, as the ocean is in fact slightly
alkaline—the addition of anthropogenic CO2 is gradually decreasing this alkalinity. Ocean
acidification is expected to initially increase the air-seaCO2 flux into the ocean, as the decrease
in ocean pH leads to a reduction in organic carbonate formation—the precipitation of carbonate
releases CO2, increasing the pCOsea2 of the surrounding water. While this process provides a
temporary negative feedback to climate warming, the overall ffect of decreasing ocean pH on the
ocean ecosytem is still under debate (e.g. Doney et al. [2009a] and Denman et al. [2007]). Species
that form calcium carbonate shells are likely to be adversely affected as their carbonate structures
become vunerable to dissolution as the seawater pH decreases [Cao and Caldeira, 2008]. The
sinking of this organic carbonate constitutes a significantpar of the transport of organic matter
to the deep ocean and hence the long-term ocean carbon sink [Loubere et al., 2007]. However,
how individual species react to the decreasing pH requires further research (e.g. recent laboratory
research by Iglesias-Rodriguez et al. [2008] found increased calcification by coccolithophores—a
major calcifying phytoplankton group—in a CO2 enriched enviroment, see also Doney et al.
[2009a]). As on land, the ocean ecosystem is finely tuned to the chemical conditions of its
environment and the decrease in oceanic pH due to anthropogenic CO2 emissions is an additional
stress on a system already adapting to changes associated with increasing temperatures.
1.6 Calculating the air-sea CO2 flux
The exchange of CO2 between the atmosphere and the ocean is a complex two way process with
both temporal and spatial variation. An estimated 90 Pg of carbon is exchanged annually between
the atmosphere and ocean [Houghton, 2007]. However, there is only a small imbalance between
the fluxes in different directions. Current estimates of this net flux are an oceanic uptake of 2.2±
0.5 Pg of carbon per year (for the years 2000-2005) [Denman etl., 2007], and an oceanic uptake
of 2.2± 0.3 Pg of carbon per year (for the year 1995) [Gruber et al., 2009].






In the gas transfer equation, the direction of the CO2 flux is determined by the difference between
the partial concentration of CO2 in the atmosphere (pCOair2 ) and in the ocean surface (pCO
sea
2 ).
This difference, combined with the solubilityαsol (which depends on salinity and temperature),
and the gas transfer velocityk—governed by wind speeds and sea-surface conditions such as
wave type, bubbles and the presence of slicks—determine thesize of the flux. Of these, the
wind speed through the gas transfer velocityk has the greatest effect on the size of flux, with
high winds (more prevalent at high latitudes) leading to much greater fluxes. As a result, the
parameterisation chosen to model the relationship betweenind-speed and gas transfer velocity
can have a large effect on the calculated flux [Fangohr et al.,2008; Takahashi et al., 2002]. Figure
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1.5 shows the mean annual air-sea CO2 flux for 1995 as calculated from interpolated cruise and
mooring data by Takahashi et al. [2002]. This clearly shows the spatial variation in the direction
and size of the air-sea CO2 flux, with warm tropical waters outgassing to the atmosphere, and cold
mid- and high-latitude waters absorbing atmospheric CO2. The greatest uptake of atmospheric
CO2 occurs in high-latitude deep-water forming regions, most notably in the north-east Atlantic
[Sabine et al., 2004]. Here, surface currents sink to the deep oc an having cooled, taking huge









Figure 1.5: Mean annual air-sea CO2 flux for 1995, clearly showing ingassing at high latitudes—notably in the north-east Atlantic due to CO2 rich water sinking to the
deep ocean, and outgassing in the tropics. From Takahashi etal. [2002].
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1.7 Earth system modelling
Modelling plays a central role in the study of complex systems such as the Earth’s climate and the
processes that influence it [Randall et al., 2007; Jacobson et al., 2000]. Models allow knowledge
gained from different observations to be combined, explored and assessed, and provide a viable
method for predicting the future evolution of a system. However, models of complex systems are
limited by the degree of detail with which we understand the system and the resources available
to build and evaluate them.
Models of the Earth’s climate have to capture the many different physical, chemical and biological
processes and the interactions between them that control the Earth’s ability to absorb and retain
solar radiation. Climate models take many forms, from simple models of individual processes
and components of the climate system through to hugely complex state-of-the-art global climate
models (GCMs) such as the Met Office HadCM3 model [Gordon et al., 2000; Randall et al.,
2007]. GCMs are constructed of many component models that describ individual processes that
influence climate, which are in turn based upon our current knowledge of these processes—which
can range from considerable to limited [Randall et al., 2007]. As a result, the assessment of model
ability and accuracy is key to interpreting and qualifying confidence in their results [Stainforth
et al., 2005; Murphy et al., 2004].
Many of the models of climate processes are parameterisation of the real world situation—a
combination of equations and parameters that seek to represent to the best of our knowledge the
climate influencing ability of a particular process. Equations are developed from basic principles
or experimentation, and parameter values can either be observed (measured), or selected by
tuning the model to reproduce an observable or known quantity [Smith and Smith, 2002]. The
accuracy of a model depends on the quality of the parameterisa ion used—the ability of the
equations and parameters to capture the relevant detail. Ifour knowledge of a process remains
limited by constraints in observations (lack of data) and/or inaequate understanding then this
limitation will be integral to the model, and the results of the model questionable to some degree.
However, a model can be used to study the limitations of our knowledge by exploring the effect of
adjusting the models parameterisations on the results [Smith and Smith, 2002; Saltelli et al., 2001].
The parameter values used in models are uncertain to a degreeset by the quality of their measure-
ment or of the tuning method by which they are determined [Saltelli et al., 2001]. Many of the
parameters used in climate models are uncertain in value, and this uncertainty has the potential
to influence the results of the model. The investigation of the effect of parameter uncertainty in
climate models is therefore a key part of their assessment and development, particularly in areas
of climate science such as the global carbon cycle in which our current knowledge is limited
[Jones et al., 2006]. Chapter 2 details some of the methods antechniques for exploring the
effects of parameter uncertainty that are used in this thesis.
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1.8 Ocean carbon cycle modelling
Models have been developed to describe and study the role of the ocean in the global carbon
cycle. These take the form of an ocean biogeochemical model representing the ocean ecosystem,
nested within a physical ocean model, which describes the ocean mixing [Sarmiento and Gruber,
2006]. Physical ocean mixing models range in complexity from simple slab models, to 1D
water columns with different levels4, through to highly complex 3D global ocean circulation
models of the vertical and lateral transport of water massesin the ocean. Similarly, ocean
biogeochemical models range from simplistic representations of only the very basic components
of the ecosystem, to more complex models featuring greater detail (see Section 1.8.1 below).
These coupled physical-biological models use meteorological data (wind speed and temperature),
atmospheric data (the atmospheric CO2 concentration), sea-surface data (salinity, temperature
and sea-surface state), and data on the availability of sunlight (latitude, time of year and cloud
cover) and nutrient to the ocean ecosystem to calculate the terms in Equation 1.3, and the
resulting air-sea CO2 flux. These models can then be used in the global carbon cycle compo-
nent of global climate models (GCMs) used for climate study and prediction [Randall et al., 2007].
Several studies have been and continue to be undertaken to compare and develop mod-
els of the ocean carbon cycle. The Ocean Model Intercomparison Project (OCMIP
www.ipsl.jussieu.fr/OCMIP/) focusses on assessing the effect on the ocean car-
bon cycle of differences in the modelled ocean circulation [Najjar et al., 2007; Watson and Orr,
2003]. The principal conclusion of the OCMIP-2 project which ompared the results of twelve
different global ocean circulation models using a common biogeochemical model is the high
sensitivity of ocean tracer distributions and biogeochemical fluxes to the ocean circulation regime
used, with huge differences seen in for instance the calculated export (see Section 1.5.2) [Najjar
et al., 2007]. Other studies such as that of Smith and Marotzke [2008] also find the representation
of ocean circulation to have a large effect on the uptake and storage of carbon by the ocean. This
highlights the potential impact on the cycling of ocean bioge chemical tracers and carbon of
climate change forcing of large scale ocean circulation discus ed in Section 1.5.1 [Bindoff et al.,
2007].
The effect of climate forced changes to the global carbon cycle is one of the major uncertainties in
climate prediction [Cox et al., 2000; Chuck et al., 2005; Huntingford et al., 2009]. The Coupled
Carbon Cycle Model Intercomparison Project (C4MIP http://c4mip.lsce.ipsl.fr/)
seeks to address this by exploring the effect of carbon cyclefeedbacks on global climate using
GCMs that include ocean and terrestrial carbon cycle models[Friedlingstein et al., 2006]. The
results of eleven coupled climate-carbon cycle models werecompared with all of them indicating
negative feedbacks to climate change from the global carboncycle, but with less consensus in the
size and attribution of climate change feedback to terrestrial o oceanic processes [Friedlingstein
4In this thesis I use the term ‘level’ to refer to the partitioning of the water column in a model, and ‘layer’ to describe
the different regions of the water column e.g., the mixed layer and the euphotic layer.
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et al., 2006]. To help address these issues, greater understanding of the uncertainties and limita-
tions of the treatment of the ocean ecosystem in ocean carboncycle models is needed (see Section
1.8.1 and Chapter 5).
1.8.1 Ocean biogeochemical models
The purpose of ocean biogeochemical models is to capture theffect of the ocean ecosystem on
global chemical cycling. To model the role of the ocean ecosystem in the global carbon cycle,
biogeochemical models need to calculate the effect of carbon uptake by photosynthesising phy-
toplankton on the ocean surface CO2 concentration (pCOsea2 in Equation 1.3), and the transport
of this organic carbon to the deep ocean through the sinking of detrital material. Only the lowest
trophic levels of the ocean ecosystem are represented in biogeochemical models as higher levels
are assumed to have negligible effect on the transport of carbon in the ocean (an assumption that
may require revision in the light of recent work on the role offish in carbonate transport [Wilson
et al., 2009]). The uptake of carbon near the sea-surface by phyto lankton growth is limited by
the availability of nutrients (nitrogen is the single most important nutrient), and the availability of
sunlight. The production of detrital material arises from the natural mortality of phytoplankton
and grazing upon them by higher trophic levels—principallyzooplankton (see Section 1.5.2).
Simple ocean biogeochemical models, such as those used in GCM’s, partition the ocean ecosys-
tem into basic components to make nutrient-phytoplankton (NP), nutrient-phytoplankton-detritus
(NPD) or nutrient-phytoplankton-zooplankton-detritus (NPZD) models in which nitrogen is
assumed to be the sole limiting nutrient, and the phytoplankton, zooplankton and detritus are
given global characteristics [Sarmiento and Gruber, 2006]. These simple models are relatively
computationally efficient and can be tuned to reproduce bulkproperties like remotely estimated
primary production, so are widely used in GCMs. This study uses the NPZD Hadley centre ocean
Carbon Cycle model (HadOCC) of Palmer and Totterdell [2001], which is currently used in the
Met Office Hadley centre Climate model 3 (HadCM3) [Gordon et al., 2000], and FAst Met Office
and Universities Simulator (FAMOUS) [Smith et al., 2008] GCMs (see Chapter 3).
Recently, more complex models have been developed that attempt o represent the makeup of the
ecosystem and its behaviour more precisely by subdividing the basic components into different
classes with different properties. This can involve the inclusion of multiple nutrients, different
sizes and types of phytoplankton and zooplankton, different types of detrital material depending
on origin and the explicit inclusion of bacterial activity [Fasham, 2003; Sarmiento and Gruber,
2006].
At present, a major focus of this work is on improving the representation of the phytoplankton
component by replacing it with varying numbers of differentphytoplankton functional types
(PFTs) [Hood et al., 2006; Le Quéré et al., 2005]. Phytoplankton functional types are groupings
of phytoplankton species based on a common ecological functionality, such as the ability to fix
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nitrogen or being sufficiently large to sink. Chemical behaviour is a function used to subdivide
phytoplankton in models, as certain groups of phytoplanktoplay an important role in the global
cycling of certain chemical compounds e.g., calcifiers suchas coccolithophores and silicifiers
such as diatoms [Sarmiento and Gruber, 2006; Hood et al., 2006]. This requires the expansion of
the nutrient compartment of the model to include relevant nutrients (e.g. silicon and iron). Size
is another method used to divide phytoplankton into functional groups, as small phytoplankton
e.g. nanoplankton or picoplankton (0.2-20µm diameter) form the majority of the biomass in the
low nutrient open ocean where their ability to efficiently recycle organic matter is advantageous,
while the larger micro-, meso- and macroplankton (20-2000µm diameter) dominate in nutrient
rich coastal and upwelling ocean regions [Sarmiento and Gruber, 2006].
The development of PFT models for biogeochemical purposes ithe subject of much current
debate. While these models give greater insight into the behaviour of the ecosystem in response to
anthropogenic climate forcing, the present selection of functional groups is based on our arguably
inadequate current knowledge of the role of the various constituents of the ocean ecosystem in
chemical cycles [Hood et al., 2006; Anderson, 2005]. At present, complex ocean biogeochemical
models are generally too computationally expensive for widespread inclusion in GCMs, but with
advances in computing facilities, may be included in the future in attempts to further understand
the effects of climate feedback on the global carbon cycle [Hood et al., 2006; Friedlingstein et al.,
2006].
1.9 Thesis objectives and outline
This thesis has two principal objectives. Firstly, to identify he ocean ecosystem parameters that
through uncertainty in value affect the air-sea CO2 flux calculated by a biogeochemical model.
Secondly, to explore the effect of the uncertainty in these parameters on the calculation of the
air-sea CO2 flux in a GCM.
To address the first objective I have investigated the uncertainty in the calculation of carbon fluxes
that arises from the simplification of the ocean ecosystem’srole in the global carbon cycle for
inclusion in global climate models. An NPZD model contains around twenty parameters that
control the processing of carbon through the ocean ecosystem by the key processes of photo-
synthetic growth, mortality, grazing, and detrital sinking. Such parameters are estimated global
averages for these biological processes, many of which havepoorly understood details, or high
degrees of regional variation, making the values given to these parameters highly uncertain (e.g.
Fasham [2003]; Fennel et al. [2001]). This parameter uncertainty has the potential to influence the
accuracy of the results of the model, and the results of the global climate models in which it is used.
A sensitivity analysis is performed to identify the parameters in the HadOCC NPZD model which
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due to uncertainty in value have the most effect on the calcultion of the air-sea CO2 flux. In
addition, the parameters that have the greatest effect on the detrital carbon export to the deep
ocean and on the amount of primary production are also identifi d as these are the initial, and
final stages, of the ocean biological pump.
Sensitivity analysis is the study of the relationship between information given to a model and
information output by the model [Saltelli et al., 2001]. Here it is used to explore the effect of
parameter uncertainty on the outputs of the HadOCC model. Chapter 2 discusses the application
and techniques of sensitivity analysis detailing some of the many different design, sampling and
analysis methods, with particular focus on those used in this thesis. In Chapter 3, the focus of
this work, the Hadley centre Ocean Carbon Cycle model (HadOCC) of Palmer and Totterdell
[2001] is introduced by describing the model structure and equations, and detailing the parameters
investigated in the sensitivity analysis. To perform the sensitivity analysis, HadOCC is coupled
with the General Ocean Turbulence Model (GOTM) [Burchard etal., 1999] to give a fast running,
flexible 1D model known as HadOCC-GOTM [Kettle and Merchant,2008]. This is also dicussed
in Chapter 3.
Chapter 4 describes the application and results of a sensitivity analysis of the HadOCC-GOTM
model at four different locations: 0◦N, 15◦N, 30◦N and 45◦N along the 30◦W meridian.
The literature is used to establish the uncertainty in the value of the HadOCC parameters.
This information is then used with the sensitivity analysismethods detailed in Chapter 2 to
identify the HadOCC biogeochemical parameters that have the greatest effect on the calcula-
tion of the annual net air-sea CO2 flux, the annual deep carbon export, and the primary production.
The second objective is to use these results to study the effect o the uncertainty of the most
important parameters on the global air-sea CO2 flux calculated in a GCM. To do this, in Chapter
5 the values of the three ocean biogeochemical parameters found in Chapter 4 to have the greatest
influence on the calculation of the air-sea CO2 flux are perturbed in the FAst Met Office UK
Universities Simulator (FAMOUS) GCM [Smith et al., 2008]. The FAMOUS GCM—introduced
in Chapter 3—is a fast running derivative of the widely used HadCM3 GCM [Gordon et al., 2000]
in which the HadOCC NPZD model is used to represent the ocean biogeochemistry. In addition
to investigating the effect of the parameter perturbationsthe calculated air-sea CO2 flux, the
effects of the perturbations on the cycling of nutrients andresulting primary production are also
explored.
Chapter 6 summarises the findings of this thesis and exploresthe implications for the field arising




Computer modelling has revolutionised our approach to understanding and studying complex
systems such as the Earth’s climate. Computer models consist of series of equations which
process initial input information to generate an output. These models provide a representation
of the system under investigation, and hence, derived results are limited by the accuracy of this
representation. The quality of the initial information is amajor contributor to this limitation.
Input information is limited by many factors, including lack of information or understanding and
accuracy of measurement. The confidence placed in the results of a computer model depends to
some extent on the confidence in the information used to drivethe model. Sensitivity Analysis
(SA) studies this relationship between the information that has been input to the model, and the
results that are calculated from these. This chapter is largely based on Sensitivity Analysis by
Saltelli et al. [2001].
The aim of SA is to understand how a model output is influenced by the accuracy of the input
information. The results of a SA can then be used to focus attention on the specific input
information which has greatest effect on the model output. In computer models, knowledge
of which areas of input information contribute significantly o confidence in model outputs is
invaluable to understanding and improving the modelling ofthe system. In general, all SA
methods are computationally expensive to perform, requiring both large numbers of model runs
and subsequent analyses, but the potential benefit of identifying the sources of uncertainty in
models’ outputs is considerable.
2.1.1 Use of SA in this project
The primary task of SA in earth system models is to relate the uncertainty in input parameters
arising from limited measurement and understanding to the uncertainty of the model predictions.
SA is performed by investigating how the model output responds to the perturbation of input
parameters within the limits of their uncertainty. The sensitivity of an input parameter is a
measure of the effect of perturbation of that parameter on the output of interest. High sensitvity
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Figure 2.1: Modelling and SA procedure. 1: Natural system under investigation is measured and param-
eterised. 2: Model constructed from this information. 3: Model run to produce results. 4: Results used
to understand natural system. 5: Information from parameterisation and results used to perform SA. 6:
Results of SA interpreted for measurement and parameterisation, model and results. 7: SA results add to
information used to understand natural system.
indicates that variation in the parameter has a significant effect on the calculated output, while
variation in a low sensitivity parameter has a negligable eff ct on the output.
In this thesis, I use the methods and techniques of SA detailed in this chapter to assess the effect
of ocean biogeochemical parameter uncertainty on the calculation of the sizes of important ocean
carbon cycle processes in an ocean biogeochemical model—thHadley Centre Ocean Carbon
Cycle Model (HadOCC—see Chapter 3) [Palmer and Totterdell,2001; Kettle and Merchant,
2008]. The processes investigated are the air-sea CO2 flux, the export of organic detritus to the
deep ocean and ocean primary production (see Sections 1.3 and 1.5). Each of these processes
have large seasonal variability, so the net annual quantityis used as the output by which the
sensitivity of each process to parameter uncertainty is assessed. In the case of the air-sea CO2 flux
this is the annual net air-sea CO2 flux. For export, the annual deep detrital export is defined tobe
the total accumulation of detritus below the maximum annualmixed layer depth, and for primary
production the total annual primary production is used. This work is detailed fully in Chapter 4.
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2.2 Types of SA
At its simplest, SA is performed using one-at-a-time (OAT) analysis, in which each parameter
is varied individually while all others remain constant at anominal value which is usually that
established by observation or experiment. This method provides simple insight into the relation-
ship between parameter and output uncertainty, but assumesthat the influence of interactions
between parameters are negligable. This assumption is hardto justify in complex models where
parameter interactions have the potential to contribute tooutput uncertainty. The more complex
two-at-a-time (TAT) analysis varies two parameters at once, allowing the exploration of the effect
of possible interaction between them on the output. This logic can be extended to a full Global
Sensitivity Analysis (GSA) in which all parameters are varied simultaneously. While considerably
more complex to implement that OAT analysis, GSA provides a much more detailed insight into
the influence of parameter uncertainty on model output and assuch is the preferred method for
analysing complex models [Saltelli et al., 2001; Smith and Smith, 2002].
2.3 Method
A SA study can be broken down into four distinct stages. First, the possible range of each
parameter is identified and an appropriate probability distribu ion chosen. Second, a parameter
value sample set is generated from this distribution to represent the possible values for the
parameters being studied. Third, the model is run for each parameter set and the output recorded
to create an input-output data set. Fourth, this information generated from the model runs is
used to perform the sensitivity assessment by an appropriate method. There are many different
methods employed in these four stages. The choice of methodscan influence the eventual result
of the SA, but providing the methods chosen are appropriate,the results obtained generally agree.
Commonly used methods for the first three stages are discussed below. Stage four, the sensivity
assessment is treated separately below.
2.3.1 Selection of ranges and probability distributions
The first step in a SA study is to decide on the range of possiblevalues for each parameter, and
the probability distribution to describe the likelihood ofthe parameter value being that selected.
This process can be highly subjective, as the information available on a parameter can be very
limited. The range and probability distribution chosen canh ve a significant effect on the results
of the SA, so this must be considered when interpreting SA results.
The range of credible values for the parameter can be establihed from any available reliable
sources: data, literature research and expert opinions areall valid. However, defining a range
for a model parameter often proves difficult as the parameterin question can result from the
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parameterisation of poorly understood and poorly constrained processes. A possible approach to
this problem is to identify the theoretical bounds to the parameter (e.g. the parameter must be
positive), and to use the range established from research asa ‘reasonable confidence interval’,
typically 5th and 95th percentiles of the parameter probability distribution. This information
combined with an ‘open’ distribution (see below) arguably provides a more robust parameter
distribution to sample from than using an absolute range with fixed upper and lower bounds from
the literature, as these ‘bounds’ often contain a degree of uncertainty.
The probability distribution chosen to represent the likelihood of the parameter having any
specific value will influence the results of the SA to some degre . In the absence of specific
information, a uniform distribution between the upper and lower bounds established for the
parameter is often assumed. However, the use of a uniform distribution, while straightforward
and possible, is often not justified. Firstly, parameter values just outside the range are excluded
completely, and secondly, a uniform distribution gives thesame likelihood to extreme (just inside
the limits) parameter values as to more central values that are in practice usually much more
likely to occur. A traditional approach to overcome this second problem is the use of triangular
distribution, often using the original parameter value as the mean. However, this still requires the
use of the possible range as absolute bounds, which can be hard to justify. Very large parameter
ranges can be used to overcome this, but choosing the size of this ‘maximum range’ is highly
subjective. A better approach is possibly to use an ‘open’ distribution (e.g. a normal distribution),
with the absolute upper and lower bounds replaced by a confidence interval as described above.
2.3.2 Sampling
For OAT SA, the parameter under investigation can be given asm ny incremental changes in
value from the assigned distribution as are relevant, or allwed for by the computing resources
available for the next step. For GSA the sampling process is more complex. The parameter ranges,
and corresponding probability distributions establishedin step one, need to be simultaneously
sampled to generate sets of parameters with which to run the model in step three. The classic
method is to use random sampling to createN independent sets of parameters, where each set
consists of randomly selected parameter values from each parameter’s probability distribution.
However, random sampling does not guarantee full coverage of the parameter sample space, so a
large number of parameter sets is required to compensate. Inpractice, the number of parameter
setsN used is limited by the available computing resources for step three, so this ‘brute force’
approach to sampling is impractical.
A better approach is to use a Latin Hypercube sampling methodbased on the use of latin squares
developed by McKay et al. [1979] in the late 1970’s [Saltellit al., 2001]. Latin hypercube
sampling generatesN sets of parameters by splitting the range of each parameter intoN divisions
that each contain equal probability. One value is then randomly selected from each division of
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Figure 2.2: An illustration of Latin Hypercube sampling for two parameters A and B with uniform closed
distributions. To generate four different parameter combinations that maximise coverage of the parameter
space each parameter’s range is subdivided into four sections each containing equal probability. A randomly
selected value from the first of these sections for parameterA is paired with a randomly selected value from
one of the four sections for parameter B—here the second section—marked byX. Both these sections of the
parameters ranges are now covered so are not used again. The process is repeated for the second section of
the range of parameter A, this time being paired with a randomly selected value from the first section of the
range for parameter B. As before these sections of the ranges(second for parameter A, first for parameter
B) are not sampled again. A randomly selected value from the third section of the range of parameter A
is now paired with a value for parameter B taken from one of theremaining unused sections to create the
third parameter combination, leaving the remaining unusedsections to be sampled for the final parameter
combination.
the first parameter and paired randomly, without replacement, with N values taken randomly
from each equal division of the second parameters distribution. These pairs are then combined
at random, without replacement with theN values for the third parameter and so on. Figure 2.2
shows a simple illustration of Latin Hypercube sampling generating four parameter sets from two
parameters with uniform distributions. Unlike random sampling, this process ensures coverage of
every parameter’s range according to the probability distribu ion of that parameter, so far fewer
parameter sets (typically of the order of 10 times) need to begenerated to provide comparable
cover to a random sampling. WhileN should still be as large as practical, this reduction makes
a huge difference to the parameter space coverage achieved within the limits of the time and
resources required in step three.
2.3.3 Model runs
The model is now run with the parameter sets generated in the previous stage. Depending
on the complexity of the model, and the number of parameters under investigation, this stage
often requires some degree of modification to the model code.Each value of the model output
against which the sensitivity of the parameters is being tested needs to be recorded alongside the
corresponding parameter set for use in the final stage.
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As stated above, the number of parameter sets used is usuallylimited by the resources available to
perform the model runs. The more complex the model, the more resources are required to perform
a relevant (and with added complexity usually greater) number of runs. A recent approach to
this limitation has been to employ statistical emulation techniques to generate a far greater model
response than is achievable through the use of the model on its wn. Here, a limited number of
model runs are used to create a ‘training set’ of the parameters and corresponding outputs. This
training set is used to emulate the model, creating a much greater coverage of the parameter and
model response space. SA methods are then applied to the emulat d model, which provides much
more data than available from the orginal model.
2.4 Analysis
Many different techniques of varying complexity exist for determining the sensitivity of parame-
ters from the results obtained in step three above. The chosen technique depends to a large extent
on the information desired from the analysis. If the analysis i seeking to identify the parameters
which have greatest influence on the output then simple techniques can often suffice. More
complex methods are required to assess the influence of parameter interactions or the response of
a system to extreme changes. The techniques used later in Chapter 4 are outlined below.
2.4.1 Scatter plots
One of the simplest and most intuitive methods of interpreting parameter sensivity is to use
scatter plots. Scatter plots display all the values of a parameter from the parameter sets against
the model output produced. Fork parameters varied in the analysis this createsk different plots
giving a qualitative measure of sensitivity and providing efficient intuition into the relationships
between parameter and output. Features such as non-linear relationships and thresholds are
immediately obvious, and it is easy to spot individual modelruns that do not agree with overall
trends and which may require detailed inspection or removalfrom the input-output data set.
The ease of interpretation of scatter plots increases with the size of the suite of runs, and a
judgement must be made about how many runs are sufficient to allow trends to be reliably
identified. The obvious limitations are that many plots may need to be generated and studied,
and scatter plots give only a qualitative description of thesensitivity of the parameters investigated.
2.4.2 Correlation
The simplest quantitative measure of parameter sensitivity is the correlation of that parameter
with the output. The correlation between a parameter and theoutput is a number from−1
to 1 that indicates how strong the relationship between variation in the parameter is to the
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variation in the output. A positive correlation means that as the value given to the parameter
increases, so does the output, while a negative correlationmeans that the output decreases
as the parameter value increases. The closer the absolute val of the correlation to 1, the
stronger the relationship between the parameter and the output. A correlation of 1 or−1
means that change in the model output is completely dependent on the value given to that
parameter. However, a correlation of 0 does not neccessarily mean that the parameter has no affect
on the model as some methods of calculating correlation are only sensitive to certain relationships.
There are two principal ways of calculating a correlation. The first, often called the Pearson
correlation, is most commonly used. This seeks to relate thevalues of the parameter to the
corresponding value of the output and so defines the strengthof the linear relationship between
the parameter and the output. While this is useful, unless iti known that the relationship
between the parameter and output is linear the results can bemis-interpreted. Strong non-linear
correlations can have a small (or zero) Pearson correlation.
The second seeks to relate the rank (i.e. the position of the specific parameter value relative to the
other values for that parameter) to the rank of the corresponding output. The use of rank instead
of actual value means that the calculation identifies how well any monotomic relationship (rather
than exclusively linear) describes the relationship betwen the parameter and output. The most
commonly used rank correlations are the Spearman and the Kendall (also known as theτ rank)
correlations.
A generic model consists of a number of parametersx1, x2, ...xp, wherep is the total number of
parameters that are used to calculate an outputy. The linear Pearson correlationrPear between






















The Spearman and Kendall correlations differ in how they usethe rank to calculate the degree
of the relationship between a parameter and the output. The Spearman correlationrSpear takes





























whereR(xij) andR(yi) are the ranks of thejth parameter and the outputy.
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The Kendall correlationτ calculates the difference between the number of concordant(nc) and






A concordant pair is one wheresgn(xi −xi−1) = sgn(yi−yi−1) while a discordant pair is where







−1 : x < 0
0 : x = 0
1 : x > 0
(2.4)
Although the calculations of these rank based correlationsdiffer, in most cases the results are
usually comparable, though the Kendall correlation is argubly the more robust of the two.
2.4.3 Regression analysis
More complex methods of SA are based on regression analysis.Starting from a fit that uses all the
parameters to calculate the output, the aim is to regress thenumber of parameters needed while
maintaining calculation of the output to within a reasonable degree, as assessed by an appropriate
measure (see below) [Grafen and Hails, 2002]. A linear fit involving j parameters takes the form
yi = c0 +
∑
j
cjxij + ǫi (2.5)
where each output valueyi is equal to the interceptc0 plus each parameterxj multiplied by a
constantcj and a residualǫi (the error of the fit). Thecj are known as the regression coefficients
and are commonly calculated by the method of least-squares.The better the fit the smaller the





(yi − (c0 + cjxi))
2 (2.6)
which is the difference between the output of the model, and the output given by the regression
fit (the sum of squares of estimates ofǫi). The primary question in regression analysis is how
to assess the accuracy of the regression model. Three regression fit tests are discussed below.
The method by which parameters are removed from regression fits is also discussed. In practice,
despite their differences these methods usually give very similar results when applied to the same
model.
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2.4.3.1 R2—the coefficient of determination
The most commonly used measure of the accuracy of a regression fit is the coefficient of determi-
nationR2, which calculates the fraction of the output variance that is explained by the regression









where ŷi is the estimate ofyi given by the regression fit. The closer the value ofR2 to 1 the
better the fit according to this method of assesment. However, as the regression coefficients are
often determined by least-squares (which form part of the denominator of the above equation)
increasing the number of parameters used in the fit increasestheR2. As the object of regression
in SA is to reduce the number of parameters used so as to identify the most important, this limits
the usefulness ofR2.
The adjustedR2 is defined by




n − k − 1
)
(2.8)
wheren is the size of the output data set andk the number of parameters used in the regression is a
measure that penalises theR2 fit for the number of parameters used. The adjustedR2 will always
be less thanR2, but in the case of SA work wheren is often much greater thank, the values ofR2
and the adjustedR2 are often comparable as for a smallk and a largen
n − 1
n − k − 1
→ 1 (2.9)
For this reason, measures ofR2 are maybe not ideal for assessing regression fits in SA, as
the addition of another parameter will usually increase both R2, and the adjustedR2, even if
the resulting improvement in the fit is very slight. Measuresof fit that penalise the number of
parameters more heavily (such as the two described below) are better suited to use in SA work.
2.4.3.2 Akaike information criterion
The Akaike information criterion (AIC) is a measure frequently used to select regression models
[Burnham and Anderson, 2002]. As a model selection tool it gives a relative measure of the
amount of information lost between different fits used to describe a relationship between input
information and output data. It takes the form





whereV is the loss function (a measure of the information lost in thefit), k is the number of
parameters used in the fit, andthe size of the output data set as before. Under the assumption
that the model errors are normally distributed and independent, the AIC can be written as










whereRSS is the residual sum of squares as detailed in Equation 2.6. The lower the AIC (more
often than not negative), the better the fit. As the AIC is a reltive measure used to compare








As k must be positive, increasing the number of parameters increases (worsens) the AIC unless
theRSS is sufficiently reduced by the additional parameters. This balance between the number
of parameters required and the accuracy of the fit penalises the addition of more parameters much
more strongly that the adjustedR2 (cf. Equation 2.8 and Equation 2.12). This makes the AIC
arguably more appropriate for use in assessing regression fits for SA, as AIC assessed best-fits
will use only parameters whose inclusion significantly reduces the error of the fit—the most
sensitive parameters.
2.4.3.3 Bayesian information criterion
The Bayesian information criterion (BIC), is another models lection tool frequently used to com-
pare regressions [Burnham and Anderson, 2002; Carlin and Louis, 2008; Saltelli et al., 2001]. It
is defined to be
BIC = −2 ln L + k ln(n) (2.13)
whereL is the maximised value of the likelihood function (the probability of the parameter given
the output),n is the size of the output set, andk the number of regressors (parameters plus the
intercept) used. As with the AIC above, under the assumptionthat the model errors are normally
distributed and independent the BIC can be expressed in terms of theRSS as





+ k ln(n). (2.14)
In this form it is easy to see that the BIC of a regression increases with both an increase in
the RSS and in the number of parameters used (k). As in the calculation of the AIC, this
represents a balance between the accuracy of the regression(the RSS), and the number of
regressors (parameters), needed to achieve this accuracy.The lowest (again often negative) BIC
identifies the best balance between description and complexity in competing regression fits.
Comparing the BIC (Equation 2.14), with the AIC (Equation 2.12), it can be seen that provided
the size of the output setn > e2 ≈ 7—almost always the case, the second term of the BIC
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will be greater than that of the AIC (k ln(n) > 2k). Thus the BIC penalises more strongly
against the number of parameters used in the regression. This stronger penalising of the num-
ber of parameters used makes the BIC arguably even more appropriate for use in regression for SA.
2.4.3.4 Stepwise regression
Regression analysis requires the removal or addition of parameters to a fit to improve the quality
of the fit as assessed by one of the methods above. For small numbers of parameters it is possible
to explore the possible combinations by hand, but for the larger numbers likely to be involved in
the SA of more complex models this is impractical. A commonlyused approach is to perform
a stepwise regression to automate the parameter selection procedure. There are three types of
stepwise regression—forward selection, backward eliminatio and combined methods. Forward
selection consists of starting with no parameters in the fit,then adding one by one and including
if the addition of the parameter improves the fit according tothe chosen assessment method.
Backward elimination starts with a regression consisting of all parameters and eliminates them
one by one, only keeping the parameters that when eliminatedcause the quality of the fit to
decrease. Combined methods test the effect of the inclusionor exclusion of each parameter in
turn. While stepwise regression is an efficient approach to identifying the important parameters,
the arguably arbitrary order in which parameters are listedcan influence the result. This arises
because as a parameter is included or excluded from the fit, the importance of the other parameters
in the fit changes. As the parameters are added/removed in a predete mined order the signal of an
important parameter can be swamped by the inclusion of otherparameters. This is most easily
seen in the case of forward selection where the first parameter used will almost certainly improve
the fit (and hence be kept), regardless of its actual importance. Combined methods reduce the
effect of ordering but do not eliminate it completely.
2.4.3.5 All-subsets regression
All-subsets regression improves on stepwise methods by forming every possible combination of





fits. Each of these regression fits is assessed by an appropriate method to identify the fit (or fits)
that perform best, and hence contain the most important parameters. By calculating all possible
combinations all-subsets regression is not influenced by the order of the parameters, but does
take considerably more effort to perform. All-subset regression also clearly orders the parameters
in significance order by inclusion or exclusion from the fit. Once all possible subsets have been
tested, the best subset of each size (one subset of each size from 1 tok) allows easy reading off of
the parameters in order of importance, as well as showing howmany of the parameters are crucial
in the calculation of the output.
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2.4.3.6 Non-linear regression
Regression fits are not limited to exclusively linear combinations of parameters. Second and
higher order terms of existing parameters can be introducedas additional parameters, as can
interaction terms between parameters. The addition of higher order and interaction terms to
regression fits can improve their performance, though the addition of terms greater than second
order and three-way or greater interactions needs careful justification. However, including just
second order terms doubles the number of possible terms in the fit and including all possible
two-way interactions adds(k − 1)! terms drastically increasing the complexity of selection in the
regression and the resources required. For SA work, a practical approach is to start with linear
fits to establish the important parameters and then to explore if the inclusion of second order or
interaction terms involving these parameters gives any further insight.
2.4.4 SA packages: GEM-SA
Various computer packages have been developed to perform sensitivity analyses. In this
work, the SA package Gaussian Emulation Machine for Sensitivity Analysis (GEM-SA)
www.ctcd.group.shef.ac.uk/gem.html, developed at the Centre for Terrestrial
Carbon Dynamics (CTCD), is used to provide comparison with the traditional methods described
above. A common problem with performing SA is the computational expense of performing
large numbers of model runs to generate the input-output data se for study. To reduce this
computational cost, GEM-SA uses an input-output data set asa training set to build an emulation
of the relationship between the inputs and output in the model, allowing the input-output set, and
the corresponding cost of generation, to be smaller. This emulation is a statistical approximation
to the actual model, which allows the SA to use information from the emulated regions between
the points defined by the processed input-output data, as well as the points themselves.
To emulate the relationship between the inputs and the output, GEM-SA interpolates between the
points in the training set using a Gaussian process. At each of the points in the training set the
emulator gives the same result as that found in the training set—at these points the uncertainty in
the fit of the emulator is zero. Between these training set points the emulator gives a ‘best guess’
to the true value of the output that would have been calculated if the corresponding parameter
value had been explicity used, with the uncertainty of this ‘best guess’ as a normal distribution.
This means that uncertainty in the goodness of fit of the emulator increases as the emulated
parameter moves further away from the points of the trainingset as shown in Figure 2.3. In
practice, provided the relationship between the parameterand output is smooth, and a suitably
sized training set is used, the emulated data is virtually indistinguishable from genuine data.
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Figure 2.3: Emulation of a function from three data points. Solid line isthe mean of the emulated function,
while dotted lines show the confidence interval of the emulated function—zero at a data point in the training
set, and increasing with the distance from a data point. Where there is no further training data to constrain
the function, the confidence interval diverges rapidly, so the training data must adequately cover the full
parameter space.
2.4.4.1 Using GEM-SA
The selection of appropriate parameter ranges for use in GEM-SA is carried out as for traditional
SA methods, as described in Section 2.3.1. These ranges are input to GEM-SA, which uses them
to design the training set for the emulator. Uniform distribut ons between the specified limits
of each parameter are sampled using a latin hypercube method(ensuring full coverage of the
parameter space—see Section 2.3.2) to produce the trainingset. This GEM-SA generated set of
parameter values are processed through the model as before (Section 2.3.3), and the resulting
output returned to GEM-SA. The model output is combined withthe parameter sets and used to
build the emulation of the model. SA is then carried out on theemulated model.
GEM-SA calculates the contribution of the variance in the value of each parameter to the variance
in the output in two ways. Firstly, the individual contribution of each parameter to output variance
is calculated. Secondly, the total effect of each parameteris calculated. This is the individual
contribution and the contribution arising from any interaction between the parameters. A large
total effect relative to the individual effect indicates tha interactions involving this parameter
are important. GEM-SA allows the calculation of the effect of interaction between any two
parameters to assess this.
Chapter 3
HadOCC ocean carbon cycle and
FAMOUS global climate models
3.1 Overview
The Hadley centre Ocean Carbon Cycle (HadOCC) model [Palmerand Totterdell, 2001], is a
Nutrient-Phytoplankton-Zooplankton-Detritus biogeochemical model used by the UK Met office
in GCMs to represent the role of ocean biogeochemistry in theglobal carbon cycle. To efficiently
perform a sensitivity analysis on HadOCC it is coupled with the General Ocean Turbulence
Model (GOTM) [Burchard et al., 1999]. This gives a fast and flexible 1-D ocean biogeochemical
model appropriate for the large number of runs required for sensitivity analysis, hereafter known
as HadOCC-GOTM [Kettle and Merchant, 2008]. The FAst Met Office Univerities Simulator
(FAMOUS) model [Smith et al., 2008] is a lower resolution version of the Hadley centre Climate
Model 3 (HadCM3) GCM [Gordon et al., 2000], in which HadOCC isu ed to simulate the
influence of ocean biogeochemistry on the global carbon cycle. This chapter describes HadOCC
and the biological parameters studied in this thesis, and gives a brief overview of HadOCC-GOTM
and FAMOUS.
3.2 HadOCC
The HadOCC biogeochemical model is a simplified explicit representation of the ocean
ecosystem, which simulates the movement of carbon due to ecosystem processes in the ocean.
Photosynthesis by phytoplankton, and hence fixing of carbonin organic matter through their
growth, is limited by the availability of sunlight and nutrient. Phytoplankton die through natural
mortality and are grazed upon by zooplankton producing detritus that sinks through the water
column—the biological pump (see Section 1.5.2). Some of this detritus is broken down by
bacterial action and the nutrient and carbon contained is releas d. This nutrient is circulated by
ocean mixing allowing further phytoplankton growth. The model computes the flow of nitrogen
between four state variables; In-organic Nutrient, Phytoplankton, Zooplankton and Detritus
(NPZD). Each state variable is a single simple representatio of the many different types of that
variable that exist in the ocean (e.g. different nutrients,phyto- and zooplankton species, and
33
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Figure 3.1: Schematic of the HadOCC biogeochemical model (c.f. Figure 1.3). The model computes the
flow of nitrogen between the four state variables—nutrient,phytoplankton, zooplankton and detritus. These
state variables exist at all depth levels and the concentrations of each exchange with the those of the levels
above and below, as determined by the physical mixing. Only detritus moves independently of mixing,
sinking at a fixed rate per day(from Met Office).
particle sizes and chemical makeup). Their concentration is measured in terms of their nitrogen
content in mMol N m−3. This nitrogen flow is then used to calculate the corresponding flow
of carbon and the alkalinity. The flow of carbon has no direct effect on these processes, as
dissolved inorganic carbon (DIC) is abundant throughout the water column so does not limit
phytoplankton growth. Figure 3.1 shows the structure and pathw ys followed by nitrogen in
the model. Each state variable exists at all depths, with excange in the concentrations of the
state variables between the depths controlled by the mixingregime of the physical model. As
well as mixing with adjacent levels driven by the physical model, detritus sinks at a fixed rate.
This simulates the final stage of the biological pump by exporting organic carbon to the ocean floor.
The change in nitrogen concentration is calculated as
∂Nit
∂t
= phys. mixing + bio. process (Nit) (3.1)
where physical mixing is governed by the ocean turbulence model, and the biological process
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term contains the production and destruction terms for eachof t e state variables. The biological
process equations are detailed in the following section.
3.2.1 Modelling underwater penetration of solar radiation
Calculating the amount of light available to phytoplanktonf r photosynthesis is the first step
in modelling the ocean carbon cycle. The amount of sunlight incident on the ocean surface
depends on the time of year and the amount of cloud present in the atmosphere (a term in the
meteorological forcing). A proportion of this radiation isreflected from the ocean surface, while
the remainder penetrates the water column with rapidly decreasing intensity according to depth.
As a result the water column can be divided into two distinct layers. The upper is the light
bathedeuphotic zone, where phytoplankton can photosynthesise and grow, which extends to
approximately 100-200m below the surface. Beneath this, extending to the ocean floor, lies the
darkaphotic zone where there is insufficient radiation for photosynthesis.
The exact depth to which solar raditation penetrates and so is available for use in photosynthesis
depends both on the wavelength of the radiation—different wavelengths penetrate to different
degrees, and the absorption and scattering of this radiation by the seawater and its constituents.
Photosynthesis uses only the wavelengths of sunlight between 400-700nm. This is known as
Photosynthetically Active Radiation (PAR), and is taken tobe a fixed fraction (0.46 [Baker and
Frouin, 1987]) of the total solar radiation available at theoc an surface inµ mol quanta m−2s−1
(1 µ mol quanta = 0.2178 Wm−2). The PAR availableI at depthz is given by











where the first integral sums the light field over wavelengthsand the second the attenuation coef-
ficientKd over depth.Kdis the attenuation coefficient for solar radiation in the theoc an which is
a combination ofKw—the attenuation by seawater and attenuation by chlorophyll igments such
that
Kd(λ) = Kw(λ) + χ(λ)Chl
γ(λ) (3.3)
where χ and γ are empirical constants as functions of wavelength [Morel,1988; Morel and
Maritorena, 2001].
To improve computational efficiency HadOCC uses the Anderson [1993] non-spectral method for
estimatingKd and hence calculatingI. The water column is divided into three levels (0-5m, 5-
23m and 23m-ocean bed) andKd is estimated for each of these levels as a function of the square
root of the chlorophyll concentration in that level. The chlorophyll concentration in each level is








Chl mg m3 andi is the number (1-3) of the level. The coefficientsb for each level
are given in Table 4 of Anderson [1993].Kd,A is computed from the chlorophyll concentration
for each depth level of the physical ocean model (see Section3.3 below) according to the level
of Anderson [1993] in which it lies (the physical ocean modellevels are not the same as those of
Anderson [1993]). The non-spectral PAR is then calculated using

















= IlimNlimP − MP − HP − ηP (3.6)
where the first term represents the light and nutrient limited growth of the phytoplankton,MP
the loss due to natural phytoplankton mortality,Hp the loss due to grazing by the zooplankton
compartment (see Section 3.2.3), andηP the loss due to respiration.
The light limitationIlim is estimated using the daily-averaged version of the spectrally-averaged
parameterisation by Anderson [1993] such that







whereαmax = 2.602α (α is the initial slope of the photosynthesis-irradiance curve—see Section
3.2.8 and Figure 3.2 below).I is the photosynthetically active radiation (now in W m−2) as
discussed in Section 3.2.1 above, andα# is derived empirically as a polynomial based on the
square root of the chlorophyll concentration using the method of Anderson [1993] as detailed
above in Section 3.2.1.





whereN is the available nutrient (see below), andKnit the nutrient half saturation constant in
mMol N m−3 (see Section 3.2.8).
Viral infection is assumed to be responsible for all phytoplankton natural mortality so that the
specific rate increases or decreases with the population.MP is the phytoplankton mortality,
whereMP = m0P 2. However, in the instance that the concentration of phytoplankton falls
belowP ≤ 0.01 mmol−3, the phytoplankton specific mortality ratem0 is set to zero to prevent
extinction of the population. Dead phytoplankton is partitioned as follows: as much as possible,
as limited by the different carbon to nitrogen ratio (see Section 3.2.3) flows into the detrital
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compartment, while any remaining nitrate is returned to thenutrient compartment. The specific
rate of phytoplankton respirationη is constant for all concentrations.
3.2.3 Zooplankton








= Fingest(βP HP + βDHD) − MZ (3.9)
where the first term encompasses the assimilation of grazed phyto lankton and detritus by
zooplankton and the second term all zooplankton losses due to natural mortality, predation by
other marine organisms, respiration and excretion.
Zooplankton graze on both phytoplankton and detritus and are assumed to be non-discriminatory
in their feeding, ingesting phytoplankton and detritus in the proportions in which they are avail-
able. This proportion must be considered in terms of biomassas the nitrogen content per unit
biomass in zooplankton, phytoplankton and detritus is different. This is calculated by use of
the carbon to nitrogen ratio of phytoplanktonΘP = 6.625 (the Redfield ratio), zooplankton













whereΘRed is the Redfield ratio of 6.625, are used to convert nitrogen content to biomass.
If h is the grazing rate per unit food concentration, then the ingstion by zooplankton and corre-






F 2 + K2F
(3.13)
in whichF = max(0, Ftot −Fth), Ftot = BP P + BDD with BP andBD as described above, the
grazing thresholdFth = 0.1, gmax is the maximum zooplankton grazing rate, andKF is the half
saturation constant for grazing.
The zooplankton mortality is given by
MZ = µ1Z + µ2Z
2 (3.14)
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whereµ1 are the linear andµ2 the quadratic zooplankton mortality rates—see Section 3.2.8.
3.2.4 Detritus
Detritus contains all dead organic material: both phytoplankton and zooplankton, and egested
faecal pellets. At a given depth level, the production termsencompasses the contribution from
phytoplankton mortality, zooplankton mortality and zooplankton egestion, while the destruction
term arises from grazing by zooplankton, remineralisationand the sinking of detritus to the depth
level below. Detritus sinks at a daily rate through the watercolumn—the detrital flux from the
depth level above isvsDabove, and the flux to the level below isvsD, wherevs is the daily sinking
rate, andDabove andD the concentrations of the adjacent depth levels. The detritus concentration
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aPDHP + (aDD − 1)HD − λD
where ΘP = 6.625, ΘZ = 5.625 and ΘD = 7.5 are the carbon:nitrogen ratios
of phytoplankton, zooplankton and detritus as before (see Sction 3.2.3). aPD =
(1−Fmessy)(1−Fingest)+(1−βP )Fingest, aDD = (1−Fmessy)(1−Fingest)+(1−βD)Fingest
andλ = Rmshall above 100m andλ = Rmdeep below 100m. Detritus cannot sink out of the
water column, so detritus that accumulates at the bottom of the water column is spread equally
over the bottom three levels.
3.2.5 Nutrient
Nutrient in the ocean is depleted in areas of high productivity by phytoplankton growth, but re-
plenished by upwelling of nutrient rich water from beneath the euphotic zone. The state equation






































+ λD − IlimNlimP
where the terms are (in order), the contributions from phytoplankton mortality and phytoplankton
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respiration (first line), zooplankton mortality (second line), grazing byproducts (third and fourth
lines) and detrital remineralisation (first term of fifth line). The final term (second term of fifth
line), is the nutrient loss due to phytoplankton growth (seeS ction 3.2.2).
3.2.6 Dissolved inorganic carbon
Dissolved inorganic carbon (DIC) (mMol m−3), is assumed to have no direct effect on the biolog-
ical system as it is sufficiently abundant to never limit the growth of phytoplankton. However, the
flow of carbon in the ocean ecosystem is of primary interest asi constitutes a major component
of the ocean carbon sink. This effect is described in HadOCC by
∂C
∂t
= ΘP FnmpMP + ΘP ηP + ΘZFzmort (3.17)
+ Fmessy(1 − Fingest)(ΘP HP + ΘDHD)
+ Fingest{(ΘP − ΘZ)βP HP + (ΘD − ΘZ)βDHD}
+ ΘDλD − (1 − Υc)ΘP IlimNlimP
where the terms are (in order), the contributions from phytoplankton mortality, phytoplankton
respiration and zooplankton mortality (first line), grazing byproducts (second and third lines),
remineralisation and the uptake of DIC by phytoplankton growth (fourth line)—modified by the
rain ratioΥc to account for carbonate formation (see Section 3.2.8).
3.2.7 Alkalinity
The uptake of DIC and nutrients from seawater by the ocean ecosystem also affects the alkalinity
of the water. As with the DIC above, the alkalinity is assumedto have no direct effect on the
operation of the ecosystem—a possible limitation in long term climate forecasting in the light of
ocean acidification—see Section 1.5.3. The alkalinity,A in mMol m−3 is determined by
∂A
∂t




where the terms are the change due to carbonate production (see Section 3.2.8), and the change in
nutrient concentration.
3.2.8 HadOCC parameters
Table 3.1 lists the HadOCC parameters investigated in this the is with their current value in
HadOCC-GOTM. Each parameter is detailed individually below.
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Table 3.1:HadOCC parameters, units, description and current values in HadOCC-GOTM. A fuller descrip-
tion of each parameter is given in Section 3.2.8.
Parameter
No.
Parameter Units Description HadOCC
value
1 Knit mMolNm−3 Half saturation constant
for nutrient limitation
0.1




3 α mgC mg chl−1
h−1 (Wm−2)−1
Initial gradient of P-I
curve
0.02
4 η d−1 Phyto.-specific respira-
tion rate
0.05





6 µ1 d−1 Density independent zoo.
mortality rate
0.05





8 KF d−1 Zoo. half stauration con-
stant for grazing
0.5
9 gmax d−1 Maximum grazing rate of
zoo.
0.8
10 βP - Assimilation efficiency of
zoo. on phyto.
0.9
11 βD - Assimilation efficiency of
zoo. on detritus
0.65
12 Fingest - Food fraction injested by
zoo.
0.77
13 Fmessy - Contribution of messy
feeding by zoo. to labile
N and C
0.1
14 Fnmp - Contribution of phyto.
mortality to labile N and
C
0.01
15 Fzmort - Contribution of zoo. mor-
tality to labile N and C
0.67
16 vs m d−1 Daily sinking rate of de-
tritus
10
17 Rmshall d−1 Shallow remineralisation
rate
0.1
18 Rmdeep m d−1 Deep remineralisation
rate
8.58
19 Υc - Rain ratio (carbonate for-
mation by phyto.)
0.013
20 Θ - C:Chl ratio in phyto. 40
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1. Knit: The value ofKnit, the half saturation constant for nutrient limitation, contr ls the






whereNlim is the nutrient limitation factor used in the calculation ofphytoplankton growth
andN is the level of available nutrient. At low values ofKnit, phytoplankton growth is not
nutrient limited unless the concentration of nutrient is very low. Conversely, at high values
of Knit, phytoplankton growth is nutrient limited at higher concentrations.
2. P smax: This is the chlorophyll-specific maximum rate of photosynthesis, determining the
irradiance level at which photosynthesis become light saturated and is hence the upper
bound of the photosynthesis-irradiance (P-I) curve shown in Figure 3.2. This controls the
rate of photosynthesis beyond which increasing irradiancehas no further effect. Since
the amount of light that is available to phytoplankton decreases as ocean depth increases,
for a fixed value ofα, P smax controls the depth at which photosynthesis becomes light
limited. Low values ofP smax mean that the overall rate of photosysnthesis will be lower,
but the depth at which this photosynthesis becomes light limi ed will be greater than that
for high values ofP smax. At these high values, the overall photosynthetic rate is higher, but
photosynthesis becomes light limited close to the surface as the amount of radiation that
penetrates deeper is insufficient to reach saturation level. The photosynthetic rate below the
irradiance saturation level is dependent on the value ofα.
3. α: This determines how the rate of photosynthesis changes under light limited conditions
and is hence the initial gradient of the P-I curve (see Figure3.2). The relationship between
α andP smax as gradient and upper bound of the P-I curve determines the growth of phyto-
plankton with respect to the availability of light. Most simply—for a fixedP smax and fixed
amount of photosynthetically active radiation (PAR), a lowα gives less photosynthesis than
a higherα value.
4. η: This is the phytoplankton specific respiration rate, and determines the loss to the
phytoplankton compartment due to respiration.η is a constant rate applied asηP (see
Equation 3.6). Clearly, the higher the value ofη the greater the loss to the phytoplankton
compartment from respiration.
5. Mp: The natural mortality of phytoplankton is assumed to occurexclusively through viral
infection and is hence taken as a constant fractionMP of the phytoplankton concentration
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Figure 3.2: Photosynthesis-Irradiance curve.P smax is the upper bound of the curve and sets the limit on
the photosynthetic rate when solar radiation is abundant.α is the initial gradiant of the curve and controls
the photosynthetic rate under light limited conditions.
(see Equation 3.6). However, if the phytoplankton concentration falls below the level
of Pmin = 0.01 mmol m−3, natural phytoplankton mortality is switched off until the
concentration increases above this threshold again. This prevents the extinction of the
phytoplankton population when nutrient and sunlight supplies are insufficient for growth.
6. µ1: The zooplankton mortalityMZ is determined by two paramenters, a density indepen-
dent rateµ1, and a density-dependent rateµ2 such thatMZ = µ1Z+µ2Z2—the destruction
term for the zooplankton compartment (see Equation 3.9). These represent the cost of
natural mortality, respiration and grazing by higher organisms that are not explicit in the
model. The density independent zooplankton mortality is set by the parameter parameterµ1.
7. µ2: The density dependent zooplankton mortality termµ2 in the destruction term for the
zooplankton compartment (MZ = µ1Z + µ2Z2 in Equation 3.9) is present to implicitly
represent the fact that zooplankton grazers (not included in the model) will favour areas
of high zooplankton concentration to feed. This arrangement also means that when the
concentration of zooplankton is low (e.g. during the wintermonths), zooplankton survival
is boosted by a lower overall mortality rate.
8. KF : The zooplankton half-saturation constant for grazingKF works in a similar fashion to
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that for the phytoplanktonKnit. In Equation 3.13, the value ofKF works alongsidegmax to
control the losses to phytoplankton and zooplankton through grazing. AsKF increases in
value (assuming all other terms in Equation 3.13 remain fixed), the losses to phytoplankton
and detritus through grazing decrease.
9. gmax: The maximum grazing rategmax applies to feeding on both phytoplankton and
detritus as zooplankton are assumed to be non-discriminatory feeders eating both phyto-
plankton and detritus in whatever proportion they are availble. gmax works alongside
KF (above) in Equation 3.13, to determine the losses of the phyto lankton and detritus
compartments to zooplankton by grazing. The higher the value ofgmax (assuming all other
terms in Equation 3.13 remain fixed) the greater the loss to the phytoplankton and detrtius
compartments through grazing.
10. βP : The assimilation efficiency of zooplankton feeding on phytoplankton is given byβP .
The proportionβP of the eaten phytoplankton is digested and contributes to zooplankton
growth, the remainder (1-βP ) is egested and as much as possible of this—within the bounds
of the different carbon:nitrogen ratios of the different compartments (see Section 3.2.3)—is
placed in the detrital compartment.
11. βD: The assimilation efficiency of zooplankton feeding on detritus is given byβD. This
works similarly toβP above with the proportionβD of the eaten detritus digested and the
remainder egested and placed in the detrital compartment. It is generally assumed thatβP
> βD to reflect the higher nutritional value of phytoplankton.
12. Fingest: This gives the fraction of the available food (phytoplankton and detritus) that is
ingested by the zooplankton. This is used to multiply the assimilation of phytoplankton
and detritus by zooplankton (see Section 3.2.3), to create the production term for the
zooplankton.
13. Fmessy: This parameterises the messy feeding by zooplankton—the fact that zooplankton do
not ingest all the prey they eat. This material is returned tolabile nitrogen and carbon—the
nitrogen returns to the nutrient compartment and carbon to the DIC concentration. In Equa-
tions 3.15, 3.16 and 3.17 it can be seen that if all other parameters remain fixed increasing
Fmessy reduces the detrital concentration, and increases the nutrie t and DIC concentra-
tions.
14. Fnmp: This parameterises the contribution to labile nitrogen and carbon (nutrient and DIC),
of the phytoplankton mortality. For DIC, Equation 3.17 shows simply that increasingFnmp
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increases the contribution of phytoplankton mortality to DIC. The same is true for nutrient,
though to a lesser extent asFnmp appears twice in Equation 3.16. Phytoplankton mortality
is a major contributor to the detrital compartment. This contribution is reduced for higher
values ofFnmp (see Equation 3.15).
15. Fzmort: In a similar way toFnmp above, this parameterises the contribution to the nutrient
and DIC concentrations of zooplankton mortality, with higher values leading to greater loss
to the detrital compartment (Equation 3.15), and corresponding gain to nutrient and DIC
concentrations (Equations 3.16 and 3.17).
16. vs: The daily sinking rate for detritus is set by the value ofvs. Detritus is the only variable
in HadOCC that sinks through the water column independentlyof ocean mixing. Below
the mixed layer depth this sinking provides the primary export to the ocean floor. However,
as nothing can sink through the ocean floor the build-up of un-remineralised (see below)
detrital material is redistributed across the bottom threelev ls of the water column model.
17. Υc: The rain ratio parameter governs the effect of the formation of organic carbonate.
HadOCC has only a single generic phytoplankton type explicity represented. Certain types
of phytoplankton—principally coccolithophores—developcalcium carbonate shells, the
formation of which changes the concentration of DIC and the alkalinity of the seawater in
the euphotic zone. This effect is parameterised by assumingthe production of carbonate to
be proportional to new organic production, which in turn is as umed to be a fixed proportion
of total gross production so that carbonate production is propo tional to nutrient uptake at
a rate determined by the rain-ratioΥc—the final term of Equation 3.17. The formation of
carbonate releases organic carbon, so the higher the value of Υc, the more organic carbon
is released to the DIC compartment.
18. Rmshall: Bacteria are largely responsible for the remineralistionof detrital material in the
ocean. They are not explicity present in HadOCC but instead are implicitly represented as a
fraction, determined by the value of the remineralisation parameter of the available detritus
being converted to dissolved nutrient. The remineralistaion parameter is given two separate
values in HadOCC depending on the depth at which it is applied. Above 100m the shallow
remineralisation rateRmshall is used as a constant.
19. Rmdeep: To represent the remineralistion of detrital material by bacteria below 100m in the
water column a fraction, as determined by the value of the depth-dependent remineralisation
rate of the available detritus is broken down to dissolved nutrient. The depth-dependent





whereRmdeep is the deep remineralisation rate parameter andz the midpoint of theith
depth level below 100m in the physical mixing model. This gives the remineralisation a
decreasing effect with depth through the water column, withthe rate at its lowest in the
bottom depth level. Here, due to the largez—typically ≥ 3000m—the remineralisation
approches0, thereby forming the long-term biological pump component of the ocean
carbon sink by mimicking the formation of stable sediments from the detritus.
20. Θ: Θ is the carbon to chlorophyll ratio in phytoplankton. It is known from measurements
in culture to be highly variable, and to change according to the availability of light and
nutrient, and with the temperature of the seawater [Cloern et al., 1995]. This work uses a
single constant value forΘ in HadOCC as a fixed value is used in FAMOUS (see Section
3.4). In addition, fixingΘ as a parameter allows its effect to be explored directly in the
sensitivity analysis.
3.3 HadOCC-GOTM
The sensitivity analysis detailed in Chapter 4 requires large numbers of HadOCC runs using dif-
ferent parameter values. To enable this, HadOCC is coupled with the General Ocean Turbulence
Model (GOTM) of Burchard et al. [1999] (www.gotm.net), to produce a flexible 1-D ocean
biogeochemical model [Kettle and Merchant, 2008], hereafter referred to as HadOCC-GOTM.
HadOCC-GOTM is computationally relatively inexpensive torun (a one year integration of
HadOCC-GOTM takes around 2-4 mins on a LINUX desktop computer), and can easily be
adapted to run at different locations and for different timescales making it ideal for use in the
sensitivity analysis.
GOTM is set up as a vertical column structure with levels of increasing size extending downwards
from the sea surface. The top three levels are 10m in depth, then increase steadily to 1200m below
which the remaining depth is split into levels of 615.3m (seeTable 3.2). The number of levels used
in the 1D HadOCC-GOTM is set to the level with the closest bottom of level depth to the depth
of the site according to bathymetry data. This structure is the same as that used in FAMOUS and
HadCM3 (see Section 3.4 below) and is appropriate for use with a biogeochemical model such
as HadOCC since the key processes governing the uptake of carbon by phytoplankton growth
occur in the upper ocean, as limited by the maximum mixed layer depth (usually around 50-200m).
The dynamics of the GOTM water column are based on Navier-Stokes equations (e.g. Acheson
[1990]) for fluid motion simplified by both the use of the Boussinesq approximation—pressure is
considered hydrostatic, and the thin shell approximation—the radius of the Earth is much greater
than ocean depth, which allows simplification of the Earth rotati n term. In addition, turbulent
transport is approximated by diffusive transport—the eddyviscosity approximation. Horizontal
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Table 3.2: GOTM water column depth levels used in HadOCC-GOTM and FAMOUS.
Level Width (m) Depth—mid-point of level (m) Depth—bottom of level (m)
1 10 5 10
2 10 15 20
3 10 25 30
4 10.2 35.1 40.2
5 15.3 47.85 55.5
6 23.0 67.0 78.5
7 34.5 95.75 113.0
8 51.8 138.9 164.8
9 77.8 203.7 242.6
10 116.8 301.0 359.4
11 175.3 447.05 543.7
12 263.2 666.3 797.9
13 395.3 995.55 1193.2
14 615.3 1500.85 1808.5
15 615.3 2116.15 2423.8
16 615.3 2731.45 3039.1
17 615.3 3346.75 3654.4
18 615.3 3962.05 4269.7
19 615.3 4577.35 4885.0
20 615.3 5192.65 5500.3
terms in the three-dimensional mean flow equations are then parameterised assuming horizontal
homogeneity to give a one-dimensional equation along the vertical axis [Burchard et al., 1999].
Properties of the water (temperature and density), and dissolved (nutrient and DIC) and non-
dissolved (phytoplankton, zooplankton and detritus) substances are considered in GOTM as trac-
ers. The general 1-D equation for the tracerY is
∂tY = ∂z(ν
t
Y ∂zY ) + ΓY − ΛY + RY (3.21)
where∂t is the time derivation,∂z the vertical gradient,νtY the turbulent diffusivity,ΓY the inner
source production term (e.g.IlimNlimP for phytoplankton in Equation 3.6),ΛY the inner source
destruction term (e.g.−MP −HP − ηP for phytoplankton in Equation 3.6) andRY the restoring
term (see below for the use of the restoring term to replenishutrients).
The movement of all the HadOCC biological compartments, with the exception of detritus which
sinks independently (see Section 3.2.4), is determined by turbulent mixing of the GOTM water
column. The upper ocean is well mixed by waves and wind-strescreating a layer of water with
near uniform temperature, salinity and biological tracer concentrations—the mixed layer (see Sec-
tion 1.5.2). The depth of the mixed layer in HadOCC-GOTM is calcul ted using the Richardson
number (the ratio of kinetic to potential energy) of the water column. The mixed layer is defined to
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whereN is the bouyancy frequency andM the shear frequency of the water column.
As stated previously, phytoplankton growth in HadOCC is dependent on the availability of
sunlight and nutrient. The replenishment of nutrient in theupper ocean by mixing depends partly
on lateral advection from upwelling regions and estuarine regions. To represent this additional
input from outside the 1-D GOTM column, the nutrient in HadOCC-GOTM is relaxed below
the productive depth to a nutrient profile taken from Levituset al. [1993]. The productive depth
is defined to be the greatest depth at which both light and nutrient are available in sufficient
quantities for photosynthesis to take place—i.e. the shallower of the mixed layer depth or euphotic
depth. The modelled nutrient profile (N ) is relaxed to the fixed Levitus et al. [1993] profile
(NLev) by reducing the difference between them by1/60 per days worth of timesteps (∆td) such
that the replenished nutrient
Nnew =
N + (NLev − N)∆td
60
(3.23)
HadOCC-GOTM is forced with meterological data for air pressure, wind speed, relative humidity,
air temperature and total cloud cover at six hourly intervals. This data is taken from the ECMWF
40-year Re-analysis (ERA-40) dataset (see Section 4.2.1).These are the meteorological processes
that influence the rate of air-sea CO2 transfer (wind, humidity, pressure and temperature—see
Sections 1.4 and 1.6) and the amount of light (cloud cover) that reaches the ocean surface and is
hence available for phytoplankton photosynthesis—see Section 1.5.2.
3.4 FAMOUS
To further investigate the global effects of uncertainty inthe ocean biogeochemical parame-
terisation on the air-sea CO2 flux it is neccessary to use a global climate model with a 3D
representation of ocean circulation. The FAst Met Office UK Universities Simulator (FAMOUS)
model (www.famous.ac.uk) [Smith et al., 2008; Jones et al., 2005], is a lower resolutin
version of the widely used Hadley centre Climate Model 3 (HadCM3) [Gordon et al., 2000]
ocean-atmosphere GCM.
FAMOUS uses most of the HadCM3 code but by using a lower resolution and a longer timestep
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requires only around 10% of the computational cost of HadCM3, enabling simulations of 100
years or more per wallclock day to be carried out on high performance computing facilities.
FAMOUS has roughly half the resolution of HadCM3, a 5◦ lat x 7.5◦ long atmosphere grid with
11 levels (HadCM3 uses 2.5◦ lat x 3.75◦ long with 19 levels), and a 2.5◦ lat x 3.75◦ long ocean
grid with 20 depth levels (HadCM3 uses 1.25◦ lat x 1.25◦ long). FAMOUS is tuned to reproduce
the equilibrium climate and climate sensitivity of HadCM3.This ‘traceability’ allows FAMOUS
to be used to perform ensemble runs to explore parameter sensitivitie that are too costly to
perform directly on HadCM3 [Jones et al., 2005]. FAMOUS usesthe HadOM3 model for the
ocean, in which HadOCC is used to represent the role of marinebiogeochemistry in the global
carbon cycle, though HadOCC in FAMOUS uses simplified parameterisations of light penetration
and shading to those used in the original model of Palmer and Totterdell [2001] [Smith et al.,
2008].
For this project, FAMOUS job xdbua (xdbua is the National Centr for Atmopheric Sci-
ences (NCAS) Unified Model job code) as detailed in Smith et al. [2008] was ported to
Edinburgh and run on the Edinburgh Compute and Data Facility(ECDF) computing cluster
(www.ecdf.ed.ac.uk) which enables a run-time of approximately one model year toten
minutes. The FAMOUS model runs detailed in Chapter 5 start from well spun-up (6000 years)
FAMOUS job xdbua data fields so that the initial biogeochemical tracer fields used in the analysis
(nutrient, phytoplankton etc...) do not depend on the original fields used.
3.4.1 FAMOUS carbon cycle
FAMOUS job xdbua uses a fixed atmospheric CO2 concentration with a pCOair2 of 290 ppm,
which approximates to the pre-industrial atmosphere of the1850s. The global carbon cycle in
FAMOUS is not fully coupled. The ocean ‘sees’ the fixed pCOair2 which is not altered by changes
to the air-sea CO2 flux. In the well spun up FAMOUS job xdbua of Smith et al. [2008], the ocean
carbon content is in equilibrium with the atmosphere, resulting in a near-zero net global air-sea
CO2 flux.
3.4.2 Ocean tracers in FAMOUS
The conservation of tracers in the ocean is important to prevent artificial effects in long climate
simulations [Smith et al., 2008]. As a ridgid-lid fixed-volume ocean model, the representation
of freshwater input and evaporation requires corrections to the tracer fields to conserve their
quantities [Smith, 2009]. In FAMOUS the effect of local freshwater fluxes into the ocean
and evaporation that can change tracer concentrations is repres nted as a ‘virtual’ tracer flux.
HadCM3 uses a global reference salinity to conserve global salinity concentrations but this
was found to distort ocean circulation in the development ofFAMOUS. Instead, the earlier
version of FAMOUS of Jones et al. [2005] used local salinity con entrations but this did not
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guarantee conservation of global salinity and biogeochemical ocean tracers [Smith et al., 2008].
To ensure global conservation of tracers FAMOUS version xdbua uses a small time-dependent
volume-uniform adjustment to the salinity, alkalinity, DIC and nutrient fields.
For each model year, the freshwater fluxesffresh and virtual tracer fluxesfvirt are accumulated




fvirtdt). The global drift for each
tracer that should result from the summed freshwater fluxes is then calculated at the end of each
year using constant global reference valuesTref—35 psu (practical salinity units) for salinity,
2363 µmol l−1 for alkalinity and 2075µmol l−1 for DIC (Dfresh = Tref
∫
Ffreshdxdy).
These are compared with the actual drift in each tracer calculated from the virtual tracer fluxes
(Dvirt = Tref
∫
Fvirtdxdy), and a constant global adjustmentAdj = Dfresh−Dvirt is calculated
for each tracer and applied uniformly throughout the vertical water column to the tracer field on
every timestep of the next year. This adjustment corrects the global tracer drift with respect to
freshwater fluxes [Smith et al., 2008; Palmer, 1998].
There is no riverine input of nutrient or DIC in FAMOUS, so in the absecnce of uptake from the
atmosphere, the total ocean carbon and nutrient (both labile nd in organic matter) is essentially
fixed, subject to the global drift corrections described above [Smith, 2009]. In contrast to
HadOCC-GOTM, no sedimentation of organic detritrus takes place in FAMOUS [?]. The small
amount of detritus that arrives at the ocean floor is returnedto the top ocean level to conserve
carbon and nutrient quantities [Palmer, 1998]. With a detrital sinking rate of 10m day−1 this
introduction of detritus to the top of the ocean has a timescal of between 1-2 years assuming
vertical transport only.
Chapter 4
Sensitivity analysis of HadOCC-GOTM
4.1 Overview
A sensitivity analysis is performed on HadOCC-GOTM at four sites in the North Atlantic: 0oN,
15◦N, 30◦N and 45◦N along the 30oW meridian. These sites have different ocean surface mete-
orology (see Figures 4.1 and 4.2) and resulting physical ocean behaviours allowing investigation
of the overall importance in the model of the biological parameters detailed in Section 3.2.8.
This offers greater insight to the global importance of parameters than similar single-site studies
(e.g. Druon and Le Fèvre [1999]). Assessing the global parameter importance is relevant as
HadOCC is used to represent the role of the ocean ecosystem inglobal biogeochemical cycles in
the HadCM3 and FAMOUS GCMs (see Section 3.1 and 3.4).
Probability distributions appropriate to the fundamentalproperties of the parameters are used to
perform the analysis. The analysis is performed using both the traditional SA methods and the
GEM-SA package detailed in Section 2.4.4, and the results ofhe two methods compared. The
sensitivity of three model outputs—net annual air-sea CO2 flux (mol CO2 m−2 yr−1), annual
export (mg C m−2 yr−1), and primary production (gC m−2 yr−1)—to variation in the parameters
is tested. Air-sea CO2 flux is essential in the calculation of absorption of anthropogenic emissions
by the ocean, and all three are key processes in climate prediction models.
There are varying definitions for the export of sinking organic carbon through the water column.
The most commonly used is for export to be defined as the material hat sinks below the euphotic
zone as this is material exported away from the site of production. However, the mixed layer can
extend well below the euphotic zone, allowing recycling of the material that has sunk out of the
euphotic zone back into it. This recycled material can then beaten or broken down to nutrient
and used for growth. Here export is defined to be the annual accumulation of detrital material
that sinks below the maximum mixed layer depth (MLD) of the water column and is therefore
permanently removed from productive waters on the∼ 600 year timescale of ocean turnover
[Curry and Webster, 1999]. This material, for the purposes of h rt-term modelling of the ocean





HadOCC-GOTM is run at 0◦, 15◦, 30◦ and 45◦ N along the 30◦ W meridian in the Atlantic
ocean. Initial conditions at each location for alkalinity [Lee et al., 2006] and dissolved inorganic
carbon (DIC) [Key et al., 2004] are obtained from the Carbon Dioxide Information Analysis
Center (CDIAC). Nitrate profiles, to which the model relaxesto resupply, are taken from the
World Ocean Atlas 2005 [Garcia et al., 2006]. To drive the model, meteorological data are taken
from ECMWF 40-year Re-analyis (ERA-40) data; these comprise of air pressure, wind speed,
relative humidity, air temperature and total cloud cover, at 6 hourly intervals. Figure 4.1 shows
temperature, and Figure 4.2 wind speed for the four sites, with increasingly strong seasonal cycles
in temperature and wind speeds with increasing latitude. HadOCC-GOTM uses the quadratic
Wanninkhof ’92 gas transfer parameterisation [Wanninkhof, 1992] as used in the Takahashi et al.
[2002] CO2 flux climatology to calculate the effect of the wind speed on the gas transfer velocity.
At each location, HadOCC-GOTM is run with five hundred different sets of the biological pa-
rameters under investigation (see Section 3.2.8) which used in conjuction with a latin hypercube
sampling method (see Section 2.3.2) gives good coverage of the parameter space. The model is
spun up for six years with yearly repeating meteorological data from 2004 to remove sensitivity
to the initial conditions (see Section 4.2.2 below). The three model outputs under investigation
(air-sea CO2 flux, export and primary production) are then taken from the seventh year. Output
differences between the runs for a given location can be attribu ed solely to the change in the
parameter values.
4.2.2 Model spin up
HadOCC-GOTM needs to be spun up so that the initial concentrations of the state variables do
not affect the results. Figures 4.3 to 4.6 show the concentrations of the HadOCC state variables
at 15◦N for a ten year run. The annual concentration cycle for thesecan be seen to stabilise after
six years—the other sites (not shown) also stabilise after six years or less. The seasonal ocean
ecosystem cycle can be clearly seen, with high nutrient concentration early in the year leading to
a rapid increase in phytoplankton concentration, which leads in turn to increasing zooplankton
and detrital concentrations. Data for use in the SA are takenfrom the seventh year to minimise
the computational expense of performing the large number ofruns required.
4.2.3 Model parameters and sensitivity analysis
Twenty parameters are investigated in this study. These arelisted in Table 4.1 with the current
HadOCC value, and values given in the literature e.g. from other comparable models. For each
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Figure 4.1: ECMWF temperature meteorology—for clarity data plotted are smoothed monthly average
temperature for the year 2004 at the four sites (GOTM-HadOCCis forced by unsmoothed time series).
Note the stronger seasonal cycle of the higher latitude sites.




























Figure 4.2: ECMWF windspeed meteorology—for clarity data plotted are smoothed monthly average
windspeed for the year 2004 at the four sites (GOTM-HadOCC isforced by unsmoothed time series). Note
higher windspeed and greater seasonsal variability at higher latitudes.
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Figure 4.3: Nutrient concentration (mmol N m−3) at 15◦N forced with repeat meteorology for ten years
showing stabilisation in seven years. Runs at the other sites behave similarly.
Figure 4.4: Phytoplankton concentration (mmol N m−3) at 15◦N forced with repeat meteorology for ten
years showing stabilisation in seven years. Runs at the other sites behave similarly.
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Figure 4.5: Zooplankton concentration (mmol N m−3) at 15◦N forced with repeat meteorology for ten
years showing stabilisation in seven years. Runs at the other sites behave similarly.
Figure 4.6: Detritus concentration (mmol N m−3) at 15◦N forced with repeat meteorology for ten years
showing stabilisation in seven years. Detritus cannot sinkout of the water column, so any that sinks to the
bottom of the ocean is spread over the bottom three model levels leading to the rise in detrital concentration
seen here (see Section 3.2.4). Runs at the other sites behavesimilarly.
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Knit mMolNm−3 0.1 0.01-0.5, 0.82, 0.851, 0.52, 0.001, 0.0033,
0.54
P smax d
−1 1.5 3-5.13, 0.25, 0.1-4.16, 0.01-1.711
α mg C mg Chl−1 h−1
(W m−2)−1
0.09 0.023-0.3997, 0.033-0.21672, 0.036,
0.032, 0.075, 0.042, 0.113-0.172, 0.067-
1.21, 0.085, 0.185, 1.05514
η d−1 0.05 0.0018, 0.0-0.0253
m0 d−1 (mMolNm−3)−1 0.05 0.1-0.25, 0.031, 0.059, 0.00810, 0.03511,
conversion25
µ1 d−1 0.05 0.03-0.055, 0.212
µ2 d−1(mMolNm−3)−1 0.3 0.213
KF mMolNm−3 0.5 0.4-0.514, 1.011
gmax d−1 0.8 0.06-1.9, 1.1, 2.01, 0.1-0.5, 0.95, 2.015
βP - 0.9 0.759, 0.75, 0.46, 0.7616, 0.7-0.9517
βD - 0.65 0.759, and others inβP above
Fingest - 0.77 -
Fmessy - 0.1 0.2318, 0.028
Fnmp - 0.01 -
Fzmort - 0.67 -
vs m d−1 10 32.019, 5.02, 3.019, 20.020, 24.78
Rmshall d−1 0.1 0.05-0.121, 0.0522
Rmdeep md−1 8.58 seeRmshall above
Υc - 0.013 0.15, 0.25, 0.08-0.126, 0.1623, 0.05-0.2524
Θ - 40 10-33326
parameter, its 5% to 95% confidence interval is estimated from expert opinions and the literature
values in Table 4.1. Since precise numerical limits for the parameters are unknown, use of a range
is arguably unjustified and confidence intervals are more appropriate for describing the likely
spread of values (see Section 2.3.1). The parameters are in two distinct categories—positive
definite parameters (e.g., the detrital sinking velocityvs), and those with a value confined in the
interval 0 to 1 (e.g., the assimilation efficiency of zooplankto feedingβP ). For the first group,
a Davies distribution [Hankin and Lee, 2006] is used to represent their probability, while for the
second group a Beta distribution [Freund, 1992] is used.
The Davies distribution is a continuous positive probability distribution defined by three parame-
ters which determine the central value, and the shapes of thetails either side of this central value
[Hankin and Lee, 2006]. As the shapes of the tails of the Davies d stribution are controlled by
independent and potentially different parameters, the central value will not necessarily be the
mean of the distribution. The definition of the Davies distribut on allows the use of the nominal
model value as the central value, with the tail-shape parameters generated from the 5th and 95th
percentile confidence intervals of the parameter. This allows for more information to be included
in the prior distribution than would appear using a log normal distribution, the other possible
candidate for a continuous positive distribution, which isdefined by only a mean and spread.
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1 Waniek and Holiday [2006]
2 Zielinski et al. [2002]
3 Geider et al. [1998]
4 Baklouti et al. [2006]
5 Druon and Le Fèvre [1999]
6 Chuck et al. [2005]
7 Geider et al. [1997]
8 Pahlow et al. [2008]
9 Popova et al. [2002]
10 Tjiputra et al. [2007]
11 Pätsch et al. [2002]
12 Pätsch et al. [2002] single zooplankton mortality rate
13 Waniek and Holiday [2006] single zooplankton mortality rate
14 Kettle and Merchant [2008]
15 Anderson and Pondaven [2003]
16 Waniek and Holiday [2006] single assimilation parameter
17 Druon and Le Fèvre [1999] single assimilation parameter
18 Anderson and Pondaven [2003] to DOM
19 Anderson et al. [2007]
20 Kawamiya et al. [2000]
21 Druon and Le Fèvre [1999] at all depths
22 Waniek and Holiday [2006] at all depths
23 Fujii and Chai [2007]
24 Fujii et al. [2005]
25 Phytoplankton concentration is assumed to be 1 mMol N m−3 for
purposes of conversion
26 Cloern et al. [1995]
The beta distribution is a family of continuous probabilitydistributions defined on the interval
[0,1] with a shape determined by the values of two non-negative parameters,α andβ [Freund,
1992]. Different combinations ofα andβ values allow for a huge range of different distribution
shapes; straight slopes, concave and convex curves. Of primary i portance to this project is the
restriction on the interval [0,1] which prevents any theoretically meaningless parameters being
generated during the sampling. The relevantα andβ values are computed as before from the 5th
and 95th percentile confidence intervals of the parameter. In this insta ce it gives the parameters
a convex non-symmetric sampling distribution which goes tozero at 0 and 1.
The parameters that relate directly to phytoplankton growth (Knit, P smax, α, m0), are generic
to many NPZD and more complex models giving a good resource indetermining confidence
intervals. For these parameters the smallest and largest values found in the literature are used
for the 5% to 95% confidence interval (see Tables 4.1 & 4.3). Parameterisations of processes
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such as zooplankton grazing are however less universal, meaning that there is less informa-
tion available on which to base confidence intervals. Following consultation with experts
who use HadOCC in their work these parameters are given a 5% to95% confidence interval
of the nominal HadOCC value± 90% of the difference between the nominal HadOCC value
and the closest theoretical limit. Figure 4.7 shows plots ofthe priors generated using this approach.
The treatment of the deep remineralisation rateRmdeep (used at all levels deeper than 100m) is
different. While the value input to the model is> 1 m d−1, the actual remineralisation rate is de-
termined by the value ofRmdeep divided by the depth of the midpoint of the depth level at which it
is applied, giving a decreasing rate with increasing depth (see Section 3.2.8). Due to this, a scaled
Beta sampling distribution is used forRmdeep as its value as used in the model must lie in the [0-1]
interval. To establish a confidence interval forRmdeep, the 95% confidence interval forRmshall
is used as the upper limit forRmdeep/138.9m (the midpoint of the depth level below 100m in
GOTM is at 138.9m), from which the 90% range is established aswith the other parameters above.
From these distributions 500 parameter sets are selected using a latin hypercube sampling
method (see Section 2.3.2), which maximizes efficient coverag of the whole parameter space by
ensuring selection of parameter values from their full range. These parameter sets are then run in
HadOCC-GOTM and the results recorded alongside the appropriate parameter set. The calculated
outputs are screened to check for failed runs that have produced wholly unfeasible results created
by parameter combinations causing numerical problems (e.g. divison by zero). The Takahashi
climatology [Takahashi et al., 2002] is used to screen the CO2 flux results and set the condition
that export amd primary production must be≥ 0 (see below).
4.2.4 Screening
The outputs are screened for implausible results using three conditions. Export and primary
production are required to be≥ 0. The CO2 flux results are screened by using the global range
of the Takahashi annual CO2 climatology [Takahashi et al., 2002] of -11 to 13 mol CO2 m−2
yr−1. The Takahashi range is used for the standard deviationσ = 12 mol CO2 m−2 yr−1 and the
upper and lower limits on the CO2 flux dataset are set to be fourσ from the midpoint (= 2 mol
CO2 m−2 yr−1) of the Takahashi range giving limits of -46 to 50 mol CO2 m−2 yr−1. Runs that
produce results outwith these conditions are discarded in their entirety.
At 0◦N no runs produced results outside these limits. A negative primary production was
produced by two runs at 15◦N and five runs at 30◦N and one run at 45◦N—these were all
discarded. These error runs were noted to coincide with verylow values (5-13) of the carbon to
chlorophyll ratioΘ. In total, only eight model runs from a total of two thousand (four times five
hundred) were removed by screening.
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Table 4.3:HadOCC parameters: Prior distributions and confidence intervals sampled to generate parameter
sets to perform SA. Intervals are taken from either upper andlower literature values (where available), or
from 90% of HadOCC value to closest theoretical limit each way (CTL). The resulting priors are shown in
Figure 4.7. Intervals are used as range for the GEM-SA analysis.
no Parameter Units Sampling
Distribution
5 %ile 95 %ile Source
1 Knit mMolNm−3 Davies 0.01 0.85 Upper and lower
literature
2 P smax d
−1 Davies 0.01 5.1 Upper and lower
literature
3 α mgC mg
chl−1 h−1
(Wm−2)−1
Davies 0.023 1.2 Upper and lower
literature
4 η d−1 Davies 0.005 0.095 90% of HadOCC to
CTL
5 m0 d−1 (mMol
N m−3)−1
Davies 0.008 0.25 Upper and lower
literature
6 µ1 d−1 Davies 0.03 0.2 Upper and lower
literature
7 µ2 d−1 (mMol
N m−3)−1
Davies 0.03 0.57 90% of HadOCC to
CTL
8 KF d−1 Davies 0.4 1.0 Upper and lower
literature
9 gmax d−1 Davies 0.06 2.0 Upper and lower
literature
10 βP - Beta 0.46 0.95 Upper and lower
literature
11 βD - Beta 0.46 0.75 Lower limit from
βP literature
12 Fingest - Beta 0.63 0.977 90% of HadOCC to
CTL
13 Fmessy - Beta 0.02 0.23 Upper and lower
literature
14 Fnmp - Beta 0.001 0.019 90% of HadOCC to
CTL
15 Fzmort - Beta 0.373 0.967 90% of HadOCC to
CTL
16 vs m d−1 Davies 3.0 32.0 Upper and lower
literature
17 Rmshall d−1 Beta 0.05 0.1 Upper and lower
literature
18 Rmdeep m d−1 Beta (see text) 3.8 13.36 90% to Rmshall
limit (see text)
19 Υc - Beta 0.013 0.25 Upper and lower
literature




Table 4.4 gives the CO2 flux, export and primary production at the four sites, calculated using
the standard HadOCC parameter values as detailed in Table 4.1. The direction of the CO2 flux
results compare favourably with the Takahashi et al. [2002]climatology, with outgassing in the
tropics and in-gassing at higher latitudes, while the export and primary production results appear
resonable for the locations. Table 4.5 details the minimum,maximum, median, scaled median
absolute difference from the median, mean and standard deviation of the screened results from
the perturbed parameter suites. Variation in the parametervalues used has a significant effect
on all the output values at all the sites. The median and meansfor CO2 flux are comparable
with the control results at all sites, while for export and primary production the control results
compare more favourably with the medians of the perturbed results than the means, which are
consistently much greater, reflecting the very high export and primary production calculated by
some perturbed parameter combinations. For CO2 flux, the 0◦N site has the smallest range of
results, all of which are outgassing. The results for the central sites at 15◦N and 30◦N have much
greater ranges, and while the mean values for these sites arefor ingassing of CO2, both high
in- and out- gassing results are present. The range of results at 45◦N is smaller again with most
results giving a flux into the ocean. These results concur with the general pattern of ingassing
and outgassing shown in the Takahashi 2002 climatology [Takah shi et al., 2002] (Figure 1.5).
For export, as might be expected due to the relatively low productivity of the tropics, the smallest
range and maximum is at the 0◦N site. Much higher export results are obtained at the central
sites with 15◦N having the highest maximum and mean. The primary production results exhibit
the same pattern with the lowest values at the 0◦N site and the greater at the central sites. While
due to the nature of this work these results are not expected to precisely match estimates of
the primary production, the control and mean values for the four sites are comparable with es-
timates for average annual ocean primary production (e.g.,Ricklefs [1990] and Field et al. [1998]).
The results shown in Table 4.5 show the huge effect which the uncertainty in the biological
parameters has on the calculation of oceanic processess fundamental to controlling global climate.
The CO2 flux results show that the ocean’s role in reducing the atmospheric CO2 concentration is
greatly influenced by the values used for the biological parameters. Identifying which biological
parameters cause this huge variation is important to understanding the possible errors in the
air-sea CO2 flux calculated by GCMs.
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Table 4.4: Control results—CO2 flux, export and primary production calculated at 0◦N, 15◦N, 30◦N and
45◦N sites using the standard HadOCC parameter values as in Table 4.1.
Output Location Control result

































































































































































































































Figure 4.7: Priors for all parameters (numbered as in Table 4.3) generated from confidence intervals using





Table 4.5: Results for net annual air-sea CO2 flux (mol CO2 m−2 yr−1), annual export below maximum MLD (mgC m−2 yr−1) and primary production (gC m−2
yr−1). MADM is the median absolute deviation from the median scaled such that for a normal distributon it is equal to the standard eviationσ.
Output Location min max median MADM mean σ
CO2 flux mol CO2 m−2 yr−1 0oN -0.62 -0.28 -0.41 0.024 -0.42 0.045
15oN -5.2 17.1 0.51 0.97 2.1 3.6
30oN -11.5 15.1 0.78 0.93 1.65 2.47
45oN -0.002 3.6 1.2 0.15 1.2 0.34
Export mgC m−2 yr−1 0oN 0.004 4167 32.3 46.8 231 552
15oN 0.12 478985 4269 6243 19965 46785
30oN 0.005 277219 3364 4862 13235 28677
45oN 0.032 41377 799 1148 2323 4578
Primary production gC m−2 yr−1 0oN 0 2926 1.74 2.48 13.0 135.6
15oN 0 98875 89.5 111.0 443.5 4483
30oN 0 61805 91.4 107.3 311.9 2819
45oN 0 18084 24.2 21.0 91.9 828.7
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4.4 Sensitivity analysis
The results from the runs across the different locations arenow used to identify the most sensitive
biological parameters for each of the outputs using the methods discussed in Chapter 2. However,
as a first step, a one-at-a-time (OAT) analysis is performed to i entify parameters whose variation
has a large effect on the output and so are likely to be found tobe influential in the global SA.
4.4.1 OAT analysis
Figures 4.8 (CO2 flux), 4.9 (export), and 4.10 (primary production), show one-at-a-time (OAT)
plots for each parameter varied across its 5% to 95% confidence range from Table 4.3, at the 30◦N
site. Two important features are clear from these OAT plots.Firstly, for each output, changing
the value of a few parameters—P smax , α, gmax andvs for CO2 flux, vs andRmdeep for export,
P smax andα for primary production, has a greater effect than varying the other parameters. The
rest of the parameters change the output less, with variation of some having virtually no effect: for
example—the value of the parametersFmessy andFnmp have negligible influence on any of the
outputs. This demonstrates that certain parameters are likely to be more sensitive than others and
indicates which these are msot likely to be in the global SA. Secondly, the relationship between the
outputs and the parameter values are almost all monotonic.Θ is the one exception but is monotonic
for all but the lowest values. This justifies the use of correlations as an initial step to analyse the
global data set in which all parameters are varied simultaenously. Additionally, the parameters
that have the most effect are reasonable in the context of expected behaviour of the model and the
ocean. As expected the detrital sinking parametervs has the strongest effect on export (Figure 4.9),
with a higher daily sinking rate leading to a higher export, while the photosynthesis parameters
P smax andα have the strongest effects on primary production (Figure 4.10), with higher values
corresponding with higher primary production as expected.
4.4.2 Correlations between parameters and output
Correlations between each of the set of values for each parameter and the three ouputs are
calculated to give a simple measure of the influence of each parameter. I calculate both the
traditional linear Pearson correlation (Fig. 4.11) and theKendall (rank) correlation (Fig. 4.12).
The Pearson correlation is 1 in the case of an increasing linear relationship,−1 in the case of a
decreasing linear relationship and in all other cases a value in between−1 and 1. The closer the
correlation value to 1 or−1, the stronger the linear relationship between the parameter and the
output. The Kendall rank correlation works similarly but calculates the strength of the relationship
between the rank of each parameter value, and the rank of the corr sponding output value, and so
describes the strength of the monotonic relationship rathethan the exclusively linear relationship
assessed by the Pearson correlation (see Section 2.4.2).
Both methods broadly agree on the more influential parameters for CO2 flux and export (Figs.
4.11 and 4.12). For primary production, the Pearson correlation overestimates the importance of
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α, where a value of≈ 1 is given, and ofKnit, which is given a correlation of≈ 0.3. Scatter plots
(not shown), of the parameters against outputs show that theoverly high Pearson correlations
arise due to a few individual data points located outside themain cluster of data. The Kendall
correlation results (Fig 4.12 plots C, F, I & L), due to the useof the rank of the value instead of
actual value are not affected by these. Overall, the Kendallcorrelation gives a better indication
of parameter significance though the similarity with the Pearson results (excepting the case of
primary production discussed above), show that the relationships between the parameters and the
outputs are not highly non-linear.
Looking at the correlation results for the different outputs in turn, parameters with higher
correlations (both Pearson and Kendall) are in general the same across all four sites. For
CO2 flux, the sink ratevs (parameter 16), the rain ratioΥc (parameter 17, which implicitly
parameterises carbonate formation), and phytoplankton grwth parameters (P smax (parameter
2), α (parameter 3) andη (parameter 4)) have the highest correlations. As should be exp cted,
the sink ratevs (parameter 16), deep remineralisation rateRmdeep (parameter 18) and phyto-
plankton growth parameters are strongly correlated with export results while primary production
is most strongly correlated with phytoplankton growth parameters. The results for all three
outputs at 15◦N are very similar to those at 30◦N. The meteorological forcings experienced
by these central sites are the most alike (see Figures 4.1 and4.2) of the four different forcings used.
Also worth noting is the similarity between the correlationresults for CO2 flux and export
(parameters with high correlations are in general the same for these two outputs). The results for
the CO2 flux and export have a Pearson (linear) correlation of 0.30 at◦N and∼ 0.7 at 15◦N,
30◦N and 45◦N, indicating that higher CO2 flux into the ocean is associated with greater export.
4.4.3 Regression analysis
An all-subsets regression is now applied, using the Bayesian information criterion (BIC) to select




) + kln(n) (4.1)
wheren is the sample size (here = 500 minus the small number of runs remov d by the screening
process),RSS is the residual sum of squares from the fit andk the number of regressors
(parameters plus the intercept) used. The BIC increases with bo h theRSS and the number
of parameters used (k), so the lowest BIC balances the fitted variance against the number of
parameters used. The BIC penalises the number of parametersmore strongly than the other
frequently usedRSS fitting selector, the Akaike information criterion (see Section 2.4.3.2). The
BIC is chosen here as the purpose of this work is to identify the most significant parameters.
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The results of the BIC assessed regression are shown in Fig 4.13. Here, the BIC is plotted
against the twenty parameters showing twenty different regression fits containing one, two, three
etc. up to all twenty parameters. Each fit using between one and twenty parameters contains
the parameters that give the lowest BIC for the number of parameters used. The inclusion of a
parameter in the fit is shown by shading corresponding to the parameter number (1-20) on the
x-axis. The intercept (continuous bar on the left of each plot labeled ‘Int’) is present in every fit
but is not of interest in determining the importance of parameters. The shade darkens as the BIC
(y-axis) of the fit improves, such that the best fit is shown across the top of each plot consisting of
the intercept and the parameters used in the BIC assessed best fit. The most important parameter is
the one that along with the intercept is used in every fit (easily identified as the single continuous
vertical bar in each plot in Fig 4.13—e.g. parameter 19, the rain ratioΥc in plot A; parameter 18,
the deep remineralistaion rateRmdeep for plot B etc.). The next most important parameter is that
used in all but one of the fits (e.g. parameter 16, the sink ratevs in plot A), and the next, that used
in all but two of the fits, and so on.
Table 4.6 lists these results. Brackets around the parameter indicate that it is not present in the
best BIC assessed fit. Across all sites, the same parameters are present for each output –Υc,
vs andP smax for CO2 flux, vs andRmdeep for export andα (the initial slope of the P-I curve)
for primary production. Again, the results for the central site are very similar (identical for all
outputs for the1st and2nd most important parameters).
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Figure 4.8: OAT plots for CO2 flux (y-axis) in mol CO2 m−2 yr−1
at 30◦N. The y-axis scale is the same in all plots for easy comparison of the relative effect of
variation in the value of each parameter (x-axis) on the CO2 flux. Variation in the values ofP smax,
α, gmax andvs have the greatest effect.
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Figure 4.9: OAT plots for export (y-axis) in mgC m−2 yr−1
at 30◦N. The y-axis scale is the same in all plots for easy comparison of the relative effect of
variation in the value of each parameter (x-axis) on the export. Variation in the values ofvs and
Rmdeep have the greatest effect.
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Figure 4.10: OAT plots for primary production (y-axis) in gC m−2 yr−1
at 30◦N. The y-axis scale is the same in all plots for easy comparison of the relative effect of
variation in the value of each parameter (x-axis) on primaryproduction. Variation in the values of
P smax andα have the greatest effect.
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Figure 4.11: Pearson (linear) correlation of CO2 flux (left column), export (centre column), and primary
production (right column), for all sites: top to bottom 0◦N (ABC), 15◦N (DEF), 30◦N (GHI), 45◦N (JKL).
Correlation is given on the y-axis and the parameters (numbered as in Table 4.3) along the x-axis.
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Figure 4.12: Kendall (rank) correlation of CO2 flux (left), export (centre), and primary production (right),
for all sites: top to bottom 0◦N (ABC), 15◦N (DEF), 30◦N (GHI), 45◦N (JKL). Correlation is given on the






























































































































































































































































































































































































































































































Table 4.6: BIC regression fit. Parameters listed in order of importancefor ach output in the BIC assessed fit (parameters in column 1are the most important). Brackets
around a parameter indicate that the parameter is not included in the BIC assessed best fit but are listed here (where relevant), as other important parameters and for
comparison with results for the other sites. Eleven of the orginal twenty parameters are present in the best fit for CO2 flux at 15◦N 30◦W, while only two parameters (α
andP smax), are used in the best fit for primary production at this location.
Output Site 1 2 3 4 5 6 7 8 9 10 11
CO2 flux
0◦N Υc vs P smax Rmdeep η m0 βD - - - -
15◦N vs P smax gmax KF Υc µ1 Fzmort βD Θ βP η
30◦N vs P smax Υc gmax α βD KF Finjest η Θ -
45◦N Υc vs η Rmdeep (m0) (Θ) (βD) (Fnmp) (µ1) - -
Export
0◦N Rmdeep η vs (µ2) (βP ) (Θ) (P smax) - - - -
15◦N vs Rmdeep KF gmax βP η P smax - - - -
30◦N vs Rmdeep gmax KF βP η α - - - -
45◦N vs Rmdeep η (α) (P smax) (Θ) (βP ) - - - -
Prim. prod.
0◦N α (Fzmort) (βP ) (Finjest) (vs) - - - - - -
15◦N α P smax (Rmdeep) (βP ) (KF ) - - - - - -
30◦N α P smax (Rmdeep) (βP ) (KF ) - - - - - -
45◦N α (P smax) (βP ) (Θ) (KF ) (m0) - - - - -
§4.5 An alternative approach: using the GEM-SA sensitivity analysis package 73
4.4.4 Regression results discussion
The results are as expected from the OAT and correlation results. The CO2 flux is sensitive
to Υc, the parameterisation of carbonate formation as a proportion of nutrient uptake,vs the
detrital sinking rate, andP smax the maximum rate of photosynthesis. These are parameters that
influence the pCO2 of the ocean surface and hence the air-sea CO2 exchange by altering the DIC
content of the sea-surface level.Υc directly changes the DIC concentration (and the alkalinity),
by controlling the release of organic carbon to DIC through carbonate formation (Equations 3.17
and 3.18). P smax changes the DIC through controlling its uptake by phytoplankto growth. vs
exports detritus away from the sea-surface level which directly influences the DIC concentration
(Equation 3.17), and by removing detritus that might remineralise and contribute to nutrient,
the alkalinity (Sections 3.2.5 and 3.2.7). The recent results of Schneider et al. [2008], using the
more complex PISCES model, corroborate the importance of the parameterisation of particulate
sinking on the calculation of the surface pCO2 and resulting CO2 flux. Export is sensitive to
parameters that govern the creation and transport of detritus: the detrital sinking ratevs, Rmdeep
the parameterisation of remineralisation of detritus below 100m in the water column, and the
zooplankton grazing parametersKF —the half saturation constant for grazing andgmax—the
maximum grazing rate, which control the amount of detritus eaten by zooplankton (Sections
3.2.3 and 3.2.4). Primary production is sensitive to the parameters that control phytoplankton
growth: α, P smax and m0 (the phytoplankton-specific mortality rate), as has been found in
previous studies such as Druon and Le Fèvre [1999].α is more important thanP smax as
phytoplankton growth is light limited through the column. At the well-lit surface,P smax is more
important in limiting phytoplankton growth so has greater influence on the calculation of CO2 flux.
The BIC-optimised regression also shows how many of the original twenty parameters are
essential to control the output. In Fig. 4.13, CO2 flux is seen to be dependent on up to half the
parameters under study, with between four (at 45◦N Fig. 4.13 plot J ) and eleven (at 15◦N Fig.
4.13 plot D) parameters used in the best BIC fit, while export depends on three to seven and
primary production on one or two. This indicates that CO2 flux is probably the most difficult
of these three outputs to obtain accurately with NPZD models. The inclusion of second order
terms in the regression did not identify any other parameters as being more important than those
detailed here.
4.5 An alternative approach: using the GEM-SA sensitivity analysis
package
The results of a sensitivity analysis are to some extent dependent on the methods chosen for each
stage of the SA discussed in 2.3. To provide a comparison to the results presented above, the
GEM-SA SA package—see Section 2.4.4—is used. This calculates the variance in the output
attributable to the variation in each individual parameter, and the total effect of each parameter
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(the indiviudal effect plus interactions with all other parameters). Here, in contrast to the previous
method, the 5% and 95% confidence values are used as the absolute limits for the parameter range,
and a uniform probability distribution for all parameters across their given range is assumed. 200
parameter sets are generated and used to run HadOCC-GOTM at the four test sites. The outputs
of air-sea CO2 flux, export and primary production are recorded and returned to GEM-SA to train
the emulator on which the SA is performed.
4.5.1 Results of GEM-SA analysis
Fig. 4.14 shows the individual contributions (normalised by the variance) of each parameter to
the output variance. Fig. 4.15 shows the total effect (normalised by the sum of the total effects)
of each parameter to output variance. The results are reasonably similar across all the sites,
with greater similarity between the central sites as before. At all sites the individal effects and
interactions account for∼ 90% of the output variance for each of the different outputs showing
that GEM-SA successfully emulates the model. At 0◦N, 15◦N and 30◦N greater than 60% of the
output variance is explained for all outputs by the individual contributions, while at 45◦N greater
than 80% is explained.
The
∑19
i=1 i = 190 possible pair-wise interactions between parameters account f r the rest of
the explained output variance. For all outputs at all sites the majority of these interactions have
a value of≪ 1% of the output variance. While the sum of the interactions is a non-negligible
contribution to output variance, very few of the interactions are individually important. This is
confirmed by the similarity between Figs. 4.14 and 4.15, where parameters with large independent
contributions to the output variance (Fig. 4.14) are the same parameters that have a large total
effect (Fig. 4.15). No interactions contribute more than 2-3% for CO2 flux. For export, the most
important interaction is that betweenvs and Rmdeep—at 0◦N, and 30◦N and 45◦N ∼ 6%, an
expected interaction (vs regulates the speed of detrital sinking and hence the amountof detritus
that reaches depths below 100m, at whichRmdeep controls the rate of detrital breakdown). For
primary production, the interaction betweenα and Θ is ∼ 12% at 0◦N, ∼ 4% at 15◦N and
30◦N and∼ 2% at 45◦N. The ratio of these two parameters is used in the estimationof the light
limitation on photosynthesis (see Section 3.2.1).
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4.6 Comparison of SA techniques
The results of the regression analysis are now compared withthose of the GEM-SA analysis.
Table 4.7 shows the parameters that have a total effect of 5.0or greater in Fig. 4.15, listed in
order of the size of their total effect. Comparing Table 4.7 and Fig. 4.15 with the results of the
regression in Table 4.6, most of the same parameters are found t be important (though the order
is different), and the same parameters are generally shown thave low significance—Finjest,
Fmessy, Fnmp andFzmort (and to a lesser extentβP andβD). This is to be expected from the OAT
plots in Figures 4.8, 4.9 and 4.10 where it can be seen that variation in values of the assilimation
efficiency parametersβP andβD, and in the values of the feeding fraction parametersFinjest,
Fmessy, Fnmp and Fzmort does not cause much change to the outputs (CO2 flux, export and
primary production).
The major difference is the presence and high contribution of Θ—the carbon to chlorophyll
ratio of phytoplankton—for almost all the outputs and sitesn the GEM-SA analysis (excepting
CO2 flux at 0◦N 30◦W), whereas it only appears (in 9th and 10th position) for the CO2 flux
at the central sites in the BIC analysis. This results from the use of a uniform distribution in
GEM-SA which gives much greater weight to values ofΘ close to the upper limit than the Davies
distribution used in the regression analysis. The other parameter given greater overall prominence
by GEM-SA is the phytoplankton mortality ratem0, where high values are given much greater
prominance by the uniform prior (the Davies distribution gives greater weight to lower values as
the HadOCC value used for the central Davies parameter is much closer to the lower limit).
The carbon to chlorophyll ratio of phytoplanktonΘ is not fixed as set here in HadOCC, but is in
fact highly dynamic, changing from∼ 20 to∼ 200 over a 24 hour period [Geider et al., 1998]. To
reflect this some models of the ocean ecosystem such as that ofGeider et al. [1998] do not fix the
value of the carbon to chlorophyll ratio and allow it to vary according to environmental conditions.
While GEM-SA has probably overestimated its importance through the equal weighting of very
high values (the nominal HadOCC value of 40 is closer to the lower limit), it remains a key
parameter in governing the carbon uptake by phytoplankton in biogeochemical models.
The importance ofm0 however, is overestimated by GEM-SA as the majority of values sed
in the literature (Table 4.2) are equal to or smaller than theHadOCC value of 0.05 d−1 (mMol
N m−3)−1, which is much better represented by the Davies distribution used in the regression
analysis (see Figure 4.7). By contrast, the uniform distribu ion used in GEM-SA gives the same
importance to the very high phytoplankton mortality rate of0.1-0.25 d−1 (mMol N m−3)−1 from
Waniek and Holiday [2006] as to all other possible values. Looking back at Table 4.1 it can
be seen that all the other literature values for the phytoplankton mortality rate are much lower
(m0 ≤ 0.05)—a fact that is well represented by the prior used for the regression analysis (see
Figure 4.7) generated by the Davies distribution.
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For CO2 flux, both analyses in general highlight the importance ofvs and Υc, with gmax and
P smax also present at most sites in both analyses. As expected, both sets of results for export give
high significance toRmdeep andvs, while all the primary production results give high sensitivity
to either or both ofP smax andα.
Both SA approaches used here give results that appear reasonable, and the differences between
them can be explained in terms of the assumed prior parameterdsitributions. Though it adds
complexity to the exercise, the use of non-uniform probability distributions without fixed limits
(as used in the regression analysis) is arguably much more realistic in representing the true
spread of possible parameter values than the uniform distribution used in GEM-SA and elsewhere
[Saltelli et al., 2001]. While the analysis methods performed by GEM-SA are more advanced than
those used in the regression, the relatively simple (largely monotonic) nature of the response of the
outputs to parameter variations (see the OAT plots in Figures 4.8, 4.9 and 4.10, and correlations
in Section 4.4.2) makes the methods used in the regression analysis entirely appropriate. As
explored here, the ability of the regression to use non-unifrom parameter priors is advantageous
to this work. As a result of these considerations, there is greater overall confidence in the results
of the regression analysis, and it is these results that willbe used in the subsequent exploration
of the effect of HadOCC parameter perturbations on the behaviour of the ocean ecosystem in the
FAMOUS GCM in Chapter 5.
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Figure 4.14: Results from GEM-SA analysis: percentage of the output variance explained by variation in
each parameter. CO2 flux (left column), export (centre column) and primary production (right column),
for all sites: top to bottom 0◦N (ABC), 15◦N (DEF), 30◦N (GHI), 45◦N (JKL). Percentage is given on the
y-axis and the parameters (numbered as in Table 4.3) along the x-axis.
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Figure 4.15: Results from GEM-SA analysis: total effect of variation in each parameter on the variance in
output. CO2 flux (left column), export(centre column) and primary production (right column), for all sites:
top to bottom 0◦N (ABC), 15◦N (DEF), 30◦N (GHI), 45◦N (JKL). Total effect is given on the y-axis and









Table 4.7: GEM-SA total effect results (Fig. 4.15) with parameters listed in order of greatest overall contribution to variation in the output. The five parameters with
the greatest total effect are in columns 1-5, other parameters that have total effect of 5.0 or greater listed in order in the ‘others’ column, c.f. Table 4.6.
Output Site 1 2 3 4 5 others with total effect> 5
CO2 flux
0◦N vs Υc Rmdeep P smax - -
15◦N Θ gmax P smax m0 vs µ2, α
30◦N Θ gmax vs P smax Υc α, µ1
45◦N vs Υc η P smax m0 α
Export
0◦N Rmdeep vs Θ - - -
15◦N Θ Rmdeep vs gmax m0 -
30◦N Rmdeep vs Θ m0 µ1 Knit, gmax
45◦N Rmdeep vs P smax α - -
Prim. prod.
0◦N Θ α vs m0 - -
15◦N Θ P smax m0 α vs µ2, Fmessy
30◦N Θ P smax m0 α vs gmax
45◦N Θ α m0 P smax vs η
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4.7 Discussion
The parameters identified here to be important for the calcultion of CO2 flux, export and primary
production are mostly parameters that are generic to NPZD model designs (c.f. Table 4.1 with
Tables 4.6 and 4.7). Encouragingly, the less generic HadOCCparameterisations of zooplankton
feeding processes (Finjest, Fmessy, Fnmp and Fzmort) are shown in general not to have such
a significant effect. The parameters identified to have greatest influence on the outputs do not
change from site to site—their importance is shown to be generally independent of the different
physical and chemical forcings used in this study. These results agree with those found in simi-
lar studies of other ocean biogeochemical models, such as the work of Druon and Le Fèvre [1999].
It is shown in Table 4.5 that variation in the values of these parameters within reasonable ranges
has a major effect on the calculation of the CO2 flux, export and primary production (see also
Frenette et al. [1993]; Fennel et al. [2001]). Accurate calcul tion of these processes is important
to modelling the ocean’s role in global chemical cycling andhence its effect on climate. Here,
the calculation of these processes has been shown to be highly linearly dependent on the value
of certain parameters. As such, it is theoretically possible given sufficient data to tune these
parameters to produce an accurate global bulk estimate of a desire quantity—indeed NPZD
models (including HadOCC) can reasonably reproduce large-scale estimates of chlorophyll and
primary production [Palmer and Totterdell, 2001; Kawamiyaet l., 2000].
Looking at the identified significant parameters, there is much variation in the values prescribed
(see Table 4.1), which come from both direct measurement andtuning models to avilable data.
The application of a single value for a parameter such as the maximum photosynthetic rateP smax
across the whole ocean as in HadOCC inevitably introduces geographically varying biases which
this analysis suggests will be significant. The rapid development of remote sensing techniques
(e.g. Hirata et al. [2008] and Nair et al. [2008]) may enable th derivation of regional phyto-
plankton parameter values from ocean colour measurement, though this work shows that several
of the key controls of the ocean biogeochemistry and air-seaCO2 flux are parameterisations of
sub-surface effects, such as detrital sinking and deep bacteri l remineralisation, which cannot be
observed remotely and would hence remain uncertain unless mthods were developed to allow
their derivation from ocean surface data.
However, tuning the parameters of a simple NPZD model to the present situation does not
necessarily enable the model to inform upon potential future changes to the ecosystems bio-
chemical role arising from alteration to it’s behaviour dueto environmental change. Given
that the parameter values used in this work arise from many different ocean regions and their
local environments it is clear that such changes may have significant effects. Addressing this
issue demands the further refinement of ocean biogeochemical odels, particularly of the
parameterisations identified here and elsewhere to have thepotential to significantly effect the
ecosystems growth and resulting chemical behaviour. Approaches to this problem include the
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use of structurally more complex phytoplankton fuctional type (PFT) models such as that of
Le Quéré et al. [2005] and the use of trait-based emergent-community modelling methods such
as those used by Follows et al. [2007] (see also Litchman et al. [2007]). While representing an
ideal successor to NPZD models, PFT models currently suffersimilar problems of parameter
uncertainty to NPZD models arising from our limited understanding of ocean the ocean ecosystem
[Hood et al., 2006; Anderson, 2005; Flynn, 2006; Le Quéré,2006] (see Section 1.8.1). In this
respect, the emergent-behaviour approach used in Follows et al. [2007], in which the ecosystem
structure evolves from competition between large numbers of members with stochastically
assigned characteristics has obvious attractions in bypassing the necessity for the accurate
measurement of key biological parameters, and in doing so can potentially highlight key traits
that require inclusion in more complex structure-determined ecosystem models.
4.8 Summary
Variation in the values of the biological parameters used inthe HadOCC NPZD ocean biogeo-
chemical model has been shown to have a large effect on the calculation of three fundamental
outputs for biogeochemical modelling and climate prediction (air-sea CO2 flux, export and
primary production). The parameters of greatest importance are generally those that are generic
to most NPZD models. Parameters controlling biological carbonate formation, detrital sinking
and phytoplankton growth at the ocean surface have the greatest influence on the air-sea CO2
flux. Export is most influenced by detrital sinking, bacterial emineralisation and zooplankton
grazing parameters. Parameters that control phytoplankton gr wth (the inital slope of the P-I
curveαwhite, the maximum photosynthetic rateP smax, and the carbon to chlorophyll ratioΘ) are
most important in the calculation of primary production. Most of these parameters are poorly
constrained and while some may be derivable by satellite-bas d remote sensing, others represent
processes beneath the observable surface layer on which data is severely limited. The skill of
ocean biogeochemistry models is limited by the availability of data to constrain the parameters
governing ocean ecosystem processes. Here, the parametersare indentified which need greater
investigation to improve ocean biogeochemistry models, and re possibly important for the
accurate prediction of the role of the ocean ecosystem in theocean carbon cycle in an ocean
altered by anthropogenic activity.
Chapter 5
Experiments using the FAMOUS GCM
5.1 Overview
In this chapter, the FAst Met Office and Universities Simulator (FAMOUS) GCM [Smith et al.,
2008] is used to explore the effect of uncertainty in the sensitive biogeochemical parameters
identified in Chapter 4 on global calculations of air-sea CO2 flux. FAMOUS is a lower-resolution,
fast-running GCM, which uses much of the same code, and is tuned to reproduce the results of
its parent, the widely used HadCM3 GCM (see Section 3.4). Exploring the effects of parameter
uncertainty on the predictions of GCMs has become an essential part of climate science (e.g.,
Murphy et al. [2004] and Randall et al. [2007]). However, performing large ensembles of
perturbed GCM runs requires huge computing resources, suchas those used for the widely
publicisedclimateprediction.net project detailed in Stainforth et al. [2005]. Here, only
the effects of perturbations to the value of the three most sensitive parameters—the detrital sink
rate:vs, the maximum rate of photosynthesis:P smax and the rain ratio:Υc (see Section 3.2.8)—on
the calculation of the air-sea CO2 flux are explored due to limited computing resource availabil ty.
Additionally, I use the same runs to investigate the effect of the perturbation of the maximum rate
of photosynthesis on the primary production in FAMOUS, and the effect of the perturbation of
the detrital sink rate on detrital export in FAMOUS.
The perturbation of these key parameters causes changes to the behaviour (growth and resulting
biochemical effect) of the ecosystem. These changes in behaviour alter the cycling of carbon in
the ocean and as a result the air-sea CO2 flux, and aslso change the use and supply of nutrient. To
fully equilibrate changes to the cycling of carbon and nutrient in the ocean requires the surface
and deep ocean to fully mix—a timescale of around one thousand years. Here, FAMOUS is
perturbed for one hundred years to explore the short-term effect of changes in ocean ecosystem
behaviour on the air-sea CO2 flux, primary production and detrital export. A single perturbed
FAMOUS run is also extended to just over one thousand years toexplore the long-term effect.
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5.2 Parameter selection and perturbation
The three HadOCC parameters shown to have the greatest effecon the calculation of air-sea
CO2 flux in the 1D HadOCC-GOTM experiments in Chapter 4 are the detrital sink rate:vs, the
maximum rate of photosynthesis:P smax and the rain ratio:Υc. Variation in the value of these
parameters changes the influence of the ocean biology by uptake or release on the inorganic
carbon concentration, changing the pCOsea2 of the ocean surface level and altering the air-sea
CO2 flux. The detrital sink rate (vs) affects the air-sea CO2 flux through the export of detritus
away from the surface. Detritus breaks down to form DIC and nutrient, so changing the rate at
which detritus is removed from the sea-surface level altersthe surface DIC concentration. The
maximum photosynthetic rate (P smax), controls the growth of phytoplankton in the light-bathed
ocean surface provided nutrient is available, thus controlling the uptake of dissolved carbon
which changes the pCOsea2 of the ocean surface. The rain ratio (Υc) implicitly parameterises
the formation of carbonate by calcifiers such as coccolithophores. Calcification releases organic
carbon, changing the DIC concentration and hence the surface ocean pCOsea2 . The effects of these
parameters are discussed in more detail in Section 4.4.4.
Due to limited time with the ECDF computing facility, only a few runs using perturbed HadOCC
parameters are possible. In Chapter 4 is is found that changes i the value ofvs andP smax are
positively correlated, and that changes in the value ofΥc are negatively correlated with the
change in air-sea CO2 flux. From this, and consideration of the role of each of the parameters in
HadOCC, it is expected that perturbing the values ofvs andP smax in FAMOUS will change the
calculated CO2 flux in the direction of the perturbation (increasing the value ofvs andP smax will
increase the CO2 flux into the ocean), while perturbing the value ofΥc will cause a change to the
CO2 flux in the opposite direction to the perturbation (increasing the value ofΥc will decrease
the CO2 flux into the ocean).
In Chapter 4, the possible ranges for the HadOCC parameters we established from the
literature and expert opinion (summarised in Tables 4.1 and4.3). The values of the HadOCC
parameters used in FAMOUS job xdbua differ slightly from those used in the unperturbed
HadOCC-GOTM. Of the three parameters investigated here,vs has a value of 10 m d−1 in
both HadOCC-GOTM and FAMOUS, the value ofP smax is 1.5 in HadOCC-GOTM and 0.6 in
FAMOUS, andΥc has a value of 0.013 in HadOCC-GOTM and 0.007 in FAMOUS. FAMOUS
is designed to duplicate the results of the HadCM3 GCM, so forpossible comparison of the
results of this work with other work undertaken on GCM parameter sensitivities, the param-
eter values used in FAMOUS are kept as the initial values fromwhich pertubations are established.
For the SA work in Chapter 4, the maximum and minimum values for each parameter were used
as confidence intervals for the range of possible values. ForFAMOUS, with a limited number
of model runs possible, the degree to which each of the three parameters is perturbed needs to
reflect the uncertainty in the value of the parameter, but notbe a perturbed value that, although
§5.2 Parameter selection and perturbation 84

































Figure 5.1: Priors used to establish perturbations in FAMOUS forvs (Davies distribution),P smax (Davies
distribution), andΥc (Beta distribution).
Table 5.1: Perturbed values for FAMOUS parameters, calculated as the 25th percentile and 75th percentile
of the priors shown in Figure 5.1. Only the 75% value is given for Υc as the FAMOUS value for this
parameter is smaller than both the percentiles (see text Section 5.2).
Parameter Units FAMOUS value Distribution 25%ile 75%ile
vs m d−1 10 Davies 6.36 15.38
P smax d
−1 0.6 Davies 0.11 1.12
Υc - 0.007 Beta - 0.13
possible, is at the limits of the plausible range and hence unlikely to accurately represent the
real phenomenon. To achieve this, the prior distributions used in Chapter 4 (Section 4.2.3) are
revisited. For the SA, the minimum and maximum literature values were used as 5% and 95%
confidence intervals, along with the nominal model value to establish priors from which the
parameter values were selected. Forvs andP smax, a Davies distribution [Hankin and Lee, 2006]
was used, and forΥc, a Beta distribution [Freund, 1992], as these distributions were appropriate
to the fundamental properties of these parameters (see Section 4.2.3). For FAMOUS, the same
distributions are used to establish priors, with those forP smax andΥc adjusted to use the parameter
values used in FAMOUS (see Figure 5.1). The 25th and 75th percentiles of these distributions
are then used as the perturbed parameter values in FAMOUS. Table 5.1 shows the perturbed
parameter values calculated using this method. Forvs and P smax, this gives values lesser and
greater than the present FAMOUS value, but forΥc, since the FAMOUS value is lower than any
other literature values found, both the 25% and 75% values argreater, so only the 75% value is
used.
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5.3 FAMOUS set up
For this work, the well spun-up FAMOUS job xdbua1, as detailed in Smith et al. [2008] (see
Section 3.4) was ported to Edinburgh and adapted to investigate the effect of ocean biogeochem-
ical parameter uncertainty on air-sea CO2 flux. FAMOUS is run on the Edinburgh University
Edinburgh Compute and Data Facility (ECDF) computing cluster (www.ecdf.ed.ac.uk),
enabling a run time of approximately one model year, per ten wallclock minutes. The wind
speed gas exchange parameterisation is the widely used, though possibly outdated [Wanninkhof
and McGillis, 1999; Fangohr et al., 2008], Wanninkhof ’92 quadratic relationship [Wanninkhof,
1992], as used in HadOCC-GOTM in Chapter 4.
An exact copy of FAMOUS job xdbua [Smith et al., 2008] is run onECDF for one hundred
years2, (Unified Model (UM) job code xdnzh), to check that the resultof FAMOUS run on
ECDF are comparable to those from other high performance computing facilities. Job xdnzh is
then used as the unperturbed control run (hereafter referedto in the text as job F0), against which
the results of jobs with perturbed HadOCC parameters are compared. All perturbed jobs, and the
unperturbed job F0, are started from the well spun-up job xdbua [Smith et al., 2008] dump files
for the model year 6804. The ancillary reference time for allFAMOUS jobs used here is set to be
the 1st December 1849 as in job xdbua.
FAMOUS job xdbua has a constant pCOair2 of 290 ppm, the approximate atmospheric CO2
concentration of the 1850’s. The carbon cycle is not fully coupled, so changes in the air-sea CO2
flux do not alter the atmospheric CO2 concentration or the pCOair2 ‘seen’ by the ocean surface.
The net global surface pCOsea2 of the ocean in the well spun up FAMOUS job xdbua of Smith
et al. [2008] is in equilibrium with the atmosphere, so the net global air-sea CO2 flux is near
zero. This means that FAMOUS job xdbua has a constant ocean DIC content which is in global
equilbrium with the atmosphere [Smith, 2009] (see Section 3.4.2). Changing the oceans ability
to uptake CO2 from the atmosphere will temporarily alter the net global air-sea CO2 flux as the
ocean reacts by either absorbing or releasing CO2 until the DIC content (and hence the pCOsea2 )
returns to equilibrium with the atmosphere. The interpretation and limitations arising from this
arrangement are discussed further in Sections 5.5, 5.7, 5.7.1 below.
5.4 FAMOUS runs
FAMOUS is run as described above in Section 5.3 for one hundred years, with the HadOCC
parameter perturbations as detailed in Table 5.1. Mean decadal and annual air-sea CO2 flux data
is output for study. In order to more closely investigate theinitial effects of the parameter pertur-
1xdbua is the National Centre for Atmopheric Sciences (NCAS)Unified Model job code.
2While theoretically running FAMOUS for one hundred years should take less than one day on ECDF, as it is heavily
used by many other projects each one hundred year run took around one week to complete.
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Table 5.2: Details of FAMOUS runs listed by job code. The perturbationsused in each run are as detailed
in Table 5.1. The output is mean air-sea CO2 flux for the period stated: decadal, annual, monthly.
UM job code Description Run length (yrs) Output
decadal annual monthly
xdbua Smith et al. [2008] - - - -
xdnzh F0 (as xdbua) 100 Y Y N
xdsic vs & P smax ↑ 100 Y Y N
xdsid vs ↑ 100 Y Y N
xdsie P smax ↑ 100 Y Y N
xdsif Υc ↑ 100 Y Y N
xdsig P smax ↓ 100 Y Y N
xdsih vs ↓ 100a Y Y N
xdutc F0m (as xdbua) 5 N Y Y
xduta vs ↑m 5 N Y Y
xdutb P smax ↑m 5 N Y Y
xeifdb vs ↑ 1080 N Y N
aNumerical instabilities in wind speeds caused this job to crash after 90 years. It was completed by restarting the
job in the 80th year with the atmospheric timestep halved.
bThis job is copy of job xdsid extended to≈ 1000 yrs to enable confirmation of the return of CO2 flux equilibrium
(see Section 5.5).
bations, the first 5 years of some of these runs are repeated for 5 years, with mean monthly data
output (hereafter denoted by an ‘m’ on the end of the job description). These different runs are
summarised by job description—by which they will be referred to henceforth—in Table 5.2. From
the results of Chapter 4 it is expected that increase in the value ofvs and/orP smax will increase the
air-sea CO2 flux into the ocean. In the first perturbed run (UM job xdsic), both vs andP smax are
perturbed up to establish whether the perturbations detailed in Table 5.1 are sufficiently large to
result in a noticeable change in the air-sea CO2 flux (see Section 5.5.1 below). For clarity, this job
is referred to in the text as jobvs & P smax ↑ hereafter. With this confirmed, the subsequent runs
perturb each parameter individually. The results for each job are detailed in Sections 5.5.1 and 5.6.
5.5 Interaction between the ecosystem and carbon in the ocean
Changing the behaviour (growth and decay) of the ocean ecosystem changes the amount of
DIC that is fixed into or released from organic compounds. This changes the ocean’s DIC
concentration particularly near the surface where the ecosystem is most active. This change in
DIC concentration alters the pCOsea2 of the ocean surface, changing the size of the “pCO
sea
2 −
pCOair2 ” term in the gas exchange equation and hence the air-sea CO2 flux (see Section 1.6). In
the case of perturbations to the biology increasing the uptake of DIC and so reducing the ocean’s
DIC concentration, the net surface pCOsea2 is reduced, triggering greater CO2 uptake from the
atmosphere until the ocean’s DIC concentration becomes sufficient for the net surface pCOsea2
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to regain equality with the fixed pCOair2 . If the perturbations reduce the biological uptake of
DIC, the ocean surface DIC concentration increases causingan increase in the surface pCOsea2 .
This results in outgassing to the atmosphere until the DIC concentration reduces sufficiently
for the net ocean surface pCOsea2 to once again equal the pCO
air
2 . In both cases, the change in
the behaviour of the biology causes a non-zero net air-sea CO2 flux until the net surface ocean
DIC concentration returns to its pre-perturbed state and the net air-sea CO2 flux returns to zero.
This can be seen in Figure 5.3 in which the FAMOUS job withvs perturbed up is extended to
a thousand years, during which the ocean carbon content gradually equilibrates with the fixed
atmospheric CO2 reducing the net CO2 back towards zero.
In the 3D ocean mixing scheme used in FAMOUS (as in the real world), bodies of water in contact
with the atmosphere are transported to the deep ocean and replaced with water from the deep (see
Section 1.5.1). This slows the eventual return to equilibrium (zero net global air-sea CO2 flux) as
the whole ocean must re-equilibrate with the atmosphere. These processes are discussed further
in Sections 5.5.1 and 5.7.
5.5.1 Air-sea CO2 flux
Figure 5.2 shows the global annual mean air-sea CO2 flux for the one hundred year jobs detailed
in Table 5.2. These plots immediately show two things. Firstly, comparison of the results of the
perturbed jobs with the unperturbed job F0 (Figure 5.2) shows that the parameter perturbations
have an effect on the calculated air-sea CO2 flux. The unperturbed job F0 shows a stable air-sea
CO2 flux compared to the other jobs (see also Table 5.3). Secondly, the change in the air-sea
CO2 flux arising from each perturbation is in the direction expected from the results of Chapter 4.
Increasing the value ofvs and/orP smax increases the CO2 flux into the ocean, while a decrease
in CO2 flux into the ocean is seen if the value ofvs or P smax decreases, or the value ofΥc increases.
Table 5.3 compares the maximum, minimum, mean and standard deviations for the unperturbed
and perturbed one hundred year jobs. Taking jobvs & P smax ↑, the maximum mean annual air-sea
CO2 flux of 0.60 mol CO2 m−2 yr−1 is the equivalent of≈ 2.61 Pg C y−1 uptake by the ocean,
a large increase from the≈ 0.0 Pg C uptake calculated from the maximum air-sea CO2 flux of
the unperturbed job F0 3 2.61 Pg C is comparable with current estimates of the annual oceanic
carbon uptake (IPCC fourth assessment 2.2± 0.5 Pg C y−1 Denman et al. [2007], 2.2± 0.3 Pg
C y−1 Gruber et al. [2009]), indicating that the results of these perturbations are plausible within
the quantities of carbon contained in the climate system.
Looking again at Figure 5.2, the direction of the change in air-sea CO2 flux separates the results
into two sets. Where the parameter perturbations cause an increase in CO2 flux into the ocean
3This calculation assumes an ocean surface area of 362 million km2 = 3.62 × 1014 m2, and the molar mass of C =
12.01 g. 1 Pg =1.0 × 1015 g.
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Figure 5.2: Annual mean air-sea CO2 flux (mol CO2 m−2 yr−1) calculated in FAMOUS for the unperturbed
job F0, vs andP smax perturbed up (jobvs & P
s
max ↑), vs perturbed up (jobvs ↑), P
s
max perturbed up (job
P smax ↑), P
s
max perturbed down (jobP
s
max ↓), andvs perturbed down (jobvs ↓). CO2 flux into the ocean
is positive. As noted in Table 5.3, jobvs ↓ crashed due to numerical instabilities in the wind speeds after
around 90 years. To successfully complete the job the atmospheric timestep was halved and the job restarted
from the 80 year dump file. However, looking at the results of job vs ↓, it is clear that due to the effect of
wind speeds on the air-sea CO2 flux this alteration of the timestep has reduced the effect ofthe parameter
perturbation for the last twenty years of the run. For this reason, the results of these twenty years are not
used in this work.
Table 5.3: Summary of mean annual air-sea CO2 flux results (mol CO2 m−2 yr−1), for FAMOUS 100 year
jobs as detailed in Table 5.2. Those for jobvs ↓ are for the final decade before the change in atmospheric
timestep (see Section 5.5.1).
Job Max Min Mean σ
F0 0.062 -0.098 -0.0064 0.032
vs & P smax ↑ 0.60 0.058 0.18 0.093
vs ↑ 0.22 -0.019 0.080 0.044
P smax ↑ 0.44 -0.013 0.11 0.074
Υc ↑ -0.23 -0.66 -0.52 0.059
P smax ↓ -0.86 -0.32 -0.47 0.11
vs ↓ -0.016 -0.31 -0.18 0.051
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Figure 5.3: Decadal mean global air-sea CO2 flux (mol CO2 m−2 yr−1) calculated in FAMOUS. This
shows the FAMOUS job xeifd which is jobvs ↑ extended to≈ 1000 years to allow the perturbed ocean
carbon system to equilibrate with the fixed atmospheric pCOair2 returning the net global air-sea CO2 flux
to near-zero (see Section 5.5). The mean decadal data for the100 year FAMOUS jobs (see Table 5.2 and
Figure 5.2) are also plotted.
(jobs vs & P smax ↑, vs ↑, andP
s
max ↑), the CO2 flux changes rapidly, then decreases within the
first 20 years to slightly higher than the CO2 flux of the unperturbed job F0 (cf. the maximum and
minimum values for job F0 with those for jobsvs & P smax ↑, vs ↑, andP
s
max ↑ in Table 5.3). The
CO2 flux then gradually reduces as the uptake of CO2 into the ocean replaces the DIC taken up
by the ecosystem reducing the difference between the pCOsea2 and the fixed pCO
air
2 (see Section
5.5). This is seen more clearly in Figure 5.3 which shows the deca al mean CO2 flux for job vs ↑
extended to just over one thousand years.
Where the parameter perturbations cause a decrease in CO2 flux into the ocean (jobsΥc ↑,
P smax ↓, andvs ↓), there is a rapid initial reaction (outgassing) to the increase in DIC concentra-
tion caused by the perturbation. In jobsP smax ↓ andvs ↓ the outgassing quickly reduces as the
loss of DIC to the atmosphere redresses the balance between th pCOsea2 and the fixed pCO
air
2
(see Section 5.5). JobΥc ↑ behaves differently, with the outgassing taking longer (around 20
years) to reach its maximum and not reducing within the century of the job, although it will
eventually return to zero. This will be returned to in Section 5.5.1.2.
The explanation for the behaviour of the CO2 flux for all the perturbations arises from the
decoupled carbon cycle used in FAMOUS (see Sections 5.3 and 5.5). The ocean ‘sees’ a constant
pCOair2 of 290ppm which is not influenced by changes in the air-sea CO2 flux. Perturbing the
values of HadOCC parameters alters the pCOsea2 , changing the difference between the partial
pressures in the gas exchange equation (see Sections 5.5, 1.6 and 5.7.1), and hence the air-sea
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CO2 flux. Initially, the parameter perturbation changes the surface pCOsea2 from the stable value
of the starting dump, causing a rapid (on a timescale of less than a year to five years) change in
the air-sea CO2 flux away from the stable equilibirium present in the unperturbed job F0. These
initial effects are explored in detail in Section 5.5.1.1 below. As the ingassing or outgassing
returns the DIC concentration of the upper mixed ocean towards its unperturbed value the net
CO2 flux decreases, eventually returning to zero on the timescalof ocean turnover (103 years).
Section 5.5.1.2 explores the air-sea CO2 flux for the last decade of the jobs to look at the effect of
the perturbations after a century (medium-term).
As noted in Table 5.2, jobvs ↓ crashed due to numerical instabilities in the wind speeds after
around 90 years. To successfully complete the job the atmospheric timestep was halved and the
job restarted from the 80 year dump file. However, looking at Figure 5.2, it is clear that this
alteration of the timestep has reduced the effect of the parameter perturbation for the last twenty
years of the run. For this reason, the results of these twentyyears are discarded and the results for
the 7th decade (the last decade before the crash) are used in Sct on 5.5.1.2.
5.5.1.1 Initial effects
Here, the initial effects of the parameter perturbations are explored in greater detail. Taking the
different perturbations in turn, the perturbations in jobvs & P smax ↑ and jobP
s
max ↑ immediately
increase the CO2 flux into the ocean (see Figure 5.2). Jobvs ↑, by comparison, has less of an
effect, with a much smaller increase (≈ +0.14 mol C m−2 yr−1) in the CO2 flux into the ocean in
the first year with a slight increase in the next few years. This indicates that the perturbation of the
maximium photosythetic rateP smax has a greater and quicker initial effect (acting on a timescal
shorter than a year), on the air-sea CO2 flux, than the perturbation of the detrital sink ratevs,
which acts more slowly.
To look at the initial effects of the perturbations ofvs andP smax more closely, the FAMOUS runs
vs ↑ andP smax ↑ are repeated in jobsvs ↑m andP
s
max ↑m for the first 5 years with monthly
air-sea CO2 flux output. The unperturbed job F0 is similarly repeated as job F0m (see Table 5.2).
These monthly results are shown in Figures 5.4 (job F0), 5.5, and 5.6 (P smax ↑). The unperturbed
job F0m (Figure 5.4) exhibits a stable annual cycle as should be expcted. Jobvs ↑m (Figure 5.5)
is initially very similar to the unperturbed job F0m but after the first year the air-sea CO2 flux
annual cycle gradually increases as shown in the mean annualplot in Figure 5.2. The effect of the
increase in value ofP smax in job P
s
max ↑m (Figure 5.6) is very rapid (and much larger than that of
increasingvs), with the air-sea CO2 flux responding to the change in the surface pCOsea2 within
the first month. After peaking in the first year, the annual cycle for the air-sea CO2 flux for job
P smax ↑m then slowly decreases as seen in Figure 5.2. All exhibit an annu l cycle, but that for job
P smax ↑m has a greater amplitude for the second part of the year than in the other jobs due to the
abundant nutrient supply in the Southern Ocean. This is explored further in Sections 5.6 and 5.6.1.
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Table 5.4: Mean CO2 flux (mol CO2 m−2 yr−1), for the first decade of 100 year jobs detailed in Table
5.2. Mean annual carbon uptake from the ocean in Pg is also stated: ocean surface area taken to be total
sea-surface area in FAMOUS =3.62429 × 1014m2 ≈ 362 million km2, molar weight of carbon 12.01g.
Difference in the mean carbon uptake between the unperturbed jo F0 and the perturbed job in final column.
Carbon flux into the ocean is positive.









F0 -0.000483 -0.00210 -
vs & P smax ↑ 0.249 1.08 1.085
vs ↑ 0.119 0.517 0.519
P smax ↑ 0.150 0.655 0.657
Υc ↑ -0.467 -2.03 -2.03
P smax ↓ -0.609 -2.65 -2.65
vs ↓ -0.225 -0.978 -0.976
JobsΥc ↑, P smax ↓, andvs ↓ all result in decreased air-sea CO2 flux into the ocean compared
to the unperturbed job F0 (see Figure 5.2). Increasing the value of the rain ratioΥc in job Υc ↑
reduces the air-sea CO2 flux in the first year, and reduces it further in subsequent years, with
the rate of the decrease slowing. In jobP smax ↓, the decrease in the value ofP
s
max causes a
large reduction in the mean annual air-sea CO2 flux into the ocean in the first year, with further
reduction for the next three years before sufficient CO2 uptake has occured to start to slow the
rate of outgassing which will eventually return to zero. Finally, decreasing the value of the detrital
sink ratevs slightly reduces the CO2 flux into the ocean in the first year, with further decrease for
the next two years, before increasing slowly to trend gradually towards zero net air-sea CO2 flux.
Looking at the initial effect of perturbing each of the threeparameters, it is clear that the air-sea
CO2 flux reacts much more quickly to change in the value ofP smax than changes in the values of
vs andΥc. The value ofP smax sets the maximum photosynthetic growth rate of phytoplankto
under conditions of light saturation. Near the ocean surface, solar radiation is abundant, so
phytoplankton growth is not light limited. Phytoplankton growth is very rapid (on the order
of hours to days—FAMOUS has an ocean timestep of 12 hours), sochanging the maximum
photosynthetic rate of the phytoplankton very quickly changes the biological uptake of dissolved
CO2 near the surface, altering the surface pCOsea2 and hence changing the air-sea CO2 flux.
The detrital sink ratevs influences the surface pCOsea2 , and hence the air-sea CO2 flux by
governing the export of organic carbon away from the upper ocan. The more rapidly organic
carbon sinks through the water column, the greater the amount that leaves the upper ocean, as less
is broken down to dissolved inorganic carbon (DIC). To reduce the DIC concentration—and hence
the pCOsea2 —of the upper ocean, this sinking material must be transported away from the upper
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Figure 5.4: Job F0m (unperturbed), monthly mean air-sea CO2 flux (mol CO2 m−2 yr−1). CO2 flux into
the ocean is positive.
ocean to below the maximum depth of the mixed layer, a slower process than photosynthetic
growth. For this reason, the effect of changes in the value ofvs is less rapid than that seen for
changes in the value ofP smax. The effect of increasing the value ofP
s
max is explored further in
Section 5.6.1.
In job vs & P smax ↑, where bothvs andP
s
max are perturbed up, the initial change in the air-sea
CO2 flux is greater than that for jobsvs ↑ or P smax ↑ (vs andP
s
max perturbed up individually).
Looking more closely at the numbers, the change in air-sea CO2 flux of ≈ +0.64 mol CO2 m−2
yr−1 in the first year of jobvs & P smax ↑ is just more than the sum of the changes seen in the first
year of the individually perturbed jobs—onlyvs perturbed up, a change of≈ +0.14 mol C m−2
yr−1, only P smax perturbed up, a change of≈ +0.48 mol C m
−2 yr−1. This shows that the effects
of increasing these parameters work in concert, as might be exp cted from the results of Chapter 4.
Figures 5.7 to 5.13 (top plots) are global plots of the mean air-sea CO2 flux in mol CO2 m−2, for
the first year and first decade of the 100 year jobs detailed in Table 5.2. Ocean uptake (CO2 flux
into the ocean) is taken to be positive, with negative valuesshowing outgassing from the ocean to
the atmosphere. Figures 5.8 to 5.13 (bottom plots) show the difference between the perturbed 100
year jobs shown in the top plots, and the unperturbed job F0. This is calculated as the CO2 flux
of each ocean grid cell for the perturbed job minus the CO2 flux for the corresponding grid cell of
the unperturbed job.
Firstly, the unperturbed job F0 (Figure 5.7) shows a similar spatial distribution of the annual
air-sea CO2 flux to the Takahashi et al. [2002] climatology shown in Figure 1.5—notably the
large region of outgassing in the tropical Pacific. Nowhere is the ingassing for job F0 as strong as
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Figure 5.5: Jobvs ↑m, monthly mean air-sea CO2 flux (mol CO2 m−2 yr−1). CO2 flux into the ocean is
positive.
Figure 5.6: JobP smax ↑m, monthly mean air-sea CO2 flux (mol CO2 m
−2 yr−1). CO2 flux into the ocean
is positive.
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that shown in the north-east Atlantic in Takahashi et al. [2002], but it must be remembered that
job F0 represents the conditions of 1860, not the anthropogenically forced situation of 1995.
The global plots of the first year of the perturbations (Figures 5.8 to 5.13—top left plots) do not
differ greatly from the plots of the first decade (Figures 5.8to 5.13—top right plots). In general,
the perturbed jobs exhibit the same broad pattern of outgassing (in the tropics and gyres) and
ingassing (high latitude) regions. The perturbations influence the size of the fluxes from these
regions, but not their more general location. This is to be expected, as the perturbations affect
only the ocean biology, and do not alter the physical mixing of the ocean.
Looking in more detail at the results of the perturbed jobs, as should be expected from the global
mean plot for jobvs & P smax ↑ (Figure 5.2), the size of the outgassing flux in outgassing regions
has been reduced, while in ingassing regions the size of the ingassing flux has been increased.
The difference plots—Figure 5.8 bottom plots—show that thegr atest effect of the parameter
perturbations is to reduce the outgassing of the South American Pacific coastal waters by around
5 to 10 mol CO2 m−2. The individual upwards perturbation ofvs in job vs ↑ shows only small
changes to the air-sea CO2 flux of, at very most, 5 mol CO2 m−2 yr−1—see Figure 5.9 bottom
plots—as expected from the global annual mean plot in Figure5.2. Figure 5.10 shows that the
increase in the value ofP smax in job P
s
max ↑ reduces the flux of outgassing regions more strongly
than is seen in jobvs ↑, and also increases the flux of ingassing regions more than injob vs ↑—c.f.
the Antarctic waters in Figure 5.10 with those in Figure 5.9.Interestingly, the difference plots
for jobs vs & P smax ↑, vs ↑, andP
s
max ↑ (bottom plots in Figures 5.8, 5.9 and 5.10) show that
while the major effect of the increase in the value ofvs and/orP smax is to reduce the strength of
the outgassing regions, some regions—most clearly in the subtropical Pacific—show a decrease
in the CO2 flux into the ocean. The explanation for this is that primary production (and resulting
dissolved CO2 uptake) in these regions is reduced as nutrient supplies arediminished by the faster
sinking of detritus (in jobvs ↑), or in the case of jobP smax ↑, used up by the phytoplankton in
upwelling areas due to the increased growth allowed by the increase in photosynthentic rate (See
Section 5.6 and Figures 5.25 to 5.28).
Moving on to jobΥc ↑, the perturbation reinforces outgassing regions and reduces the ingassing
as expected. Looking at the difference plots—Figure 5.11 bottom plots—the increase inΥc
reduces the CO2 flux into the ocean across the whole ocean by around 1-2 mol CO2 m−2. This
contrasts to the perturbations that result in increased air-sea CO2 flux discussed above, where
distinct regions are influenced much more strongly (c.f. thedifference plots in Figure 5.11 with
those in Figures 5.8, 5.9 and 5.10). This is due to the fact that the change in the value of the rain
ratio (Υc) causes less DIC to be uptaken by phytoplankton growth, but does not change the use or
supply of nutrient by the phytoplankton, so the distribution of phytoplankton remains the same as
in the unperturbed jobF0. This is dsicussed further in Section 5.6.





















































Figure 5.7: Job F0 (unperturbed), air-sea CO2 flux (mol CO2 m−2 yr−1) for the first year (left) and first
decade (right) of the job. CO2 flux into the ocean is positive.
Lastly, the plots for jobsP smax ↓ (Figure 5.12) andvs ↓ (Figure 5.13) show that both these
perturbations increase the outgassing flux from outgassingregions and reduce uptake in ingassing
regions. As expected from the annual mean plots (Figure 5.2), the decrease in the value ofP smax
has a greater effect than the decrease in the value ofvs. A very slight increase in the CO2 uptake
in the ocean gyres can be seen in the difference plots in Figures 5.12 and 5.13, possibly due to an
increase in the amount of nutrient available in the gyres dueto the reduced phytoplankton growth
in more productive regions (for jobP smax ↓), or the reduced sinking of detritus—enabling more
to be broken down to nutrient—in the case of jobvs ↓.
Comparing the difference plots for the three jobs that result in reduced CO2 flux into the ocean
(bottom plots in Figures 5.11, 5.12 and 5.13), it can be seen that for the decrease in the values of
P smax andvs there is a much clearer spatial pattern to the change in the CO2 flux. In these jobs
(P smax ↓ andvs ↓), the flux in the high latitudes and tropics changes by around1-5 mol CO2 m
−2
while there is much lesser change in the mid-latitude gyres,whereas, as noted above, the increase
in value ofΥc has a much more homogeneous effect.









































































































Figure 5.8: Top plots: jobvs & P smax ↑ air-sea CO2 flux (mol CO2 m
−2 yr−1) for the first year (left) and
first decade (right) of the job. CO2 flux into the ocean is positive. Bottom plots: Difference in ar-sea CO2
flux (mol CO2 m−2 yr−1), between jobvs & P smax ↑ and job F0 for the first year (left) and first decade
(right) of the jobs.









































































































Figure 5.9: Top plots: jobvs ↑ air-sea CO2 flux (mol CO2 m−2 yr−1) for the first year (left) and first
decade (right) of the job. CO2 flux into the ocean is positive. Bottom plots: difference in air-sea CO2 flux
(mol CO2 m−2 yr−1) between jobvs ↑ and job F0 for the first year (left) and first decade (right) of the jobs.









































































































Figure 5.10: Top plots: jobP smax ↑ air-sea CO2 flux (mol CO2 m
−2 yr−1) for the first year (left) and first
decade (right) of the job. CO2 flux into the ocean is positive. Bottom plots: difference in air-sea CO2 flux
(mol CO2 m−2 yr−1) between jobP smax ↑ and job F0 for the first year (left) and first decade (right) of the
jobs.









































































































Figure 5.11: Top plots: jobΥc ↑ air-sea CO2 flux (mol CO2 m−2 yr−1) for the first year (left) and first
decade (right) of the job. CO2 flux into the ocean is positive. Bottom plots: difference in air-sea CO2 flux
(mol CO2 m−2 yr−1) between jobΥc ↑ and job F0 for the first year (left) and first decade (right) of the
jobs.









































































































Figure 5.12: Top plots: jobP smax ↓ air-sea CO2 flux (mol CO2 m
−2 yr−1) for the first year (left) and first
decade (right) of the job. CO2 flux into the ocean is positive. Bottom plots: difference in air-sea CO2 flux
(mol CO2 m−2 yr−1) between jobP smax ↓ and job F0 for the first year (left) and first decade (right) of the
jobs.









































































































Figure 5.13: Top plots: jobvs ↓ air-sea CO2 flux (mol CO2 m−2 yr−1) for the first year (left) and first
decade (right) of the job. CO2 flux into the ocean is positive. Bottom plots: difference in air-sea CO2 flux
(mol CO2 m−2 yr−1) between jobvs ↓ and job F0 for the first year (left) and first decade (right) of the jobs.
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5.5.1.2 Medium term effects
The annual mean air-sea CO2 flux plots shown in Figure 5.2 show the CO2 flux slowly trending
towards a zero net flux level as the pCOsea2 equilibrates with the constant atmospheric pCO
air
2 .
Here, the effects of the biogeochemical parameter perturbations at the end of the jobs (after
around a century) are explored. The final decade of the perturbed jobs is compared to the final
decade of the unperturbed job (for jobvs ↓ this is taken to be the last decade before the change
in atmospheric timestep—see Section 5.5.1). Table 5.5 compares the mean annual air-sea CO2
fluxes of the final decade, for the 100 year jobs detailed in Table 5.2. Comparing these with the
results for the first decade in Table 5.4 (and Figure 5.2), theflux for the unperturbed job F0 has
hardly changed, while for the perturbed jobs, the air-sea CO2 flux for the final decade is closer to
the unperturbed flux than the first decade, with the exceptionof job Υc ↑.
Table 5.5 also shows the change in annual carbon uptake (in PgC) that results from the changes
in air-sea CO2 flux caused by the parameter perturbations. The perturbations that reduce the
air-sea CO2 flux into the ocean result in large losses of carbon to the atmosphere—most notably
in the case of the increased rain ratio (Υc) scenario (jobΥc ↑)—where the amount of outgassing
is comparable to the higher estimates of the current ocean carbon sink (e.g. 2.2± 0.5 Pg C
[Denman et al., 2007]). However, the validity of these results is limited by the fact that due to the
set up of FAMOUS, the outgassing does not change the atmospheric CO2 concentration or the
corresponding pCOair2 ‘seen’ by the ocean surface (see Section 5.3 and 5.5).
The behaviour of jobΥc ↑ in Figure 5.2 contrasts with that of jobsP smax ↓ andvs ↓ in that no
reduction from the initial level of outgassing following the perturbation is seen within the one
hundred years of the job (see also Tables 5.4 and 5.5). The valu of Υc controls the proportion
of organic growth that is converted to carbonate, a process that releases organic carbon to DIC,
increasing the pCOsea2 (see Sections 3.2.8). However, unlike decreasing the valueof P
s
max or vs,
increasing the value ofΥc does not directly alter the use or supply of nutrient to phytoplankton.
As a result, the effect of the increased rain ratio on the DIC concentration is not mitigated by
changing production, so the return of the DIC concentrationo its equilibrium state takes place
more slowly. This is explored again in Section 5.6.
In the case of the perturbations that result in increased CO2 uptake by the oceans (jobsvs &
P smax ↑, vs ↑, andP
s
max ↑), due to the constant pCO
air
2 (in this case the uptake by the ocean does
not decrease the atmospheric CO2 concentration), the results in Table 5.5 are perhaps comparable
to a situation in which the atmospheric CO2 concentration is forced by the addition of an amount
of carbon (e.g. by anthropogenic activity) that matches theoc an uptake and so maintains a
constant atmospheric concentration. Looking at these results, the change in ocean uptake after
a century is of the order of the current error in the size of theoc an carbon sink (±0.5 Pg C
[Denman et al., 2007]), with that for jobvs & P smax ↑, where both parameters are perturbed,
matching the value of this error. This suggests that reasonable perturbations to the key ocean
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Table 5.5: Mean CO2 flux (mol CO2 m−2 yr−1), for the final decade of the one hundred year jobs detailed
in Table 5.2. In all but the case of jobΥc ↑ the level of outgassing or ingassing has decreased from that
seen in Table 5.4 as the ocean’s DIC concentration equilibrates with fixed atmospheric CO2. As before,
the final decade of jobvs ↓ is taken to be the 7th (see Section 5.5.1 and Figure 5.2). The resulting mean
annual carbon uptake of the ocean in Pg is also stated: ocean surf ce area taken to be total sea-surface area
in FAMOUS =3.62429× 1014 m2 ≈ 362 million km2, molar weight of carbon 12.01g. Difference in mean
carbon uptake between unperturbed job F0 and perturbed job in far right column. Carbon flux into the ocean
is positive.











F0 -0.00678 -0.0294 -
vs & P smax ↑ 0.110 0.476 0.505
vs ↑ 0.0788 0.342 0.371
P smax ↑ 0.0673 0.292 0.321
Υc ↑ -0.547 -2.37 -2.34
P smax ↓ -0.372 -1.61 -1.58
vs ↓ -0.182 -0.792 -0.763
biology parameters (from 10 to 15.38 m d−1 for vs and from 0.6 to 1.12 d−1 for P smax) can have
a noticable effect on the carbon uptake of the ocean as calculated by GCMs that is comparable to
current uncertainties of the system.
Figure 5.14 shows the mean air-sea CO2 flux for the unperturbed job F0. Figures 5.15 to 5.20
show the corresponding fluxes for the perturbed 100 year jobs(top plot), and the difference
between these perturbed jobs and job F0 (bottom plot). The patterns of the difference plots are
in general very similar (the first decade and last decade of the jobs have a pattern correlation4 of
0.8) to those explored for the initial effects in Section 5.5.1 1 (see Figures 5.7 to 5.13), though as
expected from the net global flux results in Figure 5.2, of slight y reduced strength in all but the
case of Figure 5.18 for jobΥc ↑.
As noted before, in Section 5.5.1.1, the perturbations thatresult in increased air-sea CO2 flux into
the ocean (jobsvs & P smax ↑, vs ↑, andP
s
max ↑), reduce the flux from outgassing regions and
increase that of ingassing regions. While the global net effct is an increased uptake of carbon by
the ocean, the gyres (especially in the Pacific) show a decrease (in some places changing direction
to become outgassing) in uptake in Figures 5.15, 5.16 and 5.17, with the explanation due to be
reduced nutrient supply to these regions as discussed in Section 5.5.1.1 above, and in Section 5.6
below.
4This is the Pearson correlation between the first decade and last ecade CO2 flux data for each job—see Section
2.4.2.



























Figure 5.14: Job F0 (unperturbed), decadal air-sea CO2 flux (mol CO2 m−2 yr−1), for the last decade of





















































Figure 5.15:Jobvs & P smax ↑ last decade. Left plot: decadal air-sea CO2 flux (mol CO2 m
−2 yr−1). Right
plot: difference in air-sea CO2 flux to the last decade of the unperturbed job F0 ( igure 5.14). CO2 flux into
the ocean is positive.





















































Figure 5.16: Jobvs ↑ last decade. Left plot: decadal air-sea CO2 flux (mol CO2 m−2 yr−1). Right plot:






















































Figure 5.17:JobP smax ↑ last decade. Left plot: decadal air-sea CO2 flux (mol CO2 m
−2 yr−1). Right plot:
difference in air-sea CO2 flux to the last decade of the unperturbed job F0 ( igure 5.14). CO2 flux into the
ocean is positive.





















































Figure 5.18: JobΥc ↑ last decade. Left plot: decadal air-sea CO2 flux (mol CO2 m−2 yr−1). Right plot:






















































Figure 5.19:JobP smax ↓ last decade. Left plot: decadal air-sea CO2 flux (mol CO2 m
−2 yr−1). Right plot:
difference in air-sea CO2 flux to the last decade of the unperturbed job F0 ( igure 5.14). CO2 flux into the
ocean is positive.





















































Figure 5.20: Jobvs ↓ last decade. Left plot: decadal air-sea CO2 flux (mol CO2 m−2 yr−1). Right plot:
difference in air-sea CO2 flux to the last decade of the unperturbed job F0 ( igure 5.14). CO2 flux into the
ocean is positive.
5.5.1.3 Long-term
Figure 5.3 shows the decadal mean net global air-sea CO2 flux for job vs ↑ extended to just over
a thousand years (1080 years). This has allowed the ocean to absorb sufficient carbon for the
DIC to equilibrate with the atmospheric carbon content—thefinal decade (108th) of this job has
a mean net global air-sea CO2 flux of -0.0021 mol CO2 m−2 yr−1. This absorbed carbon has
replaced that prevented from decaying from organic detritus by the faster detrital sinking rate.
The total carbon absorbed by the ocean from the atmosphere toregain equilibrium as a result of
this perturbation is≈ 185 Pg C5, which is an increase of around one and half percent to the≈11
Pg C yr−1 exported as detritus from the surface ocean (see Section 1.5.2 and Figure 1.1) and is
well within the error bounds of ocean export assessments [Najjar et al., 2007].
5This calculation assumes an ocean surface area of 362 million km2 = 3.62 × 1014 m2, and the molar mass of C =
12.01 g. 1 Pg =1.0 × 1015 g.
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5.6 Nutrient cycling, primary production and detrital expo rt
There is no riverine input of nutrient to the ocean in FAMOUS,so the total nutrient contained
in both organic structures (phytoplankton, zooplankton and detritus) and as labile nutrient is
fixed—see Section 3.4.2. In the unperturbed job F0 the nutrient cycle is well spun up resulting
in stable ecosystem behaviour—the stable primary production seen in Figure 5.21 and stable
CO2 flux seen in Figure 5.2. Changing the behaviour of the ocean ecosystem by perturbing
phytoplankton growth and detrital sinking parameters changes the use and supply of nutrient
to the ecosystem, but the total quantity of nutrient remainsconstant. Table 5.6 summarises the
effect of the different perturbations performed on the FAMOUS GCM on the primary production,
detrital export and nutrient.
Sections 5.6.1 and 5.6.2 explore the effect of the perturbation of P smax and vs on primary
production and detrital export, and hence on the nutrient supply. The perturbation ofΥc does
not directly effect the nutrient supply as the effect of increased carbonate formation is the fixing
of less carbon per unit nutrient (which increases the DIC concentration), not the ability to use
nutrient (as withP smax) or changes to the amount of detritus that breaks down to nutrie t (as with
vs). This can be seen by revisting the HadOCC model equations inChapter 3 whereΥc appears
as a term in the equations governing DIC (Equation 3.17) and alkalinity (Equation 3.18) but not
in those controling phytoplankton growth or nutrient. Thispossibly limits the model’s ability to
predict the true effects of large scale chemical change in the ocean (see Section 1.5.3 and 5.7).
5.6.1 P smax and production
Figure 5.21 shows the global mean annual primary productionfor the 100 year unperturbed
job F0, with a stable primary production of around 0.26 gC m−2 d−1 over the top 200m of
the ocean. Figure 5.22 shows the same plot for the perturbed job P smax ↑, showing the large
initial increase in primary production caused by the more effici nt phytoplankton decaying as
global labile nutrient supplies are depleted. There is alsogreater variability in the global primary
production seen in Figure 5.22 caused by interannual nutrient d pletion due to the increased
phytoplankton efficiency. Figure 5.23 is a plot of the globalmean annual nutrient (Mol N) for
the years 6880 to 6884, showing variation in the global nutrien that matches the variation in
primary production for these years in Figure 5.22. Figure 5.24 show the global plots of primary
production for the last decade of these jobs, showing that the greatest increases in primary
production in the perturbed jobP smax ↑ are found in the upwelling Humboldt system to the west
of South America leading out into the tropical Pacific, the upwelling Benguela system west of
Africa, the seas around south-east Asia and to a lesser extent in the Southern Ocean. These are re-
gions rich in nutrient, so primary production increases with a higher maximum photosynthetic rate.
In Section 5.5.1.1, jobP smax ↑m explored the monthly mean air-sea CO2 flux for the first five
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Table 5.6: Effect of the different parameter perturbations on the use and supply of nutrient in the 100 year
FAMOUS jobs.
Job Effect on primary production, detrital export and nutrient
supply.
F0 Stable—no effect (see Figure 5.21).
vs & P smax ↑ More nutrient taken up by phytoplankton, but less labile
nutrient from breakdown of detritus in the upper ocean due
to faster detrital sinking. This results in increased produc-
tion in nutrient rich upwelling regions but reduces produc-
tivity elsewhere.
vs ↑ Less labile nutrient supplied by detrital breakdown in upper
ocean reducing primary productivity.
P smax ↑ More nutrient used by greater productivity in upwelling re-
gions resulting in the creation of more detritus. This in-
crease in primary production depletes nutrient supply to
rest of the surface ocean reducing productivity and detritus
creation away from upwelling regions.
Υc ↑ No change to the use of nutrient by phytoplankton. The
formation of carbonate does not alter the amount of nutri-
ent used by phytoplankton (see Section 5.6).
P smax ↓ Less primary production in nutrient rich upwelling regions,
increasing the nutrient supply to the rest of the upper ocean
and hence expanding the overall area of production but re-
ducing the total global primary production. Detritus cre-
ation follows the same pattern.
vs ↓ More nutrient in upper ocean from the breakdown of detri-
tus allowing increased primary production, which creates
more detritus in the upper ocean.
Figure 5.21:Global mean annual primary production over the top 200m of the ocean (gC m−2 d−1) for the
unperturbed job F0 showing stable primary production.
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Figure 5.22:Global mean annual primary production over the top 200m of the ocean (gC m−2 d−1) for job
P smax ↑ showing initial response to perturbation decaying as the nutrient supply is depleted. The greater
interannual variability to that seen in Figure 5.21 is due toa cycle of large scale nutrient depletion by the
more efficient phytoplankton, leading to reduced production which allows nutrient supplies to temporally
replenish before being depleted again (see Figure 5.23).






















Figure 5.23: Global mean annual nutrient (Mol N) in the top four ocean levels of FAMOUS for the years
6880 to 6884. This matches the interannual variability in prma y production seen for these years in Figure
5.22, showing that the more efficient phytoplankton cause large scale interannual nutrient depletion.
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Figure 5.24: Mean primary production over the top 200m of the ocean (gC m−2 d−1) for the last decade
of unperturbed job F0 (left), and jobP smax ↑—(right). Colour scale is the same as in Figures 5.25 to 5.28.
years with the value ofP smax perturbed up. In Figure 5.6 it is noted that as well as increasing
the air-sea CO2 flux into the ocean as expected, the seasonal CO2 flux cycle is altered by the
increase in the value ofP smax. When compared with the unperturbed monthly job F0m (Figure
5.4), the amplitude of the first peak in the annual CO2 flux cycle is decreased, and the amplitude
of the second peak increased whenP smax is perturbed up. Here, in Figures 5.25 and 5.26
(unperturbed—job F0m), and Figures 5.27 and 5.28 (jobP smax ↑m), this effect is explored further
by plotting the primary production (over the top 200m of the water column in gC m−2 d−1) for
each month of the fourth year of these two jobs (the difference described between the CO2 flux
annual cycles is most marked for the fourth year in Figures 5.4 and 5.6).
Figures 5.25 and 5.26 (unperturbed—job F0m) show the expected pattern for primary production
through the year (see Section 1.5.2), with very low productivity in the gyres and slightly higher
productivity year round in the tropics. In the northern summer, high productivity occurs in the
north Atlantic (May and June in Figure 5.25), while in the southern summer, high productivity
is shown in the Southern Ocean (November and December in Figure 5.26). The results for job
P smax ↑m in Figures 5.27 and 5.28 again show very little primary production in the gyres, but
greater primary production in the more productive well-mixed regions due to the increase in the
maximum photosynthetic rate enabling phytoplankton to better exploit the abundant nutrient.
Looking in greater detail at Figures 5.27 and 5.28, increasing the maximum photosythetic rate has
five main effects on the primary production calculated by FAMOUS. Firstly, the areas adjacent to
these more productive regions show a reduction in primary productivity. This is due to nutrient
supplies to these regions being used up in the adjacent upwelling regions by the now faster
growing phytoplankton. This is most clearly seen in the Pacific—compare Figures 5.27 and
5.28 to Figures 5.25 and 5.26—where the areas of low productivity (the subtropical gyres) have
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increased in size due to the higher primary production in theupwelling region of the Humbolt
current depeleting the supply of nutrient. Figure 5.29 compares the nutrient concentrations in the
most productive upper 40m of the ocean for the fourth year of the jobs F0m (unperturbed), and
P smax ↑m explored here, showing the decrease in area of the nutrientrich ropical Pacific caused
by the greater uptake of nutrient by the faster growing phytoplankton nearer to the upwelling
nutrient source.
Secondly, the waters of the tropical Pacific, and the waters around south-east Asia show a small in-
crease in primary productivity throughout the year. In these tropical regions, insolation is constant
throughout the year, so an increase in the value ofP smax understandably increases the productivity.
Thirdly, the productivity of the waters off south-west Africa and off the western coast of South
America (linking with production in the tropical Pacific) isncreased. These are both major
upwelling regions—off west Africa the Benguela current system, and up the western shore of
South America the Humboldt current system—transporting cold, nutrient rich waters to the
surface [Fasham, 2003]. With an increased maximum photosynhetic rate, the primary production
increases in these regions due to the plentiful nutrient supply, articularly during the later months
of the year (September to December in Figure 5.28), when the upwelling in both these regions is
strongest [Fasham, 2003].
Fourth, the increase inP smax leads to an increase in the primary production of the north Atlantic
in the northern summer (April, May and June in Figure 5.27). The value ofP smax controls
the maximum photosynthetic rate of phytoplankton under conditions of abundant sunlight (see
Section 3.2.8), so during the long days of northern summer, th primary productivity of light
bathed northern waters with sufficient nutrient is increased.
Lastly, during the southern summer (November and December in Figure 5.28, and January
in Figure 5.27), there is a large increase in the productivity of the Southern Ocean due to the
abundance of sunlight and nutrient as before. The increasedprimary production in the Southern
Ocean (and to a lesser extent that off western South America and west Africa) is responsible for
the increased amplitude of the seasonal cycle of air-sea CO2 flux in the latter part of the year seen
in Figure 5.6.
However, as discussed in Section 1.5.2, primary productionin the Southern Ocean is strongly
limited, not by the availability of nitrogen, which is abundant in these well mixed waters (see
Figure 5.30), but by the availability of iron, a crucial micronutrient. Phytoplankton growth in
HadOCC (and FAMOUS) is limited only by the availability of sunlight and nitrogen, so the model
can over-estimate primary production in ‘high nitrate low chlorophyll’ regions where essential
micronutrients are in short supply. This demonstrates a limitation of the simplicity of the structure
of the ocean biogeochemical processes in HadOCC and FAMOUS.This is not unique, as other
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GCMs have been found to overestimate the primary productivity of the Southern Ocean when
compared to estimates based on remotely sensed ocean colour[Carr et al., 2006].
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Figure 5.25: Primary production over the top 200m of the ocean (gC m−2 d−1) for the first six months—
January (top left) to June (bottom right)—for the fourth year of job F0m (unperturbed).
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Figure 5.26: Primary production over the top 200m of the ocean (gC m−2 d−1) for the last six months—
July (top left) to December (bottom right)—for the fourth year of job F0m (unperturbed).
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Figure 5.27: Primary production over the top 200m of the ocean (gC m−2 d−1) for the first six months—
January (top left) to June (bottom right)—for the fourth year of job P smax ↑m.
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Figure 5.28: Primary production over the top 200m of the ocean (gC m−2 d−1) for the last six months—
July (top left) to December (bottom right)—for the fourth year of jobP smax ↑m.
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Figure 5.29: Annual nutrient (Mol N m−2 yr−1) for the fourth year of the unperturbed job F0m (left plot),
and the fourth year of the jobP smax ↑m (right plot) showing the nutrient depletion in the gyres due to
increased phytoplankton growth.
5.6.2 Detrital export
In addition to having a large effect on the calculation of theair-sea CO2 flux, the value of the
detrital sink ratevs governs the rate of export of detritus to the deep ocean, and he ce influences
the amount of detritus that breaks down to nutrient in the upper mixed ocean and the primary
production. Here, the three FAMOUS runs in whichvs is perturbed (jobsvs ↑, vs ↓ andvs &
P smax ↑), are used to look at the change to detrital export due to thisperturbation, and the effect
of this change on the nutrient supply and primary production.
Detritus sinks through the water column at the daily rate prescribed by the value ofvs. However,
the mixing of the upper ocean can cycle this detritus, slowing or increasing the overall rate at
which it is transported to the deep ocean. The mixed layer depth determines the extent of the upper
mixed ocean. Unless lateral transport moves detritus to a region with a deeper mixed layer, detritus
that sinks below the mixed layer depth in FAMOUS sinks through the deep ocean where it is
either remineralised and transported slowly back towards the surface by large-scale ocean circula-
tion, or, if it reaches the seafloor, is reintroduced to the top of the water column (see Section 3.4.2).
The ocean in FAMOUS has 20 vertical depth levels in the water column, which gradually increase
in size from a few metres near the surface to around 600 metresin the deeper areas of the ocean
(see Section 3.4). Figure 5.30 shows the mean annual mixed lay r depth for the final decade of
job F0. The mixed layer depths for the jobs in whichvs is perturbed do not differ significantly as
the perturbation of the detrital sink rate has no effect on the ocean circulation. The mean mixed
layer depth of the ocean for the final decade of job F0 is 45.11m. From the surface downwards,
the midpoint of the 5th FAMOUS depth level is at 47.85m, just below the mean mixed layer
depth. Here, the concentration of detritus in the next levelbelow this—the 6th depth level from
§5.6 Nutrient cycling, primary production and detrital export 119
Figure 5.30: Annual mean mixed layer depth (m) for final decade of job F0.
55.5m to 78.5m deep—during the final decade of the jobs in which vs is perturbed are compared
with that for the unperturbed job.
Figure 5.31 shows the mean concentration of detritus in mmolC m−3 of the 6th ocean layer
(midpoint at 67m) for the final decade, for the unperturbed job F0, and the jobs in which the
value of the detrital sink ratevs is perturbed—jobvs ↑, job vs ↓6 and jobvs & P smax ↑. The
concentration of detritus in the ocean level centered at 67mdepth varies from zero in the gyres,
to around 1.4 mmol C m−3 for the unperturbed job F0. In the jobs in which onlyvs is perturbed,
the range is from zero to around 1.5 mmol C m−3, while for job vs & P smax ↑ higher detrital
concentrations of up to 5 mmol C m−3 are seen. As expected, high concentrations of detritus
are seen in the areas of high productivity, as detritus is created by the mortality and grazing of
phytoplankton by zooplankton.
Looking at the differences between the three perturbed jobsand the unperturbed job F0 in Figure
5.31, it can be seen that the increase in the speed of detritalsinking in job vs ↑ reduces the
concentration of detritus from the tropical Pacific, but haslittle effect elsewhere—notably in the
Southern Ocean and the north-east Atlantic. This is contrary to the simple expectation that an
increase in the detrital sink rate will result in increased detrital export. The explanation for this
is that the increased sink-rate removes detritus that breaks down to nutrient in the unperturbed
job, reducing the available nutrient in the tropical Pacific. Comparing this to the corresponding
6As before, the final decade used is that before the change in atmospheric timestep.
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primary production plots in Figure 5.32, it can be seen that te perturbation has reduced the
north-south range of the area of high productivity in the tropical Pacific, but has had little effect
elsewhere, principally in the Southern Ocean (compare the plot for job vs ↑ with that for the
unperturbed job F0 in Figure 5.32). The increased sink rate has little effect onproduction here as
the Southern Ocean waters are better mixed (see Figure 5.30).
The reduction to the sink rate of detritus in jobvs ↓ (where the value ofvs is perturbed down),
is seen in Figure 5.31 to increase the detrital concentration in low latitudes. Again, this counters
the expectation that a reduction in the detrital sink rate should reduce the detrital export. As for
job vs ↑ above, the explanation for this is in the effect of the perturbation of the sink rate on the
availability of nutrient. Looking at the corresponding primary production plot in Figure 5.32,
this perturbation has substantially increased the area of higher productivity. This is due to the
decrease in sink rate allowing more of the detritus to be broken down to nutrient which enables
more primary production than in the unperturbed job F0.
In job vs & P smax ↑, both the detrital sink rate and the maximum rate of photosynthesis are
increased. Figure 5.31 shows that the effect of these combined perturbations is to significantly
reduce the distribution of higher detritus concentration in the 6th ocean level in the tropical
Pacific, but to increase that seen in the waters off South America. There is also a slight increase
in detrital flux in the Southern Ocean. Looking again at the corresponding primary production
plot in Figure 5.32, and comparing this with Figure 5.24—theprimary production for jobP smax ↑,
where onlyP smax is perturbed up (N.B. different scale)—it can be seen that the change in the sink
rate has had little effect compared with the change resulting from the perturbation ofP smax. The
increased detrital concentration is found in the regions ofhigh primary production resulting from
the increase inP smax, with the reduction in the spatial distribution of the detritus resulting from the
reduction in the spatial distribution of the phytoplanktonas detailed in Section 5.6.1. Similarly,
the slight increase in detritus concentration in the Southern Ocean can be seen to correspond with
the increase in primary production in this region.
Looking back to the global mean air-sea CO2 flux plots for the jobs explored here (Figure 5.2), it
is clear that the perturbation ofvs, and resulting change in the detrital export influences the air-sea
CO2 flux as predicted from the results of Chapter 4, with an increase in the detrital sink rate
increasing the air-sea CO2 flux into the ocean. However, in Figure 5.32, increasing the detrital
sink rate is shown to decrease the primary production and hence the uptake of dissolved CO2.
To explain this apparent contradiction, it must be remembered that the air-sea CO2 flux depends
only on the pCO2 of the surface ocean. Detritus in the upper 100m of the ocean breaks down to
nutrient and DIC at a rate set by the value of the shallow reminralisation parameterRmshall (see
Section 3.2.8). The higher the detrital concentration in the sea-surface level, the more is broken
down, with the resulting DIC increasing the pCO2 sea of the surface, reducing the air-sea CO2
flux into the ocean. Figure 5.33 shows plots of the concentration of detritus in the top ocean level
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Figure 5.31: Plots of mean concentration of detritus (mmol C m−3) of the sixth ocean depth level (55.5m
to 78.5m deep, midpoint at 67m depth), for the final decade of job F0 (unperturbed—top left), jobvs ↑ (top
right), jobvs ↓ (bottom left), and jobvs & P smax ↑—bottom right).
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Figure 5.32: Mean primary production (gC m−2 d−1) for the final decade of job F0 (unperturbed—top
left), job vs ↑ (top right), jobvs ↓ (bottom left), and jobvs & P smax ↑—bottom right). N.B. for clarity a
different scale is used to that in Figures 5.25 to 5.26 and Figure 5.24.
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Figure 5.33: Plots of mean concentration of detritus (mmol C m−3) of the top ocean level (0m to 10m
deep, midpoint at 5m) for the final decade of job F0 (unperturbed—top left), jobvs ↑ (top right), jobvs ↓
(bottom left), and jobvs & P smax ↑ (bottom right).
of FAMOUS (from 0m to 10m depth), for the unperturbed job F0 and the jobs in which the value
of vs is changed. The plots for jobvs ↑ andvs ↓ show that the greater the value ofvs, the lower
the surface level concentration of detritus, explaining the effect on the air-sea CO2 flux shown in
Figure 5.2. The plot for jobvs & P smax ↑, shows the greater primary production producing more
detritus but over a reduced area as expected from Figure 5.32. The greater CO2 flux into the ocean
for the combined perturbations ofvs andP smax (job vs & P
s
max ↑), as opposed to the individual
perturbations (jobvs ↑, andP smax ↑) seen in Figure 5.2, is due to the combined effect of the
greater uptake of CO2 by increased phytoplankton growth, and reduced sea-surface level DIC,
due to the faster removal of the detritus produced from the surface level by more rapid sinking.
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5.7 Discussion
The evaluation of the effects of parameter uncertainty has become a key part of interpreting
the results of GCM climate simulations [Randall et al., 2007]. These evaluations have largely
concentrated on the effect of perturbation to parameters inthe atmospheric component of
GCMs—e.g., Collins et al. [2007], Stainforth et al. [2005] and Murphy et al. [2004]. Recently
studies have been undertaken to assess the effect of paramete uncertainty in the ocean physics
of coupled atmosphere ocean GCMs [Brierley et al., 2008], finding that while the global impact
of perturbations to ocean physics parameters are small compared to those found for atmospheric
parameter perturbations (particularly those associated with clouds [Webb et al., 2006; Dufresne
and Bony, 2008]), there are detectable variations in regional climate. Smith and Marotzke [2008]
examine the influence of different ocean configurations on the modelled uptake and storage of
carbon in the north Atlantic. While they find that the differenc s in biogeochemical models have
less effect on carbon uptake than the differences in the physical representations, they conclude
that changes in biological export of surface carbon have thepot ntial to modify global ocean
uptake of CO2. The reaction of the global carbon cycle to anthropogenic for ing is known to be
important in determining future climate, with carbon-cycle feedbacks expected to increase the
warming due to anthropogenic activity [Friedlingstein et al., 2006; Jones et al., 2006; Cox et al.,
2000; Sarmiento et al., 1998]. Chuck et al. [2005] study the oceanic response to carbon emissions
over the next century using three ocean carbon cycle models,concluding that overall positive
feedbacks are more likely (a decrease in carbon uptake by theocean by 2100), but they are at
most a quarter (a non-negligible quantity) of the size of those proposed for the terrestrial carbon
cycle feedback of around 5 Pg C y−1 in the work of Cox et al. [2000].
The results of Section 5.5.1 show that the uncertainty in thebiological parameters controlling
phytoplankton growth near the surface (P smax), the export of detritus (vs), and the formation of
carbonate (Υc), have a detectable effect on the air-sea CO2 flux calculated by the FAMOUS GCM.
The interpretation of these results is limited by the de-coupled carbon cycle of the FAMOUS
set-up, but indicates the relative importance of uncertainty biological parameters for the
calculation of oceanic carbon uptake in GCMs (see Section 5.7.1). The parameterisation of the
relationship between wind speed and the gas transfer velocity is generally found to be the greatest
source of error in the calculation of the air-sea CO2 flux, but the accurate calculation of the surface
pCOsea2 is also crucial to predict the air-sea CO2 flux [Fangohr et al., 2008; Rutgersson et al.,
2008]. Here, it is shown that changes in the values of key biolog cal parameters quickly influence
the surface pCOsea2 to a sufficient degree to change the air-sea CO2 flux to an order comparable
with that of current estimates. Similar changes to air-sea CO2 flux are found in the models of
Schneider et al. [2008], where the sensitivity of the air-sea CO2 flux to different formulations of
particulate fluxes in the ocean is studied, indicating that tis degree of sensitivity is plausible and
not unique to the FAMOUS GCM.
Perhaps most surprising is the size of the change associatedwith perturbation of the rain ratio
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parameterΥc which for the one hundred years completed here is comparablewith current ocean
carbon uptake estimates. As explored in Sections 5.5.1.1 and 5.6, the formulation of the rain ratio
in HadOCC means that changes to its value alter the carbon to nutrie t ratio of phytoplankton
(higher Υc gives a lower C:N ratio), but does not directly influence the uptake of nutrient by
phytoplankton. This means that the effect of the perturbation of the rain ratio is not moderated by
it causing changes to the nutrient supply, in contrast to theperturbations of the photosynthetic rate
and the detrital sinking rate which affect both the DIC and nutrient concentration. As a result of
this it is believed that the time taken for the ocean DIC to equilibrate with the fixed atmospheric
pCOair2 will be longer than that seen for the other perturbations (around a thousand years in the
case of the upwards perturbation ofvs—see Figure 5.3). In fact, as it is well established that
coccolithophores (the major calcifying phytoplankton group) can thrive in comparatively nutrient
depleted regions due to their ability to survive periods of nutrient shortage better than other large
phytoplankton types such as diatoms [Gregg and Casey, 2007;Fasham, 2003], changing the
global rain ratio should alter nutrient distribution and use. The strength and formulation of the
rain ratio is the subject of much current debate (see Table 4.1), but it is clear that the use of a
single global value that is independent of nutrient uptake is a vast simplification of the true picture
[Loubere et al., 2007]. While the perturbation applied in this study is at the upper end of estimates
of a global average rain ratio, the results indicate the importance of accurately modelling the
carbonate cycle for predicting the carbon uptake by biological processes in the ocean.
While the results of this GCM work concur with the expectations from the results of Chapter 4,
the extension to a global 3D scheme reveals in greater detailhow perturbations to these parameters
effect the biologial uptake of DIC, and hence the surface pCOsea2 and the resulting air-sea CO2
flux. In the FAMOUS 3D ocean mixing scheme, the relationship between primary production,
detritus creation and nutrient supply is shown to influence the regional distribution and strength
of outgassing and ingassing regions. Increasing the productivity and increasing the removal of
detritus from the mixed layer both deplete nutrient in areasaway from upwelling ocean regions,
resulting in a reduction in production, and its effect on thesurface pCOsea2 in these areas. By
contrast, reducing the productive ability of phytoplankton r reducing the removal of potential
nutrient by detrital sinking results in greater areas of production (see Section 5.6). This behaviour
is not apparent in a 1D mixing scheme such as that of HadOCC-GOTM used in Chapter 4 where
the use of a relaxation to a fixed profile to replenish nutrients (see Section 3.3) can artificially
support the system. This shows the importance of studying ocean biogeochemical processes in
a full 3D mixing framework, and highlighs a potential problem with the practice of using 1D
models to tune parameters for 3D GCMs, as is the case with HadOCC in FAMOUS [Palmer, 1998].
The reaction of the ocean ecosystem and its resulting influence o the global carbon cycle to
increasing ocean temperatures, decreasing ocean pH and other changes to the ocean environment
due to anthropogenic activity is uncertain, e.g. Friedlingstein et al. [2006]; Doney et al. [2009b].
However, it is possible that the ocean ecosystem may change sufficiently to alter the bulk
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properties represented by the parameters investigated here, such as a change in the global rain
ratio due to a large reduction in calcifying biomass resulting from ocean acidification (see
Section 1.5.3), and a corresponding change in average photosynthetic ability as the dominance
and distribution of phytoplankton types change in response. This work shows that changes to
these bulk properties can have a noticeable effect on the ocean’s role in the global carbon cy-
cle creating climate change feedbacks that should be included and explored in climate simulations.
5.7.1 A coupled situation
The interpretation of the results of this work is limited by the current uncoupled set-up of
the carbon cycle in FAMOUS (see Section 5.3). However, it is po sible to use these results
to infer aspects of the probable effects of biogeochemical parameter uncertainty in a set-up
with a coupled pre-anthropocene (un-driven) atmospheric CO2 component, and a coupled and
externally modified (driven) atmospheric CO2 component. In such set-ups, while the size of the
change in the net global air-sea CO2 flux is expected to be different, the direction of the change
seen for the different perturbations should be the same as found here—increasing the ability
of the ocean ecosystem to uptake dissolved CO2 will still increase the air-sea CO2 flux into
the ocean, while decreasing the biological uptake will decrease the air-sea CO2 flux into the ocean.
First, consider a set-up with coupled atmosphere and ocean carbon, but with no external addition
to the atmospheric CO2 content. The unperturbed results above showed a near-zero net air-sea
CO2 flux, and it is reasonable to expect that coupling the carbon in the ocean and atmosphere
would not significantly change this situation. For the upwards perturbation ofP smax and/orvs, the
decreased pCOsea2 will reduce the global atmospheric CO2 concentration (and the pCO
air
2 ) until
equilbrium is once again reached. This equilibrium will be achieved more quickly than seen in the
results of the work above for a constant pCOair2 as the atmospheric pCO
air
2 will reduce due to the
additional ocean uptake. For the downwards perturbation ofP smax or vs, the return to equilibrium
between the atmosphere and ocean will again happen more quickly than in the un-coupled
situation, as the pCOair2 will increase due to the outgassing caused by reduced biological uptake.
For the same reason, a less prolonged period of outgassing will also be seen in the case of
increasing the rain-ratio (Υc) value. Overall, in a coupled and un-driven set-up the effect of the
ocean biogeochemical parameter uncertainty is expected tobe less than the initial effects found in
the results presented here (see Section 5.5.1.1). Additionally, the net annual global air-sea CO2
flux will tend to near zero more quickly as the global average pCOair2 and pCO
sea
2 will equilibrate
more rapidly. As such, the results of this work can be seen to set the bounds on the size of the
initial effect of the biological parameter uncertainty in acoupled situation.
Secondly, consider a coupled situation with an anthropogenically modified atmospheric CO2
concentration. Here, the results will depend on the size andr te of the external addition to the
atmospheric CO2 content. The unperturbed model will react to the increased atmospheric CO2
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with increased uptake due to the higher pCOair2 . For the upwards perturbation ofP
s
max and/or
vs, it is noted in Section 5.5.1.2 above that the current situation could be interpreted as one in
which the atmospheric CO2 is modified by the addition of CO2 to maintain a constant pCOair2 . If
the external CO2 addition is less than that needed to maintain a constant pCOair2 , a lesser initial
air-sea CO2 flux into the ocean will result as the pCOair2 will decrease and the carbon in the ocean
and the atmosphere will equilibrate more quickly than in theuncoupled version. Alternatively, if
the atmospheric CO2 addition exceeds that needed to maintain a constant pCOair2 in the perturbed
situation, then the air-sea CO2 flux into the ocean will be greater than that seen for the uncoupled
set-up used here, and if the addition is sufficiently large, th ocean may not achieve equilibrium
with the atmosphere.
In the case of the perturbations that reduce the net air-sea CO2 flux into the ocean, a coupled and
externally driven set-up will produce less initial outgassing than seen in the uncoupled set-up
as the pCOair2 will increase in response and equilibrium will again be achieved more rapidly.
However, if the size of the external CO2 addition is sufficient to keep the pCOair2 greater than the
pCOsea2 , a net ingassing will result instead of net outgassing, thoug this ingassing will be less
than that seen for an unperturbed coupled and driven situation s the ability of the ocean biology
to uptake carbon has been reduced by the perturbations.
Given the scale of the effect of the perturbations in the uncopled set-up, the current size and rate
of the anthropgenic driving of the atmospheric CO2 concentration is likely to be sufficient to give
a pCOair2 greater than the pCO
sea
2 for all the parameter perturbations. This would result in the
uptake of atmospheric carbon by the ocean, with the perturbations either increasing (vs or P smax
perturbed up) or decreasing (vs or P smax perturbed down,Υc perturbed up) the size of the uptake.
More difficult to predict is whether the perturbations wouldhave a greater or lesser effect relative
to the unperturbed CO2 uptake in a coupled and driven set-up than seen in the presentFAMOUS
set-up. However, the similar order of the uncoupled resultsover the first hundred years of the
changes to the biology with the current size of the ocean uptake (≈ 2 Pg C), indicates that the size
of the change in uptake in a perturbed coupled and atmospheric CO2 driven simulation is likely to
be of a similar order to that seen in the uncoupled set-up results. A repeated parmeter perturbation
experiment with a GCM that enables coupling and external driving of the carbon cycle is needed
to confirm this.
5.8 Summary
The results of this chapter show that uncertainty in the values of key ocean biogeochemistry
parameters has a detectable effect on the uptake of atmospheric CO2 by the ocean, with parameter
perturbations resulting in initial changes to the ocean uptake of the order of current estimates of
the ocean carbon sink (see Section 5.5.1 and Table 5.5).
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An increase in the value of the detrital sink rate (vs), or the value of the maximum rate of
photosynthesis (P smax), increases the global net air-sea CO2 flux into the ocean, while decreasing
the value of these parameters decreases the global net air-sea CO2 flux. In both cases, the
initial effect of changes in these parameters gradually decreases as the ocean uptakes carbon to
achieve equilibrium with the atmosphere. Changing the value of the maximum photosynthetic
rate has both a very quick (less than one month) and a greater ini ial mpact on the global net
air-sea CO2 flux than changing the value of the detrital sink rate. Changing the value of the
detrital sink ratevs takes longer (around a year) to influence the global air-sea CO2 flux, and
causes a lesser initial change than the perturbation of the value of the maximum photosynthetic
rate. The upwards perturbations of the detrital sink ratevs from 10 to 15.38 m d−1 and of
P smax from 0.6 to 1.12 d
−1 (see Section 5.2) performed here have a similar effect on theglobal
air-sea CO2 flux calculated in FAMOUS, increasing the ocean uptake by 0.37 and 0.32 Pg C
y−1 respectively in one hundred years. This additional uptake is directly comparable with the
error of the most recent estimate of the net ocean carbon uptake of 2.2± 0.3 Pg C y−1 [Gruber
et al., 2009]. The combination of both these perturbations results in a greater initial change to
the air-sea CO2 flux than either of the individual perturbations, and equilibrates more slowly
giving an increased ocean uptake of around 0.5 Pg C y−1 after one hundred years. This is directly
comparable to the error of the current IPCC estimate of 2.2± 0.5 Pg C y−1 [Denman et al., 2007].
Both these perturbations in general increase the strength of ingassing regions, and decrease the
strength of outgassing regions, but the strength of ingassing in some regions—notably regions
north and south of the outgassing tropical Pacific—-is reduc, with the explanation being that
of reduced nutrient supply in these regions resulting from the changes in the primary produc-
tion and the amount of detritus that breaks down to nutrient caused by the parameter perturbations.
The increase in the maximum photosynthetic rate also increases the primary productivity of the
more productive upwelling regions, most notably year roundin the tropical Pacific, and in the
Southern Ocean during the southern summer. This results in agreater uptake of carbon during the
southern summer months, altering the seasonal cycle of the air-s CO2 flux (see Section 5.6.1).
Decreasing the value ofvs from 10 to 6.36 m d−1, andP smax from 0.6 to 0.11 d
−1 decreases
(causing outgassing) the initial global air-sea CO2 flux by a greater amount than the increase in
the CO2 flux seen for the parameter increases described above, but account must be made of the
set up of FAMOUS (see Section 5.3) in interpreting this. The reduction in the value ofP smax
causes a greater outgassing of CO2 after one hundred years than the reduction in the value of
vs—a global outgassing equivalent to a loss of≈ 1.6 Pg C y−1 from the ocean for the reduced
P smax, and a global outgassing equivalent to a loss of≈ 1 Pg C y
−1 for the reduced value of
vs. An increase in the value of the rain-ratio (Υc), from 0.007 to 0.13 (see Section 5.2) initially
results in an outgassing of CO2 from the ocean amounting to a loss of around 2 Pg C y−1 from
the ocean. This increases to 2.3 Pg C y−1 after around twenty years, an amount that is directly
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comparable to the current estimated ocean carbon uptake (2.2 ± 0 3 [Gruber et al., 2009]). While
the perturbation of the rain ratio is at the upper end of accepted values for the rain ratio, this result
demonstrates the huge importance of the carbonate cycle in determining the chemistry and carbon
uptake of the ocean.
The oceans play a major role in the global carbon cycle and in the regulation of the Earth’s
climate. The results of this work set possible bounds on the effect of ocean biogeochemical
parameter uncertainties on the calculation of the air-sea CO2 using a GCM. While uncertainties
in the parameters and parameterisation of processes relating to other factors (e.g. cloud formation
[Dufresne and Bony, 2008]) that control the climate and its reaction to anthropogenic forcing
are considerably greater than those indicated here, the changes to the ocean uptake due to these
parameter perturbations remain non-negligible, and henceit remains important to understand the
reaction of the ocean ecosystem to anthropogenic climate forcing in greater detail.
Chapter 6
Summary, conclusions and future
directions
6.1 Thesis Summary
This thesis has explored the effect of uncertainty in the parameterisation of the ocean ecosystem
on the role of the ocean in the carbon cycle in global circulation models. The primary focus has
been on the influence of these uncertainties on the exchange of CO2 between the atmosphere and
ocean, a process that is crucial in regulating the increase in radiative forcing of the earth’s climate
due to anthropogenic emissions (see Section 1.3). The oceanecosystem model used here is the
HadOCC NPZD biogeochemical model (detailed in Section 3.2), which uses twenty parameters
(described in Section 3.2.8) to calculate the role of the ocean ecosystem in the uptake and cycling
of carbon in the ocean. HadOCC is used in both simple 1D ocean rpresentations such as the
HadOCC-GOTM model (Section 3.3), and in the full 3D global circulation models HadCM3
[Gordon et al., 2000], and its faster running derivative FAMOUS [Smith et al., 2008]—see Section
3.4.
The first step is to identify the HadOCC parameters which, given their uncertainty in value,
introduce the greatest uncertainty to the air-sea CO2 flux calculated by the model. To do this, in
Chapter 4 a sensitivity analysis using the techniques discussed in Chapter 2 is performed on the
1D HadOCC-GOTM model. This requires the uncertainty in the values of the parameters to be
established by comparison of the standard values with thoseused elsewhere. It is found that while
many of the parameterisations are widely used, the values given to the parameters vary greatly,
indicating considerable uncertainty (see Section 4.2.3).Based on the range of values found
to be used, in Section 4.2.3, appropriate prior distributions for all the parameters are created,
which are then sampled to create a suite of sets of different combinations of possible parameter
values. These are run in the HadOCC-GOTM model to generate the data required to study the
relationship between the uncertainty in value of each parameter, and the resulting outputs of the
air-sea CO2 flux, primary production, and deep detrital export. In Section 4.3, these outputs show
large variation depending on the different parameter values used (see Table 4.5), showing that it
is important to consider the uncertainty in the values of theoc an ecosystem parameters when
interpreting the model results.
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A variety of methods, from simple correlations, to more complex analyses as described in Chapter
2, are then used to identify which parameters have the greatest influence on the calculation of the
air-sea CO2 flux, the primary production and the deep detrital export (see S ction 4.4). These
find the air-sea CO2 flux to be most influenced by uncertainty in the values of the parameters
for the maximum photosynthetic rate of phytoplankton (P smax), the daily sinking rate of detritus
(vs) and the ratio of the total organic production that creates carbonate—the rain ratioΥc. These
parameters are described in detail in Section 3.2.8. Variation in the value of these parameters
alters the concentration of dissolved CO2 in the surface waters by changing the inorganic carbon
content. This changes the partial pressure of CO2 (pCOsea2 ) of the ocean surface, which alters the
partial pressure term in the gas transfer equation (Section1.6), changing the air-sea CO2 flux. The
maximum photosynthetic rate (P smax) controls the growth of phytoplankton in the light-bathed
ocean surface, regulating the uptake and fixing of dissolvedcarbon by primary production.
Increasing the value ofP smax increases the production and hence reduces the pCO
sea
2 of the ocean
surface. The daily detrital sink rate (vs) affects the ocean surface pCOsea2 by controlling the rate
at which detritus, which breaks down to dissolved carbon, isexported away from the surface,
with higher rates of export reducing the pCOsea2 of the ocean surface and increasing the air-sea
CO2 flux into the ocean. The formation of carbonate, governed by the value of the rain-ratio (Υc)
releases organic carbon into the ocean, changing the dissolved carbon content of the water and
the pCOsea2 . Higher values of the rain-ratio cause a greater release of organic carbon, increasing
the pCOsea2 and reducing the air-sea CO2 flux into the ocean. Section 4.4.4 explores these effects
in greater detail.
The primary production is found to be most influenced by the value of the initial slope of
the photosythesis-irradiance curve (α), the maximum photosythentic rate (P smax), and the
phytoplankton-specific mortality rate (m0). Higher values ofα andP smax cause higher produc-
tivity, while higher mortality reduces productivity. The export of detritus to the deep ocean is
found to depend most on the values of the detrital sink rate (vs), the rate of remineralisation of
detritus below 100m (Rmdeep), and parameters that control the grazing on phytoplanktonand
detritus by zooplankton, the half saturation constant for grazing (KF ), and the maximum grazing
rate (gmax). A faster daily sinking rate increases the amount of detritus n the deep ocean, while
higher rates of zooplankton grazing and a greater remineralisation rate decrease detrital export.
Section 3.2.8 and Section 4.4.4 describe the roles of these parameters in further detail. This work
also reveals that the calculation of the primary productiononly depends strongly on the values of
a few parameters, while the export is influenced by the value of around five parameters. In the
case of the air-sea CO2 flux, while the parameters detailed above are the most important, around
half of those investigated are shown to be influential. Giventhe variation found in the calculated
air-sea CO2 flux (see Section 4.3 and Table 4.5), this indicates that the air-se CO2 flux is pos-
sibly the more difficult output to obtain with accuracy from simple ocean biogeochemistry models.
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In Chapter 5, the parameters found to have the greatest effect on the air-sea CO2 flux in the 1D
HadOCC-GOTM—the maximum photosythetic rate of phytoplankto (P smax), the daily sinking
rate of detritus (vs) and the rain ratio (Υc)—are perturbed in the FAMOUS GCM by a degree that
represents their uncertainty (see Section 5.2) to assess thglobal effect of ocean biogeochemical
parameter uncertainty on the exchange of carbon between theatmosphere and ocean. These
perturbations are found to have a detectable effect on the calculated air-sea CO2 flux, with an
initial signal of the order of current estimates of the annual ocean carbon sink (2.2± 0.5 Pg C y−1
Denman et al. [2007] and 2.2± 0.3 Pg C y−1 Gruber et al. [2009]). The unperturbed FAMOUS
represents the pre-industrial climate, with very little net flux of carbon between the atmosphere
and ocean. In agreement with the results of Chapter 4, the incr ase in value ofP smax and in the
value ofvs result in an increased air-sea CO2 flux into the ocean, while decreasing the values of
these parameters, or increasing the value of the rain ratio (Υc) results in the ocean outgassing CO2
to the atmosphere. The atmosphere and ocean in FAMOUS are notfully coupled (see Section
5.3), but these results indicate the importance of biogeochmical parameter uncertainty to the
calculation of oceanic carbon uptake, and set the bounds on the effect in a coupled set-up (see
Section 5.7.1).
The initial upward perturbation of the value of the maximum photosythetic rate (P smax) results
in a very rapid (less than one month) change in the net air-seaCO2 flux into the ocean, due to
increased primary productivity, especially in the Southern Ocean (see Sections 5.5.1.1 and 5.6.1).
The initial upward perturbation of the detrital sink rate (vs) has a smaller initial effect with a
slight increase over the first few years of the perturbation (see Section 5.5.1.1). Combining these
perturbations results in a greater increase in the air-sea CO2 flux than the individual perturbations.
These perturbations generally increase the strength of ingassing regions, and decrease that from
outgassing regions. The effect of both of these perturbations on the global net air-sea CO2 flux
gradually decreases as the carbon in the ocean equilibrateswith the atmosphere taking around 103
years to return to a zero net CO2 flux equilibrium (see Section 5.5).
The downwards perturbation of the maximum photosythetic rate (P smax) and the detrital sink rate
(vs) parameters result in an initial outgassing of CO2 equivalent to a loss from the ocean of≈ 1.6
Pg C y−1 and≈ 1 Pg C y−1 respectively (see Section 5.5.1). The upwards perturbation of the
rain-ratio (Υc) results in the greatest initial outgassing of CO2 from the ocean, equivalent to a loss
of 2.3 Pg C y−1, comparable with the estimated size of the current ocean carbon sink. However,
this perturbation represents the upper end of possible values for the global rain-ratio.
While these results are limited by the de-coupled carbon cycle set-up of FAMOUS (see Sections
5.3 and 5.7.1), they show that the error in the calculated air-sea CO2 flux due to uncertainty in
the ocean biogeochemistry is on a similar scale to the uncertainty in the current estimates of the
air-sea CO2 flux. This means that the effect of unknowns in models of the ocean biogeochemistry
is comparable to the range of ignorance in the system using current observation and modelling
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techniques. Compared to other sources of error in climate study using GCMs, such as the
modelling of the effect of clouds on radiative forcing (e.g., Dufresne and Bony [2008]), the
short-term effect of uncertainty in ocean biogeochemistrymodels on global climate prediction
appears to be slight. However, it is important to note that the error in the carbon uptake by the
ocean constitutes a significant fraction (> 10%) of the estimated mean uptake, and hence of
global anthropogenic emissions, so changes of this scale are non-negligable in managing global
carbon budgets.
6.2 Conclusions and future directions
As demonstrated by this work, our understanding of the oceancarbon cycle, and of its future
evolution in the anthropogenic regime, is limited by two factors. The first is a limitation in
our knowledge of the system, due in large part to the limited data currently available, and the
problems associated with collecting oceanographic data. The second is the uncertainty in the
size and rate of future climate forcing due to anthropogenicactivity, and the effect that this has
on global climate. To attempt to quantify this second limitation, the first limitation needs to be
reduced as much as possible.
As currently represented in GCMs such as FAMOUS, the role of the marine ecosystem in the
ocean carbon cycle, while able to provide indications, is insufficiently detailed to accurately
predict the response of the ecosystem to climatic forcings and the effect of this response on the
carbon cycle (e.g., Friedlingstein et al. [2006]). Ocean biogeochemical models need to include a
more complete treatment of the ocean ecosystem, including different types of phytoplankton and
their predators, more accurate representation of nutrientsupply and limitation (including the role
of micronutrients—see Section 1.5.2), a more detailed description of the export and content of
detrital matter, and the effect of the changing pH of the ocean on the ecosystem and the calcium
carbonate cycle.
Projects such as the C4MIP climate-carbon cycle feedback model intercomparison [Friedlingstein
et al., 2006] show that the global carbon cycle is highly sensitive to forcing by climatic change
due to anthropogenic activity. However, there is huge uncertainty in the size, and in some cases,
the direction of the feedback between the changing climate and the carbon cycle [Denman et al.,
2007; Doney et al., 2009b]. The evolution of the ocean and of the ocean ecosystem in resonse
to anthropogenic forcing of the climate is also highly uncertain. Current research indicates that
the ocean uptake will increase in the first instance [Friedlingstein et al., 2006], but as ocean
circulation reacts to increased global temperatures, and the ocean ecosystem reacts to changes
in ocean circulation, temperature and chemistry, the future becomes uncertain [Sarmiento et al.,
2004; Yoshikawa et al., 2008]. The reaction of the ocean ecosystem to the rapid lowering
of the previously stable pH of the ocean (see section 1.5.3),which recent research shows is
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taking place faster than previously thought [Steinacher etal., 2008], is of particular concern
[Loubere et al., 2007; Doney et al., 2009a; Hofmann and Schellnhuber, 2009]. Here, the speed
at which the perturbations to FAMOUS take effect—within a decade (see Sections 5.5.1.1 and
5.5.1.2)—is worth noting. Due to the time of turnover the ocean as a whole is often assumed to
require centuries to react to changes, but recent observations suggest that both the biology (e.g.
Behrenfeld et al. [2006], Doney [2006] and Polovina et al. [2008]) and the physical uptake of
CO2 (e.g. Park and Lee [2008] and Le Quéré et al. [2007]) are already reacting to anthropogenic
forcing, and that the scale of this reaction is likely to increase.
In this setting, the results of my work on the FAMOUS GCM (Chapter 5) suggest that changes to
the efficiency of the ocean ecosystem’s ability to uptake carbon can potentially cause detectable
effects on the global carbon cycle. The initial increase in carbon uptake by the ocean of around 0.5
Pg C y−1 due to the upwards perturbation of the parameters for the maximum photosynthetic rate
(P smax), and detrital sink rate (vs) (see Section 5.5.1.2), is equivalent to the uptake of an additional
5% of the current estimated annual anthropogenic forcing ofthe carbon cycle of around 10 Pg
C y−1 (Canadell et al. [2007]). This matches the error of the estimate of annual anthropogenic
carbon release (± 5%), and while small is not negligible. While this is only 10%of the possible
future release of 5 Pg C y−1 of terrestrial carbon due to climate carbon cycle feedbacks[Cox
et al., 2000] it nevertheless remains important, especially n the long term role of the oceans in
regulating the carbon cycle and the climate [Loubere et al.,2007].
To improve the accuracy of estimates of ocean carbon cycle climate feedbacks a clear challenge
is to improve the accuracy and sensitivity to environmentalchange of the ocean biogeochemical
models used in GCMs. Two general approaches currently beingxplored in the development
of ocean biogeochemistry models are the use of more detailedmodelling of the ecosystem and
the use of trait based emergent-community modelling methods. The primary focus of more
detailed modelling is on the use of phytoplankton functional types (PFTs) each with their own
associated parameters to separately represent the behaviour of different types of phytoplankton
and their biochemical role in the ocean, enabling a much morec mphrehensive study of the
reaction of the ocean ecosystem to climate forcing (e.g. Le Qu´ ré et al. [2005]; Hood et al. [2006]).
However, while such models represent an ideal successor to the simpler NPZD-type models
currently used, their design and development is based on ourcurrent knowledge of ocean
biogeochemical systems. As a result, there is much debate over the use of PFT models due to
the potentially subjective nature of the selection of PFT groups and the parameterisation of their
characteristics arising from the relatively weak constraints of current knowledge (e.g. Hood et al.
[2006]; Anderson [2005]; Flynn [2006]; Le Quéré [2006]—see also Section 1.8). Programmes
such as the long-running Joint Global Ocean Flux Study (JGOFS), Sarmiento et al. [2004], have
vastly improved our knowledge in recent years, but many unresolv d questions remain, e.g. the
role of carbonate ballasting in the export of organic carbon[Loubere et al., 2007], and the reaction
§6.2 Conclusions and future directions 135
of the ecosystem to an increasingly acidic environment [Caoand Caldeira, 2008].
Trait-based emergent-behaviour modelling uses large numbers of stochastically assigned char-
acteristics to initiate a system in which stronger subsets of characteristics out-compete others,
evolving an ecosystem in which the structure is not pre-determined in the original model (e.g.
Follows et al. [2007]; Litchman et al. [2007]). These modelsmight offer a temporary solution
to improving ocean biogeochemical climate predictions while the data neccessary for the more
rigourous construction of PFT models is collected, but there are obvious issues of the considerable
computational cost of such an approach.
The rapid development in remote sensing of the ocean surfaceholds huge potential to improve
data and understanding on the ocean ecosystem. Current research is seeking to derive not only
bulk production estimates, but information on phytoplankto functional type distribution from
ocean colour (e.g., Hirata et al. [2008] and Nair et al. [2008]). Such information will hopefully
provide greater insight into the effects of current climateforcing on the ocean ecosystem, and
could perhaps be used to achieve greater accuracy in ocean biogeochemical models by regionally
updating the values of phytoplankton parameters. However,remote sensing remains limited to
collecting data on surface processes, and, as has been shownin the project, the important long
term process of organic carbon export is in part governed by subsurface ecosystem behaviour.
Studies such as the JGOFS programme [Sarmiento et al., 2004]remain essential.
The study of the uncertainty in climate predictions using GCMs has become a fundamental part
of the study of climate [Randall et al., 2007]. This requireslarge numbers of model integrations
to study the sensitivity of the model predictions to the parameterisation of climate regulating
processes. Combined with the increased model complexity needed to better predict climate, this
represents a challenge to computing technology, but one that is being answered by the increasing
number and power of supercomputers available for climate res arch. These developments, and
further developments in observation, understanding and accur te modelling of the Earth system
processes that influence climate, will hopefully lead to a new g neration of GCM climate models.
These will be capable of more detailed climate predictions,and equally, will be able to provide
detailed knowledge of the size and sources of uncertainty inthese predictions.
Bibliography
Acheson, D. J. (1990).Elementary Fluid Dynamics. Oxford: Clarendon Press.
Anderson, T. (1993). A spectrally averaged model of light penetration and photosynthesis.Lim-
nology and Oceanography, 38:1403–1419.
Anderson, T. (2005). Plankton functional type modelling: running before we can walk?Journal
of Plankton Research, 27:1073–1081.
Anderson, T. and Pondaven, P. (2003). Non-redfield carbon and nitrogen cycling in the Sargasso
Sea: pelagic imbalances and export flux.Deep-Sea Research Part I, 50:573–591.
Anderson, T., Ryabchenko, V., Fasham, M., and Gorchakov, V.(2007). Denitrification in the
arabian sea: A 3D ecosystem modelling study.Deep Sea Research Part I, 54:2082–2119.
Aumont, O., Maier-Reimer, E., Blain, S., and Monfray, P. (2003). An ecosystem model of the
global ocean including Fe, Si, P colimitations.Global Biogeochemical Cycles, 17.
Baker, K. and Frouin, R. (1987). Relation betwen photosynthetically available radiation and total
insolation at the ocean surface under clear skies.Limnology and Oceanography, 32:1370–1377.
Baklouti, M., Faure, V., Pawlowski, L., and Sciandra, A. (2006). Investigation and sensitivity
analysis of a mechanistic phytoplankton model implementedin an new modular numerical tool
(eco3m) dedicated to biogeochemical modelling.Progress in Oceanography, 71:34–58.
Behrenfeld, M., O’Malley, R., Siegel, D., McClain, C., Sarmiento, J., Feldman, G., Milligan, A.,
Falkowski, P., Letelier, R., and Boss, E. (2006). Climate-driven trends in contemporary ocean
productivity. Nature, 444:752–755.
Berner, R. (2003). The long-term carbon cycle, fossil fuelsand atmospheric composition.Nature,
426:323–326.
Bigg, R. (2003).Oceans and Climate. Cambridge University Press.
Bindoff, N., Willebrand, J., Artale, V., Cazenave, A., Gregory, J., Gulev, S., Hanawa, K., Le Quéré,
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