Abstract In this paper, we mainly consider quasi-cyclic (QC) codes over finite chain rings. We study module structures and trace representations of QC codes, which lead to some lower bounds on the minimum Hamming distance of QC codes. Moreover, we investigate the structural properties of 1-generator QC codes. Under some conditions, we discuss the enumeration of 1-generator QC codes and describe how to obtain the one and only one generator for each 1-generator QC code.
Introduction
A finite commutative ring with identity is called a finite chain ring if its ideals are linearly ordered by inclusion. It is well known that every ideal of finite chain ring is principal and its maximal ideal is unique. Let R denote the finite chain ring, γ a generator of its maximal ideal and F the residue field R/ γ . The ideals of R form a chain as follows
The integer s is called the nilpotency index of R. If F ∼ = F q , then |R| = q s . In this paper, we assume that F is equivalent to F q .
The classical examples of finite chain rings that are not finite fields are the integer residue ring Z p s , the Galois ring GR(p m , s) and the ring F p m + uF p m + · · · + u s−1 F p m , where p is a prime number and m, s are positive integers such that s ≥ 2. Note that the ring Let f (x) and g(x) be polynomials of R [x] . A monic polynomial d(x) is called the greatest common divisor of f (x) and g(x) if d(x) is a divisor of f (x) and g(x), and if e(x) is a divisor of f (x) and g(x), then e(x) is a divisor of d(x). We denote d(x) = gcd(f (x), g(x)). Two polynomials f (x) and g(x) are said to be coprime over R if there are two polynomials a(x) and b(x) in R [x] such that a(x)f (x) + b(x)g(x) = 1. It is well known that f (x) and g(x) are coprime over R if and only if f (x) and g(x) are coprime over F q . An interesting thing is that in R[x] two coprime polynomials may have a common divisor with degree ≥ 1. However, it is clear that the common divisor must be a unit in R [x] . Therefore if f (x) and g(x) are monic polynomials over R, then their common divisor is only 1 for the case coprime of them.
A polynomial f (x) ∈ R[x] is said to be basic irreducible if f (x) is irreducible in where r 0 , r 1 , . . . , r s−1 ∈ T . The units of R form a multiplicative group denoted by R * , which is a direct product ξ × G, where G = {1 + π|π ∈ γ } is a group of order q (s−1)m .
Let R be a finite chain ring and R n be the set of n-tuples over R. C is a linear code of length n over R if and only if C is an R-submodule of R n .
Quasi-cyclic (QC) codes are an important class of linear codes and have some good algebra structures [2] [3] [4] [5] [6] [7] [16] [17] [18] . Recently, there are some research papers about QC codes over finite chain rings [2, 3, 5, 7, 10, 17, 22] . In [2] , Aydin et al. studied QC codes over Z 4 and obtained some new binary codes using the usual Gray map. Moreover, they characterized cyclic codes corresponding to free modules in terms of their generator polynomials. Bhaintwal et al. discussed QC codes over the prime integer residue ring Z q [3] . They viewed a QC code of length mℓ with index ℓ as an Z q [x]/ x m − 1 -submodule of GR(q, ℓ)[x]/ x m − 1 , where GR(q, ℓ) was the ℓ-th Galois extension ring of Z q . A sufficient condition for 1-generator QC code to be Z q -free was given and some distance bounds for 1-generator QC codes were also discussed. In [7] , Cui et al. considered 1-generator QC codes over Z 4 . Under some conditions, they gave the enumeration of quaternary 1-generator QC codes of length mℓ with index ℓ, and described an algorithm to obtain one and only one generator for each 1-generator QC code. Based on the idea in [7] , we studied 1-generator QC codes over another special finite chain ring F q + uF q [10] . More recently, Cao used polynomial theory presented in [20] to study 1-generator QC codes over arbitrary finite chain rings [5] . He discussed the parity check polynomials of 1-generator QC codes and gave an explicit enumerator and algorithm for finding the generator of 1-generator QC codes with some fixed parity check polynomial. However, it should be noted that all research papers discussed above base on one fact that the block length of the QC code is coprime with the characteristic of finite chain ring. In [22] , Siap, et al. studied 1-generator QC codes of arbitrary lengths over finite chain ring F 2 + uF 2 . They gave the generating set and the free condition of the 1-generator QC code. Using Gary map, they also got some optimal binary linear codes over finite field F 2 .
In this paper, we mainly consider QC codes over general finite chain rings. The paper is organized as follows. In section 2, we sketch some well known structural properties of cyclic codes over finite chain rings. Moreover, we discuss trace representations of cyclic codes. Some further results are obtained in this section (Proposition 2.7 and Theorem 2.8). In section 3, we discuss module structures of QC codes over finite chain rings, which are generalizations of QC codes over finite fields. This point of view for studying QC codes could give a lower bound on the minimum Hamming distance (Theorem 3.1) and a construct method of linear codes over finite fields (Theorem 3.2). In section 4, we discuss the trace representation of QC codes over finite chain rings, which lead to another lower bound on the minimum Hamming distance (Theorem 4.3). In section 5, we investigate 1-generator QC codes. We give the structure of annihilator of the 1-generator QC code (Theorem 5.1) and the free condition for 1-generator QC code to be free (Theorem 5.2). In section 6, we give a sufficient and necessary condition for the 1-generator QC code to be unique (Theorem 6.1). Under some conditions and using another method different from the point of view presented in [5] , we also give an explicit enumeration formula for 1-generator QC codes with a fixed annihilator (Theorem 6.4). In section 7, we describe how to obtain one and only one generator for each 1-generator QC code (Theorem 7.2). Finally, we give an example to illustrate the main work in section 6 and section 7.
Cyclic codes
Let T be a cyclic shift operator T :
A linear code C is called the cyclic code of length n if it is invariant under T . In this paper, we assume n to be a positive integer not divisible by the characteristic of the residue field F = F q , so that x n − 1 is square free in F q [x] . Therefore x n − 1 has a unique decomposition as a product of monic basic irreducible pairwise coprime polynomials in
It is well known that the cyclic code of length n over R can be regarded as an ideal of R[x]/ x n − 1 . In the following, we list the Chinese Reminder Theorem (CRT) first, which will be used in other sections. 
(1) e 1 , e 2 , . . . , e r are mutually orthogonal non-zero idempotents of R f ;
(2) 1 = e 1 + e 2 + · · · + e r in R f ; (3) Let R f e i = e i be the principal ideal of R f generated by e i . Then e i is the identity of R f e i and R f e i = f i + f ;
For the structure of the cyclic code over finite chain ring R, there have been some well known results as follows.
Theorem 2.2 (cf. [9] Theorem 3.2, 3.4, 3.6 ) Let x n − 1 = f 1 f 2 · · · f r be a representation of x n − 1 as a product of monic basic irreducible pairwise coprime polynomials over R. Then
(1) Any ideal of R[x]/ x n − 1 is a sum of ideals of the form γ j f i + x n − 1 , where 0 ≤ j ≤ s,
(2) Let C be a cyclic code over R. Then there exist a unique family of pairwise coprime monic polynomials
(possibly, some of them are equal to 1) such that
n − 1 is a principal ideal ring. Let C be a cyclic code with notation in (2). Then
Let C be a cyclic code of length n generated by g(x) over R. Unlike the case over finite fields, g(x) may be not a divisor of x n − 1. It is related to whether C is a free R-module or not. (1) C is the Hensel lift of a cyclic code over R;
(2) C is a cyclic code and free;
(3) There exists a polynomial g(x) ∈ R[x] such that C = g(x) and g(x)|x n − 1; (4) There exists a monic polynomial g(x) ∈ R[x] such that {g(x)} is the generating set in standard form for C ;
(5) The dual code of C is the Hensel lift of a cyclic code over R. ✷ By Theorem 2.3, we can get the following proposition immediately.
Proposition 2.4 A nonzero cyclic code C of length n over R is a free R-module if and only if it is generated by a polynomial g(x) dividing x n − 1 over R. Moreover, if C is a free cyclic code, then the rank of C is n − degg(x) and the set {g(x), xg(x), . . . , x n−degg(x)−1 g(x)} forms an R-basis for C . ✷ Cyclic code C of length n over R can also be described in terms of primitive roots of unity. Let ξ i1 ,ξ i2 , . . ., ξ i k be n-th primitive roots of unity in some Galois extension ring R of R.
Then the corresponding cyclic code C can be defined as
The generator polynomial g(x) of C is the least common multiple of the minimal polynomials of
is a monic divisor of x n − 1 over R.
From Proposition 2.4, C is free.
In the following, we consider the BCH-type bound of the cyclic code over finite chain ring R. The process of proof is analogous to that of the cyclic code over finite field. Here we omit it. Proposition 2.5 Let g(x) be the generator polynomial of the free cyclic code C of length n and a monic divisor of
ξ is an n-th primitive root of unity in some Galois extension ring of R. Then the minimum
It is well known that the polynomial f (x) = x 3 + x + 1 is an irreducible and primitive factor of
can regard f (x) as a polynomial over R, i.e., the trivial Hensel lift of
Then ξ is a basic primitive element in R, i.e., an element of order 2 3 − 1 = 7 in R. Suppose the generator polynomial of a cyclic code C of length 7 over R be defined by
is a monic divisor of x 7 − 1 over R. Therefore, from Proposition 2.4, C is free over R 
Since g(x) has the Hamming weight 4, the minimum Hamming distance of C , d(C ) = 4 actually. Thus C is a free cyclic code over R with parameters [7, 3, 4] .
where each f i is a monic basic irreducible polynomial over finite chain ring R, i = 1, 2, . . . , r. Suppose that ξ is an n-th primitive root of unity and R is the smallest Galois extension ring of R, which contains the n-th primitive root of unity ξ.
Define the map π as follows
polynomial associated with c(x). Clearly,
For this reason A(z) is sometimes called a discrete Fourier transform of c(x). The inverse transform is given by
Suppose that R is an m-th Galois extension ring of finite chain ring R. It is well known that R is also with maximal ideal γ and the residue field F = R/ γ is F q m . Every element r of R can also be expressed uniquely in the form
where r 0 , r 1 , . . . , r s−1 belong to the Teichmüller set T = {0, 1, ζ, . . . , ζ Since the degree of the extension R over R is m, φ m is the identity map. The set of automorphism of R over R forms a group with respect to the composition of maps, which is called the Galois group of R over R and is denoted by Gal(R/R). It is well known that Gal(R/R) = φ . For any r ∈ R, we define the trace of r to be
Since
By Hensel lift, there is a one-to-one correspondence between factors of x n − 1 and the qcyclotomic cosets of Z n . Denote by U i (1 ≤ i ≤ r) the cyclotomic coset correspondence to f i . Let R i be the Galois extension ring of R corresponding to the basic irreducible polynomial
Sometimes this is called the trace representation of the cyclic code over finite chain ring R.
In the following, we give a slight different trace representation of the cyclic code over finite chain ring R. Proposition 2.7 Let C be a free cyclic code of length n over finite chain ring R. Suppose that non-negative integers i 1 , i 2 , . . . , i k are in different q-cyclotomic cosets in Z n . Let ξ be an n-th primitive root of unity and
where a j ∈ R, v = 0, 1, . . . , n − 1, and R is the smallest Galois extension ring of R containing the n-th primitive root of unity ξ.
Proof Let k = 1. Consider the following set
Obviously, C is a nonzero linear code of length n over R.
On the other hand the free
It should be noted that M 1 (x) ⊥ is a minimal free cyclic code with rank equality to the degree of M 1 (x), i.e., the minimal polynomial of ξ i1 over R. Since R is a principal ideal ring, the cyclic code C is also free over R implying that
For k ≥ 2, using the facts that any free cyclic code is the direct sum of some minimal free cyclic codes, we can get the result in this proposition. ✷
It is easy to see that
Therefore we could ask a question that when c v is zero except the case a j = 0 for each j = 1, 2, . . . , k? In the following we give an answer about this question.
where R j is the τ vij -th Galois extension ring of R for all j = 1, 2, . . . , k.
Proof Firstly, we will prove c v = 0 if and only if T r R/R a j ξ vij = 0 for all j = 1, 2, . . . , k.
Let Secondly, we will prove T r R/R a j ξ vij = 0 if and only if |U vij | = τ vij = m and T r R/ Rj (a j ) = 0. Since τ vij necessarily divides m, R is a subring of R. Therefore T r R/ R makes sense. From
, we deduce that there are q
The number of elements in the kernel of T r R/ R is also
Thus we have a j must be in the kernel of T r R/ R . Conversely, reading the above equality from left to right, replacing b j by a j , proves the claim. ✷
Module structure of quasi-cyclic codes
where
Then the QC code C is equivalent to saying that,
C is a QC code of length nℓ with index ℓ if and only if ρ(C ) is an R[x]/ x n − 1 -submodule of
This definition of the QC code is known as conventional row circulant. But in this section, we generalize another definition of the QC code in [16] to finite chain ring R.
Define an isomorphism between R nℓ and R n by associating with each ℓ-tuple
Then every element in R nℓ is one-to-one correspondence with an element in R n . The operator T ℓ for some element (v 00 , v 01 , . . . , v 0,ℓ−1 , . . . ,
Indicating the block positions with increasing powers of x, the vector v ∈ R nℓ can be associated In addition, let C be a QC code of length nℓ with index ℓ over R. It is also can be regarded as an R-submodule of R[x]/ x n − 1 because of the equivalence of R nℓ and R[x]/ x n − 1 .
Let C be a QC code of length nℓ with index ℓ over R, and generated by elements
then C is called the 1-generator QC code. Let the preimage of v(x) in R nℓ be v. Then for the 1-generator QC code C , we have C is generated by the set {v,
becomes an ℓ-tuple of polynomials over R each of degree at most n − 1 with the fixed R-basis {1, ξ, ξ 2 , . . . , ξ ℓ−1 }. Therefore, v(x) becomes an element of
row circulant definition of QC code.
i.e. the cyclic code C of length n over R. Therefore,
where d(C ) and d( C ) are minimum Hamming distances of C and C , respectively.
Theorem 3.1 Let C be an r-generator QC code of length nℓ with index ℓ over R and generated by the set {v
a lower bound on the minimum Hamming distance given by
where C is a cyclic code of length n over R with generator polynomials
and B is a linear code of length ℓ generated by the set {V ij , i = 1, 2, . . . , r, j = 0, 1, . . . , n−1} ⊆ R ℓ where each V ij is the vector equivalent of the j-th coefficient of v i (x) with respect to an
Proof The result follows from the Theorem 5 in [16] . ✷
In the reset of this section, we give an application of the above discussion. This application leads to construct QC codes over finite fields. 
(1) C has a lower bound on the minimum Hamming distance given by
where C is a cyclic code of length n over R generated by the polynomial g(x) ∈ R[x]/ x n − 1 , and B is a linear code of length ℓ generated by {v 0 , v 1 , . . . , v n−1 } where each v i is an ℓ-tuple with respect to a fixed F q -basis {1, u, . . . , u ℓ−1 } of R.
(2) If the cyclic code C in (1) is free and the generator polynomial g(x) has δ − 1 consecutive roots in some Galois extension ring of R, and if the set {v 0 , v 1 , . . . , v n−1 } generates a cyclic code B over finite field F q of length ℓ such that the generator polynomial of B has ε − 1 consecutive roots in some Galois extension field of
It is well known that
is a basic primitive polynomial over R, the root ξ of
, then the cyclic code C of length 7 generated by v(x) is free, and by Proposition 2.5, we have the minimum Hamming distance of C at least 4. The non-zero coefficients of v(x) correspond to the elements (1, 0, 1), (0, 0, 1), (1, 1, 1), (1, 0, 0), (1, 0, 0) with respect to the F 2 -basis {1, u, u 2 } of R and they generate a cyclic code B of length 3 with the minimum Hamming distance 1 over F 2 . Therefore, C is a 1-generator QC code of length 21 with dimension 3 and minimum Hamming distance at least 4 × 1 = 4 over finite field F 2 . A generator matrix for C is given as follows   101 001 111 100 100 000 000 000 101 001 111 100 100 000 000 000 101 001 111 100 100
In fact the minimum Hamming distance of C is 8. Therefore, C is a QC code with parameters [21, 3, 8] over F 2 .
4 Trace representation of quasi-cyclic codes 
Therefore if C is a QC code of length nℓ with index ℓ over R, then
where C i , i = 1, 2, . . . , r, is a linear code of length ℓ over the ℓ i -th Galois extension ring R i of R. This is called the canonical decomposition of the QC code C . The trace representation of cyclic code over finite chain R can give the following characterization result on QC code as follows.
is the basic irreducible polynomial with degree ℓ i over R.
denote the q-cyclotomic coset mod n corresponding to f i . Fix a representatives u i ∈ U i from each cyclotomic coset. Let C i be a linear code of length ℓ over R i for all i = 1, 2, . . . , r. For
is a QC code of length nℓ with index ℓ over R. Conversely, every QC code of length nℓ with index ℓ over R is obtained through this construction. ✷ Let R ⊂ R ⊂ R be Galois extension. If ω ∈ R such that T r R/ R (ω) = 1, then for any ϑ ∈ R we have T r R/R (ϑ) = T r R/R (ωϑ).
Theorem 4.2 Let C be a QC code defined as above. Let ω 1 , ω 2 , . . . , ω r ∈ R be elements with T r R/Ri (ω i ) = 1 for all i = 1, 2, . . . , r. Then
(2) The columns of any codeword c ∈ C lie in a free cyclic code B of length n over R, which dual code B ⊥ has roots ξ −u1 , ξ −u2 , . . . , ξ −ur , where ξ is an n-th primitive root of unity in R;
(3) For any column
where c i = ( c i1 , c i2 , . . . , c iℓ ) ∈ R i and ν = 1, 2, . . . , ℓ, we have c ν = 0 if and only if c 1,ν = c 2,ν = · · · = c r,ν = 0.
(2) For any column
the v-th component
where c i = ( c i1 , c i2 , . . . , c iℓ ) ∈ R i and ν = 1, 2, . . . , ℓ. Since c i,ν ω i ∈ R, from Proposition 2.7, we have c ν lies in a free cyclic code B of length n over R, which dual code B ⊥ has roots As a consequence of Theorem 4.2, we can exhibit a minimum Hamming distance bound for the QC code. We assume that
For any nonempty sunset I = {i 1 , i 2 , . . . , i t } ⊆ {1, 2, . . . , r} with 1 ≤ i 1 < i 2 < · · · < i t ≤ r, let B I = B i1,i2,...,it be a free cyclic code of length n over R, which dual code B ⊥ I has roots ξ −ui 1 , ξ −ui 2 , . . . , ξ −ui t . If ∅ = I 1 ⊂ I 2 ⊆ {1, 2, . . . , r}, then B I1 ⊂ B I2 and hence
For I defined above, we define
In the following, we give the minimum Hamming distance bound for QC codes over finite chain ring R, which is an interesting generalization of Theorem 4.8 in [13] . 
). If t ≥ 2, then the weight for such code C is minimized if
where Supp( c i k ) denotes the nonzero coordinates of c i k for all k = 1, 2, . . . , t. By the proof process of Theorem 4.5 in [13] , the lowest possible weight for such code in this case is
which implies that
Let N ⊆ {1, 2, . . . , r} and let i be the minimal element in N . Adjoining one element at a time, we have N ⊆ N 1 ⊆ · · · ⊆ {i, i + 1, . . . , r}. Then
Hence, the minimum Hamming distance of C is equal to
✷
Example 4.4 Consider a QC code C of length 14 with index 2 generated by (a 0 (x), a 1 (x)) over R = F 2 + uF 2 , where a 0 (x) = x 4 + x 2 + x and a 1 (x) = x 4 + x 3 + x 2 + x + 1. Since
where C 1 is a linear code of length 2 generated by (1, 0) over R, C 2 is a linear code of length 2 generated by (1, x 2 + 1) over R[x]/ x 3 + x 2 + 1 and C 3 is a zero code over R[x]/ x 3 + x + 1 . Clearly, ℓ is a divisor of N . Let N = nℓ. Define a one-to-one correspondence
. , a n−1,0 , a n−1,1 , . . . , a n−1,ℓ−1 )
, where a(x) is defined as above. Then C is called a 1-generator QC code. Define the annihilator of C as follows
It is easy to check that Ann(C ) is an ideal of R n . Consider the map ϕ from R n to C , which sends c(x) ∈ R n to c(x)a(x) ∈ C . Clearly, ϕ is a surjective R[x]-module homomorphism and the kernel of ϕ is Ann(C ). Therefore R n /Ann(C ) is isomorphic to C and hence a 1 (x) , . . . , a ℓ−1 (x) be the ideal generated by elements a 0 (x), a 1 (x), . . . , a ℓ−1 (x) ∈ R n . Then, by Theorem 2.2, there exists a unique set of pairwise coprime monic polynomials F 0 , F 1 , . . . , F s over R (possibly, some of them are equal to 1) such that
n , and C = R n a(x) be a 1-generator QC code. Let F 0 , F 1 , . . . , F s be given above. Then the annihilator of C Ann(C ) = F 0 , γ F s , . . . , γ s−1 F 2 , where
Proof Let I = a 0 (x), a 1 (x), a ℓ−1 (x) and Ann(I) be the annihilator of I. It is easy to verify that Ann(I) = Ann(C ). Clearly, F 0 , γ F s , . . . , γ s−1 F 2 ∈ Ann(I). On the other hand, since
where a 1 (x) , . . . , a ℓ−1 (x)). Then I = a 0 (x), a 1 (x), . . . , a ℓ−1 (x)) = F 0 and Ann(C ) = F 1 . By Proposition 2.4, we have I and Ann(C ) are all free cyclic codes over R. In the following, we give a sufficient condition for the 1-generator QC code to be free and a BCH-type bound for the free 1-generator QC code.
Theorem 5.2 Let C be a 1-generator QC code with annihilator F 1 generated by a(
(1) C is a free 1-generator QC code. Furthermore if degF 1 = k, then C is generated by the set {a(x), xa(x), . . . , x k−1 a(x)} with rank k.
be the consecutive roots of F 0 , where ξ is an n-th primitive root of unity in some Galois extension ring R of R. Then the minimum Hamming distance of C is d(C ) ≥ ℓδ.
Proof (1) Define a map as follows
φ is an R[x]-module homomorphism onto C . Clearly, the kernel of φ is the annihilator of C . It follows that C is isomorphic to R[x]/ F 1 . Since F 0 F 1 = x n − 1, by Theorem 2.1 (5), we have C is isomorphic to the cyclic code F 0 , which is free over R. Therefore C is a free 1-generator QC code over R. If degF 1 = k, then C can be generated by the set {a(x), xa(x), . . . , x k−1 a(x)}. From the isomorphism between C and the free cyclic code F 0 , one can deduce the elements in the set are linearly independent over R, which implies that the rank of C is k. 
Example 5.3 Let R = F 5 + uF 5 and n = 24. Let C be a 1-generator QC code with generator (a 0 (x), a 1 (x)) over R. Assume that a 0 (x) = b 0 (x)F 0 = 1 × F 0 = x 16 + 2x 14 + 4x 13 + 4x 12 + 3x 11 + 2x 10 + 3x 9 + 3x 8 + 3x 7 + x 5 + 2x 4 + 2x + 2 is a monic divisor of x 24 − 1 and a 1 (x) = b 1 (x)F 0 , where b 1 (x) = 3x 6 + 2x 5 + x 3 + 2x 2 . Then the annihilator of C is
zeros, where ξ is a 24-th primitive root of unity in R = F 5 2 + uF 5 2 , and gcd(b j (x), F 1 ) = 1 for j = 0, 1, the cyclic code of length 24 generated by a 0 (x) and a 1 (x) is free and the minimum Hamming distance at least 13. Therefore C is free with the minimum Hamming distance at least 2 × 13 = 26. In fact, the minimum Hamming distance of C is 30. Therefore C is a free 1-generator QC code of length 48, with the rank 8 and the minimum Hamming distance 30, i.e. an [48, 8, 30 ] linear code over R.
Enumeration of 1-generator quasi-cyclic codes
In this section, we assume that gcd(n, q) = 1 and gcd(|q| n , ℓ) = 1, where |q| n denotes the order of q modulo n, i.e., the smallest integer t such that n | (q t − 1). For simplicity, we denote R n = R[x]/ x n − 1 and r R be the ideal of R generated by r ∈ R.
Let I = a 0 (x), a 1 (x), . . . , a ℓ−1 (x) be an ideal generated by a 0 (x), a 1 (x), . . . , a ℓ−1 (x) of R n . Then there exist pairwise coprime monic polynomials
By reduction modulo γ, we have I = F 1 Rn and
It means that
Repeating the above process, we get the following s equations
Note that F 1 , F 2 , . . . , F s are the Hensel lift of F 1 , F 2 , . . . , F s , respectively. Therefore we can determine the generators of I, i.e., F 1 , γ F 2 , . . . , γ s−1 F s . Moreover the 1-generator QC code C has the annihilator Ann(C ) = F 0 , γ F s , . . . , γ s−1 F 2 if and only if the equations (7) hold.
Theorem 6.1 Let a(x) = (a 0 (x), a 1 (x), . . . , a ℓ−1 (x)) ∈ R ℓ n and C = R n a(x) be a 1-generator QC code over R. Let c(x) = (c 0 (x), c 1 (x), . . . , c ℓ−1 (x)) ∈ R ℓ n . Then R n a(x) = R n c(x) if and only if there exists a polynomial h(x) ∈ R[x] such that c(x) = h(x)a(x) and h(x) are coprime with the generator of Ann(C ),i.e.
Proof Since Ann(C ) = F 0 , γ F s , . . . , γ s−1 F 2 is an ideal of R n , from the proof process of Theorem 3.6 in [9] , we have Ann(
and h(x) and F are coprime. Then R n c(x) ⊆ R n a(x). Since h(x) and F coprime, there exist
Hence h(x) and F are coprime. ✷ Let f (x) be a basic irreducible polynomial with degree ℓ over R. Then R = R[x]/ f (x) be the ℓ-th Galois extension ring of R. We can map R ℓ n into R n via the natural mapping
where the set {α 0 , α 1 , . . . , α ℓ−1 } is a basis for R over R.
Since gcd(n, q) = 1 and gcd(|q| n , ℓ) = 1, the polynomial x n − 1 has the same prime
. Therefore x n − 1 has the same factorization as a product of basic irreducible polynomials over finite chain rings R and R, respectively. In this case, if we assume a(
For all i = 1, 2, . . . , s, F i and F i are coprime in R[x] because of gcd(n, q) = 1. Therefore
Then, by Theorem 2.1 (3), each e i is the identity of the ring F i Rn , i = 1, 2, . . . , s. If we assume that e is the identity of F 1 , γ F 2 , . . . , γ s−1 F s Rn , then we have e = e 1 + e 2 + · · · + e s , which implies the following direct sum decomposition
Then C = R n a(x) is a 1-generator QC code with annihilator F 0 , γ F s , . . . , γ s−1 F s if and only if A j (x) and F j are coprime for all j = 1, 2, . . . , s.
Proof Firstly, we will prove that gcd(A j (x), x n − 1) = F j if and only if A j (x) and F j are coprime for all j = 1, 2, . . . , s. Let A j (x) and F j be coprime over R, j = 1, 2, . . . , s.
Then gcd(A j (x), F j ) = 1. On the other hand, since γ j−1 A j (x) ∈ γ j−1 F j Rn , we have
, which implies that gcd(A j (x), x n − 1) = F j . Conversely, for any
Next we will prove that C is a 1-generator QC code generated by a(x) with annihilator F 0 , γ F 2 , . . . , γ s−1 F s if and only if gcd(A j (x), x n − 1) = F j for all j = 1, 2, . . . , s. Note that
for all k = 1, 2, . . . , s − 1, we have C is a 1-generator QC code with annihilator Ann(C ) = F 0 , γ F s , . . . , γ s−1 F 2 if and only if
for all k = 1, 2, . . . , s − 1. ✷ For each j = 1, 2, . . . , s, define a map µ j from finite chain ring R with maximal ideal γ and nilpotency index s to the finite chain ring R(modγ j ) = R (j) with maximal ideal γ and nilpotency index j, where j is a positive integer and 1 ≤ j ≤ s. Clearly, µ 1 (R) is the residue field F q and µ s (R) is R. Extend the map µ j to the polynomial ring R[x], such that for any polynomial f (x) ∈ R[x], µ j (f (x)) = f (x)(modγ j ). Then µ j is a surjective ring homomorphism. Therefore we have the following ring isomorphism.
Then C = R n a(x) is a 1-generator QC code with annihilator F 0 , γ F s , . . . , γ s−1 F 2 if and only if µ j (A s−j+1 (x)) ∈ G j for all j = 1, 2, . . . , s.
and F s−j+1 are coprime for all j = 1, 2, . . . , s. From Lemma 6.2, C has the annihilator
Conversely, for each j = 1, 2, . . . , s, if A s−j+1 (x) and F s−j+1 are coprime, then there exist Proof
where for each j = 1, 2, . . . , s, A j (x) is any inverse image of µ s−j+1 (A j ) under the map µ j ,
If R n a (1) = R n a (2) , then by Theorem 6.1, there exists a polynomial h(x) ∈ R[x] such that gcd(h(x), F ) = 1. Therefore
Since for each j = 1, 2, . . . , s, e j is the identity of F j Rn , we have
which deduces that gcd(µ s−j+1 (h(x))µ s−j+1 (e j ), µ s−j+1 (F j )) = 1 (the second equality in (8) holds because of µ s−j+1 (h(x))µ s−j+1 (e j ) is a unit in G j ). Using the technique in the proof process of Theorem 6.3, we have µ s−j+1 (h(x))µ s−j+1 (e j ) ∈ G j . It follows that µ s−j+1 (A 1j (x)) = µ s−j+1 (A 2j (x)) for all j = 1, 2, . . . , s. Hence η is injective.
For any 1-generator QC code R n a(x) ∈ M , assume that
Therefore η is surjective. It means that η is a bijective map.
From Theorem 2.1, for each j = 1, 2, . . . , s, we have
Since Proof Since A(x) = ℓ−1 i=0 a i (x)α i , it follows that if we get A(x) we can determine the generator of the QC code. For A(x), we have A(x) = It has proved the result. ✷ For all j = 1, 2, . . . , s, if we let A s−j+1 (x) be any inverse image of µ j (A s−j+1 (x)) under the map µ j in R, then Theorem 7.2 gives an algorithm of finding the generator (a 0 (x), a 1 (x), . . . , a ℓ−1 (x)) over R actually.
In the rest of this section, we give an example to illustrate the application of Theorem 6.4 and Theorem 7.2. 
Let R (2) = R (2) [x]/ x 2 +x+1 and ξ = x+ x 2 +x+1 . Then ξ is an element of order 2 2 −1 = 3 in R (2) . Choose a basis of R over R as {1, ξ}. Since F 1 = x−1, we have R (2) [x]/ F 1 = R (2) .
Then µ 2 (e 1 ) = F 1 = x 6 + x 5 + x 4 + x 3 + x 2 + x + 1 is the identity of F 1 R (2) n , and ξ 1 = ξF 0 = ξx 6 + ξx 5 + ξx 4 + ξx 3 + ξx 2 + ξx + ξ is an element of order 2 2 − 1 = 3 in R (2) [x]/ F 1 . In the language of Theorem 7.1, we have T 11 = {ξ β 11 | β 11 ∈ F 2 } = {0, ξ} and Q | a = 0, 1, 2; ξ b 1 ∈ T 11 } = {F 0 , ξF 0 , (1 + ξ)F 0 , (1 + uξ)F 0 , (1 + u + ξ)F 0 , ((1 + u)ξ + u)F 0 }, which is the complete set of representatives of cosets of (R (2) [x]/ F 1 ) * /(R (2) [x]/ F 1 ) * .
In the language of Theorem 7.1, we have R (1) = F 2 2 and R (1) [x]/ x 3 + x 2 + 1 = F 2 6
with the primitive element ξ 1 = x 5 + ξx 4 + x 3 + ξ 2 x 2 + ξ 2 x + ξ and the identity µ 1 (e 2 ) = Clearly, the length of C is 14 and |C | = 
Conclusion
In this paper, we mainly consider QC codes over finite chain rings. Module structures and trace representation of QC codes are studied, which lead to some distance bounds on the minimum Hamming distance of QC codes. Particularly, we investigate the 1-generator QC code giving the explicit structure of its annihilator that be used to calculate the number of codewords in QC code. Moreover, under some conditions, we discuss the enumerator and the generator of the 1-generator QC code with some fixed annihilator.
More recently, there are some research papers on quasi-twisted (QT) codes, which are natural generalizations of QC codes (see [1] [8] [11] [15]). They also have good algebra properties and can produce some good linear codes over finite fields [1, 8, 11] . In [15] , the author used the generalized discrete Fourier transform (GDFT) to study structural properties of QT codes of arbitrary lengths over finite fields. At the end of [15] , the author gave a construction algorithm to construct QT codes. If we assume the block length of the QT code is coprime with the characteristic of the finite chain ring, then all the results in this paper are valid for the QT code. But the structural properties for QT codes of arbitrary lengths over finite chain rings are also interesting open problems for further consideration.
