Détection et suivi du visage et des mains appliqués à la surveillance de prise de médicaments by Ammouri, Soufiane
UNIVERSITE DE MONTREAL 
DETECTION ET SUIVIDU VISAGE ET DES MAINS APPLIQUES A LA 
SURVEILLANCE DE PRISE DE MEDICAMENTS 
SOUFIANE AMMOURI 
DEPARTEMENT DE GENIE INFORMATIQUE ET GENIE LOGICIEL 
ECOLE POLYTECHNIQUE DE MONTREAL 
MEMOIRE PRESENTE EN VUE DE L'OBTENTION 
DU DIPLOME DE MAITRISE ES SCIENCES APPLIQUEES 
(GENIE INFORMATIQUE) 
AOUT 2008 
© Soufiane Ammouri, 2008. 
1*1 Library and Archives Canada 
Published Heritage 
Branch 
395 Wellington Street 





Patrimoine de I'edition 
395, rue Wellington 
Ottawa ON K1A0N4 
Canada 
Your file Votre reference 
ISBN: 978-0-494-46028-3 
Our file Notre reference 
ISBN: 978-0-494-46028-3 
NOTICE: 
The author has granted a non-
exclusive license allowing Library 
and Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non-
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 
AVIS: 
L'auteur a accorde une licence non exclusive 
permettant a la Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par Plntemet, prefer, 
distribuer et vendre des theses partout dans 
le monde, a des fins commerciales ou autres, 
sur support microforme, papier, electronique 
et/ou autres formats. 
The author retains copyright 
ownership and moral rights in 
this thesis. Neither the thesis 
nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission. 
L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these. 
Ni la these ni des extraits substantiels de 
celle-ci ne doivent etre imprimes ou autrement 
reproduits sans son autorisation. 
In compliance with the Canadian 
Privacy Act some supporting 
forms may have been removed 
from this thesis. 
Conformement a la loi canadienne 
sur la protection de la vie privee, 
quelques formulaires secondaires 
ont ete enleves de cette these. 
While these forms may be included 
in the document page count, 
their removal does not represent 
any loss of content from the 
thesis. 
Canada 
Bien que ces formulaires 
aient inclus dans la pagination, 
il n'y aura aucun contenu manquant. 
UNIVERSITE DE MONTREAL 
ECOLE PQLYTECHNIQUE DE MONTREAL 
CE MEMOIRE INTITULE: 
DETECTION ET SUIVIDU VISAGE ET DES MAINS APPLIQUES A LA 
SURVEILLANCE DE PRISE DE MEDICAMENTS 
presente par : AMMOURI Soufiane 
en vue de l'obtention du diplome de : Maitrise es sciences appliquees 
a ete dument accepte par le jury d'examen constitue de : 
M. LANGLOIS J.M. Pierre, Ph.D., president 
M. BILODEAU Guillaume-Alexandre, Ph.D., membre et directeur de recherche 
M. OZELL Benoit Ph.D., membre 
iv 
A la recherche objective. 
A la paix dans le monde. 
V 
REMERCIEMENTS 
J'aimerais remercier les membres du jury pour avoir accepte d'evaluer mon memoire. 
Je souhaite remercier chaleureusement le directeur de mon projet Monsieur Guillaume-
Alexandre Bilodeau, pour m'avoir accueilli dans son laboratoire, la confiance qu'il a faite 
en moi, ses aimables et valeureuses directives pour mener a bien ce projet et surtout sa 
totale disponibilite pour repondre a mes questions. 
Je veux aussi remercier Chantal Balthazard et Jeanne Daunais, respectivement commis et 
secretaire au departement de genie informatique et genie logiciel de l'Ecole 
Polytechnique de Montreal, pour les differents services qu'elles rendent aux etudiants. 
Par la suite, je tiens a remercier tous les membres de LITIV, je vous dis tout simplement 
que travailler avec vous etait une experience tres agreable pour moi. 
Je ne veux pas oublier de remercier toutes les personnes qui ont pris le temps d'aller avec 
moi pour les prendre en photo ou en video afin de construire la base de donnees sur 
laquelle j 'ai travaille et j 'ai teste mes resultats. Sans eux, je serais surement incapable de 
realiser ce projet. 
Je tiens a remercier particulierement James Hudon (stagiaire au LITIV) qui m'a aide a 
comparer mes methodes de suivi du visage et des mains avec d'autres methodes 
existantes. 
Finalement, j'aimerai bien remercier les membres de ma famille ainsi que tous ceux et 
celles qui m'ont soutenus tout au long du deroulement de ma maitrise, tant moralement 
que techniquement. lis etaient ma principale source de motivation et d'encouragement. 




Ce memoire presente un systeme de detection et de suivi des parties du corps dans un 
flux video. Les techniques de localisation et du suivi du visage et des mains sont utilisees 
par la suite pour la detection d'activites humaines. Dans ce travail, on a choisit la 
detection automatique de prise de medicaments dans des sequences video prises par une 
camera statique. Le travail s'effectue sans la reconnaissance de la position exacte du 
comprime a cause de sa petite taille qui empeche sa localisation et son suivi. La detection 
des parties du corps de la personne et des bouteilles de medicaments est effectuee a l'aide 
de techniques basees sur la couleur et la forme. Pour le suivi de ces objets, on utilise 
plusieurs methodes basees sur les histogrammes de couleurs, les moments de Hu et les 
contours. Pour la reconnaissance de la prise de medicaments, on se base sur un reseau de 
Petri afin de s'assurer que les etats permettant la detection de prise de medicaments sont 
parcourus dans le bon ordre dans la sequence a analyser. Dans des conditions controlees, 
nos algorithmes de detection et de suivi du visage et des mains ont une efficacite de plus 
de 96% et permettent la detection de la prise de medicaments dans differents scenarios. 
Mots clef - Detection du visage et des mains, suivi du visage, suivi des mains, 
medicaments, Moments de Hu, histogrammes de couleurs, contours, reseau de Petri. 
Vll 
ABSTRACT 
This thesis presents detection and tracking methods for user's body parts in video 
sequences. They are applied to detect human activities. In this work, we chose the 
automatic detection of medication intake in video taken by a static camera. The work is 
done without the recognition of the location of pills because of its small size, which 
prevents locating and monitoring. We use a technique based on color and shape to detect 
the body parts and the medication bottles. Color is used for skin detection, and the shape 
is used to distinguish the faces from the hands and differentiate bottles of medicine. To 
track these objects, we use methods based on color histograms, Hu moments and edges. 
For the recognition of medication intake, we use a Petri network and event recognition. In 
controlled conditions, our methods have an accuracy of more than 96% and allow the 
detection of the medication intake in various scenarios. 
Keywords - Face and hands detection, face tracking, hand tracking, medication, Hu 
moments, color histograms, edges, Petri network. 
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INTRODUCTION 
La videosurveillance consiste a placer des cameras de surveillance dans un lieu public ou 
prive pour pouvoir visualiser et analyser ce qui s'y passe. Les applications en 
videosurveillance sont aussi nombreuses que diversifiees. En matiere de securite, elle est 
utilisee pour surveiller les allers et venues, prevenir les vols, agressions, fraudes et gerer 
les incidents et mouvements de foule. Dans le domaine biomedical, la videosurveillance 
peut etre utilisee pour la detection de chutes, l'analyse d'habitudes alimentaires ou encore 
pour le controle de la prise de medicaments. Dans ce memoire, il sera question de cette 
derniere application. 
Contexte et problematique 
« Les personnes de plus de 85 ans sont un peu plus d'un million et dans dix ans, elles 
seront pres du double », a indique en 2006 Philippe Bas, ministre delegue aux Personnes 
agees de la France, lors des 13emes rencontres parlementaires tenues a Paris sur la 
longevite ayant pour theme « Longevite et nouvelles technologies » [1]. Aussi, une etude 
de VAgence de sante publique de Canada [2] estime qu'en 2016, la proportion de 
Canadiens de 65 ans et plus dans la population sera de 16% et passera a plus de 22% en 
2041. En effet, le Canada assiste actuellement a un vieillissement important de sa 
population. L'augmentation de l'age augmente les problemes de sante et entraine par 
consequent une augmentation de la prise des medicaments. Sachant que la technologie 
peut ameliorer de maniere decisive la qualite de vie des personnes Sgees ou ayant une 
deficience mentale en leur permettant de rester chez elles plus longtemps et en leur 
offrant un suivi medical a la fois plus souple et plus efficace, on s'est interesse au 
probleme du controle de la prise de medicaments. Ainsi le domaine de la 
videosurveillance a suscite beaucoup d'interet mais il n'a ete que peu dirige vers le 
controle de la prise de medicaments. 
Recemment, quelques articles ([3], [4]) ont traite la detection de prise de medicaments. 
Les methodes utilisees dans ces deux articles seront bien decrites et analysees au chapitre 
1. Pour detecter l'activite humaine qui est dans notre cas la prise de medicaments, on doit 
2 
pouvoir localiser et suivre les objets qui interagissent dans cette activite. Ces objets sont 
le visage, les mains et les bouteilles de medicaments. Quelque soit l'objet que Ton veut 
suivre dans une sequence video, on a besoin d'un modele pour le decrire : ce modele peut 
contenir aussi bien de l'information a priori sur l'objet que de l'information extraite des 
trames precedentes. II peut etre constitue de descripteur de couleur, de texture, de forme 
ou de tout autre type de primitives. Les differentes methodes developpees pour la 
detection et le suivi de ces objets seront decrites et analysees au chapitre 1. 
Objectifs 
Un systeme complet pour controler la prise de medicaments doit: 
1. Identifier la personne qui est en train de prendre le medicament. 
2. Detecter la prise du medicament. 
3. Identifier le medicament pris. 
4. Detecter la quantite prise de ce medicament. 
5. Detecter l'heure de prise du medicament. 
Notre systeme se concentre sur les problemes (2) et (3). Le probleme (1) sera parmi les 
travaux futurs applicables a notre projet, le probleme (4) est difficile a traiter si on ne 
peut localiser et suivre les comprimes puisqu'ils sont toujours occultes par les doigts, et 
le dernier probleme est relativement facile a resoudre mais il ne sera pas discute dans ce 
memoire. Done, le but de la recherche est de developper des methodes pour : 
> Detecter et suivre le visage et les mains dans une sequence video. 
> Localiser et identifier les bouteilles de medicaments presentes dans la sequence. 
> Detecter la prise de medicament en identifiant le medicament pris. 
Aper^u de la methode proposee 
On commence par filmer une scene dans laquelle un usager prend ses medicaments que 
nous presentons a notre systeme. Pour chacune des images (trames) de la sequence, 
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l'espace de couleur HSV avec des seuils predefinis est utilise pour detecter les regions de 
peau contenues dans cette sequence. Des hypotheses sur la forme du visage nous 
permettent de localiser ce dernier dans la trame initiale. Le suivi du visage dans les 
trames suivantes s'effectue en utilisant un descripteur de forme. Le suivi des mains 
s'effectue en exploitant les proprietes de contours. L'identification et la localisation des 
bouteilles de medicament se fait en combinant les histogrammes de couleurs et un 
descripteur de forme et le suivi de ces derniers se base sur la propriete du centroide. 
Nos algorithmes de localisation et de suivi des parties du corps et des bouteilles de 
medicaments sont appliques pour la detection de l'activite humaine. Dans notre cas, on a 
utilise un reseau de Petri afin de reconnaitre la prise de medicament en definissant 
differents etats lies a Taction de prise de medicaments. 
Contributions 
Notre contribution est essentiellement la realisation d'un nouveau systeme de detection 
de l'activite humaine qui est dans notre cas la prise de medicaments. Specifiquement, 
notre premiere contribution est la creation d'un nouvel algorithme de suivi du visage se 
basant sur la detection des regions de la peau, sur quelques hypotheses sur la forme du 
visage pour pouvoir le localiser dans la trame initiale, et sur les moments de Hu qui 
seront expliques au chapitre 2 pour effectuer le suivi. Comme deuxieme contribution, on 
a utilise la segmentation en region de peau et exploite les proprietes de contours, de 
morphologie mathematique (dilatation), de la densite des aretes ainsi que du centroi'de 
des regions pour pouvoir localiser les mains dans les bras et pouvoir les suivre. Notre 
troisieme contribution est la proposition d'une methode qui combine les histogrammes de 
couleurs et les moments de Hu pour 1'identification des bouteilles de medicaments. Enfin, 
comme quatrieme contribution, on a con§u un reseau de Petri afin de reconnaitre la prise 
de medicament. Dans ce reseau, la transition des jetons d'une place a l'autre ne se produit 
que si les evenements durent un certain nombre de trames. 
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Plan du memoire 
A travers ce memoire, on va discuter des methodes utilisees ainsi que des resultats 
obtenus afin d'atteindre les objectifs du projet. Le reste de ce document est structure 
comme suit. Le premier chapitre presente une breve revue de l'etat de l'art. Ce dernier 
decrit les methodes de detection de la peau humaine, les methodes de detection du visage 
et des mains, les differentes approches du suivi des objets, les techniques deja utilisees 
pour la reconnaissance de l'activite humaine et deux articles portant directement sur des 
systemes de controle de prise de medicaments. Le second chapitre decrit en details notre 
methodologie ou contribution, c'est-a-dire les algorithmes qui sont implemented dans le 
cadre de ce memoire. On y trouve la methode utilisee pour la detection des regions de la 
peau contenues dans chacune des trames de la sequence video, la technique adoptee pour 
la detection et la gestion des occlusions entre les parties du corps suivies, les methodes 
utilisees pour la detection et le suivi du visage et des mains, les techniques de localisation 
et d'identification des bouteilles de medicaments et le reseau de Petri construit pour la 
detection de l'activite humaine. Finalement, dans le troisieme chapitre, on fournit les 
resultats et les performances de nos algorithmes ainsi qu'une breve discussion. 
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CHAPITRE 1 REVUE DE LA LITTERATURE 
Sachant que la technologie peut ameliorer de maniere decisive la qualite de vie des 
personnes ctgees ou ayant une deficience mentale en leur permettant de rester chez elles 
plus longtemps et en leur offrant un suivi medical a la fois plus souple et plus efficace, on 
a choisi d'appliquer nos methodes pour le controle de la prise de medicaments. Ainsi le 
domaine de la videosurveillance a suscite beaucoup d'interet mais il a ete que peu dirige 
vers le controle de la prise de medicaments. Recemment, quelques articles ([3], [4]) ont 
traite la detection de prise de medicaments. Ces articles seront analyses dans un premier 
temps. Par la suite, on va discuter des methodes qui traitent la detection et le suivi de 
meme que la reconnaissance des activites humaine. 
1.1 Surveillance de la prise de medicament 
Dans cette section, on va presenter les methodes utilisees dans les articles [3] et [4] dans 
lesquelles les auteurs ont presente un systeme de vision par ordinateur permettant la 
surveillance du comportement de prise de medicaments. 
1.1.1 Article de Batz et al. 2005 [3] 
1.1.1.1 Description de la methode 
Dans leur approche, les auteurs commencent par detecter les regions de la peau contenues 
dans chacune des trames. Pour ce faire, ils extraient manuellement les pixels de peau des 
images de trois personnes differentes. Les pixels sont transformes par la suite a l'espace 
de couleur YCbCr pour rendre leur chrominance (couleur) plus independantes a leur 
luminance (intensite). Des intervalles de seuillage sont construits a l'aide des valeurs des 
pixels extraits afin d'effectuer la binarisation de chacune des images (1: peau, 0: non-
peau). La segmentation se fait en utilisant un algorithme de composantes connectees suivi 
des operations morphologiques telles qu'un filtre median. Une fois les regions de peau 
etiquetees, les auteurs se basent sur les rectangles englobant et les centroi'des de ces 
regions pour detecter la presence des occlusions entre les mains et le visage. La 
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dimension et la forme des regions permettent de differencier les mains du visage. La 
bouche est localisee selon la couleur des levres. Les bouteilles de medicaments sont 
detectees en cherchant dans l'image de contours des objets de formes rectangulaires et de 
proportion hauteur/largeur d'approximativement 2:1. Une librairie de bouteilles definie 
permet la localisation d'objets dans les regions respectant ces proportions. Un 
appariement de gabarits permet le suivi de ces bouteilles en effectuant des correlations 
sur les composantes Cb et Cr entre les regions possibles et le gabarit soumis a des 
rotations et des translations. Le systeme detecte la prise de medicaments si la sequence 
formee par les evenements « Ouverture de la bouteille », « Main sur la bouche » et « 
Fermeture de la bouteille » se produit. L'ouverture et la fermeture des bouteilles sont 
detectees en analysant l'orientation des doigts dans les regions qui represented les mains. 
1.1.1.2 Analyse de la methode 
Dans cet article, la segmentation initiale de l'image en regions de peau se fait en se 
basant sur des pixels de peau extraits manuellement pour seulement trois personnes. 
Done, il est fort possible que le systeme echoue dans la detection de la couleur de la peau 
en presence d'une nouvelle personne. Aussi, apres la localisation du visage, les auteurs 
utilisent la transformation developpee par [5] afin de faire ressortir les levres et detecter 
la bouche. Dans [5], Hsu et al. ont remarque que la couleur de la region qui represente les 
levres contient une plus forte composante rouge et une faible composante bleu que les 
autres regions du visage. Par consequent, la composante de chrominance Cr est 
superieure a Cb dans les levres. lis ont constate que le rapport Cr/Cb est plus faible que la 
valeur de Cr et par consequent la difference Cr2- (Cr/Cb) est beaucoup plus importante 
pour les levres que pour les autres parties du visage. L'image construite permettant la 





ou 7 = 0.95.- ^ ^ , (1.2) 
- . y£iCr(x,y)/Cb(x,y) 
n (x,y)e9t 
avec Cr et Cr/Cb qui sont normalisees entre 0 et 255, n qui est le nombre de pixels de la 
region 9? representant le visage et (x,y) represente les coordonnees des pixels se trouvant 
dans la region 91. Apres quelques operations morphologiques, ils seuillent cette carte 
pour localiser la bouche. Dans [6], Eveno et al. doutait de l'homogeneite de cette 
expression pour l'extraction des levres. Dans le cadre de notre etude, on a implemente les 
equations 1.1 et 1.2 afin de tester leurs homogeneites et leurs performances pour la 
detection de la bouche. La figure 1.1 compile les resultats obtenus pour deux personnes 
differentes. 
Figure 1.1 Localisation des levres avec la methode de Hsu et al.[5] A), B) trames des 
sequences originales. C), D) Carte de la bouche permettant de localiser les levres. 
On peut remarquer que les levres peuvent etre detectees lorsque la personne porte du 
rouge a levres (figure 1.1 A) ou si les levres de la personne possedent une tres forte 
composante rouge. Dans le cas contraire, la methode utilisee ne permet pas la detection 
des levres (figure 1.1B) et par consequent la localisation de la bouche. 
De plus, comme mentionne precedemment, les auteurs se basent sur 1'orientation des 
doigts afin de reconnaitre les actions d'ouverture et de fermeture de la bouteille de 
medicaments. Dans ce cas, la localisation et le suivi des mains doivent etre parfaitement 
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precis et les doigts toujours visibles, ce qui n'est que rarement possible. Finalement, pour 
la detection de la prise de medicament, la personne peut toujours ouvrir la bouteille pour 
prendre la pilule et par la suite la fermer avant de mettre le comprime dans la bouche. 
Dans ce cas, le systeme ne detectera pas la prise de medicament car les actions « Main 
sur la bouche » et « Fermeture de la bouteille » sont interverties. De plus, le fait de 
detecter la prise de medicaments si une sequence d'actions se produit a chaque trame sans 
analyser la duree de ces actions peut engendrer une augmentation du taux de fausses 
detections dans le systeme concu. 
1.1.2 Article de Valin et al. 2006 [4] 
1.1.2.1 Description de la methode 
Dans leur approche, trois types d'objets mobiles sont detectes et suivis: la tete de la 
personne, ses mains et les bouteilles de medicaments. Pour la detection et le suivi de la 
tete, les auteurs ont utilise l'algorithme presente dans [7]. La tete est modelisee en une 
ellipse dont la taille peut varier d'une trame a 1'autre. Pour chaque image, une recherche 
locale determine l'ellipse qui represente le mieux la tete. Pour ce faire, l'algorithme se 
base sur l'intensite du gradient, sur le perimetre de l'ellipse, et sur la vraisemblance de la 
couleur de la peau a l'interieur de celle-ci. Dans [7], les auteurs utilisent la notation 
s=( x, y, o) qui correspond a une ellipse de centre ( JC, y) et de demi-petit axe de longueur 
a, la meilleur ellipse representant la tete s* verifie l'equation 
s*=argmax^(s|.) + #.(s/)}, (1.3) 
sf-S 
ou 0(s;) et <j>c(s{) represented respectivement des scores de correspondance pour 
l'intensite du gradient et la vraisemblance de couleur de la peau et S correspond a 
1'ensemble des ellipses pouvant contenir la tSte. L'intensite du gradient d'un pixel 
correspond au taux de changement de l'intensite dans une image en tons de gris et dans 
une petite region avoisinante. La carte de gradients de 1'image est obtenue en appliquant 
un filtre Gaussien puis un filtre de Sobel a l'image en niveaux de gris. Le score du 
gradient est defini selon l'equation 
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ou gs(i) represente l'intensite du gradient au pixel i du perimetre de 1'ellipse s, Naest le 
nombre de pixels sur le perimetre d'une ellipse de demi-petit axe a et na{i) est le 
vecteur normal a 1'ellipse au pixel i. La carte de vraisemblance de couleur peau est 
obtenue en calculant 1'intersection entre l'histogramme du modele de couleur peau M et 
l'histogramme de l'image dans 1'ellipse /. Le score de couleur pour chaque ellipse est 
obtenu selon l'equation 
f>in(/s(/),M(0) 
ft(')=H ^v ., • (1-5) 
L'espace de couleur utilise combine les composantes R, G et B. Cet espace de couleur 
appele color 123 et defini par les equations 1.6 contient deux premieres composantes de 
chrominance et une derniere composante de luminosite. 
color! = max(0,min(255,(fl-G)* 10+128)) 
color2 = max(0,min(255,(G-/?)*10+128)) (1.6) 
colors = max(0,min(255,(7?+G+fl)/3)) 
Le positionnement et le suivi des mains sont effectues en determinant les regions de 
couleur peau les plus susceptibles de representer les mains. Les auteurs se basent sur la 
carte de vraisemblance de couleur peau creee dans l'etape precedente et sur un 
algorithme de composantes connexes afin d'extraire les regions de peau. lis utilisent 
quelques hypotheses pour eliminer les regions qui ne sont pas susceptibles d'etre les 
mains. Les occlusions possibles entre les deux mains et entre les mains et la tete sont 
detectees en se basant sur le nombre des regions de la peau obtenues et les positions 
precedentes des mains. Pour pouvoir differencier les bouteilles de medicaments, des 
bandes de couleur sont collees sur ces dernieres. Pour la detection des bouteilles de 
medicaments, les auteurs ont utilise le modele de couleur decrit dans [8]. L'espace de 
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couleur utilise dans ce cas est YCbCr et la vraisemblance de couleur est definie comme 
etant fonction de la distance de Mahalanobis d avec le modele. Cette distance est definie 
par F equation 
d2 = {x-MJYl(x "#»)• (1.7) 
ou x est le vecteur couleur en trois dimensions du pixel et //met 2^m sont 
respectivement le vecteur moyen et l'inverse de la matrice de covariance de la 
distribution du modele. Un ensemble d'images contenant des regions de chacune des 
bandes de couleurs utilisees est presente au systeme afin de creer le modele de couleur 
des bouteilles et en definir la distribution. Dans ce travail, la reconnaissance d'activites 
humaines est basee sur le concept de scenario. Ce dernier est une activite impliquant des 
objets mobiles et qui se deroule sur une certaine periode de temps. L'algorithme 
developpe est forme de trois niveaux de scenarios: etat-simple, etat-multiple et 
complexe. La figure 1.2 montre la relation entre les differents niveaux de scenarios. 
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Figure 1.2 Structure du modele de scenarios a trois niveaux. Figure adaptee de [4] 
Les auteurs ont utilise les concepts de scenarios etats-simples et etats-multiples elabores 
dans [9]. Un scenario d'etat simple est defini par un ensemble de caracteristiques d'objets 
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mobiles. Les scenarios etats-simples elabores par les auteurs pour la detection de la prise 
de medicaments sont definis comme suit: 
• S i : Une seule main manipule la bouteille de medicaments, 
• S2: Deux mains manipulent la bouteille de medicaments, 
• S3: Une main touche a la tete, 
• S4 : Une main s'approche de la tete, 
• S5: Une main s'eloigne de la tete. 
Un scenario etat-multiple correspond a une sequence de scenarios etats-simple et il est 
evalue sur une longue periode de temps. Trois scenarios etats-multiples sont definis pour 
la reconnaissance de prise de medicaments : 
• MSi : La personne ouvre la bouteille de medicaments et prend les pilules 
(S2—»Si—>S2—>S\), 
• MS2 : La personne avale les pilules (S4—>S3—»Ss), 
• MS3: La personne referme la bouteille de medicaments (Si—>S2—••Si). 
Afin de modeliser tous les cas possibles de prise de medicaments, les auteurs separent 
l'activite complexe en sequence de scenarios etats-multiples. Les deux representations du 
scenario complexe sont presentees a la figure 1.3. 
Figure 1.3 Systemes representant le scenario complexe constitue des sequences de scenarios 
etats-multiples. A) Premiere representation du scenario complexe {MSI, MS2, MS3}, B) Deuxieme 
representation du scenario complexe {MSI, MS3, MS2}. Figure adaptee de [4] 
1.1.2.2 Analyse de la methode 
Premierement, 1'utilisation d'un modele elliptique pour la detection et le suivi de 
la tete dans le cadre de l'activite de la prise de medicament n'est pas celui le plus 
approprie. En effet, ce genre de modele se prete davantage a des activites ou la tete de la 
personne reste toujours face a la camera. Les interactions et les contacts entre les mains et 
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la tete peuvent aussi fausser le processus de suivi et par consequent l'activite humaine ne 
sera pas correctement detectee. 
Deuxiemement, pour la detection et le suivi des mains, plusieurs hypotheses 
simplificatrices du probleme ont ete utilisees. Parmi ces hypotheses, on trouve le fait de 
supposer que la personne qui prend les medicaments porte toujours un chandail a 
manches longues. Cette hypothese est introduite pour eviter la localisation de la main 
dans le bras ce qui rend le systeme plus controle. 
Finalement, pour la detection et le suivi des bouteilles de medicaments, les auteurs 
utilisent des bandes de couleur qui sont collees aux bouteilles. Le fait de se baser 
uniquement sur la couleur peut augmenter les fausses detections du systeme surtout avec 
la presence dans l'environnement de prise de medicaments d'objets ayant des couleurs 
semblables a celles des bandes utilisees. 
1.2 Detection et suivi 
Dans cette section, on decrit les methodes qui existent et qui traitent la detection et le 
suivi des objets. Pour le suivi des parties du corps telles que le visage et les mains, 
plusieurs auteurs detectent les regions de la peau en se basant sur la propriete de la 
couleur. Cette etape est tres utilisee pour la localisation de ces parties et 1'initialisation 
automatique de 1'algorithme de suivi. On propose un apenju des approches utilisant cette 
technique a la section 1.2.1. Les methodes traitant la detection du visage et des mains 
sont decrites a la section 1.2.2. Finalement, la section 1.2.3 presente les methodes qui 
existent et qui sont utilisees pour le suivi des objets. 
1.2.1 Detection de la couleur de la peau 
Pour pouvoir detecter les mains et le visage, plusieurs methodes se basent sur la couleur 
de la peau afin de segmenter les images en regions de cette couleur. En effet, la peau 
humaine est sou vent representee par une portion d'un espace de couleur particulier et il 
est par consequent possible d'extraire les pixels dont la couleur peut s'apparenter a celle 
de la peau. II existe plusieurs espaces de couleurs s'appliquant a la detection de la peau. 
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Dans [10], les auteurs ont elabore un classificateur de peau en definissant explicitement 
(par le biais d'un certain nombre de regies) les limites peau d'un pixel dans l'espace de 
couleur RGB. Dans leur approche, un pixel est classifie comme etant de la peau si R > 95 
et G > 40 et B > 20 et max{R, G, B}-min{R, G, B} > 15 et \R - G\ > 15 et R > G et R > B. 
Dans [11], les auteurs utilisent l'espace de couleur RGB normalise qui est obtenu en 
utilisant une simple normalisation comme l'expliquent les equations 
R 
r = R + G + B 
G 
(1.8) 
K+Lr + ti 
R 
b R + G + B 
Les trois composants normalises r, g et b sont appelees les couleurs pures puisqu'elles ne 
contiennent aucune information sur la luminance. La somme des trois composants est 
toujours egale a un, ainsi seulement deux composantes r et g sont employees pour decrire 
completement l'espace de couleur representant la peau. Pour etablir le modele, les auteurs 
ont rassemble des echantillons de peau humaine de differentes couleurs (i.e. pour 
differentes races). Pour chaque pixel de peau preleve, les valeurs de r et g sont calculees 
puis la moyenne (jur et /ug) et l'ecart type (ar et ag) de r et de g dans tous les echantillons 
de peau sont calcules. Leur detecteur de peau examine chaque pixel de l'image d'entree et 
calcule ses valeurs r et g. Si ces valeurs satisfont les equations 1.9, alors ce pixel est 
considere comme etant de la peau. La valeur de a determine la precision du detecteur de 
peau et sa valeur est trouvee experimentalement. La sortie du detecteur de peau est un 
masque binaire qui contient des uns dans les regions de peau et des zeros dans des 
regions de non-peau. 
ur - aar <r<u+ aor 
(1.9) 
jug-aag<g<jug+ aag 
Plusieurs auteurs utilisent des espaces de couleurs qui separent la chrominance de 
la luminosite. En effet, plusieurs etudes [11, 12] ont montre que les types de peau 
different par la luminosite plutot que par la chrominance. II suffit de coder l'image dans 
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un systeme de couleur separant l'intensite de la chrominance. Comme dans [3], des 
auteurs semblent preferer l'espace de couleur YCbCr pour la detection de la peau. Cet 
espace de couleur separe la chrominance {CbCr) de la luminance (F), ce qui permet une 
meilleure representation de la couleur de la peau humaine. Des etudes anterieures [13, 
14] proposent des seuils de detection des pixels appartenant a la peau dans l'espace de 
couleur YCbCr. La figure 1.4 extraite de 1'etude [14] montre la zone et les seuils qui 
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Figure 1.4 Zone des valeurs de Cb et Cr pour la detection de la couleur de la peau. Figure 
extraite de [14]. 
Dans [13], les auteurs transforment l'espace de couleur RGB a l'espace de couleur 




Apres la transformation, les auteurs ont genere une distribution de la couleur de la peau 
dans le plan Cb-Cr qui leur a permis de l'illustrer comme etant une fonction de 
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classes pour pouvoir classifier les pixels de l'image d'entree. La classe w\ pour designer 
les pixels de couleur peau et la classe W2 pour les pixels de couleur non-peau. 
Dans [15], les auteurs considerent que l'utilisation des simples composantes de 
chrominance ne permet de representer la couleur peau que sur une petite plage 
d'intensites lumineuses. Ainsi, le modele de couleur propose fait intervenir la 
composante de luminance dans la classification. Les seuils de decision devraient alors 
etre differents selon la valeur du canal Y representant la luminance comme le montre la 
figure 1.5. Les auteurs represented la couleur peau par trois sous-modeles, un pour 
chaque plage de luminance. La classification s'effectue en comparent chaque pixel aux 
trois sous-modeles en utilisant un seuil et la distance de Mahalanobis presentee 
precedemment. 
Figure 1.5 Representation de la couleur peau dans l'espace YCbCr. Figure extraite de [15] 
D'autres auteurs utilisent l'espace de couleur HSV pour la detection de la couleur 
de la peau. L'avantage du HSV pour la detection des couleurs reside dans le fait que le 
canal V (Value) represente la luminance permettant ainsi d'exprimer les couleurs sans se 
soucier des variations de luminosite. Dans [16], les auteurs extraient les pixels 
appartenant a la peau en observant seulement la teinte (H) et la saturation (S). Dans leur 
approche, un pixel est classifie comme etant de la peau si sa saturation est entre 0.23 et 
0.68 et sa teinte se situe entre 0° et 50 °. 
Dans [17], l'auteur utilise un seuillage neuronal pour la detection de la peau dans 
des images HSV. Les reseaux de neurones sont utilises aujourd'hui dans plusieurs 
16 
domaines tels que la robotique, la classification en biologie, les approximations de 
fonctions inconnues ainsi que les estimations boursieres. Dans le domaine de la vision par 
ordinateur, ces applications portent principalement sur la compression d'images pour le 
stockage et la transmission, les informations geometriques environnantes pour les 
systemes autonomes et bien sur la reconnaissance de forme. Un reseau de neurones 
simple est le perceptron. Chaque perceptron effectue un travail relativement simple : il 
re§oit des donnees x ponderees des voisins ou des sources externes et calcule sur cette 
base un signal de sortie y qui est propage a d'autres unites comme le montre la figure 1.6. 
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Figure 1.6 Representation du premier modele de reseau de neurones (Perceptron). 
Toujours dans [17], 1'auteur utilise un perceptron multicouche (MLP) qui est 
entraine avec une banque d'images contenant des peaux extraites de personnes de 
differentes races. Evidemment, 1'auteur utilise des images qui ne represented aucun sujet 
humain afin de completer l'apprentissage de son reseau. Le reseau con§u possede trois 
entrees, chacune pour un canal de l'espace de couleur HSV. Chaque composante du 
triplet HSV est done fournie en entree au reseau multicouche et la reponse obtenue en 
sortie est binaire montrant la presence de peau ou non comme le montre la figure 1.7. Le 
nombre de neurones de la couche cachee est cinq et il a etait determine 
experimentalement. L'auteur utilise la retro-propagation de l'erreur comme algorithme 
d'apprentissage pour trouver les poids optimaux du reseau. 
Figure 1.7 Organisation du reseau neuronal presente dans [17]. 
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1.2.2 Detection de visage et des mains 
Certaines methodes utilisent l'extraction des regions de peau pour la detection des mains 
et du visage. Ces methodes necessitent 1'analyse des regions resultantes afin de savoir si 
elles representent des parties d'interet ou non. Cependant, il existe plusieurs algorithmes 
qui permettent la localisation du visage et des mains sans etape d'extraction de couleur de 
peau. Les prochaines sections contiennent quelques-unes de ces methodes. 
1.2.2.1 Les aretes 
Les aretes sont des points de discontinuites dans la fonction de luminance (intensite) de 
l'image. Ces informations utiles sont notamment employees pour 1'interpretation de 
scenes et la reconnaissance d'objets. Le principe de base consiste a reconnaitre des objets 
dans une image a partir de modeles de contours connus au prealable. Certains auteurs 
utilisent la transformee de Hough afin de realiser cette tache. Cette derniere permet 
d'extraire et de localiser des groupes de points respectant certaines caracteristiques. Dans 
un contexte de detection de visage, ce dernier est represente par une ellipse dans la carte 
d'aretes. Comme dans [18], l'application de la transformee de Hough circulaire va 
produire une liste de tous les candidats etant des cercles ou des derivees. 
1.2.2.2 L'appariement de gabarit 
Cette methode est certainement une des techniques de detection du visage et des 
mains la plus simple qui soit. Comme defini dans [19], cette methode consiste a comparer 
l'intensite des pixels entre un gabarit predefini et plusieurs sous-regions de l'image a 
analyser. Ce processus correspond en pratique a effectuer plusieurs balayages couvrant 
toute la superficie de l'image. Les endroits les plus propices a la presence de visages ou 
des mains seront done facilement identifies par des minimums de distance entre le gabarit 
et l'image sous-jacente. Dans [20], les auteurs detectent des caracteristiques du visage a 
l'aide de gabarit plus specialises (p. ex.: nez, bouche, etc.). L'inconvenient de cette 
methode e'est qu'elle implique une recherche intensive dans un vaste espace de solutions 
possibles (rotation, echelle et translation). Aussi dans [21], Viola et Jones ont cree un 
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detecteur de visage a temps reel qui traite des images extremement rapide avec un grand 
taux de detection et qui est implante dans la librairie OpenCV. lis ont commence par 
introduire une nouvelle representation de l'image nommee «l'image integrale» qui permet 
aux caracteristiques utilisees par leur detecteur a etre calculees tres rapidement. lis 
utilisent par la suite un simple et efflcace classificateur qui est construit avec 1'AdaBoost 
algorithme d'apprentissage developpe en [22] pour selectionner un petit nombre de 
caracteristiques visuelles critiques d'un tres grand nombre de caracteristiques 
potentielles. Finalement, ils utilisent une methode qui combine des filtres dans une 
"cascade", ce qui permet de rejeter rapidement les regions de l'arriere plan de l'image et 
utiliser plus de calculs pour le traitement des regions les plus susceptibles de contenir le 
visage. En resume, les auteurs elaborent des masques caracteristiques de visages, en 
travaillant a partir d'une base aussi importante que possible de visages, de facjon a 
disposer d'une representativite des echantillons. Ils programment par la suite une 
recherche rapide de zones de l'image dont les contrastes correspondent a ces masques en 
utilisant une banque de filtres et la reponse a ces filtres. 
1.2.2.3 Les reseaux de neurones 
Cette methode presentee precedemment dans le cadre de la detection des regions 
de peau est aussi utilisee pour la detection des parties du corps telles que le visage et les 
mains. En effet, [23] presente un reseau de neurones a deux sorties representant la 
presence ou l'absence de l'objet recherche dans une sous-region de l'image. Le reseau 
peut egalement n'avoir qu'une seule sortie qui se declenchera lors de la presence d'un 
visage. Le principe consiste a balayer l'image avec une fenetre d'attention de dimensions 
fixes et de realiser la detection sur les sous-images. Neanmoins, il est encore une fois 
necessaire d'effectuer plusieurs balayages a differentes resolutions pour ainsi realiser une 
detection suffisamment robuste. Les auteurs utilisent l'ensemble des images de visage et 
l'ensemble des images de non-visage pour entrainer le reseau de neurones. Le reseau 
contient autant de cellules d'entrees que de pixels composant la fenetre de l'image source. 
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Cette methode necessite en effet un tres long apprentissage qui dependra du nombre de 
neurones sur la couche cachee et de la taille des fenetres de balayage. 
1.2.2.4 Les modeles de Markov caches 
Cette methode est utilisee depuis plusieurs annees dans des domaines autres que la 
detection et la reconnaissance des parties du corps tels que la bioinformatique, la 
biometrie et la reconnaissance de la parole et de l'ecriture manuscrite. Les chaines 
cachees de Markov forment un ensemble de modeles statistiques utilises pour caracteriser 
les proprietes statistiques d'une image. L'image est divisee en TV regions significatives 
qui sont, par exemple pour la detection du visage, les cheveux, le front, les yeux, le nez et 
la bouche. Comme presente dans [20], chacune de ces regions est ensuite assignee a un 
etat Si dans l'HMM comme le montre la figure 1.8. Pour entrainer l'HMM, chaque 
echantillon du visage est converti en une sequence de vecteurs d'observation. Les 
vecteurs d'observation sont construits a partir d'une fenetre de W*L pixels. En scannant la 
fenetre verticalement avec P pixels de chevauchement, une sequence d'observation est 
construite (voir figure 1.8a). Chaque etat est caracterise par une fonction de probabilite, 
estimee sur la base des images exemples. Le principe des HMMs, lors de la localisation 
du visage, est de toujours extraire les memes regions de l'image d'entree et de verifier si 
les objets caracteristiques apparaissent dans le meme ordre que defini dans le modele 
HMM. 
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Figure 1.8 La topologie du HMM utilise pour la detection du visage, a) Vecteurs d'observation, b) Les etats 
caches de Markov. Figure extraite de [20]. 
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1.2.3 Suivi d'objet 
Quelque soit l'objet que Ton veut suivre dans une sequence video, on a besoin d'un 
modele pour le decrire : ce modele peut contenir aussi bien de 1'information a priori sur 
l'objet que de l'information extraite des trames precedentes. U peut etre constitue de 
descripteurs de couleur, de texture, de forme ou de tout autre type de primitives. En 
general, il y a deux types d'approches utilisees pour le suivi des objets : les approches par 
apparences et les approches predictives. Les prochaines sections decrivent les plus 
importantes methodes utilisees dans chacune de ces approches. 
1.2.3.1 Approches par apparences 
Comme approches d'apparences, on trouve la couleur, la texture et la forme. Ces modeles 
d'apparences peuvent etre utilises en suivi en comparant les regions candidates ou etre 
utilises par les principales techniques de suivi telles que le decalage moyen. Chacun de 
ces modeles sera decrit separement. 
1.2.3.1.1 Couleur 
La couleur est typiquement modelisee par un histogramme. Ce dernier calcule le nombre 
d'occurrences pour chaque couleur (ou classe) dans l'image et peut etre construit dans 
n'importe quel espace de couleurs (RGB, HSV, YCbCr, etc.). Les histogrammes sont 
relativement invariants selon la translation, la rotation dans l'axe de l'image, le 
changement d'echelle et les occlusions partielles. Ce qui fait que les histogrammes de 
couleurs represented un outil particulierement interessant pour la reconnaissance d'objets 
ayant une position et une rotation inconnues par rapport a la scene. L'utilisation des 
histogrammes de couleurs pour le suivi des objets exige une etape de comparaison. En 
effet, pour savoir si deux images ou deux regions ont la meme distribution de couleurs, il 
suffit de comparer leurs histogrammes de couleurs. II existe differentes mesures pour 
comparer des histogrammes. Dans [24], les auteurs definissent les notions d'intersection 
et de distance entre deux histogrammes. L'intersection d'histogrammes verifie la qualite 
de l'inclusion de l'histogramme modele h(M) dans l'histogramme image h(I). II y a 
correspondance si tous (ou presque) les pixels des K classes de l'histogramme h(M) sont 
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inclus dans les K classes de l'histogramme h(i). L'intersection et la correspondance sont 
calculees selon les equations 
K 
intersectbn(7i(/),/*(M)) = £min{/K/)[7Lfc(Af )[y]}, 
y=i 
|>in{/*(/)[./],/*(M)[./]} 




Pour calculer la distance entre deux histogrammes et en mesurer la similarity, plusieurs 
mesures de distances peuvent etre utilisees. Parmi ces distances, on trouve la distance 
pate de maison 'City block' (A) et euclidienne (D2) presentees dans l'equation 1.12. Ces 
distances considerent l'histogramme comme un vecteur. 
Dl(h(i),h(M)) = fi\h(i)[j]-h(M)[j% 
D2m)MM)) = jfl{h(i)[j]-h(M)[j]f. 
La distance MDPA est aussi utilisee pour la comparaison des histogrammes de couleurs. 
Elle considere un histogramme comme un vecteur et permet de savoir le prix minimum 
pour passer d'une distribution a une autre. Cette distance a ete utilisee dans le cadre de 
notre recherche et elle est expliquee dans le chapitre 2. 
D'autres distances considerent l'histogramme comme une distribution discrete de 
probabilites comme la distance de Bhattacharrya qui est calculee selon l'equation 1.13. 
D{h(j)MM)) = -\og^P{h(i)in)P{h{M)in). (1.13) 
La couleur peut aussi etre modelisee par une signature. Une signature est une 
representation compressee et sans perte d'un histogramme [25]. On construit une 
signature en eliminant les classes nulles d'un histogramme. On enregistre par la suite le 
nombre Wj de pixels qui appartiennent a la classe j de l'histogramme et on associe a 
chaque classe j un poids rrij qui correspond a la moyenne des valeurs des pixels dans la 
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classe. Un exemple de construction d'une signature a partir d'un histogramme de couleur 
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Figure 1.9 Construction d'une signature a partir d'un histogramme. A) Un exemple d'histogramme de 
couleur, B) La signature equivalente a l'histogramme presente en A). 
La modelisation par histogramme ou signature n'est pas precise, car la position des 
couleurs n'est pas prise en compte. Pour cela, d'autre modele d'apparence sont utilises. 
La modelisation par texture s'avere plus precise, car elle prend en compte la position 
relative des couleurs directement ou indirectement et sera presentee dans la section qui 
suie. 
1.2.3.1.2 Texture 
II existe differente methode pour etudier la texture. Dans [26], les auteurs definissent la 
densite des arretes qui consiste a mesurer le nombre d'aretes par unite de surface. Les 
aretes sont caracterisees par un changement rapide d'intensite. Cette caracteristique de 
texture a ete utilisee dans le cadre de notre etude afin de nous permettre la localisation de 
la main dans le bras et elle est expliquee plus en detail au chapitre 2. 
Une autre technique pour modeliser la texture est la banque de filtres presentee 
dans [27]. Cette technique consiste a faire la convolution de l'image avec different filtres, 
chacun permettant d'extraire une propriete differente. Si une region d'image a une 
distribution spatiale semblable au filtre, la reponse de la convolution avec le filtre sera 
grande. 
Une autre methode pour decrire la texture est la matrice de co-occurrences 
introduite par [28]. Cette derniere est une matrice qui enregistre le nombre de fois que 
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deux couleurs (valeurs d'intensite) similaires ont la meme position relative dans l'image. 
Ce qui nous permet d'avoir une information sur la distribution spatiale des couleurs. 
L'equation 1.14 decrit une matrice de co-occurrence C(i,j) definie pour la relation 
spatiale (dx,dy). 
C(i,j) = \{(x,y)eR\l(x,y) = iAl(x + dx,y + dy) = j] (1.14) 
La figure 1.10 represente un exemple de construction d'une matrice de co-occurrence 
pour la relation spatiale (dx=0, dy=l). 
A) B) 
Figure 1.10 Matrice de co-occurrences construite a partir d'image exemple. A) Matrice de co-occurrences, 
B) Image exemple. 
Pour la comparaison des matrices de co-occurrences, les memes techniques que pour les 
histogrammes adaptees pour deux dimensions sont utilisees. Un autre modele pour 
analyser l'apparence d'un objet est la forme. Ce dernier est decrit dans la section 
suivante. 
1.2.3.1.3 Forme 
Une maniere de suivre un objet est d'analyser sa forme. La modelisation par moments qui 
donne la distribution des points composants l'objet est l'une des methodes les plus 
utilisees pour decrire des formes. Dans [29], les auteurs presentent les moments de Hu 
comme etant un descripteur de forme invariant vis-a-vis les translations, la rotation et le 
changement d'echelle. Ces moments sont utilises dans le cadre de notre travail pour le 
suivi de la tete. L'idee de l'utilisation d'un descripteur de forme pour le suivi du visage 
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est due au fait que la forme du visage et differente de celle des mains et varie moins lors 
d'une activite humaine. Ce descripteur de forme est explique plus en detail au chapitre 2. 
1.2.3.1.4 Le decalage vers la moyenne (Mean shift) 
Dans [30], cette methode de suivi utilisant les modeles d'apparence (couleur, texture et 
forme) est definie comme etant une methode efficace et non parametrique pour chercher 
des objets basee sur l'estimation de la densite du noyau. Soit les donnees un ensemble fini 
A inclus dans l'espace euclidien X. La moyenne d'echantillons axeX est presentee dans 
1'equation 
V K(a - x)w(a)a 
sm(x) = ^ - , r,aeA, (1.15) 
2^ \K(a - jc)w(«)| 
avec K est une fonction de noyau, et w est un poids qui peut etre negatif. La difference 
sm(x)-i s'appelle le vecteur moyen de decalage. Le mouvement repete des points de 
reperes aux moyennes d'echantillon s'appelle 1'algorithme de decalage vers la moyenne. 
Un noyau couramment utilise est le noyau gaussien dont le profil est defini par 1'equation 
1.16. 
1 l.. I|2 
k(x) = —exp(—\\x\\ ) (1-16) 
2ft 2 
Dans [31], les auteurs emploient le coefficient de Bhattacharyya pour mesurer la 
similitude de deux noyaux d'histogrammes de couleurs representant l'image d'objet et 
l'image de candidat respectivement. L'information sur l'objet suivi est mise a jour pour 
chaque changement majeur qui s'effectue au cours du temps. 
1.2.3.2 Approche predictives 
Plusieurs algorithmes de suivi se basent sur des probabilites et des hypotheses. lis 
developpent un modele de prediction qui va permettre le suivi de l'objet d'interet. Parmi 
ces methodes, on trouve le filtre de Kalman et les filtres particulaires. Chacune de ces 
methodes sera decrite separement. 
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1.2.3.2.1 Filtre de Kalman 
Le filtre de Kalman est un estimateur recursif qui se base sur seulement l'etat 
precedent et les mesures actuelles pour estimer l'etat courant et ne requiert pas 
l'historique des observations et des estimations. Le filtre de Kalman a deux phases 
distinctes : la phase de prediction et celle de la mise a jour. La phase de prediction utilise 
l'etat estime de l'instant precedent pour produire une estimation de l'etat courant. Dans 
l'etape de mise a jour, les observations de l'instant courant sont utilisees pour corriger 
l'etat predit dans le but d'obtenir une estimation plus precise. En suivant un objet, les 
informations telles que la vitesse et la position sont filtrees du bruit qu'elles peuvent 
contenir pour ainsi permettre une meilleure prediction de la future position de l'objet en 
mouvement. Outre le filtre de Kalman pour suivre les objets, plusieurs auteurs utilisent le 
filtrage particulaire. Ce dernier est presente dans la section qui suit. 
1.2.3.2.2 Filtre de particules 
Comme defini dans [32], les techniques de filtrage particulaire sont des methodes 
utilisees pour 1'estimation recursive du vecteur d'etat d'un systeme stochastique 
Markovien. En effet, on se place dans le cadre Bayesien pour suivre des objets lorsque les 
densites de probabilite a posteriori P(Xt | Zt) et le modele d'observation P(Zt | Xt) ne sont 
pas necessairement gaussiennes. L'objet suivi est caracterise par son vecteur d'etat Xt, et 
les observations du temps t = 0 jusqu'au temps t sont definies par le vecteur Zt. L'idee du 
filtrage particulaire est d'approcher la distribution de probabilite de l'etat de l'objet par 
un ensemble d'echantillons associes a des poids. Chaque echantillon, aussi appele 
particule, est un element qui represente un etat hypothetique de l'objet s, auquel on 
associe un poids K, representant sa vraisemblance par rapport au modele. On peut ecrire 
P ensemble de la facon suivante : 
S = {(s(i\x(i)), i = \,...,n } ou J ^ < 0 =1. (1.17) 
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L'evolution de l'ensemble est obtenue en propageant chacun des echantillons 
selon un modele de mouvement. On attribue ensuite un poids a chaque particule en 
fonction des observations, et on determine l'etat moyen du systeme a chaque etape par : 
£[S] = J V V 0 . (1.18) 
(=1 
Un des avantages du filtrage particulaire est que Ton modelise 1'incertitude : en sortie de 
l'algorithme, il n'y a pas une solution unique, mais un ensemble de particules 
representant la densite de probability du vecteur d'etat dans 1'image. Par consequent, ce 
type de filtrage peut constituer une approche robuste en cas de bruit ou d'occultation. 
La limite principale de ces approches predictives est qu'on suppose des 
mouvements facilement predictibles. Ces methodes sont moins fiables lorsque des 
changements brusques de direction des objets suivis se produisent. Dans ces cas, les 
predictions sont souvent fausses. Pour augmenter la robustesse de ces modeles de suivi et 
d'interpretation des mouvements, plusieurs auteurs les ont combines pour avoir une 
meilleure efficacite de suivi. En effet, dans [30] le filtre de Kalman a ete combine au 
Mean-shift pour permettre le suivi des blobs d'interets. Dans [33], les auteurs combinent 
la methode Mean-shift avec un filtre particulaire pour lui ajouter une composante 
predictive et augmenter 1'efficacite du suivi dans leur systeme. D'autres auteurs ont 
combine les approches predictives a celles par apparence pour pouvoir suivre des objets 
dans des scenes. En effet, dans [34], le suivi adaptatif des objets non rigides s'effectue en 
combinant les histogrammes de couleurs au filtrage particulaire. Dans [35], les auteurs 
proposent un nouveau modele de couleur combine a l'algorithme Mean-shift pour un 
suivi robuste et en temps reel des objets. 
Pour ce qui est du suivi, les approches predictives ont montre des limites surtout 
dans le cas ou les mouvements des objets d'interets sont difficiles a prevoir. C'est le cas 
des mains dans le cadre d'une activite telle que la prise de medicaments. Pour cette 
raison, nous optons pour l'utilisation de methodes par apparence. En effet, on utilise dans 
un premier temps la couleur pour detecter les regions de peau contenues dans chacune 
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des trames. Par la suite un descripteur de forme est utilise pour la localisation et le suivi 
du visage. Le suivi des mains s'effectue en exploitant les proprietes de contours et du 
centroi'de des regions. La detection et le suivi des bouteilles de medicaments sont 
effectues en combinant des techniques basees sur la couleur et la forme. Toutes ces 
techniques sont expliquees en details dans le chapitre 2 de ce memoire. 
1.3 Reconnaissance d'activite humaine 
Cette section presente les methodes elaborees dans les recherches anterieures afin 
de reconnaitre differentes activites humaines. Dans [36], les auteurs ont developpe un 
modele cache de Markov pour identifier les activites dans une salle a manger. La 
topologie du modele est determinee en estimant combien de differents etats sont 
impliques dans des activites dans une salle a manger. Us utilisent quatre etats pour decrire 
les etapes de l'activite. Deux etats modelisent les deux mouvements qui peuvent etre 
employes pour marquer le debut et la fin du repas. En effet, l'etat qi represente le 
deplacement des mains vers la tete, tandis que l'etat q2 modelise le mouvement relatif 
dans la direction opposee. Un troisieme etat est cree pour modeliser les mouvements qui 
sont non-relies a l'activite de manger. Pour les cas ou aucun mouvement n'est detecte, un 
etat dc « don't care» est aussi utilise. Done, les activites de prise de repas sont apprises 
par l'HMM montre a la figure 1.11. 
Figure 1.11 Topologie du HMM utilise pour l'analyse de l'activite de prise de repas. Figure extraite de 
[36]. 
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Dans notre cas, le nombre de scenarios pour la prise de medicaments est plus 
grand et par consequent le nombre d'etats sera largement superieur a celui utilise dans 
cette etude ce qui necessitera une longue phase d'apprentissage pour l'entrainement et la 
construction d'un HMM pour detecter l'activite de prise de medicaments. 
Dans [37], les auteurs ont developpe un algorithme en temps reel qui permet le 
suivi des objets multiples dans des environnements complexes pour pouvoir identifier des 
activites. L'identification d'activites est basee sur la trajectoire et le comportement 
(separation et fusion) des regions (blobs) a travers les sequences capturees. L'algorithme 
debute par une extraction d'arriere-plan et les pixels de premier plan sont detectes en se 
basant sur le contraste de luminance. Ce dernier represente la difference relative entre la 
luminance de l'objet et la luminance de l'arriere-plan. Dans leur approche, les auteurs 
utilisent l'espace de couleur YUV qui est obtenu selon les equations 
Y= 0.299*R + 0.587*G + B, 
U= 0.436*(B-Y) / (1-0.114), (1.19) 
V=0.615*(R-Y)/ (1-0.299). 
Les pixels d'avant-plan sont regroupes en regions (blobs). Pour chaque blob detecte, la 
trajectoire est calculee a l'aide des intersections des rectangles englobant des blobs de 
deux images consecutives. La trajectoire tient aussi en compte les separations/fusions de 
blobs aussi etablis a l'aide des rectangles englobant et d'une matrice d'intersection de 
blobs. Connaissant le comportement et les trajectoires des blobs, les auteurs utilisent des 
regies pour pouvoir detecter certains evenements. Par exemple, pour la detection de 
bagages abandonnes il faut detecter qu'un blob se separe en deux blobs. Par la suite, un 
des deux blobs reste stationnaire sur une periode de temps definie et l'autre s'eloigne. Un 
probleme avec cet algorithme c'est qu'il necessite une extraction d'arriere-plan parfaite 
(ou presque) pour la detection des blobs. D'autre part, l'algorithme peut etre utilise pour 
la detection de scenarios simples et il ne peut s'appliquer a des scenarios complexes. 
Dans [38], les auteurs ont propose une nouvelle approche pour Interpretation des 
sequences video basee sur les modeles declaratifs des activites. lis presentent une 
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approche a deux niveaux afin de comprendre ce qui se produit dans la scene. Un niveau 
«evenement» representant les changements significatifs dans l'etat de la scene et un 
niveau «scenario» dont l'objectif est de reconnaitre des situations modelisees par des 
combinaisons d'evenements. Les auteurs introduisent la notion de fait. Ce dernier 
correspond a un objet defini par une serie d'attributs tels que le nom, la date, le type, etc. 
la hierarchie des faits est presentee dans la figure 1.12. Chaque fait abstrait est modelise 
par un ensemble d'attributs correspondant aux faits concrets impliques et aux conditions 
permettant la production du fait. Un scenario est done reconnu si toutes les conditions de 










Figure 1.12 Hierarchie des faits. 
L'algorithme a ete utilise pour la detection d'evenements simples tels que le 
rapprochement et l'eloignement d'une personne d'un guichet pour la reconnaissance d'un 
scenario de vandalisme dans les guichets de billets dans une station metro. En effet, 
l'algorithme semble bien fonctionner pour la detection de scenarios relativement simples. 
Cependant, il est difficile de l'utiliser avec des scenarios plus complexes. 
Dans [39], les auteurs ont developpe un systeme de representation des evenements 
dans une sequence video en utilisant des reseaux de Petri et ont par la meme occasion 
evoque les avantages de l'utilisation de ces derniers pour la representation et la 
reconnaissance des evenements. Parmi ces avantages, on trouve la representation des 
evenements de fa<jon sequentielle, simultanee et synchronisee. Par consequent, pour la 
detection de l'activite humaine qui est dans le cadre de notre etude la prise de 
medicaments, on a utilise un reseau de Petri. Le principe de ce dernier est bien detaille 
dans le chapitre 2. 
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CHAPITRE 2 METHODOLOGIE 
Dans ce chapitre, on decrit les methodes utilisees afin d'atteindre les objectifs du projet. 
On propose un apergu de l'approche a la section 2.1. Les hypotheses, les contraintes et le 
cadre d'application de notre systeme seront presentes a la section 2.2. La methode utilisee 
pour la detection des regions de la peau contenues dans chacune des trames de la 
sequence video est decrite a la section 2.3. La section 2.4 presente la technique adoptee 
pour la detection et la gestion des occlusions entre les parties du corps suivies. Les 
sections 2.5 et 2.6 revelent les methodes utilisees pour la detection et le suivi du visage et 
des mains. A la section 2.7, on explique comment les bouteilles de medicaments sont 
localisees et identifiees dans chacune des trames. On termine ce chapitre par la 
presentation du reseau de Petri construit pour la detection de l'activite humaine qui est 
dans notre cas la prise de medicaments a la section 2.8. 
2.1 Aper^u de la methode 
La figure 2.1 presente le pseudo-code schematique global du programme developpe. 
En entree, on recoit le norn de la seqeunce video qu'on veut analyser, 
Initialisation du reseau de Petri 
— m POUR, chacune des frames de la seqeunce video d'entree FAIRE 
Sauvegarde de I'image couleur 
Transformation de I'espace de couleur RGB a HSV 
Seulllage et segmentation pour la detection des regions de peau humaine 
Verification des occlusions entre les parties du corps qui nous interessent (Visage+Mains) 
iSl|e visage n'est pas en occlusion ALORS 
iSITrame initiate de la sequence ALORS 
Hypothese pour la localisation du visage 
SINON 
Detection et suivi par moment de Hu d'ordre 2 
1 SI les bras ne sont pas en occlusion ALORS 
Detection des bras contenus dans la frame 
Detection des contours des bras 
Localisation des mains dans les bras 
Detection et identification des bouteilles de medicaments 
Verification des occlusions entre les bouteilles et les mains 
Mise a jour du reseau de Petri et verification de la prise de medicaments 
Figure 2.1 Pseudo-code schematique de 1'algorithme 
En entree, le systeme re§oit le nom de la sequence video a analyser. Pour chacune des 
images (trames) de la sequence, I'espace de couleur HSV avec des seuils predefinis est 
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utilise pour detecter les regions de peau. Le nombre de regions de peau extraites dans 
chacune des trames nous permet de detecter les occlusions presentes dans la sequence et 
de mettre a jour l'etat du systeme. Par la suite un descripteur de forme est utilise pour le 
suivi du visage. La localisation de ce dernier au debut de la sequence se fait en utilisant 
quelques hypotheses. Le suivi des mains s'effectue en exploitant les proprietes de 
contours et du centroide des regions. L'identification des bouteilles de medicament se fait 
en combinant les histogrammes de couleurs et un descripteur de forme et le suivi de ces 
derniers se base sur la propriete du centroide. Nos algorithmes de localisation et de suivi 
des parties du corps et des bouteilles de medicaments sont appliques pour la detection de 
l'activite humaine. Dans notre cas, on a utilise un reseau de Petri afin de reconnattre la 
prise de medicament. La transition des jetons d'une place a l'autre ne se produit que si les 
evenements durent un certain nombre de trames. 
2.2 Hypotheses et cadre d'application 
Les medicaments peuvent etre places dans differents contenants et etre pris dans plusieurs 
places et par consequent les fagons de les prendre sont multiples et un systeme de 
detection de prise de medicaments, independant d'un contexte precis, est tres complexe. 
Afin de simplifier le probleme, on considere que les medicaments se trouvent dans des 
bouteilles et que la personne les prend toujours au meme endroit, soit a la table et face a 
la camera. Ceci permettait d'avoir une vue des bouteilles de medicaments et des parties 
du corps de la personne tout au long de l'activite. On suppose egalement qu'une seule 
personne assise sur une chaise prend ses medicaments devant la camera pour pouvoir 
appliquer nos algorithmes de detection et de suivi du visage et des mains et que cette 
personne est en face de la camera a la trame initiale de la sequence pour localiser 
correctement le visage. Aussi, on suppose que les mains et le visage sont visibles et ne 
sont pas en occultation ou en contact dans la trame initiale presentee au systeme. 
Pour la localisation et le suivi des parties du corps, on s'est base sur les 
caracteristiques de la couleur de la peau afin de detecter les regions de peau contenues 
dans chacune des trames de notre sequence d'entree. Pour pallier aux inconvenients de 
cette methode, on a evite que la couleur de l'arriere plan, des vetements des personnes et 
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des objets presents dans la sequence (incluant les bouteilles de medicaments) soient 
semblables a la couleur de la peau lors de la prise des sequences video. Un exemple de 
sequence avec des objets (tables de bureau) qui sont classifies comme etant de la peau est 
presente a la figure 2.2. Les objets de couleur semblable a celle de la peau sont par 
consequent enleves de l'environnement afin de reduire le nombre de regions susceptibles 
de contenir des parties du corps. 
Figure 2.2 Exemple de fausse classification. A) frame source, B) Detection des regions de peau contenues 
dans cette frame. 
Pour 1'emplacement de la camera, plusieurs positionnements ont ete envisages. 
On a commence par placer la camera directement en face de la personne comme illustre a 
la figure 2.3A. Cet emplacement a comme avantage d'avoir une vue de face du visage 
mais augmente les occlusions entre les mains et les bouteilles de medicaments. En effet, 
une main se trouvant derriere une bouteille de medicaments sera perqu comment etant en 
contact avec la bouteille. Aussi selon notre algorithme de detection des regions de la 
peau, la partie occultee de la main ne sera pas detectee (figure 2.3B) et par consequent les 
contours de cette derniere ne seront pas correctement definis. Placer la camera du cote de 
la personne compliquera le suivi des mains puisqu'a ce point de vue de la camera, les 
mains seront toujours occultees. Aussi, un emplacement de la camera en haut de la 
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personne ne peut pas etre adopte puisque le visage ne sera pas visible et par consequent le 
suivi de ce dernier est impossible. Finalement, on a place la camera devant la personne et 
legerement au-dessus de sa tete, comme illustre a la figure 2.3C, pour diminuer les 
occlusions entre les objets d'interets qu'on veut detecter et suivre. Concernant la distance 
entre la camera et la personne, les resultats sont meilleurs lorsque la camera est proche de 
la personne. Cette distance peut variee entre deux et cinq metres. Dans ce cas, la taille des 
objets est plus grande, ce qui facilite leur localisation et leur suivi. 
Figure 2.3 Vues obtenues selon la position de la camera A), de face C), de face surelevee B), D), Detection 
des regions de la peau contenues dans les images A et C respectivement. 
Dans le cas ou des objets autres que les bouteilles de medicaments sont poses sur la table 
(comme illustre a la figure 2.3), notre algorithme les associe aux bouteilles de 
medicaments ayant la forme et la couleur la plus proche de ces derniers. Cependant, ces 
objets sont enleves de la table lors des sequences prises et des tests effectues sur ces 
sequences. Finalement, notre systeme ne fonctionnera pas si la personne ne porte pas de 
chandail et par consequent, on suppose que la personne porte au moins un debardeur pour 
pouvoir applique nos algorithmes de detection et de suivi des parties du corps. 
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2.3 Detection des regions de peau 
Dans notre etude, pour pouvoir localiser et suivre le visage et les mains, on s'est 
concentre sur la methode basee sur la couleur de la peau etant donne que celle-ci possede 
des avantages importants tels que la rapidite et l'efficacite de la detection des regions de 
la peau [19]. Avec cette methode et apres seuillage et segmentation des regions de la 
peau, on pourra detecter le visage et les mains contenus dans 1'image source. Cette etape 
est tres importante puisqu'une mauvaise localisation du visage et des mains va diminuer 
la possibilite de reconnaitre l'activite humaine. 
Comme mentionne au chapitre 1, la peau humaine est souvent representee par une 
portion d'un espace de couleur particulier et il est par consequent possible d'extraire les 
pixels dont la couleur peut s'apparenter a celle de la peau. On commence done par 
obtenir une image RGB de notre sequence video d'entree. Un exemple d'image obtenu 
est presente a la figure 2.4. 
Figure 2.4 Image representant une trame de la sequence video test. 
Par la suite, on transforme notre image a un modele de couleur plus approprie pour la 
detection de la peau. Dans le cadre de notre recherche, on a utilise l'espace de couleur 
HSV (H: teinte, S : satuation, V: luminance). L'avantage de ce dernier pour la detection 
des couleurs reside dans le fait que le canal V represente la luminance permettant ainsi de 
separer la chrominance de la luminosite. Ainsi, la teinte, la saturation et la valeur 
deviennent un espace de couleur alternatif et n'importe quelle couleur peut etre 
decomposee en ces trois composantes. Cette transformation est illustree par la figure 2.5. 
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Figure 2.5 Transformation de l'espace de couleur RGB a l'espace de couleur HSV. A) H, B) S, C) V 
Certains auteurs ont proposees des seuils appropries pour ce type d'operation. 
Lors de notre travail, on a utilise pour les canaux H et S, les seuils utilises dans [19]. En 
effet, dans ce dernier, les auteurs ont ignore le canal V lors du seuillage. Les seuils 
utilises dans notre recherche pour la detection des pixels de la peau sont illustres au 
tableau 2.1. 
Tableau 2.1 Seuils utilises pour l'espace de couleur HSV afin de detecter les pixels de la peau 
Hue ou Couleur pure (H) 0(0°) 0.1 (36°) 
Saturation (S) 0.2 
Valeur (V) 0.2 0.8 
Pour qu'un pixel soit etiquete comme etant de la peau, il doit done se reperer a 
l'interieur de tous les intervalles precites. Le resultat de cette classification est presente 
dans la figure 2.6. 
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Figure 2.6 Detection des pixels de la peau de la trame avec le modele HSV 
Une fois la classification des pixels de la peau effectuee, on applique un filtre 
pour enlever les pixels disperses representant les fausses classifications. En effet, afin de 
filtrer 1'image obtenue, on a utilise premierement la fonction fspecial de Matlab avec le 
type Disk de rayon 5 pour appliquer par la suite la fonction imfilter. Ces fonctions 
permettent d'effectuer un lissage sur l'image en noir et blanc en prenant tous les pixels 
dans le disque de rayon 5 et en leur affectant la moyenne de ces points au pixel central. 
Le resultat du lissage est une image en tons de gris. Par la suite, on a segmente la 
nouvelle image par composantes connectees qui consiste a decomposer l'image en des 
regions de 0 et 1 avant de numeroter de 1 an les regions de pixels de valeur 1. Dans un 
premier temps, on a utilise la fonction imlbw en conjonction avec graythresh pour 
convertir notre image filtree en une image noir et blanc. Le niveau de gris servant de seuil 
a cette fonction est determine par la fonction graythresh qui realise le calcul de la 
meilleure valeur de seuil selon le critere d'Otsu. Ce dernier examine la distribution des 
niveaux de gris pour fixer automatiquement un seuil qui permettrait de classifier les 
pixels. L'idee de la methode d'Otsu developpee dans [40] est de minimiser la variance 
intra-groupe pour trouver un seuil maximisant la separabilite entre les classes. Dans un 
deuxieme temps, la fonction bwlabel permettant d'effectuer la segmentation par 
composantes connectees a ete utilisee en conjonction avec les fonctions regionprops et 
ismember. En effet, apres 1'isolation des differents groupes de pixels connectes 
representant la peau, communement appeles blobs ou nuees de pixel, on a utilise la 
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fonction regionprops afin d'extraire les proprietes de chacun des blobs. La propriete de 
l'aire a ete utilisee par la suite en conjonction avec la fonction ismember pour ne laisser 
que les trois blobs ayant les plus grandes aires pour la premiere trame et rejeter les blobs 
qui possedent une aire trop faible pour les suivantes. Le seuil utilise pour les trames 
suivantes est calcule a partir de la moyenne entre l'aire la plus petite des regions de la 
peau et l'aire la plus grande des regions qui ne represented pas la peau dans la premiere 
trame. La figure 2.7 illustre le resultat du seuillage et de la segmentation des regions de 
peau avec les techniques mentionnees precedemment pour des trames de sequences video 
differentes. 
Figure 2.7 Exemple d'extraction des regions de la peau. A), B), C), D), E), Trames des sequences videos 
originales, F), G), H), I), J), Detection des regions de la peau contenues dans chacune des trames. 
II est interessant de remarquer les fausses detections pour les cheveux (figure 2.11) ainsi 
que les regions non detectees (p. ex : petite partie du front (figure 2.7G)). On remarque 
que dans la sequence presentee a la figure 2.7E, les cheveux ont une couleur semblable a 
celle de la peau et par consequent ils seront classifies comme region de peau. Dans le cas 
des regions non detectees, on peut voir que certaines zones refletent davantage la lumiere 
et semblent ainsi plus eclairees. Ce changement de 1'intensite de la lumiere modifie la 
couleur de la region dans l'espace HSV. Dans [19], les auteurs on montre que lorsque la 
saturation est basse et que la luminance est elevee ou 1'inverse, la couleur tend vers le 
blanc, echappant done aux seuils de detection. Pour limiter le nombre de pixels qui ne 
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seront pas detecte a cause du reflet, on a retrecit l'intervalle de classification de la valeur 
comme le montre le tableau precedent. Dans le cas general, on peut dire que les seuils 
qu'on a choisi ne provoquent aucun conflit avec des couleurs differentes que celles de la 
peau, peuvent detecter differents types de peau dans differentes conditions d'illumination 
et permettent de localiser le visage malgre le port de lunette ou casquette (figure 2.7D). 
Une fois les parties du corps detectees, notre systeme procede a la verification des 
occlusions. Cette partie est detaillee dans la section suivante. 
2.4 Occlusion entre les regions de la peau 
Lorsqu'on suit des objets mobile, il est indispensable de detecter les occlusions de ces 
derniers afin d'analyser leurs comportements et comprendre ce qui se passe dans la 
sequence. Dans le cadre de notre travail, lorsqu'on parle d'occlusion cela comporte les 
occultations et les collisions. Une occultation survient lorsqu'un des objets suivi occulte 
partiellement ou totalement un autre objet suivi sur l'image. Cependant, lorsque les 
regions suivies se fusionnent dans une image, cela ne traduit pas forcement une 
occultation mais peut traduire une collision (un contact entre les regions). Generalement, 
pour differencier une collision d'une occultation, la position 3D est utilisee. Dans notre 
recherche, le fait de ne pas utiliser un positionnement en trois dimensions nous empeche 
de distinguer les deux. 
Comme mentionne dans la section 2.2, on suppose que les parties du corps (mains + 
visage) sont visibles et ne se trouvent pas en occlusion dans la trame initiale presentee au 
systeme. La segmentation fait en sorte de ne laisser que les trois blobs representants ces 
parties dans la premiere trame puisque tous les objets de couleurs semblables a celles de 
la peau sont enleves de la scene. Par la suite, on analyse le nombre de regions de peau 
extraites dans chacune des trames afin de gerer les occlusions presentes dans la sequence 
d'entree. Ceci revient a comparer le nombre de regions de peau detectees dans la trame 
courante Ft avec celui de la trame precedente Ft_i. Cette comparaison nous permet de 
reperer la presence des occlusions ainsi que le nombre de regions occultees comme le 
montre la figure 2.8. 
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Figure 2.8 Gestion des occlusions en se servant des regions de peau extraites. 
Une fois une occlusion detectee, on compare les distances entre les centroi'des des regions 
de peau de la trame precedente pour savoir les deux regions les plus proches dans Ft_i et 
qui sont maintenant en occlusion dans Ft. Les techniques de localisation et de suivi des 
regions de peau seront presentees dans les sections qui suivent. Le probleme des 
occlusions est un des problemes les plus repandus et les plus difficiles a traiter lors du 
suivi d'objets multiples. Dans [41], les auteurs definissent deux approches pour le suivi 
des objets en occlusions. L'approche Merge-split (MS) qui detecte les evenements de 
fusion et de separation des blobs et qui ne fait rien durant l'occlusion et l'approche 
Straight-through (ST) qui ne detecte pas ces evenements et dans laquelle le systeme 
continue de suivre tous les objets, m6me en occlusion. Dans [42], les auteurs enoncent les 
differents problemes lors du traitement des occlusions. Parmi ces problemes, on trouve la 
detection de l'evenement d'occlusion ainsi que le suivi correct des objets en occlusion et 
l'objet occultant durant l'occlusion. Pour pallier ce dernier probleme, il faut disposer d'un 
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indice discriminant entre les objets suivis. La plupart des auteurs utilisent la couleur 
comme indice. Dans notre cas, les objets suivis sont des parties du corps et ne possedent 
pas de couleur discriminante. Cependant et afin de limiter les fausses detections et erreurs 
de suivis des differentes regions de peau lors des occlusions, on a adopte l'approche MS. 
Le suivi des regions d'interet est done suspendu pendant la duree de l'occlusion. Lorsque 
les objets se separent, l'algorithme de detection et suivi de ces objets se poursuit. 
La gestion des occlusions permet a notre systeme de detecter les evenements suivants : 
> Occlusion entre mains gauche et droite. 
> Occlusion entre main gauche et visage. 
> Occlusion entre main droite et visage. 
> Occlusion entre les deux mains et le visage. 
2.5 Detection et suivi du visage 
Une fois que la segmentation en regions de l'image a ete faite et que les occlusions entre 
les blobs d'interet sont detectees, on peut isoler les blobs qui potentiellement representent 
une region de peau qui correspond a une partie du corps (Mains ou visage). Le but de 
cette partie est de pouvoir localiser et suivre le visage en le distinguant des mains. Pour se 
faire, on suppose comme dans [3] qu'une region R dans notre trame initiale represente le 
visage si: 
> Le rapport entre la largeur et la hauteur d'un visage humain est inferieur a 2.25. 
Ceci revient a verifier que MaJorAxisLength < 2.25. (2.1) 
MinorAxisLength 
> Le rapport entre l'aire et le carre du perimetre d'un visage humain est superieur a 
n 
0.02. Ceci revient a verifier que Are^__ > Q 0 2 . (2.2) 
^ Perimeter' 
Le premier test permet de rejeter les regions qui sont trop longues et etroites pour etre un 
visage, tel qu'un avant-bras. Le second est une mesure de circularite qui permet de cerner 
les regions de forme elliptique telle que la tete. 
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Dans [3], les auteurs ont aussi suppose que l'orientation du visage doit varier entre 45° et 
135°. Cette hypothese est plausible dans le cas ou la tete de la personne reste droite 
durant une activite telle que la prise de medicaments. Dans notre cas, cette hypothese est 
omise puisque nos algorithmes de suivi peuvent etre utilises pour la detection de 
n'importe quelle activite humaine. Quand la personne change l'orientation de son visage 
comme dans la figure 2.9 par exemple, la forme de ce dernier n'est plus elliptique. Aussi 
les mains dans certains cas peuvent avoir une forme elliptique et non etroite. Par 
consequent on ne pouvait se fier a ces deux tests pour localiser et suivre le visage pour les 
autres trames des sequences presentees a notre systeme. Ces deux tests sont done utilises 
seulement pour la trame initiale. 
Figure 2.9 Exemple du visage ayant une forme non elliptique. A) Trames 8 de la sequence video test, B) 
Detection des regions de la peau contenues dans cette trame. 
Dans [43], les auteurs presentent les moments de Hu comme etant un descripteur de 
forme invariant. Ce dernier est obtenu a partir de quotients ou de puissances de moments. 
Un moment quant a lui represente une somme sur tous les pixels du modele d'image 
pondere par des polynomes lies aux positions des pixels. Considerons notre image I(i,j) 
apres extraction des regions de peau. Le moment d'ordre ip+q) pour chacun de nos blobs 
est defini comme 
»„=£X ,''./' /(U) (2-3) 
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Le moment central normalise d'ordre (p+q) est defini comme 
Vn 
avec 
"« = <^7 <Z7) 
i = ^±* + l . (2.8) 
Ces moments sont invariants par translation et changement d'echelle. Les moments de Hu 
sont deduits a partir des moments normalises et sont invariants vis-a-vis les translations, 
rotation et changement d'echelle. L'equation 2.9 presente ces moments. 
$ = 7720 + %2 
<̂ 3 = (^730 - 3 / ? 1 2 )
2 + ( 3 / 7 2 1 - 7 7 O 3 ) 2 
0A = (%o +Vnf+(rl2x +V03)2 (2.9) 
5̂ = (̂ 30 -37712)(/730 +7]I2)[(%O +Vnf -3(772i +77o3)
2] 
+ (3/72i -rimXfyi +773o)[3(773o + 77,2)
2 ~(%i + 7 7 0 3 )
2 ] 
^6 =(^20 -VoiMmo +fJu)2-(T?2l +7 0 3)
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Dans notre methode, une fois que la localisation du visage dans la premiere trame de 
notre sequence est faite, on calcule le moment de Hu d'ordre deux du blob correspondant 
et le suivi du visage est realise en comparant ce descripteur de forme. En effet, pour les 
trames qui suivent, on calcule les moments de Hu des regions de peau apres segmentation 
puis on les compare au moment de la region correspondante au visage de la trame 
precedente. Pour justifier l'utilisation des moments de Hu, on a commence par analyser 
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une sequence de trames dans laquelle le visage change d'orientations comme le montre la 
figure 2.10. 
Figure 2.10 Suivi des regions de la peau. A) B) C) D) E) F) Trames 5, 8, 11, 14, 17 et 20 de la sequence 
video test, G) H) I) J) K) L) Detection des regions de la peau contenues dans chacune des trames. 
Par la suite, on a examine dans un premier temps 1'evolution des moments de Hu d'ordre 
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Figure 2.11 Comparaison de 1'evolution des moments de Hu d'ordre 1 et 2 du visage pour la sequence de la 
figure 2.10. A) Ordrel, B) Ordre2. 
La figure 2.11 montre que les moments de Hu d'ordre 1 sont plus sensibles aux 
changements d'orientations du visage par rapport aux moments de Hu d'ordre 2. Ces 
derniers ont donne des resultats tres satisfaisant et par consequent c'est l'ordre 2 que nous 
avons utilise pour le suivi du visage comme mentionne precedemment. On s'est arrete a 
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l'ordre 2 puisque sa variation en valeur absolue pour le suivi du visage est trop petite 
comme le montre la figure precedente et aussi pour ne pas compliquer les calculs. En 
effet, comme le montrent les equations 2.9, a chaque fois qu'on augmente l'ordre de ce 
descripteur de forme, la complexite du programme augmente. L'idee de l'utilisation d'un 
descripteur de forme pour le suivi du visage est due au fait que la forme du visage est 
differente de celle des mains et varie moins lors d'une activite humaine. Cette 
consideration est verifiee par la figure 2.12. La section qui suit presente l'approche 
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Figure 2.12 Comparaison de revolution des moments de Hu d'ordre 2 de la main et du visage pour une 
sequence de trames. 
2.6 Detection et suivi des mains 
Afin de pouvoir detecter l'activite humaine, la prise de medicaments dans notre cas, notre 
systeme doit pouvoir localiser et suivre les mains de l'utilisateur dans la sequence 
d'entree. Pour ce faire, on suppose que les blobs restants apres la localisation du blob 
representant le visage correspondent aux mains. Pour distinguer les deux mains, on 
suppose que la main gauche se trouve toujours a gauche de la main droite et vice-versa, 
ce qui est vrai en general. Une analyse des blobs selon leur position horizontale nous 
permet de distinguer les deux mains. Dans notre application, la droite et la gauche sont 
definies selon le point de vue de la personne qui se trouve dans la sequence et non selon 
celui de la camera. La complexite de la detection et du suivi de la main reside dans le cas 
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ou la personne porte un chandail a manches courtes. Dans ce cas, il faut pouvoir localiser 
la main dans le bras. Pour notre application, on a con§u un algorithme qui se base sur les 
contours afin de permettre la detection de la main dans le bras. En effet, la main 
correspondra a la region englobee par le rectangle qui possede une densite des aretes 
superieure a cause des doigts. 
On commence par transformer notre image binaire qui contient les regions de la peau en 
une autre image binaire qui detecte les contours de ces regions. Le but de la detection de 
contours est de reperer les points d'une image numerique qui correspondent a un 
changement brutal de l'intensite lumineuse. On a teste plusieurs methodes permettant 
l'extraction des contours telles que les filtres de Prewitt, de Sobel et de Canny. La notion 
physique de filtre correspond a la notion mathematique de convolution. En effet, une 
convolution entre ces filtres et les trames d'une sequence video suivie d'un seuillage de 
1'image resultante nous permet d'extraire les contours. Canny [44] a cherche a definir des 
criteres afin d'obtenir un filtre optimal pour la detection de contour. Ces criteres sont les 
suivants : 
> Bonne detection : detecter un maximum de contours ; 
> Bonne localisation : les points detectes doivent etre les plus proches possibles du 
vrai contour; 
> Reponse unique : minimiser le nombre de contours detectes plusieurs fois. 
Ces criteres se traduisent par des conditions sur la reponse impulsionnelle du filtre et 
debouchent sur des detecteurs de contours tres performants. L'avantage du filtre de 
Canny est qu'il considere non seulement l'intensite du gradient mais aussi sa direction. 
Par consequent, il est possible d'eliminer un pixel qui pointe vers deux pixels de valeur 
superieure car ce n'est pas un maximum local. D faut ensuite effectuer un seuillage par 
hysteresis. Pour cela on fixe deux seuils, un seuil haut sh et un seuil bas sb. On 
commence par selectionner les points qui depassent le seuil haut et on applique ensuite le 
seuil bas en ne conservant que les composantes connexes qui contiennent un point au 
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dessus de sh. En d'autres termes, a partir de chaque point au dessus de sh on "suit" un 
chemin constitue de points au dessus de sb, ce chemin est le contour recherche. 
La figure 2.13 montre le resultat obtenu pour ces trois methodes pour une serie de trames 
d'une sequence video test. Les parametres utilises sont ceux choisis automatiquement par 
la fonction edge de Matlab. 
Figure 2.13 Detection des contours des regions de la peau. A) B) C) D) E) F) Trames 25, 125, 230, 325, 
425 et 650 de la sequence video test, G) H) I) J) K) L) Detection des contours avec la methode Sobel, M) 
N) O) P) Q) R) Detection des contours avec la methode Canny, S) T) U) V) W) X) Detection des contours 
avec la methode Prewitt. 
On peut constater qu'il n'y a pas une grande difference entre les trois methodes 
d'extraction des aretes. On remarque aussi que le contour n'est pas parfaitement defini ce 
qui pourrait induire le systeme en erreur. Pour pallier a ce probleme on a utilise des 
opdrations de la morphologie mathematique. En effet, une fois que l'image du contour est 
extraite, on lui fait subir une operation de morphologie mathematique qui est dans notre 
cas une dilatation (augmentation de la taille des aretes avec la fonction imdilate de 
MATLAB) afin de mieux definir les contours des regions contenants les mains de la 
47 
personne. Le resultat obtenu avec une detection de contour utilisant la methode de Canny 
suivie d'une dilatation est presente dans la figure 2.14. 
Figure 2.14 Detection des contours des regions de la peau. A) B) C) D) E) F) Trames 25, 125, 230, 325, 
425 et 650 de la sequence video test, G) H) I) J) K) L) Detection des contours avec la methode Canny suivi 
d'une dilatation. 
Une fois que les contours des regions de la peau sont bien traces et afin de pouvoir suivre 
les mains, on definit notre modele pour chacune des regions de peau qui ne representent 
pas le visage. Notre modele rectangulaire de la main servant a conserver la position de 
cette derniere pour chacune des trames de nos sequences video est definie comme suit: 
H = [B,L,C,F] (2.10) 
Avec B qui represente le plus petit rectangle qui englobe la region du bras {Bounding 
Box), C qui est le centre du rectangle representant la main, L qui represente la largeur de 
la main et finalement F qui represente la densite des aretes de la main. Pour chacune des 
trames, on suppose que la largeur de la main represente 4/5 de celle du visage. Cette 
proportion est determinee experimentalement et s'ajustera automatiquement si 
l'utilisateur change sa position par rapport a la camera puisque la region du visage 
changera aussi de grandeur. 
Ainsi, pour chacune des regions de la peau qui ne represente pas le visage, on commence 
par localiser les deux extremites de ces regions qui peuvent englober la main. Cette 
localisation est effectuee en utilisant l'orientation du bras (verticale ou horizontale), les 
tailles du rectangle englobant et la largeur de la main calculee selon l'hypothese 
precedente. La figure 2.15 montre deux exemples de detection des deux regions de peau 
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qui represented les parties les plus probable de contenir la main avec deux orientations 
differentes du bras. 
Figure 2.15 Detection des region qui peuvent contenir la main dans le bras droit A) B) Trames 25 et 425 de 
la sequence video test, C) D) Detection des regions de la peau pouvant englobees la main. 
Une fois les deux rectangles les plus probables de contenir la main localises, on suppose 
pour la trame courante que la main contient plus d'aretes a cause des doigts. On calcule 
done le nombre de pixels des aretes dans l'image contenant les contours. Alors, pour 
chacun des deux rectangles, on calcule la densite des aretes comme definie en [26]. Le 
nombre de pixels aretes dans chacun des rectangles probables de contenir la main est 
calcule selon 1'equation 2.11. 
^Ic(iJ)\lc(i,j) = \ 
F =MJM (2.11) 
N 
Avec N le nombre de pixels dans chacun des rectangles et Ic l'image contenant les aretes 
des regions de la peau. Cette caracteristique de texture nous permettra de localiser la 
main. Finalement, on complete notre modele de la main en calculant le centre du 
rectangle. Le suivi pour les cinq trames suivantes se fait par comparaison de la position 
des deux rectangles extraits pouvant englober la main de la trame courante avec la 
position du modele precedent. Nous avons suppose que pour cinq trames la main ne 
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change pas assez de position, ce qui minimise les erreurs du suivi par la comparaison du 
modele de centres. En cas d'erreurs, la trame suivante qui va calculer la densite d'aretes 
va permettre au systeme de se rattraper et de reinitialiser la bonne position de la main. 
Comme mentionne precedemment, pour valider nos algorithme de detection des regions 
de peau et du suivi du visage et de la main, on a choisi la detection Pactivite de prise de 
medicaments. Pour ce faire, notre systeme doit detecter et identifier les bouteilles de 
medicaments presentes dans la sequence video d'entree. La section qui suit presente 
l'approche utilisee pour la localisation et le suivi de ces objets d'interets. 
2.7 Detection et suivi des bouteilles de medicaments 
Pour completer le suivi des objets intervenants dans l'activite de prise de 
medicaments, on a utilise des bouteilles de medicaments de formes et couleurs 
differentes. Pour creer notre base de donnees contenant les informations concernant la 
couleur et la forme des bouteilles de medicaments, un ensemble d'images comportant des 
regions completes de chacune de ces bouteilles est presente au systeme. Les 
histogrammes de couleurs ainsi que les moments de Hu d'ordre deux de ces regions sont 
calcules. La couleur de la table ou seront posees les bouteilles est egalement presentee au 
systeme. Ceci evitera les recherches multi-echelles dans toute l'image et diminuera ainsi 
les fausses identifications et detections des bouteilles. En effet, la camera permettant la 
prise de nos sequences video est placee en face de la personne et legerement au-dessus de 
sa tete comme montre a la section 2.2. Cet emplacement de la camera nous permet de 
diminuer les possibilites de detection de faux contacts entre les mains et les bouteilles de 
medicaments et de pouvoir utiliser la table comme arriere-plan des objets qui s'y 
trouvent. Les seuils utilises lors de notre travail pour localiser la table sur laquelle les 
bouteilles sont posees ont ete determines experimentalement et sont illustres au tableau 
2.2. 
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Tableau 2.2 Seuils utilises avec l'espace de couleur HSV afin de detecter les pixels de la table. 
Sfc- ^ i l § t % 









La figure 2.16 illustre le resultat du seuillage et de la segmentation de la region contenant 
la table pour une trame d'une sequence video test avec les memes techniques utilisees 
dans la section 2.3 pour la detection de la peau mais cette fois-ci avec des seuils 
differents. 
Figure 2.16 Exemple d'extraction de la region contenant la table. A), Trames de la sequence video 
originale, B), Detection de la table et des objets qui s'y trouvent. 
Pour tous les objets se trouvant sur la table, on calcule leurs histogrammes de couleurs 
ainsi que leurs moments de Hu d'ordre 2 presentes precedemment. Dans la premiere 
trame, on detecte les objets qui ont les memes caracteristiques d'apparence (couleur + 
forme) que celles des bouteilles de medicaments presentees au systeme. Comme defini 
dans [24], les histogrammes de couleurs sont considered comme des vecteurs et la 
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distance entre eux est calculee en utilisant le prix minimum pour passer d'une distribution 
a l'autre (MDPA) selon l'equation 2.12. 
K-\ 
D(h(I),h(M)) = 2 




La figure 2.17 presente un exemple de detection et d'identification des bouteilles de 
medicaments utilisees dans des sequences de prises de medicaments testees. 
Figure 2.17 Exemple de detection des regions de la peau et des bouteilles de medicaments. A) B) C) 
Trames des sequences videos originales, D) E) F) Detection et suivi des objets concernes. 
La figure montre que les bouteilles de medicaments sont bien identifiers et que notre 
systeme ne les confond pas avec les mains. Etant donne que les bouteilles de 
medicaments sont des objets rigides, on compare les centroi'des des objets detectes sur la 
table de la trame courante avec les centroides des bouteilles de medicaments detectees 
dans la trame precedente pour pouvoir les identifier dans toutes les trames de notre 
sequence source. 
On suppose qu'au debut de la sequence les bouteilles ne sont pas en occlusion entre elles 
et avec les mains. Ceci nous permet de connaitre le nombre de bouteilles initiates 
presentes dans la sequence video. Notre systeme detecte l'evenement « Prise d'une 
bouteille de medicament » lorsque celle-ci n'est plus deposee sur la table. Cette condition 
se verifie quand le nombre de bouteilles detectees dans la trame courante est inferieur a 
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celui de la trame precedente. On calcule done les distances entre les centroides des deux 
mains et le centroi'de de la bouteille prise pour determiner la main qui manipule la 
bouteille de medicaments. Les evenements « Main gauche manipule la bouteille » ou « 
Main droite manipule la bouteille » sont alors detectes. 
Afin de limiter les fausses detections et erreurs de suivi de la bouteille lorsqu'elle est en 
occlusion ou en contact avec les mains, on a utilise l'approche MS presente a la section 
2.4. En effet, le suivi de la bouteille de medicament dans notre cas est suspendu pendant 
la duree de l'occultation ou le contact. Lorsque l'objet est redepose sur la table, 
l'evenement « Depot de la bouteille » est detecte et 1'identification des objets presents sur 
la table se poursuit. L'algorithme utilise pour la reconnaissance de l'activite humaine est 
presente dans la section suivante. 
2.8 La reconnaissance de l'activite humaine 
Pour la detection de l'activite humaine, qui est dans le cadre de notre etude la prise de 
medicament, on a utilise un reseau de Petri. Les reseaux de Petri furent inventes en 1964 
par Carl Adam Petri. Ces derniers se represented par un graphe compose de deux types 
de noeuds (places et transitions) relies par des arcs. Un reseau de Petri evolue lorsqu'on 
execute une transition : des jetons sont pris dans les places en entree de cette transition et 
envoyes dans les places de sortie. On reconnait done un scenario lorsqu'un jeton est place 
a la suite du dernier evenement de la sequence. Dans [45], les auteurs ont evoque les 
avantages de l'utilisation des reseaux de Petri pour la representation et la reconnaissance 
des evenements. Parmi ces avantages, on trouve la representation des evenements de 
fa§on sequentielle, simultanee et synchronisee. Notre reseau de Petri a ete con§u pour 
detecter tous les scenarios possibles de la prise de medicaments selon les contraintes 
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Figure 2.18 Reseau de Petri utilise pour la reconnaissance de la prise de medicaments. 
Au depart le jeton est depose dans la place initiale Pi. Si un des evenements El ou E2 se 
produit on deplace le jeton a la place P2. On utilise les relations logiques definies en [45] 
pour la construction de notre reseau de Petri. Un exemple de relations logiques est illustre 
a la figure 2.19. On peut voir sur notre reseau que le jeton sera passe de la place Pi a la 




Figure 2.19 Exemple de relations logiques. Figure extraite de [45]. 
L'activite de prise de medicaments est reconnue lorsque le jeton atteint la place Pf. On 
note que pour l'evenement E3, on suppose que Pouverture de la bouteille se produit 
lorsque la main de l'usager manipule celle-ci et qu'il y a occlusion ou contact entre les 
deux mains. Les relations entre les transitions du reseau de Petri et les autres evenements 
detectes par notre systeme sont comme suit: 
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- El : Main gauche manipule la bouteille. 
E2 : Main droite manipule la bouteille. 
- E3 : Occlusion entre main gauche et droite + Prise d'une bouteille de medicament. 
- E4 et E9 : Occlusion entre main gauche et visage. 
- E5 et E10 : Occlusion entre main droite et visage. 
- E6, E7 et E8 : Depot de la bouteille. 
Pour valider les transitions et eviter les fausses detections des evenements, ces derniers ne 
sont valides que si leurs durees depassent un certain nombre de trames. Le nombre de 
trames minimal (NTM) que doit durer chacun des evenements en utilisant une camera 
avec un taux de 7.5 frames par seconde est determine experimentalement et il est presente 
dans le tableau 2.3. 
Tableau 2.3 Le nombre minimum de trames que doit durer les evenements utilises dans le reseau de Petri 
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CHAPITRE 3 RESULTATS ET DISCUSSION 
Dans cette section on presentera les resultats obtenus sur des sequences video avec une 
frequence d'acquisition de 7.5 images par seconde et une resolution de 320x240 prises 
par une camera Sony DFW-SX910 (voir figure 3.1). L'application a ete programmed 
avec Matlab. Ce dernier est un langage de programmation de haut niveau pour le calcul 
numerique. II est particulierement performant pour le calcul matriciel, car sa structure de 
donnees est basee sur les matrices et il dispose de possibilites d'affichage tres riches. II 
s'agit d'un langage qui permet un developpement tres rapide mais qui a 1'inconvenient de 
ne pas avoir un temps d'execution aussi rapide qu'un langage comme C. En plus de 
fonctions de bases pour le calcul matriciel, Matlab dispose de nombreuses librairies de 
fonctions specialisees appelees « toolbox » dans differents domaines. Celle qui nous 
interesse le plus particulierement est la librairie « traitement d'image » qui possede des 
fonctions qui nous ont ete utiles pour la realisation du projet. Parmi ces fonctions, on 
trouve les fonctions de : 
- Calcul des histogrammes de couleurs, 
- Detection de contours et 
- Binarisation et morphologie mathematique. 
Figure 3.1 Camera Sony DFW-SX910. 
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Ce chapitre est divise en quatre grandes sections : les methodologies experimentales ainsi 
que les resultats comprenant une discussion de la partie detection des regions de la peau 
(section 3.1), les methodologies experimentales ainsi que les resultats comprenant une 
discussion de la partie detection et suivi du visage et des mains (section 3.2), les 
methodologies experimentales ainsi que les resultats comprenant une discussion de la 
partie reconnaissance de la prise de medicaments (section 3.3) et finalement une section 
3.4 portant sur le temps d'execution de notre systeme. 
3.1 Detection des regions de la peau 
3.1.1 Methodologie experimentale 
Comme mentionne precedemment, pour pouvoir localiser et suivre le visage et les mains, 
on s'est base sur la couleur de la peau. Notre algorithme de seuillage et de segmentation 
presente dans la section 2.3 a ete teste sur differentes personnes avec des images de 
differentes resolutions. En effet, pour evaluer la performance de la detection des regions 
de peau, nous avons utilise 15 sequences video prises au LITIV dont 12 represented une 
activite de prise de medicaments et des images prises au LITIV et d'autres provenant du 
web. Nous avons ensuite applique nos algorithmes sur ces images et sur chaque trame des 
sequences video et avons verifie si la detection etait correcte. Pour la peau, une detection 
est correcte si les regions de peau detectees avec notre algorithme correspondent aux 
regions de peau contenues dans l'image testees. L'efficacite de notre algorithme pour la 
detection des regions de la peau a ete mesuree selon la metrique suivante: 
Efficacite=(Total des images avec detection correcte de la peau / Total des images 
testees). 
3.1.2 Resultats 
La presente section montre les resultats des experimentations et des tests effectues afin de 
valider nos algorithmes de detection de la peau. Des exemples d'extraction des regions de 
peau contenues dans quelques-unes des images prises au LITIV et du web sont presentes 
a la figure 3.2. Cette figure montre les resultats obtenus a partir d'images sources 
representant des cas particuliers qui peuvent engendrer des erreurs de detection des 
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regions de peau. Les images de la figure 3.2 confirment que les seuils qu'on a choisi 
provoquent peu de conflits avec des couleurs differentes que celles de la peau, peuvent 
detecter differents types de peau dans differentes conditions d'illumination et permettent 
de localiser le visage malgre le port de lunette ou casquette. Les images presentees dans 
cette figure appuient les recherches anterieures dans le fait que l'espace de couleur HSV 
avec les seuils presentes permettent de detecter differents types de peau. 
A) B) 
Figure 3.2 Exemple d'extraction des regions de la peau. A), C), E), G), Images sources, B), D), F), H), 
Detection des regions de la peau contenues dans chacune des images selon l'algorithme de seuillage et de 
segmentation presente a la section 2.3. 
En effet, on constate que les regions de peau noire de 1'image E ont etait bien trouvees. 
Cependant, dans cette image, on voit qu'un petit bout du baton de golf a ete classifie 
comme etant une region de peau. C'est pour cela qu'on a enleve tous les objets de 
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couleurs semblables a celles de la peau de l'environnement ou les medicaments sont pris. 
L'image C montre que le visage est detecte malgre le port de casquette et de lunette. Pour 
les images prises au LITIV et du web, notre algorithme a permis la detection des regions 
de peau sur differentes personnes avec une efficacite de 68% (voir tableau 3.1). Aussi, 
notre algorithme a permis la detection des regions de peau sur differentes sequences 
video prises au LITIV avec une efficacite de 100%. Par consequent 1'algorithme de 
seuillage et de segmentation utilise afin d'extraire les pixels de la peau a demontre son 
efficacite pour permettre la detection et le suivi du visage et des mains et la 
reconnaissance de l'activite humaine qui est dans notre cas la prise de medicaments. 
Tableau 3.1 Resultats de la detection des regions de la peau. 
Sequences prises au LITIV 
avec prise de medicaments 
Sequences prises au LITIV 
Total des trames des 
sequences testees 






Images prises au LITIV 
Images prises du web 









Images avec detection correcte 












3.2 Detection et suivi du visage et des mains 
3.2.1 Methodologie experimentale 
Une fois les parties du corps detectees, notre systeme procede a la detection et le suivi de 
ces parties ainsi qu'a 1'identification et la localisation des bouteilles de medicaments. 
Pour comparer les performances de nos algorithmes de detection et de suivi des mains et 
du visage par rapport a des methodes existantes, le systeme a ete initialement examine sur 
quatre sequences avec prise de medicaments dans des conditions differentes sur un 
ensemble de 3 utilisateurs comme illustre a la figure 3.3. 
Figure 3.3 Sequences video utilisee pour evaluer la performance de nos algorithmes. A), Sequence Francois 
B), Sequence Soufianel C), Sequence Soufiane2 D), Sequence Atousa. 
Pour trouver le nombre de trames avec suivi correct du visage et des mains avec les 
methodes testees, on a etiquete pour chacune des trames les parties du corps localisees et 
suivies par notre systeme et on a compare ces etiquettes avec la position reelle «ground-
truth» du visage et des mains. L'efficacite de notre algorithme pour la detection des 
regions de la peau a ete mesuree selon la metrique suivante : Efficacite=(Total des trames 
avec suivi correct / Total des images testees). 
Dans un premier temps, on a commence par comparer l'efficacite de notre algorithme 
avec celle du Mean-shift. Pour ce faire, il fallait selectionner les regions qu'on veut 
suivre, dans notre cas le visage et les deux mains, tout en entrant la taille, en pixels, 
qu'aurait le carre qui englobera ces regions durant le suivi. Pour une main, la selection 
appropriee est entre 25 et 35 pixels et pour le visage, elle devra etre entre 45 et 55. Par la 
suite on appelle la fonction qui fait le suivi avec la methode Mean-shift telle que decrite 
dans la section 1.2.3.2.1. Dans un second temps, on a evalue l'efficacite du filtrage 
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particulate pour le suivi des parties du corps d'interet. Pour ce faire, il fallait selectionner 
les regions qu'on voulait suivre, dans notre cas le visage et les deux mains, tout en entrant 
la taille, en pixels, qu'aurait le carre qui englobera ces regions durant le suivi. Pour une 
main, la selection appropriee est entre 25 et 35 pixels et pour le visage, elle devra etre 
entre 45 et 55 pixels. Par la suite, on entre le nombre de particules que Ton souhaite 
utiliser et on appelle la fonction qui fait le suivi avec la methode du filtrage particulate 
telle que decrite dans la section 1.2.3.2.2. Le nombre de particules utilisees dans le cadre 
de nos tests est 50. Plus ce nombre est grand, plus le suivi des regions sera precis et par 
consequent plus le script sera lent. 
D'autres sequences de prise de medicaments ont ete utilisees pour evaluer la performance 
de nos algorithmes de localisation et de suivi des parties du corps sur differentes 
personnes. La figure 3.4 illustre quelques-unes de ces sequences. 
Figure 3.4 Sequences video utilisee pour evaluer la performance de nos algorithmes. A), Sequence 




La presente section montre les resultats des experimentations et des tests effectues afin de 
valider nos algorithmes de detection et de suivi des objets d'interet (visage, mains et 
bouteilles de medicaments). Un exemple de suivi dans une sequence video presentant une 
prise de medicaments est presente a la figure 3.5. 
A) C) E) 
Figure 3.5 Exemple de suivi des objets d'interet. A), C), E), G), I), K), Trames de la sequence source (40, 
125,170,190, 350 et 480), B), D), F), H), J), L), Localisation et suivi du visage, des mains et des bouteilles 
de medicaments. 
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On a commence par comparer les performances de nos algorithmes de suivi du visage et 
des mains avec des methodes existantes. Les resultats suite a 1'application de nos 
algorithmes sur l'ensemble des sequences video de la figure 3.3 sont presented au tableau 
3.2. 
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Le tableau 3.2 montre que les methodes elaborees permettent la localisation et le suivi du 
visage avec une efficacite de 99% pour les sequences testees. Celles utilisees pour la 
detection et le suivi des mains presentent une efficacite de 97% sur l'ensemble des 
sequences testees. Cependant, dans des cas particuliers dans des sequences video, la main 
possede une forme qui s'approche a celle du visage. Dans ce cas, les moments de Hu 
d'ordre 2 sont presque egaux et le systeme ne peut pas classer la bonne region du visage 
et, par consequent, il commet une erreur dans la localisation des mains. Ceci explique la 
plus faible precision du systeme pour le suivi des mains par rapport au visage. Lorsque la 
personne porte un chandail a manche courte (figure 3.5K), parfois la main possede une 
densite d'arrete inferieure a celle de l'autre extremite du bras. Cela represente une autre 
source d'erreurs pour notre systeme dans le suivi des mains. On note que dans le cas ou il 
y a occultation ou contact entre les parties du corps, le suivi des mains et du visage 
s'arrete comme explique dans la section 2.4 et comme illustre dans la figure 3.5H. Si 
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l'evenement de fusion des blobs a ete correctement detecte, on compte les trames pour la 
duree de 1'occlusion comme etant des trames avec un suivi correct des parties du corps 
qui se sont fusionnees. Autre limite du systeme, c'est quand la personne porte une montre 
comme illustre a la figure 3.6. Le systeme ne segmente pas correctement les blobs des 
deux bras a cause de la couleur de la montre et par consequent la localisation et le suivi 
des mains ne peuvent se faire correctement. En effet, dans ce cas l'evenement 
d'occlusion entre main gauche et droite (figure 3.6B) ne sera pas detecte a cause de la 
presence de la montre. 
Figure 3.6 Exemple d'extraction des regions de la peau. A), Image source, B), Detection des regions de la 
peau contenues dans chacune des images 
Pour mieux evaluer la performance de nos methodes du suivi du visage et des mains, on 
les a comparees avec les methodes du decalage moyen (Mean-shift) et du filtrage 
particulate presentees dans la section 1.2.3.2 en les appliquant sur les memes sequences 
video presentees a la figure 3.3. Les resultats de cet algorithme pour l'ensemble des 
sequences video sont presentes au tableau 3.3. Ce dernier montre que la methode Mean-
shift permet le suivi du visage avec une efficacite de 96% et que le suivi des mains avec 
cette methode presente une efficacite de 80% sur l'ensemble des sequences testees. 
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Tableau 3.3 Resultats de la detection et du suivi des parties du corps pour 4 sequences video avec la 
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Par la suite, on a evalue 1'efficacite du filtrage particulaire pour le suivi des parties du 
corps d'interet. Le resultat de cet algorithme pour l'ensemble des sequences video est 
presente au tableau 3.4. 
Tableau 3.4 Resultats de la detection et du suivi des parties du corps pour 4 sequences video avec la 
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Le tableau 3.4 montre que la methode du filtrage particulate permet le suivi du visage 
avec une efficacite de 83% et que le suivi des mains avec cette methode presente une 
efficacite de 56% sur l'ensemble des sequences testees. On peut clairement remarquer 
que nos methodes basees sur les approches par apparence sont plus efficace que les autres 
approches testees. 
La limitation principale des approches predictives est qu'elles sont moins fiables lorsque 
des changements brusques de direction des objets suivis se produisent. Dans ces cas, les 
predictions sont souvent fausses comme dans le cas du filtrage particulate qui a eu 
seulement une efficacite 56% pour le suivi des mains qui changent beaucoup de position 
et de direction dans les sequences testees. Le probleme avec cette methode c'est qu'une 
fois les parties du corps suivies s'occultent ou se touchent, 1'algorithme perd la position 
de l'objet suivi et ceci jusqu'a la fin de la sequence ce qui diminue grandement 
l'efficacite du suivi. 
D'autres sequences de prise de medicaments (voir figure 3.4) ont ete utilisees pour 
evaluer la performance de nos algorithmes de localisation et de suivi des parties du corps 
sur differentes personnes. Les resultats suite a 1'application de nos algorithmes sur 
l'ensemble de ces sequences video sont presentes au tableau 3.5. On note qu'on a utilise 
la meme technique pour 1'evaluation de la performance et que les methodes elaborees 
dans le cadre de notre recherche permettent la localisation et le suivi du visage avec une 
efficacite de 99% pour les sequences testees. Celles utilisees pour la detection et le suivi 
des mains presentent une efficacite de 96% sur l'ensemble de ces six sequences testees. 
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Tableau 3.5 Resultats de la detection et du suivi des parties du corps pour les 6 sequences video illustrees a 
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Les tableaux 3.2 et 3.5 montrent que l'efficacite de notre systeme est plus elevee lorsque 
la personne porte un chandail a manches longues. En effet, le tableau 3.6 prouve 
clairement cette constatation et montre que l'efficacite de nos algorithmes de detection et 
de suivi des mains pour les sequences testees est de 99% dans le cas ou la personne porte 
un chandail a manches longues et qu'elle est de 95% lorsque la personne porte un 
chandail a manches courtes. Ceci revient au fait que les contours ne sont pas bien definis 
dans certaines trames ce qui induit notre systeme en erreur pour le choix de la region qui 
contient la main dans le bras. 
En general, on peut dire que nos algorithmes de detection et de suivi du visage et des 
mains ont une efficacite de plus de 96% sur l'ensemble des sequences testees et que cette 
efficacite permet la detection des differents scenarios de la prise de medicaments. Dans 
la section qui suit, on va evaluer nos techniques de reconnaissance de l'activite humaine 
qui est dans notre cas la prise de medicaments 
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Tableau 3.6 Comparaison de l'efficacite de la detection et du suivi des parties du corps pour 10 sequences 
testees avec des personnes qui portent des chandails a manches courtes et longues. 
Nombre de trames 
dans la sequence 
Trames avec suivi 
correct du visage 
Trames avec suivi 
correct des mains 
























































3.3 La reconnaissance de l'activite humaine 
3.3.1 Methodologie experimentale 
Pour evaluer la performance de la reconnaissance de l'activite humaine, nous avons 
utilise 12 sequences video prises au LITIV qui represented une activite de prise de 
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medicaments. Nous avons ensuite applique nos algorithmes sur ces sequences et on a 
verifie si notre reseau de Petri est parcouru correctement. Le systeme a ete teste sur des 
sequences avec une prise d'un seul medicament, de deux medicaments et aussi de trois 
medicament. Le systeme etait capable de detecter avec succes la production de tous les 
evenements dans la pluparts des sequences video qu'on lui a presente. Dans une sequence 
d'entree, une detection de la prise de medicaments est correcte si notre systeme est 
capable de detecter correctement tous les etats d'occlusions (etats El a E10 du reseau de 
Petri, section 2.8) entre les objets d'interet dans la sequence et d'identifier chaque 
medicament pris dans cette sequence. L'efficacite de notre algorithme pour la detection 
de l'activite humaine a ete mesuree selon la metrique suivante : Efficacite=(Total des 
sequences avec detection correcte de la prise des medicaments / Total des sequences 
testees). 
3.3.2 Resultats 
La figure 3.7 montre un graphique qui represente les periodes ou les evenements 
principaux dans la sequence Atousa ont lieu ainsi que la serie de trames enregistree par le 
systeme representant la duree de chaque evenement detecte dans cette video. 
• Occlusion entre 
main gauche et 
draite 
•Occlusion entre 
main gauche et 
visage 
Occlusion entre 
main droite et 
bouteille de 
medicaments 
0 20 40 60 80 100 120 140 160 
Trame 
Figure 3.7 Etats detectes dans la sequence Atousa. 
Selon la figure 3.7, initialement (premiere trame de la sequence video), le jeton est place 





{Occlusion entre main droite et bouteille de medicament) se produit et dure plus que 5 
trames, le jeton est deplace a l'etat P2. Apres, notre systeme detecte une occlusion entre 
les deux mains. La presence de cet evenement alors que la bouteille est toujours 
manipulee par l'usager pour une duree qui excede 10 trames permet la detection de 
l'evenement ouverture de la bouteille de medicaments et envoie le jeton a l'etat P3. Par la 
suite, on remarque la detection de l'evenement E4 {Occlusion entre main gauche et 
visage) qui dure plus que 10 trames et qui envoie le jeton a l'etat P4. Finalement, notre 
systeme detecte le depot de la bouteille de medicaments sur la table et par consequent le 
jeton est place a l'etat Pf et la prise de medicaments est detectee. On a evalue Pefficacite 
de notre systeme pour la reconnaissance de la prise de medicaments. Le resultat sur 
l'ensemble des sequences video testees est presente au tableau 3.7. 
Tableau 3.7 Resultats de la detection de la prise de medicaments. 
Sequences prises au LITIV 
avec prise de medicaments 




Sequences avec correct 




Le tableau 3.7 montre que notre systeme possede une efficacite de 75% et qu'il y a 
certaines fausses prises de medicaments comme dans le cas de la sequence Kariml. En 
effet, dans le traitement des trames de cette sequence, le systeme s'est trompe de 
localisation de la main dans le bras juste avant un contact entre les deux mains. La 
comparaison des distances entre les centroides des regions de la peau a detecte une 
occlusion entre une main et le visage alors que c'etait seulement une occlusion entre les 
deux mains. Par consequent, le systeme a detecte une prise de medicaments alors que 
l'usager n'a pas encore mis le comprime dans sa bouche. Done, lorsque le systeme se 
trompe de localisation d'une partie du corps dans la trame qui precede une occlusion, il y 
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a de fortes chances que le systeme se trompe d'evenements detectes a cause de la position 
du centroi'de de la region pour laquelle il s'est trompe de localisation. 
Un autre probleme survient lorsque la personne porte par exemple une chemise ouverte 
comme illustre a la figure 3.8 (sequence Younes2). 
A) . B) 
Figure 3.8 Exemple d'extraction des regions de la peau. A), Image source, B), Detection des regions de la 
peau contenues dans 1'image source selon 1'algorithme de seuillage et de segmentation presente a la section 
2.3. 
L'une des limites de notre systeme c'est qu'il ne distingue pas le cou du visage. Pour lui, 
les deux constituent la region representant le visage. Dans des cas comme celui de la 
figure 3.8, notre systeme detecte une fausse occlusion entre le visage et les mains ce qui 
induit le systeme en fausse detection de la prise des medicaments. La prochaine section 
presente le temps de traitement des differentes parties de notre systeme. 
3.4 Temps d'execution 
Pour le temps d'execution du programme, notre application ne s'execute pas en temps 
reel. Les temps de traitement de differentes parties du processus de detection et de suivi 
ainsi que de la reconnaissance de l'activite humaine sont presentes au tableau 3.8. Ces 
temps ont ete calculds pour une sequence de 145 trames et sur un processeur Intel 
Xeon™ avec une frequence de 3.40 GHZ. Le temps de traitement est quasiment le meme 
pour toutes les sequences testees et la seule difference se situe au niveau de la lecture de 
la sequence qui depend du nombre de trames de cette derniere. 
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Tableau 3.8 Temps de traitement typique de differentes parties de notre systeme. 
Partie 
Initialisation du systeme et lecture de la sequence 
Parcourir l'image et classifier les pixels de la peau 
Filtrage et segmentation 
Suivi du visage et des mains et mise a jour des etats du 
reseau de Petri 
Localisation et identification des bouteilles de 
medicaments et mise a jour des etats du reseau de Petri 
Total 
Duree par trame 
100 ms (varie selon le nombre 






La complexite du systeme est au niveau du calcul des moments de Hu d'ordre 2 pour le 
suivi du visage et 1'identification des bouteilles de medicaments. En effet, ce calcul 
necessite des boucles imbriquees ce qui augmente le temps de traitement. Aussi la 
comparaison des histogrammes de couleurs avec la distance MDPA qui necessite des 
boucles augmentant ainsi la duree de traitement pour 1'identification des bouteilles de 
medicaments. 
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CONCLUSION ET TRAVAUX FUTURS 
Notre projet consistait tout d'abord a developper et a tester de nouvelles methodes pour la 
localisation et le suivi du visage et des mains a partir de sequences extraites d'une seule 
camera couleur statique. On a pu developper un systeme qui commence par detecter les 
regions de peau contenues dans chacune des trames. Par la suite, on utilise des 
hypotheses sur la forme du visage afin de localiser ce dernier dans la trame initiale. Le 
suivi du visage dans les trames suivantes s'effectue en utilisant les moments de Hu 
d'ordre 2. La localisation et le suivi des mains s'effectuent en exploitant les proprietes de 
contours (filtre Canny + dilatation) et du centroi'de. L'identification et la localisation des 
bouteilles de medicament se fait en combinant les histogrammes de couleurs et les 
moments de Hu d'ordre 2 et le suivi de ces derniers se base sur la propriete du centroi'de. 
Nos algorithmes de localisation et de suivi des parties du corps et des bouteilles de 
medicaments sont appliques pour la detection de l'activite humaine. Dans notre cas, on a 
utilise un reseau de Petri afin de reconnaitre la prise de medicaments en definissant 
differents etats lies a Taction de prise de medicaments. L'approche par apparence utilisant 
la forme et la couleur developpee dans le cadre de notre recherche a montre son efficacite 
de localisation et de suivi par rapport aux approches existantes. II est important de 
mentionner que nos algorithmes de detection et de suivi du visage et des mains presentes 
dans ce document ne requierent aucune etape d'extraction d'arriere-plan et aucun 
apprentissage specifique a l'utilisateur. En general, nos algorithmes de detection et de 
suivi du visage et des mains ont une efficacite de plus de 96% sur l'ensemble des 
sequences testees et cette efficacite permet la detection des differents scenarios de la prise 
de medicaments. Compte tenu de ces resultats, ces methodes se sont montrees efficaces 
pour la detection de prise de medicaments et prometteurs pour etre appliquees a d'autres 
activites humaines a domicile ou au bureau comme par exemple detecter combien de fois 
un employe boit du cafe par jour. Le systeme pourrait aussi servir a des fins de securite, 
afin de detecter des sequences d'evenements a risques dans les endroits publics, soit par 
exemple un bagage abandonne. 
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Notre principale contribution est la realisation d'un nouveau systeme de detection de 
l'activite humaine qui est dans notre cas la prise de medicaments. Specifiquement, a 
travers notre recherche on a pu : 
> creer un nouvel algorithme de suivi du visage se basant sur la detection des 
regions de la peau, de quelques hypotheses sur la forme du visage pour pouvoir le 
localiser dans la trame initiale et les moments de Hu d'ordre 2 pour effectuer le 
suivi. L'algorithme de detection des regions de peau a montre une efficacite de 
plus de 99% sur l'ensemble des images testees. Celui de la detection et du suivi 
du visage a montre une efficacite de plus de 98% sur l'ensemble des sequences 
testees. 
> utiliser la segmentation en region de peau et exploiter les proprietes de contours, 
de morphologie mathematique (dilatation), de la densite des arretes ainsi que du 
centroi'de des regions pour pouvoir localiser les mains dans le bras et les suivre. 
Cet algorithme de detection et du suivi des mains a montre une efficacite de plus 
de 96% sur l'ensemble des sequences video testees. 
> developper une methode qui combine les histogrammes de couleurs et les 
moments de Hu pour 1'identification des bouteilles de medicaments. En utilisant 
la table comme arriere-plan, notre algorithme a ete capable en tout temps 
d'identifier et localiser les bouteilles de medicamentent. 
> concevoir un nouveau reseau de Petri afin de reconnaitre l'activite humaine. Ce 
reseau a permis la reconnaissance de la prise de medicament avec une efficacite 
de 75%. 
Travaux futurs 
Pour les travaux futurs un positionnement en trois dimensions en utilisant de la 
stereoscopie par exemple, pourrait permettre de reduire le nombre de faux contacts entre 
les objets permettant ainsi une plus efficace gestion des collisions et occlusions. Un 
algorithme de localisation des bouteilles de medicaments qui permettrait un suivi efficace 
malgre la presence d'autres objets sur la table et les occlusions avec les mains 
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augmentera la certitude des decisions prises. Aussi, un algorithme efficace pour la 
localisation de la bouche dans le visage permettant la detection du contact main-bouche 
plutot que main-visage va augmenter la certitude des decisions prises. On peut aussi 
ajouter au systeme un algorithme d'identification de personnes afin de pouvoir 
reconnaitre qui est en train de prendre les medicaments. Done, pouvoir identifier ce 
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ANNEXE I 
Article publie a CRV 
L'article presents ici [46] a ete publie lors de la 5e conference canadienne Computer and 
Robot Vision d'ffiEE qui s'est tenue a Windsor du 28 au 30 Mai 2008 et a fait l'objet 
d'une presentation orale. 
