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INTRODUCTION 
This paper proposes a means of inverting impedance data to reconstruct flaws. 
It combines inverse scattering theory and an exact iterative algorithm via the finite 
element method which is incorporated to evaluate the integral kerne!. This method 
offers the advantage of simplifying the inversion process thus extending it more 
easily to complicated geometries by virtue of the flexibility of the finite element 
method. Two-dimensional (2D) reconstruction results for a flaw in a metallic 
full-space as weIl as a surface-breaking crack demonstrate the potential of the 
implemented algorithm. 
Unlike the analytical approaches numerical methods are not constrained by size 
and shape and have been used successfully to model eddy-current tests [2]. Two 
numerical techniques which have proven powerful enough to predict magnetic field 
quantities, eddy-currents and coil voltages due to the presence of an arbritrary flaw 
are the boundary element method (BEM) and the finite element method (FEM). 
Boundary elements [3] originate from the discretization of the integral equations 
governing the magnetic field quantities. Correspondingly finite elements, as 
implemented in [2], involve the numerical solution of the differential equations and 
thus are a direct technique for analyzing complex geometries. 
These analysis techniques provide solutions to the forward problem whereby 
the sensor response must be determined given the crack or problem geometry. The 
associated inverse problem, also known as eddy-current imaging, refers to the ability 
to reconstruct variable conductivities or permeabilities from measurement data 
obtained from an interrogating surface scanning probe. Theoretical algorithms have 
been developed to identify surface breaking cracks for industrial NDT applications 
[4] and to evaluate thicknesses of multilayered conductivity profiles [5]. 
Eddy-current testing employs low-frequency magnetic fields which diffuse into 
the specimen and around the scatterer and therefore differ from high frequency 
wave propagation phenomena for which the theory of inverse scattering was 
developed. Ultimately, eddy-current imaging requires a unique solution to a 
parabolic partial differential equation, which for the time-harmonic, single frequency 
case becomes elliptic. By contrast wave propagation methods as in optics and 
ultrasonies rely on solving a hyperbolic system. 
Finite element analysis techniques have been used extensively to accurately 
analyze the forward system for which crack dimensions constitute known input 
Review oi Progress in Quantita1ive Nondestructive Evaluation, Vol. 11 
Edited by 0.0. Thompson and O.E. Chimenti, Plenum Press, New York, 1992 773 
data. To determine these dimensions !rom measurement data, the equations must 
be reformulated into Fredholm type integrals where the field quantities are a 
function of conductivity profiles. Eddy-current imaging as proposed by Sabbagh [4] 
casts these integrals in terms of the electric field and evaluates the kernel of the 
integral analytically. Implicit in this scheme is the Born approximation which is a 
linearization technique often employed in inverse source and inverse scattering 
algorithms for hyperbolic system modeling as used in ultrasonic computerized 
tomography for NDT, medical and geophysical applications. 
FORMULATION 
The generic single !requency eddy-current test with an absolute sensor as 
illustrated in Figure 1 takes advantage of the phenomenon of ma~netic induction. 
When a low !requency current J s is used to excite the interrogatmg coil an electric 
field is induced which gives rise to eddy-currents within the metallic region. As the 
coil scans the surface the overall voltage across the windings will be perturbed by 
inhomogeneities. The equation governing the fields in this system can be cast in 
terms of the magnetic vector potential A 
v 2 A - jwp.tTzA = -p.Js (1) 
where J s is the input current of !requency wand p. and tTz are the permeability 
and conductivity of the material being tested. Equation (1) reflects the fact that the 
displacement current density in Maxwell's equations is neglected. 
The solution of (1) in two dimensions based on the finite element method is 
well documented [2). The final discretization can be specified as 
(2) 
Here ~i is a polynomial weighting function and ~i is a basis function ofthe 
same form as ~i where the i and j indices refer to the node numbering within the 
discretized region and <> indicates integration over this region. The 2D vector 
potential A~ is approximated by the unknown coefficients Ai which assume discrete 
values at each nodallocation. 
In order to reformulate (1) in terms ofinverse scattering theory the total field 
A is considered to he the sum of an incident (unperturbed) field Ai and a scattered 
(perturbed due to the presence of a flaw) field A. such that (1) is rewritten as 
VZ (Ai + A.) - jwp.tT(r) (Ai + A.) = -p.Js . (3) 
The unknown conductivity profile is given as a function of spatial location 
r = (:1:, y, z). If the term jWP.tT2A is subtracted !rom both sides ofthis equation, the 
resulting expression can be written in a form that relates the total field to an 
additional equivalent source term JE such that 
(4) 
where JE is given by 
. (tT(r) ) JE = JWtT2 -;;- - 1 A. (5) 
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Thus JE describes a secondary source term which is due solely to the presence 
of the scatterer. J s refen to the primary source which is the input current of the 
eddy-current probe. Consequently the composite field can be s:pecified as consisting 
of two distinct field quantities each expressed as a convolution mtegral over the 
respective source terms 
A,(r') = -p. ( G3D(r-r')JE tPr' Jvp 
where G3D represents the three-dimensional spatial transfer function describing 
the field response at r due to an impulsive current located at r' and VJ and VF 
indicate the volumes of the probe and ßaw regions respectively. In order to 
reconstruct a ßaw, the conductivity profile O'(r) must be determined for a given 
spatial region. 
IMAGING ALGORITHM 
(6) 
(7) 
As for the forward problem only one component of A is considered for the 2D 
case where A .. is the measured field and Ai .. is the incident field in the absence of a 
ßaw. The perturbed field, A" is obtained by substituting (5) into (7) 
A .. - Ai .. = _p. ( (O'(z"y,) -1) Jsp 0'2 
G2D (z - z',y - y') [Ai .. (z',y') + A,..(z',y')] dz' dy'. (8) 
Since the scattered field is equal to an integral which contains A,.. itself this is 
an inherently nonlinear equation. The proposed algorithm iterates on this formula 
using the finite element method to obtain an exact solution. Because of reciprocity 
the Green's function or impulse response can be determined using the finite element 
solution. Furthermore, the FEM can also be employed to calculate the appropriate 
incident field quantities. With these quantities available the conductivity 0'( z', y') is 
found by discretizing (8) based on the method of moments [6]. The discrete 
locations within both the measurement and image regions will correspond to nodal 
points within the finite element mesh. 
A solution for 0'( z', y') can consequently be substituted into the forward model 
to update the total field Aü(z',y') + A,..(z',y') in the ßawed region for (8). In 
general using (8) to solve the inverse problem for conductivity and (2) to solve the 
forward problem for A .. where k refers to the iteration index, the sequence of steps 
is given in the following ßowchart: 
1. Initialize k = O. 
2. Determine using the finite element model: 
(a) Ai .. (z,y) at the measurement nodes 
(b) total field A! = Aü( z ',y') + A!( z', y') at the image nodes, where A~ = 0 
(c) transfer function G2D(Z,y!z',y') 
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3. Increment index k to k = k + 1. 
4. Determine O""(:C', Y ') in the image region using the method of moments for (8) 
such that 
5. Update the total field A! = Aiz(:c', y ') + A!(:c', y ') in the image region using 
the FEM where the stiffness matrix must be reassembled with the new 
conductivity values such that 
,,[ I"", .,,] 118A. L...J < - v "i.'iV'~j -lW O" ~i~i > Ai = - < J.~i > +- -8 ~i dl 
j JL JLln 
6. Return to step 3 or terminate the process upon convergence of the norm 
defined as 
where fis a predetermined upper limit. 
(10) 
(11) 
NUMERICAL IMPLEMENTATION 
To test the inversion algorithm and the numerical computation of the Green's 
function the method was implemented in a full space geometry with characteristic 
material properties JLo and 0"2 as shown in Figure 2 where the domain boundaries 
must be sufficiently far removed from the scatterer. As will be the case for the 
general half-space problem the transmitters and receivers are located so as to model 
a limited aperture configuration in which data is available only along a line on one 
side of the scatterer or object to be imaged. 
Fig. 1 Forward description of a generic 3D 
eddy-current test situation using a 
long rectangular coil where the coil 
voltage V is found based on known 
crack dimensions. 
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Fig. 2 A 2D eddy-current imaging problem 
with infinite line sources represent-
ing the transmitters. 
Tbe numerical evaluation of tbe Green's function follows from tbe fact tbat 
G2D must satisfy 
(12) 
wbere k~ is tbe propagation constant of tbe surrounding medium. Analytically 
tbe unbounded 2D Green's function is a zerotb order Hankel function of tbe second 
kind for outgoing disturbances 
(13) 
Tbe discrete Green function is simply tbe nodal value of the magnetic vector 
potential A z , divided by -JLo from (2) for a 1 Ampere unit input current at an 
image location. The quality of the predicted numerical impulse response is 
compared to the analytic solution in Figure 3. 
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Fig. 3 Comparison between analytical and 
numerical Green's function compu-
tation for magnetic vector potential 
Az as a function of depth. in a full 
space. 
Fig. 4 Comparison of the high frequency 
(ko = 1) and low frequency (ko = 
A) real part of the 2D Greens 
function for a full-space region. 
The difference between a parabolic and hyperbolic system is evident in this 
Green function. For a higb frequency sinusoidal analysis it is required that 
k~ = W2JLf, and ko is real. For the low frequency eddy-current test, however, it 
follows that k~ = -jW0'2JLO and ko is complex. A comparison of the Hankel function 
with areal and complex argument is shown in Figure 4. In high frequency imaging 
algorithms the scatterer is assumed to be far away from the signal source in a region 
where the field approximates a sinusoid. For the configuration of Figure 4 this 
corresponds to distances where z > 2 meters. For low frequency testing the 
scatterer is typically elose to the sour ce where the field approximates an exponential 
decay which would correspond to distances where z < 2 meters. 
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Similar to FEM which is based on the discretization of a differential equation 
the method of moments is a technique which discretizes an integral formulation. 
Thus the unknown conductivity distribution in (8) is approximated by 
( ") N 1 _ (I' Z , Y _ ~ \ ( , ') 
- L..J Cn"'n Z , Y 
(1'2 n=l 
(14) 
where Cn are unknown expansion coefficients and An ( z', y ') are chosen basis 
functions with index n referring to nodes within the imaging or "primed" region. 
Substituting (14) into the original integral equation and multiplying by a weighting 
function in the measurement region a discrete system is obtained by pedorming the 
integrations over element al areas. Impulse functions are used for both the basis and 
weighting functions and the final system can be cast into a matrix "equation 
where Zm, Ym are measurement coordinates and Zn, Yn are nodal coordinates 
within the region to be iniaged and 
and 
RECONSTRUCTION RESULTS 
(15) 
(16) 
(17) 
The algorithm (15) is tested based on the problem nnconfiguration of Figure 2 
where a Haw of conductivity (l'F is embedded in a background material (1'2 as shown. 
Synthetic data for this problem was generated using the finite element method to 
determine the magnetic vector potential Az at the measurement nodes. A 
reconstruction is attempted with 25 receiver locations placed directly above 25 
image nodes. If the numbering of both sets of nodes follows the same direction, as 
illustrated, the diagonal terms in the matrix will correspond to the shortest distance 
between measurement and image nodes. Because of the diffusive nature of the 
fields, Aü and Gw will assume the highest value for these distances, automatically 
ensuring a diagonally dominant [HMNl matrix. 
For a low-contrast Haw of (l'F = 0.9(1'2, «(1'2 = 3.5 X lO7 S/m ) and a coil drive 
frequency of 90 KHz the results are shown in Figure 5 where the algorithm has 
converged after only two iterations. Not surprisingly, the resolution of the imaged 
area is least accurate at the corners. The result for a high contrast Haw of 
(l'F = O.OS /m is presented in Figure 6. It can be seen that although the algorithm 
converges again after only a few iterations it is not as accurate as for the 
low-contrast Haw. 
For most practical nondestructive applications, however, the algorithm must be 
applied to a test configuration where the primary source, the eddy-current probe, is 
in air or region land the secondary source, the Haw, is in the conducting specimen 
or region II as shown in Figure 7. This arrangement requires a much larger finite 
element mesh to account for the non decaying field in air. A frequency of 50 KHz is 
used for the half-space problem with the results for a low-contrast Haw presented in 
Figure 8. These results clearly indicate that the implemented algorithm is a stable 
and well-conditioned method for inverting the eddy-current diffusive process. 
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CONCLUSIONS 
In this paper a low-frequency eddy-current inversion technique is introduced 
which combines an iterative inverse Born integral formalism with finite element 
analysis methods to numerically evaluate the Green's function. The advantage of 
this approach therefore becomes apparent when complex geometries are involved for 
which the Green's function is difficult, if not impossible, to construct. Initial 
reconstruction attempts of a single defect embedded in a full-space and the 
practically more relevant surface-breaking crack clearly demonstrate the potential of 
the proposed algorithm. 
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Fig. 5 Reconstruction of the width of a ßaw 
with a conductivity equal to 90 per-
cent of background conductivity. 
Fig. 6 Reconstruction of the width of a ßaw 
with an air-filled crack of O'F = o. 
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Fig. 7 Practical 2D eddy-current imaging 
problem where the sources are sepa-
rated from the ßaw by an air/metal 
interface. 
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Fig. 8 Reconstruction of the width of a 
surface-breaking ßaw in a half-space 
with a conductivity equal to 90 per-
cent of background conductivity. 
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