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RIEMANN PROBLEM FOR A LIMITING SYSTEM IN
ELASTODYNAMICS
ANUPAM PAL CHOUDHURY
Abstract. In this article, we discuss about the resolution of the Riemann
problem for a 2x2 system in nonconservative form exhibiting parabolic degen-
eracy. The system can be perceived as the limiting equation (depending on
a parameter tending to 0) of a 2x2 strictly hyperbolic, genuinely nonlinear,
non-conservative system arising in context of a model in elastodynamics.
1. Introduction
Let us consider the one-dimensional systems in non-conservative form
ut +A(u)ux = 0,
where u ∈ Rn, x ∈ R, and the matrix A is smooth. The study of discontinuous
solutions of such systems depend crucially on an appropriate definition of the non-
conservative products involved. Many fruitful attempts in this direction have been
made in the past (see [1, 2, 3, 4, 16, 17]). Using the approach of family of paths
introduced in [4] (we henceforth refer to them as DLM paths), under the conditions
of strict hyperbolicity and genuine non-linearity/linear degeneracy, existence of so-
lutions in the class of functions of bounded variation (BV) was proved in [13]. But
as soon as one drops the condition of strict hyperbolicity, the situation turns quite
different and we can no more expect the solutions in the same BV class. Rather
in many such instances for conservation laws, it has been found that one needs to
appeal to the class of singular solutions. One such deviation from the condition of
strict hyperbolicity is that of parabolic degeneracy (the case where the matrix A(u)
fails to have a complete set of right eigenvectors). For a class of systems of con-
servation laws exhibiting parabolic degeneracy, it was shown in [18] that singular
concentrations tend to occur in one of the unknowns.
In this article we aim to study the Riemann problem in the domain Ω = {(x, t) :
−∞ < x < ∞, t > 0} for the following non-conservative system exhibiting para-
bolic degeneracy:
ut + uux − σx = 0,
σt + uσx = 0.
(1.1)
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Before proceeding further with our discussion of the properties of the system (1.1),
let us briefly consider the following strictly hyperbolic, genuinely nonlinear, non-
conservative system:
ut + uux − σx = 0,
σt + uσx − k2ux = 0.
(1.2)
This system arises in the study of a model in elastodynamics (see [2, 3]). Here u
is the velocity, σ is the stress and k > 0 is an elasticity constant. The initial-value
problem for this system in the domain Ω = {(x, t) : −∞ < x <∞, t > 0} has been
well studied (see [2, 3, 8, 9, 10, 13]). In particular the Riemann problem for this
system was explicitly solved using Volpert’s product in [10]. It would be interesting
to note that the system (1.1) can be obtained from the system (1.2) by putting
k = 0.
Returning back to the system (1.1), the first step in solving the Riemann problem
in the BV class with initial data given by
(u(x, 0), σ(x, 0)) =
{
(uL, σL), x < 0
(uR, σR), x > 0
(1.3)
would be to understand the shock-wave solutions. But this step again is not so
obvious because of the following:
Remark 1.1. Volpert’s product doesn’t capture shock-wave type solutions for (1.1)
For the existence of shock-wave solution to the Riemann problem using Volpert’s
product the following relations need to be satisfied
−s[u] + [u
2
2
]− [σ] = 0, − s[σ] + 1
2
(uL + uR)[σ] = 0.
Here s denotes the speed of the discontinuity and [w] denotes the jump in the func-
tion w across the discontinuity. It is easy to see that the above relations imply that
[σ] = 0 which in turn contradicts the fact that [σ] 6= 0. We shall recover this result
later from a different perspective.
Nevertheless we move on to classify the DLM paths which help to obtain shock-
wave type solutions for the system (1.1). A similar analysis for the system (1.2)
classifies the DLM paths which allow shock-wave solutions. A remarkable corre-
spondence between the two as k → 0 makes a strong statement so as to consider the
system (1.1) as a limiting system to (1.2). The next step of finding the rarefaction
curves brings in a lot of disappointment considering the following fact.
Remark 1.2. Rarefaction wave-type solution for the system (1.1) is not possible.
The co-efficient matrix A(u, σ) for the system (1.1) is given by A(u, σ) =
(
u −1
0 u
)
.
The existence of a rarefaction wave solution would require the existence of solution
to the system
(A− ξ Id)
(
u′
σ′
)
= 0.
This in turn implies that (
u′
σ′
)
=
(
1
0
)
(the right eigenvector) whence it follows that σ is a constant, contradicting our
assumption.
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Remark 1.3. Both the above remarks are actually suggested by the analysis in [10]
if we are willing to consider the system (1.1) as a limiting one of the system (1.2)
as k → 0.
Therefore the existence of solution for (1.1) with arbitrary Riemann type initial
data seems to call for a different solution space. Considering the parabolic degen-
eracy the system exhibits and the existing results for such systems, searching for
singular solutions to the problem seems to be an option. But would that be physi-
cally meaningful?
Heuristics suggested by physical intuition: Let’s recall that for the system
(1.2) the unknown u denotes the velocity and σ is the stress. The constant k is an
elasticity constant. Therefore putting k = 0 would mean that the medium is ‘in-
elastic ’. In an inelastic medium, any attempted motion of the constituent particles
in the medium with nonconstant velocity (for each of the particles) would render
a permanent deformation to the medium and hence the internal force (stress) ex-
erted would become infinite. Mathematically this tends to suggest that insisting
on a non-zero, non-uniform (non-constant) velocity u would require a blow-up or
singular concentration in the stress σ.
Motivated by the above heuristics, we prove the existence of singular solutions
of the form
u(x, t) = uL(1−H(x− φ(t))) + uR H(x− φ(t)),
σ(x, t) = σL(1−H(x− φ(t))) + σR H(x− φ(t)) + e(t)δ(x − φ(t))
for the system (1.1) with arbitrary Riemann type initial data (1.3). In order to do
so, following [1, 5, 6, 7, 11, 12, 15] we define the notion of generalised delta-shock
wave type solutions for the system (1.1) and use the method of weak asymptotics
to show the existence of such solutions. We would like to remark here that the
existence of weak asymptotic solutions of the system (1.1) and (1.2) was proved
in [14] wherein the author defined the generalised delta-shock wave solutions to be
distributional limits of weak asymptotic solutions and showed the correspondence
between the solutions as the parameter k → 0. But as with the weak solutions of
partial differential equations, a proper integral formulation of the solution is always
important. Also the utility of the results derived in [14] in the context of the Rie-
mann problem was not made explicit there. In this article, we deal with both these
issues as well. In particular, we suggest an integral formulation for the generalised
delta-shock wave type solutions for the system (1.1) and derive the generalised
Rankine-Hugoniot conditions from the integral identities.
Thus from physical considerations, the existence of DLM paths giving rise to shock-
wave solutions might not seem too useful. But from the mathematical point of view,
keeping in mind the parabolic degeneracy the system (1.1) exhibits, it surely is in-
teresting to find out which DLM paths are indeed applicable. Also the analysis
provides a very nice correspondence between the systems (1.1) and (1.2). At the
same time, the results obtained in this article seem to suggest that Volpert’s prod-
uct provides the ‘physical ’meaning to the products involved in the systems (1.1)
and (1.2).
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The structure of this article is as follows. In Section 2, we classify the applica-
ble DLM paths and give examples of paths satifying the condition. In Section 3, we
discuss the existence of generalised delta-shock wave type solutions for the system
(1.1). In the concluding Section 4, we make a few remarks regarding the entropy
conditions for the system (1.1).
2. DLM paths and the existence of shock-wave solutions
In this section, we give a classification of the DLM paths which allow shock-wave
type solutions to the Riemann problem for the systems (1.1) and (1.2).
We recall that a DLM path φ is a locally Lipschitz map φ : [0, 1]× R2 × R2 → R2
satisfying the following properties:
1. φ(0; vL, vR) = vL and φ(1; vL, vR) = vR for any vL and vR in R
2,
2. φ(t; v, v) = v, for any v in R2 and t ∈ [0, 1],
3. For every bounded set Ω of R2, there exists k ≥ 1 such that
|φt(t; vL, vR)− φt(t;wL, wR)| ≤ k|(vL − wL)− (vR − wR)|,
for every vL, vR, wL, wR in Ω and for almost every t ∈ [0, 1].
Examples: It is easy to verify from the above definition that the paths φ = (φ1, φ2)
and φ˜ = (φ˜1, φ˜2) given by
φ(t; vL, vR) :


φ1(t;uL, uR) =
{
uL + 2t(uR − uL), t ∈ [0, 12 ],
uR, t ∈ [ 12 , 1].
φ2(t;σL, σR) = σL + t(σR − σL), t ∈ [0, 1].
(2.1)
and
φ˜(t; vL, vR) :


φ˜1(t;uL, uR) =
{
uL + 2t(uR − uL), t ∈ [0, 12 ],
uR, t ∈ [ 12 , 1]
φ˜2(t;σL, σR) =
{
σL, t ∈ [0, 12 ],
σL + (2t− 1)(σR − σL), t ∈ [ 12 , 1]
(2.2)
where vL = (uL, σL), vR = (uR, σR) ∈ R2, satisfy the above conditions and are
thus DLM paths.
Given a system
vt +A(v)vx = 0, v(x, t) ∈ R2, x ∈ R, t > 0
in non-conservative form with Riemann type initial data:
v(x, 0) = vL if x < 0, v(x, 0) = vR if x > 0,
and a DLM path φ, it was shown in [4] that a shock wave solution exists with
speed s if and only if vL, vR and s satisfy the following Rankine-Hugoniot (R-H)
condition: ∫ 1
0
{−s Id+A(φ(t; vL, vR))}φt(t; vL, vR)dt = 0, (2.3)
where Id denotes the identity matrix. The Rankine-Hugoniot condition stated
above depends on the chosen DLM path φ.
We remark that the matrix A for the systems (1.1) and (1.2) are given by A(u, σ) =
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u −1
0 u
)
and A(u, σ) =
(
u −1
−k2 u
)
respectively.
We now derive a condition on a DLM path φ = (φ1, φ2) in order that it might
satisfy the R-H condition (2.3) for the systems (1.1) and (1.2) for given Riemann
type initial data
v(x, 0) = (u(x, 0), σ(x, 0)) =
{
vL = (uL, σL), x < 0,
vR = (uR, σR), x > 0.
(2.4)
Lax’s admissibility condition applied to the systems (1.1) and (1.2) implies that for
a shock-wave type solution we must have uL > uR.
Theorem 2.1. Given initial states vL = (uL, σL) and vR = (uR, σR) and a DLM
path φ = (φ1, φ2), the R-H condition (2.3) for the system (1.1) is satisfied if∫ 1
0
φ1(t;uL, uR)(φ2)t(t;σL, σR)dt = [σ].
[u
2
2 ]− [σ]
[u]
, (2.5)
where [u] = (uR − uL) denotes the jump in u and s = [
u
2
2
]−[σ]
[u] is the speed of the
shock.
Proof. We recall that for the system (1.1) we have A(u, σ) =
(
u −1
0 u
)
. Substi-
tuting this in (2.3), we obtain
∫ 1
0
( −s+ φ1 −1
0 −s+ φ1
)(
(φ1)t
(φ2)t
)
= 0.
Thus we have the relations∫ 1
0
−s(φ1)t + φ1(φ1)t − (φ2)t dt = 0, (2.6)
and ∫ 1
0
−s(φ2)t + φ1(φ2)t dt = 0. (2.7)
Now (2.6) on simplification (using the fact φ1(0) = uL, φ1(1) = uR, φ2(0) =
σL, φ2(1) = σR) gives s =
[u
2
2
]−[σ]
[u] . Substituting this in (2.7) we obtain∫ 1
0
φ1(t;uL, uR)(φ2)t(t;σL, σR)dt = [σ].
[u
2
2 ]− [σ]
[u]
.

Remark 2.2. It can be easily seen that the straight line path giving rise to Volpert’s
product doesn’t satisfy the relation (2.5). Let φ1(t) = uL + t(uR − uL) and φ2(t) =
σL + t(σR − σL) be the two components of the straight line path φ. Substituting
these in (2.5), we get∫ 1
0
(uL + t(uR − uL))dt.[σ] =
[u
2
2 ]− [σ]
[u]
.[σ]
=⇒ uL + [u]
2
=
[u
2
2 ]− [σ]
[u]
=⇒ [σ]
[u]
= 0
=⇒ [σ] = 0,
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which is a contradiction.
Proceeding similarly as in the above Theorem 2.1, we can prove the correspond-
ing result for the system (1.2).
Theorem 2.3. Given initial states vL = (uL, σL) and vR = (uR, σR) and a DLM
path φ = (φ1, φ2), the R-H condition (2.3) for the system (1.2) is satisfied if∫ 1
0
φ1(t;uL, uR)(φ2)t(t;σL, σR)dt = [σ].
[u
2
2 ]− [σ]
[u]
+ k2[u], (2.8)
where [u] = (uR − uL) denotes the jump in u and s = [
u
2
2
]−[σ]
[u] is the speed of the
shock.
Proof. A similar calculation as in the proof of Theorem 2.1 with the corresponding
matrix A(u, σ) =
(
u −1
−k2 u
)
for the system (1.2) gives the result. 
Remark 2.4. The relations (2.5) and (2.8) exhibit a nice correspondence between
the systems (1.1) and (1.2). In particular, putting k = 0 in (2.8) we recover the
relation (2.5) for the system (1.1).
Next we prove the existence of DLM paths satisfying the conditions (2.5) and
(2.8) for the systems (1.1) and (1.2) respectively. In particular, we show that given
a left state vL = (uL, σL) the paths φ and φ˜ given by (2.1) and (2.2) give rise to
shock curves passing through vL. Thus for any state vR = (uR, σR) (with uR < uL)
lying on these curves, we can solve the Riemann problem using a shock wave with
speed s mentioned above.
Theorem 2.5. Given a left state vL = (uL, σL), the DLM path φ defined in (2.1)
gives a shock-wave solution for the system (1.1) with the right states vR = (uR, σR)
on the shock curve
S1 : σ = σL − 1
4
(u− uL)2, u < uL. (2.9)
Proof. The result follows from a straightforward calculation by substituting φ1 and
φ2 from (2.1) in (2.5). 
Similar to the above theorem for the system (1.2) we have the following result.
Theorem 2.6. Given a left state vL = (uL, σL), the DLM path φ defined in (2.1)
gives a shock-wave solution for the system (1.2) with the right states vR = (uR, σR)
on the shock curves
S1 : σ = σL − 1
8
((u − uL)2 −
√
(u− uL)4 + 64k2(u− uL)2), u < uL, (2.10)
S2 : σ = σL − 1
8
((u − uL)2 +
√
(u− uL)4 + 64k2(u− uL)2), u < uL, (2.11)
Proof. Substituting φ1 and φ2 from (2.1) in (2.8) we obtain the following quadratic
equation in [σ]:
4[σ]2 + (uR − uL)2[σ]− 4k2(uR − uL)2 = 0.
The above equation when solved gives us the required expressions for S1 and S2. 
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Remark 2.7. As k tends to 0, the shock curve S2 defined in (2.11) for the system
(1.2) tends to the shock curve for the system (1.1) given by (2.9), while the other
shock curve S1 degenerates.
Remark 2.8. The path φ is an example of a DLM path satisfying (2.5) with φ2
being a straight line. In particular, it follows from the geometrical interpretation
of (2.5) that if φ is a DLM path such that φ2 is a straight line but area under the
curve φ1 is different from the area under the straight line connecting uL and uR,
then such a DLM path would give rise to a shock-wave solution to the Riemann
problem for the system (1.1).
Next we state the analogous results for the DLM path φ˜ defined in (2.2).
Theorem 2.9. Given a left state vL = (uL, σL), the DLM path φ˜ defined in (2.2)
gives a shock-wave solution for the system (1.1) with the right states vR = (uR, σR)
on the shock curve
S1 : σ = σL − 1
2
(u− uL)2, u < uL. (2.12)
Proof. The result follows from a straightforward calculation by substituting φ˜1 and
φ˜2 from (2.2) in (2.5). 
Theorem 2.10. Given a left state vL = (uL, σL), the DLM path φ˜ defined in (2.2)
gives a shock-wave solution for the system (1.2) with the right states vR = (uR, σR)
on the shock curves
S1 : σ = σL − 1
4
((u − uL)2 −
√
(u− uL)4 + 16k2(u− uL)2), u < uL, (2.13)
S2 : σ = σL − 1
4
((u − uL)2 +
√
(u− uL)4 + 16k2(u− uL)2), u < uL. (2.14)
Proof. Substituting φ˜1 and φ˜2 from (2.2) in (2.8) we obtain the following quadratic
equation in [σ]:
2[σ]2 + (uR − uL)2[σ]− 2k2(uR − uL)2 = 0.
The above equation when solved gives us the required expressions for S1 and S2. 
Remark 2.11. As k tends to 0, the shock curve S2 defined in (2.14) for the system
(1.2) tends to the shock curve for the system (1.1) given by (2.12), while the other
shock curve S1 degenerates.
3. Generalised Delta-shock wave type solutions and the Riemann
problem
In this section, we prove the existence of generalised delta-shock wave type so-
lution for the system (1.1) with Riemann type initial data and discuss its role in
solving the Riemann problem. Here we use the method of weak asymptotics (see
[1, 5, 6, 7, 11, 12, 15]) to construct the solution. As already mentioned in the
introduction, the existence of weak asymptotics solution for the system (1.1) was
proved in [14] but an integral formulation for the generalised delta-shock wave type
solution wasn’t given nor was its role in resolving the Riemann problem discussed
explicitly. For the sake of completeness, we include here part of the results and
calculations from [14].
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3.1. The method of weak asymptotics. Let us denote by D and D′ the space of
smooth functions with compact support and the space of distributions respectively.
By OD′(ǫ
α) we denote the collection of distributions f(x, t, ǫ) ∈ D′(R) such that
for any test function ϕ(x) ∈ D(R) the estimate
〈f(x, t, ǫ), ϕ(x)〉 = O(ǫα)
holds and is uniform with respect to t. We interpret the relation oD′(ǫ
α) in a similar
manner.
Definition 3.1 : (see [11, 12, 14]) A pair of smooth complex-valued (real-valued)
functions (u(x, t, ǫ), σ(x, t, ǫ)) is called a weak asymptotic solution of the system
(1.1) with the initial data (u(x, 0), σ(x, 0)) if
ut(x, t, ǫ) + u(x, t, ǫ)ux(x, t, ǫ)− σx(x, t, ǫ) = oD′(1),
σt(x, t, ǫ) + u(x, t, ǫ)σx(x, t, ǫ) = oD′(1),
u(x, 0, ǫ)− u(x, 0) = oD′(1),
σ(x, 0, ǫ)− σ(x, 0) = oD′(1), ǫ→ 0.
(3.1)
Next we introduce the notion of generalised delta-shock wave type solution in the
context of the system (1.1). In the context of system of conservation laws, this
notion (in its integral form) was introduced in [7].
Definition 3.2 : Let u ∈ BV (R× (0,∞);R) and
σ(x, t) = σ˜(x, t) + e(x, t)δ(x − φ(t)),
where σ˜ ∈ BV (R × (0,∞);R) and e is a smooth function. The pair (u, σ) is
called a generalised delta-shock wave type solution of (1.1) with initial conditions
u(0) and σ(0) = σ0 + σ1H(−x), if the following integral identities hold for all
θ(x, t) ∈ D(R× [0,∞)):∫
∞
0
∫
R
(uθt + (
u2
2
− σ˜)θx) dx dt+
∫
R
u(0)θ(x, 0) dx = 0,∫
∞
0
∫
R
(σ˜t + uˆσ˜x)θ dx dt−
∫
Γ
e(x, t)
∂θ(x, t)
∂l
dl = 0.
(3.2)
Here σ0, σ1 are constants, uˆ(x) =
∫ 1
0
(u(x−) + t(u(x+) − u(x−)))dt and ∂θ(x,t)
∂l
is
the tangential derivative on the graph Γ = {(x, t) : x = φ(t)}.
Remark 3.1. It would be important to note here that in the second identity in
(3.2), the first integral is the weak formulation using the Volpert’s product. We have
already seen that the Volpert’s product isn’t sufficient to get solution for the system.
Therefore we augment it by allowing a delta-term in the form
∫
Γ
e(x, t)∂θ(x,t)
∂l
dl.
Remark 3.2. We can also rewrite the second identity in (3.2) in the form∫ ∞
0
∫
R
σ˜θt dx dt−
∫ ∞
0
∫
R
uˆσ˜xθ dx dt+
∫
Γ
e(x, t)
∂θ(x, t)
∂l
dl+
∫
R
σ(0)θ(x, 0) dx = 0.
Since we are interested in the solution of the Riemann problem, let us consider
initial data of the form
u(x, 0) = u0 + u1H(−x),
σ(x, 0) = σ0 + σ1H(−x), (3.3)
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where u0, u1, σ0, σ1 are constants. We propose a singular ansatz to (1.1),(3.3) of
the form
u(x, t) = u0 + u1H(−x+ φ(t)),
σ(x, t) = σ0 + σ1H(−x+ φ(t)) + e(t)δ(x − φ(t)), (3.4)
where e(t) is a smooth function to be determined. In order to apply the method of
weak asymptotics, we start with appropriate regularizations Hu, Hσ of the Heavi-
side function and δ(., ǫ) of the delta distribution and choose proper correction terms
Ru, Rσ so as to propose a smooth ansatz for the weak asymptotic solution in the
following form
u(x, t, ǫ) = u0 + u1Hu(−x+ φ(t), ǫ) +Ru(x, t, ǫ),
σ(x, t, ǫ) = σ0 + σ1Hσ(−x+ φ(t), ǫ) + e(t)δ(x− φ(t), ǫ) + Rσ(x, t, ǫ). (3.5)
The correction terms Ru, Rσ satisfy the conditions
Ri(x, t, ǫ) = oD′(1), (Ri)t(x, t, ǫ) = oD′(1), ǫ→ 0, i = u, σ.
We then substitute the smooth ansatz in the left-hand side of the system (1.1) and
determine φ(t), e(t) so that the smooth ansatz forms a weak asymptotic solution
of (1.1),(3.3). Then by passing to the limit, we show that the singular ansatz (3.4)
indeed satisfies (3.2).
3.2. Generalised Rankine-Hugoniot conditions from the integral identi-
ties. We now derive the generalised Rankine-Hugoniot conditions satisfied by a
generalised delta-shock wave type solution for the system (1.1). Henceforth we use
the convention that across a discontinuity, the jump [v] of a function is given by
[v] = vL − vR, where vL, vR denote respectively the left and right values across the
discontinuity.
Theorem 3.3. Let Ω ⊂ R×(0,∞) be a domain in R2 and let Γ = {(x, t) : x = φ(t)}
be a smooth curve that divides Ω into the two halves Ω− = {(x, t) : x − φ(t) < 0}
and Ω+ = {(x, t) : x− φ(t) > 0}. Let (u, σ) be a generalised delta-shock wave type
solution (3.2) of (1.1) where σ is of the form
σ(x, t) = σ0 + σ1H(−x+ φ(t)) + e(x, t)δ(x − φ(t)),
where σ0, σ1 are constants. Then (u, σ) satisfies the following generalised Rankine-
Hugoniot conditions for delta-shocks along the discontinuity curve Γ :
φ˙(t) =
[u
2
2 ]− [σ]
[u]
, e˙(t) =
[σ]2
[u]
. (3.6)
Proof. The condition on φ(t) follows by a standard argument using integration by
parts in the first identity in (3.2).
Next we would like to note that on the curve Γ, e can be considered as a function
of the single variable t: e(t) = e(φ(t), t) and that∫
Γ
e(x, t)
∂θ(x, t)
∂l
dl =
∫ ∞
0
e(t)
dθ(φ(t), t)
dt
dt,
where dθ(x,t)
dt
= θt(x, t) + φ˙(t)θx(x, t).
Now σ˜x = (σ0 + σ1H(−x+ φ(t)))x = −σ1δ(−x+ φ(t)) and
σ˜t = (σ0 + σ1H(−x+ φ(t)))t = σ1φ˙(t)δ(−x + φ(t)).
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Therefore using the fact that uˆ(x) = (u0 +
u1
2 ) on Γ, we get∫ ∞
0
∫
R
(σ˜t + uˆσ˜x)θ dx dt =
∫ ∞
0
(σ1φ˙(t)− σ1(u0 + u1
2
))θ(φ(t), t)) dt.
The second identity in (3.2) thus becomes
0 =
∫ ∞
0
∫
R
(σ˜t + uˆσ˜x)θ dx dt−
∫ ∞
0
e(t)
dθ(φ(t), t)
dt
dt
=
∫ ∞
0
(σ1φ˙(t)− σ1(u0 + u1
2
) +
de(φ(t), t)
dt
)θ(φ(t), t)) dt.
Since the above identity is satisfied for all θ ∈ D(R× [0,∞)), we have
σ1φ˙(t)− σ1(u0 + u1
2
) +
de(φ(t), t)
dt
= 0
whereby it follows (using the condition on φ(t) already obtained) that
e˙(t) :=
de(φ(t), t)
dt
= σ1(u0 +
u1
2
)− σ1(u0 + u1
2
− σ1
u1
) =
σ21
u1
=
[σ]2
[u]
.
Thus we obtain the generalised Rankine-Hugoniot conditions in the form (3.6). 
3.3. Existence of generalised delta-shock wave type solution. Next we quickly
take a look at the regularizations and correction terms to be chosen in our case (see
[14]).
Let ω : R → R be a non-negative, smooth, even function with support in (−1, 1)
and satisfying ∫
R
ω(x)dx = 1.
Let ω0 =
∫
R
ω2(x)dx and let
R(x, t, ǫ) =
1√
ǫ
ω(
x− 2ǫ
ǫ
), δ(x, ǫ) =
1
ǫ
ω(
x+ 2ǫ
ǫ
). (3.7)
We take Ru = p(t)R(., ǫ) and Rσ = 0, where p(t) is a smooth function to be
determined. Further we take Hu(x, ǫ) = Hσ(x, ǫ) = H(x, ǫ) where H(x, ǫ) is defined
as
H(x, ǫ) =


0, x ≤ −4ǫ
c, −3ǫ ≤ x ≤ 3ǫ
1, x ≥ 4ǫ
(3.8)
and is continued smoothly in the regions (−4ǫ,−3ǫ) and (3ǫ, 4ǫ). Here we take the
constant c = (12 − σ1u2
1
). Thus our smooth ansatz takes the form
u(x, t, ǫ) = u0 + u1H(−x+ φ(t), ǫ) + p(t)R(x− φ(t), ǫ),
σ(x, t, ǫ) = σ0 + σ1H(−x+ φ(t), ǫ) + e(t)δ(x − φ(t), ǫ). (3.9)
We then have the asymptotics given by
Lemma :(see [14]) Choosing the regularizations and corrections as described above,
RIEMANN PROBLEM FOR A LIMITING SYSTEM 11
we have the following weak asymptotic expansions:
R(x, ǫ) = oD′(1), Rx(x, ǫ) = oD′(1),
R2(x, ǫ) = ω0δ(x) + oD′(1),
R(x, ǫ)Rx(x, ǫ) =
1
2
ω0δ
′(x) + oD′(1),
δ(x, ǫ) = δ(x) + oD′(1), δx(x, ǫ) = δ
′(x) + oD′(1),
R(x, ǫ)δ(x, ǫ) = 0, R(x, ǫ)δx(x, ǫ) = 0,
H(x, ǫ) = H(x) + oD′(1), Hx(x, ǫ) = δ(x) + oD′(1),
H(x, ǫ)Hx(x, ǫ) =
1
2
δ(x) + oD′(1),
H(x, ǫ)Rx(−x, ǫ) = oD′(1), R(−x, ǫ)Hx(x, ǫ) = oD′(1),
H(x, ǫ)δx(−x, ǫ) = cδ′(−x) + oD′(1), ǫ→ 0.
The next theorem gives us the existence of a weak asymptotic solution of the
system (1.1) in the form (3.9).
Theorem 3.4. (see [14]) For t ∈ [0,∞), the Cauchy problem (1.1),(3.3) has a weak
asymptotic solution (3.9) with φ(t), e(t) and p(t) given by the relations
φ˙(t) =
[u
2
2 ]− [σ]
[u]
, e˙(t) =
[σ]2
[u]
,
1
2
p2(t)ω0 − e(t) = 0.
(3.10)
Remark 3.5. It would be interesting to note that the expressions for φ˙(t) and e˙(t)
are the generalised Rankine-Hugoniot conditions derived before.
Finally, we then have the following desired result
Theorem 3.6. For t ∈ [0,∞), the Cauchy problem (1.1),(3.3) has a generalised
delta-shock wave type solution of the form (3.4) with φ(t) and e(t) given by the
relations
φ(t) =
[u
2
2 ]− [σ]
[u]
t, e(t) =
[σ]2
[u]
t. (3.11)
Proof. It is sufficient to show that as ǫ → 0, the weak asymptotic solution (3.9)
with φ(t), e(t) given by the relations (3.11) satisfy the integral identities (3.2). Since
(u(x, t, ǫ), σ(x, t, ǫ)) is a weak asymptotic solution of the system (1.1) with initial
data (3.3), it follows that for every θ ∈ D(R× [0,∞)),∫
∞
0
∫
R
(ut(x, t, ǫ) + u(x, t, ǫ)ux(x, t, ǫ)− σx(x, t, ǫ))θ(x, t) dx dt→ 0,∫
∞
0
∫
R
(σt(x, t, ǫ) + u(x, t, ǫ)σx(x, t, ǫ))θ(x, t) dx dt→ 0,∫
R
(u(x, 0, ǫ)− u(x, 0))θ(x, 0)dx→ 0,∫
R
(σ(x, 0, ǫ)− σ(x, 0))θ(x, 0)dx→ 0, as ǫ→ 0.
(3.12)
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Now,∫ ∞
0
∫
R
(ut(x, t, ǫ) + u(x, t, ǫ)ux(x, t, ǫ)− σx(x, t, ǫ))θ(x, t) dx dt
= −
∫
∞
0
∫
R
u(x, t, ǫ)θt(x, t) dx dt
−
∫ ∞
0
∫
R
(
u(x, t, ǫ)2
2
− σ(x, t, ǫ))θx(x, t) dx dt−
∫
R
u(x, 0, ǫ)θ(x, 0) dx.
(3.13)
But
u2(x, t, ǫ)
2
− σ(x, t, ǫ) = 1
2
(u20 + u
2
1H
2(−x+ φ(t), ǫ) + p2(t)R2(x− φ(t), ǫ)
+ 2u0u1H(−x+ φ(t), ǫ) + 2u0p(t)R(x− φ(t), ǫ)
+ 2u1p(t)H(−x+ φ(t), ǫ)R(x − φ(t), ǫ))− σ0
− σ1H(−x+ φ(t), ǫ)− e(t)δ(x − φ(t), ǫ)
= (
u20
2
− σ0) + (u
2
1
2
+ u0u1 − σ1)H(−x+ φ(t), ǫ)
+
1
2
p2(t)R2(x− φ(t), ǫ)− e(t)δ(x − φ(t), ǫ)
+ u0p(t)R(x − φ(t), ǫ)
+ u1p(t)H(−x+ φ(t), ǫ)R(x − φ(t), ǫ)
= (
u20
2
− σ0) + (u
2
1
2
+ u0u1 − σ1)H(−x+ φ(t))
+ (
1
2
ω0p
2(t)− e(t))δ(x− φ(t)) + oD′(1)
= (
u20
2
− σ0) + (u
2
1
2
+ u0u1 − σ1)H(−x+ φ(t)) + oD′(1)
= (
u2(x, t)
2
− σ˜(x, t)) + oD′(1).
Therefore passing to the limit as ǫ→ 0 in (3.13) and using (3.10) and (3.12), we
get
0 =
∫
∞
0
∫
R
(uθt + (
u2
2
− σ˜)θx) dx dt+
∫
R
u(x, 0)θ(x, 0) dx. (3.14)
Next, we observe that∫ ∞
0
∫
R
u(x, t, ǫ)σx(x, t, ǫ)θ(x, t) dx dt
=
∫ ∞
0
∫
R
u(x, t, ǫ)(σ˜(x, t, ǫ) + e(x, t)δ(x − φ(t), ǫ))xθ(x, t) dx dt
=
∫
∞
0
∫
R
u(x, t, ǫ)σ˜x(x, t, ǫ)θ(x, t) dx dt
+
∫ ∞
0
∫
R
u(x, t, ǫ)(e(x, t)δ(x − φ(t), ǫ))xθ(x, t) dx dt
= A + B,
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where A =
∫
∞
0
∫
R
u(x, t, ǫ)σ˜x(x, t, ǫ)θ(x, t) dx dt, and
B =
∫
∞
0
∫
R
u(x, t, ǫ)(e(x, t)δ(x − φ(t), ǫ))xθ(x, t) dx dt.
Also,
∫
∞
0
∫
R
σt(x, t, ǫ)θ(x, t) dx dt =
∫
∞
0
∫
R
σ˜t(x, t, ǫ)θ(x, t) dx dt
+
∫
∞
0
∫
R
(e(x, t)δ(x − φ(t), ǫ))tθ(x, t) dx dt
=
∫ ∞
0
∫
R
σ˜t(x, t)θ(x, t) dx dt+ C + o(1),
where C =
∫∞
0
∫
R
(e(x, t)δ(x − φ(t), ǫ))tθ(x, t) dx dt.
Therefore,
∫
∞
0
∫
R
(σt(x, t, ǫ) + u(x, t, ǫ)σx(x, t, ǫ))θ(x, t) dx dt =
∫
∞
0
∫
R
σ˜t(x, t)θ(x, t) dx dt
+ A + B + C + o(1).
(3.15)
Now,
u(x, t, ǫ)σ˜x(x, t, ǫ) = (u0 + u1H(−x+ φ(t), ǫ)
+ p(t)R(x− φ(t), ǫ))(−σ1 dH
dξ
(−x+ φ(t), ǫ))
= −u0σ1 dH
dξ
(−x+ φ(t), ǫ)− u1σ1H(−x+ φ(t), ǫ)dH
dξ
(−x+ φ(t), ǫ)
− σ1p(t)dH
dξ
(−x+ φ(t), ǫ)R(x− φ(t), ǫ)
= −(u0σ1 + u1σ1
2
)δ(x − φ(t)) + oD′(1).
(Here d
dξ
denotes differentiation with respect to the first variable.)
Hence
A =
∫ ∞
0
∫
R
u(x, t, ǫ)σ˜x(x, t, ǫ)θ(x, t) dx dt = −
∫ ∞
0
(u0 +
u1
2
)σ1θ(φ(t), t) dt+ o(1),
=
∫
∞
0
∫
R
uˆσ˜x(x, t)θ(x, t) dx dt+ o(1).
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The last step above follows from the fact that σ˜ is constant away from the curve Γ.
Again
B =
∫
∞
0
∫
R
u(x, t, ǫ)(e(x, t)δ(x − φ(t), ǫ))xθ(x, t) dx dt
=
∫
∞
0
∫
R
u0(e(x, t)δ(x − φ(t), ǫ))xθ(x, t) dx dt
+
∫ ∞
0
∫
R
u1H(−x+ φ(t), ǫ)(e(x, t)δ(x − φ(t), ǫ))xθ(x, t) dx dt
= −
∫
∞
0
∫
R
u0e(x, t)δ(x − φ(t), ǫ)θx(x, t) dx dt
−
∫ ∞
0
∫
R
u1H(−x+ φ(t), ǫ)e(x, t)δ(x − φ(t), ǫ)θx(x, t) dx dt
+
∫ ∞
0
∫
R
u1e(x, t)δ(x− φ(t), ǫ)dH
dξ
(−x+ φ(t), ǫ)θ(x, t) dx dt
= −
∫
∞
0
u0e(t)θx(φ(t), t) dt−
∫
∞
0
cu1e(t)θx(φ(t), t) dt+ 0 + o(1).
But u0 + cu1 = u0 + (
1
2 − σ1u2
1
)u1 = u0 +
u1
2 − σ1u1 = φ˙(t).
Therefore
B = −
∫
∞
0
e(t)φ˙(t)θx(φ(t), t) dt+ o(1).
Finally,
C =
∫ ∞
0
∫
R
(e(x, t)δ(x − φ(t), ǫ))tθ(x, t) dx dt
= −
∫ ∞
0
∫
R
e(x, t)δ(x − φ(t), ǫ)θt(x, t) dx dt
= −
∫
∞
0
e(t)θt(φ(t), t)dt + o(1).
Therefore, from (3.15), passing to the limit as ǫ→ 0, we get
0 =
∫
∞
0
∫
R
(σ˜t(x, t) + uˆσ˜x(x, t))θ(x, t) dx dt−
∫
∞
0
e(t)
dθ(φ(t), t)
dt
dt
which implies∫ ∞
0
∫
R
(σ˜t(x, t) + uˆσ˜x(x, t))θ(x, t) dx dt−
∫
Γ
e(t)
∂θ(φ(t), t)
∂l
dl = 0. (3.16)
From (3.14) and (3.16), it follows that as ǫ→ 0 the weak asymptotic solution (3.9)
indeed satisfies the integral identities (3.2) whereby the theorem follows.

Remark 3.7. Thus we have proved the existence of singular solutions for the system
(1.1) with arbitrary Riemann type initial data (3.3) with singular concentration in
the stress variable σ. This solution, as discussed in the introduction, seems to be
the physically relevant one.
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4. A few concluding remarks
It would be important to note that in the previous section on the existence of
generalised delta-shock wave type solutions, we didn’t consider any entropy condi-
tions. There are mainly a couple of reasons behind this. Firstly, if we go through
the proofs regarding the existence of weak asymptotic solutions or generalised delta-
shock wave type solutions, it would be interesting to note that the proofs hold true
for arbitrary Riemann type initial data and hence further restrictions imposed by
entropy conditions are not required. Secondly, since we do not really consider the
related problem of uniqueness of solutions in this article, the entropy conditions
could be avoided.
We would like to remark that the overcompressivity condition for the delta-shock
wave type solutions for the system (1.1) with Riemann type initial data (3.3) (see
for instance [1, 11]) imposes the condition
u0 < φ˙(t) < u0 + u1,
which on simplification gives u1 > 0 and −u12 < σ1u1 <
u1
2 .
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