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Abstract
Learning to predict scene depth and camera motion
from RGB inputs only is a challenging task. Most existing
learning based methods deal with this task in a supervised
manner which require ground-truth data that is expensive
to acquire. More recent approaches explore the possibil-
ity of estimating scene depth and camera pose in a self-
supervised learning framework. Despite encouraging re-
sults are shown, current methods either learn from monoc-
ular videos for depth and pose and typically do so without
enforcing multi-view geometry constraints between scene
structure and camera motion, or require stereo sequences
as input where the ground-truth between-frame motion pa-
rameters need to be known. In this paper we propose to
jointly optimize the scene depth and camera motion via in-
corporating differentiable Bundle Adjustment (BA) layer by
minimizing the feature-metric error, and then form the pho-
tometric consistency loss with view synthesis as the final
supervisory signal. The proposed approach only needs un-
labeled monocular videos as input, and extensive experi-
ments on the KITTI and Cityscapes dataset show that our
method achieves state-of-the-art results in self-supervised
approaches using monocular videos as input, and even
gains advantage to the line of methods that learns from cal-
ibrated stereo sequences (i.e. with pose supervision).
1. Introduction
Humans are remarkably capable of inferring ego-motion
and 3D structure of an unseen scene even with a single
glance. Years of computer vision research has been trying
to equip computers with similar modeling capabilities but is
still far away from human-level performance. Therefore,
∗indicates corresponding author.
Figure 1. Our example depth prediction results on KITTI 2015.
The top row is input RGB image, the middle is ground truth dis-
parities, and the last row is our prediction. Our method is capable
of capturing thin structures like poles and street signs.
understanding 3D scene structure from a single image (i.e.
monocular depth estimation) and inferring ego-motion from
a sequence of images (i.e. camera pose estimation) remains
two fundamental problems in machine perception. These
two problems are crucial in robotic vision research since
accurate image-based depth estimation and ego-motion in-
ference is of vital importance for many applications, among
which most notably for autonomous vehicles.
Researchers have been devoting lots of efforts to both
problems since the earliest days of machine vision research,
with many geometry based methods proposed early on
[7, 8, 32]. Recently with the impressive performance deep
learning powered methods have demonstrated in various 2D
and 3D computer vision tasks [16, 29, 38, 40, 59], a number
of works have cast the problem of depth estimation and mo-
tion inference as supervised learning tasks [6, 26, 27, 50].
These methods attempt to predict depth and camera pose
using models that have been trained on a large dataset con-
sisting of various real-world scenes. However, the ground
truth depth or pose annotations are expensive to obtain (e.g.
high-end LIDAR or depth camera to collect depth). Re-
1
ar
X
iv
:1
90
9.
13
16
3v
1 
 [c
s.C
V]
  2
8 S
ep
 20
19
cently Garg et al. [11] realized first that the depth estimation
is feasible in an unsupervised learning framework and pro-
posed to use photometric warp error as a self-supervisory
signal to train a convolutional neural network (CNN) to pre-
dict scene depth. Zhou et al. [58] explored the possibility to
only use monocular videos as input and jointly trained two
networks to estimate depth and pose. Others [30, 49, 55]
made improvements by taking optical flow or moving ob-
jects into account. However, although the results are en-
couraging, there still exists a gap between training from
stereo and monocular data.
In this work, we propose to learn scene structure and
camera motion from monocular videos in an self-supervised
manner with differentiable Bundle Adjustment (BA). The
differentiable BA is formulated as a feature-metric BA layer
as in [45] but with modifications, which takes CNN fea-
tures from multiple images as inputs and optimizes for the
scene structure and camera motion by minimizing a feature-
metric error. Multi-view geometric constraints between 3D
scene structures and camera motion are enforced via this
feature-metric BA component in our network. In contrast to
geometric BA which only utilizes a limited portion of im-
age information (e.g. image edges or corners, blobs, etc),
or photometric BA that is sensitive to camera exposure or
moving objects, the feature-metric BA can back-propagate
loss from scene structure and camera motion to learn most
suitable features. In order to make the feature-metric BA
differentiable with respect to input CNN features, the if-
else logics (number of iterations and the value of damp-
ing factor λ) in the original Levenberg-Marquardt algorithm
[33] that is ubiquitously used to solve BA has to be re-
moved or relaxed. To this end we fix the number of iter-
ations referred to as ‘incomplete optimization’ in [5] and
send the current feature-metric error to a Multi-Layer Per-
ceptron (MLP) to predict the damping factor λ. Then we use
the output scene structure (represented by per-pixel depths)
and camera motion (represented by 4 × 4 transformation
matrices) to synthesize views to construct the photomet-
ric consistency loss. New state-of-the-art performance in
self-supervised approaches using monocular videos as input
are achieved. Our approach also compares competitively to
self-supervised methods learning from stereo pairs.
2. Related Work
2.1. Supervised Depth and Ego-Motion Learning
Before the rise of deep learning based methods, previous
approaches have tried to estimate depth from a single im-
age based on hand-crafted features [18], Markov Random
Fields [42, 43] or semantic segmentation [24]. Eigen et al.
[6] is the first to use ConvNets to predict depth. They pro-
posed a multi-scale approach with two CNNs for depth es-
timation,where a coarse-scale network first predicts scene
depth at global level and then a fine-scale network refines
the local regions. Liu et al. [27, 28] utilized a deep con-
volutional neural field model to estimate depth from single
monocular images. Laina et al. [25] proposed using fully
convolutional residual network coupled with reverse Huber
loss to predict depth. Kendall et al. [22] proposed an end-
to-end learning pipeline to perform stereo matching. Xu et
al. [53] constructed multi-scale CRFs for depth prediction.
For ego-motion learning, Agrawal et al. [2] proposed an al-
gorithm that uses ego-motion as supervision to learn good
visual features and it is capable of estimating relative cam-
era poses. Wang et al. [51] proposed a recurrent ConvNet
architecture for learning monocular odometry from video
sequences. Ummenhofer et al. [47] presented a depth and
motion network where the scene depth and camera motion
are predicted from optical flow. In addition to depth and
pose ground truth, [47] also needs annotations of surface
normal and optical flow between images.
2.2. Self-Supervised or Semi-Supervised Ap-
proaches
The assumption that adjacent frames should be photo-
metrically consistent sparkled recent works to learn scene
depth in an unsupervised pipeline. There are two cate-
gories in the pursuit of this direction. The first category
learns depth from stereo sequences, where the between-
frame camera poses are known. Garg et al. [11] used stereo
pairs and trained a network which minimizes the photomet-
ric distance between the true right image and the synthe-
sized image which is warped from the left image using the
estimated depth. Godard et al. [14] improved upon [11] by
introducing a better stereo loss function and also a left-right
disparity consistency which enforced geometric constraints
during training. Besides the left-right photometric error,
the temporal photometric and feature reconstruction errors
were also considered to improve performance [57]. There
are also recent attempts [3, 35] to exploit the use GANs [15]
to better benefit unsupervised depth learning.
The second category is to learn depth from monocular
video sequences. Compared to the first category this is more
challenging since the between-frame camera motion are un-
known. Nonetheless recently Zhou et al. [58] and Vijaya-
narasimhan et al. [48] showed that it is possible to learn
scene depth and camera motion simultaneously using the
supervisory signal from photometric consistency error and
spatial smoothness loss. [58] also used a motion explana-
tion mask to deal with regions that violated the rigid-scene
assumption but later on experiments showed improved per-
formance after disabling this term. The pose estimation
network removes the need of stereo image pairs as training
samples. Several more recent works took into account dif-
ferent constraints in training to improve upon the above two
works. Since predicting depth and optical flow are related
Figure 2. Pipeline of our system. Our network takes a sequence of images (here we use a 3-frame-long tracklet for illustration) as input. A
dense depth map Dt is first generated for the target view It by passing it through a depth-CNN. Meanwhile we construct feature pyramids
Ft, Ft−1, Ft+1 for both It and its adjacent two source views It−1 and It+1 using the same encoder part in the depth-CNN (shown in Fig.
3). The pose-CNN takes a pair of images as input and outputs relative poses Tt→t−1 and Tt→t+1. The image features F{t,t−1,t+1} (only
Ft are shown in this figure due to space), depth map Dt (downsampled to corresponding scales), relative poses Tt→t−1 and Tt→t+1 are
fed into the BA layer (see Fig. 4) to jointly optimize scene depth and camera pose. Then we can reconstruct It with It−1 and It+1 using
differentiable image warping [21] to form photometric consistency loss to train the system.
tasks, [56, 60] demonstrated that jointly learning depth and
optical flow can benefit each other. Inspired by the direct
visual odometry techniques [7, 8], Wang et al. [49] intro-
duced a differentiable module for camera pose estimation
to replace the previous pose estimation network after depth
is estimated by the method in [58]. They also proposed a
depth normalization strategy to overcome the scale sensi-
tivity problem.
3. Our Approach
This section details our approach to learn scene depth
and camera motion with differentiable BA layer from un-
labeled monocular videos. An auto-encoder depth CNN is
used to generate dense per-pixel depth map for the target
view image. The encoder component in the depth CNN is
used (i.e. shared weights) to construct image feature pyra-
mids for target view image and two adjacent source view
images. The pose CNN takes a pair of images as input to
output relative camera poses. The BA layer takes the image
features, depth map (downsampled to corresponding scales
if needed) and relative poses to jointly optimize scene struc-
ture and camera motion via a feature-metric error. We then
use the predicted depth and pose to construct the photomet-
ric consistency loss as the supervisory signal to train our
model.
3.1. Image Feature Pyramid Construction
Here we exploit the inherent multi-scale hierarchy of
deep convolutional networks to construct feature pyramids
to learn better features for the downstream feature-metric
BA. A top-down architecture with lateral connections is
developed to extract high-level semantic information from
coarse to fine scales. Here we use the fully-convolutional U-
Net [41] architecture as the backbone. As shown in Figure
3, an input image is fed into the U-Net encoder to extract
feature maps at different scales. We denote the resulting
feature map as Ck, k ∈ {1, 2, 3, 4}. Then we upsample
the feature map Cj+1, j ∈ {1, 2, 3} with bilinear interpo-
lation by a scale factor of 2 and concatenate it with Cj . A
3 × 3 convolution is then applied to the concatenated fea-
ture maps. The final feature pyramid for an input image Ii
is Fi = {Fi1 , Fi2 , Fi3}.
3.2. Depth Representation
Dense depth plays a critical role in many tasks such as
3D object detection and robot navigation. Here we use the
standard per-pixel depth representation which is the most
common and demonstrated to work well in self-supervised
Figure 3. Construction of multi-scale feature maps for an input
RGB image. Here we show the generation of F1 as illustration.
learning settings [14, 58]. As shown in Fig. 2, we train U-
Net as our depth CNN to generate a dense depth mapDi for
an input image Ii as in Eq. 1,
Di = f(Ii), (1)
where and f(·) is our depth CNN. The generated depthDi is
the same resolution as the original input image, and will be
downsampled accordingly to couple with the image feature
maps of different scales as input to the downstream Bundle
Adjustment layer for further optimization.
3.3. Pose Network
For pose estimation we follow previous works [49, 58]
and predict the rotation part in the camera pose using Eu-
ler angle representation, and also the predicted translation
is divided by the estimated depth mean to align the scale of
translation to depth prediction. We designed our pose net-
work based on ResNet-18 [16] but modified it to take a pair
of RGB images as input and to out a 6-DoF relative pose
as shown in Fig. 2. We note that with the predicted 6-DoF
relative poses we can easily convert them into 4×4 transfor-
mation matrices by the exponential mapping between se(3)
and SE(3) for later-on re-projection.
3.4. Bundle Adjustment Layer
We first quickly recap the classic formulations of bundle
adjustment. Let I = {Ii}Ni=1 denote a sequence of images,
the geometric BA [1, 46] jointly optimizes camera pose
T = {Ti}Ni=1 and scene point coordinates P = {Pj}Mj=1
by minimizing the re-projection error,
S = arg min
N∑
i=1
M∑
j=1
egeoi,j (S), (2)
where the geometric distance
egeoi,j = ||pi(Ti, Pj)− qi,j ||22
measures the difference between the observed feature point
and the projected 3D scene point, with pi(·) being the pro-
jection and || · ||2 the `2 norm. qi,j = (xi,j , yi,j , 1)>
is the normalized homogeneous pixel coordinate. S =
{T1, · · · , TN , P1, · · · , PM}> contains all the parameters.
To minimize Eq. 2 the Levenberg-Marquardt (LM) [33] is
used as the general strategy. The LM at each iteration solves
for an optimal update ∆S∗
∆S∗ = arg min ||E(S) +J(S)∆(S)||22 +λ||D(S)∆S)||22,
(3)
where E(S) = {egeo1,1 (S), egeo1,2 (S), · · · , egeoN,M (S)}, and
J(S) is the Jacobian matrix of E(S) with respect to S,
D(S) is a non-negative diagonal matrix, typically being the
square root of the diagonal of the approximated Hessian
J(S)>J(S), and λ being the damping factor.
As previously pointed out the geometric BA only uses
a limited portion of image information, and requires good
feature point matching to work well, which typically can
not be guaranteed even with outlier rejection criteria like
RANSAC [9]. To overcome these limitations, the develop-
ment of direct methods [7, 8] proposed photometric BA to
eliminate feature matching and minimize the photometric
error of pixel intensity difference
ephotoi,j (S) = Ii(pi(Ti, dj · qj))− I1(qj), (4)
where dj is the depth of a pixel qj at image I1, and S =
{T1, · · · , TN , d1, · · · , dN}>. The direct methods have the
advantage of potentially using all pixels and have demon-
strated superior performance compared to geometry based
methods. But as pointed out in [7, 32] they also have the
drawbacks of being sensitive to initialization and camera
exposure.
To deal with the above challenges, we use the feature-
metric error proposed in [45] to jointly optimize scene depth
and camera motion, which minimizes the feature-metric er-
ror,
efeati,j (S) = Fi(pi(Ti, dj · qj))− F1(qj), (5)
where Fi are feature pyramids which are constructed as in
section 3.1 of images Ii, and the optimization parameters
S are the same as in photometric BA. The feature-metric
utilizes more image information than only corners or blobs,
and meanwhile is more robust to initialization or exposure
changes which is desirable for learning depth and pose from
images.
In order to back-propagate the loss information, the so-
lution S should be differentiable with respect to the image
features F . In the original Levenberg-Marquardt algorithm
the number of iterations is determined using a threshold rule
and the value of damping factor λ is increased if an opti-
mization step fails to reduce the error and decreased other-
wise. These two if-else logics makes it impossible to differ-
entiate the loss with respect to the image features therefore
Figure 4. Illustration of a single step in differentiable Levenberg-Marquardt as in [45]. Given solution Sk in the previous iteration and
input image features, we first compute feature-metric error E(Sk) by Eq. 5 and the Jacobian J(Sk) with respect to Sk. After that we can
compute the approximated Hessian J(Sk)>J(Sk) and the diagonal matrix D(Sk). Meanwhile we apply global average pooling to E(Sk)
to get a fixed-length vector and pass it through three stacked fully connected layers to predict λ. We use ReLU activation to ensure that λ
will be non-negative. The update ∆Sk can then be computed and sent into next iteration.
have to be softened or removed. We fix the number of it-
erations to solve the first issue which also reduces memory
consumption. For the value of λ, as shown in Fig. 4, we
use the same architecture of the BA layer in [45]. By this
formulation each LM step becomes differentiable and loss
information can be back-propagated.
3.5. View Synthesis as Supervision
Given a target view image It and source view image Is,
with the predicted depth Dˆt and relative pose Tˆt→s in sec-
tion 3.4, we can reconstruct the target view Iˆs. We denote
pt the homogeneous coordinate of a pixel in the target view,
and K the camera intrinsics. The projected coordinate ps
on the source view can be obtained as
ps ∼ KTˆt→sDˆt(pt)K−1pt. (6)
Such obtained ps are continuous values. To obtain Iˆs(pt)
here we follow [58] using the differentiable bilinear sam-
pling mechanism proposed in [21] to linearly sample the
four neighbourhood pixels, i.e.
Iˆs(pt) =
∑
i
∑
j
wijIs(p
ij
s ), (7)
where i, j represents the top-bottom, left-right direction re-
spectively, and
∑
i,j wij = 1 are weights linearly propor-
tional to the Euclidean distance between ps and pijs .
3.6. Training Loss
With synthesized view Iˆs corresponding to It con-
structed in section 3.5, the photometric consistency loss can
be formulated as
Lphoto =
∑
s
∑
p
|It(p)− Iˆs(p)|, (8)
where p is all image pixels and s index over all source
views. To encourage predicted depth to be locally smooth,
we adopt the inverse depth smoothness loss [14, 17]
Ls =
∑
i
∑
j
|∂xDij |e−|∂xIij | + |∂yDij |e−|∂yIij |, (9)
where ∂x(·) and ∂y(·) are image gradients in the horizontal
and vertical directions respectively. Furthermore we pose
constraint on the warped Iˆs to be structurally consistent
with It with the single scale SSIM [52] to incorporate the
appearance matching loss [14] into the training objective
Lm =
∑
i
∑
j
α
1− SSIM(It, Iˆs)
2
+ (1−α)Lphoto. (10)
Therefore the final training loss is
L = Lm + λsLs, (11)
where α and λs are scalars to balance different loss terms.
4. Experiments
Here we test the performance of our approach and com-
pare with prior works on monocular depth and ego-motion
estimation. We train on unlabeled monocular videos which
have neither depth nor pose ground truth supervision. We
use the KITTI [12] and Cityscapes [4] dataset to evaluate
our system.
Implementation Details We implemented our model using
the publicly available framework PyTorch [34]. For all ex-
periments, we set α = 0.85 in Eq. 10 and λs = 0.1/r in
Eq. 11, where r is the corresponding downscale ratio with
respect to the input image. We solve the feature-metric BA
on the respective 3 scales with feature map warping, and set
the number of iterations to 6 on each level following [7],
leading to 18 iterations in total. Batch normalization [20]
is used for all layers except the output layers. We use the
Adam optimizer [23] with β1 = 0.9, β2 = 0.999,  = 10−8,
an initial learning rate of 0.0002 and a mini-batchsize of 4.
The number of hidden units in the MLP to predict the damp
factor λ in Levenberg-Marquardt is set to 128. The images
are resized to have resolution of 192 × 640 in all experi-
ments. Data augmentation with a 0.5 probability of hor-
izontal flip, gamma, brightness and color adjustments are
performed on the fly. The values are sampled from uniform
distributions in the ranges of [0.8, 1.2] for gamma, [0.5, 2.0]
for brightness and [0.8, 1.2] per each color channel sepa-
rately following [14]. The learning rate is decayed in half
once we observe the training plateaus. The corresponding
parameter update are addition for depth and se(3) expo-
nential mapping for camera pose. Due to the computation
heavy differentiable BA optimization the training typically
takes about 60 hours on a NIVDIA TITAN Xp GPU.
4.1. Monocular Depth Estimation
4.1.1 KITTI Dataset
The KITTI dataset [12] is a widely used benchmark dataset
composed of several outdoor scenes captured while driving
with car-mounted cameras and a LIDAR sensor. It contains
61 scenes in total belonging to one of the three categories:
“city”, “residential” and “road”. We train our system on the
same data split provided by Eigen et al. [6] which covers
29 scenes and we use the remaining 32 scenes for train-
ing. We exclude all the static frames whose mean optical
flow magnitude is too small since too many static frames
will cause the network to always output identity pose and
consequently depth estimation will also diverge. Images
captured by both cameras are used but are treated indepen-
dently when forming training sequences as in [58]. This re-
sults in a total of 44,372 sequences, out of which we use
40,378 for training and 3,994 for validation. We set the
length of image sequences to be 3, and treat the central
frame as target view, and the temporally adjacent previous
and next frames as source views. By the formulation of our
model and the monocular setting, the depth predicted by our
model is up to a certain scale. We align the scale of our pre-
dictions to the ground-truth by multiplying the former with
a scalar sˆ =median(Dgt)/median(Dpred) to make sure the
comparison is fair with previous works.
We evaluate the single-image depth estimation perfor-
mance on the 697 images from the test split of Eigen et al
[6]. For evaluation metrics, we evaluate our method using
several errors from prior works [6, 28]:
Threshold: percentage of yi s.t.max(
yi
y∗i
,
y∗i
yi
) = δ < θ,
Abs Relative difference:
1
|T |
∑
y∈T
|y − y∗|
y∗
,
Squared Relative difference:
1
|T |
∑
y∈T
||y − y∗||2
y∗
,
RMSE (linear) :
√
1
|T |
∑
y∈T
||yi − y∗i ||2,
RMSE (log) :
√
1
|T |
∑
y∈T
|| log yi − log y∗i ||2,
where θ is the threshold which is set to 1.25 following
all previous works. yi is the predicted depth and y∗i is
the ground-truth. As shown in Table 1, our method out-
performs all recent unsupervised approaches using monoc-
ular videos as input (e.g. Yin et al. [56] and Wang et
al. [49]), and even gains advantage compared to methods
trained using calibrated stereo image pairs (i.e. with pose
supervision) (e.g. Godard et al. [14]). Figure 5 provides
example visualizations of our method and several prior ap-
proaches on the KITTI Eigen test split [6]. We note that
since the ground truth velodyne depths are sparse therefore
we interpolate to them for visualization and cropped out the
top part which are invalid measurements. One can see that
our method better preserves thin structures such as street
lights and trees than previous methods which indicates the
effectiveness of the proposed method.
4.1.2 Cityscapes Dataset
Cityscapes [4] is a large-scale dataset that contains stereo
video sequences recorded in street scenes from 50 different
cities. As pointed out in [14, 58], pre-training the system on
the larger Cityscapes and then fine-tuning on KITTI leads
to performance improvements. Here we conduct a similar
experiment. We form the training sequences the same as in
KITTI by setting the length of image sequence to 3, with the
central frame being the target view and±1 frames being the
source views. We first only train on Cityscapes and evalu-
ate on the Cityscapes test set. We show some randomly
sampled depth estimation results in Figure 6. One can see
that our method still generates good depth prediction de-
spite Cityscapes contains more dynamic scenes (i.e. more
moving objects) and preserves thin structures like poles and
trees. Next we use the Cityscapes trained model to fine-
tune on KITTI and show the quantitative results in Table
1. From Table 1 we can see that our model consistently
out-performs all previous unsupervised approaches that are
based on monocular video inputs and methods trained with
Figure 5. Comparison of single-view depth estimation results on the KITTI Eigen et al. [6] test split. The ground velodyne depths are
sparse therefore we interpolate them for visualization. The first and second column are input RGB images and ground-truth depth maps
respectively. The rest are depth predictions from various methods with ours at the rightmost position. Best viewed in color.
Method Dataset Supervision Error Metric Accuracy Metric
Abs Rel Sq Rel RMSE RMSE (log) δ < 1.25 δ < 1.252 δ < 1.253
Eigen et al. [6] coarse K depth 0.214 1.605 6.563 0.292 0.673 0.884 0.957
Eigen et al. [6] fine K depth 0.203 1.548 6.307 0.282 0.702 0.890 0.958
Liu et al. [28] K depth 0.202 1.614 6.523 0.275 0.678 0.895 0.965
Garg et al. [11] K pose 0.169 1.080 5.104 0.273 0.740 0.904 0.962
Godard et al. [14] K pose 0.148 1.344 5.927 0.247 0.803 0.922 0.964
Ramirez et. al [39] K pose+category 0.143 2.161 6.127 0.210 0.854 0.945 0.976
Yang et. al [54] K pose 0.097 0.734 4.442 0.187 0.888 0.958 0.980
Fu et. al [10] K depth 0.072 0.307 2.727 0.120 0.932 0.984 0.994
Zhou et al. [58] K none 0.208 1.768 6.856 0.283 0.678 0.885 0.957
Zhou et al. [58]∗ K none 0.183 1.595 6.709 0.270 0.734 0.902 0.959
Yin et al. [56] K none 0.155 1.296 5.857 0.233 0.793 0.931 0.973
Wang et al. [49] K none 0.151 1.257 5.583 0.228 0.810 0.936 0.974
Poggi et. al [37] K none 0.114 1.088 5.756 0.203 0.848 0.944 0.979
Poggi et. al [36] K none 0.153 1.363 6.030 0.252 0.789 0.918 0.963
Zou et. al [60] K none 0.150 1.124 5.507 0.223 0.806 0.933 0.973
Mahjourian et. al [31] K none 0.163 1.240 6.220 0.250 0.762 0.916 0.968
Ours (diff-BA) K none 0.113 1.079 4.931 0.206 0.853 0.947 0.979
Ours (diff-BA) CS+K none 0.107 0.989 4.868 0.195 0.867 0.955 0.981
Table 1. Comparison of quantitative results of single-view depth estimation results on KITTI Eigen et al. [6] test split. For training “K”
refers to KITTI dataset [12] (Eigen split) and “CS” refers to Cityscapes dataset [4]. For supervision depth means ground truth is used and
pose means calibrated camera pose is used. All results are evaluated with depth capped at 80m except Garg et al. [11] which is capped
50m. “∗” is updated results from Zhou et al. [58].
rectified stereo pairs, which demonstrates that the differen-
tiable BA layer better learns suitable features for Structure-
from-Motion (SfM) tasks such as monocular depth estima-
tion.
4.2. Pose Estimation
We evaluate the performance of our system on pose es-
timation on the official KITTI odometry split [13], which
contains 11 driving sequences with ground truth odometry
obtained through the IMU/GPS readings. We use sequences
from 00 to 08 for training and 09-10 are used for testing.
In pose evaluation we set the length of image sequences
to 5, with the central frame being the target view and ±2
views being source views. We compare our pose estima-
tion with two variants of monocular ORB-SLAM [32] as
in [58]: 1) ORB-SLAM (full), which recovers camera poses
using all of the driving sequences (i.e. with loop closure
and re-localization), and 2) ORB-SLAM (short), which runs
on 5-frame long tracklets that is same as our input setting.
We ignore the first 9 frames of sequence 09 and the first
30 frames of sequence 10 for which ORB-SLAM fails to
bootstrap with reliable camera poses due to large rotations
and lack of good features. We report the Absolute Trajec-
tory Error (ATE) [44] which measures difference between
the points of true and estimated trajectory. Given estimated
trajectory P1:n and ground truth trajectory Q1:n, the ATE
at time step i is computed as
Fi = Q
−1
i SPi, (12)
where S is the rigid-body transformation corresponding to
the least-square solution that maps P1:n toQ1:n which can
be obtained using the method in [19]. Then the final result
is obtained by computing the root mean squared error over
all time steps
RMSEF1:n =
(
1
n
∑
i=1
||t(Fi)||2
) 1
2
, (13)
where t(·) is the translational component. As shown in
Table 2, our method out-performs ORB-SLAM (short) by
a large margin and also gains advantage to the full ORB-
SLAM system.
Method Seq. 09 Seq.10
ORB-SLAM (full) [32] 0.014±0.008 0.012±0.011
ORB-SLAM (short) [32] 0.064±0.141 0.064±0.130
Zhou et al. [58] 0.021±0.017 0.020±0.015
Zhou et al. [58]∗ 0.016±0.009 0.013±0.009
GeoNet [56] 0.012± 0.007 0.012±0.009
Ours 0.012± 0.007 0.011± 0.007
Table 2. Absolute Trajectory Error (ATE) of pose estimation evalu-
ated on the KITTI odometry split sequences 09-10. “∗” is updated
results from Zhou et al. [58].
5. Conclusion
We have presented a novel self-supervised learning
framework that tackles the tasks of scene depth and ego-
motion estimation using unlabeled monocular videos as in-
put. Our system jointly optimizes depth and camera pose
through a differentiable bundle adjustment layer that en-
forces multi-view geometry constraints between 3D scene
Figure 6. Example qualitative single-view depth estimation results
on the Cityscapes [4] test set. The first column is input RGB im-
ages and the second row is our depth predictions (visualized as
disparities). Best viewed in color.
structures and camera motion. The whole pipeline is end-
to-end trainable. Superior performance on large-scale pub-
lic benchmarks proves the success of our method.
However there are still some challenges that are left to
be addressed. First our current framework does not explic-
itly model the non-rigid parts of 3D scenes (e.g. moving
objects), which is crucial for 3D scene understanding. An-
other issue is that although our system only requires unla-
beled monocular videos, the camera intrinsics still need to
be known. This prevents using Internet videos that are ar-
guably the most vast source. We plan to address these chal-
lenges in our future work. Also as pointed out in [58] since
depth maps are simplified representation of the underlying
3D scene, it would also be interesting to extend our current
system to learn full 3D volumetric representations.
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