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AUC area under ROC curve ploščina pod ROC krivuljo
DS degree spondylolisthesis stopnja zdrsa vretenca
FN false negative napačno negativni primeri
FP false positive napačno pozitivni primeri
kNN k-nearest neighbours k-najbližjih sosedov
LLA lumbar lordosis angle ledveni kot
OVR one vs. rest eden proti vsem
PI pelvic incidence naklon medenice
PR pelvic radius medenični radij
PT pelvic tilt nagib medenice




SS sacral slope naklon križnične končne plo-
skve
TN true negative pravilno negativni primeri
TP true positive pravilno pozitivni primeri

Povzetek
Naslov: Analiza biomehanskih značilnosti ortopedskih pacientov za napo-
vedovanje degenerativnih obolenj
Avtor: Šimen Ravnik
Analiza biomehanskih značilnosti ortopedskih pacientov za napovedovanje
degenerativnih obolenj je raziskovalno delo na področju medicine oziroma
bolj natančno ortopedije. Sagitalno ravnovesje pomeni harmonično obliko
hrbtenice in pravilna sagitalna usmeritev medenice je pri zagotavljanju le-
tega ključnega pomena. Sagitalno usmeritev medenice določimo na podlagi
merjenja biomehanskih oziroma geometrijskih parametrov, s katerimi se nato
ugotavlja nepravilnosti, ki lahko povzročijo degenerativna obolenja, kot so
na primer hernia diska in spondilolisteza.
Ugotavljanje nepravilnosti usmeritve medenice je običajno ročno opravilo
in je posledično rezultat relativno subjektivna odločitev. S sodobnimi me-
todami strojnega učenja je mogoče paciente klasificirati in s tem omogočiti
lažjo in bolj natančno odločitev. V delu je najprej predstavljena analiza geo-
metrijskih parametrov, s katerimi se diagnosticira paciente z degenerativnimi
obolenji ledvene hrbtenice, nato pa so parametri uporabljeni tudi v različnih
napovednih modelih strojnega učenja, s katerimi izvedemo klasifikacijo tovr-
stnih pacientov.
Ugotovili smo, da je najuspešneǰsi napovedni model strojnega učenja
za naše podatke logistična regresija. Z njo dosežemo uspešnost diagnosti-
ciranja hernijskih pacientov – občutljivost: 83.3% (95%CI 72.1 – 96.8%)
in specifičnost: 75.0% (95%CI 64.7 – 85.2%), ki je primerljiva uspešnosti
kliničnega diagnosticiranja. Uspešnost diagnosticiranja pacientov s spon-
dilolistezo z našim napovednim modelom pa znaša – občutljivost: 96,4%
(95%CI 93,6 – 99,1%) in specifičnost: 97.5% (95%CI 94,3 – 1.0%), kar iz-
bolǰsa občutljivost kliničnega diagnosticiranja pacientov s spondilolistezo od
8% do 36%, specifičnost pa do približno 10%.
Ključne besede: strojno učenje, podatkovno rudarjenje, računalnǐstvo v
medicini, sagitalna usmeritev medenice.
Abstract
Title: Sagittal pelvic orientation feature analysis for predicting degenerative
diseases
Author: Šimen Ravnik
Sagittal pelvic orientation feature analysis for predicting degenerative dis-
eases is a research in the field of medicine or more specifically orthopedics.
Sagittal balance means a harmonious shape of the spine and proper sagittal
orientation of the pelvis is crucial in ensuring this. Sagittal orientation of the
pelvis is determined based on biomechanical or geometric parameters, which
are then used to identify abnormalities that can cause degenerative diseases,
such as disc herniation and spondylolisthesis.
Determining pelvic orientation irregularities is usually a manual task and
the result is a relatively subjective decision. With modern machine learning
techniques, patients can be classified and thus enable an easier and more
accurate decision. The paper first presents an analysis of geometric parame-
ters used to diagnose patients with degenerative diseases of the lumbar spine,
and then the parameters are also used in various predictive models, which
are used to classify such patients.
We found that the most successful predictive machine learning model for
our data is logistic regression. It achieves the accurateness of diagnosing
hernia – sensitivity: 83.3% (95%CI 72.1 – 96.8%) and specificity: 75.0%
(95%CI 64.7 – 85.2%), which is comparable to the accuracy of clinical diag-
nosis. The accurateness of diagnosing spondylolisthesis with our model is –
sensitivity: 96,4% (95%CI 93,6 – 99,1%) and specificity: 97.5% (95%CI 94,3
– 1.0%), which improves the sensitivity of the clinical diagnosis of spondy-
lolisthesis from 8% to 36%, and the specificity to about 10%.




Človeška vrsta je edina vrsta v družini vretenčarjev, ki vzdržuje popolnoma
navpičen, pokončen dvonožni položaj. Za razliko od ostalih vretenčarjev je
človeška hrbtenica v vratnem in ledvenem predelu konveksno upognjena na-
prej (vratna in ledvena lordoza), v prsnem in križničnem predelu pa nazaj
(prsna in križnična kifoza). Ledvene lordoze ne najdemo pri nobeni drugi
vrsti [13]. Pravilna telesna drža je torej ključnega pomena pri vzdrževanju
sagitalnega ravnovesja, medtem ko abnormalna sagitalna usmeritev povzroča
hrbtenične deformacije, kot so povečana lordoza, kifoza ali skolioze, ki lahko
vodijo k številnim degenerativnim obolenjem, kot so hernija diska in spondi-
lolisteza.
Za določitev sagitalne usmeritve medenice moramo izmeriti nekaj geome-
trijskih parametrov, kot so naklon medenice (angl. pelvic incidence, PI),
nagib medenice (angl. pelvic tilt, PT) in naklon križnične (sakralne)
končne ploskve (angl. sacral scope, SS).
Naklon medenice, ali tudi vpadni kot medenice, je kot, ki ga tvorita dve
premici: 1) premica, ki povezuje sredǐsče kolčnih sklepnih glav s sredǐsčem
križnične končne ploskve, in 2) premica, pravokotna na križnično končno plo-
skev [18]. Naklon medenice je fiksni morfološki parameter, katerega vrednost
ostaja bolj ali manj nespremenjena skozi življenje odrasle osebe [25]. Prav
tako se ga lahko določi kot algebraično vsoto nagiba medenice in naklona
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križnične končne ploskve, ki sta dinamična parametra in se lahko spremi-
njata glede na položaj bolnika med slikanjem [14]. Velja torej:
PI = PT + SS. (1.1)
Nagib medenice je kot med navpičnico ter premico, ki povezuje sredǐsče
kolčnih sklepnih glav s sredǐsčem križnične končne ploskve [14]. Predstavlja
prostorsko usmerjenost medenice, ki se spreminja glede na položaj bolnika.
Ko se kot nagiba medenice poveča, govorimo o retroverziji (rotacija medenice
nazaj), medtem ko zmanǰsanje kota nagiba medenice imenujemo anteverzija
(rotacija v smeri naprej) [14]. Vse to je posledica zmožnosti rotacije mede-
nice okoli kolčnih sklepnih glav. Večji kot je kot nagiba medenice, tem bolj
je sredǐsče težǐsča oddaljeno od navpične osi, ki poteka skozi sredǐsče kolčnih
sklepnih glav [24]. Parameter, ki še nastopa v zgornji enačbi, je naklon
križnične končne ploskve. To je kot med horizontalno ravnino ter tangento
na križnično končno ploskev in je ključni parameter pri analizi bolnikov z
možnostjo napredovanja spondilolisteze. Večji kot je naklon križnične končne
ploskve, večja je verjetnost spondilolisteze [8]. Na sliki 1.1 lahko vidimo še
grafično predstavitev opisanih parametrov.
Slika 1.1: Geometrijski parametri (naklon medenice, nagib medenice in na-
klon križnične končne ploskve) za določitev sagitalne usmeritve medenice.
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Zgoraj opisani parametri so ključni za določitev usmeritve medenice, a ker
je medenica v tesni biomehanski povezavi s hrbtenico, je pri izračunih nujno
potrebno v zakup vzeti tudi parametre, ki upoštevajo ukrivljenost hrbtenice
[6]. Za pokončno držo mora človeško telo vzdrževati ravnovesje hrbtenične
krivulje in pravilno morfologijo medenice [3]. Pri ugotavljanju biomehanske
usmeritve bolnika moramo torej upoštevati medenico skupaj s hrbtenico kot
celoto [9].
Za bolj natančno evaluacijo merimo torej še parametre kot so ledveni
kot (angl. lumbar lordosis angle, LLA), medenični radij (angl. pelvic
radius, PR) in stopnja zdrsa vretenca (angl. grade of spondylolisthesis).
Ledvena lordoza je definirana kot ukrivljenost hrbtenice v ledvenem delu,
ki kompenzira naklon križnice, vzpostavi hrbtenično usmerjenost navzgor in
se posledično izogne naklonu naprej [21]. Ledveni kot je torej kot, ki opredeli
ukrivljenost hrbtenice v ledvenem delu in se ga izmeri kot kot med tangento
na zgornjo ploščo vretenca L1 (prvo ledveno vretence, od zgoraj navzdol) in
tangento na križnično končno ploskev [4]. Vidimo ga na sliki 1.2.
Slika 1.2: Ledveni kot in medenični radij.
Medenični radij je razdalja med sredǐsčem kolčnih sklepnih glav in po-
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steriorne točke križnične kolčne ploskve, podana v milimetrih. Predstavlja
oddaljenost medenice od osi vrtenja (sredǐsče kolčnih sklepnih glav) in nam
s tem pomaga še bolje razumeti morfologijo medenice [20]. Medenični radij
in ledveni kot sta prikazana na sliki 1.2.
S stopnjo zdrsa vretenca določimo kako velik je zdrs zadnjega ledvenega
vretenca (L5) preko križnične končne ploskve. Poznamo pet stopenj, kjer
prva stopnja predstavlja začetek zdrsa, zadnja (peta) stopnja predstavlja
popoln zdrs L5 vretenca s križnične končne ploskve (angl. spondyloptosis)
[16].
Na podlagi vseh zgoraj opisanih parametrov lahko ugotavljamo sagitalno
ravnovesje [15] osebe, ki jo preiskujemo. Identificiramo lahko ali je stanje
osebe normalno, torej medenica in hrbtenica delujeta v harmoniji, ali pa je
stanje osebe abnormalno, kar posledično poveča verjetnost degenerativnih
obolenj. Najbolj znani obolenji sta hernija diska (angl. herniated disk) in
spondilolisteza (angl. spondylolisthesis), ki sta prikazani na sliki 1.3.
Slika 1.3: Na levi strani je prikazana hernija diska, na desni




Kaj imajo skupnega bolniki z enakimi degenerativnimi obolenji in kako so
med seboj povezani? Ali lahko odkrijemo še več zakonitosti, ki veljajo znotraj
podatkov? Kateri izmed opisanih parametrov je najpomembneǰsi in kakšne
so korelacije med njimi? Ali se podatke o pacientih da predstaviti v nižje
dimenzionalnih prostorih za opazovanje skupin, trendov in osamelcev? Ali se
iz podatkov da napovedovati kakšno je stanje preiskovane osebe in kolikšno
natančnost ima napoved? Zgoraj navedena vprašanja predstavljajo temelj
diplomske naloge, za odgovore nanje pa potrebujemo podatke o bolnikih s
tovrstnimi obolenji.
Podatke o bolnikih smo pridobili iz repozitorija za strojno učenje UCI
[1] in jih pripravili za analizo. S statističnimi metodami in modeli strojnega
učenja smo nato začeli analizirati podatke in postopoma odgovarjati na za-
stavljena vprašanja. V začetku diplomskega dela je predstavljena analiza
podatkov, kjer smo s statističnim pristopom ugotavljali kakšni so naši para-
metri, kaj so njihove glavne značilnosti in v kakšnih relacijah so med seboj.
Nato nas je zanimalo, koliko so si pacienti posameznih obolenj med seboj
podobni in zato smo izvedli gručenje podatkov. Zaradi zanimivih rezulta-
tov smo podatke projicirali v nižje dimenzije, s čimer smo lahko podatke
pacientov vizualizirali v dvo- oziroma tro-dimenzionalnem prostoru.
Postopek analiziranja podatkov nam je omogočil, da smo dobili bolj po-
droben vpogled v podatke s katerimi imamo opravka, saj je razumevanje
podatkov ključnega pomena za nadaljnjo uporabo podatkov v napredneǰsih
statističnih modelih. Glavni cilj diplomskega dela je bil na podlagi podatkov
o ortopedskih pacientih kar se da točno napovedovati stanje novih pacien-
tov, ki jim bodo izmerjeni opisani geometrijski parametri. Želeli smo ugo-
toviti, kateri izmed različnih matematičnih napovednih modelov je za naše
podatke najuspešneǰsi, zato smo postopek učenja ponovili na različnih al-
goritmih nadzorovanega strojnega učenja. V poglavju 4 so zapisane naše
ugotovitve in primerjava napovednega modela s kliničnim diagnosticiranjem,
kar predstavlja tudi odgovor na glavno vprašanje diplomskega dela.
Omeniti je potrebno tudi programske jezike in orodja, ki smo jih uporabili
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za izdelavo diplomskega dela. Želeli smo si, da reševanje problema poteka
kar se da hitro in enostavno, ter hkrati imeti visoko berljivost in preglednost
izvorne kode, zato smo se odločili za programski jezik Python. Programski
jezik Python vsebuje številne odlične knjižnice za delo s podatki, ki olaǰsajo
delo in poskrbijo za hitreǰsi in robustneǰsi razvoj. Za procesiranje podat-
kov in modeliranje smo uporabili knjižnice NumPy, Pandas in SciKit-Learn,




Analiza podatkov (angl. exploratory data analysis, EDA) je statistični pri-
stop preučevanja podatkovnih množic, čigar namen je v podatkih odkriti
njihove glavne karakteristike [5]. Pred uporabo naprednih statističnih metod
je ključnega pomena razumeti podatke s katerimi imamo opravka, saj lahko
le tako določimo ustrezne nadaljnje pristope apliciranja podatkov. Naši po-
datki o pacientih z degenerativnimi obolenji ledvene hrbtenice so bili prido-
bljeni iz repozitorija za strojno učenje UCI [1], katere so zbrali tamkaǰsnji
raziskovalci. Tako zbrane izvorne podatke imenujemo surovi podatki, saj so
povsem neobdelani. S procesiranjem podatkov le-te spremenimo v obliko, ki
nam omogoča, da podatke uporabimo v napredneǰsih statističnih modelih.
Zato je izrednega pomena zbrane podatke razumeti, jih statistično analizirati
ter čim bolj intuitivno vizualizirati. Cilj analize podatkov je torej podatke
postaviti v kontekst. Identificirati želimo tipe parametrov, ki jih imamo na
voljo, poznati hočemo velikost podatkovne množice, ugotoviti želimo osnovne
statistične značilnosti parametrov, vedeti želimo kakšna je korelacija med po-
datki, ipd. Vse to nam pomaga podatke razumeti do te mere, da jih lahko
pripravimo za nadaljnjo uporabo. Prav tako želimo ugotoviti ali v podat-
kih obstajajo manjkajoče vrednosti, ki jih je potrebno iz podatkov odstraniti
oziroma nadomestiti, enako pa velja tudi za osamelce (vrednosti, ki zelo od-
stopajo od ostalih vrednosti in so običajno posledica napak pri meritvah),
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8 Šimen Ravnik
ki jih je prav tako pred uporabo napredneǰsih statističnih metod potrebno
odstraniti, saj lahko negativno vplivajo na kakovost napovednih modelov.
Naša prva želja je bila torej iz pridobljenih podatkov, s pomočjo tehnik
statističnega modeliranja in vizualiziranja, odkriti zakonitosti in vzorce, ki se
v njih pojavljajo in s tem pridobiti dober vpogled v naravo našega problema.
Posledično pa to izredno pomaga pri odločitvi, katere statistične oziroma
matematične pristope uporabiti v nadaljevanju.
2.1 Univariatna analiza
Univariatna analiza je najbolj primarna oblika analiziranja podatkov. “Uni”
pomeni “ena”, kar pomeni, da analiziramo vsako značilko oziroma parameter
posebej. Njen glavni namen je podatke opisati in poiskati osnovne vzorce,
ki se pojavljajo znotraj značilk. Tudi v našem primeru, kjer imamo opravka
s podatki o pacientih z degenerativnimi obolenji ledvene hrbtenice, želimo
podatke čim bolj podrobno razumeti. To storimo tako, da najprej pogledamo
katerih tipov so značilke oziroma parametri, kako so značilke porazdeljene,
koliko podatkov imamo, ali v podatkih obstajajo ničelne vrednosti, ipd.
2.1.1 Identifikacija tipov parametrov
V začetni fazi nas je zanimalo katerih tipov so naše značilke oziroma para-
metri. Značilke so načeloma lahko dveh vrst – numerične in kategorične.
Od vrste značilk je odvisno katere vrste vizualizacij bomo uporabili, še bolj
pa kateri napovedni modeli bodo primerni. Numerični oziroma kvantitativni
podatki so podatki v obliki števil, medtem ko so kategorični podatki podani
v obliki razredov.
Pričakovano vse spremenljivke numerične, saj gre za geometrijske para-
metre človeškega telesa. Izjema je ciljna spremenljivka, ki je kategorična,
saj paciente lahko razdelimo v tri različne razrede – paciente s hernijo diska,
paciente s spondilolistezo in osebe brez obolenj. Na podlagi tega vemo, da
je naš problem klasifikacijski, zato smo uporabili klasifikacijske algoritme za
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napovedovanje stanja pacientov.
2.1.2 Velikost množice podatkov in razporeditev po ra-
zredih
Zanima nas tudi, koliko podatkov imamo v podatkovni množici. Vemo, da
imamo šest značilk oziroma parametrov in eno ciljno spremenljivko, nas pa
zanima kolikim pacientom so bili izmerjeni opisani parametri. Želimo si, da
je ta številka čim večja, saj bodo tako naši napovedni modeli bolj stabilni in
točni. Izmerjene vrednosti pacienta si lahko predstavljamo kot vektor in v
splošnem temu vektorju pravimo primer (izraz, ki bo uporabljen tudi v na-
daljevanju). Ugotovili smo, da naša množica vsebuje 310 pacientov oziroma
primerov. Želeli bi si morda nekoliko vǐsjo številko, vseeno pa se bo dalo
podatke uporabiti v napovednih modelih.
Naslednja stvar, ki nas zanima je, kako so pacienti razporejeni po ra-
zredih. Pomembno je, da vemo koliko pacientov oziroma primerov pripada
posameznemu razredu, saj s tem zmanǰsamo morebitne napačne domneve
rezultatov, ki nam jih dajejo napredneǰsi statistični modeli.
Iz slike 2.1 lahko razberemo, da največ primerov pripada razredu paci-
entov s spondilolistezo, sledijo osebe brez obolenj, najmanj pa je pacientov
s hernijo diska. Ker razredi niso številčno enako porazdeljeni, bomo morali
biti previdni pri ugotavljanju uspešnosti napovednih modelov, oziroma bo po-
trebno uporabiti več različnih tehnik za ugotavljanje točnosti, ki nam bodo
pomagale čim bolj natančno ugotoviti kateri izmed napovednih modelov je
najuspešneǰsi.
2.1.3 Osnovne statistične vrednosti
Za vsak parameter je pomembno poznati njegove osnovne statistične vredno-
sti, kot so povprečna vrednost, mediana, modus, minimalna in maksimalna
vrednost, itd. Na podlagi naštetih vrednosti lahko nato za vsako značilko
oziroma parameter določimo porazdelitveno funkcijo, ki nam značilko po-
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Slika 2.1: Razporeditev pacientov podatkovne množice po posameznih razre-
dih.
maga intuitivno razumeti, prav tako pa nam povedo, ali obstajajo vrednosti,
ki zelo odstopajo od ostalih vrednosti. Le-te je potrebno izločiti, saj se v
podatkih lahko pojavljajo kot napaka v meritvi.
Iz tabele 2.1 lahko vidimo določene stvari, ki so pomembne za nadaljnje
razumevanje in uporabo podatkov:
1. Opazimo lahko, da je povprečna vrednost (mean) pri vseh parametrih
približno enaka kot mediana (50% percentil), razen pri parametru DS
(stopnja zdrsa vretenca), kjer se ti dve vrednosti močno razlikujeta.
Osamelci, torej vrednosti, ki se zelo razlikujejo od ostalih vrednosti,
zelo vplivajo na povprečno vrednost, medtem ko mediana ostane enaka,
kar pomeni, da imamo vrednosti, ki jih bo potrebno odstraniti.
2. Razlika med 75% percentilom in maksimalno vrednostjo (max) je skoraj
pri vseh parametrih zelo velika (najbolj je zopet opazna pri parametru
DS). Iz tega lahko sklepamo, da obstaja nek primer oziroma več prime-
rov, katerih vrednosti se zelo razlikujejo od ostalih. Verjetno je zopet
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razlog napaka pri meritvah, zato je potrebno take primere odstraniti iz
podatkovne množice.
3. Standardni odkloni so (glede na povprečno vrednost) relativno majhni,
kar pomeni da podatki ne variirajo veliko, razen pri parametru DS, kjer
vidimo da je varianca visoka.
count mean std min 25% 50% 75% max
PI 310 60.50 17.24 26.15 46.43 58.69 72.88 129.83
PT 310 17.54 10.01 -6.55 10.67 16.36 22.12 49.43
LLA 310 51.93 18.55 14.00 37.00 49.56 63.00 125.74
SS 310 42.95 13.42 13.37 33.35 42.40 52.70 121.43
PR 310 117.92 13.32 70.08 110.71 118.27 125.47 163.07
DS 310 26.30 37.56 -11.06 1.60 11.77 41.29 418.54
Tabela 2.1: Tabela osnovnih statističnih vrednosti pacientov z degenerativ-
nimi obolenji ledvene hrbtenice.
Še bolj natančno bomo razumeli naše podatke, če bomo za vsak parameter
izrisali tudi njegovo porazdelitev (slika 2.2)
Najbolj klasično normalno porazdelitev vidimo pri parametru medenični
radij (PR), pri ostalih parametrih pa je histogram rahlo nagnjen v levo. Zani-
mivo je, da lahko pri parametrih naklon medenice (PI), nagib medenice (PT)
in naklon križnične končne ploskve (SS) opazimo dva vrhova, iz česar lahko
sklepamo, da imajo pacienti z določenim stanjem te tri parametre povečane,
pacienti z nasprotnim stanjem pa zmanǰsane. Razumeti je potrebno tudi,
da je stopnja spondilolisteze (DS) nekoliko drugačen parameter, saj se določi
glede na to, koliko je vretence zdrsnilo. Pri večini pacientov je ta vrednost
majhna, zato je tudi histogram izredno nagnjen v levo. Na vseh grafih lahko
skrajno desno opazimo vrednosti, ki zelo odstopajo od ostalih vrednosti (kar
smo opazili že v tabeli 2.1) in jih bo potrebno iz podatkov izločiti.
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Slika 2.2: Porazdelitvene funkcije vsakega izmed parametrov.
2.1.4 Osamelci in mankajoče vrednosti
Ugotovili smo, da se v naših podatkih nahajajo vrednosti, ki se močno raz-
likujejo od ostalih. Take vrednosti imenujemo osamelci. Ker pa lahko take
vrednosti drastično vplivajo na kakovost napovednih modelov, jih je potrebno
iz podatkov odstraniti. Obstaja več tehnik, kako se znebiti osamelcev. Ena
izmed njih je, da odstranimo vrednosti, ki so oddaljene od povprečne vredno-
sti za več kot trikratno vrednost standardnega odklona, pri predpostavki, da
je porazdelitev normalna. Po empiričnem pravilu vemo, da se znotraj treh
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standardnih odklonov nahaja 99,97% vseh primerov, kar pomeni, da lahko
sklepamo, da je pri vrednostih, ki so oddaljene več kot trikratno vrednost
standardnega odklona, verjetno prǐslo do napake in jih lahko, oziroma jih
moramo odstraniti.
S funkcijo, ki določi vrednosti, ki so od povprečja oddaljene za več kot
trikratno vrednost standardnega odklona, smo ugotovili, da sta taka primera
dva. Oba sta verjetno posledica napak pri meritvah, zato smo jih iz podat-
kovne množice izločili, saj bi lahko v nadaljevanju povzročala težave.
Prav tako je bilo potrebno ugotoviti ali v podatkih nastopajo manjkajoče
vrednosti in take primere odstraniti oziroma nadomestiti. Ugotovili smo, da
v naših podatkih manjkajočih vrednosti ni, zato podatkov ni bilo potrebno
dodatno obdelati.
2.2 Bivariatna analiza
Kot je razvidno že iz imena (“bi” pomeni “dva”), gre za analizo razmerja
med dvema spremenljivkama. Naš naslednji korak je bil torej ugotoviti,
kako so parametri oziroma značilke med seboj povezane, saj bomo s tem
še bolje razumeli podatke. Ker so naše značilke numerične, lahko vsak par
značilk predstavimo v obliki dvodimenzionalnega točkovnega diagrama, kjer
na vsako os postavimo eno izmed značilk. Grafi vseh kombinacij so prikazani
na sliki 2.3.
Iz diagramov lahko vidimo, da obstaja linearna odvisnost med parametri:
naklon medenice in nagib medenice, naklon medenice in naklon križnične
končne ploskve ter naklon križnične končne ploskve in ledveni kot. To vidimo
po tem, da so točke na grafu razpotegnjene v določeno smer. V primeru, da so
točke razporejene naključno, pa lahko sklepamo, da med njimi ni odvisnosti.
Točkovni diagram prikazuje razmerje dveh značilk in njuno odvisnost,
vendar iz njega ne moremo določiti kako močna je ta odvisnost. Za bolj na-
tančno določitev medsebojne odvisnosti dveh značilk uporabljamo Pearsonov
koeficient korelacije. To je statistična metrika, ki predstavlja, kako močno
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Slika 2.3: Točkovni diagrami medsebojnih odvisnosti spremenljivk.
sta dve spremenljivki med seboj povezani. Zavzema lahko vrednosti med -1
in 1 in sicer:
• -1 pomeni popolno negativno linearno odvisnost
• 0 pomeni brez odvisnosti







Števec enačbe predstavlja kovarianco dveh slučajnih spremenljivk, med-
tem ko v imenovalcu najdemo produkt standardnih odklonov vsake izmed
njiju.
Če predstavimo korelacijo med spremenljivkami v obliki tabele, dobimo
diagram prikazan na sliki 2.4. Tako kot pri točkovnem diagramu, lahko tudi
tukaj opazimo visoko korelacijo med prej omenjenimi parametri, dodatno pa
opazimo visoko korelacijo med spremenljivkami ledveni kot in stopnja zdrsa
vretenca ter naklon medenice in stopnja zdrsa vretenca. V splošnem si želimo
podatkov, ki so med seboj čim manj korelirani, saj tako vsak parameter
doprinese maksimalno količino informacij. Ker pa je narava našega problema
taka, da so parametri med seboj povezani, saj gre za geometrijske parametre
človeškega telesa, bo to potrebno vzeti v zakup.
Slika 2.4: Grafična predstavitev korelacij med spremenljivkami.
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2.3 Gručenje podatkov
Gručenje podatkov je po definiciji razdeljevanje primerov (v našem primeru
pacientov) v gruče tako, da so v posamezni gruči med seboj podobni primeri,
gruče pa se med seboj razlikujejo [19]. Preprosto povedano je cilj ustvariti
gruče, znotraj katerih se nahajajo primeri s podobnimi lastnostmi. Sama
ideja gručenja temelji na dejstvu, da v podatkih obstajajo skriti vzorci, ki
jih brez analize ne moremo videti.
V naravi se vzorci gruč velikokrat pojavljajo in običajno nas zanima kaj
imajo skupnega primeri znotraj gruč in kako se navzven razlikujejo od osta-
lih skupin. Algoritmi gručenja podatkov se običajno uporabljajo takrat, ko
imamo opravka z neoznačenimi podatki, torej v podatkih ne poznamo ciljne
spremenljivke, podatke pa želimo kategorizirati.
Algoritme gručenja podatkov pa lahko uporabimo tudi na podatkih, ki
imajo določeno ciljno spremenljivko in sicer z namenom, da ugotovimo, kako
dobro definirani razredi odražajo realno stanje v podatkih. V naših podatkih
o pacientih z degenerativnimi obolenji ledvene hrbtenice so pacienti razdeljeni
v tri skupine (pacienti s hernijo diska, pacienti s spondilolistezo in osebe brez
obolenj), nas pa je zanimalo, koliko so si primeri znotraj skupin med seboj
podobni in koliko so si skupine med seboj različne. In prav to smo poskušali
ugotoviti z algoritmi gručenja podatkov.
Obstaja več tehnik oziroma metod gručenja. Uporabili smo hierarhično
gručenje, ki je predstavljeno v nadaljevanju.
2.3.1 Hierarhično gručenje
Hierarhično gručenje je metoda v podatkovnem rudarjenju in statistiki, ki se
uporablja pri analizi obsežnih podatkov in ima cilj zgraditi hierarhijo med
primeri znotraj podatkov oziroma gručami, ki med procesom nastanjejo [29].
Ideja algoritma je združiti med seboj podobne primere (pri nas paciente) v
tako imenovane gruče. Končna točka algoritma so torej gruče, ki so med seboj
različne, znotraj posamezne gruče pa so si primeri relativno podobni. Do-
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bra lastnost hierarhičnega gručenja je predvsem hitro razumevanje končnega
rezultata alogritma in posledično enostavna interpretacija. Končni rezultat
algoritma je drevesni diagram, imenovan dendrogram, ki prikazuje zvezo
podobnosti med primeri gruč.
V osnovi poznamo dva pristopa k algoritmu. Prvi je aglomerativni pri-
stop (od spodaj navzgor, angl. “bottom-up”), kjer vsak primer na začetku
predstavlja svojo gručo. Gruče nato združujemo dokler ne ostane samo še
ena sama gruča. Drugi pa je delilni pristop (od zgoraj navzdol, angl. “top-
down”), kjer začnemo z gručo v kateri so vsi primeri in jih nato rekurzivno
ločujemo ter na ta način ustvarimo hierarhijo.
Hierarhično gručenje je močno orodje za določanje drevesne stukture pri-
merov iz podatkovne množice, na podlagi podobnosti med podatki. Vidimo
lahko, kako so posamezne gruče med seboj povezane in koliko so med se-
boj oddaljeni posamezni primeri. V naših podatkih o ortopedskih pacientih
imamo določene tri gruče. Zanimalo nas je torej, koliko so si pacienti po-
samezne gruče med seboj podobni in kolikšna je razdvojenost med gručami.
Naša hipoteza ob vstopu v algoritem je torej bila, da so si pacienti z ena-
kimi obolenji med seboj podobni, torej se bodo zato torej formirale tri večje
gruče, v katerih bodo pacienti z enakimi težavami, med seboj pa bodo te
gruče relativno različne.
Rezultat algoritma je, kot že omenjeno, t.i. dendrogram (drevesni dia-
gram), ki je nastal kot rezultat združevanja med seboj podobnih primerov
v gruče. Sami moramo nato smiselno določiti mejo, na koliko gruč želimo
razdeliti dendrogram.
Iz dendrograma dobljenega iz naših podatkov (slika 2.5) smo hitro opa-
zili, da se rezultati ne ujemajo z našo hipotezo. Skupine, ki so se formirale
niso v skladu z našimi pričakovanji, kar vidimo po tem, da pacienti enakih
obolenj niso skupaj v istih gručah. Na dendrogramu smo smiselno postavili
mejo tako, da smo dobili štiri gruče. Prva skupina označena z rdečo barvo je
skupina pacientov s spondilolistezo. Ker je močno oddaljena od ostalih sku-


































































































































































































































































































































































































































































































































































































































































































































































































































































Slika 2.5: Dendrogram hierarhičnega gručenja.
skupina (rumena) je prav tako skupina pacientov s spondilolistezo, vendar
njihovo obolenje ni tako izrazito, zato se nahajajo bližje ostalim skupinam.
Podobno velja za modro skupino, v kateri so praktično vse vrste pacientov
in za katero je oziroma bo težko napovedati stanje bolnika. Zanimiva je tudi
zelena skupina, v kateri se nahajajo tako pacienti s hernijo diska kot tudi
osebe brez obolenj. Opazimo lahko, da med njimi ključnih razlik praktično
ni, kar lahko drastično vpliva na kasneǰse klasifikacijske modele.
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2.4 Projekcija podatkov
Zaradi zanimivih rezultatov, ki smo jih dobili z algoritmi gručenja, nas je
zanimalo, kako so primeri oziroma podatki razporejeni v prostoru. Torej,
podatke želimo še bolje razumeti in to storimo tako, da si vsak primer (v
našem primeru pacienta) predstavljamo kot vektor v prostoru, kjer vsak
vektor prikazuje svojo podatkovno točko. V našem primeru so vektorji 6-
dimenzionalni, saj imamo 6 geometrijskih parametrov izmerjenih za vsakega
pacienta. Vendar pa je vizualizacija v šestih dimenzijah nemogoča. Zato mo-
ramo uporabiti tehniko zmanǰsevanja dimenzije podatkov, s katero dosežemo
večjo interpretabilnost, istočasno pa želimo minimizirati izgubo informacij.
Da smo podatke lahko vizualizirali in hkrati izgubili čim manj informacij,
smo uporabili tako imenovano metodo glavnih komponent (angl. Principal
component analysis, PCA).
2.4.1 PCA
PCA oziroma metoda glavnih komponent je pristop, ki nam omogoča zmanǰsanje
dimenzije podatkov in istočasno ohranjanje čim več informacij v podatkih,
kar nam nato omogoča, da lahko podatke lažje intepretiramo in razumemo.
Povedano natančneje, PCA je proces izračunavanja glavnih komponent po-
datkov, ki jih nato uporabimo za osi novega koordinatnega sistema na kate-
rega projiciramo podatkovne točke, s čimer dosežemo nižjo dimenzijo podat-
kov, hkrati pa ohranimo kar se da veliko variance [10].
Toda kaj pravzaprav so glavne komponente in kako jih izračunamo? Glavne
komponente so smerni vektorji, kjer n-ti vektor predstavlja smer premice, ki
se najbolje prilega točkam, hkrati pa je ortogonalen na vse preǰsnje vektorje
(glavne komponente). Prileganje premice optimiziramo tako, da minimizi-
ramo povprečno kvadratno oddaljenost točk od premice. Glavne komponente
torej tvorijo ortonormirano bazo, kjer so dimenzije med seboj linearno ne-
odvisne. Iz opisanega lahko vidimo, da so glavne komponente pravzaprav
lastni vektorji kovariančne matrike podatkov in se jih običajno določi s po-
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tenčno metodo. Kot že omenjeno, na glavne komponente nato projiciramo
podatkovne točke in novonastali diagram vizualiziramo ter ga uporabimo za
interpretacijo in razumevanje podatkov. Hkrati pa nas zanima tudi količina
variance, ki jo opǐsemo z določenim številom komponent. Cilj je opisati čim
več variance s čim manj komponentami.
Po izvedbi algoritma na naših podatkih o ortopedskih pacientih vidimo,
da z dvema glavnima komponentama opǐsemo že približno 83% celotne vari-
ance, kar je tudi razvidno na sliki 2.6, če pa dodamo še tretjo komponento
pa skupaj opǐsemo že okoli 90% celotne variance.
Slika 2.6: Količina opisane variance v odvisnosti od števila glavnih kompo-
nent, izračunanih pri metodi glavnih komponent.
Za bolǰse razumevanje podatkov smo najprej izrisali diagram, kjer so po-
datkovne točke projicirane na prvi dve glavni komponenti (slika 2.7). Prav
tako kot pri gručenju, lahko tudi tukaj opazimo podoben scenarij razpore-
ditve pacientov. Najbolj očitno lahko ločimo paciente s spondilolistezo, ki
so razpršeni po prostoru glede na njihovo stopnjo spondilolisteze. Znova pa
se pokaže, kako skupaj se nahajajo pacienti s hernijo diska in osebe brez
obolenj, kar pomeni, da so si po podatkih med seboj zelo podobni.
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Slika 2.7: Dvokomponentni točkovni diagram, kjer so podatkovne točke pa-
cientov projicirane na prvi dve glavni komponenti algoritma PCA.
Za še bolǰso prostorsko predstavo podatkov smo izrisali tudi diagram s
tremi glavnimi komponentami, s katerimi opǐsemo 90% celotne variance (slika
2.8). Na diagramu lahko pod določenimi zornimi koti celo opazimo razlikova-
nje med pacienti s hernijo diska in osebami brez obolenj, vendar pa so razlike
zelo majhne in težko določljive.
Z izvedbo algoritma smo dosegli bolǰse razumevanje podatkov, kar je
ključnega pomena za nadaljnjo analizo in izbiro klasifikacijskih modelov za
napovedovanje stanja bolnika.
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Slika 2.8: Trokomponentni točkovni diagram, kjer so podatkovne točke paci-




Strojno učenje se v osnovi deli na dve veji, to sta nenadzorovano strojno
učenje in nadzorovano strojno učenje [28]. Nenadzorovano strojno učenje
želi iz podatkov odkriti skrite strukture in zakonitosti, in s tem združiti po-
dobne primere v tako imenovane gruče, ki jih nato naprej analiziramo. Prav
to smo storili v preǰsnjem poglavju, kjer smo podatke gručili in jih projicirali
v nižje dimenzije. Vse to nam omogoča bolǰse razumevanje podatkov in lažjo
predstavo s kakšnimi podatki imamo opravka. To nas pripelje do nadzoro-
vanega učenja, čigar namen je gradnja matematičnih modelov, ki na podlagi
videnih primerov napovedujejo rezultat ne videnih primerov.
V našem primeru pacientov z degenerativnimi obolenji ledvene hrbte-
nice želimo napovedovati stanje bolnika na podlagi izmerjenih geometrijskih
parametrov, hkrati pa nas zanima kako točna je naša napoved. Ker je naša
izhodna spremenljivka diskretna, pacienti imajo lahko namreč eno izmed treh
stanj (normalno stanje, hernija diska, spondilolisteza), pravimo, da je ta pro-
blem klasifikacijski. Posledično moramo zanj uporabiti klasifikacijske algo-
ritme strojnega učenja. Različni algoritmi so različno učinkoviti na različnih
podatkih, zato je priporočljivo uporabiti več različnih algoritmov, izmed ka-
terih nato izberemo najučinkoviteǰsega.
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Poznamo dva tipa klasifikacijskih algoritmov strojnega učenja, to so tako
imenovani “leni” klasifikatorji (angl. lazy learners) in “zavzeti” klasifikatorji
(angl. eager learners) [17]. Razlika med njimi je, da zavzeti klasifikatorji
zgradijo napovedni model takoj, ko prejmejo podatke iz učne množice in ne
čakajo primerov, ki jih bodo klasificirali. Leni klasifikatorji pa čakajo na
primere, ki jih morajo klasificirati, in šele nato za vsak primer ponovijo po-
stopek algoritma, da pridejo do napovedi. Zavzeti klasifikatorji torej porabijo
več časa za gradnjo modela, napovedovanje ne videnih primerov pa se izvede
relativno hitro, obratno pa velja za lene klasifikatorje. Med lene klasifika-
torje spada na primer metoda najbližjih sosedov, med zavzete pa spadajo
odločitveno drevo, logistična regresija, naključni gozdovi, nevronske mreže.
Slednje smo tudi uporabili na naših podatkih in so opisani v nadaljevanju.
Še pred tem pa si oglejmo pristop, ki smo ga uporabili za validacijo točnosti
napovedi, torej za ocenjevanje in primerjanje uspešnosti naših napovednih
modelov.
3.1 Uspešnost napovednih modelov
Ocenjevanje uspešnosti napovednih modelov strojnega učenja je ključnega
pomena pri analizi kakršnihkoli podatkov. Poznamo več vrst oziroma načinov
ocenjevanja uspešnosti napovedi, ki pa se ponovno razlikujejo glede na to,
ali je naš problem klasifikacijski ali regresijski. Ker gre v našem primeru
pri analizi ortopedskih podatkov za klasifikacijski problem, se bomo torej
osredotočili na tovrstne tehnike ocenjevanja uspešnosti.
Prva pomembna stvar za pravilno evaluacijo naših napovednih mode-
lov je razdelitev podatkov na tako imenovano učno in testno množico, kjer
tipično 70% primerov razporedimo v učno množico, 30% primerov pa v testno
množico. Za učenje naših napovednih modelov nato uporabimo samo učno
množico, ne videne oziroma testne primere pa pustimo nedotaknjene, saj jih
bomo uporabili za evaluacijo napovednih modelov. To storimo z namenom,
da preprečimo verjetnost prevelikega prilagajanja (angl. overfitting), ki bi se
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zgodil v primeru, da bi algoritem že med izvajanjem oziroma učenjem videl
tudi testno množico. Model bi bil tako preveč prilagojen naši množici po-
datkov, v splošnem pa z njim ne bi dobili tako dobrih rezultatov. Evaluacija
uspešnosti napovednih modelov se zato zgodi šele na koncu, torej ko je model
dokončno zgrajen.
Ker je naših podatkov relativno malo, se lahko zgodi, da podatke raz-
poredimo v učno in testno množico tako, da nam končni rezultat modela
predstavlja bolǰso ali slabšo uspešnost od dejanske uspešnosti napovednega
modela. Želimo si torej sistema, ki nam zagotavlja, da se vsak opazovan
primer iz podatkov pojavi tako v učni kot tudi v testni množici, kar naredi
rezultat uspešnosti napovednega modela bolj splošen in veljaven tudi za nove
ne videne primere. Prav to nam omogoča algoritem prečno preverjanje, opi-
san v nadaljevanju. Še pred tem pa se posvetimo tehnikam, ki jih bomo
uporabili za ocenjevanje uspešnosti.
3.1.1 Tabela napačnih klasifikacij
Če predpostavimo, da je naš problem binaren (dva možna razreda za kla-
sifikacijo), potem se lahko med klasificiranjem ne videnih primerov zgodijo
štirje scenariji:
• pravilno pozitivni primeri (angl. true positive, TP) - število pra-
vilno klasificiranih pozitivnih primerov
• pravilno negativni primeri (angl. true negative, TN) - število pra-
vilno klasificiranih negativnih primerov
• napačno pozitivni primeri (angl. false positive, FP) - število napačno
klasificiranih pozitivnih primerov
• napačno negativni primeri (angl. false negative, FN) - število
napačno klasificiranih negativnih primerov
Zgornji štirje izidi so običajno predstavljeni v obliki matrike, ki ji pra-
vimo tabela napačnih klasifikacij (angl. confusion matrix), in prikazuje
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obnašanje našega napovednega modela [22]. V našem primeru problem ni bi-
naren, saj ima tri možne izide (osebe brez oboljenj, pacienti s hernijo diska,
pacienti s spondilolistezo). V tem primeru si želimo matrike, ki prikazuje
večrazredne klasifikacijske napovedi. Obstoječo matriko zato razširimo tako,
da za vsak razred poǐsčemo vrednosti TP, TN, FP in FN ter jih prikažemo v
tabeli.
Iz tabele napačnih klasifikacij nato določimo uspešnost našega napove-
dnega modela. Poznamo tri glavne metrike za evaluacijo natančnosti na-
povednih modelov, to so klasifikacijska točnost (angl. accuracy), preciznost
(angl. precision) in občutljivost (angl. sensitivity ali recall).
Klasifikacijska točnost je definirana kot delež pravilno klasificiranih napo-
vedi v primerjavi z vsemi napovedmi. Klasifikacijska točnost je izmed
vseh metrik najbolj intuitivna in hitro izračunljiva po spodnji enačbi:
klasifikacijska točnost =
TP + TN
TP + TN + FP + FN
(3.1)
Preciznost je definirana kot razmerje pravilno pozitivnih napovedi v pri-





Občutljivost je definirana kot število pravilno pozitivnih napovedi v raz-
merju z vsemi primeri, ki so v resnici pozitivni.




Ko govorimo o uspešnosti napovednih modelov, največkrat mislimo na
klasifikacijsko točnost, ki predstavlja razmerje pravilno klasificiranih prime-
rov v primerjavi z vsemi primeri. Ker pa je klasifikacijska točnost lahko zava-
jujoča, v primeru, da so klasifikacijski razredi med seboj različnih velikosti, je
ključnega pomena upoštevati tudi preciznost in občutljivost, ki pazita, da se
upošteva tudi velikost razredov. Občutljivost zagotavlja, da ne spregledamo
primerov majhnega razreda, medtem ko preciznost pazi, da model v majhen
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razred napačno ne klasificira preveč primerov [7]. Za ocenjevanje uspešnosti
našega modela lahko povežemo preciznost in občutljivost povežemo v tako
imenovano oceno F1 (angl. F1-score). Ocena F1 torej upošteva tako preci-
znost kot tudi občutljivost in je definirana kot harmonično povprečje ome-
njenih dveh statističnih metrik.





2 ⇤ TP + FN + FP (3.4)
Podobno kot prej, moramo tudi sedaj upoštevati, da imamo v naših po-
datkih o ortopedskih pacientih opravka z večrazredno klasifikacijo. Izračun
preciznosti in občutljivosti, ter posledično tudi vrednosti F1, moramo zato
ponoviti za vsak razred posebej. Končno vrednost F1 našega napovednega
modela dobimo tako, da povprečimo dobljene vrednosti F1, ki smo jih izračunali
pri posameznih razredih. Tako izračunano vrednost F1 imenujemo makro
F1 ocena oziroma makro-povprečna ocena F1 (angl. macro-averaged F1-
score). Obstaja tudi mikro F1 ocena oziroma mikro-povprečna ocena F1
(angl. micro-averaged F1-score), kjer najprej seštejemo TP, TN, FP in FN,
izračunane pri posameznih razredih, da dobimo skupne vrednosti, nato pa
izračunamo preciznost in občutljivost, iz katerih določimo oceno F1. V pri-
meru, da imamo neuravnotežene razrede (razrede različnih velikosti) in so
manǰsinski razredi prav tako izrednega pomena, je zaželena izbira makro F1
ocene, s katero napovedni model dobi večjo “kazen”, če ne deluje dobro z
manǰsinskimi razredi. V primeru uravnoteženih razredov pa bosta obe oceni
dajali enake rezultate. V našem primeru smo pri podatkih o pacientih z de-
generativnimi obolenji ugotovili, da klasifikacijski razredi niso uravnoteženi,
zato smo uporabili makro oceno F1.
Omenjene metrike (klasifikacijsko točnost in ocena F1) smo uporabili za
ocenjevanje uspešnosti naših napovednih modelov. Pomagale so nam pri-
merjati modele med seboj in izbrati najuspešneǰsega med njimi, prav tako
pa bomo z njimi ocenili oziroma evaluirali, kako dobri so napovedni modeli
na ne videnih podatkih.
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3.1.2 Prečno preverjanje
Kot že omenjeno, želimo izmeriti uspešnost, ki v splošnem velja za določen
napovedni model. Za dosego tega smo uporabili k-kratno prečno preverja-
nje, čigar ideja je preprosta, rezultat pa robusten. Algoritem najprej razdeli
podatke v k (število k definiramo sami) množic, kjer med vsako iteracijo
algoritma ena izmed množic predstavlja testno množico, ostale skupaj pa
so združene v učno množico. Na nastali učni množici nato učimo željen
napovedni model, ki ga nato evaluiramo na testni množici. Ta postopek po-
novimo tolikokrat, da vsaka izmed množic natanko enkrat predstavlja testno
množico. Končno evaluacijo prečnega preverjanja pa dobimo s povprečenjem
rezultatov, ki smo jih dobili med izvajanjem algoritma.
S postopkom prečnega preverjanja dosežemo, da se vsak opazovan pri-
mer pojavi tako v učni kot v testni množici, kar nam zagotavlja, da je
končni rezultat uspešnosti napovednega modela veljaven tudi v splošnem.
Med izvajanjem algoritma smo shranjevali izračunane vrednosti klasifikacij-
ske točnosti in ocene F1, ter jih koncu algoritma povprečili in s tem dobili
dejansko uspešnost napovednega modela.
3.2 Napovedni modeli
3.2.1 Najbližji sosedi
Algoritem k-najbližjih sosedov (angl. k-nearest neighbors algorithm, kNN)
je eden izmed temeljnih algoritmov strojnega učenja, ki se uporablja tako
za klasifikacijske, kot tudi za regresijske probleme. Spada med tako imeno-
vane “lene” klasifikatorje, kar posledično pomeni počasneǰse izvanjanje, kadar
imamo opravka z veliko količino podatkov. Prav tako je tudi prostorsko rela-
tivno zahteven, kar pa v današnjem času ni več tako velik problem. Prednosti
algoritma k-najbližjih sosedov sta njegova enostavna implementacija in in-
terpretabilnost rezultatov. V industriji se algoritem kNN pogosto uporablja
za vzpostavitev spodnje meje (angl. benchmark) točnosti napovedi, s katero
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se nato primerjajo ostali algoritmi.
Algoritem kNN med izvajanjem oziroma napovedovanjem novih ne vide-
nih primerov za vsak primer poǐsče k najbližjih sosedov in primer klasificira
na podlagi večinskega razreda znotraj množice sosedov. Za merjenje razdalje
med točkami se običajno uporablja evklidsko razdaljo. Da so naše napovedi
kar se da natančne, moramo izbrati ustrezno število sosedov, ki jih bomo
upoštevali pri klasifikaciji. Algoritem smo zato zagnali večkrat, pri tem pa
vedno uporabili drugačno število sosedov (k). Za napovedovanje novih ne
videnih primerov smo nato uporabili število k z najmanǰso napako napovedi.
Med izbiro števila k je potrebno upoštevati tudi naslednje:
1. Ko znižujemo število k proti 1, naše napovedi postanejo manj stabilne,
saj se med klasifikacijo zanašamo na malo število sosedov. V primeru,
da so gruče med seboj podobne, to negativno vpliva na napovedi.
2. Obratno velja, ko število k povečujemo proti visokim vrednostim, kjer
v klasifikacijo primerov vključimo tudi sosede, ki zaradi prevelike od-
daljenosti niso več relevantni in zato naše napovedi poslabšajo.
Rezultat algoritma je na različnih vrednostih k pokazal, da je optimalni
k za naše podatke 11. Kot je razvidno iz slike 3.1, se na učnih podatkih z
povečevanjem števila k točnost zmanǰsuje, medtem ko se na testnih podatkih
na začetku točnost povečuje, po vrednosti k=11 pa začne padati.
Uspešnost napovednega modela kNN smo nato ocenili tudi na naših po-
datkih o pacientih z degenerativnimi boleznimi ledvene hrbtenice. S pomočjo
10-kratnega prečnega preverjanja smo ugotovili, da je klasifikacijska točnost
napovednega modela kNN na naših podatkih približno 82,9%, ocena F1 (ma-
kro) pa znaša 78,7%, kakor je tudi prikazano v tabeli 3.1. Dobljene rezultate
si lahko predstavljamo kot prag oziroma vstopno točko napovedne točnosti
algoritmov strojnega učenja na podatkih o pacientih z degenerativnimi obo-
lenji ledvene hrbtenice. Pri nadaljnjih algoritmih smo se na te številke nasla-






Najbližji sosedi (kNN) 0.8285 0.7870
Tabela 3.1: Prikaz uspešnosti napovednega modela k-najbližjih sosedov.
Slika 3.1: Točnost napovedi algoritma kNN v odvisnosti od števila sosedov,
ki se jih upošteva za klasifikacijo.
3.2.2 Odločitveno drevo
Kot drugi model za napovedovanje stanja bolnikov smo izbrali odločitveno
drevo. Odločitveno drevo spada med omenjene “zavzete” klasifikatorje nad-
zorovanega strojnega učenja, ki napovedni model oziroma v tem primeru
odločitveno drevo zgradi takoj, ko prejme učne podatke. Sicer se odločitveno
drevo lahko uporabi tako za regresijske kot tudi klasifikacijske probleme, ker
pa je naš problem klasifikacijski, se bomo osredotočili na gradnjo drevesa za
klasifikacijo.
Gradnja odločitvenega drevesa običajno poteka po principu “od zgoraj
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navzdol”, tako da na vsakem koraku izberemo parameter, ki najbolje razdeli
našo množico podatkov. Tako dobimo vedno manǰse podmnožice, ki se po-
stopoma povezujejo v odločitveno drevo. Končni rezultat algoritma je torej
odločitveno drevo, ki sestoji iz odločitvenih vozlǐsč in končnih vozlǐsč oziroma
listov drevesa. Odločitvena vozlǐsča imajo dve ali več vej na katera se delijo,
končna vozlǐsča pa predstavljajo klasifikacijo oziroma napovedi. Prav tako je
potrebno omeniti vozlǐsče povsem na vrhu, ki ga imenujemo korensko vozlǐsče
in je izmed vseh parametrov najbolǰsi napovedovalec.
Toda kako izberemo vrstni red parametrov, po katerih želimo deliti naše
odločitveno drevo, da bomo z njim kar se da natančno napovedovali ne videne
primere? Odgovor na to vprašanje leži v informacijskem prispevku vsakega
izmed parametrov. Pri vsaki delitvi želimo doseči čim večji informacijski pri-
spevek, torej izberemo parameter z najvǐsjo vrednostjo informacijskega pri-
spevka. Postopek nato rekurzivno ponavljamo, dokler ne pridemo do končnih
vozlǐsč.
Glavna prednost odločitvenih dreves je njihova enostavnost in interpreta-
bilnost, prav tako pa potrebujejo malo oziroma skoraj nič predprocesiranja
podatkov, kar omogoča hitro uporabo. Njihova slabost pa je, da so dokaj
nestabilni, kar pomeni, da že majhna sprememba v podatkih lahko povzroči
veliko spremembo v strukturi drevesa (problem rešuje algoritem naključni
gozd, ki je predstavljen v nadaljevanju). Prav tako odločitvena drevesa po-
trebujejo relativno veliko časa za gradnjo, kar je v primeru velikih količin
podatkov prav tako ovira.
Algoritem odločitveno drevo smo pognali tudi na naših podatkih o pacien-
tih z degenerativnimi obolenji ledvene hrbtenice. Izkazalo se je, da napovedni
model odločitveno drevo na naših podatkih daje nekoliko slabše rezultate kot
algoritem najbližjih sosedov. Klasifikacijska točnost je znašala 81,1%, ocena
F1 (makro) pa 77,1%, kar je razvodno iz tabele 3.2. Točnost odločitvenih dre-
ves se običajno da še nekoliko izbolǰsati (z rezanjem dreves in nastavljanjem
določenih parametrov), vendar je pogosto bolǰsa izbira uporaba algoritma





Odločitveno drevo 0.8114 0.7718
Tabela 3.2: Prikaz uspešnosti napovednega modela odločitveno drevo.
3.2.3 Logistična regresija
Logistična regresija je klasifikacijski algoritem nadzorovanega strojnega učenja,
uporabljen za napovedovanje verjetnosti, da nek primer pripada določenemu
razredu. Običajno se jo uporablja za reševanje binarnih problemov, torej
ko ciljna spremenljivka lahko zavzema dve vrednosti. V našem primeru pri
podatkih o pacientih z degenerativnimi obolenji vemo, da lahko ciljna spre-
menljivka zavzema tri vrednosti – to so osebe brez obolenj, pacienti s hernijo
diska in pacienti s spondilolistezo. V takih primerih moramo algoritem neko-
liko nadgraditi in sicer tako, da uporabimo pristop “eden proti vsem” (angl.
“one vs. rest”, OVR), ki nam omogoča, da transformiramo problem v bi-
narno obliko. Vendar pa, če želimo dobiti prave rezultate, moramo postopek
ponoviti tolikokrat, kolikor imamo ciljnih razredov - v našem primeru trikrat
in nato upoštevati vse tri napovedi hkrati.
Toda kaj sploh je logistična regresija in kako deluje? Logistična regresija
za napovedovanje ne videnih primerov uporablja napovedno funkcijo imeno-
vano sigmoidna oziroma logistična funkcija, ki ima zalogo vrednosti med 0
in 1. Sigmoidna funkcija ima naslednji zapis:
h✓(x) =
1
1 + e ✓T x
(3.5)
Theta (✓) v zgornjem predpisu predstavlja vektor koeficientov dolžine m
(m je število značilk oziroma parametrov), e pa predstavlja Eulerjevo število.
Funkcija nam omogoča, da ne videnim primerom določimo neko vre-
dnost na intervalu med 0 in 1, ki nam predstavlja verjetnost, da primer
pripada določenemu razredu. Določiti moramo še mejo, ki bo služila kot
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prag odločanja (angl. threshold), da nek primer klasificiramo v en ali drug
razred. Privzeta vrednost za prag je običajno 0,5, kar pomeni, da vse primere
nižje od 0,5 klasificiramo v en razred, primere z vǐsjo vrednostjo pa v drug
razred. Še pred tem pa moramo vedeti, kako bomo učili naš model in kako
bomo določali napako modela. Definirati moramo torej cenilno funkcijo, s
katero bomo ocenjevali kako dobro se sigmoid funkcija prilega podatkom.
Cenilna funkcija se pri logistični regresiji glasi:




[yi log h✓(xi) + (1–yi) log (1  h✓(xi))] (3.6)
Kot omenjeno, m predstavlja število značilk oziroma parametrov, h✓(xi)
predstavlja vrednost, ki nam jo vrne sigmoidna funkcija za i-ti primer, y i pa
predstavlja dejansko vrednost i-tega primera.
Da je naš napovedni model kar se da točen, je potrebno cenilno funkcijo
minimizirati, da dobimo funkcijo, ki se najbolje prilega našim podatkom. To
storimo tako, da uporabimo stohastični gradientni sestop, kjer se z določeno
stopnjo učenja ↵ počasi premikamo proti minimumu funkcije. Na vsakem ko-
raku se torej premaknemo v nasprotni smeri gradienta, ki je smer največjega
spusta.




S tem dobimo funkcijo, ki se najbolje prilega našim učnim podatkom in
s katero nato napovedujemo naše ne videne primere.
Toda ker je naš problem večrazreden, mora model upoštevati tudi večrazredno
klasifikacijo. Postopek je zato potrebno ponoviti trikrat (za vsak razred po-
sebej) po principu ”eden proti vsem”, tako da dobimo tri napovedne modele.
Da nato klasificiramo nov ne viden primer, pogledamo verjetnosti vseh treh
modelov in izmed njih izberemo najvǐsjo vrednost, ter primer dodelimo iz-
branemu razredu.
Za evaluacijo logistične regresije smo podatke o pacientih degenerativnih
obolenj ledvene hrbtenice najprej razdelili na 10 enako velikih podmnožic,
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nato pa s prečnim preverjanjem učili model na novo nastalih učnih množicah,
ter ga ocenjevali na testnih množicah. Kot je prikazano v tabeli 3.3 je re-
zultat prečnega preverjanja napovednega modela logistična regresija pokazal
klasifikacijsko točnost 86,5%, oceno F1 (makro) pa 82,8%, kar je veliko bolje
od napovednih modelov algoritma najbližjih sosedov in odločitvenega dre-
vesa. Posledično je napovedni model logistična regresija postal naš trenutno
najbolǰsi evalvator.
Pri logistični regresiji lahko uspešnost napovednega modela ocenimo tudi
z vrednostjo AUC (angl. area under curve), ki predstavlja površino pod
krivuljo ROC (angl. receiver operating characteristic). ROC krivulja se
običajno uporablja za grafično predstavitev povezave med občutljivostjo (angl.









Za vsak možen prag logistične regresije določimo matriko napačnih klasifi-
kacij, iz katere nato izračunamo občutljivost in specifičnost ter točko predsta-
vimo na grafu. Točke nato povežemo v krivuljo, ki ji pravimo ROC krivulja.
Krivulja nam vizuelno pove kako dober je naš napovedni model. Želimo si,
da je krivulja pozicionirana čim bolj levo zgoraj. Ploščino pod ROC krivuljo
pa imenujemo vrednost AUC (angl. area under ROC curve) in jo prav tako
uporabimo za metriko uspešnosti. Graf ROC prikazan na sliki 3.2 je v našem
primeru sestavljen iz treh krivulj, kjer vsaka krivulja predstavlja uspešnost
napovedi za posamezen razred. Makro ROC in mikro ROC pa predstavljara
njihove povprečne vrednosti (podobno kot pri oceni F1, tudi tukaj obstajata
makro in mikro povprečni vrednosti, ki sta definirani po enakem principu). V
našem primeru je model nabolj točen pri napovedovanju spondilolisteze, sle-
dijo osebe brez obolenj in pacienti s hernijo diska. Makro povprečna vrednost





Logistična regresija 0.8652 0.8279
Tabela 3.3: Prikaz uspešnosti napovednega modela logistična regresija.
Slika 3.2: ROC krivulje za vsak klasifikacijski razred.
3.2.4 Naključni gozd
Naključni gozd je algoritem nadzorovanega strojnega učenja, ki se ga upo-
rablja tako za klasifikacijske, kot tudi regresijske probleme. Je eden najbolj
robustnih in hkrati relativno enostavnih algoritmov strojnega učenja. Sesta-
vljen je iz več odločitvenih dreves, ki se povezujejo v gozd in s katerimi nato
napovedujemo oziroma klasificiramo nove ne videne primere.
Sama ideja algoritma izhaja iz dejstva, da je eno samo odločitveno drevo
nestabilno, saj majhna sprememba v podatkih povzroči veliko spremembo v
strukturi drevesa, prav tako pa se odločitveno drevo velikokrat preveč pri-
lega učnim podatkom in posledično v splošnem ni tako učinkovito (slednjo
težavo sicer rešujemo z rezanjem dreves, ki ustvari drevesa bolj splošna in
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točna). Algoritem naključni gozd pa rešuje točno ta dva problema. Omogoči,
da majhna sprememba v podatkih ne vpliva drastično na klasifikacijo, prav
tako pa (tudi brez rezanja dreves) poskrbi, da je model bolj splošen in se
učnim podatkom ne prilega preveč. To stori tako, da iz učnih podatkov na-
ključno izbere nekaj podmnožic, iz katerih nato zgradi množico med seboj
različnih dreves. Algoritem nato za vsako napoved novega ne videnega pri-
mera izvede klasifikacijo na vseh drevesih, za končno klasifikacijo pa vzame
večinski glas odločitvenih dreves. S tem dobimo stabilnost in robustnost, ki
jih pri enem odločitvenem drevesu nimamo. Naključni gozd tako prevzame
vse pozitivne lastnosti odločitvenih dreves (npr. relativno malo predpro-
cesiranja podatkov), zraven pa doda stabilnost klasifikacij ter reši problem
prevelikega prileganja učni množici, kar ga naredi enega najbolj trpežnih in
natančnih algoritmov strojnega učenja. Res pa je, da model, zaradi gradnje
velikega števila dreves postane težje interpretabilen.
Algoritem naključni gozd smo uporabili na podatkih o pacientih z dege-
nerativnimi obolenji ledvene hrbtenice. Kot vedno smo tudi tukaj s prečnim
preverjanjem ocenili uspešnost napovednega modela, klasifikacijska točnost
je znašala 84,5%, ocena F1 (makro) pa 80,5%, kakor je tudi prikazano v tabeli
3.4. Vidimo, da se je algoritem naključni gozd izkazal bolje kot algoritma naj-
bližjih sosedov in odločitveno drevo, ni pa presegel uspešnosti napovednega
modela logistična regresija. Logistična regresija zato ostaja naš najbolǰsi





Naključni gozd 0.8451 0.8045
Tabela 3.4: Prikaz uspešnosti napovednega modela naključni gozd.
Diplomska naloga 37
3.2.5 Večnivojski preceptron
Večnivojski perceptron je vrsta usmerjenih umentih nevronskih mrež, pri
katerih so vse povezave med nevroni usmerjene naprej in zato v njej ne ob-
stajajo cikli. Sestavljena je iz večih nivojev, ki jim pravimo perceptroni,
bolj natančno vsaj treh, ki jih imenujemo vhodni sloj, skriti sloj in izhodni
sloj. Vozlǐsča skritih in izhodnih slojev sestojijo iz tako imenovanih aktivacij-
skih funkcij (običajno so to sigmoidne funkcije), ki določajo, ali je potrebno
posamezen nevron aktivirati ali ne, glede na to, ali je nevron pomemben
za klasifikacijo določenega primera. Vozlǐsča so med seboj povezana s po-
vezavami, na katerih so postavljene uteži, ki določajo, koliko je posamezno
vozlǐsče relevantno za klasifikacijo. Med učenjem algoritem popravlja uteži
tako, da čim bolj zmanǰsa napako napovedi. Ta postopek imenujemo pro-
pagacija nazaj (angl. backpropagation). Po enakem principu delujejo tudi
človeški možgani oziroma nevroni znotraj človeškega telesa, po čemer so ne-
vronske mreže dobile tudi ime.
Nevronske mreže nam pomagajo odkriti zapletene nelinearne vzorce v po-
datkih, ki so v naravi velikokrat prisotni in jih brez njih ne bi mogli oziroma bi
jih težko odkrili. Veljajo za eno izmed najmočneǰsih orodij strojnega učenja,
saj razkrijejo oziroma upoštevajo stvari, ki človeku niso samoumevne. Res
pa je, da je zaradi zapletene strukture modela, model težko interpretabilen,
kar je tudi njegova največja slabost.
Implementacija večnivojskega perceptrona sestoji iz dveh korakov:
1. Propagacija naprej
V algoritem vstavimo učne podatke, na povezave pa pripnemo uteži,
ki so določene naključno, saj jih bo algoritem med učenjem popravil
tako, da bo minimiziral napako. Propagacija naprej je postopek pro-
cesiranja podatkov v skladu z aktivacijsko funkcijo vsakega vozlǐsča in
prenašanja podatkov v naslednje sloje.
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2. Propagacija nazaj
Med propagiranjem nazaj pa algoritem računa napako med napoveda-
nimi in pravimi klasifikacijami, ki jo želimo minimizirati. Za minimi-
zacijo napake uporabimo gradientni sestop, ki nam določi prave uteži
naše nevronske mreže. Postopek popravljanja uteži pa imenujemo pro-
pagacija nazaj.
Napovedni model večnivojski perceptron smo uporabili na naših podatkih
o ortopedskih pacientih. Uspešnost napovednega modela, ki smo ga dobili
po izvedenem prečnem preverjanju, je bila sledeča: klasifikacijska točnost




Večnivojski perceptron 0.8010 0.7495
Tabela 3.5: Prikaz uspešnosti napovednega modela večnivojski perceptron.
Kot vidimo, se model večnivojski perceptron ni najbolje izkazal na naših
podatkih o pacientih z degenerativnimi obolenji. Vzrok za to je predvsem
premajhna količina podatkov, kar je ključnega pomena pri gradnji nevron-
skih mrež. Algoritem večnivojski perceptron temelji na odkrivanju skritih
zakonitosti znotraj podatkov in prav zato je izrednega pomena, da je podat-
kov veliko. V našem primeru, ko podatkov ni zelo veliko, pa lahko vidimo, da
je bolj primeren algoritem logistična regresija, katerega smo tudi uporabili
kot glavni napovedni model za določanje stanja pacienta.
Poglavje 4
Rezultati in interpretacija
Naše glavno vprašanje, ki smo si ga zastavili že na samem začetku, se je
glasilo, ali lahko iz izmerjenih geometrijskih parametrov pacienta določimo
oziroma diagnosticiramo v kakšnem zdravstvenem stanju je pacient. Naš cilj
je bil torej iz podatkov pacientov z degenerativnimi obolenji ledvene hrbtenice
zgraditi matematični napovedni model, ki bo kar se da točno napovedoval sta-
nje pacienta. Za dosego tega cilja smo najprej analizirali podatke pacientov
z degenerativnimi obolenji ledvene hrbtenice. Z algoritmi nenadzorovanega
strojnega učenja smo ugotovili, v kakšnih relacijah so pacienti med seboj in
kako se posamezne skupine pacientov razlikujejo. Pokazali smo jasno razliko-
vanje skupine pacientov s spondilolistezo od ostalih skupin, medtem ko smo
za osebe brez obolenj in paciente s hernijo diska ugotovili, da so si podatki
med seboj zelo podobni. Trditev smo potrdili tudi s projekcijo podatkov v
nižje dimenzije, kjer smo podatke pacientov vizualizirali in s tem prikazali,
kako so posamezne skupine pacientov pozicionirane.
S prvim korakom smo pridobili razumevanje podatkov, kar je ključnega
pomena za nadaljnjo uporabo podatkov v napredneǰsih statističnih modelih.
Naš naslednji korak je bil, da z algoritmi nadzorovanega strojnega učenja
kar se da točno in učinkovito napovemo zdravstveno stanje pacienta, kar
smo si zadali tudi kot cilj pred začetkom diplomskega dela. Izbrali smo
si več različnih matematičnih napovednih modelov, jih uporabili na naših
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podatkih pacientov z degenerativnimi obolenji ledvene hrbtenice in s pomočjo
različnih tehnik ocenjevanja uspešnosti modelov med njimi izbrali model, ki
je bil na naši množici podatkov najbolj točen. Ugotovili smo, da se na naših
podatkih najbolje obnaša algoritem strojnega učenja, imenovan logistična
regresija. Izmed vseh modelov je bil to model z najvǐsjo mero uspešnosti,
kjer je klasifikacijska točnost znašala 86,5%.
Vendar pa nam ta številka sama po sebi ne pove prav dosti. Želimo
si uspešnost napovedi nekako postaviti v kontekst. Da si lahko predsta-
vljamo ali je naš model zares učinkovit ali ne, ga moramo primerjati z na-
tančnostjo zdravnǐske diagnoze. V medicinskih diagnozah se velikokrat za
mero uspešnosti uporabljata sensitivnost in specifičnost. Občutljivost pred-
stavlja vrednost pravilno diagnosticiranih pacientov z boleznijo, v razmerju z
vsemi, ki bolezen dejansko imajo. Specifičnost pa je definirana ravno obratno,
torej predstavlja delež vseh pravilno določenih oseb brez obolenj v razmerju
z vsemi osebami, ki bolezni dejansko nimajo. V medicini si želimo imeti ti
dve vrednosti čim vǐsje, saj to pomeni, da so naše diagnoze uspešne.
Za diagnosticiranje pacientov s hernijo diska se običajno uporabljajo tri
razične tehnike – pregled z računalnǐsko tomografijo, magnetna resonanca in
mielografija. Po zadnjih rezultatih so vse tri tehnike med seboj primerljive
po klinični uspešnosti, katera pri diagnosticiranja hernije znaša [11]:
občutljivost : 81.3% (95%CI 72.3 – 87.7%) (4.1)
specifičnost : 77.1% (95%CI 61.9 – 87.5%) (4.2)
Najbolj učinkovita tehnika diagnosticiranja spondilolisteze je palpacija
(tipanje) ledvenega dela hrbtenice. Klinična uspešnost diagnosticiranja spon-
dilolisteze v tem primeru znaša [2]:
občutljivost : 60% – 88% (4.3)
specifičnost : 87% – 100% (4.4)
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Da ugotovimo, kako dobro naš napovedni model diagnosticira paciente z
degenerativnimi obolenji ledvene hrbtenice, moramo torej zgoraj navedene
številke primerjati s številkami, ki nam jih vrne matematični napovedni mo-
del logistična regresija. Iz projekcije podatkov v nižje dimenzije smo jasno
videli razločnico med pacienti s spondilolistezo in ostalimi skupinami, zato
smo sklepali, da bo napovedni model pri napovedovanju spondilolisteze zelo
uspešen. Ta trditev se je izkazala za pravilno, saj uspešnost diagnosticiranja
spondilolisteze z našim napovednim modelom znaša – občutljivost: 96,4%
(95%CI 93,6 – 99,1%) in specifičnost: 97.5% (95%CI 94,3 – 100%). Vidimo,
da napovedni model krepko izbolǰsa rezultat klinične uspešnosti diagnostici-
ranja pacientov s spondilolistezo in sicer se občutljivost napovedovanja spon-
dilolisteze izbolǰsa za približno od 8% do 36%, specifičnost napovedovanja
spondilolisteze pa do približno 10%.
Pri projekciji podatkov v nižje dimenzije jasne razlike med pacienti s
hernijo in osebami brez obolenj ni bilo, zato smo sklepali, da bo napovedni
model težje pravilno klasificiral paciente s hernijo diska. Tudi tokrat se je
izkazalo, da je bila naša hipoteza pravilna, saj uspešnost diagnosticiranja
hernije z našim napovednim modelom znaša – občutljivost: 68,3% (95%CI
61.6 – 75.1%) in specifičnost: 94.1% (95%CI 89.8 – 98.4%).
Toda, če dobro premislimo, je v medicinskih diagnozah velikokrat mnogo
bolj kot visoka specifičnost pomembna visoka sensitivnost. Povedano drugače,
veliko bolj pomembno je pravilno klasificirati čim več bolnikov s hernijo, tudi
če vmes napačno uvrstimo kakšno osebo brez obolenj. Za kočljive primere
lahko nato izvedemo nekaj dodatnih preiskav, ki bodo pokazale ali gre za
obolenje ali ne. Večjo škodo pa naredimo, če bolnika s hernijo označimo
kot zdravega in ga ne pošljemo na dodatne preiskave. Torej imajo napačno
negativni primeri (angl. false negative, FN) veliko večjo težo kot napačno
pozitivni primeri (angl. flase positive, FP). Napačno pozitivnim primerom
strokovno pravimo tudi napaka tipa I, medtem ko napačno negativne primere
imenujemo napaka tipa II. Z upoštevanjem tega domenskega razumevanja se
lahko zato zopet spustimo v temelj odločanja našega napovednega modela
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logistična regresija. Klasificiranje primerov pri logistični regresiji poteka na
podlagi tako imenovanega praga odločanja (angl. threshold), ki določa ali
nek primer uvrstimo v en ali drug razred. Kot že omenjeno je prag odločanja
privzeto nastavljen na 0,5. Izkaže se, da to velikokrat ni optimalna vre-
dnost, še zlasti pri medicinskih diagnozah. Če prag odločanja zvǐsamo ozi-
roma znižamo, dosežemo da napovedni model več primerov uvrsti v določen
razred. V našem primeru želimo minimizirati število napačno negativnih pri-
merov, tudi za ceno nekoliko večjega števila napačno pozitivnih klasificiranih
primerov.
Če se osredotočimo samo na paciente s hernijo diska in osebe brez obo-
lenj, paciente s spondilolistezo pa izločimo iz podatkov in ponovno zgradimo
model, ki se bo tokrat odločal samo med tem dvema razredoma, dobimo
(brez spreminjanja praga odločanja) podoben rezultat kot prej. Nato smo se
lotili nastavljanja praga odločanja, katerega želimo nastaviti tako, da bomo
dobili čim vǐsjo občutljivost modela, obenem pa si želimo ohraniti kar se
da visoko specifičnost. Obstaja več tehnik določanja optimalne vrednosti
praga odločanja, v našem primeru smo se odločili za Youdenov indeks, ki
se v medicinskih preiskavah pogosto uporablja [23]. Youdenov indeks deluje
tako, da maksimizira vrednosti obeh, tako občutljivosti kot tudi specifičnosti.
Definiran je kot:
J = občutljivost+ specifičnost  1 (4.5)
Za prag odločanja vzamemo torej točko, kjer je vrednost vrednost, kjer
je Youdenov indeks največji, v našem primeru je ta vrednost znašala 0,7.
Iz grafa prikazanega na sliki 4.1 je razvidino, kako določen prag odločanja
vpliva na občutljivost in specifičnost našega napovednega modela. S tem ko
prag odločanja povečamo iz 0,5 na 0,7, se občutljivost našega napovednega
modela poveča na 83,3%, res pa je, da se specifičnost napovednega modela
zmanǰsa na 75%, kar pa je zaradi omenjenih razlogov sprejemljivo.
Uspešnost diagnosticiranja hernije z našim napovednim modelom znaša:
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občutljivost : 83.3% (95%CI 72.1 – 96.8%) (4.6)
specifičnost : 75.0% (95%CI 64.7 – 85.2%) (4.7)
Uspešnost diagnosticiranja spondilolisteze pa:
občutljivost : 96,4% (95%CI 93, 6 – 99, 1%) (4.8)
specifičnost : 97.5% (95%CI 94, 3 – 1.0%) (4.9)
Slika 4.1: ROC krivulja pri klasificiranju pacientov s hernijo diska z algorit-
mom logistična regresija.
Klasificiranje pacientov z degenerativnmi obolenji ledvene hrbtenice po-
teka torej v dveh fazah. Najprej z napovednim modelom logistična regresija,
ki vsebuje podatke vseh pacientov, določimo ali gre za pacienta s spondiloli-
stezo ali ne. V primeru, da algoritem uvrsti pacienta v to skupino, postopek
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zaključimo, pacienta pa označimo kot bolnika spondilolisteze. V primeru, da
pa algoritem določi, da ne gre za spondilolistetično obolenje, se začne posto-
pek ugotavljanja ali gre za pacienta s hernijo diska. Klasifikacija poteka z
novim napovednim modelom, ki je prav tako logistična regresija, vendar ima
prag odločanja nastavljen nekoliko vǐsje, in sicer na 0,7. S tem napovednim
modelom nato ugotovimo ali gre za hernijo, ali pa je oseba brez obolenj.
S takim postopkom klasificiranja dosežemo optimalno uspešnost diagno-
sticiranja pacientov z degenerativnimi obolenji ledvene hrbtenice. Če sedaj
primerjamo klinično uspešnost diagnosticiranja pacientov z uspešnostjo di-
agnosticiranja z napovednim modelom, vidimo, da je napovedna uspešnost
diagnosticiranja bolnikov s hernijo primerljiva s klinično uspešnostjo diagno-
sticiranja, pri diagnosticiranju spondilolisteze pa se občutljivost izbolǰsa od
8% do 36%, specifičnost pa do približno 10%.
Poudariti pa je potrebno, da bi napovedni model lahko služil kot opora
pri odločanju medicinskega osebja in ne kot zamenjava. Model bi tako olaǰsal
delo medicinskega osebja, prav tako pa bi se ga dalo vključiti v celosten sis-
tem, ki bi deloma avtomatiziral diagnosticiranje pacientov z degenerativnimi
obolenji ledvene hrbtenice. S pomočjo strojnega vida je moč na podlagi rent-
genskih slik računalnǐsko določiti vrednosti geometrijskih parametrov usmeri-
tve medenice [12]. Skupaj z določanjem geometrijskih parametrov usmeritve
medenice, bi napovedni model za klasificiranje pacientov lahko tvoril pro-
gramsko opremo, ki bi služila kot avtomatiziran sistem za diagnosticiranje
pacientov z degenerativnimi obolenji ledvene hrbtenice in s tem olaǰsala delo
medicinskega osebja.
Uspešnost napovednega modela smo želeli še dodatno preizkusiti na po-
datkih, ki jih model še ni uporabljal med učenjem. Za izvedbo tega bi potre-
bovali novo množico podatkov, vendar podatkov na to temo prostodostopnih
praktično ni. Zato smo kontaktirali avtorje dveh člankov revije BioMed Cen-
tral [27] [26], ki so raziskovali podobne parametre človeškega telesa, ampak
nam podatkov ni uspelo pridobiti. Vseeno pa bi lahko s temi podatki naš
model samo delno preverili, saj ne vsebujejo vseh parametrov, ki jih upošteva
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naš napovedni model (izmerjen ni bil na primer parameter medenični radij
(PR)). Da bi model v celoti dodatno preverili, bi potrebovali podatke, ki
vsebujejo vse parametre, uporabljene pri izgradnji napovednega modela.
4.1 Izbolǰsave napovednega modela
Napovedni model odlično klasificira paciente s spondilolistezo, večjo težavo
pa ima razlikovati med pacienti s hernijo diska in osebami brez obolenj. Zato
se bomo tudi tokrat osredotočili samo na paciente s hernijo in osebe brez
obolenj. Kot smo videli v poglavju 2.2, je povezanost naših značilk oziroma
parametrov relativno visoka, želeli pa bi si značilk, ki so med seboj čim manj
korelirane. V praksi se velikokrat izkaže, da napovedni modeli delujejo bolje,
če iz podatkov izločimo manj pomembne oziroma visoko korelirane značilke.
Postopku strokovno pravimo izbor množice pomembnih značilk (angl. feature
subset selection, FSS).
Zanimalo nas je tudi, kako posamezna značilka vpliva na klasifikacijo
napovednega modela oziroma katere značilke najbolj vplivajo na napoved
modela. Naš najuspešneǰsi napovedni model je logistična regresija, ki pa
ga je moč enostavno interpretirati preko uteži posameznih značilk. Če po-
novno pogledamo v jedro logistične regresije, vidimo, da model med učenjem
popravlja vrednosti vektorja theta (✓), tako da se model čim bolje prilega
podatkom. Vrednosti vektorja theta si zato lahko predstavljamo kot uteži,
ki nam prikazujejo koliko je posamezna značilka pomembna za klasifikacijo
primerov. Vrednosti koeficientov so lahko tako pozitivne kot tudi negativne,
zato lahko posamezna značilka vpliva na razvrstitev v en ali drug razred.
Pomembneǰse so značilke, katerih koeficienti imajo večje absolutne vredno-
sti. Koeficienti, ki se gibljejo okoli ničle pa predstavljajo značilke, ki so manj
pomembne za klasifikacijo.
Na sliki 4.2 so prikazane vrednosti koeficientov vektorja thera pri logi-
stični regresiji v našem primeru. Vidimo, da so za klasifikacijo pacientov s
hernijo diska najpomembneǰsi parametri medenični radij, naklon križnične
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končne ploskve in nagib medenice, manj pomembni pa so ledveni kot, naklon
medenice in stopnja zdrsa vretenca. Iz množice podatkov lahko nato izločimo
manj pomembne značilke, s čimer dobimo novo podmnožico značilk iz katerih
zgradimo nov napovedni model. Mnogokrat manj pomembne značilke celo
kvarijo uspešnost napovednega modela in jih je zato priporočljivo izločiti iz
množice podatkov.
Slika 4.2: Vrednosti koeficientov vektorja theta (✓) pri logistični regresiji.
V našem primeru smo iz podatkov najprej izločili parameter stopnja zdrsa
vretenca, ki je ključen pri napovedovanju spondilolisteze, pri klasificiranju
pacientov s hernijo diska pa ne igra tako pomembne vloge. Z novo pod-
množico značilk smo ponovno zgradili napovedni model in njegovo uspešnost
primerjali z uspešnostjo modela, zgrajenega iz vseh značilk. Ugotovili smo,
da sta uspešnosti obeh napovednih modelov enaki, torej parameter stopnja
zdrsa vretenca ne pripomore k točnosti klasifikacij, prav tako pa jih ne po-
slabša. Izločitev takega parametra bi bila torej smiselna v primeru, da bi
imeli opravka z velikim številom podatkov in bi s tem izbolǰsali hitrost gra-
dnje napovednega modela. Nato smo iz podatkov izločili še parameter naklon
medenice in ponovno primerjali uspešnosti napovednih modelov. Ugotovili
smo, da se uspešnost novonastalega napovednega modela za odtenek po-
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slabša, enako se zgodi tudi, ko iz podatkov izločimo parameter ledveni kot.
Torej vseeno malenkost pripomoreta k uspešnosti napovednega modela.
Naš cilj je bil pokazati, da posamezne značilke različno vplivajo na ka-
kovost napovednih modelov. Videli smo, da so pri klasificiranju pacientov
s hernijo diska najpomembneǰsi parametri medenični radij, naklon križnične
končne ploskve in nagib medenice. Zato je smiselno razmǐsljati tudi o tem,
kateri dodatni parametri bi morebiti še izbolǰsali uspešnost našega napove-
dnega modela. Uporabne bi bile verjetno značilke kot so starost, poklic,
spol, teža, tedenska fizična aktivnost, ipd. Z njimi bi bila uspešnost našega




Diagnosticiranje pacientov z degenerativnimi obolenji ledvene hrbtenice ni
preprosto opravilo, tako za medicinsko osebje kot tudi za matematične mo-
dele. Ugotovili smo, da je klasifikacija pacientov s spondilolistezo veliko
enostavneǰsa od klasifikacije pacientov s hernijo diska, ki so po geometrij-
skih parametrih zelo podobni osebam brez obolenj. Z uporabo različnih
matematičnih napovednih modelov smo prǐsli do ugotovitve, da je logistična
regresija napovedni model, ki se najbolje izkaže na naših podatkih, in ga zato
izbrali za naš glavni klasifikator. Izkazalo se je, da se model odlično izkaže
pri napovedovanju pacientov s spondilolistezo, kjer uspešnost klasificiranja
pacientov spondilolisteze z našim napovednim modelom znaša – občutljivost:
96,4% (95%CI 93,6 – 99,1%) in specifičnost: 97.5% (95%CI 94,3 – 1.0%).
Tako se občutljivost kliničnega diagnosticiranja pacientov spondilolisteze iz-
bolǰsa od 8% do 36%, specifičnost pa do približno 10%.
Težja in kompleksneǰsa naloga pa je diagnosticiranje pacinetov s hernijo.
Ugotovili smo, da je uspešnost diagnosticiranja pacientov s hernijo diska z
našim napovednim modelom primerljiva z uspešnostjo kliničnega diagnosti-
ciranja, in sicer uspešnost klasificiranja pacientov s hernijo diska z našim
napovednim modelom znaša – občutljivost: 83.3% (95%CI 72.1 – 96.8%) in




Z ugotovitvami diplomskega dela smo prǐsli do sklepa, da bi z zgrajenim
napovednim modelom lahko olaǰsali delo medicinskemu osebju in pripomogli
k lažjemu odločanju v kočljivih situacijah. Postopek diagnosticiranja pa-
cientov z degenerativnimi obolenji ledvene hrbtenice bi tako lahko deloma
avtomatizirali, programska oprema pa bi služila kot orodje za pomoč pri
delu medicinskega osebja. Potrebno pa je poudariti, da napovedni model
ne bi mogel služiti kot zamenjava, marveč kot opora za hitreǰse in točneǰse
diagnosticiranje.
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