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1 Introduction
Explicit and implicit differential equations
A differential equation is a relation which involves some independent variables and some depen-
dent variables (functions whose parameters are the independent variables) and their derivatives
with respect to the independent ones. Differential equations arise in many areas of science and
technology, such as physics, chemistry, biology or economics. For instance, Newton’s second
law,
F =
dp
dt
,
states that the total net force F applied on a particle is equal to the infinitesimal change of its
linear momentum p.
More notable equations are Hamilton’s equations for classical mechanics [AM78],
q˙i =
∂H
∂pi
,
p˙i = −∂H
∂qi
,
where x˙ = dxdt and the Hamiltonian H describes the energy of the system; Schro¨dinger equation
for quantum mechanics [GP78],
i~
∂
∂t
Ψ = ĤΨ,
where Ψ is the wave function of the quantum system, ~ the reduced Plank constant and Ĥ the
Hamiltonian operator of the system; Black-Scholes equation [BS73],
∂V
∂t
+
1
2
σ2S2
∂2V
∂S2
+ rS
∂V
∂S
− rV = 0,
which describes the evolution of price of options; or the logistic equation,
d
dt
P = P (1− P ),
which describes the behavior of growth of some population P .
When a differential equation has only one independent variable, it is called an ordinary differ-
ential equation (ODE). In this case, using the notation x(n) = d
nx
dtn , an ODE can be written as
an expression of the kind
F (t, x, x˙, . . . , x(n)) = 0, (1)
where x ∈ Rm and F : Rm(n+1)+1 → Rk for some k ≥ 1. An ODE of this form is usually
called an implicit differential equation. If F does not depend on the time t, then F is called an
autonomous system.
An ODE of order n can be transformed into a first order ODE
G(t, y, y˙) = 0, (2)
by the introduction of some new dependent variables:
yi = x(i), i = 0, · · · , n− 1;
1
then (1) is equivalent to the first order system
y1 − y˙0 = 0
...
yn−1 − y˙n−2 = 0
F (t, y0, y1, · · · , yn−1, y˙n−1) = 0.
If it is possible to isolate the derivatives, we can write the differential equation as an explicit
ODE ; for a first order equation this means
x˙ = f(t, x), (3)
where x ∈ Rm and f : Rm+1 → Rm. In the autonomous case, it is an equation of the form
x˙ = f(x).
If f is continuous, and locally Lipschitz with respect to x, then Picard’s theorem [TP85] says
that, fixed an initial condition (t0, x0), there exists a unique (maximal) solution of (3) such that
x(t0) = x0. This hypothesis holds, for instance, if f is a C1 function.
Implicit differential equations arise in a natural way in many problems. Very often these equa-
tions take the particular form
A(x)x˙ = b(x) (4)
where x ∈ Rm, A(x) is an n×m matrix and b(x) is an n-dimensional vector. We will call such
equations linearly singular systems (LSS) [GP92], an these will be the main object of study in
this thesis.
In fact, any autonomous implicit differential equation can be written as a system of the form (4).
Let F (x, x˙) = 0 be any first order autonomous implicit differential equation. As we did before,
we can introduce a new variable u = x˙, so that the implicit equation is equivalent to the linearly
singular system {
x˙ = u
0 = F (x, u).
Therefore, even if we will restrict ourselves to this particular kind of systems, this theories can
be applied easily to any ODE.
Example. Consider the system(
1 x1
0 1
)(
x˙1
x˙2
)
=
(
f1(x1, x2)
f2(x1, x2)
)
.
Since A(x) is invertible, this system is equivalent to the explicit ODE(
x˙1
x˙2
)
=
(
1 −x1
0 1
)(
f1(x1, x2)
f2(x1, x2)
)
=
(
f1(x1, x2)− x1f2(x1, x2)
f2(x1, x2)
)
.
Example. The system
(x21 − x22)x˙1 = ex1x2
cannot be written in explicit form.
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As stated for instance in [GMR04], singular differential equations have many applications. For
example, in theoretical physics a Lagrangian L(t, qi, q˙i) is singular whenever the Hessian matrix
∂2L
∂q˙i∂q˙j
is singular; such Lagrangians are widely used in relativistic theories. Another example
can be found in control theory, where some simple models can be formulated as
Ex˙ = Ax+Bu, y = Cx+Du,
where A,B,C,D,E are constant matrices and E is singular. There are more applications in
circuit theory, industrial engineering, biology and econometry. The existence of these many
applications makes interesting to study singular differential equations.
Solving implicit differential equations
Our goal in this work is to give an algorithmic method to find solutions of a LSS. To accomplish
this objective, we will give a geometric description of the problem and use some geometric tools
to transform the equation and the manifold (the “ambient space”) into a new set of equations,
each one being an explicit ODE. When this is accomplished, one may apply Picard’s theorem
to these new systems to obtain the solutions.
It is important to notice that (as many other theoretical results) Picard’s theorem proves the
existence of a solution but does not give an explicit method to find it. Usually, in problems
which require to find explicit solutions, numerical methods are used. There also exist numerical
methods for solving LSS, so one may think that (since we will use numerical methods anyway
to find the explicit solution) we could use them directly instead of wasting time implementing a
method that will still depend on numerical approximations. The main point of using alternative
methods for this kind of problem is (beyond the theoretical value of the algorithm) that, while
numerical methods for explicit ODEs are usually accurate (in the sense that it is easy to control
the error of the calculations), numerical approximations for an arbitrary LSS require (as it
is explained in [RR02]) numerical inversions of quasi-singular matrices; these operations are
numerically unstable. Therefore, the desingularization procedure studied here may allow to
transform a numerically unstable problem into a new stable one.
There is some previous work on this topic. For instance, we can find an algebraic approach in
[KM06] or a geometrical one in [GP92]. They are, in some sense, equivalent and require some
regularity conditions to be checked at each step of the algorithm and, if they are not fulfilled, the
algorithms do not solve the problem everywhere. Moreover, checking these regularity conditions
is not easily implementable. One can try to overcome [CE06] those problems by working in
the analytic (Cω) category instead of the smooth (C∞) category and applying desingularization
theory [BM88] to the subsets obtained in the constraint algorithm. In this way, the singular set
can be “changed” by a smooth (analytic) manifold. In some sense, this algorithm may have a
high practical value.
Analytic functions are a small subset of smooth functions, so it may seem a very restrictive
condition. However most of the explicit functions we usually work with are analytic. Some
examples of analytic functions are polynomials, rational and trigonometric functions, exponen-
tials, roots and any linear combination, multiplication, division or composition of them. As an
3
example of a smooth non-analytic function, we have
f(x) =
{
e−1/x
0
if x > 0
if x ≤ 0 .
Contents
Section 2 Analytic geometry In this section we recall some basic properties of analytic
differential geometry. We explain some of its similarities and differences with smooth differential
geometry and give some examples. Some basic concepts about fiber bundles are also included
in this section.
Section 3 Linearly singular systems Following [GP92], a geometrical description of linearly
singular systems is presented using vector bundles. Moreover, it is explained how to, given a
smooth map f : N → M and a LSS on M , a new LSS on N can be constructed. Also, the
canonical morphisms of vector bundles induced by this construction is used to explain some
basic relations between the solutions of both system.
Section 4 Semialgebraic, semianalytic and subanalytic sets Here we present some
results about several kinds of sets, which can be found in [Cos02] and [BM88]. First, follow-
ing [Cos02], semialgebraic sets are introduced. This category is composed by sets defined by
inequalities of polynomials and is stable under union, intersection, complementary, projections
and closure. After this, as in [BM88], semianalytic (defined by inequalities of analytic functions)
and subanalytic sets are presented. This last kind of subsets is a generalization of semianalytic
sets in such a way that the category of subanalytic sets is stable under projections and comple-
mentary operation. To explain the proof of this last property is the main goal of the section.
Also, a notion of dimension for these singular sets is defined, which results to be equivalent to
the local dimension of their smooth points.
Section 5 Desingularization theorem and applications This is one of the main sections
of this dissertation, where desingularization theory is explained. Desingularization theory was
developed mainly by  Lojasiewicz, Gabrielov and Hironaka. It was greatly clarified by subsequent
work by Bierstone and Milman, whose paper [BM88] we closely follow. In the first part, the
notion of a blow-up, which can be thought as changing a point (or, more generally, a smooth
set) by a projective space is defined. In this way, if we have a subset which is formed by two
transversal lines intersecting at one point and we blow up that point, these two lines will not
intersect at the blowed-up space. More generally, if two curves intersect up two an order k at
a point, after blowing-up this point, this intersection will be of order k − 1. In this way, the
main theorem of this section (theorem 5.8) states that, locally, the zero set of a nonzero function
is (after finitely many local blow-ups) many transversal hyperplanes. With this theorem and
a bit of work, desingularization theorem follows: if X is a subanalytic subset of an analytic
manifold M , then there exists an analytic manifold N and a proper analytic map f : N → M
such that f(N) = X. Finally, using this theorem, some useful properties of subanalytic subsets
are proved.
4
Section 6 Solutions In this section we give an important result about conservation of solu-
tions through desingularizations. Assume we have a subanalytic subset X of M , and construct
(using constructions explained in section 3) a lifted system on a desingularization N of X. We
will see that any solution on N projects to a solution of the system on M and, conversely, that
any solution on M is partially lifted to N . This “partially” comes from the fact that, even
if X is connected, N may not be connected, and so we cannot ensure that the lift of a contin-
uous solution is continuous. This section follows the ideas of [CE06]. The results presented in
this section are sightly different (in some cases, more general) and the proofs are done using
geometrical tools, which give a different appearance to the problem.
Section 7 Algorithm This is the main section of the work, where we present (simplifying
the work in [CE06]) an algorithm that transforms an arbitrary LSS to a set of constant rank
differential equations which can be solved, maybe not uniquely. The main idea of the algorithm
is to restrict to a subset of the original system where solutions may exist. This subset will be
a subanalytic subset of dimension strictly less than that of the original manifold. Using desin-
gularization theorem, we change the original system to a family of systems on some manifolds
of lower dimension. Recursively, we can solve the problem. Section 6 shows that we find all the
solutions to the original system (up to some points).
Section 8 Examples In this section, we present two examples of application of the algorithm,
doing them in a strict way. This means that maybe some steps would be skipped by anyone
trying to solve the problem, but we did them because any implementation of the algorithm
would require to do them. They are simple examples, but they are long enough to let any reader
understand the behavior of the algorithm.
Appendix A Tarski–Seidenberg theorem In the first appendix, we explain (following
mainly [Cos02]) the proof of Tarski–Seidenberg theorem, which is used in section 4 to prove that
the projection of a semialgebraic set is a semialgebraic set, result which is widely used along the
work.
Appendix B Weierstrass’ preparation theorem In the second appendix, some concepts
about analytic functions are introduced, which are needed to prove Weierstrass preparation
theorem. This theorem states that, in a convenient small neighborhood and coordinates, any
analytic function is expressed as a monic polynomial in one of its variables, whose coefficients
are analytic functions of the other variables. This result is used along the work to simplify many
proofs.
Appendix C Implementation of the algorithm In the last appendix there is the im-
plementation of a simplified version of the algorithm, which assumes that there is no need to
desingularize any set. It would be interesting to implement a full version of the algorithm.
However, implementing the desingularization of a subanalytic set may require some time and be
somewhat involved, so we decided to assume this regularity condition.
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Conclusions and outlook
In this thesis we have reviewed desingularization theory and its application to solving implicit
differential equations, following [CE06]. The algorithm presented in that paper transforms an
analytic linearly singular system into a (locally finite) family of locally constant rank ODEs,
which can be easily solved. We have clarified this algorithm and improved some results about
the solutions. The advantage of this algorithm over other ones is that it uses less condition
checks in each step of the algorithm, which makes easier to implement it. As weak point, we
must remark that its solutions may loose some of its points.
An interesting work for the future may be to generalize this algorithm for any kind of implicit
differential equations (or inequalities), without linearizing, as well as studying the desingular-
ization process to try to lift solutions to continuous solutions in the desingularized system.
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2 Analytic geometry
As we stated in the introduction, we are going to work in the analytic category. Therefore,
we will begin our work by introducing some concepts about analytic geometry, along with its
similarities and differences with the well-known smooth geometry. Even if we won’t prove some
results in analytic geometry, most of them are equivalent to a result on smooth geometry (but
proofs commonly use sheaf theory). Therefore, any reader with a background on differential
geometry of smooth manifolds ([Lee03], [Boo86], [Con01]) will have no problem to follow this
work. For a more detailed review on real analytic geometry, our recommended references are
[Lew11] and [Car57].
2.1 Analytic manifolds
Definition 2.1. An analytic manifold is a paracompact Hausdorff topological space M equipped
with an atlas of class Cω.
Since any Cω-class atlas is also a C∞-atlas, an analytic manifold can be though as a smooth
manifold whose transition maps are analytic diffeomorphisms.
Example 2.2. • Any finite dimensional vector space E has a trivial analytic structure.
• The n-dimensional sphere Sn ⊂ Rn+1 is an analytic manifold: Let N = (0, · · · , 0, 1) and
S = (0, · · · , 0,−1). Take the stereographic projections
φN : Sn\N // Rn
(x1, · · · , xn+1)  //
(
x1
1−xn+1 , · · · , xn1−xn+1
) ,
φS : Sn\S // Rn
(x1, · · · , xn+1)  //
(
x1
1+xn+1
, · · · , xn1+xn+1
) .
Since the inverse map for φN is
φ−1N : Rn // S
n\N
(x1, · · · , xn)  //
(
2x1
1+x21+···x2n
, · · · , 2xn
1+x21+···x2n
,
−1+x21+···+x2n
1+x21+···+x2n
)
the transition map φ−1N ◦ φS is clearly analytic.
• Any complex (holomorphic) manifold has a natural real analytic structure.
• Any open set of an analytic manifold is an analytic manifold.
As we have already stated, we can think the class of analytic manifolds as a subclass of smooth
manifolds. Using that fact, many properties of smooth manifolds are also fulfilled by analytic
manifolds. But we must be careful, because there are some constructions and proofs that do
not preserve the analytic structure. To let our readers familiarize with analytic manifolds, we
are standing out some similarities and differences between smooth and analytic geometry:
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• Any C1-path passing trough a point p ∈M is tangent in p to an analytic path. This implies
that the tangent and cotangent bundle can be constructed and are analytic manifolds of
dimension 2n. Moreover, the tangent space is still isomorphic to the space of derivations
of the genus of analytic functions. Also, fiber bundles are well defined.
• Since any analytic function vanishing on an open set U ⊂ M vanishes identically on
M (Appendix, Theorem B.3), bump functions are smooth but non-analytic functions.
Therefore, analytic manifolds do not have analytic partitions of unity.
• Lack of bump functions is a strong restriction at a theoretical level. As consequence, most
of constructive proofs used in smooth geometry do not ensure analyticity of constructions.
To overcome this problem, it is frequent to work with sheafs of functions. (An interested
reader can find more information about them in [Bre97], [God58] or [Hir66]; however,
knowledge of sheaf theory is not necessary to understand this thesis.)
• Whitney’s theorem do not hold for analytic manifolds. Instead, Nash’s theorem ([Nas54],
[Nas56]) proves that any riemannian manifold of dimension n admits an analytic embed-
ding in Rm, m ≤ n(n+ 1)(3n+ 11)/2 (this covers all smooth manifolds).
• Finally, just remark that existence and uniqueness of solutions of differential equations for
ordinary differential equations still holds [TP85].
2.2 Vector bundles
Definition 2.3. A fiber bundle consists of the data (pi,E,B, F ) where
• E,B and F are manifolds.
• pi : E → B is a surjective map.
• For all b ∈ B there exists an open neighbourhood U of b and a diffeomorphism
pi−1(U) // U × F
such that the following diagram commutes:
pi−1(U)
pi 2
22
22
ϕ // U×F
pr1


B
The space B is called the base space, E the total space and F the fiber. The map pi is
called projection. If x ∈M is a point, the fiber of x is pi−1(b). If F is a vector space and
ϕ is fiberwise linear, a fiber bundle is called a vector bundle.
Example 2.4. The trivial bundle pi : M × Rn →M and the tangent and cotangent bundles.
Definition 2.5. Let pi : E → B and pi′ : E′ → B′ be vector bundles. A vector bundle morphism
is a pair (α, f) such that the following diagram commutes:
E
pi

f // E′
pi′

B
f
// B′
8
and is linear on each fiber. Note that f determines uniquely α.
Definition 2.6. Let pi : E → B be a vector bundle and f : C → B an analytic map. The
pull-back of E by f is the fiber bundle (p1, C ×f E,B, F ) where the total space is the fiber
product:
C ×f E := {(c, e) ∈ C × E | f(c) = pi(e)}.
Its fibers are the same as those of E, but over the points of C.
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3 Linearly singular systems
An explicit autonomous, first order, ordinary differential equation (ODE) in Rm is an expression
of the form
x˙ = f(x). (5)
A solution of (5) is a map
ξ : I → Rm
such that
ξ˙(t) = f(ξ(t)) ∀t ∈ I.
Geometrically, an autonomous ODE is equivalent to a vector field
X ∈ X(M)
where M is a smooth or analytic manifold and a solution or integral curve of X is a path
ξ : I →M
such that the following diagram commutes:
TM
I
ξ˙
=={{{{{{{{ ξ //M
X
OO (6)
This is to say,
ξ˙ = X(ξ).
In this kind of differential equations (assuming that f or X is locally Lipschitz or C1), Picard
existence and uniqueness theorem [TP85] shows that, given a point p ∈M and a time t0, there
exists a unique solution ξ passing trough p at t0. This is to say that ξ(t0) = p.
However, not all differential equations have this simple form. Our work is focused on finding
solutions of differential equations that are (locally) of the form
A(x)x˙ = σ(x). (7)
Such equations have been given a geometric description in [GP92]. In this section we summarize
some of the results given in this paper.
3.1 Linearly singular systems
Definition 3.1. A linearly singular system (LSS) is a quintuple (M,F, pi,A, σ) where
• M is a differenciable manifold.
• pi : F →M is a vector bundle.
• A : TM → F is a morphism of vector M -bundles.
• σ : M → F is a section of F .
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Definition 3.2. A LSS is called homogeneous if σ is the zero section.
Definition 3.3. Consider a LSS (M,F, pi,A, σ). Let ξ : I → M be a path and I ⊂ R an open
interval. The equation of motion of ξ is :
A ◦ ξ˙ = σ ◦ ξ (8)
If ξ satisfies the equation of motion, it is called a solution. That is equivalent to this diagram
to be commutative:
TM
τM

A // F
pi
}}zz
zz
zz
zzσ
==
I
ξ˙
=={{{{{{{{ ξ //M
Note that, if (x, v) → (x,A(x) · v) is the local expression of A and x → (x, σ(x)) is the local
expression of σ, then local expression of the equation of motion (8) is A(x) · x˙ = σ(x)
If A is an isomorphism, then it can inverted and the problem is reduced to find the integral
curves of the vector field A−1 ◦σ. Hovewer, in general A will not be invertible, and the equation
(8) will not have solutions passing through every point. Moreover, even if there is a solution
passing through one point, it may not be unique.
Example 3.4. Consider the diagram
TR2
τ

A // R4
pi
||zz
zz
zz
zzσ
<<
R2
were
Ax · x˙ =
(
x1, x2, x˙1 + x˙2, x˙1 − x˙2)
and
σ(x) = (x1, x2, x1, 0).
Then, the local expression of the system is(
1 1
1 −1
)(
x˙1
x˙2
)
=
(
x1
0
)
,
which is invertible. Then the only vector field which makes the diagram commutative is
X =
1
2
x1
∂
∂x1
+
1
2
x1
∂
∂x2
.
Example 3.5. Using the same manifold and vector bundles, let
Ax · x˙ =
(
x1, x2, x˙1 + x˙2, x˙1 + x˙2
)
and
σ(x) = (x1, x2, x1, 0).
Then, the local expression of the system is(
1 1
1 1
)(
x˙1
x˙2
)
=
(
x1
0
)
,
which is nowhere invertible.
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This last example shows us that even if the system is not invertible, maybe there are points
x ∈ M such that the system is solvable at that point. Therefore, it makes sense the following
definition:
Definition 3.6. The motion set is the subset S of points x ∈ M such that there is a solution
passing through x.
Note that S may not be a manifold.
3.2 Morphisms of linearly singular systems
Definition 3.7. A morphism of linearly singular systems between two LSS (M,F, pi,A, σ) and
(M ′, F ′, pi′, A′, σ′) is a vector bundle morphism (α, f) between F and F ′ such that
• α ◦ pi = pi′ ◦ f
• f ◦A = A′ ◦ Tα
• f ◦ σ = σ′ ◦ α
This is to say that the following diagram commutes:
TM ′

A′ // F
pi′
 













σ′
??
TM
Tα
33gggggggggggggggggggggggggg

A // F
pi
  
  
  
  
  
  
  
  
  
  
  
  
  
σ
??
f
33ggggggggggggggggggggggggggggg
M ′
M
α
33ggggggggggggggggggggggggggg
Lemma 3.8. Let j ∈ C∞(N,M). Then, the quintuple (N, j∗(F ), j∗(pi), j∗(A), j∗(σ)), where
• j∗(F ) = N ×j F
• j∗(pi) = pr1
• j∗(A) · vy = (y, (A ◦ Tj) · vy)
• j∗(σ)(y) = (y, (σ ◦ j)(y))
is a LSS. Moreover, if J = pr2 then (j, J) is a LSS-morphism.
Proof. First, check that (N, j∗(F ), j∗(pi), j∗(A), j∗(σ)) is a LSS:
• N is a manifold by hypothesis.
• j∗(pi) : N ×j F → N is a vector bundle by definition of fiber product.
• j∗(pi) ◦ j∗(σ) = j∗(pi ◦ σ) = j∗(pi ◦ σ) = j∗(IdM ) = IdN
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• Tj is a morphism of vector bundles. Therefore, j∗(A) = A ◦ Tj is a morphism of vector
bundles. Moreover, Im(j∗(A)) ⊂ N ×j F .
For (j, J) to be a LSS-morphism, we need to check the commutativity of the follwing diagram:
T (M)

A // F
pi
  
  
  
  
  
  
  
  
  
  
  
  
  
 
σ
??
T (N)
T (j)
33fffffffffffffffffffffffffffffff

j∗(A) // N ×j F
j∗(pi)
}}{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
j∗(σ)
==
J
33gggggggggggggggggggggggggggggg
M
N
j
22fffffffffffffffffffffffffffffffffff
• j ◦ j∗(pi) = pi ◦ J due the definition of inverse image of F by j.
• (J ◦ j∗(A)) · vy = J(j∗(A) · vy) = J(y, (A ◦ T (j)) · vy) = (A ◦ T (j)) · vy
• (J ◦ j∗(σ))(y) = J(y, (σ ◦ j)(y)) = (σ ◦ j)(y)
Lemma 3.9. Let piG : G → M be a vector M -bundle and p : F → G be a vector M -bundle
morphism. Suppose that (M,F, pi,A, σ) is a LSS. Then, (M,G, piG, p ◦ A, p ◦ σ) is a LSS and
(IdM , p) is a LSS-morphism.
Proof. Similar to the proof of last lemma.
Proposition 3.10. Let (M,F, pi,A, σ) and (M ′, F ′, pi′, A′, σ′) be LSS and (α, f) be a LSS -
morphism where α : M → M ′. Let ξ be a solution of the equation of motion in M . Then
ξ′ = α ◦ ξ is a solution in M ′.
Proof.
A′ ◦ ξ˙′ = A′ ◦ T (α) ◦ ·ξ = f ◦A ◦ ·ξ = f ◦ σ ◦ ξ = σ′ ◦ α ◦ ξ = σ′ ◦ ξ′
Proposition 3.11. Suppose that F = M ×α F ′ and that, for each x ∈ M , fx is the projection
onto F . If ξ and ξ′ are paths related by ξ′ = α ◦ ξ, then ξ is a solution of the equation of motion
if and only if ξ′ is also.
Proof. One of the implications follows from proposition (3.10). For the other one, suppose that
ξ′ is a solution. Then
α∗(A) ◦ ξ˙ = (piM ◦ ξ˙, (A ◦ T (α)) ◦ ξ˙) = (ξ, A ◦ ξ˙′) = (ξ, σ ◦ ξ′) = (ξ, σ ◦ α ◦ ξ) = α∗(σ) ◦ ξ.
Thus, ξ is also a solution.
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4 Semialgebraic, semianalytic and subanalytic sets
Let (M,F, pi,A, σ) be a LSS and consider the subset
S = {x | σ(x) ∈ Im(A)}.
Clearly, if there exists a solution passing through x then x ∈ S. So, it makes sense to restrict
our problem to S. Hovewer, in general this set will not be a manifold and we will not be able to
use our geometric tools on it. To overcome this problem, the so called desingularization theorem
is used, which allows to change this set by a manifold of the same “dimension” (the notion
of dimension for non-smooth sets will be defined). The meaning of “change” is given by the
following definition:
Definition 4.1. Let M be a real analytic manifold and let S ⊂M . A desingularization of S is
a proper real analytic map f : N →M such that f(N) = S and N is a real analytic manifold of
the same dimension as S.
And the desingularization theorem states:
Theorem 4.2 (Desingularization theorem). Let M be a real analytic manifold and let S be a
closed subanalytic subset. Then, there exists a desingularization f : N →M of S.
A subanalytic set is (in a first aproach) the projection of a set defined by inequalities of analytic
functions. The hypothesis of desingularization theorem and the definition of subanalytic sets
show us the reason of working in the analytic category. As stated, desingularization theorem
lets us change a subanalytic subset by a manifold. This change comes at a price: some solutions
will lose part of their points (a discrete set).
In this section, we explain some tools and properties about subanalytic sets which will be useful
to prove desingularization theorem. A more detailed review on semialgebraic sets can be found
in [Cos02]. All definitions, results and proofs about semianalytic and subanalytic sets can be
found in more detail in [BM88].
4.1 Semialgebraic subsets
Definition 4.3. The class of semialgebraic subsets SAn of Rn is the smallest collection of
subsets of Rn such that
1. If P ∈ R[X1, · · · , Xn], then {x ∈ Rn | P (x) = 0} ∈ SAn and {x ∈ Rn | P (x) > 0} ∈ SAn.
2. If A, B ∈ SAn, then A ∪B, A ∩B, Rn\A ∈ SAn.
Proposition 4.4. A subset X is semialgebraic if and only if it can be written as a finite union
of sets of the form
{x ∈ Rn | Pi(x) = 0, Qj(x) > 0, j = 1, . . . , p, i = 1, . . . , q}.
Proof. By definition, this kind of sets are semialgebraic. The intersection of two sets of this
kind is the set defined by the union of the two sets of equations defining the original sets,
therefore is semialgebraic. Also, since the complementary of the union is the intersection of
complementaries, the conversely is true.
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Theorem 4.5 (Tarski–Seidenberg theorem – first form). Let P1(X, Y ), · · · , Pl(X, Y ) ∈ R[X, Y ]
be a finite family of polynomials where X = (X1, · · · , Xn). Then, given a polynomial system
S(X, Y ) :

P1(X, Y ) σ1 0
...
Pl(X, Y ) σl 0
with σi ∈ {<,>,=} there exists a finite list C1(X), . . . , Ct(X) of systems of polynomial equations
and inequalities in X with coefficients in R such that, for every x ∈ Rn, the system S(x, Y ) has
a real solution if and only if at least one Cj(x) is satisfied.
Proof. Can be found in Appendix A.
Theorem 4.6 (Tarski–Seidenberg theorem – second form). Let A be a semialgebraic subset
of Rn+1 and let pi : Rn+1 → Rn be the projection on the first n coordinates. Then pi(A) is a
semialgebraic subset of Rn.
Proof. Using proposition 4.4, A is the union of finitely many subsets of the form
{(x, y) ∈ Rn × R | P1(x, y) = 0, · · · , Pp(x, y) = 0, Q1(x, y) > 0, · · · , Qq(x, y) > 0}.
Since the union of semialgebraic sets is semialgebraic, it suffices to prove Tarski–Seidenberg
theorem for this type of sets. So, assume that A is itself of this form. It follows from the first form
of the Tarski–Seidenberg theorem that there exists some polynomial systems C1(X), . . . , Ct(X)
such that
pi(A) = {x ∈ Rn | ∃y ∈ R st (x, y) ∈ A}
is the union of the sets {x ∈ Rn | Cj(x) is satisfied} (j = 1, · · · , t), which is semialgebraic.
Example 4.7. Let P (x, y) = xy − 1 and let pi : R2 → R be the projection onto the first
component. Define C1(x) = {x < 0} and C2(x) = {x > 0}. Fix x0 ∈ R. Clearly, there exists a
y ∈ R such that P (x0, y) = 0 if and only if x0 satisfies C1(x) or C2(x).
Lemma 4.8. Let A ⊂ Rn be a semialgebraic subset. Then R × A is a semialgebraic subset
of Rn+1.
Corollary 4.9.
1. If A is a semialgebraic subset of Rn+k, its image by the projection on the space of the first
n coordinates is a semialgebraic subset of Rn.
2. If A is a semialgebraic subset of Rm and F : Rm → Rn is a polynomial map, then F (A) is
semialgebraic on Rn.
Proof. The first statement is trivial. For the second, write F as the composition of the graph
function and a projection
F : Rm
ΓF // Rm × Rn pi // Rn
and note that ΓF (A) = {(x, y) ∈ Rm × Rn | x ∈ A and y = F (x)} is semialgebraic. The result
follows from the first statement.
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Another useful corollary of Tarski–Seidenberg theorem is
Corollary 4.10. The closure of a semialgebraic subset A of Rn are semialgebraic subsets of Rn.
Proof. It is enough to check that the exterior of a semialgebraic set is semialgebraic.
Ext(A) = {x ∈ Rn | (∃ε > 0)(∀y ∈ A)||x− y||2 ≥ ε2}
Denote
B =
{
(x, ε, y) ∈ Rn × R× Rn | y ∈ A and Σni=1(xi − yi)2 < ε2
}
= Rn × R×A ∩ {(x, ε, y) ∈ Rn × R× Rn | ||x− y||2 < ε2}
and
C = {(x, ε) ∈ Rn × R | ε > 0}.
Let
p : Rn × R× Rn → Rn × R
q : Rn × R→ Rn .
Clearly,
p(B) = {(x, ε) ∈ Rn × R | (∃y ∈ A)||x− y||2 < ε}
and, therefore,
q(C − p(B)) = {x ∈ Rn | (∃ε > 0)(∀y ∈ A)||x− y||2 ≥ ε2} = Ext(A).
Thus, the exterior and the closure of A are semialgebraic subsets.
Definition 4.11. Let A ⊂ Rn, B ∈ Rm be semialgebraic subsets. A map f : A → B is
semialgebraic if its graph is semialgebraic.
Proposition 4.12.
1. Polynomial functions are semialgebraic.
2. The direct image and the inverse image of a semialgebraic set by a semialgebraic map are
semialgebraic.
3. The composition of two semialgebraic maps is semialgebraic.
4. If f, g : A→ Rm are semialgebraic, then f + g is semialgebraic.
5. If f, g : A→ R are semialgebraic, then f · g is semialgebraic.
6. Semialgebraic functions f : A→ R form a ring.
Proof.
1. Let A ⊂ Rn be a semialgebraic set. If P ∈ R[x1, · · · , xn], then ΓP (A) = {(x, y) ∈ Rn+1 |
x ∈ A, y = P (x)}, which is semialgebraic by corollary 4.9.
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2. Let f : Rm → Rn be a semialgebraic map and X ⊂ Rm a semialgebraic set. Then the set
Z ⊂ Rm × Rn defined as the intersection
Z = Γf ∩ (X × Rn)
is semialgebraic and
f(X) = pi2(Z)
where
pi2 : Rm × Rn → Rn.
For the inverse image, let Y ⊂ Rn and define the set T ⊂ Rm × Rn as
T = Γf ∩ (Rm × Y ).
Finally,
f−1(Y ) = pi1(T )
where
pi1 : Rm × Rn → Rm.
3. Let f : Rm → Rn and g : Rn → Rl. Denote
Γ = Γf × Γg ⊂ Rm × Rn × Rn × Rl
the product of the graphs of f and g, and denote
K = Γ ∩ (Rm ×∆× Rl).
K is clearly algebraic. Let
pi : Rm × Rn × Rn × Rl → Rm × Rl
be the projection. Then,
pi(K) = Γg◦f .
4. Let f, g : Rm → Rn. Then
(f, g) : Rm
(f,g) // Rn × Rn + // Rn .
5. For the product, proceed similar to the sum.
6. Follows from proposition 4.12.4 and 4.12.5.
From the proof of Tarski–Seidenberg theorem, it follows
Theorem 4.13. Let P (x, y), x = (x1, · · · , xn), be a polynomial. Then there exists a semialge-
braic partition {A1, · · · , Am} of Rn such that, for each k = 1, · · · ,m, either P has constant sign
in Ak × R, or there exists continuous semialgebraic functions ξ1 < · · · < ξrk on Ak such that
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1. For each x ∈ Ak, {ξ1(x), · · · , ξrk(x)} is the set of zeros of the function Px(y) = P (x, y).
2. The sign of P (x, y), x ∈ Ak depends only on the signs of y − ξi(x), i = 1, · · · , rk.
Corollary 4.14. Let Pi(x, y), i = 1, · · · , t be polynomials. Then there is a semialgebraic par-
tition {A1, · · · , Am} of Rn such that, for each k = 1, · · · ,m, the zeros of P1, · · · , Pt on Ak are
given by continuous semialgebraic functions ξ1 < · · · < ξrk and the sign of each Pj(x, y) on Ak
depends only on the signs of y − ξi(x), i = 1, · · · , rk.
Example 4.15. Let P (x, y) = xy − 1 and let pi : R2 → R be the projection onto the first
component. Define A1 = {x | x < 0}, A2 = {x | x > 0} and A3 = {0}. Then
A1: The zeros of P are given by ξ(x) = 1/x and P (x, y) > 0⇔ y − ξ(x) > 0.
A2: The zeros of P are given by ξ(x) = 1/x and P (x, y) > 0⇔ y − ξ(x) > 0.
A3: There are no zeros of P over A3
4.2 Semianalytic sets
Analytic sets
Let M be a real analytic manifold and U ⊂M be an open subset. Denote by O(U) the ring of
real analytic functions on U .
Definition 4.16. Let M be a connected m-dimensional real analytic manifold. A subset X is
called analytic subset if for each point x ∈M there exists a neighborhood U of x in M such that
X ∩ U = {x ∈ U | f1(x) = · · · = fr(x) = 0},
where fi ∈ O(U).
Note that an analytic submanifold is not necessary an analytic subset. For instance, the half
hyperplane on Rn is an analytic submanifold, but not an analytic subset. However,
Lemma 4.17. A closed analytic submanifold is an analytic subset.
Semianalytic sets
Semianalytic sets are a generalization of semialgebraic sets. The idea is to change polynomials
by analytic functions. Let A be a ring of real-valued functions defined on a set E. Denote S(A )
the smallest family of subsets of E containing all sets {x | f(x) > 0}, f ∈ A , which is stable
under finite intersection, finite union and complement.
This definition is equivalent to say that X belongs to S(A ) if and only if is a finite union of sets
of the form
{x ∈ Rn | fi(x) = 0, gj(x) > 0, j = 1, . . . , p, i = 1, . . . , q}
where fi, gj ∈ A .
Note that, if A = R[x1, · · · , xn], then S(A ) is the set of semialgebraic sets of Rn.
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Theorem 4.18. Let pi : E × Rk → E be the projection onto the first component. Given
undeterminates t1, . . . , tk, denote A [t1, . . . , tk] the ring of functions f : E × Rk → R which
are a polynomial on t1, . . . , tk whose coefficients belong to A . If X ∈ S(A [t1, · · · , tk]), then
pi(X) ∈ S(A ).
Proof. Suppose X ∈ S(A [t1, · · · , tk]). Then X is the finite union of sets, each of whom is
described by functions of the form
fi(x, t) =
∑
|α|≤N
λi,α(x)tα
where λi,α ∈ A . Denote λ(x) = (λi,α(x)) and Λ(x, t) = (λ(x), t). Clearly, the following diagram
commutes:
E × Rk Λ //
pi

Rl × Rk
pi′

E
λ // Rl
Then X is the inverse image of a set X ′ by the map Λ(x, t) which is described by the polynomial
pi(λ, t) =
∑
|α|≤N λi,αt
α, thus X ′ is semialgebraic. Therefore,
pi(X) = pi(Λ−1(X ′)) = {x | ∃t st (λ(x), t) ∈ X ′} = λ−1(pi′(X ′))
where pi′((λα, t)) = (λα).
X
Λ //
pi

X ′
pi′

pi(X) λ // pi′(X ′)
Since X ′ is semialgebraic, using Tarski–Seidenberg theorem, pi′(X ′) is also semialgebraic. Since
pi′(X ′) is described by some polynomials qj , pi(X) is described by λ∗(qj) ∈ A and pi(X) ∈
S(A ).
Definition 4.19. A subset X ⊂M is semianalytic if for every x ∈M there exists a neighborhood
U of x in M such that X ∩ U ∈ S(O(U)).
That is to say, X is locally defined by inequalities of analytic functions.
Remark 4.20. This property has to be checked only around the points of the closure X.
Remark 4.21. Semianalyticity is not a transitive property: let V be an open set and U ⊂ V be
a semianalytic open subset. Assume X ⊂ U is a semianalytic subset. Then, in general, it is not
true that X ⊂ V is semianalytic. However, if X ⊂ U then it is true.
Again, an analytic submanifold doesn’t need to be a semianalytic subset.
Example 4.22. The set
Y = {(x, y) | x 6= 0, y = x sin (1/x)} ⊂ R2
is not a semianalytic subset (it does not exists an open neighborhood U of (0, 0) such that X ∩U
is defined by analytic functions).
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Example 4.23. Let X ⊂ R3 be the set of zeros of
p(x, y, z) =zx− 1
q(x, y, z) =y − x sin (1/x), x 6= 0.
This set is clearly semianalytic, sice the points of the plane x = 0 are exterior to X. Let
pi : R3 → R2 the projection onto the first two coordinates. Then
Y = pi(X) = {(x, y) | y = x sin (1/x), x 6= 0},
which is not semianalytic.
Definition 4.24. Let X be a semianalytic subset of M . A function f : X → R is semianalytic
if its graph is semianalytic.
As stated in the examples, the projection of a semianalytic set is not necessarily semianalytic.
In particular, projections and polynomials are not semianalytic maps.
Proposition 4.25. Let f1(x, y), · · · , ft(x, y) ∈ O(M)[y]. Then there exists a semianalytic par-
tition {A1, · · · , Am} of M such that for each k ∈ [1,m]:
1. The zeros of f1, · · · , ft on Ak are given by continuous functions ξ1 < · · · < ξrk .
2. The sign of each fi(x, y) on Ak depends only on the signs of the y − ξi(x).
Proof. Let
fi(x, t) =
∑
|α|≤N
λi,α(x)tα.
Then, fi(x, y) = Pi(λ(x), y), where Pi are polynomials. For these polynomials, using corollary
4.14, there exists a semialgebraic partition {A′k} and, for each k, continuous semialgebraic
functions ξ′j(λ). Then fi(x, ξ
′
j(λ(x))) = Pi(λ(x), ξ
′
j(λ(x))) = 0, when λ(x) ∈ A′k. Define Ak =
λ−1(A′k) and ξj = ξ
′
j ◦ λ.
Separating families
Definition 4.26. Let U be an open subset of M . A finite family f1, · · · , fm ∈ O(U) is separating
if, for any choice of the symbols σi ∈ {<,>,=}, the set
A =
m⋂
i=1
{x ∈ U | fi(x) σi 0}
satisfies
1. A is either empty or connected.
2. If A 6= ∅, then the closure of A in U is given by
A =
m⋂
i=1
{x ∈ U | fi(x) σi 0}
where σ represents {≤,≥,=} according to whether σ was {<,>,=}.
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It is easy to see that (2) is equivalent to:
(2′) If A 6= ∅ and B is also given by sign conditions on the fi, then B ⊂ A if and only if every
strict sign condition on the fi in B is also satisfied in A.
Example 4.27. One can check that the family
p1(x, y) = x+ y − 1
p2(x, y) = xy − 14
is separating.
Example 4.28. The family
p1(x, y) = x2 + y2 − 1
p2(x, y) = x
is not separating because the set defined by
{(x, y) ∈ R2 | p1(x, y) = p2(x, y) = 0}
is not connected.
Lemma 4.29 (Thom’s lemma). Let P1(x), · · · , Pm(x) ∈ R[x] be a finite family of polynomials
in one variable, which is stable under differentiation. Let
A =
m⋂
i=1
{x ∈ R | Pi(x) σi 0},
where σi ∈ {<,>,=}. Then:
1. A is either empty or connected (if it is connected, it must be a point or a open interval)
2. If A is nonempty, then
A =
m⋂
i=1
{x ∈ U | Pi(x) σi 0},
where σ represents {≤,≥,=}, according σ was {<,>,=}.
Proof. By induction on m. Thom’s lemma is trivial if m = 0. Let m ≥ 1. Suppose that Pm has
maximal degree in this family. Then P1, · · · , Pm−1 is stable under differentiation. Define
A′ =
m−1⋂
i=1
{x ∈ U | Pi(x) σi 0}.
Then
A = A′ ∩ {x ∈ U | Pm(x) σm 0}.
Apply induction on A′ and suppose it is not empty. If it is a point, the result it is clear. Suppose
that A′ is an open interval. Since the family is stable under differentiation, P ′m has constant
sign in A′ and, therefore, Pm is monotone in A′ and the condition {Pm σi 0} divides A′ into two
connected subintervals. Thus, A is empty, a point or an open set.
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Theorem 4.30. Any finite family of analytic functions on an analytic manifold M can be
completed, in a neighborhood of any point, to a separating family.
Proof. By induction on m = dim(M). Let f1, · · · , fp ∈ O(M). By the Weierstrass preparation
theorem (Appendix B.17), we can assume that for each point x ∈ M there exists a coordinate
neighborhood U such that:
1. U = U ′ × I where U ′ ⊂ Rm−1 and I is an open interval.
2. Let (x, y) = (x1, · · · , xm−1, y) denote the coordinates of U . Then each
fi(x, y) = ui(x, y)gi(x, y)
where ui are analytic nowhere vanishing functions and gi are monic polynomials in y whose
coefficients are analytic functions on U ′ such that, for each x ∈ U ′, all roots of gi(x, y) are
on I.
In other words, gi ∈ O(U ′)[y] ⊂ O(U ′ × R). Since ui do not affect to the sign of the functions,
we only need to prove the theorem for g1, · · · , gp. If m = 1, this is Thom’s lemma (to get a
separating family just add all derivatives).
In general, we proceed in a similar way. Given g1, · · · , gp, first we add all derivatives with
respect to y to get an extended family g1, · · · , gp, gp+1, · · · , gp+q, all monic in y (except for
constant factors). Using proposition 4.25, there exists a semianalytic partition {B1, · · · , Bs} of
U ′ such that, for each k = 1, · · · , s, the zeros of g1, · · · , gp+q over Bk are given by a continuous
semianalytic functions ξ1, · · · , ξtk , and the sign of each gi(x, y) on Bk depends only on the signs
of the y − ξj(x). Also, each Bk can be described by finitely many analytic functions on U ′
(shrinking it if necessary). By induction, we complete the list of functions which describe Bk to
a separating family gp+q+1(x), · · · , gp+q+r(x).
Claim: g1, · · · , gp+q+r is a separating family in U ′ × R. Suppose that
A =
p+q+r⋂
j=1
{(x, y) ∈ U ′ × R | gj(x, y) σj 0}
and define
B =
p+q+r⋂
i=p+q+1
{x ∈ U ′ | gi(x) σi 0}.
Let ξ1 < · · · < ξt the roots of g1, · · · , gp+q over B. Let pi : U ′ × R → U ′ be the projection.
Fix x0 ∈ U ′. Using Thom’s lemma, A ∩ pi−1(x0) is either empty, a point (x0, ξi(x0)) or an open
interval {(x0, y) : ξi(x0) < y < ξi+1(x0)} (admitting ±∞ as values of ξj). Remember that the
sign of the functions gj(x, y), j = 1, · · · , p+ q depends only on the signs of y− ξi(x). Therefore,
A is either empty, (x, ξi(x)) or {(x, y) | ξi(x) < y < ξi+1(x)}. Thus, A is either is empty or
connected. Suppose that A is nonempty. Let
A′ =
p+q+r⋂
i=1
{(x, y) ∈ U ′ × R | gi(x, y) σi 0}.
Clearly A ⊂ A′. Let’s see that A′ ⊂ A. By induction, we have that
B =
p+q+r⋂
i=p+q+1
{x ∈ U ′ | gi(x) σi 0}.
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Let x0 ∈ B. Since gj(x, y) are monic with respect to y, we can find a neighborhood V ′ of x0
in U ′ and K > 0 such that the roots ξ1, · · · , ξt are bounded by K on B ∩ V ′. Thus, for all
x ∈ B ∩ V ′, A ∩ ({x} × [−K,K]) 6= ∅ and A ∩ pi−1(x0) is nonempty. Applying Thom’s lemma,
there are only two possibilities for the fiber of A′ over x0:
1. It is a point. Then, it coincides with the fiber of A over x0.
2. It is a closed interval with non-empty interior. Suppose that (x0, y) belongs to its interior.
Then gj(x0, y) σj 0. Therefore, (x0, y) ∈ A and all the interval lies in A.
Therefore, A′ ⊂ A, which concludes the proof.
Properties of semianalytic subsets
Corollary 4.31. Let X be a semianalytic subset of M . Then
1. Every connected component of X is semianalytic.
2. The family of connected components of X is locally finite.
3. X is locally connected.
Proof. First statement is trivial. For the other two, it is enough to show that each a ∈ M has
a neighborhood U such that X ∩ U has finitely many connected components, all semianalytic
in U . Let U be a neighborhood of a such that X ∩ U can be described using finitely many
elements f1, · · · , fp of O(U). By last theorem, we can complete them to a separating family
f1, · · · , fp+q (shrinking U if necessary). Then X∩U is a disjoint union of finitely many connected
semianalytic subsets of U , each given by a sign condition on {fi}i.
Corollary 4.32. The closure and the interior of a semianalytic set is semianalytic.
Proof. Assume X is a semianalytic subset of the form
X =
⋂
i
{x ∈M | fi(x) σi 0}.
Using last theorem, complete {fi}i to a separating family. Since X is the union of some of the
sets A that appear on the definition of a separating family, X is semianalytic. For the interior
note that
Int(X) = X − (M −X).
Corollary 4.33. 1. Let X be a semianalytic subset of M , and let U ⊂ X be a semianalytic
subset of M which is open in X. Then, locally U is a finite union of semianalytic sets of
the form
{x ∈ X | f1(x) > 0, · · · , fk(x) > 0}
where fi are analytic functions.
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2. Every closed semianalytic subset of M is, locally, a finite union of sets of the form
{x | f1(x) ≥ 0, · · · , fk(x) ≥ 0}
where fi are analytic functions.
Proof.
1. Locally, we can complete a list of analytic functions used to describe X in U to a separating
family f1, · · · , fk. Then U =
⋃p
i=1 Ti, where Ti =
⋂k
j=1{x | fj(x) σij 0}, Ti 6= ∅, and σij
is either <, > or =. Let Vi be the open semianalytic set given by the intersection of the
sets with strict sign conditions in the preceding representation of Ti. Then each Ti ⊂ Vi,
so that U ⊂ X ∩⋃pi=1 Vi.
To show X ∩ Vi ⊂ U , note that X ∩ Vi is also a union of semianalytic sets given by sign
conditions on each fi. Let A be one of these sets. By the definition of Vi, every strict
condition satisfied of Ti is also satisfied in A. Therefore, Ti ⊂ A (by condition (2′) from
definition of semianalytic sets). Since U is open in X then U ∩A 6= ∅. Thus, A ⊂ U .
2. Follows from (1).
Semianalytic stratifications
We can prove a more general version of last theorem whose proof follows from it.
Definition 4.34. Let U ⊂M be a semianalytic open neighborhood of a point a. A locally finite
collection of subsets {Ak} is called a semianalytic stratification of U if
1. U is the disjoint union of the Ak.
2. Each Ak is a connected semianalytic subset and analytic submanifold of M .
3. ( Condition of the frontier) If Ak ∩Al 6= ∅, then Ak ⊂ Al and dim(Ak) < dimA.
Definition 4.35. Let U ⊂ M be a semianalytic open set and X ⊂ U an arbitrary set. A
semianalytic stratification of U is subordinated to X if there exists a subcollection {Ak} such
that
X =
⋃
k
Ak.
Theorem 4.36. Let f1, · · · , fp ∈ O(M). Let a ∈ M . Then there is a semianalytic open
neighborhood U of a, and a separating h1, · · · , hp, hp+1, · · · , hp+s ∈ O(U) such that hj = fj|U
(j = 1, · · · , p) and the collection {Ak} of subsets of U of the form
p+s⋂
j=1
{x ∈ U | hj(x) σj 0}
is a semianalytic stratification of U .
Corollary 4.37. Let X be a semianalytic subset of M . Then, there is a locally finite semiana-
lytic stratification {Ak} of M subordinated to X.
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Definition 4.38. Let X be a semianalytic set and {Ak} an stratification subordinated to X.
Define dimension of X as
dim(X) := max
k
{dim(Ak)}.
Remark 4.39. This definition is independent of the stratification. In fact, dim(X) = d if
and only if X contains an open set homeomorphic to an open ball in Rd, but not an open set
homeomorphic to an open ball in Rd+1.
Example 4.40. Consider the set defined by the zeros of
p(x, y) = xy.
A stratification of this set is the family of sets A0 = {(0, 0)}, A1 = {(x, y) | x = 0, y > 0},
A2 = {(x, y) | x = 0, y < 0}, A3 = {(x, y) | x > 0, y = 0} and A4 = {(x, y) | x < 0, y = 0}, and
its dimension is 1 = dim(A3)
4.3 Subanalytic sets
As we said, the projection of a semianalytic set is not always semianalytic. To overcome this, we
introduce one last kind of subsets: subanalytic sets. From now on until the end of the section,
M and N will be real analytic manifolds.
Definition 4.41. A subset X of M is called subanalytic if for each point x ∈ M there exists
a neighborhood U of x and a relatively compact semianalytic set Y ⊂ U × Rk such that pi(Y ) =
X ∩ U , where pi : U × Rk → U is the projection.
Note that semianalytic sets are also subanalytic. Closed subanalytic sets are the kind of subsets
which can be desingularized using desingularization theorem. Our goal now is to show some
properties about subanalytic sets. For example, it is clear that the union of two subanalytic
subsets is subanalytic and that every connected component of a subanalytic set is subanalytic.
What is not quite obvious, is that the complement of a subanalytic subset is also subanalytic.
This will be the subject of the theorem of complement.
Definition 4.42. Let X ⊂M be a subanalytic subset. A map f : X → N is called subanalytic
if its graph is subanalytic in M ×N .
Lemma 4.43. The image of a relatively compact subanalytic set by a subanalytic map is sub-
analytic.
Proof. Consider the map as the composition of the graph function and the projection onto the
second component.
Definition 4.44. Let X be a subanalytic subset of M . A point x ∈ X is called smooth of
dimension k if there is a neighborhood U of x in M such that X ∩ U is an smooth (analytic)
submanifold of M of dimension k.
Definition 4.45. Let X be a subanalytic subset of M . X is called smooth if each point of M
is smooth.
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Note that a smooth subanalytic subset is an analytic submanifold but the converse is not true.
To prove the theorem of complement, first we need to prove some technical lemmas. Let U and
V denote finite dimensional Euclidean spaces, W = U ⊕ V , n = dim(W ), and pi : W → U the
projection.
Lemma 4.46. Let X be a relatively compact semianalytic subset of W . Then X is a finite
union of connected smooth semianalytic subsets A such that, for each one:
1. The rank of pi is constant on A.
2. The linear subspaces TxA∩V , x ∈ A, admit a common complement in V , and the subspaces
pi(TxA), x ∈ A, admit a common complement in U .
3. There is an analytic function g in a neighborhood of A such that g > 0 on A and g = 0 on
A−A.
Proof. We prove this lemma by induction on the dimension k of X. The result is obvious if
k = 0. Let k > 0. Then, there exists a semianalytic subset Y ⊂ X such that dimY < k and
X − Y consist of smooth points of dimension k. By induction, we can assume that the result is
true on Y . So, without loss of generality, we can assume that X is smooth and connected.
Define
X0 = {x ∈ X | rankx(pi|X) is maximal}.
Then X0 is semianalytic and dim(X −X0) < k. Locally, X0 lies in an analytic set of dimension
k. Therefore, there are n − k nearly everywhere independent analytic functions h1, · · · , hn−k
defined in a neighborhood of X0 such that they vanish on X0. Let
Z = {x | dim < dhi(x); i = 1, . . . , n > < n− k}.
Then,
dim(X0 ∩ Z) < k.
Again, using the induction hypothesis on this subset, we can assume that rankx(pi|X) is constant
on X and that the functions hi are all independent.
Let G = Gk(W ) denote the Grassmannian of k-dimensional linear subspaces of W . Given linear
subspaces E ⊂ U and F ⊂ V , define
GE,F = {T ∈ G | F ⊕ (T ∩ V ) = V and E ⊕ pi(T ) = U}.
It is easy to see that GE,F is an open semialgebraic subset of G. Since Grassmannians are
compact spaces, there exists finitely many pairs (E,F ) such that
G =
⋃
(E,F )
GE,F .
Then,
X =
⋃
(E,F )
{x ∈ X | TxX ∈ GE,F }
and each set in this union is open in X. To prove that they are semianalytic, define
Σ = {(z1, · · · , zn−k) ∈Wn−k | z1, · · · , zn−kare not linearly independent}.
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Let
S : Wn−k − Σ→ G
be the map that sends (z1, · · · , zn−k) to the k-dimensional subspace which is orthogonal to
the subspace spanned by {z1, · · · , zn−k}. This is a continuous semialgebraic map. Therefore,
S−1(GE,F ) is semialgebraic and, denoting H(x) = (grad h1(x), · · · , grad hn−k(x)),
{x ∈ X | TxX ∈ GE,F } = X ∩H−1(S−1(GE,F ))
is semianalytic. This proves (1) and (2). To prove (3), suppose that A satisfies (1) and (2).
Locally, A−A lies inside an analytic set Y of dimension < dim(A). Since we are using induction
over the dimension of A, we only need to prove it on A− Y . Assume that
Y = {x | g1(x) = · · · = gl(x) = 0}.
Then g =
∑
g2i satisfies (3).
Definition 4.47. The dimension of a relatively compact subanalytic set is the highest dimension
of its smooth points.
Lemma 4.48. [Fiber-cutting lemma] Let X be a relatively compact semianalytic subset of W .
Then there exist finitely many smooth semianalytic subsets Bi, i = 1, · · · , r of X such that
1. pi(X) = pi(
⋃
iBi)
2. For each B, pi|B : B → U is an immersion.
3. For each B, the subspaces pi(TxB), x ∈ B, have a common complement in U .
Proof. Again, this proof will be done by induction (note that the 0-dimensional case is trivial).
Let k be the dimension of X. First, let {Ai} be the sets from last lemma. Property (1) is
satisfied by these sets. For
⋃
dimA<k A, the result is true by induction. Let A be a set such that
dim(A) = k and rk(pi|A) = k. Then A satisfies (2) and (3). On the other hand, if rk(pi|A) < k,
we only need to find a semianalytic subset B such that pi(A) = pi(B) and dim(B) < k. Once
we find it, by induction hypothesis, B will satisfy the two properties and, since pi(A) = pi(B), it
won’t break the first property. Using last lemma, pi has constant rank on A; therefore pi−1(pi(x))
is a manifold. Then for any x ∈ A, define
Api(x) = A ∩ pi−1(pi(x)).
Since pi(TxA) admits a common complement in U (by last lemma), then Api(x) is a submanifold
of pi−1(pi(x)). Let C be a connected component of Api(x). Using again last lemma, C is such
that C −C is non empty. Then, there exist a function g positive on C and vanishing on C −C.
Define
B = {x ∈ A | dxg|TxA∩V = 0}.
Since TxA ∩ V admits a common complement in V (which is semianalytic), then B is also
semianalytic. Since g is not constant on C but it is constant on B (which is a closed submanifold),
then dim(B) < dim(A). Also, since g has a maximum on C, then B ∩ C 6= 0 and pi(B) =
pi(A).
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Remark 4.49. Let X be a subanalytic set. Then the dimension of X coincides with the maxi-
mum dimension of the sets Bi.
Example 4.50. Consider on R3 the union of the sphere of radius 1 and the plane x = 0 and
its projection onto the plane z = 0. To get a partition as in the lemma, choose the two caps,
the circle on z = 0 and the set defined by the zeros of {x, z, |y| > 1}.
Lemma 4.51. Assume that, in U , the complement of every subanalytic set is subanalytic. Let
B denote a bounded smooth semianalytic subset of W such that pi|B : B → U is a local diffeo-
morphism. For every u ∈ U , let µ(u) denote the number of points in the fiber Bu = B ∩pi−1(u).
Then µ(u) is bounded on U .
Proof. Since pi is a local diffeomorphism from a bounded set, µ(u) < ∞ for all u ∈ U . Clearly,
µ(u) is lower semicontinuous. Define
C = pi(B −B).
Clearly C is a closed subanalytic subset of U whose dimension is lower than dim(U). Therefore,
C is nowhere dense in U . Thus, proving the lemma on U − C is enough. But, by hypothesis,
U−C is subanalytic and, therefore, has finitely many connected components and µ(u) is constant
on each of them.
Definition 4.52. Let ϕ : X → Y be a map between sets. For any positive integer s, let Xsϕ
denote the s-fiber product
Xsϕ := X×ϕ
s· · · ×ϕX = {x = (x1, · · · , xs) | ϕ(x1) = · · · = ϕ(xs)}
and let ϕ : Xsϕ → Y denote the induced map.
Lemma 4.53. Assume that, in U , the complement of every subanalytic set is subanalytic. Let
X be a relatively compact subanalytic subset of W . Suppose that the number of points µ(u) in
the fiber Xu = X ∩ pi−1(u) is bounded on U . Then W −X is subanalytic.
Proof. Denote
Λs = {x ∈W spi | xi = xj for some i 6= j}.
Then Xs ∩ (W spi − Λs) is a relatively compact subanalytic subset of W s. Denote
Cs = {u ∈ U | µ(u) ≥ s}
and
Ds = {u ∈ U | µ(u) = s}.
Then
Cs = pi(Xs ∩ (W spi − Λs))
and
Ds = Cs − Cs+1
are subanalytic. Moreover, there exists a number t such that U =
⋃t
s=0Ds. We can split
W −X =
t⋃
s=0
(pi−1(Ds)−X)
28
and each one of the pieces can be decomposed as the intersection
pi−1(Ds)−X = pi−1(Ds) ∩ p((W ×Xs) ∩ (W s+1pi − Λs+1)),
where p : W ×W s → W is the projection. Since (W ×Xs) ∩ (W s+1pi − Λs+1) is subanalytic in
W×W s and “W s-relatively compact” (its intersection with p−1(K) is relatively compact for any
compact set K ∈W ), then pi−1(Ds)−X is subanalytic. Therefore, W −X is subanalytic.
Theorem 4.54 (Theorem of the complement). Let M be a real analytic manifold. If X is a
subanalytic subset of M , then M −X is also subanalytic.
Proof. Remember that being subanalytic is a local condition on M . Thus, choosing an appro-
priate coordinate system, we can assume that M is the n-dimensional Euclidean space W and
that X is relatively compact (since it is the projection on a relatively compact set). Again,
we proceed by induction on n (note that n = 0 is a trivial case). By definition, there exist a
finite-dimensional vector space Z and a relatively compact semianalytic subset B of W ×Z such
that X = pi(B), being pi : W × Z → W the projection. Let Bi be one of the subsets from the
fiber-cutting lemma. This means that pi(B) = pi(
⋃
iBi) and in each Bi, pi|Bi is an immersion
and the pi(TxBi) have a common complement V for all x ∈ Bi. Deppending on the dimension
of Bi, we need to distinguish two cases:
• If dim(Bi) < n, then decompose W = U⊕V and let pi0 : U⊕V → U be the projection. By
induction, since dim(U) < n, in U the complement of a subanalytic subset is subanalytic.
Using lemma 4.53, for any u ∈ U , |Bi∩(pi0◦pi)−1| is bounded on U . Therefore, |pi(Bi)∩pi−10 |
is also bounded and, using last lemma, the complement of X = pi(Bi) is subanalytic.
• If dim(Bi) = n, then pi|Bi is a local diffeomorphism. Let C = Bi − Bi. Then pi(C) is a
subanalytic set of dimension < n, and so W − pi(C) is subanalytic (using first case). Note
that W −pi(Bi) is open and closed in W −pi(C) (since pi(C) disconnects the space). Thus,
it is also subanalytic. Decomposing
W − pi(Bi) = (W − pi(Bi)) ∪ (pi(Bi)− pi(Bi)) = (W − pi(Bi)) ∪ (pi(C)− pi(Bi) ∩ pi(C))
and using that pi(Bi)∩ pi(C) is subanalytic of dimension < n then, applying the first case,
we conclude that W − pi(Bi) is subanalytic.
Finally, using that W − pi(B) = ⋂i(W − pi(Bi)), we finish the proof of the theorem.
Proposition 4.55. Let M be a real analytic manifold and let X be a closed subanalytic subset
of M . Then each point of X admits a neighborhood U such that X ∩U = pi(A), being A a closed
analytic subset of U × Rq, with dim(A) = dim(X ∩ U) and such that pi|A is proper.
Proof. Since every subanalytic set is the projection of a semianalytic set, and using the Fiber-
cutting Lemma, we can assume thatX is semianalytic. Let a ∈ X. Then, there is a neighborhood
U of a such that
X ∩ U =
⋃
i
Yi
where Yi = {x ∈ U | fij ≥ 0, j = 1, · · · , pi} and fij ∈ O(U). Let Y be one of this sets and define
the closed analytic subset
A = {(x, y) = (x, y1, · · · , yn) ∈ U × Rp+1 | fj(x) = y2j , j = 1, · · · , p}.
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Trivially, dim(A) = dim(Y ), Y = pi(A) and pi|A is proper. Putting together all these sets A in
a big enough space will give us the set we wanted.
Next proposition gives several equivalent definitions for subanalytic sets. It is interesting to
remark it, but since we do not use it, we will not prove it. An interested reader can find a proof
on [BM88].
Proposition 4.56. Let M be a real analytic manifold and X be a subset of M . The, the
following conditions are equivalent:
1. X is subanalytic.
2. Every point of M has a neighborhood U such that
X ∩ U =
p⋃
i=1
(fi1(Ai1)− fi2(Ai2))
where Aij are compact analytic subsets of real analytic manifolds Nij and fij : Nij → U
are real analytic maps such that fij |Aij is proper.
3. Every point of M has a neighborhood U such that X ∩U belongs to the class of subsets U
obtained using finite intersection, finite union and complement, from the family of closed
subsets of U of the form f(A), where A is a closed analytic subset of a real analytic
manifold N , f : N → U is real analytic and f |A is proper.
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5 Desingularization theorem and applications
In this section a proof of desingularization theorem is given, along with some of its applications.
Desingularization theorem is based on the so called blow-ups. Therefore, first it is mandatory
to recall its definition and prove a theorem about normal crossing functions. The proof of
desingularitzation theorem can be found after that. As stated, the idea is to change a subanalytic
set for a manifold and lift the LSS on the original manifold to this new manifold. To prove that
solutions are lifted we need some consequences of desingularization theorem, which can also be
found in this section. All the definitions and theorems of this section can be found in [BM88],
as well as more consequences of the desingularitzation theorem.
5.1 Transforming analytic functions to normal crossing using blow-ups
Many of the definitions and proofs of this section can be applied to the complex field, but since
we are only working with real numbers, we will denote Pn the n-dimensional real projective
space.
Definition 5.1. Let V be an open neighborhood of 0 in Rn. The blow-up of V with center {0}
is the projection pi : V ′ → V where
V ′ := {(x, l) ∈ V × Pn−1 | x ∈ l}.
With this definition, pi is proper and restricts to a homeomorphism over V − {0}. Note that
pi−1(0) = Pn−1. The idea of a blow-up is to add (at the center) all the derivatives or directions.
Proposition 5.2. V ′ is an algebraic and smooth submanifold of V × Pn−1.
Proof. Let x = (x1, · · · , xn) denote affine coordinates of V and ξ = [ξ1, · · · , ξn] denote projective
coordinates of Pn−1. Then
V ′ = {(x, ξ) ∈ V × Pn−1 | xiξj = xjξi, i, j = 1, · · · , n}
and so it is an algebraic submanifold. For analyticity, just use the coordinate charts (Vi, (xij)),
i, j = 1, · · · , n:
V ′i = {(x, ξ) ∈ V ′ | ξi 6= 0}
xii = xi
xij = ξj/ξi j 6= i
Next, we will extend the definition of blow-up to more general centers and, using the fact that
outside the center a blow-up is a homeomorphism, we will blow-up manifolds.
Definition 5.3. Suppose that m > n and W is an open subset of Rm−n. Then the mapping
pi × id : V ′ ×W → V ×W is called blow-up of V ×W with center {0} ×W .
Definition 5.4. Let M be an analytic manifold and Y a closed analytic submanifold of M .
Define the blow-up with center Y as the pair (M ′, pi) where M ′ is an analytic manifold and
pi : M ′ →M is a proper analytic map such that:
31
1. pi restricts to an analytic isomorphism M ′ − pi−1(Y )→M − Y .
2. Take any (U,ψ) coordinate chart of M adapted to Y , ψ : U → V ×W , where V and W
are open neighborhoods of the origins in Rn and Rm−n. Let pi0 : V ′ → V be the blow-up
of V with center {0}. Then, there exists an analytic isomorphism ψ′ : pi−1(U)→ V ′ ×W
such that the following diagram commutes:
pi−1(U)
ψ′ //
pi

V ′ ×W
pi0×id

U
ψ // V ×W
Note that this conditions define pi uniquely (up to isomorphism of M ′ commuting with pi). Also
note that the condition is for any chart of M , which is related to the definition of semianalytic
and subanalytic sets.
Definition 5.5. Let M be an analytic manifold. Let U be an open subset of M and Y a
closed analytic submanifold of U . The local blow-up of M over U with smooth center Y is the
composition pi : U ′ →M of the blow-up U ′ → U with center Y and the inclusion U →M .
Definition 5.6. Let M be an analytic manifold and let O(M) denote the ring of analytic
functions on M . Let f ∈ O(M). We say that f is locally normal crossing if, for all x ∈ M ,
there exists a neighborhood U of x with coordinates x = (x1, · · · , xn) such that, in U ,
f(x) = xα11 · · ·xαnn g(x) αi ∈ N
where g ∈ O(U) is nowhere vanishing.
Let K{y}, y = (y1, · · · , yp), denote the set of convergent power series.
Lemma 5.7. Let y = (y1, · · · , yp). Let α, β, γ ∈ Np and let a(y), b(y), c(y) be invertible
elements of R{y}. If
a(y)yα − b(y)yβ = c(y)yγ
then either α ≤ β or β ≤ α (where α ≤ β means αk ≤ βk, k = 1, · · · , p).
Proof. Put δ = inf(α, β) where α = (α1, · · · , αp) and β = (β1, · · · , βp). Let
δ = (δ1, · · · , δp).
If δ = α, then α ≤ β. Otherwise, choose k such that δk 6= αk. Then, on the set {y | yk = 0}, we
have
yα−δ = 0
and
0 6= −b(y)yβ−δ = c(y)yγ−δ.
Since b and c are invertible, it follows that β = γ. Then
a(y)yα = (b(y) + c(y))yβ
and β ≤ α.
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Theorem 5.8. Let M be a analytic manifold. Let f ∈ O(M) non-identically zero on any
component of M . Then, there exists a countable collection of analytic mappings pij : Wj → M
such that:
1. Each pij is the composition of a finite sequence of local blow-ups with smooth centers.
2. There exists a locally finite open covering {Ui} of M such that pij(Wj) ⊂ Uj for all j.
3. If K ⊂ M is compact, then there are compact subsets Lj ⊂ Wj such that K =
⋃
j pij(Lj)
(finite by 2).
4. For each j, f ◦ pij is locally normal crossing on Wj.
We will call a countable collection of mappings {pij : Wj →M} satisfying (1)− (3) a Σ-covering
of M . Note that Σ-coverings can be composed.
Proof. Let a ∈ M . Let Oa denote the local ring of germs of analytic functions on M at a and
let ma denote the maximal ideal of Oa (ideal of functions vanishing at a). Suppose that f is an
analytic function on a neighborhood U of a. Let fa denote the germ of f at a. Assuming fa is
not identically zero, put
µa(f) := max{k ∈ N | fa ∈ mka} (multiplicity of a)
νa(f) := min{µa(g) | fa = g
∏r
i=1 li, where g ∈ Oa and li ∈ ma − m2a, i = 1, · · · , r} (“singular”
multiplicity of a. Take νa(f) = 0 if f(a) 6= 0.)
Clearly, νa(f) = 0 if an only if either f(a) 6= 0 or fa is a product of the “smooth factors”
li. Both µa(f) and va(f) are upper semicontinuous as functions of a ∈ M . We will prove the
result by induction on m = dim(M). If m = 1, then f is already locally normal crossing (take
g = f/(x − a)k where k = µa(f)). Suppose m > 1. Let a ∈ M and suppose that f(a) = 0 (if
f(a) 6= 0, it is nonvanishing on a neighborhood of a and normal crossing on that neighborhood).
Put d = νa(f). Then, in some neighborhood U of a, f factors as f = ln11 · · · lnrr g where µa(g) = d
and the li are different factors such that µa(li) = 1distinct µa(f) = d+
∑
ni.
If F , G ∈ O(U) (or Oa), we will say that F ∼ G if they are equal up to a multiplication by an
invertible factor in O(U) (or Oa).
There are local coordinates x = (x1, · · · , xm) centered at a such that
fa(0, · · · , 0, xm) ∼ xem
where e = µa(f). It follows that ga(0, · · · , 0, xm) ∼ xdm and li,a(0, · · · , 0, xm) ∼ xm. By Weier-
strass preparation theorem (Appendix B.17), we can assume that U = V ×D where V ⊂ Rm−1,
D ⊂ R are open neighborhoods of 0, a = 0 and
f(x) ∼ l1(x)n1 · · · lr(x)nrg(x)
x = (x1, · · · , xm) ∈ U , where
• li(x) = xm + ai(x1, · · · , xm−1), i = 1, · · · , r
g(x) = xdm +
∑d
j=1 cj(x1, · · · , xm−1)xd−jm
• The ai are different. For each i = 1, · · · , r, ai ∈ O(V ) and ai(0) = 0. For each j = 1, · · · , d,
cj ∈ O(V ) and µ0(cj) ≥ j.
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• {x ∈ U | f(x) = 0} = {x ∈ V × R | l1(x)n1 · · · lr(x)nrg(x) = 0}
Clearly, we can assume that M = U = V × R. Put x˜ = (x1, · · · , xm−1). If d > 0, then, after a
coordinate transformation
x′k = xk, k = 1, · · · ,m− 1
x′m = xm +
1
d
c1(x˜)
we can further assume that c1(x˜) ≡ 0; i.e.,
g(x) = xdm +
d∑
j=2
cj(x˜)xd−jm
The significance of this representation is that, since ∂d−1g/∂xd−1m = d!xm, then µx(g) = d only
if xm = 0. If d = 0, then, after a coordinate transformation
x′k = xk, k = 1, · · · ,m− 1
x′m = xm + a1(x˜)
we can assume that a1(x˜) ≡ 0.
Let Af (x˜) denote the product of all nonzero functions from the following list and all of their
nonzero differences:
ad!i i = 1, · · · , rcd!/jj j = 2, · · · , d
By induction, there exists a Σ-covering {p˜ik : Vk → V } such that each Af ◦ p˜ik is locally normal
crossing in Vk. Then {p˜ik × id : Vk × R → V × R} is a Σ-covering of U . Using the fact that
we can compose Σ-coverings, to simplify the proof, we will assume that Af (x˜) is locally normal
crossing in V itself. Shrinking V if necessary, we can also assume that
Af (x˜) ∼ x˜θ = xθ11 · · ·xθm−1m−1
Then, each nonzero ai(x˜)d! ∼ x˜αi and each nonzero cj(x˜)d!/j ∼ x˜γj , where αi = (αi1, · · · , αim−1) ∈
Nm−1 and γj = (γj1, · · · , γjm−1) ∈ Nm−1 . Moreover, by Lemma 5.7, these exponents are totally
ordered with respect to the induced partial ordering from Nm−1.
Again, using the composition of Σ-coverings, it is enough to prove:
Case 1. d > 0. There is a (finitely indexed) Σ-covering {pit : Wt → U} such that, for each t,
νy(f ◦ pii) < d, for all y ∈Wt.
Case 2. d = 0. There is a (finitely indexed) Σ-covering {pit : Wt → U} such that, for each t, f ◦ pii
is locally normal crossing on Wt.
Case 1. We will use an inductive argument. To set up the induction, it is convenient to begin with
f of the following more general form:
f(x) ∼ x˜αl1(x)n1 · · · lr(x)nr · · · ls(x)nsg(x)
where α ∈ Nm−1, r ≤ s, the li are distinct smooth factors, g and l1, · · · , lr are as before
and lr+1, · · · , ls, vanish nowhere on {xm = 0} (We will begin with α = 0 and s = r). Of
course, νx(f) = d only if µx(g) = d.
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The exponents αi and γj of the nonzero ad!i (i = 1, · · · , r) and cd!/jj are totally ordered.
Let σ denote the smallest among these exponents. Then |σ| = ∑m−1k=1 σk ≥ d!. Put
Z = {x ∈ U | µx(ln1 · · · lnrr g) = d+
r∑
i=1
ni}
Clearly,
Z = {x ∈ U | µx(g) = d and li(x) = 0, for i = 1, · · · , r}
= {x ∈ U | xm = 0 and Σk∈J(x)σk ≥ d!}
where J(x) = {k | xk = 0, k = 1, · · · ,m − 1}. Let S denote the collection of subsets I of
{1, · · · ,m− 1} such that 0 ≤∑k∈I σk − d! < σl for all l ∈ I. For each I ∈ S, put
ZI = {x ∈ U | xm = 0 and xk = 0, for any k ∈ I}
The ZI , I ∈ S, are the irreducible components of Z. Let I ∈ S. Let pi : U ′ → U be the
blow-up with center ZI . Then U ′ is identified with
{(x, ξ) ∈ U × Pm−1 | ξk = 0, for k /∈ I ∪ {m}, and xjξl = xlξk, for k, l ∈ I ∪ {m}}
As we did before, U ′ is covered by coordinate charts
U ′k = {(x, ξ) ∈ U ′ | ξk 6= 0}, k ∈ I ∪ {m}
where U ′k has coordinates y = (y1, · · · , ym) such that
xl = yl, l /∈ I ∪ {m}
xk = yk
xl = ykyl, l ∈ (I ∪ {m})− {k}
Since, for every x ∈ ZI , ai(x) = 0, i = 1, · · · , r and µx(cj) ≥ j, j = 2, · · · , d, it follows that
νy(f ◦ pi) = 0 at each point y of U ′ −
⋃
k∈I U
′
k. Therefore, if suffices to consider f ◦ pik for
each k ∈ I, where pik = pi|U ′k . Fix k ∈ I. If y = (y1, · · · , ym) ∈ U ′k, put y˜ = (y1, · · · , ym−1)
and p˜ik(y˜) = pik(y).
Clearly, U ′k = V
′
k × R, where V ′k = {y ∈ U ′k | ym = 0}, and p˜ik : V ′k → V . Then
(li ◦ pik)(y) = yk(ym + a′i(y˜)), i = 1, · · · , r
(g ◦ pik)(y) = ydkg′(y)
where
a′i(y˜) =
1
yk
(ai ◦ p˜ik)(y˜) ∈ O(V ′k), i = 1, · · · , r
g′(y) = ydm +
d∑
j=2
c′j(y˜)y
d−j
m
c′j(y˜) =
1
yjk
(cj ◦ p˜ij)(y˜) ∈ O(V ′k), j = 2, · · · , d
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It follows that each nonzero a′i(y˜)
d! ∼ y˜βi and each nonzero c′j(y˜)d!/j ∼ y˜δ
j
, where βi =
(βi1, · · · , βim−1) ∈ Nm−1, δj = (δj1, · · · , δjm−1) ∈ Nm−1, and
βil = α
i
l, if l 6= k
βik =
∑
l∈I
αil − d!
δjl = γ
j
l , if l 6= k
δjk =
∑
l∈I
γjl − d!
In particular, the exponents βi and δj are totally ordered in the same way as the αi and
γj . If νy(f ◦ pik) < d for all y ∈ U ′k, we are done. Suppose νy(f ◦ pik) = d for some
y = (y1, · · · , ym) ∈ U ′k. It follows that µy(g′) = d, and hence that ym = 0. Therefore,
since each (c′j)
d!/j ∼ y˜δj , we have µ0(g′) = d. Likewise, for each i = 1, · · · , r, if a′i(y˜) = 0,
y˜ ∈ V ′k, then a′i(0) = 0.
Let τ = (τ1, · · · , τm−1) denote the smallest among the nonzero exponents βi and δi; then
τ is associated with f ◦ pik in the same way as σ is associated with f . Let q denote the
number of indices i = 1, · · · , r such that a′i(0) = 0. If q = r, then
τl = σl, if l 6= k
τk =
∑
l∈I
σl − d!;
in particular, |τ | < |σ|. Therefore, either q < r or q = r and |τ | < |σ|. It follows that, after
transforming f by a Σ-covering involving finitely many sequences of at most |σ|/d! local
blows-up over successive coordinate charts, as above, either r or d must decrease. Case 1
follows by induction.
Case 2. To set up an appropriate induction, it is again convenient to begin with f of a more general
form
f(x) ∼ x˜αl1(x)n1 · · · lr(x)nr · · · ls(x)ns
where α ∈ Nm−1 and the li are distinct smooth factors li(x) = xm + ai(x˜), ai(0) = 0, such
that a1(x˜) ≡ 0 and Af (x˜) ∼ x˜θ, θ ∈ Nm−1, where Af is the product of all nonzero ai and
their differences. (At the beginning, we have α = 0). In particular, the exponents of the
nonzero ai(x˜) ∼ x˜αi are totally ordered. As before, let σ denote the smallest among these
exponents. Then |σ| = ∑m−1k=1 σk ≥ 1. Let
Z = {x ∈ U | li(x) = 0, i = 1, · · · , r}
= {x ∈ U | xm = 0 and
∑
k∈J(x)
σk ≥ 1}
where J(x) = {k | xk = 0, k = 1, · · · ,m− 1}. For each k = 1, · · · ,m− 1, let
Zk = {x ∈ U | xk = xm = 0}.
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The Zk such that σk ≥ 1 are the irreducible components of Z. Let pi : U ′ → U be the
blow-up with center Zk, for some k = 1, · · · ,m− 1 such that σk ≥ 1. Then
U ′ = {(x, ξ) ∈ U × Pm−1 | ξl = 0, l 6= k,m and xkξm = xmξk}
and U ′ = U ′k ∪ U ′m, where, for l = k,m, U ′l is the coordinate chart {(x, ξ) ∈ U ′ | ξk 6= 0}.
Let pil = pi|U ′l . The chart U
′
m has coordinates y = (y1, · · · , ym) in which pim is given by
xk = ykym, xm = ym and xl = yl when l 6= k,m. Let
X ′m =
r⋃
i=1
{y ∈ U ′m | 1 + ai(pim(y))/um = 0}.
Then X ′m is a closed analytic subset of U ′m. Clearly, X ′m ∩ (U ′m − U ′k) = ∅ and f ◦ pim is a
locally normal crossing on U ′m −X ′m.
The chart U ′k has coordinates y = (y1, · · · , ym) in which pik is given by xk = yk, xm = ykym
and xl = yl, l 6= k,m. Let y˜ = (y1, · · · , ym−1) and p˜ik(y˜) = pik(y). Clearly, U ′k = V ′k × R,
where V ′k = {y ∈ U ′k | ym = 0}, and p˜ik : V ′k → V . Let f ′ = f ◦ pik. Then
f ′(y) ∼ y˜βl′1(y)n1 · · · l′r(y)nr
where β = (β1, · · · , βm−1) ∈ Nm−1, with βl = αl when l 6= k and βk = αk + n1 + · · ·+ nr,
and where
l′i(y) = ym + a
′
i(y)
a′i(y) =
1
yk
(ai ◦ p˜ik)(y˜) ∈ O(V ′k)
Therefore, each nonzero a′i(y˜) ∼ y˜β
i
, where βi = (βi1, · · · , βim−1) ∈ Nm−1, βik = αik−1, and
βil = α
i
l for l 6= k.
Suppose that a′i(0) = 0, i = 1, · · · , r. Then Af ′(y˜) ∼ y˜ϕ, where ϕ ∈ Nm−1, and the βi are
totally ordered in the same way as the αi. Let τ = minβi. Then τk = σk − 1 and τl = σl,
l 6= k. Thus, 1 ≤ |τ | = |σ| − 1. Therefore, after repeating the process of blow-up |σ| times,
we can assume that a′i0 6= 0 for some i0 = 2, · · · , r.
Let bpm, p = 1, · · · , s, denote the distinct values −a′i(0), i = 1, · · · , r. Since a′1 ≡ 0, then
2 ≤ s ≤ r. For each p, let
I(p) = {i ∈ [1, r] | bpm = −a′i(0)}
Choose i(p) ∈ I(p). Put Up = U ′k, with coordinates z = (z1, · · · , zm) centered at bp =
(0, · · · , 0, bpm) defined by
zl = yl l = 1, · · · ,m− 1
zm = ym + a′i(p)(y˜)
Then, for each i = 1, · · · , r, l′i(y) = l′′i(z), where l′′i (z) = zm + a′′i (z˜) and a′′i (z˜) = a′i(z˜) −
a′i(p)(z˜). Put
Xp = {z ∈ Up | l′′i (z) = 0, for some i /∈ I(p)}
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Since each a′i(z˜)−a′j(z˜) ∼ z˜γ
ij
, for some γij ∈ Nm−1, it follows that Xp∩{z | l′′i (z) = 0} = ∅
for all i ∈ I(p). In Up −Xp,
fp(z) ∼ z˜γ
∏
i∈I(p)
l′′i (z)
ni , z ∈ Up
where γ ∈ Nm−1, a′′i (p) = 0, and Af ′′(z˜) ∼ z˜ψ for some ψ ∈ Nm−1. But I(p) has fewer
than r elements.
Since the Up − Xp, p = 1, · · · , s, together with U ′m − X ′m, cover U ′, case 2 follows by
induction on r.
Remark 5.9. The proof shows that there is a countable collection of analytic maps pij : Wj →M
satisfying conditions (1)−(4) in the theorem and having the following additional property: Write
each pij = pij1 ◦ · · · ◦ pij,k(j) where for each k = 1, · · · , k(j), pijk : Uj,k+1 → Ujk is a local blow up
of Ujk with smooth center Yjk (denote Uj1 = M and Uj,k(j)+1 = Wj). Let Ek denote the union
of the inverse images in Ujk of Yj1, · · · , Yj,k−1. When k = k(j) + 1, these hypersuperfaces are
transverse.
5.2 Desingularization theorem
Definition 5.10. Let M be a connected m-dimensional real analytic manifold and let X ⊂M .
A desingularization of X is a proper analytic map ψ : N →M such that ψ(N) = X and N is a
real analytic manifold of the same dimension as X.
Theorem 5.11 (Uniformization theorem). Let X be an analytic subset of M . Then, there exists
a desingularization of X.
Proof. Let a ∈M . Let Xa denote the germ of X at a. Let f1, · · · , fn be real analytic functions
defined in a neighborhood U of a, such that
X ∩ U = {x ∈ U | fi(x) = 0, i = 1, · · · , n}.
Let r = dim(Xa). We can assume that there exists a analytic subset Z of U such that dim(Z) < r
and X ∩U −Z is pure smooth and of dimension r. It is sufficient to find a compact real analytic
manifold N such that dim(N) = r, and a real analytic map ψ : N →M such that ψ(N) ⊂ X∩U
and ψ(N) is a neighborhood (maybe not open) of a in X ∩U −Z. We will do this for any a ∈ X
and, then, we will “patch together” all these manifolds. To prove this, we proceed by induction
on codim(Xa) = m− r. If codim(Xa) = 1, the result holds by theorem 5.8. Define f = f1 · · · fn.
Using theorem 5.8, there is a countable collection of real analytic pij : Wj → U such that:
1. Each pij is the composition of a finite sequence of local blow-ups with smooth submanifolds
as centers.
2. For each j there is a compact subset Lj ⊂Wj such that
⋃
j pij(Lj) is a neighborhood of a
in U .
3. For each j, f ◦ pij is locally normal crossing on Wj .
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Denote Uj1 = U and Uj,kj+1 = Wj . Then, for each j, write pij = pij1 ◦ · · · ◦ pij,kj , where, for each
k = 1, · · · , kj , piji : Uj,i+1 → Uj,i is a local blow-up of Uji over an open subset Vji ⊂ Uji, with
center a closed analytic submanifold Yji ⊂ Vji. Denote, for each i = 2, · · · , kj + 1, Ej,i the union
of the inverse images in Uji is Yj1, · · · , Yj,i−1. We can assume that Ej,i is the union of smooth
hypersurfaces in Uji and, when, i = kj + 1, these hypersurfaces are transverse (5.9). Choosing
U small enough, suppose that Vj1 = Uj1 = U . For each j and i, denote Xj1 = X ∩U and define
Xj,i+1 = pi−1ji (Xji ∪ Yji).
We can assume that, for each j and i, there exists aji ∈ Uji such that Vji is an open neighborhood
of aji, small enough so that:
1. Xji ∩ Vji is a finite union of irreducible analytic subsets Xj,i,l of Vji.
2. For each l, every connected component of the smooth points of Xj,i,l is adherent to aji.
For each j and i, let L(j, i) denote the set of those l such that Xj,i,l is not an irreducible
component of Eji. If l ∈ L(j, i), then dim(Xj,i,l) ≤ r. Suppose that Xjil ⊂ Yji, where l ∈ L(j, i)
and dim(Xjil) = r. Since dim(Yji) < m, the codimension of Xjil in Yji is less than codimension
of Xj1 in U . By induction, there is a real analytic manifold N ′jil of dimension r, and a proper real
analytic map ψ′jil : N
′
jil → Ykl such that ψ′jil(N ′jil) ⊂ Xjil and ψ′jil(N ′jil) includes the smooth
points of dimension r of Xjil. Therefore, there is a compact real analytic manifold Njil of
dimension r, and a real analytic map ψjil(Njil) ⊂ Yjl such that ψ′jil(N ′jil) ⊂ Xjil and ψjil(Njil)
includes the smooth points of dimension r of Xjil within some neighborhood of the image of Lj
in Uji. Now, for each j,
∏n
i=1(fi ◦ pij)(x) is locally normal crossing in Wj ; therefore, we can find
finitely many points ajp of Lj such that:
1. For each p, there is a neighborhood Wjp of ajp, with coordinates x = (x1, · · · , xn) centered
at ajp in which
n∏
i=1
(fi ◦ pij)(x) = xα11 · · ·xαnn u(x)
where u is an analytic function vanishing nowhere in Wjp.
2. There is a positive number εjp such that the balls Bjp(0, εjp) cover a neighborhood of Lj
in Wj .
Define Xjp as the zeros of
∏n
i=1(fi ◦ pij)(x). It is clear that Xjp is the union of the coordinate
subspaces of Wjp. Write Xjp = X ′jp ∪E′jp, where E′jp is the union of the irreducible components
of Xjp lying in Ej,kj+1. Denote Xjpq the irreducible components of X
′
jp of dimension r. For
each p and q, denote Sjpq the standard r-dimensional sphere of radius εjp and φjpq : Sjpq →Wj
the standard map onto the ball Bjp ∩Xjpq. Finally, take N as the disjoint union of all Njil and
Sjpq, and ψ : N → M the map defined by pij1 ◦ · · · ◦ pijmi−1 ◦ ψjil on each Njil and by pij ◦ φjpq
of each Sjpq.
Corollary 5.12 (Desingularization theorem). Let X be a closed subanalytic subset of M . There
exists a desingularization of X.
Proof. Use proposition 4.55 and then the Uniformization theorem.
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Example 5.13. Consider X the zero set of the function p(x, y) = x2−y3. From basic algebraic
geometry [Sha94], an irreducible algebraic variety X is singular at a point a if and only if the
dimension of the variety is smaller than the dimension of the tangent space at a. In this case X
has dimension 1 and the tangent space is defined by the kernel of the differential
dp = (2x,−3y) ,
which has dimension 2 at the point 0 = (0, 0). The blow-up of X at 0 is the set
V = {(x, y;u, v) ∈ R2 × P1 | x2 = y3, xv = yu, u+ v = 0}.
Since the differential 2x −3y 0 0v u y x
0 0 1 −1

has constant rank 2 on V , the dimension of the tangent space is 1 and V is non-singular. V
with the induced projection is a desingularization of X.
5.3 Subanalytic curves
Lemma 5.14. Let I = [t0, t1) be an interval and x : I → M be a continuous subanalytic
curve.
1. If its graph is a relatively compact subset of R ×M , then there exist a uniquely defined
continuous subanalytic prolongation x˜ : I →M .
2. If its graph is not a relatively compact subset then it is closed.
Proof. 1. Let I = [t0, t1). First, we prove that there exists the limit
x1 = lim
t→t−1
x(t).
We know that the closure of a subanalytic set is subanalytic. Thus, Γx is subanalytic
and compact and Γx ∩ ({t1} × M) is also subanalytic, compact and non-empty. Let
(t1, x1) ∈ Γx ∩ ({t1} ×M) . Then (using an appropriate coordinate chart), for any small
ε > 0, the set
Γεx = Γx ∩ ((t0, t1)×Bε(x1))
is nonempty and relatively compact. Thus, it has a finite number of connected components,
which we will denote by Ci, i = 1, · · · , nε. Then, Ci = graph(x|(αi,βi)), with βi ≤ αi+1,
i = 1, · · · , nε − 1 (reordering if necessary). Since x1 is a limit point of Γεx, then βnε = t1
which implies that x(t) ∈ Bε(x1) for all t ∈ (αnε , βnε) and, therefore, the extension is
continuous.
The fact that it is subanalytic comes again from the fact that the closure of a subanalytic
set is subanalytic.
2. Now suppose that Γx is not relatively compact. Then Γx ∩ ({t1} ×M) must be empty (if
not, proceeding as in first part, we would prove that Γx was relatively compact). Since all
limit points of Γx are in Γx ∩ ({t1} ×M), then Γx is closed.
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Lemma 5.15. Let M be a real analytic manifold.
1. Let A ⊂M be a semianalytic subset of dimension 1. Let a ∈ A. Assume A−{a} is locally
connected at a. Then there exists ε > 0 and a real analytic mapping γ : (−ε, ε)→M such
that γ(0) = a and γ([0, ε)) is a neighborhood of a in A
2. Conversely, let γ : I → M be a real analytic mapping, where I is an interval containing
0 ∈ R. If γ is not constant, then there exists ε > 0 such that γ((0, ε)) is a smooth
semianalytic subset of M .
Proof. 1. Immediate from the desingularization theorem.
2. For any ε > 0,
Γγ|(0,ε) = {(t, x) ∈ R×M | 0 < t < ε, x = γ(t)}.
Theorem 5.16. Let M be a real analytic manifold and let X be a subanalytic subset of M .
Then:
1. If dim(X) ≤ 1, X is semianalytic.
2. If dim(M) ≤ 2, X is semianalytic.
Proof. 1. Let N be a real analytic manifold and let pi : M × N → M be the projection.
Using the fiber-cutting lemma (lemma 4.48), it is enough to prove that, if X is a relatively
compact semianalytic subset of M × N and dim(X) = 1, then pi(X) is semianalytic. By
lemma 5.15.1, X is locally a union of finitely many sets of the form A = γ((0, ε)), where
γ : (−ε, ε) → M × N is a nonconstant analytic mapping, perhaps together with a point.
Each pi(A) = (pi ◦ γ)((0, ε)) is a semianalytic, by lemma 5.15.2.
2. X− int(X) and X−X are subanalytic of dimension ≤ 1. Using (1), they are semianalytic.
But X is the union of X − int(X) and some connected components of its complement,
hence semianalytic. Therefore, X = X − (X −X) is semianalytic.
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6 Solutions
Let (M,F, pi,A, σ) be an analytic LSS. Let X be a closed subanalytic subset of M . Using the
desingularization theorem, there exists a desingularization ψ : M ′ →M of X. Now, we can use
lemma 3.8 to construct another LSS which we will denote (M ′, F ′, pi′, A′, σ′).
We already proved that every solution of the LSS on M ′ can be projected onto a solution of the
original system in M (Proposition 3.10). In this section, we deal with the converse question:
can all solutions of the original system be lifted to this new system?
Unfortunately, the answer is “No”. The so called “as-solutions” (analytic solution with semi-
analytic graph) will be partially lifted. The main result of this section states that, if X is
an appropriate set and ξ : I → M is an as-solution whose image is a subset of X then ξ is
“piecewise” lifted. This may seem a weak result but, using the desingularization process, X is
desingularized into a manifold with (usually) many connected components. Thus, there are so-
lutions that cannot be lifted as a continuous solution. This is done by generalizing some results
that can be found in [CE06].
Theorem 5.16 states that a subanalytic curve is semianalytic. Therefore, from now on we will
not differentiate between these two kinds of sets.
Definition 6.1. Let I ⊂ R be an interval. An analytic-semianalytic curve (or as-curve)
γ : I → M is a continuous map such that
• γ|◦
I
is analytic.
• γ is semianalytic. (i.e, its graph Γγ ⊂ R×M is semianalytic.)
Lemma 6.2. 1. Let γ : I → M be an analytic map, where I = (t0, t1). Then any map
γ|(t0,t1) : (t0, t1) → M , where t0 < t0 < t1 < t1, is an as-curve in M . This result extends
to non-open subintervals.
2. Let γ : I →M be an as-curve and assume that its graph Γγ is a relatively compact subset
of R × M . Then, there is a unique continuous extension γ : I → M . Moreover, this
extension is an as-curve.
Proof. 1. Just notice that Γγ|(t0,t1) is a the subset of R×M defined as
{(t, x) ∈ I ×M | t0 < t < t1, x = γ(t)},
so it is a semianalytic subset.
2. Use lemma 5.14.
Example 6.3. Let f(x) = x sin (1/x) and X = f(R+). This set is not a semianalytic subset of
R2, but the restriction f |(ε,∞) is an as-curve for any ε > 0.
Lemma 6.4. 1. Let γ : I →M be an as-curve and assume that there is a continuous exten-
sion γ : I →M . Then γ is an as-curve.
2. Let γ : I →M an as-curve. Then, for any I˜ ⊂ I, γ : I˜ →M is an as-curve.
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Proof. 1. By corollary 4.32, the closure of a semianalytic set is semianalytic.
2. It is clear by the local desription of semianalytic sets.
Lemma 6.5. Let X be the graph of a function f : N →M . Then X is a Ck-submanifold if and
only if f ∈ Ck(N,M).
Lemma 6.6. Let γ : I →M be a continuous semianalytic map. Then γ is piecewise an as-curve.
Proof. Since the restriction of a semianalytic map to a compact interval I ′ ⊂ I is semianalytic,
we can assume that I is compact. Moreover, assume there exists a local chart (U, x) such that
γ(I) ⊂ U . Since γ is a continuous map and Γγ is compact, using the fiber-cutting lemma, Γγ is
the union of finitely many pure analytic manifolds Ai such that
pi : R× U → R
is an immersion restricted on each one. By lemma 6.4, γ|pi(Ai) is an as-curve.
Lemma 6.7. Let f : M → N be an analytic map. Let γ : I →M be an as-curve. Then (f ◦γ)|I′
is an as-curve for any compact interval I ′ ⊂ I. Moreover, if the graph Γγ is relatively compact,
then (f ◦ γ) itself is an as-curve and Γf◦γ is relatively compact.
Proof. Note first that f ◦ γ : ◦I→ N is an analytic map. We may assume that I is open or
compact. If I is open, then I ′ ⊂◦I, then (lemma 6.2) (f ◦ γ)|I′ is semianalytic, thus an as-curve.
If I is compact, then
Γ = Γγ|I′
is a semianalytic compact subset. Therefore, Γf◦γ|I′ = Γf |Γ is semianalytic compact (lemma
6.2). Therefore, (f ◦ γ) is an as-curve.
If Γγ is relatively compact, using lemma 5.14, there exists a continuous extension γ of γ. Apply
this lemma to γ : I →M and restrict into the original interval.
Lemma 6.8. Let U be a finite dimensional vector space. Let γ : I → U an analytic immersion
such that there exists a common complement V of all γ′(t), t ∈ I. Then, γ is an embedding.
Proof. Claim: each plain parallel to V intersects (at most) one time with γ(I).
Denote Vx the parallel plain to V which passes through x. Consider the canonical inclusion
Vx ⊂ TxU . Then, V = ker(α) for some α ∈ U∗. Consider the map
α ◦ γ = 〈α, γ(·)〉 : I → R.
Suppose there exist two points t0, t1 ∈ I such that γ(t0), γ(t1) ∈ Vx. Then α(γ(t0)) = α(γ(t1)).
Therefore, there exists a t2 ∈ (t0, t1) such that
0 = D(α ◦ γ)(t2) = α · γ′(t2)
and γ′(t2) ∈ Vγ(t2), which contradicts the hypothesis.
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To prove that γ is an embedding, we only need to check that it is an open map. Let (t0, t1) ⊂ I
an open interval. Let zi = α(γ(ti)). Consider W ⊂ U the open set
W = {u ∈ U | z1 < α(u) < z2}
U is clearly an open set and, due to the injectivity of α over γ(I),
γ((t0, t1)) = W ∩ γ(I),
thus γ is open.
Proposition 6.9. Let I be a compact interval and M be a given manifold. Let γ : I → M be
an as-curve which is not a constant. Then, there exists a finite family of open intervals Ii ⊂ I
such that
• γ|Ii is a diffemorphism with its image.
• γ|Ii is a homeomorphim with its image.
• ⋃i γ(Ii) = γ(I).
Proof. Assume γ(I) ⊂ U , where (U, x) is a coordinate chart. Notice that I is homeomorphic to
Γγ and
◦
I is diffemorphic to Γγ|◦
I
. Since I is compact, by lemma 6.7, Γγ(I) is a semianalytic set.
Since it is also compact, use the fiber-cutting lemma for the second projection
pi2 : R× U → U
to get a family of open subsets Ii ⊂ I such that
• For each i, γ|Ii is a local diffemorphism.
• ⋃i γ(Ii) = γ(I).
By lemma 4.51, the number of points in the fibers of γ|Ii is bounded, so it is also bounded on
γ|Ii . This lets us (using compactness) to refine this partition in such a way that γ|Ii is injective.
Let Ii one of these new sets. Apply lemma 6.8 to get the result.
Before continuing with our lemmas, we need introduce some notions that will be studied with
detail in the next section. Consider a LSS (M,F, pi,A, σ), where M is a n-dimensional analytic
manifold. Define
Si(M) := {x ∈M | rank(A(x)) ≤ i} 0 ≤ i ≤ n
Li(M) := {x ∈ Si(M) | dim(〈σ(x), Im(A(x))〉) ≤ i} 0 ≤ i ≤ n
Lemma 6.10. Si(M) and Li(M) are closed subanalytic subsets of M .
Proof. Locally, these sets are given by determinant conditions on the entries of A(x), σ(x).
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Let
Sk1(M) ⊂ Sk2(M) ⊂ · · · ⊂ Skr(M) = M
where Si(M) are supposed to be nonempty and distinct. Moreover, consider the corresponding
chain
Lk1(M) ⊆ Lk2(M) ⊆ · · · ⊆ Lkr(M).
Depending on these sets, use this chart to define the sets M0, M1 and M2:
Lkr(M) = ∅
Lkr(M) 6= ∅
dim(Lkr(M)) < n dim(Lkr(M)) = n
M0 ∅ Lkr(M) Skr−1(M)
M1 M M −M0 ∅
M2 ∅ ∅ M −M0
In the next section we will discuss these sets with more detail. But in a first approach (studying
these sets on a local chart), the LSS has the form A(x)x˙ = σ(x) and, fixed x ∈ M , can be
considered as a linear system on x˙. Moreover, M2 are the points where the system has maximal
rank (therefore, there are solutions), M1 are points where the linear system has no solution, and
M0 are the remaining points, yet to be analyzed.
Proposition 6.11. If M0 is nonempty, there exists a desingularization of M0.
Proof. Clearly, M0 is always a subanalytic set.
A definition just to clarify notation:
Definition 6.12. A map γ : I →M is an as-solution of a LSS (M,F, pi,A, σ) if it is an as-curve
such that γ|◦
I
is a solution of the LSS.
Lemma 6.13. Consider the LSS (M,F, pi,A, σ). Let ϕ : M1 → M a desingularization of M0.
Consider the induced system (M1, ϕ∗(F ), ϕ∗(pi), ϕ∗(A), ϕ∗(σ)). Let γ : I →M1 be an as-solution
of (M1, ϕ∗(F ), ϕ∗(pi), ϕ∗(A), ϕ∗(σ)). Then, for each I ′ ⊂ I open subinterval strictly included
on I (on both sides), γI′ is projected via pi into an as-solution γ′ of the LSS (M,F, pi,A, σ),
γ′ = (ϕ ◦ γ)I′.
Proof. Use lemmas 6.2 and 3.10.
From last lemma, it may seem that when we substitute our original system for the lifted one,
we add points to the solutions on M1 which do not project into original solutions. This is not
true. As we saw in lemma 3.10, the projection of a solution is a solution, but the projection of
an as-solution may not be semianalytic. But it will still be a solution in the classical sense.
Next theorem will help us to study the converse of the lemma: as-solutions are partially lifted.
Theorem 6.14. Let γ′ : I → M be an as-solution of (M,F, pi,A, σ) where I is a compact
interval such that γ′(I) ⊂M0. Let ϕ : M1 →M be a desingularization of M0. Then there exists
a family of intervals Jj ⊂ I such that
• ⋃j γ′(J j) = γ′(I)
• For each j, there exists a lifted as-solution γj : Jj →M1 of γ′|Jj of the system on M1, so
γ′|Jj = (ϕ ◦ γj).
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Proof. Using lemma 6.9, assume (shrinking I if necessary) that γ′ is a diffeomorphism between
◦
I and Γγ |◦
I
and an homeomorphism over I. Moreover, assume that γ′(I) ⊂ U , where (U, x) is a
given coordinate chart.
Since γ′(I) is compact and desingularizations are proper maps, the set K defined as
K = ϕ−1(γ′(I))
is compact and admits a finite cover using coordinate charts (Vi, yi). For simplicity in notation,
assume that the original desingularization was ϕ : V → U and γ′(I) ⊂ ϕ(V ).
The map ϕ can be described as the restriction p|Γϕ to the graph Γϕ ⊂ V × U of the projection
p : V × U → U . Use the fiber-cutting lemma to decompose Γϕ(K) into finitely many analytic
manifolds A such that on each one p is an immersion. Let A be one of these manifolds such that
dim(A) = 1. As in lemma 6.8, we can assume that p|A is an embedding.
Denote J = γ′−1(p(A)) and define the as-curve
z = (p|−1A ◦ γ′) : J → V × U.
Let p1 : V × U → V be the first projection and define
γ = p1 ◦ z.
Clearly, p1 is a diffeomorphismswhen restricted to Γϕ so γ is an as-curve. Moreover, γ′ = ϕ ◦ γ.
Using lemma 3.11, γ is an as-solution of the lifted system.
Moreover, since γ(J) is relatively compact, by lemma 6.2 it admits a continuous extension
to J .
Corollary 6.15. Let γ : I →M0 be an as-solution. Then, γ is lifted to a piecewise as-solution
of the lifted system.
Proof. Last theorem proves that there exists a family of subsets Ii ⊂ I such that, on each Ii,
the solution is lifted. Suppose that
⋃
i Ii is not dense on I. Let J ⊂ I be an open interval such
that J ∩ Ii = ∅ for all i and γ|J is a diffeomorphism. Then, there exists a subfamily {Irk}k such
that
⋃
rk
γ(Irk) = γ(J). Then, γ|J is also lifted using a finite number of parts.
As we said, this is a really strong result. We cannot expect a solution γ : I → M to be lifted
as a continuous path. Corollary 6.15 shows that(up to some points) γ is lifted to a solution on
M1.
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7 Algorithm
In this section, we present (simplifying the work in [CE06]) the algorithm itself. Consider a
LSS (M,F, pi,A, σ) where M is a real analytic manifold of dimension n. Our goal is to find
the subset of M where solutions live and decompose it as union of analytic manifolds. That
is to say, to find a family of linearly singular systems (Mi, Fi, pii, Ai, σi) such that each Ai has
(locally) constant rank and
Im(σi) ⊂ Im(Ai).
This algorithm is recursive and the number of steps is bounded by the dimension of the manifold.
First we will explain the recursive step and bellow we will discuss the correctness and finiteness
of the algorithm. Later on, we will discuss about the implementation and limitations of the
algorithm and show some examples.
7.1 Recursive step
Let (M,F, pi,A, σ) be a linearly singular system where M is a real analytic manifold of dimen-
sion n. Assume that M is connected (if not, repeat the algorithm on each connected component).
As we saw in Section 6, we are going to decompose our manifold M in three parts, namely M0,
M1 and M2.
First of all, define
Si(M) := {x ∈M | rank(A(x)) ≤ i} 0 ≤ i ≤ n
Li(M) := {x ∈ Si(M) | dim(〈σ(x), Im(A(x))〉) ≤ i} 0 ≤ i ≤ n
If we fix a chart U , points of Si(U) are those points x ∈ U such that rank(A˜(x)) ≤ i and points
of Li(U) are those such that rank[ A˜(x) σ˜(x) ] ≤ i. Remember that, locally, a linearly singular
system is an equation of the form
A˜(x)x˙ = σ˜(x).
Lemma 7.1. Consider the couple of equations
A˜(x)x˙ = σ˜(x) for x : I →M (9)
and
A˜(x)u = σ˜(x) (x, u) ∈M × Rm (10)
defined on an open set U . Consider the sets Si(U) and Li(U). Suppose that x ∈ Sj(U)\Sj−1(U).
Then
1. If ξ is a solution of 9, (ξ(t), ξ˙(t)) is a solution of 10 for all t ∈ I.
2. If j = n and x /∈ Ln+1(U), then the system (9) has locally constant rank at x and the
system (10) has a solution (x, u).
3. If x ∈ Lj+1(U)\Lj(U) neither the system (9) nor (10) have solutions at x.
4. If x ∈ Lj(U), the system (10) has a solution (x, u).
Then, in a first approach, we do not need to work with all of M but only with those points
in which the system (10) has solution (described by lemma above). Next lemma will help us
working with these sets.
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Lemma 7.2. Si(M) and Li(M) are closed subanalytic subsets of M .
Proof. Locally, Si(M) and Li(M) are just inequalities defined by determinants.
Note that these sets form two chains
S0(M) ⊂ S1(M) ⊂ · · · ⊂ Sn(M) = M
and
L0(M) ⊂ L1(M) ⊂ · · · ⊂ Ln(M) = M.
For simplicity, we will form another chain,
Sk1(M) ⊂ Sk2(M) ⊂ · · · ⊂ Skr(M) = M,
where Si(M) are supposed to be nonempty and distinct. Moreover, consider the corresponding
chain:
Lk1(M) ⊆ Lk2(M) ⊆ · · · ⊆ Lkr(M).
We must separate three cases:
1. If Lkr(M) = ∅, define M0 = M2 = ∅ and M1 = M .
2. If Lkr(M) 6= ∅ and dim(Lkr(M)) < n, define M0 = Lkr(M), M1 = M −M0 and M2 = ∅.
3. If Lkr(M) 6= ∅ and dim(Lkr(M)) = n, define M0 = Skr−1(M), M1 = ∅ and M2 = M −M0.
Lkr(M) = ∅
Lkr(M) 6= ∅
dim(Lkr(M)) < n dim(Lkr(M)) = n
M0 ∅ Lkr(M) Skr−1(M)
M1 M M −M0 ∅
M2 ∅ ∅ M −M0
As showed earlier, Skr−1(M) ⊂ M and Lkr−1(M) ⊂ M are closed subanalytic subsets of M .
Thus, M1 and M2 are open submanifolds of M . With this, we have proved that
Lemma 7.3. 1. The equation of motion has no solution passing through any point x ∈M1.
2. For any x ∈M2, there exists a solution of the equation of motion passing through x.
Proof. It follows from last lemma.
On the other hand, M0 is not a manifold. In fact, it is a closed set defined by analytic equations.
Thus, dimM0 < n.
Proposition 7.4. There exists a desingularization of M0.
Proof. M0 is a subanalytic set by lemma 7.2. Then apply desingularization theorem to get a
desingularization pi0 : M1 →M of M0.
Using lemma (3.8), we can construct a new linearly singular system
(M1, pi∗0(F ), pi
∗
0(pi), pi
∗
0(A), pi
∗
0(σ)).
Moreover, dimM1 < dimM . Repeat the process with this new linearly singular system.
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7.2 Discussion
• Every time we use above method on a linearly singular system, we get a new linearly
singular system whose dimension is strictly smaller than the original. Therefore, this
process ends and we get a finite sequence
M q
piq−1 //M q−1
piq−2 // · · · pi1 //M1 pi0 //M0 = M .
Therefore we can define a “global” linearly singular system
(M˜2, F˜ , pi, A˜, σ˜)
were M˜2 =
⊔q
k=0M
k
2 and the functions are defined in the natural way.
Moreover, each subsystem
(Mk2 , F
k, pik, Ak, σk)
is such that Im(σk) ⊂ Im(Ak). Therefore, there exists a solution (maybe not unique)
passing trough any point x ∈ M˜2. To find these solutions, we only need to find the vector
fields X ∈ X(Mk2 ) such that the following diagram commutes:
TMk2
Fk // Ak
Mk2
X
OO
σk
=={{{{{{{{
Locally, this is equivalent to solve the solutions of a system of the form
Ak(x)x˙ = σ(x)
where Ak(x) has constant rank.
• Proposition 3.10 shows that any solution ξ of the system (M˜2, F˜ , pi, A˜, σ˜) (analytic or not)
can be projected into a solution of the original system. Therefore, the algorithm is correct
in the sense that it does not introduce false solutions.
• As is stated at corollary 6.15, any as-solution of (M,F, pi,A, σ) defined on a relatively
compact interval is lifted to a piecewise as-solution of (M˜2, F˜ , pi, A˜, σ˜).
7.3 Implementation notes
Since the goal of this work is to give an algorithm to solve non-regular differential equations, we
must do some remarks about the implementation of the algorithm.
• The sets M0, M1 and M2 are defined with rank conditions. Therefore, an algorithmic
function/procedure which separates a manifold onto these tree sets is easily implemented.
• Desingularization process is just a sequence of blow-ups so we must define a “projective
space” class. The center of the blow-ups are also easily identified with rank conditions,
so once it is well defined, the equations defining the blow-up are easily implemented. We
must be careful that the blow-up of a subset X of Rn is not the restriction of the blow-up
of Rn to the inverse image of X.
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• Probably the most annoying point about implementation is to know when a set defined by
some analytic equations is empty. We implemented a simplified version of the algorithm,
which assumes that M0 is a manifold. We could not check the emptiness of the sets defined
by rank conditions and, therefore, we couldn’t check the regularity of M0. It is possible to
do an algorithm which assumes that every set of equations defines a nonempty set. This
process would be finite, but it could take a factorial computational time and we would
end with multiple empty systems (in general, there would be exponentially more empty
systems than nonempty systems). Our implementation can be seen in Appendix C.
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8 Examples
In this section we present two examples of application of the algorithm. They are simple exam-
ples, but long enough so that any reader can understand the behavior of the algorithm.
Example 1
First, we will show [GP92] an example of a system whose solutions can be easily found:
A(x)x˙ = σ(x)
where
A =
1 0 00 1 0
0 0 0

and
σ(x) =
 12x22x3
x1x2
 .
This system can be written as: 
x˙ = 1/2y2
y˙ = z
0 = xy
It is clear that its solutions are the constant paths ξ(t) ≡ (x0, 0, 0). Now we analize this system
using the desingularization algorithm. As stated on Section 7, define the sets
S0 = ∅ S1 = ∅ S2 = R3 S3 = R3
L0 = ∅ L1 = ∅ L2 = {x | x1x2 = 0} L3 = R3.
Then, eliminate the repeated ones:
S0 S2
and so
L0 L2.
Then
M0 = {x | x1x2 = 0}
M1 = R3\{x | x1x2 = 0}
M2 = ∅.
We already know that there are no solutions on M1. Now, we want to desingularize the set
M0 = {x | x1x2 = 0}. Clearly, a desingularization of it is the disjoint union of two planes
pi1 : P 1 → {x | x1 = 0} and pi2 : P 2 → {x | x2 = 0}.
First, we will work in P 1 = {(x2, x3) ∈ R2}. Then, the projection is
pi1(x2, x3) = (0, x2, x3).
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Take the lifted system
pi∗1(A) =
1 0 00 1 0
0 0 0

0 01 0
0 1
 =
0 01 0
0 0
 ,
pi∗1(σ) =
12x22x3
0
 .
Proceeding as before,
S0 = ∅ S1 = R2 S2 = R2
L0 = ∅ L1 = {x | x2 = 0} L2 = R2.
Therefore
P 10 = {x | x2 = 0}
P 11 = P
1\{x | x2 = 0}
P 12 = ∅
and there are no solutions in P 11 . A proper algorithm would continue working in the (already
desingularized) line {x | x2 = 0}. However, it can be thought as a subset of P 2. Therefore, we
will continue with the study of P 2 = {(x1, x3) ∈ R2} and its projection
pi2(x1, x3) = (x1, 0, x3).
The lifted system is
pi∗2(A) =
1 0 00 1 0
0 0 0

1 00 0
0 1
 =
1 00 0
0 0
 ,
pi∗1(σ) =
 0x3
0
 .
One more iteration of the algorithm (we omit details) give us that
P 20 = {x | x3 = 0}
P 21 = P2\{x | x3 = 0}
P 22 = ∅.
Using the trivial desingularization
piL : L // P 2
x1 // (x1, 0)
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we have a final system
pi∗L(pi
∗
2(A)) =
1 00 0
0 0
(1 0) =
10
0
 ,
pi∗L(pi
∗
2(σ)) =
00
0
 .
It is easy to show that the decomposition of L is
L0 = ∅
L1 = ∅
L2 = L.
Hence, L is the final manifold and there exists a solution passing through any point x ∈ L.
In fact, the only vector field x˙ ∂∂x compatible with the equations is the zero vector field, whose
integral curves are ξ(t) ≡ x0, x0 ∈ R, which project via pi1 ◦ piL to ξ(t) ≡ (x0, 0, 0), as stated.
Example 2
Consider the singular Lagrangian [Der10, p. 238]
L = q˙21q
2
2 + 2 q˙1q˙2q1q2 + q˙
2
2q
2
1 + q
2
1 + q
2
2.
To simplify notation, we will denote (as in algebraic geometry):
V (f) := {x | f(x) = 0}.
The Euler-Lagrange equation is:
1 0 0 0
0 1 0 0
2 v2q2 4 v1q2 + 2 v2q1 2 q22 2 q1q2
2 v1q2 + 4 v2q1 2 v1q1 2 q1q2 2 q21


q˙1
q˙2
v˙1
v˙2
 =

v1
v2
2 v1v2q2 + 2 v22q1 + 2q1
2 v21q2 + 2 v1v2q1 + 2q2

Identify TR2 ∼= R4. Using the definitions,
S0 = ∅ S1 = ∅ S2 = V (q1, q2) S3 = R4 S4 = R4
L0 = ∅ L1 = ∅ L2 = V (q1, q2) L3 = V (q21 − q22) L4 = R4.
Consider the sub-chain
S0 ⊂ S2 ⊂ S3.
Since L3(M) 6= ∅ and dim(L3(M)) = 3 < 4, then
M0 = V (q21 − q22)
M1 = R4\V (q21 − q22)
M2 = ∅.
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We know that there are no solution passing through points of M1. A desingularization of M0 is
the set of two disjoint hyperplanes
pi+ : H+ → V (q1 − q2) ⊂ R4
and
pi− : H− → V (q1 + q2) ⊂ R4.
First let’s solve the system on H+:
pi+ : H+ // V (q1 − q2) ⊂ R4
(x, v1, v2) // (x, x, v1, v2)
Consider the lifted system
pi∗+(A) =

1 0 0 0
0 1 0 0
2 v2q2 4 v1q2 + 2 v2q1 2 q22 2 q1q2
2 v1q2 + 4 v2q1 2 v1q1 2 q1q2 2 q21


1 0 0
1 0 0
0 1 0
0 0 1

=

1 0 0
1 0 0
4 v2x+ 4 v1x 2x2 2x2
4 v1x+ 4 v2x 2x2 2x2

pi∗+(σ) =

v1
v2
2 v1v2x+ 2 v22x+ 2x
2 v21x+ 2 v1v2x+ 2x
 .
Now that we have lifted a system, we apply again the algorithm to this new system:
S0 = ∅ S1 = V (x) S2 = R3 S3 = R3
L0 = ∅ L1 = V (x, v1 − v2) L2 = V (x(v1 − v2)) L3 = R3
Therefore,
H+,0 = V (x(v1 − v2))
H+,1 = R3\H+,0
H+,2 = ∅.
Again, there are no solution passing through points of H+,1. A desingularization of H+,0 is again
the disjoint union of two planes
φ0 : P 0 → V (x) ⊂ R3
and
φ : P → V (v1 − v2) ⊂ R3.
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We are not going to proceed on P 0: since q˙i = vi and on P 0 the qi are constant, the only possible
solution is such that vi = 0 (and in fact, it is a solution). Consider the projection
φ : P // V (v1 − v2) ⊂ R3
(x, v) // (x, v, v)
The lifted system is
φ∗(pi∗+(A)) =

1 0
1 0
8vx 4x2
8vx 4x2

φ∗(pi∗+(σ)) =

v
v
4v2x+ 2x
4v2x+ 2x
 .
Again,
S0 = ∅ S1 = V (x) S2 = R2
L0 = ∅ L1 = V (x) L2 = R2.
This time dim(L2) = 2 and
P0 = V (x)
P1 = ∅
P2 = R2\V (x).
We already discussed P0. For points on P2 we can invert the system and get the vector field
v
∂
∂x
−
(
2 v2
x
+
2 v2x+ v
2x2
)
∂
∂v
.
Now, we are solving the problem on
pi− : H− // V (q1 + q2) ⊂ R4
(x, v1, v2) // (x,−x, v1, v2)
.
Then,
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pi∗−(A) =

1 0 0
−1 0 0
4v1x− 4v2x 2x2 −2x2
−4v1x+ 4v2x −2x2 2x2

pi∗−(σ) =

v1
v2
−2v1v2x+ 2v22x+ 2x
2v1v2x− 2v22x− 2x
 .
In this new system,
S0 = ∅ S1 = V (x) S2 = R3 S3 = R3
L0 = ∅ L1 = V (x, v1 + v2) L2 = V (x(v1 + v2)) L3 = R3.
Therefore,
H−,0 = V (x(v1 + v2))
H−,1 = R3\H−,0
H−,2 = ∅.
There are no solutions passing through points of H−,1. A desingularization of H−,0 is, like in
the case of H+,0, the disjoint union of two planes
φ0 : P 0 → V (x) ⊂ R3
and
ψ : Q→ V (v1 + v2) ⊂ R3.
Again, we are not doing the plane V (x) for mechanical reasons. For Q, we have
ψ : Q // V (v1 + v2) ⊂ R3
(x, v) // (x, v,−v)
and
ψ∗(pi∗−(A)) =

1 0
−1 0
8vx 4x2
−8vx −4x2

ψ∗(pi∗−(σ)) =

v
−v
4v2x+ 2x
−4v2x− 2x
 .
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A final use of the algorithm give us
S0 = ∅ S1 = V (x) S2 = R2
L0 = ∅ L1 = V (x) L2 = R2.
This time dim(L2) = 2 and
Q0 = V (x)
Q1 = ∅
Q2 = R2\V (x).
We already discussed Q0. For points on Q2 we can invert the system and a vector field with the
same local expression as before
v
∂
∂x
−
(
2 v2
x
+
2 v2x+ v
2x2
)
∂
∂v
.
Note that even if the vector field is the same, the projections are different. In fact, the integral
curves of one of these last vector fields are symmetric, with respect to q2, to the ones of the
other vector field.
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A Tarski–Seidenberg theorem
In this Appendix we explain the proof of the Tarski–Seidenberg theorem, as can can be found
in [Cos02]. This theorem is used in Section 4 to prove that the projection of a semialgebraic set
is semialgebraic.
Theorem A.1 (Tarski–Seidenberg theorem – first form). There exists an algorithm which, given
a system of polynomial equations and inequalities with coefficients in R
S(X,Y )

P1(X,Y ) σ1 0
...
Pl(X,Y ) σl 0
(where σi ∈ {<,>,=} and X = (X1, · · · , Xn)) produces a finite list Cj(X) of systems of poly-
nomial equations and inequalities in X with coefficients in R such that, for every x ∈ Rn, the
system S(x, Y ) has a real solution if an only if one of Cj(x) is satisfied.
All polynomials appearing on this section will be supposed to have real coefficients.
A.1 Sturm theorem
Let P and Q be non zero polynomials, P non constant. Denote:
• P0 = P
• P1 = Q
• Pi+1 = PiQi − Pi−1 the negative of the remainder of the euclidean division of Pi−1 by Pi
stopping just before we get a Pk+1 = 0.
Definition A.2. The Sturm sequence of P and Q is P0, · · · , Pk.
Theorem A.3 (Sturm’s theorem). Let P be a non constant polynomial. Let a < b in R, neither
a nor b being a root of P . Then, the number of different roots of P in the interval (a, b) is equal to
vP (a)−vP (b), where vP (a) denotes the number of sign changes in the sequence P0(a), · · · , Pk(a),
where P1, · · · , Pk denotes the Sturm sequence of P and P ′.
Proof. First consider P without multiple roots. Consider the signs of how vP (x) change when
x passes through a root c of a polynomial of the Sturm sequence of P and P ′.
• If c is a root of P , the signs of P0 and P1 behave as follows.
x c
P0 − 0 +
P1 + + +
or
x c
P0 + 0 −
P1 − − −
Thus, the contribution to vP (x) decreases by 1.
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• Suppose that c is also a root of Pi, 0 < i < k. By construction, Pi−1(c) = −Pi+1(c) and
different from 0 (since P has no multiple roots). Thus, the contribution to vP (x) remains
unchanged (equal to 1). For instance, the sign structure may be:
x c
Pi−1 − − −
Pi − 0 +
Pi+1 + + +
Now let P be an arbitrary non constant polynomial. The first part of the proof relies on the
following properties of the Sturm sequence:
1. P and P0 have the same zeros and Pk is a nonzero constant.
2. If c is a root of P0, the product P0P1 is negative on some interval (c − ε, c) and positive
on some interval (c, c+ ).
3. If c is a root of Pi, 0 < i < k, then Pi−1(c)Pi+1(c) < 0.
In fact, the algorithm used to calculate the Sturm sequence of P and P ′ is (up to signs) the
Euclidean algorithm. Therefore, Pk = ±gcd(P, P ′). Consider the polynomials Pi/Pk and the
sequence P0/Pk, · · · , Pk/Pk. This sequence satisfies the properties above, so its changes of signs
also determine the number of reals roots of P . Moreover, P0/Pk, · · · , Pk/Pk and vP have the
same number of sign changes for any non root c.
Example A.4. Let P (x) = x3 − x, whose roots are {−1, 0, 1}. Then
• P0 = P = x3 − x
• P1 = P ′ = 3x2 − 1
• P2 = 23x
• P3 = 1
Let (a, b) = (−1/2, 2). Then vP (−1/2)− vP (2) = 2− 0 = 2
Proposition A.5. Let P = a0Xd + · · ·+ ad, a0 6= 0. Define
M = max
i=1,··· ,d
(
d
∣∣∣∣ aia0
∣∣∣∣)1/i .
If c ∈ C is a root of P , then
|c| ≤M
Proof. Suppose |z| > M . Then |ai| < |a0||z|i/d and
|a1zd−1 + · · ·+ ad| ≤ |a1||z|d−1 + · · ·+ |ad| < |a0zd|.
Thus, P (z) 6= 0
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Then, vp(x) is constant in (−∞,M) (resp. (M,+∞)). Using limits, vP (−∞) (resp. vP (+∞))
is the number of sign changes of the leading coefficients of P0(−X), · · · , Pk(−X) (resp. P0(X),
· · · , Pk(X)).
Proposition A.6. The total number of different real roots of P is
vP (−∞)− vP (∞).
A.2 Real roots satisfying inequalities
Now we are going to discuss the number of solutions of a polynomial which belongs to some
subset defined by polynomial inequalities.
Systems with one inequality
Let P , Q ∈ R[X]. We want to count the number of real roots c of P such that Q(c) > 0.
Consider the Sturm sequence of P and P ′Q and, for any a ∈ R not a root of P , denote vP,Q(a)
the number of sign changes in its Sturm sequence evaluated at X = a.
Theorem A.7. Let a < b be real numbers which are not roots of P . Then, vP,Q(a)− vP,Q(b) is
equal to the number of different roots c of P in (a, b) such that Q(c) > 0 minus the number of
those such that Q(c) < 0.
Proof. Suppose that P and P ′Q are relatively prime (if, not, divide by Pk as before). This
means that P has no multiple roots and no common roots with Q. Replace the second condition
from Sturm’s theorem by
2’ If c is a root of P0, the product P0P1Q is negative on some interval (c− ε, c) and positive
on some interval (c, c+ ε).
Corollary A.8. The number of different roots c of P in (a, b) such that Q(c) > 0 is equal to
1
2
(
vP,Q2(a) + vP,Q(a)− vP,Q2(b)− vP,Q(b)
)
.
Proof. Use that vP,Q2(a)− vP,Q2(b) counts the number of distinct roots of P in (a, b) which are
not real roots of Q.
Systems with several inequalities
Now we want to count the number of real roots of a system P = 0, Q1 > 0, · · · , Qn > 0. To do
this, we will generalize the formula of corollary A.8 using matrices. Assume that P is relatively
prime with all Qi. Let ε = (ε1, · · · , εk) ∈ {0, 1}l and Qε = Qε11 · · ·Qεll . Using theorem A.7,
sε = vP,Qε(a)− vP,Qε(b) is equal to the number of distinct real roots c of P such that Qε(c) > 0
minus the number of roots such that Qε(c) < 0. If ϕ = (ϕ1, · · · , ϕl) ∈ {0, 1}l, denote eϕ the
number of distinct real roots of P such that sign(Qi(c)) = (−1)ϕi . Let s (resp. e) be the vectors
whose coordinates are all the sε (resp. eε). Then, S and e are related by:
s = Al · e
where
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• A0 = 1
• Al =
(
Al−1 Al−1
Al−1 −Al−1
)
These matrices are invertible: A−1l =
1
2
(
A−1l−1 A
−1
l−1
A−1l−1 −A−1l−1
)
Then, c = A−1l and recover the number
of solutions of P = 0, Q1 > 0, · · · , Ql > 0. If P and Qi are not coprime, we do the same trick
as before.
Systems with several equalities and inequalities
In a more general case, we want to count the number of real roots of a system P1 = 0, · · · ,
Ps = 0, Q1 > 0, · · · , Qn > 0. Define P = P 21 + · · · + P 2s and apply last case. If there is an
equation Q ≥ 0, do the disjoint union for the cases Q = 0 and Q > 0.
A.3 Tarsi–Seidenberg theorem
Lemma A.9. Let (P,Q1, · · · , Ql) be given polynomials on X = (X1, · · · , Xn) and Y . There ex-
ists an algorithm which produces a finite list R1, · · · ,Rk ∈ R[X] and a function c : {−1, 0, 1}k →
N such that, for every ε = (ε1, · · · , εk) ∈ {−1, 0, 1}k and x ∈ Rn which satisfies
lcY (P )(x) 6= 0 lcY (Qi)(x) 6= 0 sign(Rj)(x) = εj i = 1, · · · , l j = 1, · · · , k
the system
P (x, Y ) = 0 Qi(x, Y ) > 0 i = 1, . . . , l
has exactly c(ε) solutions.
Proof. Compute all the Sturm sequences as polynomials on Y and, for every new polynomial
obtained, test whether its leading coefficient is zero or nonzero. In the case where the lead-
ing coefficient is zero, replace the polynomial with its truncation (we do not test the leading
coefficients of the original polynomials because we assume they are all nonzero).
In this way, we obtain a tree of computation of Sturm sequences. Every branch gives us a
system of polynomial equations and inequations in X and the Sturm sequence corresponding to
all parameters x satisfying this system. The signs of the leading coefficient of the polynomials
in this Sturm sequence determine the difference v(−∞)− v(+∞) between the numbers of sign
changes.
The leading coefficients are rational fractions A(X)/B(X), where B is assumed to be nonzero
in the branch. Note that the sign of A(x)/B(x) is the same as the sign of A(x)B(x). Take
R1, · · · , Rk all A(x)B(x) appearing in all branches of trees of computation of Sturm sequences.
If we fix the sign of each Ri(x), and assume D(x) holds, then last section will give us the number
of real solutions of the system
P (x, Y ) = 0, Qi(x, Y ) > 0, i = 1, · · · , l.
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Theorem A.10 (Tarski–Seidenberg theorem - first form). There exists an algorithm which,
given a system of polynomial equations and inequalities with coefficients in R
S(X,Y )

P1(X,Y ) σ1 0
...
Pl(X,Y ) σl 0
(where σi ∈ {≥, >,=, 6=} and X = (X1, · · · , Xn)) produces a finite list of systems of polynomial
equations and inequalities in X with coefficients in R such that, for every x ∈ Rn, the system
S(t,X) has a real solution if an only if one Cj(t) is satisfied.
Proof.
First of all (separating cases if necessary), write the system as
S(X,Y )
{
Pi(X,Y ) = 0
Qj(X,Y ) > 0
and write P = P 21 + · · · + P 2j . And apply lemma above. In the case that there is no equation
of positive degree with respect to the variable Y , looking at the signs of the leading coefficients
of the Qj , it can be decided whether the system is satisfied on an unbounded interval. The
existence of an interval, whose end points are roots of Q =
∏l
j=1Qj can be decided using by
discussing the system obtained by the adjuntion of the equation Q′ = 0. Then use lemma above.
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B Weierstrass’ preparation theorem
In this Appendix, some results about analytic functions are given. In particular, Weierstrass’
preparation theorem is proved following [Lew11]. This theorem is used many times along this
thesis.
B.1 Analytic functions: definitions and some results
The purpose of this section is explain some results we use on our work. Some notation we use
is:
• Bn(x0, r) = {x ∈ Rn |‖ x− x0 ‖2< r}.
• Dn(x0, r) = {x ∈ Rn |‖ x− x0 ‖∞}.
• If I ∈ Nn, denote |I| = i1 + · · ·+ in.
• If I ∈ Nn, denote I! = i1! · · · in!.
• If I ∈ Nn and x ∈ Rn, denote xI = xi11 · · ·xinn .
• If I, J ∈ Nn, then I ≤ J ⇔ ik ≤ jk, k = 1, · · · , n.
Here we list some definitions and basic results which any reader with a little background on real
analysis should already know.
Definition B.1. Let U ⊂ Rn be an open set. A map f : U → R is real analytic or of class Cω
on U if, for every x0, there exists r > 0 such that f coincides with its Taylor series on Bn(r, x0):
f(x) =
∑
I∈Nn
αx0,I(x− x0)I
Definition B.2. A map f : U → Rm is real analytic on U if its components f1, · · · , fm : U → R
are real analytic.
Theorem B.3 (Identity theorem). Let U ⊂ Rn be a connected open set and let V ⊂ U be a
nonempty open set. Suppose that f, g : U → R are real analytic such that f |V = g |V . Then
f = g.
In real analysis of one variable, there is a well defined “radius of convergence” r. A series is
absolutely convergent for any |x| < r and divergent for any |x| > r. The following definitions
and theorems give us an equivalent notion for multivariable real analysis.
Definition B.4. Let ξ = (ξ1, · · · , ξn). Let α denote a formal series
α =
∑
I∈Nn
αIξ
I .
We say that α converges absolutely at x ∈ Rn if∑
I∈Nn
|αI ||xI | <∞.
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Definition B.5. We say that α is convergent at x ∈ Rn if there exists a bijection φ : Z+ → Nn
such that ∞∑
j=1
αφ(j)x
φ(j)
is convergent.
We denote
Rconv(α) := {x ∈ Rn | α converges at x}.
Trivially, for any α ∈ R[[ξ]], 0 ∈ Rconv(α).
Let also denote
R̂[[ξ]] := {α ∈ R[[ξ]] | Rconv(α) 6= {0}}
and
C(x) = {(c1x1, · · · , cnxn) ∈ Rn | (c1, · · · , cn) ∈ Dn(0, 1)}.
We could define a third sense of convergence: something would be “commutatively-convergent”
if, for any bijection φ : Z+ → Nn, then
∞∑
j=1
αφ(j)x
φ(j)
is convergent. But this notion of convergence is equivalent to absolute convergence ([Rud76],
theorem 3.55).
Theorem B.6. Let α ∈ R[[ξ]] be a formal power series and suppose that α converges at a point
x0 ∈ Rn. Then α converges uniformly and absolutely on every compact subset of C(x0)
Proof. Let K ⊂ C(x0) be compact. Proposition is trivial if K = {0}, so we suppose this is not
the case. Let λ ∈ (0, 1) be such that |xj | ≤ λ|x0,j | for x ∈ K, j ∈ {1, · · · , n}. Let φ : Z+ → Nn
be a bijection such that
∞∑
j=1
αφ(j)x
φ(j)
0 <∞
converges. This implies, in particular, that the sequence (αφ(j)x
φ(j)
0 )j∈Z+ is bounded. Thus,
there exists a certain M > 0 such that |αI ||xI0| ≤ M for every I ∈ Nn. Then |αI ||xI | ≤ Mλ|I|
for every x ∈ K. An easy computation shows that, for any x ∈ (−1, 1),
∞∑
j=0
(m+ j)!
j!
xj =
dm
dxm
(
xm
1− x
)
.
Therefore, for any x ∈ K and m ∈ N we have
∑
I∈Nn
|I|≤m
|αIxI | ≤
∑
I∈Nn
|I|≤m
|αI ||xI |λ|I| ≤
∑
I∈Nn
|I|≤m
Mλ|I| < M
∞∑
j=0
(
n+ j − 1
n− 1
)
λj
< M
∞∑
j=0
(n+ j − 1)!
(n− 1)! λ
j = M
dn−1
dλn−1
(
λn−1
1− λ
)
.
Thus, it converges absolutely on K and uniformly in K, since this bound is independent of x.
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This theorem implies that, if we have convergence for a formal power series at some nonzero
point x0 ∈ Rn, then we have absolute convergence in some neighborhood of the origin. Define
Rabs(α) = {x ∈ Rn | ∃r > 0 st
∑
I∈Nn
|αIyI | <∞ for all y ∈ Bn(x, r)},
which we call the region of absolute convergence.
Proposition B.7. Let α be a formal series. Then Int(Rconv(α)) = Rabs(α)
Proof. Let x ∈ int(Rconv(α)). Then, there exists λ > 1 such that λx ∈ Rconv(α). For that λ,
x ∈ C(λx). Let K ⊂ C(λx) and r > 0 be such that Bn(r, x) ⊂ K. By theorem B.6 it follows
that ∑
I∈Nn
|αIyI | <∞.
Conversely, if x ∈ Rabs(α), then there exists r > 0 such that∑
I∈Nn
|αIyI | <∞
for y ∈ Bn(r, x). In particular, α converges at every y ∈ Bn(r, x) and so, x ∈ int(Rconv(α)).
Corollary B.8. Let α ∈ R̂[[ξ]] and x ∈ Rabs(α) then there exists C, ε > 0 such that
|αI | ≤ C(|x1|+ ε)i1 · · · (|xn|+ ε)in
for every I ∈ Nn.
Proof. Note that, if x ∈ Rabs(α), then
(|x1|, · · · , |xn|) ∈ Rabs(α)
by definition of the region of absolute convergence and theorem B.6. Now, by proposition B.7
there exists ε > 0 such that
(|x1|+ ε, · · · , |xn|+ ε) ∈ Rabs(α).
Thus, there exists a bijection φ : Z+ → Nn such that
∞∑
j=1
αφ(j)(|x1|+ ε)φ(j)1 · · · (|xn|+ ε)φ(j)n
converges. Therefore, the terms in this series are bounded, Thus, there exists C > 0 such that
|αI |(|x1|+ ε)i1 · · · (|xn|+ ε)in ≤ C
for every I ∈ Nn
Corollary B.9. Let α ∈ R̂[[ξ]]. Then the series
α =
∑
I∈Nn
αIx
I
converges in Rabs to an infinitely differentiable function whose derivatives are obtained by dif-
ferentiating the series term-by-term.
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Proof. By induction, it suffices to show that any partial derivative of f is defined on Rabs by
convergent power series. Consider a term αIxI in the power series, I ∈ Nn. For j ∈ Z+ we have
∂
∂xj
=
{
0
ijαIx
I−ej
ij = 0
ij ≥ 1 .
Thus, when differentiating the terms in the power series with respect to xj , the only nonzero
contribution will come from terms corresponding to multi-indices of the form I + ej . Therefore,
the power series whose terms are partial derivatives for the given power series with respect xj is∑
I∈Nn
(ij + 1)αI+ejx
I .
Now let x ∈ Rabs and, according to corollary B.8, let C, ε > 0 be such that
|αI | ≤ C(|x1|+ ε)i1 · · · (|xn|+ ε)in , I ∈ N
n.
Let y ∈ Rabs be such that y ∈ Dn(ε/2, x). Note that
|yj | ≤ |xj |+ |yj − xj | < |xj |+ ε2 .
Also let
λ = max
{ |x1|+ ε2
|x1|+ ε , · · · ,
|xn|+ ε2
|xn|+ ε
}
∈ (0, 1).
Then, we compute
∑
I∈Nn
|ij + 1||αI+ej ||yI | ≤
∑
I∈Nn
C|ij + 1|
( |x1|+ ε2
|x1|+ ε
)i1
· · ·
( |xn|+ ε2
|xn|+ ε
)in
≤
∞∑
m=0
∑
I∈Nn
|I|=m
C|ij + 1|λm ≤
∞∑
m=0
C(m+ 1)
(
n−m− 1
n− 1
)
λm.
The ratio test shows that this last series converges. Thus the power series whose terms are the
partial derivatives of those for the given power series with respect to xj converges uniformly and
absolutely in a neighborhood of x. Thus
∂
∂xj
(∑
I∈Nn
αIx
I
)
=
∑
I∈Nn
(ij + 1)αIxI
which (after induction) gives the corollary.
The next theorem give us an equivalent definition of real analytic function.
Lemma B.10. Let J ∈ Nn and let x ∈ Rn such that |xk| < 1, k ∈ {1, · · · , n}. Then
∞∑
ik=0
J !
(
i1 + j1
j1
)
· · ·
(
in + jn
jn
)
|xI | = ∂
|J |
∂xJ
(
n∏
k=1
xjkk
1− xk
)
.
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Proof. First, note that
∞∑
jk=0
jk!
(
ik + jk
jk
)
xikk =
∞∑
jk=0
(ik + jk)!
jk!
xikk =
djk
dxjkk
(
xjkk
1− xk
)
, k ∈ {1, · · · , n}.
Therefore∑
I∈Nn
J !
(
i1 + j1
j1
)
· · ·
(
in + jn
jn
)
|xI | =
∑
I∈Nn
j1!
(
i1 + j1
j1
)
xi11 · · · jn!
(
in + jn
jn
)
xinn
=
( ∑
i1=0∞
j1!
(
i1 + j1
j1
)
xi11
)
· · ·
( ∑
in=0∞
jn!
(
in + jn
jn
)
xinn
)
=
(
dj1
dxj11
(
xj11
1− x1
))
· · ·
(
djn
dxjnn
(
xjnn
1− xn
))
=
∂|J |
∂xJ
(
n∏
k=1
xjkk
1− xk
)
.
Lemma B.11. For each r ∈ (0, 1) there exist A, λ > 0 such that, for each m ∈ N
sup
{
dm
dxm
(
xm
1− xm
)
| x ∈ [−r, r]
}
≤ Am!λ−m.
Proof. Remember that
∞∑
j=01
(
m+ j
j
)
xj =
1
(1− x)m+1
and the convergence is uniform and absolute on [−r, r], for r ∈ (0, 1). We have
dm
dxm
(
xm
1− xm
)
=
∞∑
j=0
(m+ j)!
j!
xj
for x ∈ (−1, 1). If x ∈ [−r, r] then(
dm
dxm
(
xm
1− xm
))
(1− r)m
m!
= (1− r)m
∞∑
j=0
(m+ j)!
m!j!
xj = (1− r)m
∞∑
j=0
(
m+ j
j
)
xj
=
(1− r)m
(1− x)m+1 =
(
1− r
1− x
)m 1
1− x ≤
1
1− r .
Thus
dm
dxm
(
xm
1− xm
)
≤ 1
1− rm!(1− r)
−m
and so the lemma follows taking A = 11−r and λ = 1− r.
Theorem B.12. Let U ⊂ Rn be an open set. Let f : U → R be infinitely differentiable. Then,
the following statements are equivalent:
1. f is real analytic.
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2. for each x0 ∈ U , there exists a neighborhood V ⊂ U of x0 and C, r > 0 such that
|DIf(x)| ≤ CI!r−|I|
for all x ∈ V and I ∈ Nn.
Proof.
• (i)⇒ (ii): Suppose that f is real analytic. Take x0 and a neighborhood V of x0 such that
its Taylor series converges absolutely on V . Then, for any x ∈ V we have
f(x) =
∑
I∈Nn
1
I!
DIf(x0)(x− x0)I .
Denote αI = 1I!D
If(x0). By corollary B.8, there exists C ′, σ > 0 such that
|αI | ≤ C ′σ−|I|, I ∈ Zn≥0.
By corollary B.9, we can write (formally)
1
J !
DJf(x) =
∑
I∈Zn≥0
(
i1 + j1
j1
)
· · ·
(
in + jn
jn
)
αI+J(x− x0)I (11)
for J ∈ Nn and x in a neighborhood of x0. Therefore, there exists ρ ∈ (0, σ) sufficiently
small such that, if x ∈ Rn satisfies |xj −x0,j | < ρ, j ∈ {1, · · · , n}, equation (11) holds. Let
CJ denote
CJ =
∂|J |
∂xJ
(
n∏
k=1
xjkk
1− xk
)∣∣∣∣∣
x=( ρσ ,··· , ρσ )
.
Let r ∈ (0, 1) satisfy r > ρσ . By lemma B.11, there exist A, λ > 0 such that, for each
k ∈ {1, · · · , n} and each xk ∈ [−r, r], we have
djk
dxjk
(
xjk
1− xjk
)
≤ Ajk!λ−jk .
Therefore,
∂|J |
∂xJ
(
n∏
k=1
xjkk
1− xk
)
≤ AnJ !λ−|J |
whenever x = (x1, · · · , xn) satisfies |xj | < r, for j ∈ {1, · · · , n}. In particular,
CJ ≤ AnJ !λ−|J |.
Then, for any x such that |xj − x0,j | < ρ, j ∈ {1, · · · , n} we have
|DJf(x)| ≤
∑
I∈Zn≥0
J !
(
i1 + j1
j1
)
· · ·
(
in + jn
jn
)
|αI+J ||(x− x0)I |
≤
∑
I∈Zn≥0
J !
(
i1 + j1
j1
)
· · ·
(
in + jn
jn
)
C ′σ−|J |
(ρ
σ
)|I|
≤ C ′σ−|J |CJ ≤ C ′AnJ !(λ+ σ)−|J |.
using lemmas B.10 and B.11. Thus the second condition holds with C = C ′An and
r = λ+ σ.
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• (ii)⇒ (i): Let x0 ∈ U and a neighborhood V ⊂ U of x0 and C, r > 0 such that
|DIf(x)| ≤ CI!r−|I|
for all x ∈ V and I ∈ Nn. We must show that the Taylor series of f converges absolutely
in a neighborhood of x0. Let k ∈ Z+, x ∈ Bn(ρ, x0). Recall that there exists
z ∈ {(1− t)x0 + tx|t ∈ [0, 1]}
such that
f(x) =
∑
I∈Zn≥0
|I|≤k
1
I!
DIf(x0)(x− x0)I +
∑
I∈Zn≥0
|I|=k+1
1
I!
DIf(z)(x− x0)I .
Thus ∣∣∣∣∣∣∣∣∣f(x)−
∑
I∈Zn≥0
|I|≤k
1
I!
DIf(x0)(x− x0)I
∣∣∣∣∣∣∣∣∣ ≤
∑
I∈Zn≥0
|I|=k+1
1
I!
|DIf(z)||(x− x0)I |
≤
∑
I∈Zn≥0
|I|=k+1
(ρ
r
)|I|
=
(
n− k
k
)(ρ
r
)k+1
.
Using ratio test,
∞∑
k=0
(
n− k − 1
k − 1
)(ρ
r
)k
converges. Therefore
lim
n→∞
(
n− k
k
)(ρ
r
)k+1
= 0
and
lim
n→∞
∣∣∣∣∣∣∣∣∣f(x)−
∑
I∈Zn≥0
|I|≤k
1
I!
DIf(x0)(x− x0)I
∣∣∣∣∣∣∣∣∣ = 0.
Thus, f is equal to its Taylor series on V
B.2 Weierstrass’ preparation theorem
Let U ⊂ Rn be a neighborhood of 0 ∈ Rn and V ⊂ R be a neighborhood of 0 ∈ R. If a real
analytic function f : U × V → R admits a power series expansion valid on all U × V , then we
will write this power series expansion as
f(x, y) =
∑
I∈Nn
∞∑
j=0
fI,jx
Iyj
where x ∈ U and y ∈ V .
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Definition B.13. Let U × V ⊂ Rn × R be a neighborhood of 0. A real analytic function
W : U × V → R is a Weierstrass polynomial of degree k if there exists real analytic functions
w0, w1, · · · , wk−1 : U → R such that
1. wj(0) = 0, j = 0, · · · , k
2. W (x, y) = yk + wk−1yk−1 + · · ·+ w1(x)y + w0(x) for all (x, y) ∈ U × V
Lemma B.14. Let 0 < b < a and let I ∈ Nn be such that ik = 0 for some k ∈ {1, · · · , n}. Then
1. ∑
I≤J
jk<ik
(a
b
)|J | ≤ ban−1
(a− n)n
(a
b
)|I|
2. ∑
I≤J
|J |<|I|
(a
b
)|J | ≤ nban−1
(a− n)n
(a
b
)|I|
Proof. 1. Note that, for α 6= 1 and r ∈ Z+ we have
(α− 1)
r∑
s=0
αs = αr+1 − 1⇒
r∑
s=0
αs =
αr+1 − 1
α− 1 .
Using this fact, we compute
∑
I≤J
jk<ik
(a
b
)|J |
=
ik−1∑
jk=0
a
b
jk

 n∏
l=1
l 6=k
 il∑
jl=0
a
b
jk


=
(a/b)ik − 1
(a/b)− 1
n∏
l=1
l 6=k
(a/b)il+1 − 1
(a/b)− 1
=
b|I|+n(a/b)ik − 1
b|I|+n(a/b)− 1
n∏
l=1
l 6=k
(a/b)il+1 − 1
(a/b)− 1
=
b
b|I|
aik − bik
a− b
n∏
l=1
l 6=k
ail+1 − bil+1
a− b
≤ b
b|I|
aik
a− b
n∏
l=1
l 6=k
ail+1
a− b =
b
b|I|
a|I|+n+1
(a− b)n
=
ban−1
(a− n)n
(a
b
)|I|
.
2. Simply use that ∑
I≤J
|J |<|I|
(a
b
)|J | ≤ m∑
k=1
∑
I≤J
jk<ik
(a
b
)|J |
.
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Proposition B.15. Let UA×VA ⊂ Rn×R be a neighborhood of (0, 0) and suppose that the real
analytic function A : UA × VA → R is given by
A(x, y) =
∑
I∈Nn
∞∑
j=0
AI,jx
Iyj
on UA×VA, where A0,0 = · · · = A0,k−1 = 0 and A0,k = 1 for some k ∈ Z+. Let B : UB×VB → F
be a real analytic function such that, in UB × VB, it has a convergent power series
B(x, y) =
∑
I∈Nn
∞∑
j=0
BI,jx
Iyj .
Then, there exist unique real analytic functions Q : UQ × VQ → R and R : UR × VR → R such
that:
1. Q and R are represented by power series
Q(x, y) =
∑
I∈Nn
∞∑
j=0
QI,jx
Iyj
R(x, y) =
∑
I∈Nn
∞∑
j=0
RI,jx
Iyj
where RI,j = 0 for all I ∈ Nn and j ≥ k
2. B(x, y) = Q(x, y)A(x, y) + R(x, y) for all x ∈ U ⊂ UA ∩ UB ∩ UC ∩ UD and y ∈ V ⊂
VA ∩ VB ∩ VC ∩ VD.
Proof. Note that, in fact, every real analytic function is (in a small neighborhood of each point)
of this form, up to a multiplicative constant. If necessary, do a linear change of variable.
Let us first show that, at the level of formal power series, there exist unique formal power series
in ξ = (ξ1, · · · , ξn) and η ∑
I∈Nn
∞∑
j=0
QI,jξ
Iηj
∑
I∈Nn
∞∑
j=0
RI,jξ
Iηj
with RI,j = 0 for all I ∈ Nn and j ≥ k and such that, at the level of formal power series,
B = QA+R. Note that this formula reads
BI,j =
∑
J≤I
j∑
m=0
QJ−mAI−J,j−m +RI,j . (12)
In particular, for j = k, using the fact that RI,k = 0 for all I ∈ Nn:
BI,k =
∑
J≤I
j∑
m=0
QJ−mAI−J,j−m = QI,0 +
∑
J≤I
|J |<|I|
j∑
m=0
QJ−mAI−J,j−m.
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Thus
QI,0 = BI,k −
∑
J≤I
|J |<|I|
j∑
m=0
QJ−mAI−J,j−m. (13)
From this, we infer that QI,0 is determined uniquely from A and B, and the set of QJ,m such
that J ≤ I, |J | < |I| and m ∈ {0, · · · , l}. In particular
Q0,0 = B0,k (14)
and we can recursively and uniquely define QI,0 for all I ∈ Nn.
Now take j = k + l, for l ∈ Z+. Then (using that RI,j = 0 for j ≥ k),
BI,k+l =
∑
J≤I
k+1∑
m=0
QJ,mAI−J,k+l−m
=
k+l∑
m=0
QI,mA0,k+l−m +
∑
J≤I
|J |<|I|
k+1∑
m=0
QJ,mAI−J,k+l−m
= QI,l +
l−1∑
m=0
QI,mA0,k+l−m +
∑
J≤I
|J |<|I|
k+1∑
m=0
QJ,mAI−J,k+l−m
using the fact that A0,j = 0, for j = 0, · · · , k and A0,k = 1. Thus, we have
QI,l = BI,k+1 −
l−1∑
m=0
QI,mA0,k+l−m −
∑
J≤I
|J |<|I|
k+1∑
m=0
QJ,mAI−J,k+l−m (15)
for I ∈ Nn and l ∈ Z+. From this, we infer that we can solve uniquely for QI,l, I ∈ Nn, l ∈ Z+, in
terms of A and B, and the set of QJ,m with J ≥ I, |J | < |I|, and m ∈ {0, · · · , k}. In particular,
when I = 0 last formula reads
Q0,l = B0,k+l −
l−1∑
m=0
Q0,mA0,k+l−m,
showing that we can recursively define Q0,l, for l ∈ Z+ and then, apply recursively for all QI,l,
I ∈ Nn, l ∈ Z+.
Finally, for I ∈ Nn and j ∈ {0, · · · , k − 1}, formula (12) gives us that
RI,j = BI,j −
∑
J≤I
j∑
m=0
QJ,mAI−J,j−m
= BI,j −
j∑
m=0
QI,mA0,j−m −
∑
J≤I
|J |<|I|
j∑
m=0
QJ,mAI−J,j−m
= BI,j −
∑
J≤I
|J |<|I|
j∑
m=0
QJ,mAI−J,j−m
(16)
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using that A0,j = 0, for j = 0, · · · , k − 1 and A0,k = 1. Thus RI,j is uniquely determined from
those A and B, and from the set of QJ,m with J ≥ I, |J | < |I|, and m = 0, · · · , k − 1.
These computations show that the equality holds as formal series. It only remains to show that
the power series for Q and R converge. By theorem B.12, there exists b, c > 0 such that
max{|AI,j |, |BI,j |} ≤ bc|I|+j , I ∈ Nn, j ∈ Z+.
Let α,β,γ > 0 be chosen so that α > b, β, γ > c and
bck
α
<
1
3
,
bck+1
β − c <
1
3
,
nbβk+1
ck−1(β − c)n
γn−1
(γ − c)n <
1
3
.
We claim that
|QI,j | ≤ αβjγ|I|, I ∈ Nn, j ∈ N. (17)
We will prove this by induction on |I|+ j. By (14), we have
|Q0,0| = |B0,k| ≤ b < α.
We can think this as (14) for |I|+ j = 0. Now assume that it holds for I ∈ Nn and j ∈ N such
that |I|+ j = r − 1. Then let I ∈ Nn and j ∈ N such that |I|+ j = r. By (15), we have
|QI,j | ≤ bc|I|+k+j +
l−1∑
m=0
αβmγ|I|bck+j−m
+
∑
J≤I
|J |<|I|
k+j∑
m=0
αβmγ|J |bc|I|−|J |+k+j−m
= αβjγ|I|
(
bck
α
(
c
β
)j ( c
γ
)|I|
+
(
c
β
)j
bck
j−1∑
m=0
(
β
c
)m
+
(
c
β
)j ( c
γ
)|I|
b
(
k+j∑
m=0
(
β
c
)m) ∑
J≤I
|J |<|I|
(γ
c
)|J |
 .
By definition of α, and since β,γ > c
bck
α
(
c
β
)j ( c
γ
)|I|
<
1
3
then (
c
β
)j
bck
j−1∑
m=0
(
β
c
)m
=
(
c
γ
)j
bck
(β/c)j − 1
(β/c)− 1 = bc
k+1 1
βj
βj − cj
β − c
≤ bck+1 β
j
β − c =
bck+1
β − c <
1
3
.
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Using lemma B.14
(
c
β
)j ( c
γ
)|I|
b
(
k+j∑
m=0
(
β
c
)m) ∑
J≤I
|J |<|I|
(γ
c
)|J |
≤
(
c
β
)j ( c
γ
)|I|
b
(β/c)k+j+1 − 1
(β/c)− 1
ncγn−1
(γ − c)n
(γ
c
)|I|
=
βk+1
βk+j+1ck
βk+j+1 − ck+j+1
β − c
ncγn−1
(γ − c)n
=
βk+1
ck(β − c)b
ncγn−1
(γ − c)n <
1
3
.
Combining the previous three estimates we obtain
|QI,j | ≤ αβjγ|I|.
Now that we have proved (17), we claim that QI,j , I ∈ Nn, j ∈ N defines a convergent power
series. To see this, let λ ∈ (0, 1) and let r, ρ > 0 such that rβ = ργ = λ. If (x, y) ∈ Rn × R
satisfy |xj | < r, j = 1, · · · , n and |y| < ρ, then
∑
I∈Nn
∞∑
j=0
|QI,j ||x||I||y|j ≤
∞∑
m=0
∑
I∈Nn
|I|=m
∞∑
j=0
α(rβ)j(ργ)m
=
∞∑
m=0
∑
J∈Nn+1
αλm =
∞∑
m=0
(
n+m
n
)
αλm,
which converges. Therefore, the series
∑
I∈Nn
∞∑
j=0
QI,jx
I , yj
is absolutely convergent for (x, y) satisfying |xj | < r, j = 1, · · · , n and |y| < ρ. Now that we
know that Q is real analytic and its series is absolutely convergent, using that R = B −QA, R
is also real analytic and its power series also converges absolutely.
Lemma B.16. Let U × V ⊂ Rn × R be a neighborhood of (0, 0) and suppose that f, g,W ∈
Cω(U × V ). The following statements hold:
1. If f is a polynomial in y
f(x, y) = fk(x)yk + · · ·+ f0(x) (18)
for some real analytic functions fj : U → R, j = 0, · · · , k, if W is a Weierstrass polyno-
mial, and if f = gW , then g is a polynomial in y:
g(x, y) = gm(x)ym + · · ·+ g0(x) (19)
for real analytic functions gj : U → R, j = 0, · · · ,m
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2. If W is a Weierstrass polynomial, if f and g are polynomials in y as in (18) and (19),
respectively, and if W = fg, then there exist real analytic functions E,F : U → R such
that E(0) 6= 0, F (0) 6= 0 and Ef and Fg are Weierstrass polynomials.
Proof.
1. Since the coefficient of the highest degree term of y in W is 1 (a unit in Cω), and since f is
a polynomial in y, we can perform a polynomial division in y to write f = QW +R where
the degree of R as a polynomial in y is less than that of W and where Q is a polynomial in
y. Uniqueness of division comes from the proof of proposition B.15. Since f = gW , then
f = Q and R = 0. In particular, g is a polynomial in y.
2. Let k and m be the degrees of f and g (i.e., fk and gm are nonzero). Let r be the degree
of W . Then
yr = W (0, y) = f(0, y)g(0, y) = fk(0)gm(0)yk+m,
implying that fk(0) and gm(0) are nonzero, and so fk and gm are invertible in a neighbor-
hood of 0. Thus, the result follows by taking E(x) = fk(x)−1 and F (x) = gk(x)−1
Theorem B.17 (Weierstrass’ preparation theorem). Let UA × VA ⊂ Rn ×R be a neighborhood
of (0, 0) and suppose that the real analytic function A : UA × VA → R is given by
A(x, y) =
∑
I∈Nn
∞∑
j=0
AI,jx
Iyj
on UA × VA, where A0,0 = · · · = A0,k−1 = 0 and A0,k = 1 for some k ∈ Z+. Then, there exist
unique real analytic functions W : UW×VW → R and E : UE×VE → R defined on neighborhoods
UW × VW and UE × VE, respectively, of 0, such that
1. W (x, y) is a Weierstrass polynomial in y of degree k.
2. E(0, 0) 6= 0.
3. E(x, y)A(x, y) = W (x, y) for all x ∈ U ⊂ UA∩UB∩UW∩UE and y ∈ V ⊂ VA∩VB∩VW∩VE.
Proof. Define B(x, y) = yk and apply the proposition. Then, there exists two real analytic
functions Q and R such that B = QA + R in a neighborhood of 0. Define W = B − R and
E = Q. Clearly W = EA. Since B0,k = 1, like in (14) we have Q(0, 0) = Q0,0 = 1 6= 0. If we
apply (16) with I = 0 we have R0,j = B0,j for j = 1, · · · , n, giving W0,j = 0 for j = 1, · · · , n.
Therefore noting that RI,j = 0 for j ≥ k, we have that
W (x, y) =
k∑
j=0
∑
I∈Nn
|I|>0
(BI,j −RI,j)xIyj ,
which shows that W is a Weierstrass polynomial.
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C Implementation of the algorithm
In this last section, we present a (simplified) implementation of the algorithm. This version uses
the constraint algorithm (which can be found at [GP92]) and it is implemented using SAGE. It
was done to fully understand the algorithm and to have more examples of the applied algorithm.
def df(f,carta): #Returns a vector with the differential of a function "f"
respect to variables in "carta"
eq=[];
for i in range(len(carta)):
eq.append(f.diff(carta[i]));
return vector(eq);
def matext(M,i,j): #Given a matrix "M" and a list of rows "i" and columns "j",
returns the minor of M consisting of the elements given by the lists
RRR=0*x*matrix(len(i),len(j));
ii=vector(i);
jj=vector(j);
for r in range(len(i)):
for s in range(len(j)):
RRR[r,s]=M[ii[r],jj[s]];
return RRR;
def RankM(M,llig1,llig2,carta): #Just returns the rank of M. It’s a function
due to alternative version of the algorithm
return rank(M);
def simplify_ultra(temp,lligams,carta): #Combine some simplify functions to
get a very simplified function (this is suposed to be done by simplify_full,
but at time of writting this algorithm, it has some problems)
temp2=temp;
temp2=temp2.expand()
temp2=temp2.simplify()
temp2=temp2.simplify_exp()
temp2=temp2.simplify_factorial()
temp2=temp2.simplify_full()
temp2=temp2.simplify_radical()
temp2=temp2.simplify_rational()
temp2=temp2.simplify_log()
temp2=temp2.simplify_trig()
temp2=temp2.simplify_full()
if temp2==0:
return 0;
return temp
def pasdeGauss(A,b,i,j,fil,col):
for a in range(i+1,fil):
b[a]=b[a]-A[a,j]/A[i,j]*b[i]
A=A.with_added_multiple_of_row(a,i,-A[a,j]/A[i,j])
return A,b
def Gauss(C,d,lligams,carta): #Does Gauss elimination to the system "Cx=d"
A=1*C; b=1*d; #Copy of the matrix so we don’t modify the originals.
col = A.ncols()
fil = A.nrows()
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i=j=0;
while((i<col) and (j<fil)):
k=j
coef=A[k,i]
coef=simplify_ultra(coef,lligams,carta);
while((k<fil) and (coef==0)): #Search a non-zero coefficient
k=k+1
if k<fil:
coef=A[k,i]
coef=simplify_ultra(coef,lligams,carta)
if k<fil:
A.swap_rows(j,k)
swapval=b[j]
b[j]=b[k]
b[k]=swapval
A,b=pasdeGauss(A,b,j,i,fil,col)
i=i+1
j=j+1
if k>=fil:
i=i+1
return A,b
def eliminazeros(C,d,i): #Erase one row of the matrix "C" and the element of
"d" corresponding to this row
C=block_matrix([C[:i],C[i+1:]],ncols=1,subdivide=false);
r=[];
for j in range(len(d)):
if i!=j:
r.append(d[j]);
if len(r)==0:
return C,d,1;
d=vector(r);
return C,d,0;
def Lligams(A,b): #Searches for constraints
C=A;
d=b;
c=[0*x]
no_lligams=0;
for s in range(A.nrows()):
i=A.nrows()-s-1;
for j in range(A.ncols()):
if bool(A[i,j]!=0):
break
tempbol= bool((j==(A.ncols()-1)));
if tempbol:
c.append(b[i]);
C,d,no_lligams=eliminazeros(C,d,i);
return c,C,d,no_lligams;
def Dcarta(carta): #Make new variables with "D" before the name
temp=[];
for i in range(len(carta)):
temp.append(var("D"+str(carta[i])));
return vector(temp);
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def ALI(L,carta): #Given a list of constraints, calculates the
differential matrix
temp=0*x*Matrix(len(L),len(carta));
for j in range(len(L)):
for i in range(len(carta)):
temp[j,i]=L[j].diff(carta[i]);
return L,temp;
def afegeixlligam(llig,dllig,l,carta,ltemp,L): #Given a list of
constraints and another one, decides if it’s independent
temp=0*x*Matrix(1,len(carta));
for i in range(len(carta)):
temp[0,i]=l.diff(carta[i]);
temp2=block_matrix([dllig,temp],ncols=1,subdivide=false);
if RankM(temp2,llig,L,carta)==len(llig)+1:
llig=llig.list();
llig.append(l);
llig=vector(llig);
dllig=temp2;
ltemp.append(l);
return llig, dllig, ltemp;
def afegeixlligams(llig,dllig,L,carta): #From a list of constraints,
selects an independant maximal set
temp=[0*x];
for i in range(len(L)):
llig,dllig,temp=afegeixlligam(llig,dllig,L[i],carta,temp,L);
return llig,dllig,vector(temp);
def Soluciona(A,b,Sol,Incog): #Returns the solution of a triangular system
SolT=Incog;
temp=[];
tempsol=[];
for s in range(A.nrows()):
i=A.nrows()-s-1;
for j in range(A.ncols()):
if A[i,j]!=0:
temp.append(j);
eq=[A[i]*SolT==b[i],A[i]*SolT==b[i]];
s=solve(eq,Incog[j],solution_dict=True);
Sol=Sol.subs(s[0]);
SolT=SolT.subs(s[0]);
tempsol.append(s[0]);
break;
return tempsol;
def Ajusta(A,b,NLLig,carta,Sol,Incog,OLLig): #Once we have done a
iteration, it reajust the data to do another iteration.
lligam=[];
while(len(NLLig)>0):
pL=NLLig.pop();
a=df(pL,carta);
equ=a*Sol;
lligam.append(equ);
OLLig.append(pL);
if len(lligam)==0: #If it’s solved, it stops
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Fi(A,b,carta,Sol,OLLig);
return A,b,OLLig,1;
C=0*x*Matrix(len(lligam),len(Incog));
equ=vector(lligam);
d=[];
for i in range(C.nrows()):
for j in range(C.ncols()):
C[i,j]=equ[i].diff(Incog[j]);
d.append(-equ[i]+C[i]*vector(Incog));
return C,vector(d),OLLig,0;
def Fi(C_red,d_red,carta,Sol,llig): #Writes the solution
print "Final constraints:";
print llig;
print "Solution (defined only in the constraint manifold):";
print Sol;
def Itera(A,b,carta,Olligams,dllig,Sol,Incog): #Iterative part
At=0*x*A;A=At+A;bt=0*x*b;b=bt+b;
C,d=Gauss(A,b,Olligams,carta);
L,C_red,d_red,no_matrix=Lligams(C,d);
if len(L)==1:
if no_matrix==0:
Solt=Soluciona(C_red,d_red,Sol,Incog);
for i in range(len(Solt)):
Sol=Sol.subs(Solt[i]);
Fi(C_red,d_red,carta,Sol,Olligams);
return 1;
L.remove(0);
templl=Olligams[:];
llig,dllig,L=afegeixlligams(vector(templl),dllig,L,carta);
if no_matrix==0:
Solt=Soluciona(C_red,d_red,Sol,Incog);
for i in range(len(Solt)):
Sol=Sol.subs(Solt[i]);
tempincog=set(Matrix(Sol).variables()).intersection(set(Dcarta(carta)));
if tempincog==set([]):
Fi(C_red,d_red,carta,Sol,llig);
return 1;
Incog=vector(tempincog);
L=L.list();
L.remove(0);
C_red,d_red,lligams,acab=Ajusta(C_red,d_red,L,carta,Sol,Incog,Olligams);
if acab:
return 1;
Itera(C_red,d_red,carta,lligams,dllig,Sol,Incog);
def noind(pL,lligams,carta): #Finds a first independent constraint
temp=0*x*Matrix(1,len(carta));
for i in range(len(carta)):
temp[0,i]=pL.diff(carta[i]);
if RankM(temp,[pL],lligams,carta)==0:
print "The constraint ",pL," is zero over the other constraints.
Therefore, it is dependant with them";
return true;
return false;
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def SingularSolve(A,b,chart): #Main function. It recives the matrix
A and b of the linear system Ax=b, and the list of variables in the
vector "carta"
carta=chart;
At=0*x*A;A=At+A;bt=0*x*b;b=bt+b; #Converts a constant matrix to
functional matrix
Sol=Dcarta(carta);
Incog=Dcarta(carta);
C,d=Gauss(A,b,[0,0],carta);
L,C_red,d_red,no_matrix=Lligams(C,d);
if len(L)==1:
print "There are no constraints";
Solt=Soluciona(C_red,d_red,Sol,Incog);
for i in range(len(Solt)):
Sol=Sol.subs(Solt[i]);
Fi(C_red,d_red,carta,Sol,vector([0,0]));
return 1;
L.remove(0);
pL=L.pop();
while(noind(pL,L,carta)): #Finds a first constraint
if len(L)==0:
print "There are no constraints";
if no_matrix==0:
Solt=Soluciona(C_red,d_red,Sol,Incog);
for i in range(len(Solt)):
Sol=Sol.subs(Solt[i]);
Fi(C_red,d_red,carta,Sol,vector([0,0]));
return 1;
pL=L.pop();
llig,dllig=ALI(vector([pL]),carta);
temp2=pL;
llig,dllig,L=afegeixlligams(llig,dllig,L,carta);
temp=L.list();temp.append(temp2);L=vector(temp);
if no_matrix==0:
Solt=Soluciona(C_red,d_red,Sol,Incog);
for i in range(len(Solt)):
Sol=Sol.subs(Solt[i]);
if no_matrix:
print "WARNING: No system to solve";
Incog=vector(set(Matrix(Sol).variables()).intersection(set
(Dcarta(carta)))); #Decides which variables are not found yet
L=L.list();
L.remove(0);
C_red,d_red,lligams,acab=Ajusta(C_red,d_red,L,carta,Sol,Incog,[]);
Itera(C_red,d_red,carta,lligams,dllig,Sol,Incog);
To use the algorithm on a system A(x)x˙ = b(x), use the following command
SingularSolve(A,b,chart);
where A is a matrix, ”b” a vector and ”chart” is a vector, whose components are the variables
of the system.
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