Abstract. We use results from time-frequency analysis and Gabor analysis to construct new classes of sigma-model solitons over the Moyal plane and over noncommutative tori, taken as source spaces, with a target space made of two points. A natural action functional leads to self-duality equations for projections in the source algebra. Solutions, having nontrivial topological content, are constructed via suitable Morita duality bimodules.
Introduction
Noncommutative analogues of non-linear sigma-models or, said otherwise, noncommutative harmonic maps were introduced in [2, 3] . Already the simplest example of a target space made of two points -for which the commutative theory is trivial -showed remarkable properties when taken together with a noncommutative source space. A natural action functional lead to self-duality equations for projections in the source algebra, with solutions (on noncommutative tori) having non-trivial topological content (topological charges). Some generalizations were presented in [20] and recent results in [15] .
The used methods relied on complex structures and the existence of holomorphic structures for projective modules over noncommutative spaces. The projections in the algebra were coming from an equivalence (Morita) bimodule. Now, an important instance of the Morita equivalence occurs between the algebra of compact operators on a separable Hilbert space and the algebra C, a result which is equivalent [21] to the uniqueness of the Schrödinger representation of the CCR (for the two-dimensional quantum phase space of a free particle). When thinking of a space of positions rather than of the phase space (an interpretation we favor for the discussion of sigma models), the same algebra is now the algebra of the so called Moyal plane
In turn, when passing from the Schrödinger representation of phase space to that of lattices in phase space, the same construction of Morita equivalence bimodules over the Moyal plane leads to equivalence bimodule over noncommutative tori whose noncommutativity parameters are related by fractional transformation with integer coefficients [23] . At the smooth level, the bimodules that implement both instances of Morita equivalence for the lowest value of 'the rank' is the underlying vector space S (R) of Schwartz functions on R.
Most remarkably, these same objects appear in the field of time-frequency analysis and Gabor analysis. In the light of the relation between these and noncommutative geometry established in [16, 17] , the present paper is centered on the use of several results from timefrequency analysis and Gabor analysis to construct new classes of sigma-model solitons over the Moyal plane and over noncommutative tori.
The input from signal analysis comes from time-frequency analysis and Gabor analysis [9] . In the setting of noncommutative geometry the main goal of Gabor analysis is to find generators for projective modules over noncommutative tori. It is going to be these results that provide new classes of solitons over noncommutative tori.
In §2 we recall the noncommutative sigma model of maps from a virtual space underlying a noncommutative algebra A to the set of two points, as given in terms of projections in the algebra A. The dynamics is governed by a quadratic action integral, defined in terms of suitable derivations and an invariant trace on A. The functional is shown to be estimated from below by a topological charge (a Chern number), with extremal points which are solutions of first order differential self-duality equations for projections.
In §3 we give some basic material on smooth Morita equivalence between a pair of algebras A and B via an equivalence A − B bimodule E. We spell our requirements on the compatible actions of a pair of derivations and their lift (implementation) on E in terms of a pair of covariant derivatives (connections). The self-duality equations for projections in A of §2 is translated to a generalized eigenfunction problem for an anti-holomorphic connection ∇ on the module E with eigenfunctions in the algebra B. The topological charge, which measures the nontriviality of the module E is expressed in terms of the curvature of the connection, curvature that is interpreted as Heisenberg commutation relations. Results from the the Schrödinger representation that are needed in the later part are in §4.
For the Moyal plane in §5, the general solutions of the generalized eigenfunction problem for the operator ∇ are given by Gaussians functions. The self-duality equation for the corresponding projections is the equation for the minimizers of the Heisenberg uncertainty relation. More generally, for noncommuative tori in §6, solutions of the generalized eigenfunction problem for ∇ are obtained from Gabor frames: these solutions include Hermite functions and totally positive functions of finite type. It is remarkable that for these solution we rely on two cornerstones of the field of Gabor analysis, namely the duality theory and the Wexler-Raz identity [4, 13, 26, 28] .
The action functional and the soliton equations
In [2, 3] there were constructed noncommutative analogues of non-linear sigma-models. The simplest example was of a target space made of two points M = {1, 2}. Since any continuous map from a connected surface Σ to a discrete space is constant, a commutative theory would be trivial. This is not the case if the source space is 'noncommutative' and there are, in general, not trivial such maps. Now they have to be interpreted 'dually', i.e. as * -algebra morphisms from the algebra of functions over M = {1, 2}, that is C 2 , to the algebra A of the noncommutative source space. Since as a vector space C 2 is generated by the projection (self-adjoint idempotent) function e defined by e(1) = 1 and e(2) = 0, any * -algebra morphism π : C 2 → A is identified with a projection p = π(e) in A. As a consequence the configuration space of a two point target space sigma-model is the collection of all projections P(A) in the algebra A.
For the dynamics of the model we need additional structure. At the continuous level, we take the C * -algebra A to carry an action of the torus group T 2 with A ∞ denoting the dense pre C * -algebra of corresponding smooth elements, and infinitesimal generators of the action denoted ∂ 1 and ∂ 2 : these are derivations of A ∞ . Since we work mostly at the smooth level, to lighten notations we rename A ∞ to A from now on. Finally, we assume A to have an invariant faithful tracial state tr; the invariance means that tr(∂ 1 (a)) = tr(∂ 2 (a)) = 0 for all a ∈ A. Then, on the configuration space P(A) we consider the R + -valued action-functional
We stress that this action functional, depends on the choice of a metric. In the present situation we work with the flat one, with respect to which the derivatives are orthogonal and normalized. Using the identity p 2 = p and the trace property, one has also
Moreover, using the natural complex structure on A given by
the action functional can be written as
As usual, the critical points of the action functional (2.1) are obtained by equating to zero its first variation, that is the linear term in an infinitesimal variation
for δp ∈ T p (P(A)). By 'integrating by parts' and using the invariance of the integral to get rid of the 'boundary terms', and the trace property, one easily gets:
, is the Laplacian of the flat metric. On the other hand, the most general element δp ∈ T p (P(A)) is not arbitrary but rather of the form
with z an arbitrary elements in A. This is because, starting from a general expression
the condition that be an idempotent to first order, (p + δp)
, forces x = y = 0 while the additional that be hermitian, (δp) * = δp, forces w = z * . When substituting (2.3) into (2.2), using again the trace property one arrives at
Since z is arbitrary one finally get the equations for the critical points:
or, equivalently the following non-linear equations of the second order
As mentioned, the action functional in (2.1) depends on a metric. On the other hand, there is a topological charge, that is a quantity not depending on the metric, and given by
The normalization in (2.5) is such that, in all cases of interest of the present paper, for all projections it is an integer. It is in fact the index of a Fredholm operator.
A remarkable fact is that in a component of the space P(A) with a fixed value of c 1 (p) the equation (2.4) is translated to first order equations as a consequence of the fact that the topological quantity c 1 (p) is a lower bound for the action functional S[p].
Proof. Due to positivity of the trace integral and its cyclic properties, we have that
from which it follows that
and comparing with the definitions (2.5) and (2.1) we get the inequality (2.6).
From the proof above, it is clear that the equality in (2.6) occurs when the projection p satisfies self-duality or anti-self duality equations for a projection:
or equivalently p(∂ 1 ± i ∂ 2 )(p) = 0. These can also be written respectively as
or equivalently p ∂(p) = 0, respectively p ∂(p) = 0.
All of above can be extended to more general metrics, see [2] . In two dimensions, the conformal class of a general constant metric is parametrized by a complex number τ ∈ C, ℑτ > 0. Up to a conformal factor, the metric is given by
The corresponding 'complex torus' T 2 would act on A infinitesimally with two derivations
Equivalence Bimodules
The construction of projections in a C * -algebra A via an equivalence bimodule E with a second unital C * -algebra B was a crucial result of Rieffel [23, 24] . Here we recall the main results of the construction in the smooth version.
3.1. Projections from bimodules. With pre C * -algebras A and a unital B, an equivalence A − B-bimodule E between them is equipped with a left-linear A-valued hermitian product on E that we denote by • ·, · and a right-linear B-valued hermitian product denoted by ·, · • . Thus, E is both a left and a right Hilbert module. In addition, the hermitian products satisfy an associativity condition:
• ξ, η ζ = ξ η, ζ • , for all ξ, η, ζ ∈ E. When there exists such an equivalence bimodule E between A and B one says that the two algebras are Morita equivalent [22] . Morita equivalence yields an identification of the right algebra with the compact endomorphisms of E, B ≃ End 0 A (E). In particular, there exist elements {η 1 , ..., η n } in E such that
As a consequence, the matrix p = (p jk ) with elements p jk = • η j , η k is a projection in the matrix algebra M n (A):
, having used the associativity condition (3.1). This establishes the finite left A-module projectivity of E with the identification E ≃ A n p. Furthermore, an use of the condition (3.1) allows one to reconstruct any element ξ ∈ E over the family {η 1 , ..., η n }:
By results of [8] , this is rephrased as the existence of a Parseval standard module frame {η 1 , ..., η n } for E. In general, a standard module frame for E is a set {η 1 , ..., η n } such that
for positive constants c 1 and c 2 . The frame {η 1 , ..., η n } is said to be tight if c 1 = c 2 , and to be normalized or a Parseval frame if c 1 = c 2 = 1. Thus, if A and B are Morita equivalent, there exists a Parseval standard module frame for the A − B equivalence bimodule E. However, it will be useful for us to consider (and start with) more general standard module frames.
The module E is self-dual for the A-valued hermitian structure [25, Prop. 7.3] , in the sense that for any ϕ ∈ A Hom( A E, A A) there exists a unique ζ ϕ ∈ E such that ϕ(ξ) = • ξ, ζ ϕ , for all ξ ∈ E. Indeed,
and ζ ϕ = j (ϕ(η j )) * η j is the element of E representing ϕ. Thus every element of A Hom( A E, A A) can be written as ϕ ξ for some ξ ∈ E. By [25, Prop. 7.3] , starting with a left A-module E which is self-dual, any projection p such that E ≃ A n p is of the form p jk = • η j , η k for some Parseval standard module frame {η 1 , ..., η n } for E.
There is in fact more structure. Firstly, from the above discussion, one has a linear space identification A Hom( A E, A A) ≃ E. Next, a right action of a ∈ A is defined as
while a left action of b ∈ B is defined by
These allow one to reconstruct any element ϕ ξ over the frame {η 1 , ..., η n }. From (3.2):
having used the properties of the left hermitian structure. Equivalently, one can compute:
having used the associativity condition (3.1), and arriving at the same result. The expression above is a reconstruction formula which is dual to the one in (3.2) , that is,
This dual use of a Parseval standard module frame {η 1 , ..., η n } for E will be invoked for finding dual frames and soliton solutions for the noncommutative torus in §6 below.
Remark 3.1. In more generality one could start with dual frames {η j } and {ζ j } in E for which j η j , ζ j • = 1 B . The matrix e = (e jk ) with elements e jk = • ζ j , η k is now only an idempotent e 2 = e, and any element ξ ∈ E can be reconstruct as
In this paper we address the case when the A − B equivalence bimodule E has one generator η, while postponing to a future paper the general situation of an arbitrary finitely generated equivalence bimodule E. Hence, η is a Parseval frame for E if it holds that
for all ξ ∈ E. Consequently, η is a Parseval frame for E if and only if η, η • = 1 B .
If one start with a standard module frame η, by [8] , the element η, η • is invertible and positive and one constructs a Parseval frameη by taking the elementη := η( η, η • ) −1/2 . We finish the section recalling a slightly more general result [23, Prop. 2.8]:
Lemma 3.2. Suppose E is an equivalence A − B-bimodule and let ψ ∈ E. Then p = • ψ, ψ is a projection in A if and only if
In particular, any Parseval frame ψ ∈ E, ψ, ψ
Proof. Suppose ψ ψ, ψ • = ψ. The associativity condition (3.1) and left-linearity yield:
that is • ψ, ψ is a projection. Conversely, suppose • ψ, ψ is a projection in A. Then a simple calculation using once more the associativity condition (3.1) implies that
• ψ ψ, ψ • − ψ, ψ ψ, ψ • − ψ = 0, and thus one obtains ψ ψ, ψ • = ψ.
Derivations and connections.
We assume next that both algebras A and B are contained in the joint smooth domain of two commuting derivations ∂ 1 and ∂ 2 (denoted by the same symbols on the two algebras). Moreover A and B are endowed with faithful tracial states, denoted by the same symbol tr. We also require that the traces are invariant, that is tr(∂ µ (a)) = 0, for all a ∈ A and tr(∂ µ (b)) = 0, for all b ∈ B. In addition, we assume the traces to be compatible in the sense that
Finally, we assume that the derivations can be consistently lifted to the bimodule E as two covariant derivatives ∇ 1 and ∇ 2 . That is, there are linear maps
which satisfy a left and right Leibniz rule: for all ξ ∈ E, a ∈ A and b ∈ B it holds that
The covariant derivatives are taken to be compatible with both the A-valued hermitian structure • ·, · and the B-valued hermitian structure ·, · • , that is for all ξ, η ∈ E, both
hold. The curvature of the covariant derivatives is defined as
and it is easily seen to be both left A-linear and right B-linear.
Recall the topological charge c 1 (p) defined in (2.5) for any projection.
Proposition 3.3. Let ψ ∈ E be such that ψ, ψ • = 1 B and p ψ := • ψ, ψ ∈ A the corresponding projection. Then, for its topological charge one finds:
Proof. With a projection p ψ := • ψ, ψ for ψ ∈ E such that ψ, ψ • = 1 B , a direct computation, using the compatibility (3.4) and the associativity condition (3.1), leads to
Next, the compatibility of traces and the tracial property, with ψ,
In turn, the compatibility (3.5) and the invariance of trace leads to
which completes the proof.
Corollary 3.4. Let the curvature be constant and equal to
3.3. Soliton solutions. We look for solutions of the self-dual equations (2.7) of the form p ψ := • ψ, ψ ∈ A with ψ ∈ E such that ψ, ψ • = 1 B as in Lemma (3.2). We shall need the holomorphic, respectively anti-holomorphic, connection on E,
which lift to E the corresponding complex derivative
Proposition 3.5. Let ψ ∈ E be such that ψ, ψ • = 1 B with p ψ := • ψ, ψ ∈ A the corresponding projection. Let ∇ be the anti-holomorphic connection on E. Then, the projection p ψ is a solution of the self-duality equations of (2.7),
if and only if the ψ is a generalized eigenvector of ∇, i.e. there exists λ ∈ B such that
Proof. Using the compatibility (3.4) for ∇, and the Morita property, one computes:
and
Now, the operator ∇ on ψ, ψ • = 1 B and the right compatibility (3.5) yields:
which, when inserting in the previous expression leads to:
that is ∂(p ψ )p ψ = 0 if and only if • ∇ψ − ψ ψ, ∇ψ • , ψ = 0. Then, by applying the latter expression to ψ and using the associativity condition (3.1) and ψ, ψ • = 1 B , one gets:
Since ψ, ∇ψ • ∈ B the equivalence of the two equations (3.7) and (3.6) then follows.
In the present paper we shall present solutions of (3.7) and of (3.6) both on the Moyal plane and on noncommutative tori.
The Schrödinger representation
For the construction of equivalence bimodules for the Moyal and the noncommutative torus we are going to rely on some basic facts on the Schrödinger representation of the phase space R 2 on the Hilbert space L 2 (R) with (left linear) scalar product
and the corresponding norm denoted · 2 . The Schrödinger representation is the projective representation of R 2 on L 2 (R) defined by
With z = (x, ω) and
is a 2-cocycle. Another application of (4.2) gives a commutation relation:
which relies on the anti-symmetrized 2-cocycle c symp (z, z ′ ) = c(z, z ′ )c(z ′ , z). Note that c symp depends on the standard symplectic form Ω(z, z ′ ) = yω − xη on R 2 , hence the name.
The matrix-coefficients of the Schrödinger representation are defined for ξ, η ∈ L 2 (R) by
In signal analysis V η ξ is known as the short time Fourier transform [7] . The matrixcoefficients of the Schrödinger representation are elements of L 2 (R 2 ). A basic fact about them is the orthogonality relation (Moyal's identity).
with scalar product on the left hand side the left linear one, with measure dz = dx dω.
This identity shows that for η normalized, η 2 = 1, the map ξ → V η ξ is an isometry:
It also shows that the Schrödinger representation is irreducible on L 2 (R).
An additional important consequence of the Moyal's identity is a reconstruction formula for ξ ∈ L 2 (R) in terms of {π(z)η : z ∈ R 2 }.
Next, let us consider the twisted group algebra L 1 (R 2 , c) of R 2 associated to the cocycle c. Then L 1 (R 2 , c) is an involutive Banach algebra with respect to twisted convolution in L 1 (R 2 ): that is for k and l in L 1 (R 2 ), one defines the twisted convolution (k♮l) by
On L 1 (R 2 , c) there is also a faithful trace:
With the twisted involution in (4.7), one has that
Indeed, by the properties of the projective representation π it follows that:
We need twisted convolutions of matrix coefficients of the Schrödinger representation:
η , which allows one to express the twisted convolution of V η 2 ξ 2 and V η 1 ξ 1 as follows:
which is just the stated equality.
Proof. By (4.10) we have that
and by (4.9): (V ξ ξ) ⋆ = V ξ ξ. By definition of the trace tr(p ξ ) = V ξ ξ(0) = ξ 2 = 1.
Lemma 4.5. For ξ, η in the Schwartz class S (R) one has that
Proof. The invariance of S (R) with respect to multiplication, translation and Fourier transform shows that V ξ η is in S (R 2 ) for ξ, η ∈ S (R).
The integrated representation (4.12)
, is a non-degenerate bounded representation of the twisted convolution algebra
and the composition of K = π(k) and L = π(l) corresponds to the element (k♮l):
Operators of the form arising from the integrated representation of the Schrödinger representation are pseudo-differential operators for k ∈ L 1 (R 2 ), see [5] for instances of the vast literature on this approach. We denote by A the class of all operators of the form (4.12) for k ∈ S (R 2 ). These operators are all trace-class [5] . Consequently, A is a subalgebra of the compact operators and its norm closure is the algebra of all compact operators K on L 2 (R). It follows from results on the Sjöstrand class in [5] and the description of S(R 2 ) as intersections of weighted Sjöstrand classes [27, Remark 1.3 (5) ], that A is an inverseclosed subalgebra of B(L 2 (R)). This is a result needed for the Schwartz space S(R) to be a projective module over the smooth algebra A.
The Moyal plane and its geometry
We will view the algebra A of previous section as a model of the Moyal plane for the following reason. The product of operators in A was defined in the previous section in terms of the twisted convolution on L 1 (R 2 ), but if one considers the Fourier transforms of the symbols defining the elements in A then one obtains the Moyal product:
A crucial result of Rieffel in [21] shows that the uniqueness of the commutation relations is equivalent to the Morita equivalence between K and the complex numbers C. In this section we establish that as a consequence the space S (R) is a smooth A − C equivalence bimodule. In the following sections we equip this equivalence bimodule with connections that are compatible with derivations on the Moyal plane algebra A.
Proposition 5.1. The space E = S (R) is an equivalence bimodule between A and C with respect to the actions:
for ξ ∈ S (R) and k ∈ S (R 2 ), λ ∈ C; and A and C-valued hermitian products:
Note that • ξ, η is noting but the operator π(V η ξ).
Proof. By the invariance of S (R) under π(z) for all z ∈ R 2 , one obtains that K ·ξ ∈ S (R). Lemma 4.5 states that for ξ, η ∈ S (R) also V η ξ ∈ S (R 2 ) and hence • ξ, η is in A. The statements for ·, · • and the right action are the definition for complex-conjugate of L 2 (R).
It remains to show the associativity condition:
Note that, after taking a L 2 (R) scalar product with an additional function ϕ, this is equivalent to Moyal's identity (4.4):
Consequently, by completing S (R) with respect to the left structure • ·, · one gets an equivalence bimodule E between the compact operators K and C. By the inverse-closedness of A in I + K we deduce that E = S (R) is an equivalence bimodule between A and C.
The derivations.
A two dimensional noncommutative geometry, that is a 2-summable spectral triple for the Moyal plane is given as follows. Firstly, there are derivations (that is an infinitesimal action of T 2 ) ∂ 1 and ∂ 2 on A defined by:
Since k ∈ S (R 2 ), so are xk and ωk; thus ∂ µ (K) ∈ A for µ = 1, 2. Then, with the rule for the product given in (4.13) and (4.6), one directly checks that these are derivations, that is ∂ µ (KL) = ∂ µ (K)L + K∂ µ (L) for µ = 1, 2. They clearly commute with each other.
For ease of notation, let us write A c = A + C1 for the unitization. The derivations ∂ µ are naturally extended to all of A c with the trivial action on constants.
The GNS representation space H 0 is defined as the completion of A c for the Hilbert norm ||K|| GNS := tr(k ⋆ ♮k) = k 2 with k ∈ A c and trace given in (4.8) and extended to be zero on scalars. The space H 0 is unitarily equivalent to the completion of S (R 2 ) with the norm (k * ♮ k)(0). As usual, the algebra A c is represented faithfully as bounded operators on H 0 :
for any K, L ∈ A c . On the Hilbert space H = H 0 ⊗ C 2 the algebra A c acts diagonally with two copies of the representation π in (5.7). We consider the Dirac operator D given by 
There is in fact more structure. A grading operator is:
Furthermore, the vector 1 = I of H 0 is cyclic (i.e. π(A c )1 is dense in H 0 ) and separating (i.e. π(K)1 = 0 implies K = 0). Also, the state (1, π(K)1) is evidently tracial. Thus, the Tomita involution on H 0 is just
On the Hilbert space H the reality operator is:
In fact, the datum (A c , H, D, γ, J) was already considered in [10] (albeit in 'two dimensional position' space) were it was shown that it constitutes a real even 2-summable spectral triple.
5.2.
The constant curvature connection. On the equivalence bimodule E = S (R) one defines a connection via covariant derivatives ∇ 1 and ∇ 2 given by:
It is a direct computation to check that they obey:
With the derivations in (5.6), these are just the left Leibniz rule for the connection:
The covariant derivatives are compatible with the (left) hermitian structure:
In view of the second equality in (5.3), these reduces to statements on the corresponding integrands. For µ = 1 this is
withξ(t) = tξ(t) and similarly forη. When µ = 2 it is instead:
both of which can be established by direct computations.
On the other hand, property of the L 2 (R) scalar product leads directly to the compatibility with respect to the right hermitian structure expressed as:
Since the right algebra B is just C, the right Leibniz rule for the connection is automatic with respect to the trivial (null) derivations.
Finally we observe that the connection has constant curvature:
Of course these are none other than the Heisenberg commutation relations (in the Schrödinger representation). And the anti-holomorphic connection ∇ = ∇ 1 + i∇ 2 is the annihilation operator while the holomorphic connection ∇ = ∇ 1 − i∇ 2 is the creation one.
Solitons.
As an application of Lemma 3.2, the equivalence bimodule E = S (R) allows one to construct projections in the Moyal plane algebra. Since the 'right' algebra B is just complex numbers C, and the 'right' hermitian structure is just the usual one, by the bimodule property (5.4) any ψ ∈ S (R) normalized as ψ, ψ • = ψ 2 = 1, provides a nontrivial projection p ψ = • ψ, ψ in A(R 2 , c). Now, we seek solutions of the self-dual equations (2.7) for projections p ψ := • ψ, ψ in A(R 2 , c) with complex derivations ∂ = ∂ 1 + i∂ 2 and ∂ = ∂ 1 − i∂ 2 (and ∂ 1 , ∂ 2 in (5.6)). From Proposition 3.5 the projection p ψ is a solution of the self-duality equations,
if and only if the element ψ satisfies
for some λ ∈ C, where ∇ = ∇ 1 + i∇ 2 is the anti-holomorphic connection and ∇ 1 and ∇ 2 the connection in (5.12). As mentioned, these are nothing but equations for eigenfunctions of ∇, all solutions of which are given by the generalized Gaussians
where c is a normalization constant. Then the projection
solves the self-duality equations (5.16). Here V ψ ψ reads explicitly
and tr(p ψ ) = V ψ ψ(0) = 1. Also, Lemma 3.4, with (5.15) gives for its topological charge:
The self-duality equation for these projections is the equation for the minimizers of the Heisenberg uncertainty relation, which explains why they are Gaussian ψ λ .
The Noncommutative torus
We shall now move to the two-dimensional noncommutative torus T 2 θ . A wide class of modules over noncommutative tori, called Heisenberg modules, were constructed in [1, 24] . For an irrational θ, these are all modules which are not free. A link between Heisenberg modules and Gabor frames was exhibited in [16] . In view of this, we view the noncommutative torus via (a restriction of) the Schrödinger representation of R 2 in §4.
6.1. The torus and its geometry. Thus, for a non-zero θ ∈ R, at the C * -algebra level the noncommutative torus A θ is the norm closure of the span of {π(θk, l) : k, l ∈ Z}, with π given in (4.1) for z = (θk, l). The operators π(θk, l) provide a (reducible) projective faithful representation on L 2 (R) of the lattice θZ × Z ⊂ R 2 , which is just the restriction of the Schrödinger representation of R 2 . Denoting the operators π(0, 1) and π(θ, 0) as M 1 and T θ , respectively, they satisfy the noncommutative torus relation [23] :
The smooth noncommutative torus is the subalgebra A θ of A θ consisting of operators
Furthermore, with a and b in S (R) we have for their product
where a♮b is the twisted convolution
while π(a) * = π(a * ), where a * is the twisted involution of a:
Operators commuting with π(θk, l) for all k, l ∈ Z are those associated with the lattice Z × θ −1 Z, since, by the commutation relations for the Schrödinger representation,
holds if and only if c symp (z, (θk, l)) = 1 for all k, l ∈ Z, with the anti-symmetrized 2-cocycle c symp of §4. The norm closure of the span of {π(k, θ −1 l) : k, l ∈ Z} is the noncommutative torus A 1/θ and the operators T 1 and M 1/θ provide a faithful representation of A 1/θ on L 2 (R). In parallel with (6.2), the smooth algebra A 1/θ is now made of elements
For the construction of projections in A θ we will use an equivalence bimodule between A θ and and algebra B. Since this requires B to act from the right, instead of A 1/θ we have to use for B the opposite algebra (A 1/θ ) op which we identify with A −1/θ .
An equivalence bimodule between the smooth algebras A = A θ and B = A −1/θ is given once more by E = S (R) [24] (see also [16] ). We state this result as a lattice version of Proposition 5.1 for the Moyal plane.
Proposition 6.1. The space E = S (R) is an equivalence bimodule between the smooth noncommutative tori A and B with respect to the actions:
for a ∈ A, b ∈ B and ξ, η ∈ S (R); and with hermitian products given, for ξ, η ∈ S (R), by
From the expression (4.3), the coefficients of the lattice Schrödinger representation become
with a similar formula for the right hermitian product.
On the left algebra A θ we shall use the (normalized) trace tr(π(a)) = a 00 . Then, the compatibility tr • ξ, η = tr η, ξ • , for all ξ, η ∈ E, requires that the trace on the right algebra A −1/θ be the (non-normalized) one given by tr(π(b)) = θ b 00 .
The infinitesimal action of an ordinary torus T 2 on both algebras A θ and A −1/θ , are derivations. For lattice versions of the noncommutative tori the derivations on A θ are just
and ∂ 2 (a) = 2πi k,l la k,l π(θk, l) , (6.8) and the dual ones on A −1/θ are then
The derivations lift to covariant derivatives ∇ 1 , ∇ 2 on the equivalence bimodules E = S (R) and given by:
The covariant derivatives satisfy
With the derivations in (6.8), these are just the left Leibniz rule for the connection:
Similarly to the Moyal plane case the covariant derivatives are compatible with the (left) hermitian structure:
In view of the definition of the left hermitian product in Proposition 6.1, these again reduces to statements on the corresponding integrands. For µ = 1 this is
withξ(t) = tξ(t) and similarly forξ. When µ = 2 it is instead:
both of which are the relations of the Moyal case with points restricted to the lattice θZ×Z.
In a completely similar manner one establishes the 'dual' version of these statements, that is, the right Leibniz rule:
and the compatibility with right hermitian product:
(6.14)
which acts on the module E = S (R) on the left.
6.2. Duality and Gabor frames. From Proposition 6.1, there exists a standard module Parseval frame {η 1 , ..., η n } for S (R), that is each ξ ∈ S (R) has an expansion,
and as a module over A θ , S (R) is of finite rank and projective, It turns out (see [6, 18] ) that for 0 < θ < 1, the module S (R), is given by a projection in A θ itself. Thus, for 0 < θ < 1 we can use a one-element Parseval frame η, and from ξ = • ξ, η η for any ξ ∈ S (R), the associativity condition yields that η, η • = 1 and
• η, η is a projection in A θ as in Lemma 3.2, and S (R) = A θ ( • η, η ). We know from the discussion in §3.1 that from a standard module frame η one gets a Parseval frameη by taking the elementη := η( η,
Notice from Proposition 6.1, that element of
op , in particular those of the form ξ, η • act 'on the left' on S (R) via the representation π * and elements π(k, θ −1 l) * . Now, a standard module frame for the A θ -module S (R) has an important property established in [4, 13, 26] which is known as duality principle: The A θ -module S (R) has a single generator η if and only if {π(k, θ −1 l)η : k, l ∈ Z} is a Riesz basis for the closed linear span span{π(k, θ −1 l)η : k, l ∈ Z}.
As a consequence, with a single left generator η and function
In turn, each element ξ ∈ S (R) has an expansion over B as well,
where η • , ξ • ∈ B is uniquely determined. In particular, for the Parseval standard module frameη := η( η, η • ) −1/2 the duality principle, also known as Wexler-Raz identity, reads as an expansion of each ξ in S (R) both over A and over B,
with • ξ,η ∈ A and η, ξ • ∈ B which are uniquely determined.
The link between projective modules over A θ and signal analysis [16, 17] provides new classes of projections in A θ out of Gabor frames. As explicit examples of the latter, we mention here Hermite functions and totally positive functions of finite type.
The Hermite functions ψ k are defined as ψ k (t) = c k e
, for c k an irrelevant constant. In the context of Gabor analysis, it was shown in [11] that each ψ k is a standard module frame for S(R) (as left A θ -module) whenever 0 < θ < (k + 1) −1 .
On the other hand, recall that a function η is totally positive if for every two sets of increasing real numbers x 1 < · · · < x N and y 1 < · · · < y N the determinant of the matrix (η(x j −y k )) 1≤j,k≤N is non-negative. A totally positive function η is of finite type M, M ∈ N with M ≥ 2, if its Laplace transform η has the form:
for real non-zero parameters δ j , δ > 0. The Gaussian is totally positive, beside it, an example of such a function is the function η(t) = cosh(t) −1 .
Again in the context of signal analysis, it was shown in [12] that any totally positive function of finite type (greater than 2) η satisfies the condition ξ = • ξ, η η, for all ξ ∈ S (R) if and only if 0 < θ < 1. Hence, totally positive (Schwartz) functions η of finite type are standard module frames for S (R) over A θ precisely for 0 < θ < 1.
Recall from the discussion of §3.1 that from a standard module frame η for S (R) it is possible to pass to a Parseval frameη := η( η, η • ) −1/2 . Then, by the discussion of projections from equivalence bimodules again in §3.1 we have the following result. All of these projections have topological charge equal to 1. This follows from Lemma 3.4, with (6.14), and from the unit of A −1/θ having trace equal to θ.
6.3. Solitons. It was shown in [2, 3] that Gaussian functions are soliton on noncommutative tori, in the sense that they solve a self-duality equation. Using results from signal analysis we are able to extend these results: any single standard module frame generator η for S (R) is a soliton on noncommutative tori. This means that Gabor frames are solutions of the self-duality equation. Thus, by our discussion above, totally positive functions of finite type and Hermite functions provide two classes of new solitons that generalize the Gaussian soliton.
As for the general situation in Proposition 3.5 (and the the Moyal case of §5.3), once again, the projection p ψ := • ψ, ψ is a solution of the self-duality equations, Proof. From the duality formula (6.15) applied to ∇ψ, we know that the uniquely determined element λ = ψ, ∇ψ • ∈ A −1/θ is such that ∇ψ − ψλ = 0. The equivalence of (6.16) and (6.17) then establishes the result.
As in Lemma 6.2, we know how to pass from a standard module frame η for S (R) to a Parseval one. If we denote this as ψ := η( η, η • ) −1/2 , we have the following result: In particular, as already shown in [2, 3] , the Gaussian function ψ λ (t) = c e − π θ t 2 −iλt , for λ ∈ C , obeys the equation ∇ψ λ = ψ λ λ, and thus solves (6.17). We can confirm now that the right hermitian product ψ λ , ψ λ • is indeed invertible in A −1/θ for all 0 < θ < 1 (a question left partially open in [2, 3] ) so that the projections p λ = • ψ λ ,ψ λ , withψ λ := ψ λ ( ψ λ , ψ λ • ) −1/2 are solutions of the self-duality equation (6.16) . The moduli space of such Gaussian solutions was found in [2, 3] to be a copy of the complex torus.
The case of projections in noncommutative tori generated by Gaussians and Gabor frames was also discussed in [19] , where the complex structure was implicitly used. It was pointed out that these projections have extra structure, namely, they are quantum theta functions. Consequently, the results in this section yield that quantum theta functions are solutions of the self-duality equations and may be considered as a special class of solitons over noncommutative tori, a fact already alluded to in [14] .
