Purpose This paper presents an overview of different kinds of risk and social network methods and the kinds of research questions each can address.
Introduction
Why Are Social and Risk Networks Important?
The Southern opioid epidemic poses many questions that network research may help us resolve. These questions include (1) why some people take up opioid use and others do not; (2) why some opioid users become injectors; (3) how infections like HIV, hepatitis C, and sexually transmitted infections spread through opioid using sub-communities; (4) how the practice of carrying naloxone to help others who overdose spreads through communities; (5) the processes through which norms towards naloxone change; and (6) how other preventive and harm reduction norms spread through communities at risk. Understanding these processes may help us reduce the current high overdose rates among opioid users, for example.
To understand behaviors like opioid use, opioid injection, or naloxone use, we need to know how messages, norms, emotional support, and other forms of social influence spread between individuals and through communities. Furthermore, to the extent to which we can understand how networks form and then are shaped among groups of people, we may be able to discover ways to help communities form safer rather than This article is part of the Topical Collection on The Global Epidemic riskier networks. We also need to study how opioid use itself reshapes users' and other people's social connections or support networks.
Thus, there are many mechanisms through which network factors can influence opioid use, likelihood of infectious disease transmission, and overdose risk. Some of the research on this is described below.
To understand who gets infected, and how infections spread through communities, we start with basics: Infections like HIV spread if an infected person engages in high-risk injection or high-risk sex with an uninfected person-who then, in turn, becomes a potential transmitter. Thus, HIV travels between connected members of network pairs (i.e., dyadic networks) which are in turn situated within larger network structures, so a person's position within a larger community can have an impact on how likely they are to come in contact with infected partners and be exposed to HIVor HCV, as well as how many additional infections are likely to result if they become infected.
Social and risk network research is a way to collect data on these processes, and is described below. In addition, since networks are important shapers of behaviors and of infection transmission, they are also potentially important as tools for interventions. All of this is explained more, and exemplified, later in this paper.
But What Is Network Research?
Network research starts with links between two people (see Fig. 1 , which explains network terminology graphically). If these links involve risk behaviors or the transfer of infected equipment or material, they can be thought of as "risk networks," and it is tautological (given decades of HIV research) that HIV transmission occurs through such "risk links." If the networks involve social influence or communication, or other social relationships, they can be thought of as "social links," and it is well known that social links can sometimes affect risk behaviors, protective behaviors, group norms, health-seeking or adherence-relevant behaviors, and much else of interest to HIV and drug use research, prevention and care [1] . The study of risk and social networks, however, does not consist only of the study of such "dyadic" links between two people. More importantly, it also includes the study of "egocentric networks" which consist of all the links of one or more sorts that a given focal participant "Ego" has with her directly connected network members ("Alters"), and also, the community networks (sometimes called sociometric networks) that consist of all of Ego's links with Alters, all of the Alters' links, and so on ad infinitum. Egocentric networks, then, are useful for studying the risks and influences that Alters have on Ego and, conversely, that Egos have on their Alters, and community networks are useful to understand the spread of infections, behaviors, information, resources, or norms through a community.
But how does one study networks? Here, it will be useful to describe several approaches common in the literature.
One sort of data, which we have called "quasi-network data," is simply obtained by asking a research participant how many network members they have of a given sort-for example, how many people they have had sex with in the last 30 days or, for a more precise risk quasi-network, how many HIV+ sex partners or how many people who inject drugs (PWID) they have had sex with in the last 30 days. To ascertain their social quasi-network characteristics, one might, for example, ask Ego how many people had urged her to take her antiretroviral medicines in the last 30 days-which is also a measure of the norms of Ego's contacts [2, 3] .
Getting risk and social network data of the kind we have used in many studies (as discussed below) involves not only getting the numbers of such Alters, but also getting enough data so that you can study the nature of each link and the characteristics of each Alter.
To study the community networks of people who use drugs (PWUD), you need to interview and perhaps collect specimens from both Egos and these Alters, and in most designs, use some form of snowball or network sampling design to study the Alters of the Alters and so forth until some set or practical number of steps (network links) away. A critical part of community network studies is to get enough information about the participants so that you can then determine which Alters named in interviews are a given participant whom you interviewed. Typically, this takes considerable time to accomplish, although linking software can make this easier (see below). Where ethically feasible, this will usually require getting considerable information about participants' names, nicknames, and contact information so you can study how different participants' egocentric networks combine to form community networks [4] .
In practice, getting data with which to conduct this matching can be difficult [5] . In some localities, drug users have strong norms against giving other people a drug user's name or contact information. This is in part a protection against police, and in part, a result of heavy stigmatization against drug users. Research or intervention projects with good reputations among drug users and strong protections for confidentiality can often nonetheless collect these databut this requires careful selection, training, and supervision of interviewers, since many interviewers will be reluctant to ask such questions or be unable to establish sufficient rapport with the participants to make it work. Another difficulty posed by network designs is that staff who are appropriate for interviewing or providing services to opioid users might be less able to form rapport with network members with different characteristics (like people who frequently inject amphetamines, men who have sex with men, or sex workers.) This can lead, once word gets out, to under-recruitment of such network members and thus to biased ascertainment of networks.
A related design, respondent-driven sampling (RDS), can be modified to collect partial network data. RDS was not developed as a technique to study networks, but rather as a method to create unbiased estimates of the proportions of given "hidden populations" who are not easily sampled, such as opioid users with specific characteristics like being male, being infected with HIV, or engaging in anal sex (the extent to which RDS succeeds in creating unbiased estimates is unclear). RDS starts with Egos called "seeds." Each seed is asked quasi-network questions like how many people he or she knows who engage in some relatively rare characteristic or behavior like non-medical use of prescription opioids, sex trading, or attending group sex events. They are also given a set number of coupons and asked to give them to people they know who (for example) have used opioids in a given time period. When Alters come in with those coupons, they are interviewed, and receive coupons with which to recruit people they know who engage in the target behavior. The quasinetwork data on numbers of Alters respondents reported knowing are later used to statistically adjust the sample that is recruited to estimate the population proportions with given characteristics. Social and risk network data can be collected on the relationships of recruits to seeds (but not usually vice versa) by asking each Alter who brings a coupon in about his or her relationship with the seed who gave him or her the coupon (this assumes that the earlier participant is the one who gave the Alter the coupon-which may not be the case if the coupon passes through several hands).
A final related type of data that can be used in network studies is based on genotyping infectious agents such as HIV, hepatitis C, or bacterial STIs. These data can be used to study transmission chains of the infectious agent. Phylogenetic studies have been very helpful in describing the geographical dimensions of infection chains and, in addition, the history of viral transmission across geographic boundaries [6] [7] [8] [9] . These issues cannot be measured from network data since social links or risky behaviors between Alters and Egos often do not result in transmissions. Molecular analysis can reconstruct the viral genealogy as a proxy of the transmission chain and use phylodynamic methods to estimate historical dimensions of infection.
The relationship of phylogenetic and network data is quite complicated. First, phylogenetics studies relationships among pathogens collected from infected individuals, so phylogenetic data contain no information about uninfected participants Fig. 1b since it only collects data on recruitment chains which have dendritic structures that do not fill in other links. For example, in network data, we might learn that person 104 injects drugs with 56, 109, and 112, and that each of these was also linked to 116 and 94-which would indicate many additional paths through which infection could be transmitted within the phylogenetic transmission chains and no information about how or if uninfected people fit into the risk or social networks of the infected. This greatly restricts the use of phylogenetic data in studies of how social and risk networks affect infection dynamics at either the community or individual level. Another complication is that standard phylogenetic analysis studies the probabilities that a given collection of specimens had a given set of pathways among them. No information is available, however, on how many other unstudied people may have been infected as intermediaries on the computed infection path. Thus, efforts to combine these data with risk network data have to cope with considerable potential missing cases in both sorts of data.
Despite these difficulties, however, designs that include both phylogenetic and social/risk network data and analysis seem useful [10] [11] [12] . For example, evidence of short phylogenetic distance between two people's infectious agents can be used along with other matching data in trying to determine risk network links among participants [6] [7] [8] [9] .
A Case Study to Illustrate Some Strengths and Weaknesses of Quasi-Network Data and Community Network Data
The Transmission Reduction Intervention Project (TRIP) is a network-based study that used the networks of recently HIVinfected people to recruit other recently infected people. Since the methods used in the three cities where data were collected during 2013-2016 have been described elsewhere [13] [14] [15] , here, we briefly present the methods for TRIP's Athens site in Greece.
We started with "seeds" who were likely to have been recently infected who were referred to us by another research project or other sources. Other (longer-term infected) seeds who were HIV+ but not recently infected were matched with these "recent seeds" on risk group, age, and gender. All seeds (and Alters we recruited from their networks) were interviewed using a questionnaire that included items about demographics, sexual and injection behaviors, drug treatment, ART use, stigma, and access to care. Participants were asked to name people they injected or had sex with in the past 6 months; people who injected or had sex in their presence in the past 6 months; and people who injected, used drugs, or had sex with people the participants had injected or had sex with. They were also asked to specify places they usually visit to use drugs, have sex, or meet new sex partners. We then attempted to interview all named Alters and to recruit others who injected drugs at the named venues. We carried out this procedure for a minimum of two steps from each seed. Data on links among Alters were carefully studied and additional efforts were made to determine which Alters named by different participants were the same person so we could conduct community network analyses. Since the network links include both direct risk links (in which two people have engaged in risk behaviors together) and also social links that suggest that people might be vulnerable to infection by a virus deriving from the same possibly un-recruited Alter, we refer to the TRIP network as an "enhanced risk network."
Comparing the numbers of reported injection or sex partners of the recently infected seeds and their ring members with the numbers of the members of ring 1 below (Table 1) , it is clear that we recruit and identify only a subset of total partners of the seeds. Adding in the members of ring 2 shows how these numbers change as we begin to consider the community aspects of networks. Since quasi-network data thus include data about partners whom a network study does not recruit, they are more useful for analyses where the total n of partners (or of social influence ties) is the independent variable we want to study.
There are important research topics for which dyadic, egocentric, or community network data are needed. Dyadic data let us use relationship variables as a level of analysis. In earlier dyadic studies, we showed that consistent condom use is less likely in very close relationships and among participants who report that their peers' norms support condom use among samples of young adults who (a) do not use "hard drugs" and (b) separately among young adults who do use hard drugs, as well as (c) among PWID. Dyadic data also let us show that, among PWID, consistent condom use is much more likely in partnerships of HIV+ PWID with partners who do not inject drugs [16] [17] [18] . Egocentric data let us study how the characteristics of the set of partners are related to characteristics of Ego (if we only consider these characteristics of Alters from what Ego reports about them, we will sometimes have larger egocentric networks to analyze than in community network studies because some of the partners Ego reports on will not be recruited). Using data of this kind, Neaigus et al. (1995) [19] showed that having a high-risk member in a new drug injectors' egocentric network was a more powerful predictor of Ego's being HIV-infected than any of Ego's risk behaviors. Friedman et al. [20; pp. 210-215] used egocentric network data to help explain why women become infected earlier in their injection careers than do men injectors. It should be noted, however, that sometimes the egocentric networks ascertained from community network studies have larger numbers of Alters than those obtained by using only Ego's self-reports. This was true for some of the most networklinked participants in our study of PWID networks in Brooklyn in the early 1990s because some operators of shooting galleries (where people went to inject drugs away from observation by police or the public) reported having very few partners, but many other PWID reported that these shooting gallery operators were their partners [20] .
Community network studies are difficult to conduct, but they can answer questions other designs cannot. In our first community network study in Brooklyn in the 1990s, we found that PWID with a certain community network characteristicbeing a member of the "Seidman 2-core" of the largest connected component 1 (which essentially means being in the most linked-together part of the community network) were more likely that other PWID to be HIV+, to show evidence of prior hepatitis B infection, to engage in higher levels of risk behavior, and to be more likely to tell other PWID about ways to protect themselves against HIV infection [21] . It should be noted that RDS data cannot be used to study phenomena of this type since they only collect "dendritic data" and cannot detect "cyclic" patterns (see Fig. 1b) . A later paper showed how community network characteristics and the natural history of HIV can slow HIV transmission through the community [22] . This paper is described below (in #4 in the section after next).
How to Elicit Names and How to Do Matching
In community network studies among "hard to reach" populations like PWUD, eliciting information on Alters can be challenging. Most network studies of PWUD rely on participants' self-report about Alters [4, [23] [24] [25] [26] [27] [28] [29] [30] [31] . If the study aims to go beyond egocentric network data and understand the overall connectivity among the sample, it is critical to collect identifying information about Alters from Egos and to collect similar, detailed information about Egos to enable crossreferencing [21, 32] . Typically, participants are asked to recall some variation of their Alters' names, street names, and demographic characteristics, although some studies have asked about Alters' physical appearance [e.g., 33] and/or variations of their phone numbers [e.g., 34] to assist with matching.
Given stigma and legal consequences surrounding selfreport of substance use and drug co-using relationships, as well as confidentiality and privacy concerns, the accuracy of such Alter data may be limited. However, recent analyses of network data from rural PWUD revealed that participants who reported relationships with other participants gave Alters' exact name and age within 2 years in 75 and 79% of those relationships that they chose to report, respectively [4] .
In a process known as entity resolution, study staff crossreference Alter descriptions with each other and with Ego data to determine when two Egos have named the same Alter and/ or when an Ego has named another Ego (a process described in more detail elsewhere [4] ). Entity resolution can be complicated by data inaccuracies, the use of nicknames, and the sheer amount of information that has to be cross-referenced. To assist with the process, name cross-referencing algorithms such as fuzzy matching, soundex [35] , q-gram [36] , and phonex [37] are helpful in generating a list of possible matches that can then be pared down based on comparisons of demographic data. Standard software programs and Microsoft Excel can implement fuzzy matching, but software programs designed specifically for entity resolution in network data like SPIDER [38] and Linkalyzer [39] have a broader suite of algorithms. Depending on sample size and the power of the algorithms, multiple possible matches can be identified for the same reported Alter, although some matches may be questionable due to strong matches on one important characteristic (e.g., name) but poor matching on another (e.g., age). In these cases, involving field staff familiar with the community and participants in reviewing and confirming/disconfirming possible matches can be helpful. This process has been implemented successfully in a longitudinal, rural study of PWUD and is described in detail elsewhere in this Special Issue [40] .
A Few Epidemiologic Findings from Studies of the Networks of People Who Inject Drugs and Their Communities
To show why network studies are important, this section briefly summarizes a few findings from network studies in 1 A Seidman k-core is defined as a set of members of the network (plus their links) such that every member of the k-core is linked by k or more links to another k-core member. Any given connected component can have only one 2-core, but many 3-cores or 4-cores. A 3-core will have to be a part of a 2-core, a 4-core will have to be part of a 3-core, and so forth. There are many measures that have been developed to measure the properties of social networks. which authors of this paper have been involved. These could not have been discovered in the absence of network research. First, here are some findings from the Brooklyn study of the networks of people who inject drugs in the early 1990s.
Comparison of the Brooklyn networks with those in
Colorado Springs (a city in which the HIV-infected participants were all in small networks or were outside of the high-risk Seidman 2-core) suggested that epidemics were unlikely to occur unless members of the 2-core of a large network got infected [21] . 2. Personal (egocentric) injection network characteristics are at least as important as risk behaviors in predicting HIV infection among new injectors [19] . Unpublished data from Ukraine suggest that having a previously undiagnosed infected PWID in a nearby recruitment chain location (in RDS) is associated with HIV seroconversion (Yana Sazanova unpublished analyses). 3. The combination of community network location and personal network factors like injecting or having sex with older PWID or MSM helps explain why African American PWID are more likely to be HIV infected [41] and why women who inject drugs get infected earlier in their injection careers than men [20] . 4. The patterns of interconnected risk networks (their "topology") are important. Together with the fact that people who become infected with HIV are particularly likely to infect others during their first few months of infection (as compared to after they have been infected longer), these network topologies help us understand the histories of HIV epidemics in different cities. Specifically, they help us understand why epidemics among PWID in cities level off and then decline rather than leveling off for a while and later shooting upwards. The dynamic behind this is that under typical conditions in PWID communitieswhich have multi-person equipment-sharing networks but only moderate to low rates of network turnover (other than due to death and incarceration)-already-infected PWID whose immune responses have lowered their viral load can become "firewalls" that block potential transmission chains against explosive epidemic spread driven by high-viral-load early infection [22, [42] [43] [44] [45] . In Fig. 1a (from the TRIP project), we removed the long-term HIV-positives from the network diagram as part of an analytic effort to develop a "virus eye view" that shows the extent to which the firewall phenomenon is not operative [43, 46] . We can see from the figure that the recent infections of participants 2 and 8 have at least nine uninfected participants they might easily spread to.
In a later study of young adults and drug injectors in the same neighborhood, we found that 5. Using network data from this study, we identified 30 HIVdiscordant partnerships. Of these, five were same-sex male partnerships and 25 were opposite-sex partnerships.
No subjects tested positive for syphilis or gonorrhea. Two couples were chlamydia-discordant. For HSV-2, 16 couples were double-positive, eight discordant, four doublenegative, and two comprised an HSV-2-negative person with a partner with missing herpes data. These findings both showed the frequency of herpes in the New York epidemic and raised questions about why the partnerships with herpes present remained HIV-discordant [47] . 6. A large proportion of participants attended group sex events. These events commonly included a mixture of heterosexuals, men who have sex with men, women who have sex with women, and people who inject drugs. The data we collected on event participants are not network data-but are another form of data on "mixing patterns" that have similar implications for HIV and other infectious diseases [48] .
Studies done in Baltimore among people who use drugs found that 7. PWID who are HIV positive are more likely to have other social network members who are HIV positive than are PWID who are uninfected [49] . These patterns are not simply due to direct transmissions among risk partners. Rather, there is differential affiliation of high-risk individuals occupying the same risk network and indirect transmission through individuals who are not assessed. These findings highlight the potential value of testing PWID peers of PLWH as well as specific risk partners. 8. Social norms are strong predictors of injection risk behaviors and successful behavior change interventions can change injection-related social norms [50, 51] . One network approach to promote harm reduction is to identify individuals based on network structural characteristics like centrality and to train these highly connected people to promote risk reduction among network members. 9. Frequently, PWID acquire resources to purchase drugs with their drug-using network members, and then share drugs and frequently injection equipment with network members. 10. In egocentric network studies among injection and noninjection drug users, social network factors have been found to be associated with history of drug overdose, drug treatment entry, cessation of drug use, and being HIV positive [49, [52] [53] [54] [55] . Similar patterns were found for PWID in an RDS study in Athens [56] . 11. HIV risk networks are not the only important networks for HIV prevention and care among PWUD (and PWID) samples. Most health care is conducted by informal caregivers, who are social network members. Social support has been found to be strongly associated with ART adherence [57, 58] . For individuals who are not virally suppressed, training network members to provide supportive care may improve HIV care outcomes. 12. Lesbian and bisexual women PWID have fewer financial, material, and health resources in their social networks, and experience substantial socioeconomic disparities than heterosexual women who inject drugs. This may increase their engagement in illicit income generation activities that enhance risk for HIV and incarceration, especially sex exchange behaviors (https:// www.ncbi.nlm.nih.gov/m/pubmed/25504312). 13. The interplay between socioeconomic marginalization and social network marginalization among lesbian and bisexual PWID may contribute to their being more likely that heterosexual women PWID to engage in illicit income generation activities that enhance risk for HIV and incarceration, especially sex exchange behaviors.
Using Extended Risk Networks in Interventions: the TRIP Study
We discussed the TRIP study above when we described advantages and disadvantages of various types of network data. TRIP was also an intervention study. Its main aim was to find ways to recruit recently infected people so we could refer them to antiretroviral treatment while they were still highly infectious, and so we could warn their network members to use extreme care to avoid risk for several months since there were recently infected people in their networks. Nikolopoulos et al. [13] showed that, in Athens TRIP, recruiting members of enhanced risk networks of recently infected PWID led to recruiting recently infected people at higher rates than did tracing the enhanced risk networks of injectors who were out of the recently infected stage. Findings from Odessa, Ukraine, and as-yet unpublished analyses of data from Chicago, Illinois, find that the TRIP network methods locate more undiagnosed HIV-positives at lower cost than casefinding techniques currently used in those cities [59] . In Chicago, TRIP also effectively identified people with active syphilis infection and with known HIV [60] .
What Do We Know About Young Opioid Users' Networks?
Little research has been conducted on the networks of the current generation of young opioid users in the USA. The paper by Young in this issue, however, presents some network findings from Kentucky. Here, we briefly present data from a study that interviewed young opioid users in New York Citya setting clearly very different from that of Appalachia. Methods for this research have previously been described [61, 62] . A limited amount of quasi-network data from this study is presented in Table 2 . Most respondents, regardless of sex or race/ethnicity, knew two or more opioid users in New York City. Four-fifths have injected with five or more people in the last 3 months. Four-fifths had at least one sexual partner, and about a third had two-five partners. The distributions by race/ ethnicity and by sex of all these variables were similar. Although only five participants were infected with HIV, the large size of these quasi-risk networks may indicate a high potential for rapid spread among young opioid users if the virus penetrates into parts of the networks with high network centrality and even moderate risk behaviors.
Conclusions: Implications for the Opioid Epidemic in the USA
This paper has reviewed why networks are important, summarized some epidemiologic findings about how networks affect disease and prevention, and described some network interventions. What are the take-home messages from this? Perhaps most important is that social and risk networks exist. Risk and prevention do not only involve behaviors and what agencies can say about them to people at risk. People who use drugs and members of their communities are proactive agents who can and do attempt to help each other. This means that programs that work with networks to distribute syringes, naloxone, or messages throughout communities at risk can be very effective. Programs that mobilize social support to help people adhere to treatment or that use network recruitment techniques like those TRIP developed to recruit newly infected or undiagnosed positives for testing and care can also be effective.
In research terms, we know little about the social, sexual, and injection networks of opioid users in epicenters of youthful opioid use, as in the southern USA. We also know little about what social forces shape these networks. Research to learn about these issues can help us in developing effective interventions. Some of these methods have been outlined in this article.
Finally, network research is only one aspect of social research that can help us address opioid use and its associated problems. Sociocultural studies to understand and assess the most effective tactics for local intervention will also be helpful. In addition, we are aware of how little we understand about why so many people are using opioids. In part, it is due to dependency that developed from pain medications and also diversion of such medicines-but this does not explain for whom and where pain needed to be alleviated or why different localities have different openness on the part of youth and adults to taking up voluntary opioid use. Research on these issues, including socio-geographic studies of overdose and of opioid use, might help the field develop a much deeper understanding of drug use, what it means, and how to address it.
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