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Abstract :  Thick  breaks and trend stationarity : the case of euro-dollar exchange rate -   
 The taking into account of a period of break (thick break) makes it possible to correctly analyze the time 
series of the euro-dollar exchange rate.  By retaining the posterior period with the Louvre agreements, but by 
eliminating the first years from existence of the euro, and until today, one can affirm that this rate is stationary 
and after trend stationary and thus that there is a mechanism of return towards a level (a trend) of equilibrium.  
This point is shown using a new procedure of test based on the elimination of  thick breaks.  That makes it 
possible to propose a forecast based on this deterministic trend 
 
Résumé : Ruptures épaisses et stationnarité en tendance : le cas du taux de change euro-dollar 
 La prise en compte d’une période de rupture (rupture épaisse) permet d’analyser correctement la série 
statistique du taux de change euro-dollar. En retenant la période postérieure aux accords du Louvre, mais en 
éliminant les premières années d’existence de l’euro, et jusqu’à aujourd’hui, on peut affirmer que ce taux est 
stationnaire en niveau et ensuite en tendance et donc qu’il existe un mécanisme de rappel vers un niveau (une 
tendance) d’équilibre. Ce point est démontré à l’aide d’une nouvelle procédure de test fondée sur l’élimination 
des ruptures épaisses. Cela permet de proposer une prévision fondée sur cette tendance déterministe.  
 
  
JEL : C 32, F 31, F32 
Key words : euro-dollar exchange rate, stationarity,  breaks, outliers 
Mots-clefs : taux de change euro-dollar, stationnarité, ruptures, points aberrants 
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I. Introduction 
 L’hypothèse de la stationnarité1 du taux de change entre l’euro et le dollar, étonnante à 
la date où cet article est écrit2, mérite cependant d’être vérifiée. En effet, la nature 
stochastique de cette série a des conséquences sur ses propriétés de long terme et en matière 
de prévisions. Si la série est stationnaire, cela signifie que le taux de change euro-dollar est de 
nature à absorber les chocs économiques et qu’il existe une tendance de long terme que l’on 
peut interpréter comme un niveau d’équilibre, vers laquelle ce taux revient en permanence. 
Les prévisions possibles sont totalement différentes. Si la série est stationnaire, c’est son trend 
qui servira de base de prévision. Dans le cas contraire d’une série I(1), des investigations plus 
poussées seront nécessaires, la recherche de fondamentaux par exemple, avec d’éventuelles 
relations de co-intégration, qui n’ont, évidemment, aucune réalité dans la situation de 
stationnarité3. Ce dernier point est lourd de conséquences. Si la stationnarité du taux nominal 
est avérée, cela rend caduque toutes les analyses visant à prouver la stationnarité du taux réel. 
Bien plus, toute co-intégration entre le taux de change réel et une ou plusieurs variables ne 
peut être qu’une co-intégration entre ces variables et le différentiel de prix ou d’inflation qui 
sert à transformer le taux nominal en taux réel. Rien à voir avec le taux de change !   
 De même que Perron (1994), nous ne soutenons pas l’idée simpliste que tout 
s’expliquerait par un trend déterministe. Ce que nous avons à l’esprit est un modèle plus 
général que ceux habituellement utilisés, où les caractéristiques du trend (constante et pente) 
sont également des variables aléatoires modélisables sous forme de processus intégrés, mais 
avec des chocs plus rares, mais aussi plus importants que ceux qui interviennent dans les 
séquences d’innovation. Seuls ces chocs majeurs4 ont un effet permanent et dessinent la 
tendance. Considérer celle-ci comme déterministe n’est donc qu’une approximation utile (a 
device) pour une période donnée. Nous ne pouvons pas mieux exprimer cette idée que ne l’a 
fait Perron (1994, p.114) écrivant : « The intuitive idea behind this type of modeling is that the 
coefficients of the trend function are determined by long-term economic fundamentals (e. g. 
                                                 
1 Nous considérons comme (faiblement) stationnaire un processus stochastique invariant, plus précisément : une 
moyenne constante et indépendante du temps, une variance finie et indépendante du temps, une covariance 
indépendante du temps.  
2 Pendant le troisième trimestre 2007, l’euro s’est maintenu à proximité des 1,5 $, sans les dépasser, atteignant  
cependant un maximum de 1,4964 ; puis en 2008, cette barrière a été franchie jusqu’à frôler les 1,6 $. 
3 Ce qui explique sans doute la recherche souvent infructueuse de ces fondamentaux : De Grauwe (2000), Chin 
et Alquist (2000),  Duval (2001), Koen et al. (2001), Sinn (2001), Meredith (2001), Stein (2001), Tempereau et 
Teïletche (2002), Goux (2005).   
4 La crise de 1929, le choc pétrolier sont des chocs majeurs. 
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the structure of the economic organisation, population growth, etc.) and that these 
fundamentals are rarely changed.”    
 
 Notre objectif n’est pas de vérifier un modèle théorique particulier, il est : 
- de montrer l’importance des composantes déterministes et en particulier des ruptures 
(Perron, 2007) ; 
- et ainsi de démontrer, sous certaines hypothèses et restrictions, que le taux de change 
bilatéral nominal euro contre dollar est stationnaire avec ou sans tendance temporelle sur 
longue période. 
 Nous avons tout d’abord utilisé les techniques traditionnelles afin de repérer 
l’existence d’une racine unitaire dans la série du taux de change. Comme pour l’ensemble de 
la littérature le résultat est positif et infirme l’existence d’un processus stationnaire. Nous 
avons alors utilisé des tests plus performants permettant de prendre en compte l’existence de 
changements structurels, mais sans plus de succès. Nous avons alors choisi une méthode plus 
générale, intégrant deux breaks structurels dans la composante déterministe. Cela nous permet 
de trouver de meilleurs résultats, mais qui restent néanmoins en faveur d’une racine unitaire. 
Seule la prise en compte de deux ruptures consécutives et de sens inverse (rupture épaisse5), 
avec la méthodologie de Bai et Perron (1998, 2001), va nous permettre de prouver la 
stationnarité puis l’existence d’une tendance déterministe. 
 Les données seront présentées et les dates de rupture précisées dans la section suivante 
(II). Nous développerons ensuite le concept de rupture épaisse et montrerons cette fois-ci que 
les tests permettent de conclure en faveur de la stationnarité et d’une tendance déterministe 
(III). Il nous restera à conclure et à risquer quelques prévisions (IV). 
 
II. Dates et données 
 Nous allons d’abord utiliser l’échantillon le plus long possible, c’est-à-dire depuis 
1979 jusqu’à septembre 2007. Nous verrons ensuite si la suppression du début de cet 
échantillon, avant les accords du Louvre de 1987, permet de modifier les résultats. Enfin, 
nous mettrons en évidence la possibilité d’une période de rupture (rupture épaisse) 
correspondant à la période de « rodage » de l’euro. 
1. Une série non stationnaire depuis 1979 
                                                 
5 Elle ne mérite plus le nom de rupture structurelle, au sens donné à ce terme chez Perron, puisque cette rupture 
épaisse s’avère finalement transitoire. On pourrait donc également parler de rupture transitoire.  
 4
 Afin d’établir une série longue, le principe de la méthode consiste à recalculer la 
valeur de l'euro avant 99 à partir d'une moyenne pondérée des taux de change bilatéraux par 
rapport au dollar des monnaies participant à l'euro. Il existe trois solutions de pondération : 
une pondération fixe correspondant à celle retenue au moment de la définition de l'euro ; une 
pondération variable correspondant à celle de l'ECU6 (solution adoptée par l'OCDE) ; une 
pondération variable établie à partir des échanges de produits manufacturés7 (solution adoptée 
par la BCE à partir de la source BRI). Les deux dernières solutions conduisant à des résultats 
très proches, elles seront considérées comme équivalentes. La première solution, trop 
simpliste, sera écartée d'office. Nous retiendrons donc les chiffres de l'OCDE de mars 1979 
(naissance de l'ECU) à décembre 1998 en données mensuelles. A partir de janvier 1999, les 
chiffres officiels seront pris en compte. Le graphique 1 représente la cotation au certain 
(valeur de l’euro en $ US), utilisée pour tous les calculs dans cet article8. 
 D’autres études comportent une même reconstitution du taux de change. Par exemple, 
Teïletche (2001) retient trois modalités de construction : assimilation de l’euro à l’ECU, 
assimilation de l’euro au Deutsche Mark, moyenne pondérée par le PIB en volume des parités 
bilatérales. Il retient cette dernière solution, mais montre que les trois sont peu différentes 
après 1985 (différence inférieure à 7 %) et très proches après 1990 (moins de 3 % de 
différence). 
 Le point de départ pose apparemment peu de problèmes. La date de mars 1979 (début 
du SME) s’impose naturellement9. Ce choix est conforté par les travaux de Clarida et al. 
(1998) qui soulignent un changement de régime majeur en 1979 dans les politiques 
monétaires conduites au sein de la zone10. 
                                                 
6 Dans ce cas, avant 1999, euro = ECU. 
7 De type taux de change effectif. 
8 Conformément à l’usage actuel en Europe. 
9 Bien que certaines études débutent avant : par exemple 1975 pour Maeso-Fernandez (2001) et 1974 pour Gadea 
et al (2004), ce qui peut se justifier par la généralisation du flottement des monnaies. 
10 D’après Garcia et Verdelhan (2001) 
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Graphique 1 : le taux de change nominal  euro – dollar (1979 – 2007) 
 
1979 1981 1983 1985 1987 1989 1991 1993 1995 1997 1999 2001 2003 2005 2007
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4
1.5
 
 
 
 
 
A. Les tests de racine unitaire sans break 
 
 Le premier test utilisé est un test ADF standard selon les trois spécifications 
habituelles (cf. annexe 1). Si le taux de change nominal est stationnaire, I(0), cela signifie que 
le principe de retour à la moyenne s’impose, soit vers une tendance linéaire dans le cas 1, soit 
vers une constante dans le cas 2, soir vers une constante nulle dans le cas 3. 
 Nous utilisons une procédure séquentielle descendante avec hypothèses jointes, ce qui 
permet d’augmenter la puissance du test. Le tableau 1 rend compte des résultats et montre que 
l’on ne peut jamais rejeter l’hypothèse nulle de non stationnarité. Le taux de change euro-
dollar est donc I(1) sur cette période. 
 On peut cependant soupçonner l’existence de ruptures structurelles (structural breaks). 
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Tableau 1 : taux de change nominal : tests ADF sur la période 1979 - 2007  
 
modèle 1  
H0  
modèle 2  
H0
modèle 3  
H0
statistique 
période 
1979 – 
2007 
Valeurs 
critiques 
5 % 
 t (ρ−1)   -1,91 -2,86 
 F (ρ=1, 
µ=0) 
 1,84 4,59 
t (ρ-1)   -2,09 -3,41 
F (ρ=1, 
β=0) 
  3,00 6,25 
  t (ρ-1) -0,17 -1,95 
H0 : tous les tests portent sur les hypothèses jointes précisées, selon la procédure 
proposée par Holden et Perman (1994). Ils ont été effectués d’après une procédure 
RATS mise au point par P. Goerlich (source : Estima). Valeurs critiques : voir 
annexe 1. Risque de rejet par erreur de H0 : 1% : *** ; 5% : ** ; 10 % : *. 
 
 
B. Les tests de racine unitaire avec breaks 
a – un seul break 
 Ici, la méthodologie renvoie principalement aux travaux de Perron11 (1989, 1997). La 
stationnarité du taux de change nominal est désormais testée par rapport à une tendance 
déterministe coudée. Le rejet de l’hypothèse de racine unitaire, dans cette nouvelle 
configuration, permettrait de reconsidérer le processus stationnaire de manière différente. 
 Nous procédons à un seul type de test, intégrant la présence de breaks structurels, en 
considérant la date de rupture comme endogène, Perron (1997). Si la date de rupture est 
endogène, les tests12 correspondent aux modèles : IO1 ou IO2 ou AO (Perron, 1997). Les 
résultats sont les suivants (tableau 2) : 
 
                                                 
11 On trouvera une bonne présentation en français de cette méthode, ainsi qu’une bibliographie complémentaire, 
dans l’ouvrage de Lardic et Mignon (2002). La meilleure référence reste le chapitre de synthèse écrit par Perron 
(2007).  
12 Le test a été écrit en langage RATS par G. Colletaz et F. Serranito (Laboratoire d’Economie d’Orléans) ; 
source : Estima, voir annexe 3. 
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Tableau 2 : taux de change nominal : tests ADF avec break structurel endogène sur la 
période 1979-2007 
modèle13 période Tb lags µ θ β  δ ou/et 
γ 
 
α 
tα=1 valeur 
critique 
5 % 
 IO1 1979 – 
2007 
1998 : 
09 
10 0,026 
(2,52) 
-0,011 
(-1,89)
0,000 
(2,53) 
0,030 
(1,09) 
0,968 
(97,72) 
-3,24 -4,80 
 IO2 1979 – 
2007 
1998 : 
09 
10 0,035 
(3,19) 
-0,072 
(-2,69)
0,000 
(2,08) 
0,041 
(1,51) 
0,000 
(2,33) 
0,961 
(93,88) 
-3,78 -5,08 
 AO 1979 – 
2007 
1979 : 
11 
10 1,52 
(15,92)
 -0,041 
(-4,56) 
0,041 
(4,58) 
 -3,04 -4,36 
Note technique : la règle de décision est : si la valeur de tα est inférieure à la valeur critique (voir annexe 3), l’hypothèse 
nulle de non-stationnarité est rejetée ; si la valeur de tα est supérieure, l’hypothèse nulle est acceptée. La date de rupture a 
été obtenue en minimisant la valeur du test tα. Le nombre de retards est déterminé par un test t de student sur les 
coefficients des variables retardées jusqu’à ce que la dernière valeur devienne non significative. Risque de rejet par erreur  
de H0 : 1% : *** ; 5% : ** ; 10 % : *. 
 
 
 L’hypothèse de racine unitaire est acceptée dans tous les cas, confirmant à nouveau 
l’absence de retour à la moyenne, même vers une tendance coudée. Notons cependant que les 
tests que nous venons d’utiliser n’autorisent qu’un seul break ; la question reste donc ouverte 
de savoir si la prise en compte d’une rupture supplémentaire serait de nature à infirmer ce 
résultat. Nous allons pour cela utiliser une nouvelle procédure de test proposée par Lumsdaine 
et Papell (1997), puis Papell et Prodan (2001, 2003, 2006)14. 
  
b – deux breaks 
 La prise en compte d’un deuxième break ne permet pas non plus de détecter un 
processus stationnaire comme le montrent les résultats du tableau 3. 
                                                 
13 Selon la terminologie de Perron (1997) 
14 Voir annexe 4. 
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Tableau 3 : taux de change nominal : tests ADF avec deux breaks structurels endogènes sur 
la période 1979-2007 
 
modèle Tb1 
Tb2 
α t(α) Valeur 
critique 5% 
lags 
AO sans 
contrainte 
1980 : 10 
1985 : 10 
-0,039 -3,84 -5,51 10 
AO avec 
contrainte15
1983 : 06 
1985 : 05 
-0,035 -3,45 -5,04 8 
Valeurs critiques : Papell et Prodan (2003) et annexe 4 ; règle de décision : si la valeur de tα est inférieure à la 
valeur critique, l’hypothèse nulle de non-stationnarité est rejetée ; si la valeur de tα est supérieure, l’hypothèse 
nulle est acceptée. Risque de rejet par erreur de H0 : 1% : *** ; 5% : ** ; 10 % : *. 
 
 
2. Depuis les accords du Louvre 
 D’autres dates que mars 1979 peuvent alors être retenues comme date de départ : 
- septembre 1985 : accords du Plaza (les Etats-Unis abandonnent le laissez-faire en matière de 
change et participent à des interventions concertées pour stabiliser les changes) ; 
- mai 1986 : sommet de Tokyo (meilleure coordination des politiques économiques) ; 
- février 1987 : sommet du Louvre (stabilisation des changes à l’intérieur de zones cibles) ; 
- à partir de 1990 : plusieurs dates peuvent  encore être retenues16 : 1990 (début de la phase 1 
de l’UEM), 1992 (traité de Maastricht signé en février, mais aussi crises du SME en 
septembre concernant la Lire et la Livre), 1993 (crise du SME au mois d’août), 1994 (début 
de la phase 2 après le conseil européen de Copenhague en novembre 1993 qui a défini les 
critères de convergence pour l’adhésion à l’UEM et gel de la composition du panier de 
l’ECU), 1996 (année consécutive au conseil de Madrid, en décembre 1995, qui précise les 
modalités précises de passage à la monnaie unique) 
- à partir de janvier 1999 : début de l’UEM ; puis entre septembre et novembre 2000 : 
interventions des banques centrales sur les changes17 ; fin 2000 : éclatement de la bulle 
boursière, confirmant le retournement de la tendance à la baisse de l’euro. 
                                                 
15 Voir annexe 4 (test Lumsdaine et Papell) 
16 Nous avons écarté une date importante : mai 1998 (conseil européen de Bruxelles qui a établi la liste des pays 
qualifiés, fixé les parités bilatérales et décidé de la composition du directoire de la BCE). Elle était trop proche 
de janvier 1999 pour qu’il y ait une différence notable entre les deux. 
17 Le 26 octobre 2000, l’euro atteignait son cours le plus bas à 0,8231. 
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 La date de février 1987 a finalement été choisie. Nous faisons l’hypothèse qu’elle 
constitue le point de départ d’une nouvelle période de gestion implicite et souple des taux de 
change (managed rate system18) 
 
A. Les tests de racine unitaire sans break 
 
 Nous utilisons le test ADF standard sur la période 1987 – 2007. Les résultats19, 
détaillés dans le tableau 4, sont sans ambiguïté. Avec un quantile à 5 %, la série est I(1) sans 
constante ni trend, quelle que soit la période retenue. 
 
 
Tableau 4 : taux de change nominal : tests ADF sur la période 1987-2007 (1987-1999)  
 
modèle 1  
H0  
modèle 2  
H0
modèle 3  
H0
statistique 
période 
1987 – 1999 
statistique 
période 
1987 – 2007 
Valeur critique 
5 % 
 t (ρ−1)  -3,19**  -1,67 -2,86 
 F (ρ=1, 
µ=0) 
  1,49 4,59 
t (ρ-1)   -3,18 -1,57 -3,41 
F (ρ=1, 
β=0) 
  5,30 1,48 6,25 
  t (ρ-1)  0,26 -1,95 
Note technique : voir tableau 1 
 
 
 Cependant, si l’on retient seulement la période qui précède la mise en place de l’euro 
(1987-1999), on peut rejeter l’hypothèse nulle de non stationnarité à l’aide du modèle 2 (avec 
constante, sans trend). Autrement dit : les accords du Louvre ont parfaitement remplis leur 
rôle et permis de stabiliser les taux de change entre les monnaies européennes et le dollar. 
Mais, apparemment du moins, jusqu’à la mise en place de l’euro seulement. 
                                                 
18 Nous faisons indirectement référence ici à l’interprétation de Dooley, Folkerts-Landau, Garber (2003, 2004a, 
2004b, 2005b, 2007) connue sous le nom de Bretton Woods II, mais aussi aux bandes implicites (Fisher 2001).  
19 Le nombre de retard a été établi à l’aide des tests usuels et s’élève à 2.  
 10
 
B. Les tests de racine unitaire avec breaks 
a – un seul break 
 Les résultats ne changent pas : la série est I(1). 
Tableau 5 : taux de change nominal : tests ADF avec break structurel endogène sur la 
période 1987-2007 
modèle période Tb lag µ θ β  δ ou/et 
γ 
α tα=1 valeur 
critique 
5 % 
 IO1 1987 – 
2007 
1996 : 
10 
2 0,047 
(2,54) 
-0,022 
(-2,75)
0,000 
(2,74) 
0,035 
(1,32) 
 0,955 
(59,66) 
-2,80 -4,80 
 IO2 1987 – 
2007 
1998 : 
12 
2 0,088 
(3,80) 
-0,141 
(-3,89)
-0,000 
(-0,31) 
0,007 
(0,27) 
0,000 
(3,72) 
0,928 
(49,14) 
-3,77 -5,08 
 AO 1987 – 
2007 
2002 : 
05 
2 1,278 
(90,47)
 -0,001 
(-11,23)
0,007 
(13,66) 
0,951 -2,82 -4,36 
Note technique : voir tableau 2 
 
b – deux breaks 
 Toujours le même résultat : une série I(1). 
 
Tableau 6 : taux de change nominal : tests ADF avec deux breaks structurels endogènes sur 
la période 1987-2007 
 
modèle Tb1 
Tb2 
α t(α) Valeur 
critique 5% 
lags 
AO sans 
contrainte 
1998 : 10 
2002 : 07 
-0,080 -4,00 -5,51 3 
AO avec 
contrainte 
1998 : 10 
2002 : 07 
-0,078 -3,90 -5,04 3 
Note technique : voir tableau 3 
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3. La mise en place de l’euro : une période de rupture 
 Les premières années de l’euro ressemblent étrangement aux premières années du 
SME ; dans les deux cas, la nouvelle formule est accueillie avec scepticisme par les marchés. 
Le dollar se valorise par rapport aux monnaies européennes ou par rapport à l’euro en raison 
de l’incertitude sur les qualités de la nouvelle monnaie et donc de l’existence d’un risque plus 
élevé sur celle-ci. Dans le cas du SME, il faudra attendre près de cinq ans pour qu’un 
retournement se dessine sous la pression des banques centrales après l’accord du Plaza, qui 
d’ailleurs ne faisait qu’entériner un retournement antérieur de quelques mois sur les 
marchés20. Pour l’euro, le délai fut bien plus court puisqu’à peine deux ans s’écoulent entre sa 
première cotation le 4 janvier 1999, à 1,1837, et son point bas, le 26 octobre 2000, à 0,8231. 
Les réunions, tant des banques centrales que des responsables gouvernementaux des 
principaux pays concernés, donneront aux marchés le signal de la reprise. Celle-ci sera 
confortée par crise boursière de la fin de l’année 2000, qui voit les investisseurs quitter le 
marché américain des actions pour se tourner vers les obligations et l’immobilier, le plus 
souvent en Europe. L’inversion des mouvements de capitaux entraîne alors l’euro à la hausse. 
Le 15 juillet 2002, il retrouve la parité avec le dollar et dès la fin de l’année 2003 il dépasse 
son cours d’introduction, à proximité duquel il restera pendant deux ans.  
 On constate donc que sous la pression conjointe des autorités monétaires et 
gouvernementales et finalement des marchés, le bouleversement qu’a constitué la mise en 
place de l’euro a été absorbé et complètement « digéré ». A la différence des chocs majeurs à 
la Perron (1987), à l’origine des ruptures structurelles ayant des effets permanents, ce choc 
n’a eu qu’un effet transitoire. C’est une rupture (repérée en tant que telle par les tests) qui 
s’est retournée ; elle est donc transitoire et non structurelle. Nous l’appellerons rupture 
épaisse. Cette absorption peut s’interpréter comme une preuve de stationnarité, et même de 
super stationnarité. Il reste à le prouver. 
    
III. La prise en compte d’une rupture épaisse ou période de rupture 
 Nous nous proposons, dans cette section, de préciser ce concept nouveau de rupture 
épaisse, d’examiner les moyens de la déterminer statistiquement, et enfin, de reprendre les 
tests compte tenu de cette restriction. 
1. La détermination de la rupture épaisse 
A. La rupture épaisse 
                                                 
20 Cf. Funabashi (1988) et pour une vue plus générale sur la coordination internationale : Dobson (1991) 
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 Nous appelons rupture épaisse ou période de rupture toute rupture non structurelle21 
comportant deux événements : une première rupture, de type additive (AO) ou progressive 
(IO), suivie d’une rupture de sens inverse, pas forcément de même type. La correction peut 
être totale ou partielle. Elle peut conserver la tendance antérieure ou être suivie d’une 
modification de tendance ; dans ce dernier cas, il y a rupture épaisse + rupture structurelle.  
 Pour bien comprendre notre propos, on peut comparer notre hypothèse avec celle de 
Papell et Prodan (2004, 2006). Ces deux auteurs proposent deux dates de rupture, avec une 
contrainte (« restricted structural change ») sur les coefficients des variables correspondant 
aux breaks qui doivent être égaux et de signe contraire22. A première vue, la ressemblance est 
forte, mais il n’en est rien. Tout d’abord, leur interprétation conduit à un processus à trois 
régimes : avant la première rupture, entre les deux ruptures, après la deuxième rupture. Notre 
hypothèse est fondée sur deux régimes seulement : avant et après la rupture épaisse. Dans 
certains cas, il n’y a même qu’un seul régime, lorsque la sortie de rupture se fait dans les 
mêmes conditions que l’entrée. Bien plus, la stationnarité dans le test de Papell et Prodan 
n’est acquise que si les trois régimes sont stationnaires, en particulier la période intercalaire 
entre les deux ruptures. Notre hypothèse ne l’impose absolument pas. Ce qui se passe pendant 
la période de rupture n’importe pas. Enfin, dernière difficulté : la durée séparant les deux 
ruptures. Chez Papell et Prodan, elle est quelconque ; autrement dit, l’inversion de rupture 
peut avoir lieu à une date éloignée sans rapport avec le premier événement  Pour nous, les 
deux événements sont liés, ils participent d’un seul et même phénomène et ne constituent 
donc qu’une seule rupture (épaisse). Il y a donc un délai maximum à respecter pour que l’on 
puisse parler de rupture épaisse. En conclusion, on peut utiliser la méthodologie de Papell et 
Prodan, sous réserve de vérifier que l’écart entre les deux ruptures n’est pas trop important. 
Mais, il ne faut pas oublier que leur test est trop restrictif et que l’absence de rejet de 
l’hypothèse nulle de non stationnarité peut être due à la configuration de la période de rupture. 
Nous utiliserons donc une autre procédure. 
B. La procédure de test 
 Nous proposons une procédure en trois temps :  
- détection de la période de rupture avec la méthode de Bai et Perron modifiée 
- tests de type ADF avec données manquantes ou corrigées 
- test de Perron avec rupture endogène 
a. la détection de la période de rupture 
                                                 
21 En d’autres termes, il s’agit d’une rupture transitoire. 
22 Voir annexe 4 
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 Deux approches sont possibles à l’instar des ruptures uniques, soit une datation 
exogène dans l’esprit des premiers articles de Perron, soit une détermination endogène 
conformément à la littérature postérieure. Afin d’éviter le reproche23 de data mining encouru 
par Perron, même si nous pensons comme lui (Perron, 1997, 2007) que l’approche exogène 
conserve un intérêt, nous nous orienterons exclusivement vers les méthodes endogènes. 
 Là encore, deux solutions : soit celle initiée par Zivot et Andrews (1992) pour un seul 
break et étendue par Lumsdaine et Papell (1997) à deux breaks24 qui consiste à sélectionner 
une date pour laquelle la statistique t du test ADF de racine unitaire25 est à un minimum (plus 
négative)26 ; soit celle proposée par Bai et Perron (1998) pour des breaks multiples où les 
dates retenues sont celles correspondant à des partitions de l’échantillon minimisant la somme 
des carrés des résidus d’une régression linéaire quelconque (cf. annexe 5). Cette deuxième 
procédure correspond mieux à notre projet, dans la mesure où elle n’impose pas une 
régression linéaire particulière (celle du test ADF), ni surtout une contrainte particulière (celle 
du rejet de l’hypothèse nulle de racine unitaire et donc de la stationnarité de la période entre 
les deux ruptures). A un test de racine unitaire, nous préférons un test de stabilité. Plus 
précisément, nous considérons le modèle suivant de rupture dans la moyenne27, avec deux 
breaks (T1, T2) : 
t jy utµ= +  
Le programme28 est modifié en conséquence afin de tenir compte de la contrainte 
d’épaisseur29 , qui n’existe pas dans le travail originel de Bai et Perron, et de la restriction sur 
µ30
 On peut également utiliser une procédure statistique standard permettant de détecter 
les valeurs modérément aberrantes (mild outliers), en considérant que celles-ci proviennent 
d’une population différente de celle de l’échantillon étudié. Dans ce cas, par exemple, si on 
suppose une distribution normale des valeurs de l’échantillon, on éliminera, avec un risque de 
5%, les valeurs au-delà de 1,96 fois l’écart type. Une autre procédure, couramment utilisée en 
                                                 
23 Par exemple : Christiano (1992) 
24 Modèle avec contrainte : Papell et Prodan (2003, 2006) ; voir annexe 4 
25 Voir annexe 1 
26 En conséquence de quoi, la date de rupture choisie est celle pour laquelle la preuve de l’hypothèse nulle sera la 
moins favorable.  
27 Le choix d’une rupture dans la constante est la solution habituellement retenue dans les recherches sur le taux 
de change où une ou plusieurs ruptures sont prises en compte, de Perron et Vogelsang (1992) à Chowdhury 
(2007), en passant par Mac Donald et Moore (1996), Sabaté et al (2002), Perron et Qu (2005). 
28 Le programme utilisé est la procédure BaiPerron mise au point par T. Doan en langage RATS à partir du 
programme proposé par Bai et Perron en langage GAUSS (disponible sur www.estima.com)  
29 A savoir : une épaisseur minimum ε et une épaisseur maximum δ, avec ε < T2 – T1 < δ  
30 Telle que µ2 – µ1 = - (µ3 – µ2) 
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analyse de la qualité, consiste à écarter les valeurs inférieures à Q1 – 1,5 IQR et supérieures à 
Q3 + 1,5 IQR. Q1 et Q3 sont les premiers et troisième quartiles et IQR = Q3 – Q1. Comme 
nous recherchons une période et non une ou des valeurs isolées, ne seront écartées qu’un 
ensemble suffisant de valeurs successives aberrantes.   
b. les tests ADF avec données manquantes ou corrigées 
          La période de rupture est ensuite considérée comme une suite de données manquantes 
ou corrigées, ce qui permet ainsi d’éviter que celle-ci perturbe les résultats du test de racine 
unitaire. On réduit également ainsi le nombre de régime (deux au lieu de trois, voire un au 
lieu de trois). Deux solutions sont possibles : soit une suppression pure et simple des données 
que l’on peut assimiler à une réduction de la taille de l’échantillon ; soit le remplacement des 
données de la période de rupture par une estimation de la tendance, la moyenne dans notre 
étude. Dans le premier cas, il faut vérifier que cette suppression, au milieu de l’échantillon, ne 
perturbe pas le test ADF. Dans le deuxième cas, on peut craindre un biais dans le test d’après 
Shin et Sarkar (1998) qui recommandent un test de type Phillips Perron (1988) moins sensible 
aux paramètres de nuisance. Nous utiliserons donc, dans les deux cas, un test ADF ainsi que 
le test PP dans le deuxième cas. 
c.  La recherche d’une autre rupture consécutive 
          On peut penser que la rupture épaisse n’est que l’introduction ou la préparation d’une 
rupture plus traditionnelle de type additive (additive outlier – AO) ou progressive 
(innovationnal outlier – IO). Il convient donc de le vérifier, en particulier si le test précédent 
ne permet pas de rejeter l’hypothèse nulle de racine unitaire. Un test de racine unitaire avec 
rupture s’impose donc dans ce cas ; mais sa mise en œuvre dans le cas contraire est également 
recommandée afin de valider la robustesse des résultats (Perron, 2007). 
           Faut-il utiliser un test avec rupture exogène ou endogène ? La période de rupture, et 
donc la fin de celle-ci, étant connue, on peut être tenté d’utiliser le test originel de Perron 
(1989), mais ce serait négliger le fait que cette date a été obtenue par une procédure statistique 
qui la rend endogène. Les nouvelles valeurs limites du test, tabulées par Perron (1997), 
s’imposent donc. Nous les utiliserons donc sans préjuger de la date de rupture.         
2. Les résultats 
A. La détermination de la période de rupture ou rupture épaisse  
 La procédure de Bai et Perron, avec une épaisseur minimum ε = 12 mois (1 an) et une 
épaisseur maximum δ = 60 mois (5 ans) permet de déterminer une période allant de mars 
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1999 à avril 200331. La procédure déjà utilisée de Papell et Prodan conduisait à retenir une 
période peu différente : octobre 1998 à juillet 200232. Enfin, la recherche d’un ensemble 
continu de points modérément aberrants (mild outliers) conduit à retenir une période plus 
courte allant de mai 2000 à mai 2002. Dans tous les cas, une période d’adaptation à l’euro est 
mise en évidence ; cette période diffère peu d’une estimation à une autre. Nous les testerons 
toutes, même si nous privilégions celle fournie par la procédure de Bai et Perron, afin 
d’évaluer la robustesse de notre méthode.     
 
B. La prise en compte des données manquantes 
 Les graphiques 2 et 3 sont une illustration des deux solutions possibles, en retenant ici 
les dates issues de la procédure de Bai et Perron. 
 
 
 
 
 
 
 
 
Graphique 2 : le taux de change euro-dollar hors période de rupture (en écart à la moyenne)  
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31 La somme minimale des carrés des résidus s’élève dans ce cas à 1,481 contre 4,187 sans prise en compte de 
ces deux ruptures. L’amélioration est très nette et confirme déjà la pertinence du résultat. 
32 Voir tableau 6 
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Graphique 3 : le taux de change euro-dollar avec période de rupture neutralisée 
1979 1981 1983 1985 1987 1989 1991 1993 1995 1997 1999 2001 2003 2005 2007
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C. Les tests de racine unitaire avec période de rupture 
 Afin de ne pas alourdir la présentation, seuls les tests comportant la période de rupture 
neutralisée allant de mars 1999 à avril 2003 seront détaillés33. Dans un premier temps nous 
testerons la présence d’une rupture épaisse isolée, c’est-à-dire non suivie d’une modification 
de la tendance antérieure (ici une constante), puis, dans un deuxième temps, nous tenterons de 
vérifier la présence d’une rupture additionnelle. 
a. les tests de racine unitaire avec rupture épaisse sans rupture additionnelle 
 Les deux solutions de prise en compte de la rupture épaisse sont mises en œuvre et 
donnent lieu à un simple test ADF. Les résultats (tableau 7) permettent d’affirmer, sans 
ambiguïté, que la série, ainsi modifiée, est stationnaire autour d’une valeur constante du taux 
de change de l’ordre de 1,22 (d’après la régression ayant permis le test), et cela quel que soit 
le mode de prise en compte de la rupture, et le type de test, confirmant ainsi la robustesse du 
résultat34. 
 
                                                 
33 Les autres résultats, permettant de contrôler la robustesse de l’analyse, sont disponibles auprès de l’auteur. 
34 Le test donne des résultats encore plus en faveur de la stationnarité avec la rupture d’octobre 1998 à juillet 
2002 ; en revanche, la rupture de mai 2000 à mai 2002 ne permet pas de rejeter l’hypothèse nulle de racine 
unitaire. Les résultats sont cependant sensibles à la valeur de correction neutralisant la rupture. 
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Tableau 7 : taux de change nominal 
 tests ADF sur la période 1987-2007 avec rupture 1999-2003  
 
modèle 1  
H0 
Trend + 
constante 
modèle 2  
H0 
constante 
Statistique 
ADF 
(rupture 
supprimée) 
Statistique ADF 
(rupture 
neutralisée) 
Statistique PP 
(rupture 
neutralisée) 
 t (ρ−1) -3,10** -3,54***  -2,99** 
 F (ρ=1, 
µ=0) 
   
t (ρ-1)  -3,35 -3,76 **  
F (ρ=1, 
β=0) 
 5,73 7,16  
Note technique : voir tableau 1. Les valeurs critiques ont été ajustées pour tenir compte du changement de taille 
de l’échantillon 
 Comment justifier cette stationnarité ? S’agit-il d’un pur phénomène statistique, ou, au 
contraire, comme nous le pensons, du résultat d’un ensemble de forces de rappel et 
d’éléments stables durant cette période conduisant à l’équilibre ? Parmi les facteurs 
explicatifs, on peut mentionner : 
- les accords du Louvre qui organisent une sortie maîtrisée de Bretton Woods I, et qui 
ouvrent sur un nouvel équilibre avec une place (qui reste à définir35) pour l’Europe 
dans Bretton Woods II ; 
- Les interventions répétées des banques centrales ou/et des autorités gouvernementales 
depuis les accords du Louvre : août 1995 (intervention des pays du G7 pour faire 
remonter le dollar) ; juin 1999 (intervention de la BCE pour faire remonter l’euro face 
au Yen) ; septembre-novembre 2000 (intervention de la BCE, de la Fed et de la BoJ 
pour faire remonter l’euro face au dollar) ; février 2004 (accords de Boca Raton pour 
enrayer la chute du dollar et la volatilité excessive des taux de change) ; mais plus rien 
depuis ; 
- Le rôle encore largement dominant du dollar en tant que devise de réserve ; les 
tentatives de diversification en faveur de l’euro demeurant marginales, d’autant plus 
                                                 
35 Dooley et al (2003, 2004, 2005a) peinent à la définir précisément. 
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que les pays actuellement fortement détenteurs de dollar (bons du Trésor US) n’ont 
évidemment pas intérêt à en provoquer la dépréciation ; 
- Une intégration de plus en plus forte des marchés de capitaux ; 
- Le rôle politique mineur de l’Europe face aux Etats-Unis ; 
- Des fondamentaux économiques qui varient peu (structures économiques, croissance 
de la population) ou parallèlement (prix, consommation). 
 
 Il existe donc bien différentes forces de rappel assurant une cohésion entre les 
monnaies que l’on peut qualifier de managed rate system (Dooley et al. 2004, Fisher 2001), 
mais sous une forme qui reste très modérée (mild managed). Elle est parfois testée par les 
marchés – c’est le cas actuellement - mais elle a toujours résisté. Elle a même surmonté et 
« digéré » cette évolution majeure qu’a été la mise en place de l’euro. Le retour à la moyenne 
après cette rupture épaisse est ainsi une preuve supplémentaire en faveur de la thèse de la 
stationnarité.   
 
b. les tests de racine unitaire avec rupture épaisse et rupture additionnelle 
 
  La question se pose évidemment, surtout à la vue des graphiques, de savoir si cette 
période de rupture n’est pas le signe annonciateur, ou l’antichambre, d’une rupture plus 
traditionnelle de niveau ou/et de tendance. 
 La mise en œuvre du test de Perron (1997), en tenant compte de la rupture épaisse, 
donne des résultats intéressants (cf. tableau 7). Le modèle additif (AO) met effectivement en 
évidence une rupture additionnelle en juin 2006, mais la significativité est limitée. En outre, 
cette date est proche de la fin de l’échantillon, et doit donc être reçue avec prudence. Nous ne 
retiendrons donc pas cette rupture ultérieure. En revanche, le modèle progressif dans sa 
version 1 (IO1), c’est-à-dire avec changement dans la constante, mais pas dans la pente, est 
nettement significatif. On notera cependant que la date détectée (octobre 1996) n’est pas 
postérieure, mais au contraire antérieure à la rupture épaisse. Les deux phénomènes sont donc 
indépendants ; d’ailleurs, cette date ressortait déjà des tests sans rupture épaisse (cf. tableau 
5). Cette date a également été repérée par d’autres auteurs : Gadea et al (2004), Papell (2002), 
… La suppression de la période de rodage de l’euro permet donc de nettoyer l’échantillon et 
de faire émerger une conclusion significative. Un nouvel avantage de la prise en compte des 
périodes de rupture apparaît ainsi. 
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Tableau 8 : taux de change nominal : tests ADF avec break structurel endogène et rupture 
épaisse (1999-2003) sur la période 1987-2007 
modèle période Tb lag µ θ β  δ ou/et 
γ 
α tα=1 valeur 
critique
5 % 
 IO1 1987 – 
2007 
1996 : 
10 
10 0,204 
(4,84) 
-0,028 
(-3,69)
0,0002 
(4,07) 
0,044 
(1,79) 
 0,820 
(22,68) 
-4,96** -4,80 
 IO2 1987 – 
2007 
1996 : 
10 
10 0,205 
(4,84) 
-0,034 
(-1,64)
0,0002 
(2,45) 
0,045 
(1,81) 
0,000 
(0,31) 
0,821 
(22,59) 
-4,92 -5,08 
 AO 1987 – 
2007 
2006 : 
06 
1 1,195 
(137,0)
 0,0001 
(1,98) 
0,011 
(5,87) 
0,892 
(37,06) 
-4,49* -4,65 
Note technique : voir tableau 5. 
 
 En retenant cette dernière interprétation, on peut calculer les tendances déterministes 
vers lesquelles le taux de change converge (cf. graphique 4) et en déduire des prévisions. Le 
graphique, mais aussi le calcul plus précis à l’aide de la régression du test précédent, 
indiquent que le taux de change d’octobre 2007 (fin de notre échantillon) aurait dû s’établir à 
1,30 ; fin 2008, la valeur anticipée serait de 1,32. Apparemment bien en dessous des valeurs 
actuelles.  
Graphique 4 : les tendances déterministes du taux de change euro-dollar 
1987 1989 1991 1993 1995 1997 1999 2001 2003 2005 2007
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IV. Conclusion 
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 La prise en compte d’une période de rupture (rupture épaisse) permet d’analyser 
correctement la série statistique du taux de change euro-dollar. En retenant la période 
postérieure aux accords du Louvre, et jusqu’à aujourd’hui, on peut affirmer que ce taux est 
stationnaire et donc qu’il existe un mécanisme de rappel vers un niveau d’équilibre. Il est 
cependant difficile de choisir entre les deux alternatives que les tests valident : stationnarité 
autour d’une constante ou stationnarité par rapport à une tendance coudée. Le test de Perron 
(1997) étant plus puissant que le simple test ADF, d’après Perron (2007), nous avons retenu 
cette dernière solution. Cela permet de proposer une prévision fondée sur cette tendance 
déterministe qui démarre en 1996. 
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Annexe 1 : test ADF 
 
Le test utilisé est un test ADF standard selon les trois spécifications ci-dessous, permettant de 
tester l’hypothèse de racine unitaire. 
Modèle 1 : 
1
1
1
k
t i t i
i
y t y yt tµ β ρ ρ
−
− −
=
∆ = + + ∆ + +∑ ε
t
 
Modèle 2 : 
1
1
1
k
t i t i t
i
y y yµ ρ ρ− − −
=
∆ = + ∆ + +∑ ε
t
 
Modèle 3 : 
1
1
1
k
t i t i t
i
y y yρ ρ ε− − −
=
∆ = ∆ + +∑  
 
Annexe 2 : test de Perron 1989 (break exogène) 
 
Perron (1989) suggère trois modèles : le « crash model » avec un changement dans la 
constante, mais pas dans la pente de la tendance linéaire (A), le « changing growth model » 
sans changement dans la constante mais avec modification de pente (B), et la combinaison 
des deux (C).  
Modèle A : 1 1 ( )( ) 1. ... .t t t t t t Ty DMU trend D TB y b dy bk y k tµ θ β δ α − − −= + + + + + + + + ε
k t
 
Modèle B : 1 1 ( )1. ... .t t t t t t Ty DMU trend DTS y b dy bk yµ θ β γ α − − −= + + + + + + + + ε
k t
 
Modèle C: 1 1 ( )( ) 1. ... .t t t t t t t Ty DMU trend DT D TB y b dy bk yµ θ β γ δ α − − −= + + + + + + + + + ε
k t
 
où : 
D(TB) : (TB = date du break structurel) = 1 si t = TB+1 et 0 ailleurs 
trend : trend linéaire 
DMU = 1 si t > TB et 0 ailleurs 
DT = t si t > TB et 0 ailleurs 
DTS = trend – TB si t > TB et 0 ailleurs 
 
Annexe 3 : test de Perron 1997 (break endogène) 
Perron (1997) distingue trois modèles :IO1 (innovational outlier) ; IO2 ; AO (additive outlier). 
Le modèle IO1 inclut un changement structurel dans la constante uniquement, le changement 
intervient progressivement : 
1 1 ( )( ) 1. ... .t t t t t t Ty DMU trend D TB y b dy bk yµ θ β δ α − − −= + + + + + + + + ε  
Le modèle IO2 inclut un changement progressif à la fois dans la pente et dans la constante.  
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1 1 ( )( ) 1. ... .t t t t t t t Ty DMU trend DT D TB y b dy bk y k tµ θ β γ δ α − − −= + + + + + + + + + ε  
Le modèle AO introduit un changement brutal dans la pente. Il est déterminé en deux temps. 
*
t ty trend DTµ β δ= + + +t tY  
Avec :  =  1 (t > T*tDT b)(t – Tb) 
Puis : 1 1 ( )1. ... .t t t T kY Y b dY bp Y tα ε− − −= + + + +  
 
Annexe 4 : tests de Lumsdaine et Papell et Papell et Prodan 
La procédure de Lumsdaine et Papell (1997) permet de capturer deux ruptures structurelles. 
Deux formes principales de ruptures sont testées : IO ou AO  
Il s’agit, dans le premier cas36, d’une extension du modèle C de Zivot et Andrews (1992) ou 
du modèle IO2 de Perron (1997). Les ruptures portent à la fois sur la constante et la pente. Le 
modèle dans sa forme générale est écrit de la manière suivante :  
1 2 1 2 1 1 ( )1 2 1 2 1. ... .t t t t t t t t Tdy DU DU trend DT DT y b dy bk y k tµ θ θ β γ γ α − − −= + + + + + + + + + + ε  
où : 
DU1 : (T1 = date du premier break structurel) = 1 si t > T1 et 0 ailleurs 
DU2 : (T2 = date du deuxième break structurel) = 1 si t > T2 et 0 ailleurs 
trend : trend linéaire 
DT1 = trend – T1 si t > T1 et 0 ailleurs 
DT2 = trend – T2 si t > T2 et 0 ailleurs 
Les dates de ruptures sont estimées en minimisant la valeur de la statistique t pour α. 
Dans le deuxième cas37, il s’agit d’une extension du modèle A de Zivot et andrews (1992) ou 
du modèle AO de Perron (1997). L’estimation se fait en deux temps avec le modèle suivant : 
1 21 2t ty DU DUµ θ θ= + + +t tY  
Puis : 
1 1 ( )1. ... .t t t T kdY Y b dy bk y tα ε− − −= + + + +  
Papell et Prodan (2003) introduisent une restriction afin de capturer des ruptures de sens 
contraires qui se compensent, sous la forme : 1θ + 2θ =0. 
 
Annexe 5 : la procédure de Bai et Perron (1998) 
                                                 
36 Modèle noté AC 
37 Modèle noté AO 
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La méthodologie de Bai et Perron (1998, 2003) prend en considération le modèle à ruptures 
structurelles multiples suivant, avec m ruptures (m+1 régimes) : 
1 1
2 1
1
' ' , 1,....
' ' , 1,....
..................................................
' ' , 1,....
t t t t
t t t t
t t t m t m
y x z u t T
y x z u t T T
y x z u t T T
2
β δ
β δ
β δ +
= + + =
= + + = +
= + + = +
 
 
Où yt est la variable dépendante observée à la date t ; xt est px1 et zt est qx1, et β et δj (j = 1, 
…, m+1) sont les vecteurs de coefficients correspondant ; ut est le terme aléatoire à la date t. 
Les points de rupture (T1, …, Tm) sont considérés comme inconnus, et sont estimés 
simultanément avec les coefficients avec T observations disponibles. 
 Dans la terminologie de Bai et Perron, il s’agit d’un modèle de changement structurel 
partiel, dans la mesure où β ne change pas, et est effectivement estimé sur l’ensemble de 
l’échantillon. Si β=0, cela devient un modèle de changement structurel pur où tous les 
coefficients varient. 
 Dans le cas de notre recherche, nous considérons un modèle avec rupture dans la 
moyenne seulement (mean-shift model), du type suivant avec m ruptures (T1, …, Tm) : 
1, 1,....,t t t jy u t T mTµ −= + = +  
Pour j = 1, 2, …, m+1, T0 = 0 et Tm+1 = T. µj est la moyenne avec µi ≠ µi+1. Les dates de 
ruptures sont considérées comme inconnues. La méthode d’estimation proposée par Bai et 
Perron (1998) et précisée dans Bai et Perron (2001) est fondée sur les moindres carrés 
ordinaires. Elle consiste dans l’estimation des coefficients µj en minimisant la somme des 
carrés des résidus selon la formule suivante : 
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En considérant m = 2, on note ST(T1, T2) les sommes des carrés des résidus pour toutes les 
partitions (T1, T2). Les estimations des dates de break ( 1, 2) sont déterminées en minimisant  
ST(T1, T2) pour toutes les partitions. On utilise à cette fin l’algorithme développé dans Bai et 
Perron (2003), fondé sur le principe de la programmation dynamique, afin d’estimer les 
paramètres inconnus. Dans le cas général, m quelconque, des tests sont ensuite utilisés pour 
déterminer le nombre de points de rupture. 
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