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Using a microscopic theory for the magnetoconductivity at low magnetic fields we show how
the Hall and longitudinal conductivity can be calculated in the low scattering rate limit. In the
lowest order of the scattering rate, we recover the result of the semiclassical Boltzmann transport
theory. At higher order, we get quantum corrections containing the Berry curvature and the orbital
magnetic moment. The quantum corrections vanish if time reversal symmetry holds.
I. INTRODUCTION
Electric transport in a magnetic field is an extensively
studied topic of great importance in solid state physics
with a long history [1–14]. A widely used method to cal-
culate conductivity is the semiclassical Boltzmann trans-
port theory with relaxation time approximation [15]. The
Boltzmann transport theory can be further improved
with the use of anomalous velocity coming from the Berry
curvature [3, 4, 6]. This theory had great success in de-
scribing several phenomena, and showed that the Berry
curvature plays an important role in the electric trans-
port (e.g. anomalous Hall effect [16, 17] and quantum
Hall effect [6]). The Boltzmann theory can also be used
to study the magnetoconductivity at low magnetic fields
[5, 7–13]. The Hall conductivity and longitudinal con-
ductivity was shown to have a contribution coming from
the Berry curvature in the linear order of the magnetic
field [7–14]. This gives rise to interesting phenomena
such as the negative magnetoresistance without the chi-
ral anomaly [10, 12] and the planar Hall effect [11, 13] in
topological insulators. Such effects were studied in tilted
Weyl semimetals [13, 14].
In this paper, we present a theory which does not
have the assumptions of the semiclassical theory and is
a purely quantum mechanical description that goes be-
yond the Boltzmann theory. For a microscopic descrip-
tion of the conductivity linear response theory is com-
monly used. In the absence of the magnetic field Karplus
and Luttinger [18] showed that a finite magnetic moment
leads to an anomalous Hall conductivity that is expressed
by what we call Berry curvature nowadays. It was later
shown that the same result can be achieved with the
semiclassical Boltzmann theory with anomalous velocity
[16, 17]. In the case of no magnetic field the connection of
the microscopic theory to the Boltzmann theory was dis-
cussed in Ref. [19]. Using linear response theory for finite
magnetic fields is more challenging. For small magnetic
fields a microscopic theory was developed by Fukuyama
[1, 2]. The magnetoconductivity in linear order of the
magnetic field is given as a formula containing velocity
operators and Green’s functions. In this paper we evalu-
ate this formula in a general manner and show how this
leads to the Boltzmann result and quantum corrections
connected to the Berry curvature and orbital magnetic
moment.
The problem we discuss in this paper shares similar-
ities with the problem of orbital susceptibility. A well
know method to calculate the orbital susceptibility is
the Landau-Peierls formula [20, 21]. The same problem
can be treated with microscopic calculations using lin-
ear response theory [22–25]. The microscopic theory was
shown to contain the Landau-Peierls contribution with
additional corrections [26–28]. This is analogous to our
problem, but a big difference is that in the case of orbital
susceptibility the scattering rate can be ignored, while
in the case of magnetoconductivity it is essential to have
finite results.
II. FORMALISM
We study systems that can be described with an effec-
tive Hamiltonian in the form of an n×n Bloch Hamilto-
nian Hk. The eigenvalues and eigenvectors are denoted
as Hk |a,k〉 = Eak |a,k〉. For simplicity from now on
Hk ≡ H, Eak ≡ Ea, |a,k〉 ≡ |a〉, ∂kµ ≡ ∂µ and ~ = 1.
The velocity operator is:
vµ = ∂µH . (1)
The matrix elements of this can be expressed by derivat-
ing 〈a|H|b〉 = δabEa [29]:
vµab = δab∂µEa + (Eb − Ea) 〈a|∂µb〉 . (2)
We assume the Matsubara Green’s function is diagonal
in the eigenstate basis and can be expressed as:
Ga(iεn) =
1
iεn − Ea + µ+ iΓa(iεn) . (3)
The conductivity is calculated through the retarded
current-current correlation function (ΠR) in the frame-
work of linear response theory [30, 31]:
σµν = lim
ω→0
ie2
ω
ΠRµν(ω) , (4)
where e > 0 is the elementary charge.
In this paper we discuss the conductivity in a mag-
netic field up to linear order of the magnetic field. The
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2uniform magnetic field points in the z direction and we
are interested in the Hall conductivity σxy and longi-
tudinal conductivity σzz. For the calculation of the
current-current correlation we base our calculation on
the microscopic theory of Hall conductivity developed by
Fukuyama [1, 2]. Here the magnetic field is treated as a
perturbation similarly to the electric field. In the zeroth
order in the magnetic field, the current-current correla-
tion can be expressed as:
Π(0)µν (iωλ) =
1
βV
∑
n,k
Tr[vµG+vνG] , (5)
where G ≡ G(k, iεn) and G+ ≡ G(k, iεn+ iωλ). This or-
der gives the usual conductivity [30, 31] and the anoma-
lous Hall conductivity connected to the Berry curvature
[6, 18].
In the first order of the magnetic field the current-
current correlation function is (for details on how this is
related to Ref. [2] see Appendix A):
Π(1)xy (iωλ) = −
ieB
βV
∑
n,k
Tr[vxG+vyGvxGvyG−
− vxG+vyG+vxG+vyG] , (6a)
Π(1)zz (iωλ) = −
ieB
βV
∑
n,k
Tr[vzG+vzGvxGvyG−
− vzG+vyG+vxG+vzG] . (6b)
From now on we focus on these terms that are propor-
tional to the magnetic field.
III. MAGNETOCONDUCTIVITY
A. Hall conductivity
We start with discussing the Hall conductivity. Using
Eq. (6a) in the eigenstate basis the Hall conductivity can
be expressed as:
σ(1)xy = −B
e3
V
∑
k
∑
a,b,c,d
vxdav
y
abv
x
bcv
y
cdCabcd , (7a)
Cabcd = − lim
ω→0
1
βω
∑
n
G+aGd(GbGc −G+b G+c ) , (7b)
where the iωλ = ω + iη substitution was made and the
η → 0 limit was taken in Cabcd. Using the Eq. (2) form
of the current operator we will have five different type
of terms in Eq. (7a) based on the number of Kronecker
deltas. The terms containing three Kronecker deltas will
vanish after summation so we only have to consider the
other four type of terms σ
(1)
xy = σOxy + σ
I
xy + σ
II
xy + σ
IV
xy ,
where the indices represent the number of Kronecker
deltas. After evaluating the sums over the Kronecker
deltas and renaming indices we get:
σIVxy =−B
e3
V
∑
k,a
(∂xEa)
2(∂yEa)
2Caaaa , (8a)
σIIxy =−B
e3
V
∑
k,a,b
(Ea − Eb)2×
×
[
∂xEa∂xEb 〈∂ya|b〉 〈b|∂ya〉Cabba+
+ ∂yEa∂yEb 〈∂xa|b〉 〈b|∂xa〉Caabb+
+ ∂xEa∂yEa 〈∂ya|b〉 〈b|∂xa〉 (Caaab + Cabaa)+
+ ∂xEa∂yEa 〈∂xa|b〉 〈b|∂ya〉 (Caaba + Cbaaa)
]
,
(8b)
σIxy =−B
e3
V
∑
k,a,b,c
(Ea − Eb)(Eb − Ec)(Ec − Ea)×
× [∂yEa 〈a|∂xc〉 〈b|∂xa〉 〈c|∂yb〉 (Caacb + Ccbaa)−
− ∂xEa 〈c|∂ya〉 〈a|∂yb〉 〈b|∂xc〉 (Cabca + Ccaab)
]
,
(8c)
σOxy =−B
e3
V
∑
k,a,b,c,d
(Ea − Ed)(Eb − Ea)(Ec − Eb)×
× (Ed − Ec) 〈d|∂xa〉 〈a|∂yb〉 〈b|∂xc〉 〈c|∂yd〉Cabcd .
(8d)
The next step is to evaluate the Matsubara summa-
tions. The details of these are discussed in the supple-
mentary material. We are interested in the low impurity
case so we assume that the scattering rate is constant
Γa(ε,k) ≡ Γ and small. Therefore, we neglect terms of
O(Γ0). It can be shown that σIxy = O(Γ0). Keeping
only the terms O(Γ−2) and O(Γ−1), only σIV , σII , and
σO remain:
σIVxy =−
Be3
4Γ2V
∑
k,a
(∂xEa)
2(∂yEa)
2f ′′a , (9a)
σIIxy =−
3Be3
4Γ2V
∑
k,a
∂xEa∂yEaf
′
a
(
Θaxy + Θ
a
yx
)
+
+
Be3
2ΓV
∑
k,a
∂xEa∂yEaf
′
aΩ
a
xy−
− Be
3
4ΓV
∑
k,a
∂xEa∂yEaf
′′
a i
(
Θaxy −Θayx
)
, (9b)
σOxy =−
Be3
2ΓV
∑
k,a
f ′ai
(
Θaxy −Θayx
) (
Θaxy + Θ
a
yx
)
, (9c)
where fa = (exp{β(Ea − µ)} + 1)−1 is the Fermi-Dirac
distribution and using the the completeness of the eigen-
vectors (
∑
b |b〉〈b| = 1):
Θaxy =
∑
b
(Ea − Eb) 〈∂xa|b〉 〈b|∂ya〉 , (10a)
Ωaxy = i
( 〈∂xa|∂ya〉 − x↔ y) . (10b)
3Here Ωaxy is the z component of the Berry curvature [6,
32]. The quantity Θaxy can be transformed to:
Θaxy = 〈∂xa|∂yH − ∂yEa|a〉 . (11)
Using ∂x∂yH = 0 and the derivative of 〈a|∂yH|a〉 =
∂yEa we can show the following (similarly to Ref. [26]):
Θaxy + Θ
a
yx = ∂x∂yEa . (12)
The imaginary part of Θaxy is the orbital magnetic mo-
ment [3, 6]:
Maxy =
1
2i
(
Θaxy −Θaxy
)
= Im{ 〈∂xa|(Ea −H)|∂ya〉} .
(13)
Using partial integrations and separating terms pro-
portional to 1/Γ2 and 1/Γ the magnetic field dependent
part of the Hall conductivity becomes (σ
(1)
xy = σBxy +σ
Q
xy)
σBxy =
Be3τ2
~4V
∑
k,a
f ′a
{
1
2
[
(∂xEa)
2
∂2yEa + (∂yEa)
2
∂2xEa
]
−
− ∂xEa∂x∂yEa∂yEa
}
, (14a)
σQxy =
Be3τ
~3V
∑
k,a
f ′a
{
∂xEa∂yEaΩ
a
xy + ∂x∂yEaM
a
xy−
−1
2
[
∂xEa∂yM
a
xy + ∂yEa∂xM
a
xy
]}
, (14b)
where Γ = ~/2τ .
B. Longitudinal conductivity
We continue with the longitudinal conductivity. Using
Eq. (6b) in the eigenstate basis the longitudinal conduc-
tivity can be expressed as:
σ(1)zz = −B
e3
V
∑
k
a,b
c,d
vzdav
z
ab
(
vxbcv
y
cdDabcd − vybcvxcdD˜abcd
)
,
(15a)
Dabcd = − lim
ω→0
1
βω
∑
n
G+aGbGcGd , (15b)
D˜abcd = − lim
ω→0
1
βω
∑
n
GaG
+
b G
+
c G
+
d . (15c)
After summation over the Kronecker deltas we get:
σIVzz =−B
e3
V
∑
k,a
(∂zEa)
2∂xEa∂yEa(Daaaa − D˜aaaa) ,
(16a)
σIIzz =−B
e3
V
∑
k,a,b
(Ea − Eb)2×
×
[
∂zEa∂xEb 〈∂za|b〉 〈b|∂ya〉Dabba+
+ ∂zEa∂yEb 〈∂xa|b〉 〈b|∂za〉Daabb+
+ ∂xEa∂yEa 〈∂za|b〉 〈b|∂za〉Dbaaa+
+ ∂zEa∂zEa 〈∂xa|b〉 〈b|∂ya〉Daaba+
+ ∂xEa∂zEa 〈∂ya|b〉 〈b|∂za〉Daaab+
+ ∂yEa∂zEa 〈∂za|b〉 〈b|∂xa〉Dabaa−
− (x↔ y,D ↔ D˜)
]
, (16b)
σIzz =−B
e3
V
∑
k,a,b,c
(Ea − Eb)(Eb − Ec)(Ec − Ea)×
×
[
∂yEa 〈a|∂zc〉 〈b|∂xa〉 〈c|∂zb〉Dcbaa−
− ∂xEa 〈a|∂yb〉 〈b|∂zc〉 〈c|∂za〉Dcaab+
+ ∂zEa 〈a|∂xc〉 〈b|∂za〉 〈c|∂yb〉Daacb−
− ∂zEa 〈a|∂zb〉 〈b|∂xc〉 〈c|∂ya〉Dabca−
− (x↔ y,D ↔ D˜)
]
, (16c)
σOzz =−B
e3
V
∑
k,a,b,c,d
(Ea − Ed)(Eb − Ea)(Ec − Eb)×
× (Ed − Ec)
[ 〈d|∂za〉 〈a|∂zb〉 〈b|∂xc〉 〈c|∂yd〉Dabcd−
− (x↔ y,D ↔ D˜)] , (16d)
The Matsubara summation is evaluated the same way as
for the Hall conductivity (for details see the supplemen-
tary material) and we get:
σIVzz =−B
e3
4Γ2V
∑
k,a
(∂zEa)
2∂xEa∂yEaf
′′
a , (17a)
σIIzz =−B
e3
4Γ2V
∑
k,a
∂zEa
[
∂xEa∂y∂zEa + ∂yEa∂z∂xEa+
+ ∂zEa∂x∂yEa
]−
−B e
3
2ΓV
∑
k,a
∂zEa
{
f ′a∇Ea ·Ωa + f ′′a∇Ea ·Ma+
+ if ′a
∑
b
[(∂xEb 〈∂ya|b〉 〈b|∂za〉 − z ↔ y)− x↔ y]
}
,
(17b)
4σIzz =−B
ie3
2ΓV
∑
k,a
f ′a∂zEa×
×
{
∂z∂xEa 〈a|∂ya〉 − ∂y∂zEa 〈a|∂xa〉−
−
∑
b
[(∂xEb 〈∂ya|b〉 〈b|∂za〉 − z ↔ y)− x↔ y] +
+
[(
〈∂ya|∂xH|∂za〉 − y ↔ z
)
− x↔ y
]}
,
(17c)
σOzz =−B
e3
2ΓV
∑
k,a
f ′a
[
∂z∂xEaM
a
x − ∂y∂zEaMay
]
,
(17d)
Using partial integrations (one of the more difficult
partial integrations is shown in Appendix B) the longi-
tudinal conductivity will also have terms proportional to
τ2 and τ and it can be expressed as (σ
(1)
zz = σBzz + σ
Q
zz):
σBzz = 0 , (18a)
σQzz = −
Be3τ
~3V
∑
k,a
f ′a
[
∂zEa (2∇Ea ·Ωa − ∂zEaΩaz) +
+ ∂zEa∂zM
a
z − ∂2zEaMaz
]
, (18b)
where Ωaµ =
1
2εµνηΩ
a
νη and M
a
µ =
1
2εµνηM
a
νη. These
quantities can be expressed in an easier to evaluate for-
mula where the derivatives of eigenstates do not appear.
Using Eq. (2) and the completeness of eigenstates:
Ωaµν = i
∑
b 6=a
〈a|∂µH|b〉 〈b|∂νH|a〉
(Ea − Eb)2 − µ↔ ν , (19a)
Maµν =
1
2i
∑
b6=a
〈a|∂µH|b〉 〈b|∂νH|a〉
Ea − Eb − µ↔ ν . (19b)
The σBxy and σ
B
zz terms are the same as the result of
the semiclassical Boltzmann transport theory with relax-
ation time approximation [2]. The σQxy and σ
Q
zz terms are
quantum corrections that contain the Berry curvature
and orbital magnetic moment.
If the system is time reversal symmetric Ea(k) =
Ea(−k), ∂µEa(k) = −∂µEa(−k), Ωaµ(k) = −Ωaµ(−k)
and Maµ(k) = −Maµ(−k). These relations guarantee that
both σQxy = 0 and σ
Q
zz = 0. Thus, in order to see the
quantum contributions we need to break time reversal
symmetry.
IV. SPECIFIC SYSTEMS
In the following we show simple examples using Eqs.
(14) and (18). First, we start with the nearly free electron
model:
H =
~2k2
2m
, E =
~2k2
2m
. (20)
The different components of the magnetoconductivity
are:
σBxy = −
Be3τ2
m2
ne , σ
Q
xy = 0 , σ
B
zz = 0 , σ
Q
zz = 0 ,
(21)
where ne =
1
V
∑
k
f is the number density of electrons.
This result is the same as the classical result [15].
The next example is a general two-level system with
the following Hamiltonian:
H = h(k) · σ + h0(k)σ0 , E± = h0 ± h . (22)
Using Eq. (19):
Ω±µν = ∓
1
2
h · (∂µh× ∂νh)
h3
, M±µν =
1
2
h · (∂µh× ∂νh)
h2
.
(23)
A simple example for a two-level system is a single
Weyl node:
h = v~k , h0 = 0 , E± = ±v~k . (24)
The different components of the magnetoconductivity at
zero temperature are:
σBxy = −
vµBe3τ2
6pi2~3
, σQxy = 0 , σ
B
zz = 0 , σ
Q
zz = 0 .
(25)
Even though the Berry curvature and orbital magnetic
moment is not vanishing, after integration the quantum
contributions vanish because of the mirror symmetries of
the system.
Finally we show a simple example where the quantum
contribution does not vanish. For this we use the Weyl
node with a small tilting (t < 1) in the kz direction:
h = v~k , h0 = v~tkz , E± = v~(tkz ± k) . (26)
The components of the zero temperature magnetocon-
ductivity are:
σBxy = σ0
3 tanh−1(t)− 3t
t3
≈ σ0
(
1 +
3
5
t2 +O(t4)) ,
(27a)
σQzz = sgn(µ)
vBe3τ
4pi2~2
t , (27b)
where σ0 is the Hall conductivity of the not tilted Weyl
node in Eq. (25). The rest of the components are still
zero.
V. DISCUSSION
In conclusion, we showed the connection between the
microscopic theory [1, 2] and the Boltzmann theory of
5magnetotransport at low magnetic fields [5–8, 11–13].
We calculated the magnetoconductivity in the linear or-
der of the magnetic field using linear response theory.
In the two lowest orders of the scattering rate we got
terms of order O(Γ−2) (σBµν) and O(Γ−1) (σQµν). The σBµν
term is exactly the same as the conductivity we get using
the semiclassical Boltzmann transport theory [2] (with-
out the anomalous velocity). The σQµν term is the quan-
tum correction containing the Berry curvature and or-
bital magnetic moment. The parts containing the Berry
curvature are consistent with the Boltzmann transport
theories that use the anomalous velocity [8, 13]. The ad-
ditional terms only arise in the exact quantum descrip-
tion.
The σQµν quantity can only be nonzero if time reversal
symmetry is broken. Furthermore, in some cases other
symmetries (e.g. mirror symmetry) can also make this
correction vanish. An interesting symmetry property of
the Hall conductivity is that the quantum contribution
is symmetric for the x↔ y change, while the Boltzmann
contribution is antisymmetric.
We showed a couple of simple examples using our for-
mulas. For the nearly free electron model we recovered
the usual result. We also gave a simple formula to eval-
uate the quantum contributions in the case of a general
two-band systems. We showed that in a single tilted
Weyl node a finite σQzz is present which for small tilt-
ings is proportional to the tilting. This is consistent with
results using the Boltzmann transport theory [13, 14].
Our formalism is general and can easily be applied
to any system and can be generalized to thermoelectric
transport or higher orders of the magnetic field. This
opens a new pathway to theoretically study magneto-
transport in topological systems.
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Appendix A: Current-current correlation
In this appendix we show how the formula for the
current-current correlation in Eqs. (6a) and (6b) is cal-
culated using the formalism in Refs. [1, 2]. In the linear
order of the vector potential, the current-current corre-
lation is expressed as [2]:
Π(1)µν = −
ie3
2m~
1
βV
∑
n,k,α
Tr[vµG+vαG+G−
− vµG+GvαG](qαAqν − qνAqα)−
− ie
3
2~3
1
βV
∑
n,k,α,β
(qαA
q
β − qβAqα)×
×
{
Tr[vµG+vαG+vνGvβG]+
+ Tr[vµG+vνGvαGvβG]+
+ Tr[vµG+vαG+vβG+vνG]
}
. (A1)
The qαA
q
β − qβAqα combination can be expressed as
εαβγB
q
γ since ∇×A = B and A(r) = −iAqeiqr. Using
B = (0, 0, B), qαA
q
β − qβAqα = εαβzB. For the Green’s
functions and the velocity operators the following ward
identity holds [2]:
∂µG = GvµG . (A2)
Using this and partial integrations, for example, the fol-
lowing identity holds:∑
k
vxG+vyGvxGvyG = −
∑
k
(
~2
m
G+vxGvxG+ (A3)
+ vxG+vyG+vyGvxG+ vxG+vyGvyGvx
)
. (A4)
Using other similar identities to this one, we get the Hall
conductivity and longitudinal conductivity used in the
main part of the paper as in Eqs. (6a) and (6b)
Appendix B: Partial integration
One of the partial integrations in the main text is not
trivial, so we show it schematically here.∑
k,a
∂zEaf
′′
a∇Ea ·Ma =
−
∑
k,a
∂zEaf
′′
a ∂zEaM
a
z + 2f
′
a∂z(∂zEaM
a
z )+
+ f ′a∂x(∂zEaM
a
x ) + f
′
a∂y(∂zEaM
a
y ) . (B1)
Using equations like ∂x∂z[(Ea −H) |a〉] = 0 this can be
transformed and used to cancel some of the terms in Eq.
(17).
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1Supplementary material - Microscopic theory of magnetoconductivity at low magnetic
fields in terms of Berry curvature and orbital magnetic moment
Appendix C: Matsubara summation with branch
cuts
The Matsubara summations in the main paper are all
in the form of:
I(iωλ) =
1
β
∑
n
g(iεn, iεn + iωλ) , (C1)
where the function g contains Green’s functions with ar-
guments iεn or iεn + iωλ. A simple example is:
g(iεn, iεn + iωλ) = Ga(iεn)Gb(iεn + iωλ) . (C2)
In general there can be any number of Green’s functions
with any kind of indices. Because of the sign chang-
ing properties of the scattering rate at Im{ε} = 0, g
has two branch cuts and this type of summation can be
transformed to four ordinary integrals using the residue
theorem (for more details see Ref. 30):
IR(ω) = −
∞∫
−∞
dε
2pii
f(ε)
[
gRR(ε, ε+ ω)− gAR(ε, ε+ ω) +
+gAR(ε− ω, ε)− gAA(ε− ω, ε)] ,
(C3)
where f(ε) = (exp{β(ε− µ)} + 1)−1 and we performed
the analytic continuation in the frequency iωλ = ω +
iη. The upper indices of g show the retardedness of the
Green’s function with the corresponding argument. In
our simple example:
gXY (ε, ε+ ω) = GXa (ε)G
Y
b (ε+ ω) (C4)
GR/Aa (ε) =
1
ε− Ea ± iΓa(ε) . (C5)
The transformation of the Matsubara summation to in-
tegrals can be seen in Fig. 1
In the case of the conductivity only the ω → 0 limit is
important which can be expressed as:
C =− lim
ω→0
IR(ω)
ω
=
=
∞∫
−∞
dε
2pii
f ′(ε)
[
gAR(ε, ε)− gAA(ε, ε)]+
+ f(ε)∂ω
[
gRR(ε, ε+ ω)− gAA(ε, ε+ ω)]∣∣
ω=0
.
(C6)
Appendix D: Integrals of Green’s functions
From now on we assume Γa(ε) ≡ Γ and Γ → 0. This
means that we only keep the highest order terms in Γ
×
×
×
×
×
×
×
0
−iωλ
C
ε
×
×
×
×
×
×
×
0
−iωλ
ε
FIG. 1. The left side shows the contour integral equivalent
to the Matsubara summation. The right side shows this same
integral transformed to four ordinary integrals. The crosses
show the singularities of the Fermi-Dirac distribution. The
dashed lines show the branch cuts of g in Eq. (C1).
and neglect anything O(Γ0). We substitute the infinite
integral in Eq. (C6) with a contour integral on the upper
complex plane as in Fig. 2. The integrand will have sev-
eral poles coming from the Fermi-Dirac distribution and
poles coming from the advanced Green’s functions inside
the contour. After collecting the residues coming from
the Fermi-distribution and performing the Γ → 0, limit
we see that these contributions disappear since for Γ = 0
the difference between advanced and retarded Green’s
functions disappears, thus in the combination gAR−gAA
and gRR − gAA the singularities coming from the Fermi-
Dirac distribution can be neglected in the order ofO(Γ0).
This means that the integral can be substituted with the
residues coming only from the advanced Green’s func-
tions in the upper plane. This same argument can be
done with the lower half plane and retarded Green’s func-
tions, and the results do not change.
This means immediately that the term gRR can be
neglected. It can also be shown that gAA can only have
contributions of O(Γ0). In order to have a higher order
term two poles with the same energy but with different
retardednesses are necessary. In this case in the residue
a 1/(Ea − Ea + 2iΓ) type of term appears which is of
O(Γ−1). With higher order poles higher orders of Γ−1
can also appear. Since in gAA all the poles are on one
side the contribution is O(Γ0).
This way C can be calculated as:
C =
∑
i
Res
{
f ′(ε)gAR(ε, ε), εi
}
, (D1)
2×
×
×
×
×
× Ea + iΓ
× Eb − iΓ
0
C
ε
FIG. 2. Contour integration on the upper half plane. The
crosses show the singularities of the Fermi-Dirac distribution
and the Green’s functions.
where εi are the singular points on the upper half plane
of only gAR. Taking our simple example in the case of
b = a:
C = Res
{
f ′(ε)GAa (ε)G
R
a (ε), Ea + iΓ
}
=
f ′(Ea)
2iΓ
. (D2)
This is exactly the same result as using the usual
GAa (ε)G
R
a (ε) = piδ(ε−Ea)/Γ approximation. But in cases
where there are more Green’s functions, this approxima-
tion can not always be used. Our method provides a
systematic approach to evaluate these types of integrals.
It is important to note that here f ′(Ea + iΓ) ≈ f ′(Ea)
was used since we are neglecting terms of O(Γ0). In cases
with more Green’s functions the Taylor expansion of f
is necessary to get a proper result as we will see in the
following section.
Appendix E: Summations in the main paper
Here we detail a summation in the main paper and
then list the rest. We start with Caaaa. The g
AR in this
case is:
gAR = GRaG
A
a (G
A
aG
A
a −GRaGRa ) . (E1)
using Eq. (D2):
Caaaa =
1
2
(
f ′GRa
)′′ ∣∣∣∣
ε=Ea+iΓ
− f ′ (GRa )3 ∣∣∣∣
ε=Ea+iΓ
=
= −f ′′ (GRa )2 ∣∣∣∣
ε=Ea+iΓ
+
1
2
f ′′′GR
∣∣∣∣
ε=Ea+iΓ
=
=
f ′′(Ea + iΓ)
4Γ2
+
f ′′′(Ea + iΓ)
4iΓ
≈
≈ f
′′(Ea)
4Γ2
+
f ′′′(Ea)iΓ
4Γ2
+
f ′′′(Ea)
4iΓ
=
=
f ′′(Ea)
4Γ2
. (E2)
All the other integrals can be done in a similar way.
Here are the results for the C summations in the main
paper:
Caaaa =
f ′′a
4Γ2
+O(Γ0) , (E3a)
Cabba = O
(
Γ0
)
, (E3b)
Caabb =
1
2iΓ
f ′a − f ′b
(Ea − Eb)2 +O
(
Γ0
)
, (E3c)
Cabab = Caabb , (E3d)
Caaab =
1
4Γ2
f ′a
Ea − Eb +
i
2Γ
f ′a
(Ea − Eb)2−
− i
4Γ
f ′′a
Ea − Eb +O
(
Γ0
)
, (E3e)
Cabaa =
1
2Γ2
f ′a
Ea − Eb +O
(
Γ0
)
, (E3f)
Caaba = Cabaa , Cbaaa = C
∗
aaab , (E3g)
Caacb =
f ′a
2iΓ
1
Ea − Eb
1
Ea − Ec +O
(
Γ0
)
, (E3h)
Caacb = Cabac = −Ccbaa = −Cbaca , (E3i)
Cabca = O
(
Γ0
)
, Ccaab = O
(
Γ0
)
, (E3j)
Cabcd = O
(
Γ0
)
. (E3k)
The calculation of D is done in a similar way to that
of C:
Caaaa = Daaaa − D˜aaaa , (E4a)
Dabba =
1
2iΓ
f ′a
(Ea − Eb)2 +O
(
Γ0
)
, (E4b)
Dabba = D˜abba = Daabb = D˜aabb = Dabab = D˜abab
(E4c)
Dbaaa = O
(
Γ0
)
, D˜baaa = O
(
Γ0
)
, (E4d)
(E4e)
Daaab =
1
4Γ2
f ′a
Ea − Eb +
i
2Γ
f ′a
(Ea − Eb)2−
− i
4Γ
f ′′a
Ea − Eb +O
(
Γ0
)
, (E4f)
D˜aaba = −D∗aaba , (E4g)
Daaab = Daaba = Dabaa , (E4h)
D˜aaab = D˜aaba = D˜abaa , (E4i)
Daacb =
f ′a
2iΓ
1
Ea − Eb
1
Ea − Ec +O
(
Γ0
)
, (E4j)
Daacb = D˜aacb = Dabca = D˜abca = Dabac = D˜abac ,
(E4k)
Dcbaa = O
(
Γ0
)
, D˜cbaa = O
(
Γ0
)
, (E4l)
Dcaab = O
(
Γ0
)
, D˜caab = O
(
Γ0
)
, (E4m)
Dbaca = O
(
Γ0
)
, D˜baca = O
(
Γ0
)
, (E4n)
Dabcd = O
(
Γ0
)
, D˜abcd = O
(
Γ0
)
. (E4o)
