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ABSTRACT
Study on Two Optimization Problems:
Line Cover and Maximum Genus Embedding. (May 2012)
Cheng Cao, B.S., Huazhong University of Science and Technology
Chair of Advisory Committee: Dr. Jianer Chen
In this thesis, we study two optimization problems which have a lot of important
applications in diverse domains: Line Cover Problem (LCP) in Computational
Geometry and Maximum Genus Embedding (MGE) in Topological Graph Theory.
We study LCP whose decision version is known NP-Complete from the perspec-
tive of Parameterized Complexity, as well as classical techniques in Algorithm De-
sign. In particular, we provide an exact algorithm in time O(n32n) based on Dynamic
Programming and initiate a dual problem of LCP in terms of Linear Programming
Duality. We study the dual problem by applying approximation and kernelization,
obtaining an approximation algorithm with ratio k − 1 and a kernel of size O(k4).
Then we survey related geometric properties on LCP. Finally we propose a Parame-
terized Algorithm to solve LCP with running time O∗(kk/1.35k).
We explore connections between the maximum genus of a graph and its cycle
space consisting of fundamental cycles only. We revisit a known incorrect approach
of finding a maximum genus embedding via computing a maximum pairing of inter-
sected fundamental cycles with respect to an arbitrary spanning tree. We investigate
the reason it failed and conclude it confused the concept of deficiency. Also, we
characterize the upper-embeddablity of a graph in terms of maximum pairings of
intersected fundamental cycles, i.e. a graph is upper-embeddable if and only if the
number of maximum pairings of intersected fundamental cycles for any spanning tree
is the same. Finally, we present a lower and an upper bound of the maximum number
of vertex-disjoint cycles in a general graph, β(G)− 2γM(G) and β(G)− γM(G), only
depending on maximum genus and cycle rank.
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1CHAPTER I
INTRODUCTION
Abundant important applications of NP-hard problems have attracted intensive stud-
ies for decades and quite a few techniques have been proposed to tackle NP-hard prob-
lems such as exact algorithms, approximation algorithms, randomized algorithms,
heuristics, and parameterized algorithms. In the area of Parameterized Complexity,
as it has been observed that there exist many instances of NP-hard problems whose
inherent parameters are small enough compared to their input sizes, parameterized
algorithms, which usually offer implementably practical alternatives to those prob-
lems having been regarded as intractable from the perspective of Complexity Theory,
have become more and more popular and powerful in the last decade.
In this thesis, at first, we introduce an optimization problem whose decision
version is known as NP-Complete in Computational Geometry called Line Cover
Problem (LCP) (given a set of points on the Euclidean plane R2, find minimum
straight lines on the plane to cover all the points) and then tackle this problem via
developed techniques in Parameterized Complexity as well as other typical approaches
in algorithm design, some of which have never been touched. Then, as the motivation
of studying another classical optimization problem Feedback Vertex Set (FVS)
(find a minimum set of vertices in a graph whose removal produces a graph with
no cycle), we raise another optimization problem in Topological Graph Theory called
Maximum Genus Embedding (MGE) (given a graph find the largest genus of an
orientable surface on which the given graph admits a cellular embedding) [26] which
is solvable in polynomial time by existed algorithms. We explore the relationship
This thesis follows the style of IEEE Transactions on Computers.
2between fundamental cycles and maximum genus starting from restudying a known
incorrect approach of finding a maximum genus embedding via computing a maximum
pairing of intersected fundamental cycles with respect to an arbitrary spanning tree.
In this chapter, we give a brief introduction on those two optimization problems
from aspects of applications, significance and previous research work. In following
sections, there may be a few concepts and terms which will be introduced and ex-
plained in details in the second chapter. At the end of this chapter we describe the
organization of this thesis.
A. Line Cover Problem
LCP is a fundamental problem in Computational Geometry and emerges in direct
connections to variations of Traveling Salesman Problem (TSP) with ingredi-
ents of covering points with lines. Moreover, naturally it has a very close relationship
with mathematical problems in Linear Algebra even when extending to instances of
hyperplanes from two dimension space. Also, there are many practical applications
with aim of covering or moving objects in a straight line because turns are considered
costly. For instance, collecting balls by robots, dropping supplies by helicopters, and
highway construction are illustrative examples since moving in a straight line could
accelerate and save dramatically.
The decision version of LCP, asking if k covering lines are enough where k is
a non-negative integer, was proved NP-Complete thirty years ago in [34]. Then an
approximation algorithm was proposed with a factor of Θ(logn) in [30]. Then it was
proved Fixed-Parameter Tractable (FPT) by Langerman and Morin in [33] where
they also provided a parameterized algorithm, involving two typical techniques in
designing parameterized algorithms: bound-search tree and kernelization. Based on
3the algorithm given by Guibas et al. [24], their approach had the time complexity of
O(nk + k2(k+1)) where n is the input size and k is the parameter. Later, Grantson
and Levcopoulos [20] solved the problem in O∗(k2k/4.84k)1, along with two reduction
rules presented. The current best result is O∗(kk/1.35k) proposed by Wang et al. [46].
Generally speaking, their parameterized algorithm was derived from bound-search
tree based on enumerations, which leaves certain opportunities of employing either
other algorithmic methods or related geometric properties to improve it. Additionally,
as a fundamental problem in Computational Geometry, in [33] LCP was abstracted
as a covering problem that could model a number of concrete geometric covering
problems [19]. The problem considered in [46, 33] is to cover a given set of points
in the Euclidean space Rm by k hyperplanes of dimensions bounded by d where
d ≤ m. The parameter k is the number of hyperplanes allowed in the covering and
the parameter d denotes the dimension. Also, another geometric covering problem
of covering points with spheres can be fitted into the general framework. In this
thesis we focus on the case of the Euclidean plane R2. However, extending to cases
of hyperplanes from the case of two dimension space should not be too hard. We
may consummate the general framework of geometric covering problems in the future
work.
B. Maximum Genus Embedding
Graph embedding is also a fundamental problem with a plenty of applications in
diverse domains directly such as Computer Graphics and Computer Vision. In this
thesis we focus on the non-planar embedding which has been a dominating concern
in Topological Graph Theory. Intuitively speaking, a non-planar embedding is an
1Following the convention we use O∗(f(k)) to denote the bound O(f(k)nO(1))
4embedding of a graph on a surface with a number of handles. As mentioned above,
our biggest motivation of studying MGE is from FVS which is one of the well-known
optimization problems and the history of research on FVS has been going over more
than forty years. One of its important applications is about deadlock recovery in
Operating System.
For the general background of Topological Graph Theory we will introduce in
chapter 2 and for more details we refer books of [22, 47]. Graph embeddings, espe-
cially planar embeddings, have been studied extensively over decades. Starting from
’80s of the last century people began to pay attention on non-planar embeddings.
The complexity of the problem minimum genus embedding with aim of finding em-
beddings of minimum genus rather than maximum, as one of the problems in Garey
and Johnson’s list [18], was proved NP-Complete by Thomassen [45] for the deci-
sion version. For maximum genus embedding, many researchers [36, 41, 42, 50] have
also proposed related theorems and concepts after [39]. One important result is that
Xuong [49] characterized the maximum genus embedding in terms of components
of the complements of spanning trees, which educed subsequent concepts as follows.
The deficiency ξ(G, T ) of a connected graph G with respect to a spanning tree T
is the number of cotree components in G − T which contain odd edges. A spanning
tree T is called a Xuong tree if ξ(G, T ) is equal to the minimum value of deficiency
taking over all possible spanning trees of G [9]. Then subsequent results on deficiency
were proposed and connected to cycle rank, which was the starting point of studying
combinatorial characterizations of maximum genus. Then Furst et al. [17] presented
a polynomial-time algorithm to compute a maximum genus embedding based on a
reduction to cographic matroid parity, which is also the current best algorithm to
solve MGE.
A graph is called upper-embeddable if it has a maximum-genus embedding with
5one or two faces [17]. Kundu [31] proved that every 4-edge connected graph is upper-
embeddable, while Jungerman [27] showed that there are 3-edge connected graphs
which are not upper-embeddable as examples. Later Skoviera [43] presented more
classes of upper-embeddable graphs.
Besides exact algorithms, many researchers have been investigating in deriving
a lower bound on the maximum genus of graphs that are not upper-imbeddable [9].
From the perspective of connectivity, classifying graphs by vertex and edge connec-
tivities below four, Chen et al. [9, 7] presented the bounds and showed the tightness.
Moreover, via the known theorem that a graph is 2-edge connected if and only if it
has an ear decomposition, Chen and Kanchi [8] showed that constructing a maximum-
paired ear decomposition of a graph and constructing a maximum-genus embedding
of the graph are polynomial-time equivalent. At the same time, there were studies
from the perspective of topological operations. Gross and Rieper [21] revealed that
although there may exist arbitrarily deep traps among local minima there cannot oc-
cur any local maxima, which coincided with the complexity gap between computing a
minimum genus embedding and a maximum genus embedding. Chen [6] presented a
new data structure which efficiently supports all on-line operations for general graph
embeddings. Focusing on the class of cubic graphs, Huang and Liu [26] proved that
the maximum genus of a cubic graph is equal to the size of a maximum nonseparating
independent set in the graph. Then, Cao et al. [5] proposed an improved parame-
terized algorithm for FVS, handling the case of 3-regular by the same reduction to
cographic matroid parity, which directly leads us to revisit MGE. Apart from what
we mentioned above, there have been other research studying connections between
maximum genus and other combinatorial characterizations of a graph such as diame-
ter, girth and chromatic number. In this thesis we pay more attention on fundamental
cycles. A fundamental cycle T (e) with respect to a spanning tree T of a graph G
6is the only cycle that passes through a cotree edge e and is contained in T + e [29].
The idea of using properties related to fundamental cycles to characterize maximum
genus started in [37] where the maximum pairings of intersected fundamental cycles
were considered. We will discuss more details in chapter 4.
C. Organization of Thesis
This thesis is organized by five chapters as follows. Chapter I is an introductory
chapter. The second chapter contains necessary background, including parameter-
ized complexity, graph, surface, embedding, and so on. Chapter III is to discuss our
research on LCP from diverse angles. We consider techniques in parameterized algo-
rithms such as bound-search-tree and kenerlization. In the meanwhile, we also study
LCP from exact algorithms, duality and geometry properties, and finally we propose a
parameterized algorithm. Chapter IV is about MGE. We investigate the interrelations
between maximum genus and fundamental cycles. Furthermore, we consider connec-
tions in general graphs between upper-imbeddability, maximum genus and maximum
vertex-disjoint cycles. The final chapter is a succinct summary.
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PRELIMINARIES
In this chapter, we introduce preliminary background which is related to subject
topics of this thesis, Parameterized Complexity and Graph Embedding. We will not
go to deep levels but all the necessary concepts and notations mentioned in this thesis.
First, we introduce several fundamental definitions in Parameterized Complexity and
two frequently-used methods, kernelization and bound-search tree. Then, we describe
notations and concepts in Topological Graph Theory such as graph, surface, and
embedding.
A. Parameterized Complexity
Definition A.1. [38] A parameterized problem is a language L ⊆ Σ∗ ×Σ∗, where Σ
is a finite alphabet. The second component is called the parameter of the problem.
Research over a decade have observed that quite a few optimization problems
can be converted to corresponding parameterized problem with inherent parameters
in many instances. Furthermore, those parameters usually are small enough compared
to the input size. We have the following definition.
Definition A.2. [38] A parameterized problem L is fixed-parameter tractable if it can
be determined in f(k) · nO(1) time whether or not (x, k) ∈ L, where f is a computable
function only depending on k. The corresponding complexity class is called FPT.
If a parameterized problem has been proved FPT, the corresponding algorithms
are called parameterized algorithms which usually offer implementably practical al-
ternatives to those problems regarded as intractable. For example, the current best
parameterized algorithm of LCP [46] has complexity of O∗(kk/1.35k) where the star
8here means we only care about the part of ”f(k)” only depending on the parameter
k. Since k is relatively much smaller than the input size n, a parameterized algorithm
can become relatively efficient. On the other hand, given an algorithm whose running
time is O(nk), it may still run slowly as n is fairly large and k is not so small as a
constant. Therefore, a parameterized algorithm can be practical for instances with
small parameters. We introduce two typical techniques of designing parameterized
algorithms mentioned in this thesis.
Definition A.3. Kernelization [38] Let L be a parameterized problem, that is, L
consists of input pairs (I, k), where I is the problem instance and k is the parameter.
Kernelization means to replace the instance (I, k) by a reduced instance (I ′, k′) (called
problem kernel) such that k′ ≤ k, |I ′| ≤ g(k) for some function g depending only on
k and (I, k) ∈ L if and only if (I ′, k′) ∈ L. Furthermore, the reduction from (I, k) to
(I ′, k′) must be computable in polynomial time TK(|I|, k). The function g(k) is called
the size of the problem kernel.
By the definition, the key step in kernelization is to derive reduction rules to
make sure the ”if and only if” condition holds between original instance and reduced
instance. In the meanwhile, the reduction step should be computable in polynomial
time and the size of reduced instance should only depend on the given parameter k.
Take LCP as an example again, in [20] a kernel of size O(k2) was provided based
on several reduction rules. The most powerful part of kernelization is to compute a
much smaller instance, i.e. only depending on the small parameter k, in polynomial
time and then we can only focus on the small kernel which may be tackled easily and
solved quickly.
Although there are other algorithmic approaches in design of parameterized algo-
rithms such as iterative compression, greedy localization and coloring coding, bound-
9search tree may be the most widely used one which can be also applied to derive exact
algorithms. Given an instance of a problem, an algorithm can be derived by abstract-
ing it onto a tree structure as follows. If current instance satisfies certain conditions,
solves it directly. Otherwise, the instance is reduced into smaller sub-instances and
then recursively each sub-instance is called. The process can be abstracted as a re-
cursive tree, i.e. a DFS tree. Every node represents an instance and the root is the
original instance whose children are all the reduced sub-instances. The running time
of the whole recursive algorithm is equal to the product of number of leaves and the
maximum summation of time for all all nodes in a path from root to a leaf taking
over all paths. In any parameterized algorithm, the number of leaves can be bounded
by some measurement depending on k only, and the summation of time for nodes in
any path from root to a leaf can be bounded in polynomial time. We enumerate all
the possible cases and consider every path in the search tree. If it shows that there
is no solution after solving each leaf then we output ”no solution”, and otherwise it
brings an exact solution.
In [5], a parameterized algorithm on a variation of FVS called disjoint-FVS
was provided based on bound-search tree. After preprocessing all the vertices with
degree no larger than two, based on bound-search tree, branching on all the vertices
whose degree is larger than three, leaving only vertices with degree exact three. Now
every node in the search tree represents a sub-instance of a cubic graph, which can
be solved directly in polynomial time as same as existed algorithms of MGE. The
relationship between FVS and MGE motivates us to convert to restudy MGE, a
different optimization problem in Topological Graph Theory.
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B. Graph Embedding of Maximum Genus
1. Graphs, Surfaces and Embeddings
In Discrete Mathematics, a graph is an abstract representation of a set of objects
and pairs of the objects which are connected by links [3]. In Computer Science, these
interconnected objects are usually called nodes or vertices, and the links, i.e. line
segments or curves, connecting some pairs of vertices are called edges. In particular,
in this thesis, a graph G is represented by a set V (G) of vertices and a set E(G)
of edges consisting of unordered pairs of vertices. Given an edge e = (u, v), we call
the vertices u, v are two ends of e and e joins vertices u and v. The edges may
be directed or undirected. An edge joining a vertex with itself is called a self-loop.
If more than one edges join the same two vertices we call them multi-edges. The
degree of a vertex is the number of edges incident to it. If two edges are incident
to a common vertex, we call them adjacent edges. A graph is called a cubic graph
or 3-regular graph if every vertex has degree three. In an undirected graph, two
vertices are called connected if the graph contains a path between those two vertices
and called disconnected otherwise. A graph is connected if each pair of vertices is
connected and called disconnected otherwise. A graph is simple if it contains neither
multi-edges nor self-loops. A vertex in a graph is called a cutpoint of the graph if
removal of that vertex disconnects the graph. Similarly, an edge is a cutedge if the
graph is disconnected after the removal of that edge. A graph is k-edge-connected
(k-vertex-connected, respectively) if for any 0 < h < k, removing arbitrary h edges
(any h vertices) can not disconnect the given graph. Other terminology and notations
not explicitly explained in this thesis generally conform to those in [3]. The graphs
considered in this thesis are undirected, connected and may contain multi-edges and
self-loops unless stated explicitly.
11
Fig. 1. K5
Fig. 2. [32] Construction of a torus from a rectangle
To make the contents to be discussed below understandable to those who are not
familiar with Topological Graph Theory, here we illustrate graph planar embedding
and graph non-planar embedding by examples and figures. Take K5 shown in Fig. 1
as the example.
It is known that K5 cannot be embedded on a plane, or intuitively speaking,
cannot be drawn on a plane without any crossing of edges. However, starting from a
sheet of rectangle paper, we can make it by some tricks as shown in Fig. 2.
Now we can draw K5 on the surface in Fig. 2 with no edge crossing as shown
in Fig. 3. Therefore, although K5 does not have any planar embedding, there are
non-planar embeddings. As a matter of fact, K5 has an embedding with only one
face on certain surfaces, though the embedding in Fig. 3 contains five faces.
Our terminology in this thesis is compatible with books of [22, 47]. In Topo-
logical Graph Theory, a surface, denoted by S, is a compact two-manifold without
12
1
Fig. 3. An embedding of K5 on a torus without crossing of edges
Fig. 4. A handle attached on a sphere and a torus
boundaries. Surfaces can be divided into two classes of orientable and non-orientable.
A surface is orientable if it does not contain a Mo¨bius band [17]. In this thesis we only
deal with orientable surfaces which can be viewed as a sphere attached with cylinders
called handles as shown in Fig. 4. The genus of an orientable surface is the number
of attached handles.
A cellular embedding of a graph G on a surface S is a one-to-one mapping φ :
G→ S such that each component of S \φ(G) is homeomorphic to an open disc which
is defined as a face of G respect to the embedding φ [25]. In this thesis we only
discuss cellular embeddings on orientable surfaces. The Euler polyhedral equation
1The figures on this page are quoted from Internet
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|V (G)| − |E(G)| + |F | = 2 − 2γ(S) holds for all cellular embeddings where |F | is
the number of faces of the corresponding embedding φ and γ(S) denotes the genus
of surface S. In this thesis, we may call ”the genus of a graph is g” or ”a graph has
genus g”, which means the graph can be embedded on a surface of genus g.
2. Maximum Genus Embedding
The maximum genus of a graph G, commonly denoted by γM(G), is the maximum
integer g such that there exists a cellular embedding of G on the orientable surface
S of genus g. Xuong [48] characterized a maximum genus embedding in terms of
cotree components which are components of the complements of a spanning tree.
Xuong proved that computing the maximum genus can be reducible to computing a
combinatorial invariant [17] called deficiency. The deficiency ξ(G, T ) of a connected
graph G with respect to a spanning tree T is the number of components of odd edges
in the cotree G − T . The deficiency ξ(G) of a graph G is the minimum value of
deficiency taking over all spanning trees of G [8]. A spanning tree T is called a Xuong
tree if ξ(G, T ) = ξ(G). Let β(G) denote the cycle rank of G which is the number of
edges in any cotree, that is, always |E(G)| − |V (G)|+ 1.
Theorem B.1. [48] Let G be a connected graph. We have the following equation:
γM(G) =
β(G)− ξ(G)
2
By Euler’s polyhedral equation, taking over all the embeddings of a given graph,
the minimum faces is equal to the deficiency plus one. A graph G is said to be
upper-embeddable if γM(G) = bβ(G)2 c [25].
Theorem B.2. [49] Let G be a connected graph. G is upper-embeddable if and only
if ξ(G) = 0 or 1.
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A rotation of a vertex is a cyclic permutation of the edge-ends incident on that
vertex [6]. A list of rotations, one for each vertex of the graph, is called a rotation
system [6]. The rotation at one vertex is the cyclic permutation corresponding to the
order in which the edge-ends are traversed in an orientation-preserving tour around
it. Therefore, An embedding of a graph in an orientable surface induces a rotation
system [6]. Conversely, every rotation system also induces a unique embedding of the
graph onto an orientable surface [22].
Insertions and deletions of edges are both fundamental topological operations in
a graph embedding. More details can be found in [8]. In general, given an embedding
of graph G, assuming an edge e whose two ends are vertices of G is to be inserted
to or deleted from the current embedding, the following two propositions summarize
the effects of those two operations.
Proposition B.1. [8] If the two ends of e are inserted between two corners of the
same face in the given embedding, e is inserted to split the face into two but the genus
does not change. If the two ends are between two corners of different faces, e is
inserted to merge two faces and the genus is increased by 1.
Proposition B.2. [8] If the two sides of e are the same face in the given embedding,
e is deleted to split the face into two and the genus is decreased by 1. If the two sides
belong to different faces, e is deleted to merge those two faces and the genus does not
change.
15
CHAPTER III
LINE COVER PROBLEM
In this chapter, we studied LCP on exact algorithm, dual problem, geometry proper-
ties, and parameterized algorithm. In section A we present an exact algorithm based
on dynamic programming, which also helps in the parameterized algorithm to be men-
tioned in section D. In section B, we raise a problem Maximum Non-collinear
Problem and prove it is the dual problem of LCP. Related geometric properties of
LCP are presented in section C. Finally, we propose a parameterized algorithm in
section D.
A. Exact Algorithm
The decision problem of LCP was proved NP-Complete in [34], which implies it cannot
be solved exactly in polynomial time unless NP = P . The proof is a reduction from
the known NP-Complete problem 3-SAT. Moreover, it is not hard to observe that
LCP is the special case of the general Set Cover Problem with the constraint of
exact one intersection. On approximation, in [30], it was proved that LCP cannot
be approximated within a ratio o(logn) in random polynomial time unless NP ⊆
ZTIME(nO(loglogn)). However, we still have to solve LCP via exact algorithms
in certain circumstances. For those readers who are interested in designing exact
algorithms to solve NP-hard problems, we recommend the book [15].
Let P be the given set of n points in any instance of LCP. We can draw all the
straight lines determined by all those points in P . Clearly this process can be done in
polynomial time of n via checking each pair of points in P . Let L = l1, l2, . . . , lm be
the set of m lines determined by all points in P . We are asked to find out minimum
lines among m lines in L to cover all points in P . Checking all subsets of L, clearly
16
we can find the minimum lines in time O(n2m). However, in our case m = O(n2) and
the running time becomes O(n2n
2
) with unacceptable complexity. Given an instance
of LCP and we construct L in polynomial time as described above. Now we consider
the instance (P,L) of LCP and we have the following theorem.
Theorem A.1. There exists an O(nm2n) time algorithm to solve any instance (P,L)
of LCP where |P | = n and |L| = m.
Proof. Let cover(l) be the set of all points in P covered by the line l ∈ L. There-
fore, we have a collection C = {cover(l1), cover(l2), . . . , cover(lm)} after arbitrarily
assigning orders to all those lines. For each nonempty subset of U ⊆ P and for
every j = 1, 2, . . . ,m we use OPT [U, j] to denote the minimum size of a subset of
{cover(l1), cover(l2), . . . , cover(lj)} that covers all points in U . Now we compute all
values OPT [U, j] for every U ⊆ P and j = 1, 2, . . . ,m as follows. Initially for every
subset U consisting of exact one point u we set OPT [{u}, 1] = 1 if u ∈ cover(l1), and
otherwise OPT [{u}, 1] = ∞. In j + 1 step, OPT [U, j + 1] can be computed for all
U ⊆ P in O(n) as follows:
OPT [U, j + 1] = min{OPT [U, j], OPT [(U \ cover(lj+1)), j] + 1}
After computing OPT [U, j] for all U ⊆ P and every j ∈ {1, 2, . . . ,m}, clearly
OPT [P,m] is the result of the given instance of LCP. The complete algorithm LCP(P,
L) is described in Fig. 5:
As the detailed algorithm shown in Fig. 5, it is not hard to conclude the running
time of the algorithm LCP(P, L) is O(nm2n).
Even though the exact algorithm provided in Fig. 5 is an exponential-time
algorithm, in section D we will show that it is beneficial when combing this algorithm
with parameterized approaches applied on the decision version of LCP. In particular,
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LCP(P,L)
Input: A set P of n points in the plane and a set L of m lines determined
by all points in P
Output: The minimum number of covering lines
1 C = ∅
2 for each l ∈ L
3 cover(l) = {all points in P covered by l}
4 add cover(l) into C
5 for each u ∈ P
6 if u ∈ cover(l1)
7 OPT [{u}, 1] = 1
8 else OPT [{u}, 1] =∞
9 for j = 1 to m− 1
10 for each U ⊆ P
11 OPT [U, j+ 1] = min{OPT [U, j], OPT [(U \ cover(lj+1)), j] + 1}
12 return OPT [P,m]
Fig. 5. Exact exponential algorithm LCP(P,L) for LCP
when the cardinality of the given set of points is small enough, i.e. |P | ≤ 5k with
a small integer k, we can apply this algorithm directly and get an exact solution in
time of O∗(25k) which is acceptable from Parameterized Complexity.
B. The Dual Problem
1. Duality
Many computational optimization problems can be formulated as linear programming
known as a powerful technique to solve hard problems. Moreover, the concept of linear
programming duality has been shown more and more powerful and important [10].
Given an optimization problem to be solved, the identification of a dual problem is
often coupled with the discovery of an exciting algorithm. Duality is also powerful
on providing a proof that a solution is indeed optimal. Here we skip more details on
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weak linear programming duality and linear programming duality. We define a new
problem called Non-collinear Packing Problem (NPP) as the following:
Definition B.1. Non-collinear Packing Problem Given a set P of n points
on the Euclidean plane R2, find a maximum subset S ⊆ P of non-collinear points,
i.e. any three points are not collinear.
Before proving the duality between NPP and LCP, we need to show how to
formulate both problems to linear programming. To formulate the form of linear pro-
gramming for instances of LCP and NNP, we use a few denotations as the following:
• An (n
2
) × n matrix A, in which each column corresponds to a point in P and
each pair of point pi, qi ∈ P determines a row, such that ai,j = 1 iff pj ∈ {pi, qi}
or collinear with pi, qi.
• A vector b of size (n
2
)
, with each element being 2.
• A vector c of size n, with each element being 1.
• Two vectors x, y of indeterminates with size n and (n
2
)
respectively.
The form of linear programming for NNP is as the following:
maximize
n−1∑
j=0
cjxj
subject to
n−1∑
j=0
ai,jxj ≤ bi ∀i = 0, 1, . . . ,
(
n
2
)− 1
xj ∈ {0, 1}
The form of linear programming for LCP is as the following:
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minimize
(
n
2
)
−1∑
i=0
biyi
subject to
(
n
2
)
−1∑
i=0
ai,jyi ≥ cj ∀j = 0, 1, . . . , n− 1
yi ∈ {0, 1}
Both problems are formulated as integer linear programming as shown above.
By the definition of linear programming duality, NPP is the dual problem of LCP.
2. Approximation
GreedyNoncollinear(P )
Input: A set P of n points in the plane
Output: a subset of non-collinear points in P
1 S = ∅
2 if P = ∅
3 return ∅
4 if |P | = 1 or |P | = 2
5 return P
6 while P 6= ∅
7 pick an arbitrary point p from P
8 if S 6= ∅
9 draw lines determined by p and all points in S
10 remove all points on those lines from P
11 add p into S
12 return S
Fig. 6. Greedy approximation algorithm for Non-collinear Packing Problem
We consider approximations on NPP. A greedy approximation algorithm is pro-
posed as shown in Fig. 6.
Clearly this approximation algorithm can be done in polynomial time. Within
each loop, we may get at most n− 1 lines, find all points on those lines, and remove
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them from P . This can be done in O(n) or O(logn) via certain data structures and we
may remove at least two points from P . In conclusion, the running time is bounded by
O(n2/2). Now suppose the optimal solution is S∗ and we consider the approximation
ratio. Every time one point is added into S, we find out all lines determined by all
points in S and remove all points on them from P , which makes sure that no three
collinear points can be added into S in later steps. Hence on each of lines determined
by points in S, at most two points in P \S may appear in S∗, implying |S∗| ≤ 2∗(|S|
2
)
and the approximation ratio |S| − 1.
From now on, we consider the parameterized version of NPP: given a set P of
n points in the plane and a non-negative integer k, find a subset of k non-collinear
points (i.e. any three points are not collinear) in P or report such k points do not
exist.
Given any instance (P, k) of NPP, we apply the approximation algorithm Gree-
dyNoncollinear(P) in polynomial time and get a set of S as defined in the algorithm.
We have the following theorem.
Theorem B.1. Given an instance (P, k) of NPP. After applying the algorithm Gree-
dyNoncollinear(P), we get S as a solution of (P, k) if |S| ≥ k. Otherwise, ∀p ∈ P , p
is on at least one of
(|S|
2
)
lines determined by all points in S. Moreover, there exist
at most 2 ∗ (|S|
2
)
non-collinear points in P .
Proof. Within each loop of the algorithm GreedyNoncollinear(P), every time when
one point is added into S, all those lines determined by all the points in S are found
and all those points on them are removed to makes sure that no three collinear
points can be added into S in the later steps. Therefore, in the set S returned by
GreedyNoncollinear(P), it is easy to observe that any three points are not collinear.
Thus, if |S| ≥ k we already find at least k non-collinear points in P . Otherwise,
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assume there exist one point p in P which is not on any of
(|S|
2
)
lines determined by
all points in S. Then after applying the algorithm GreedyNoncollinear we know we
never removed p from P , which contradicts with the termination condition of that
algorithm. Moreover, suppose there exist more than 2 ∗ (|S|
2
)
non-collinear points in
P , more than
(|S|
2
)
lines are needed to cover these non-collinear points as well as all
points, which contradicts
(|S|
2
)
lines are enough to cover all the points. Thus, either
the solution can be found in polynomial time, or the size of solution is always bounded
by 2 ∗ (k−1
2
)
.
Therefore, by theorem B.1, all discussions below are based on the assumption
that after applying algorithm GreedyNoncollinear(P) the size of returned set is smaller
than k given in the instance. Therefore, we can always use
(
k−1
2
)
straight lines to
cover all the points, and the number of non-collinear points is always bounded by
(k − 1)(k − 2).
3. Kernelization
In this section, we study NPP by kernelization. We present a reduction rule as follows,
which directly implies a problem kernel.
Rule B.1. Given an instance (P, k) of NPP. If more than
(
k−2
2
)
+ 1 collinear points
are found, then
• Remove them from P
• k := k − 2
Lemma B.1. Rule B.1 can be done in O(n3) time
Proof. We can pick every pair of points in P and draw a line, and check how many
points are on each line. If we find a line, denoted by l, on which at least
(
k−2
2
)
+2 points
22
are, we remove all points on l from P and get P ′ whose size is at most |P |− (k−2
2
)− 2
and then do k := k − 2. Since at most n(n−1)
2
lines we can check and on each line at
most n points exist, the running time is bounded by O(n3).
Theorem B.2. Let (P, k) be an instance of NPP and let (P ′, k′) be the reduced
instance after having applied rule B.1 to (P, k). Then (P ′, k′) has a solution iff (P, k)
has a solution.
Proof. We prove there exist k′ non-collinear points in P ′ iff there exist k non-collinear
points in P . After applying rule B.1, we have (P ′, k′) with |P ′| ≤ |P | − (k−2
2
) − 2
and k′ = k − 2. If there exist k′ non-collinear points in P ′, let S ′ be the set of
k′ non-collinear points and A′ be the set of lines determined by all points in S ′, so
|S ′| = k′ = k − 2 and |A′| = (k−2
2
)
. Since all the lines in A′ may intersect with l at
no more than
(
k−2
2
)
points, there must exist two points on l, say p1 and p2, each of
which is not on any line in A′. We can find out p1 and p2 via checking each point on
l and each line in A′, which can be done in O(k2n). Hence S ′ ∪ {p1 ∪ p2} is a set of k
non-collinear points in P , and we know there exist k non-collinear points in P .
If there don’t exist k′ non-collinear points in P ′, we know at most k′ − 1 non-
collinear points exist in P ′ and at most two points on l may appear in any solution
of (P, k). Therefore, there exist at most k − 1 non-collinear points in P .
Theorem B.3. For any instance (P, k) which cannot be solved by algorithm Gree-
dyNoncollinear(P), we can find an instance (P ′, k′) with k′ ≤ k in polynomial time so
that (P, k) has a solution iff (P ′, k′) has a solution. Moreover, there can be at most
O(k
4
4
) points in P ′.
Proof. By theorem B.2, given an instance (P, k), we can recursively apply rule B.1
until can not be applied further, and get a reduced instance (P ′, k′) such that (P ′, k′)
has a solution iff (P, k) has a solution. By lemma B.1, each time we carry out rule
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B.1 in time O(n3) and the recursion may be executed at most O(k/2) times, so we
can find (P ′, k′) in polynomial time with |P ′| ≤ |P | and k′ ≤ k.
For the reduced instance (P ′, k′), there may exist at most
(
k′−2
2
)
collinear points
in P ′. Based on the assumption mentioned in the previous subsection, all points in
P ′ can be covered by
(
k−1
2
)
lines. Note that applying the approximation algorithm
described in the last subsection takes only polynomial time. Therefore, the size of P ′
can be bounded by O(k4/4).
By theorem B.3, given an instance of NPP, we can compute a kernel of size
O(k4/4) in polynomial time. Compared to the existed quadratic kernel of LCP, the
kernel size we get of NPP is not exciting, probably due to a natural gap of quadratic
size between points and lines. We may further study on kernelization of NPP in
future work. Besides kernelization, more discoveries on NPP that was never touched
before are about to be presented in the following subsection.
4. Further Study on Noncollinear Packing Problem
Lemma B.2. Given an instance (P, k) of NPP and a solution S, there exist at most⌊(
k
2
)
/2
⌋
collinear points in P \ S, such that the following two conditions hold at the
same time:
(1) Each point is an intersection point of at least two of
(
k
2
)
lines determined by all
points in S
(2) No two points are on the same line of
(
k
2
)
lines determined by all points in S
Proof. Assume there exist at least
⌊(
k
2
)
/2
⌋
+ 1 points in P \ S satisfying those two
conditions. Let A be the set of all those points and suppose all points in A are
collinear on a line l, so |A| ≥ ⌊(k
2
)
/2
⌋
+ 1. Let L be the set of
(
k
2
)
lines determined by
all points in S. According to those two conditions, we know each point in A is on at
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least two lines of L, and l /∈ L. Therefore, A contains at least ⌊(k
2
)⌋
+ 2 points which
is strictly larger than |L|, implying there exists at least one point in A not on any
line in L, which contradicts with the first condition. Thus, it shows that there are at
most
⌊(
k
2
)
/2
⌋
points in P \ S satisfying those two conditions at the same time.
Lemma B.3. Given an instance (P, k) of NPP and a solution S, for any point in
P \ S which is collinear with at most two points in S, we can get another solution S ′
including that point in polynomial time.
Proof. Let L be the set of
(
k
2
)
lines determined by all points in S. Arbitrarily pick
one point in P \ S collinear with at most two points in S, denoted by p, and we have
two cases: it is either on a line in L, or not on any line in L.
If p is not on any line in L, S∪p is a set of k+1 non-collinear points. Arbitrarily
removing one point p′ from S, we can get a new solution S ′ = {S \ p′} ∪ p for the
same instance in linear time.
If p is on one line in L, suppose determined by p1 and p2, since p is not collinear
with any other two points in S \ {p1 ∪ p2}, we can get another solution either S ′ =
{S \ p1} ∪ p or S ′ = {S \ p2} ∪ p for the same instance in linear time.
To check p is on how many lines in L can be done in O(k2). Combing the
discussion above, we complete the proof.
Lemma B.4. Given an instance (P, k) of NPP and a solution S, if there are at least
two points in P \S collinear with at most two points in S, we can get another solution
S ′ including two of them in polynomial time.
Proof. Let C be the set of those points in P \ S collinear with at most two points
in S. Any solution can include at most two points in C. Without loss of generality,
suppose we want to find a solution including both p1 and p2 in C. By lemma B.3, we
can find a solution S ′ containing p1 in polynomial time. If p2 is collinear with at most
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two points in S ′, applying lemma B.3 again we can find a solution S ′′ containing p1
and p2 in polynomial time. If p2 is collinear with more than two points in S
′, since
p2 is collinear with at most two points in S
′ \ p1, it must be collinear with p1 and
another point p3 in S
′ \ p1. We replace p3 by p2 and get a solution containing both of
p1 and p2 in polynomial time.
Lemma B.5. Given an instance (P, k) of NPP and a solution S. If there exist⌊(
k
2
)
/2
⌋
+ 1 points in P \ S which are collinear, assuming on a line l, we can find a
solution including one point on l in polynomial time. If there exist at least
⌊(
k
2
)
/2
⌋
+2
points in P \ S which are collinear, assuming on a line l′, we can find a solution
including two points on l′ in polynomial time.
Proof. Let L be the set of
(
k
2
)
lines determined by all points in S. If l ∈ L, S already
includes two points on l. If l /∈ L, by lemma B.2 we know there is a point p on l
collinear with at most two points in S, and then by lemma B.3 we can get another
solution S ′ including p. Similarly, if l′ ∈ L, S already includes two points on l′. If
l′ /∈ L, by lemma B.2 we know there are at least two points collinear with at most
two points in S, and then by lemma B.4 we can get another solution S ′′ including
two points on l′. Clearly seeking those points can be done in O(k2n), so totally the
whole process can be done in polynomial time.
Rule B.2. Given an instance of NPP (P, k). If more than
⌊(
k
2
)
/2
⌋
+ 1 collinear
points are found, remove them from P .
Theorem B.4. Let (P, k) be an instance of NPP and (P ′, k) be the reduced instance
after repeatedly applying rule B.2 to (P, k). Given a solution S ′ of reduced instance
(P ′, k), we can find a solution S of (P, k) containing two points in P \P ′ in polynomial
time.
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Proof. Analogous to the proof of lemma B.1, rule B.2 can be applied in O(n3). Let C
be the set of all those collinear points we removed via rule B.2, so |C| ≥ ⌊(k
2
)
/2 + 2
⌋
and P ′ = P \ C. If (P ′, k) has a solution S ′ of size k, S ′ is also a solution for the
instance (P, k). Since C ⊆ P \S ′, by lemma B.5 we can find a solution including two
points in C in polynomial time.
C. Geometric Properties
One weakness of all previous research on LCP is the lack of exploiting geometric
properties. As mentioned before, this problem is essentially a fundamental prob-
lem in Computational Geometry. Specifically, the Euclidean plane R2 we focus on
in LCP may bring several meaningful geometric properties to handle this problem.
Even though [33] abstracted LCP on the geometry level and emphasized the role ge-
ometry may play, all the existed algorithms are directly derived from combinatorics.
Therefore, we try to studied LCP from geometric perspectives starting from surveying
related theorems.
A point in the plane has two natural parameters, x-coordinate and y-coordinate
[12]. Also, a line which is not a vertical line has two parameters, slope and intersection
with y-axis. Thus, a set of points in the plane and a set of lines can be systematically
mapped between each other, called duality transforms as the following [12].
Let p = (px, py) be a point in the given set of points. The dual of p denoted by
lp is the the line defined as:
lp := (y = pxx− py)
Let l : y = mx+ b be a line in the plane. The dual of l is the point defined as:
pl := (m,−b)
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Note that this duality transform described above is not well-defined for vertical
lines. However, usually we can do preprocessing for vertical lines, i.e. rotating the
x-axis and y-axis in order to eliminate the cases of vertical lines.
Certain properties hold after duality transform: (1) incidence preserved: that is,
p ∈ l iff pl ∈ lp. (2) order preserved: p lies above l iff pl lies above lp.
Basically the duality transform can convert a problem of point configuration,
i.e. LCP, to a problem of line arrangement. Essentially these two types of geometric
problems are the same problems. However, the advantage here is that it provides a
new perspective. Still, if a problem transformed from the given primary problem is
solved, it may benefit the given problem. Note that the duality transform described
above clearly can be done in polynomial time. Transform LCP to a problem of line
arrangement, and we can define the dual as the following:
Definition C.1. Minimum Point Across Problem (PAP) Given a line ar-
rangement of n straight lines in the Euclidean plane R2, find the minimum number
of intersection points such that any line passes through at least one of them.
[4] The most famous question concerning the set of lines spanned by finite points
from Sylvester is that if it is true that given a bunch of points in the Euclidean plane,
not all on a line, there are two points whose connecting line called ordinary line does
not pass through a third [44]. The history of the research on this question is fairly
long [4]. Finally, it ended with the famous Sylvester-Gallai theorem: given a finite
number of points in the Euclidean plane, either all the points are collinear, or there
is a line containing exactly two of the points. The next natural question is to find the
minimum number t2 of ordinary lines. The best known lower bound found by Csima
and Sawyer [11] is t2 ≥ 6n/13. Trying to dig out any potential usefulness, we enlist
several related theorems and status as follows. Most results are surveyed from the
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book [4].
Every configuration of n ≥ 11 points in the plane, not all on one line and not
forming a near-pencil, determines at least 2n−4 lines [28]. On the other hand, Erdos
[13] showed that all values from cn
3
2 to
(
n
2
)
are reachable, except two cases of
(
n
2
)− 1
and
(
n
2
) − 3. Similar results are found by Beck [2]. All these theorems suggest a
general lower bound of number of all the spanning lines.
Erdos-Beck Theorem is summarized as the following[1]: let P be a set of n points
on the plane. If no more than n−k points are collinear for some 0 ≤ k < n−2, there
are Ω(nk) lines determined by points in P . Applying to our problem LCP, suppose
no more than k points are collinear where 0 ≤ k < n− 2, then we know there are at
least n(n− k) lines spanned by all given points.
In [1], it also proved the ”weak Dirac conjecture”, stating that there exists a
constant  > 0 such that we can always have a point incident to at least n lines
determined by any point configuration of n points in the plane where not all are
collinear [4]. Back to our problem LCP, this theorem shows that we can always find
a point which connects lines between that point and other ones, and we can get n
lines. For the dual of line arrangement, similarly, the theorem suggests there must be
one line on which there are n intersection points.
[4] For any k ≥ 2, let tk denote the number of lines passing through precisely
k points. As mentioned at the beginning of this section, the current lower bound of
t2 is
6
13
n. For the dual version, i.e. the line arrangement A, t2(A) ≥ 613 . Extend-
ing to larger numbers, the Erdos-Purdy inequalities [14] suggests that: if tn = 0,
max(t2, t3) ≥ n − 1 and ∀i,max(t2, t3) ≥ ti. If t2 ≤ n − 2 and tn = 0, t3 ≥ cn2. If
tk = 0 for all k ≥ 1100n, total number of spanned lines satisfies
∑
k tk ≥ cn2, for a
suitable constant c > 0. Back to LCP, intuitively speaking, all the theorems suggest
that quite a few lines pass through exact two or three points.
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[4] Let torchardk (n) denote the max of tk over all sets of n points in a plane con-
taining no more than k collinear points. For any fixed k ≥ 4, torchardk (n) = o(n2). Via
an ingenious recursive construction, Grunbaum [23] gave a lower bound: torchardk (n) ≥
ckn
1+ 1
k−2 .
Although there is no affirmative outcome obtained from those related geometric
theorems enlisted above, we still survey them in this thesis in order to inspire readers.
It is possible that they may benefit on other problems in Computational Geometry.
D. Parameterized Algorithm
The parameterized algorithm proposed in this thesis is based on the idea of bound-
search tree introduced in chapter 2. We abstract LCP as a combinatorial problem of
putting n points into k boxes as follows, similar to what have been mentioned in [19].
There are k boxes totally and each box has room for exactly two points, so each box
can correspond to a straight line determined by the two points in that box. A box
is called closed if it contains exact two point and called open otherwise. Each closed
box, containing two points, defines a unique line that passes through two points in
the box and hence covers all points in the given set which are collinear with those
two points. We can abstract each node in the search tree as a ways of placement of
some points in those k boxes. The root of the search tree represents the scenario that
all boxes are empty. All the children of a node v correspond to several possible ways
of picking the next point from the given set and putting it into an open box in the
configuration of v. The ways of picking which point and putting it into which box
both require consideration. Take the next point and put it into an open box b, a new
child of v is created. If b is closed, all points in the given set that are covered by the
corresponding line lb will be removed from the given set of points and we put lb into
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the solution as a covering line. Then keeping doing branchings to find other covering
lines by the same way. If all boxes are closed, we stop the whole searching process.
Now it is not hard to check whether all points are covered by those k boxes in time
O(kn).
In particular, similar to the algorithm in [46], we define a configuration of a
placement of points in k boxes as (n0, n1, n2), such that for i = 0, 1, 2 there are ni
boxes that contains exactly i points. Note that two different placements may have
the same configuration. For each node in the search tree, we have a corresponding
configuration, and we use n0, n1, n2 as three parameters in our algorithm. Clearly,
0 ≤ n0, n1, n2 ≤ k, and initially n0 = k, n1 = n2 = 0. Additionally, in the algorithm
to be shown in Fig. 7, we define cover(l) as the set of points covered by l.
Recall the exact algorithm LCP (P,L) described in section A. Even though the
running time of algorithm LCP (P,L) is O∗(2n), still it is applicable in the parame-
terized algorithm to be shown in Fig. 7. Whenever the number of remaining points
that have not been covered becomes small enough, i.e. 5k, we can immediately run
the algorithm LCP (P,L) in O∗(25k) to deal with all the remaining points and make
sure an exact result will be returned.
Theorem D.1. The algorithm LC(P, (n0, n1, n2)) will return a correct solution for
every instance (P, k) of LCP.
Proof. When a box becomes closed as defined above, we get a line as a covering line
via connecting those two points in the box, and remove all points in the given set P
covered by that covering line. Hence when P is empty, the configuration (n0, n1, n2)
that corresponds n2 covering lines is the correct solution of the given instance. In
the meanwhile, if k lines have been found while P is not empty, the corresponding
branch fails. Otherwise, in step 5 and 6, we draw all lines and find every set of points
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covered by each line. In the step 8, if no line that covers more than 6 points can be
found, it means that in the set of uncovered points P , |P | ≤ 5k if all points of P
can be covered by k lines. Clearly we can check the cardinality of P in polynomial
time. If |P | > 5k then we know no solution for this branch. Otherwise, we call the
exact algorithm described in section A to find the minimum number of covering lines,
which can be done in O∗(25k). Now we have a claim and proof as the following.
Claim. Through step 9 to step 11 in LC(P, (n0, n1, n2)) shown above, the variable a
is no larger than k − n2 if and only if in this branch we can find a solution of the
given instance (P, k).
To prove this claim, first we prove the following statement: the variable a is
no larger than k − n2 if and only if the remaining set of points whose cardinality is
smaller than 5k, denoted by P ′, can be covered by k− n2 lines. If a ≤ k− n2, points
of P ′ can be covered by a lines, and then definitely can be covered by k − n2 lines.
If a > k − n2, according to the optimality of the a, points of P ′ have to be covered
by more than k − n2 lines. Then, we prove all points in P ′ can be covered by k − n2
lines if and only if in the current branch we can find k lines to cover all points of P .
Suppose the algorithm has proceeded to certain configuration (n0, n1, n2) and let P
′
be the set of all uncovered points with |P ′| ≤ 5k. Based on our algorithm, points
of P \ P ′ can be covered by n2 lines. If all points of P ′ can be covered by k − n2
lines, since points of P \ P ′ can be covered by n2 lines, clearly all points of P can be
covered by k lines. On the other hand, if more than k−n2 lines are required to cover
all points of P ′, for the current branch, more than k covering lines are needed for P .
Hence our algorithm returns ”this branch fails” and tries another branch. If over all
possible branches enumerated, all the given points have to be covered by more than k
lines, our algorithm reports such k covering lines do not exist. Otherwise, combining
32
current configuration and a covering lines for P ′, we get the solution.
In step 12, if more than k − n2 points on the line l and if it is not a covering
line in the final solution, then at least |cover(l)| lines are needed to cover all points
on l, which exceeds the number of required lines. Thus, l must be a covering line
and we remove one empty box from the configuration and all points on l from P .
Otherwise, |cover(l)| ≤ k − n2, we branch by two case on l: either l is a covering
line, or it is not and all points in cover(l) must be covered by |cover(l)| different
covering lines. Therefore, from step 17 to step 29, we assume l is not a covering line
in the final solution. We add each point on l one by one into |cover(l)| different boxes
since those points must be covered by distinct lines in any solution if it exists. The
underlying idea is to enumerate all possible cases, and when a branch is reached to be
a closed box we find the line spanned by points in that box, and the same operations
as described above.
If n1 = 0, it means that all the open boxes are empty. Then for each point on l
we just put it into an empty box. If n1 = k−n2, it means that each open box contains
exact one point. Then we branch by adding each point into one of n1 boxes and for
each branch we get |cover(l)| lines as shown from step 21 to 23. Otherwise, among
all those open boxes, there are some empty ones and some containing one point. In
step 25, we partition the points on l into two parts, one is about to be put in empty
boxes and another will be added to those boxes with one room. Adding to empty
boxes is always trivial without branching, while we need to branch for the other part
from step 27 to 29.
The whole process makes sure that for each line spanned by points in the input set
of points, both cases of either being a covering line or not are considered. Moreover,
if it is not a covering line, each point on the line is used to seek another covering line
which must pass through it. Combining with part of the proof of theorem 3.1 in [46],
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we finish the proof of correctness.
Theorem D.2. The algorithm LC(P, (n0, n1, n2)) is a parameterized algorithm.
Proof. As described in the proof of theorem D.1, in the algorithm LC(P, (n0, n1, n2))
shown in Fig. 7, we do branching on different ways of placements for only 2k points.
By step 3, if there is no open box left, the algorithm stops. By step 12, if the line we
picked is the covering line, we remove points on it and remove one empty box, without
placing those points into boxes. Moreover, as n0 is bounded by k, the execution times
of recursions in step 13 and 15 are bounded by k since every time n0 is decreased by
1. If the line is not a covering line in the final solution then we put each point on it
into a distinct box. The total points we need to place cannot be more than 2k since
2k is the total rooms of k boxes. By lemma 2.1 in [46], the number of leaves in the
search tree of the whole algorithm proposed in [46] is exactly equal to the number of
different placements of all the points we put in. Therefore, via the same analysis in
the proof of theorem 2.2 in [46], we get the same running time O∗(kk/1.35k) which
shows the algorithm LC(P, (n0, n1, n2)) is a parameterized algorithm.
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LC(P, (n0, n1, n2))
Input: A set P of points in the plane, and a box placement
with configuration (n0, n1, n2)
Output: An extension of the given configuration to k lines corresponding
to k boxes that cover all points in P if such an extension exists.
1 if P = ∅
2 then return the input configuration of placement
3 if (n2 = k and P 6= ∅) or n0 < 0
4 then return ”this branch fails”
5 Draw all lines L = {l1, l2, . . . , lm} spanned by all points in P
6 Compute cover(li) for i = 1, 2, . . . ,m
7 Pick a line l in L with |cover(l)| ≥ 6
8 if no line covering more than 6 points can be found
9 Call LCP (P, {l1, l2, . . . , lm}), assign returned value to a variable a
10 if a > k − n2, return ”this branch fails”
11 else combine current configuration and the solution found
in LCP (P, {l1, l2, . . . , lm}), and return it.
12 if |cover(l)| > k − n2
13 LC(P \ cover(l), ((n0 − 1), n1, (n2 + 1)))
14 case 1
15 LC(P \ cover(l), ((n0 − 1), n1, (n2 + 1)))
16 case 2
17 if n1 = 0
18 Add each point p ∈ cover(l) into an empty box
19 LC(P \ cover(l), ((n0 − |cover(l)|), (n1 + |cover(l)|), n2))
20 if n1 = k − n2
21 Branch by adding each point p ∈ cover(l) into one of n1 boxes
for each branch we get |cover(l)| lines: l′1, l′2, . . . , l′|cover(l)|
22 P ′ := cover(l′1) ∪ cover(l′2) ∪ · · · cover(l′|cover(l)|)
23 LC(P \ P ′, (n0, (n1 − |cover(l)|), (n2 + |cover(l)|)))
24 else
25 for each of 2|cover(l)| partitions of cover(l): (P0, P1)
26 if |P0| ≤ n0 and |P1| ≤ n1
27 Add each p ∈ P0 into an empty box, branch by adding each
p ∈ P1 into one of n1 boxes, for each branch we get |P1| lines:
l′1, l
′
2, . . . , l
′
|P1|, and for each branch
28 P ′ := cover(l′1) ∪ cover(l′2) ∪ · · · cover(l′|P1|)
29 LC(P \ {P0∪P ′}, ((n0−|P0|), (n1 + |P0|− |P1|), (n2 + |P1|)))
30 return ”no solution”
Fig. 7. Parametrized algorithm for Line Cover Problem
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CHAPTER IV
MAXIMUM GENUS EMBEDDING
In this chapter, we investigate interrelations between maximum genus of a graph
and its cycle space consisting of fundamental cycles. Specifically, we restudy a known
incorrect approach of finding a maximum genus embedding by computing a maximum
pairing of intersected fundamental cycles with respect to an arbitrary spanning tree.
We point out the reason that it does not work. Furthermore, we consider the interplay
between upper-embeddablity and the maximum parings of intersected fundamental
cycles. As a byproduct of exploring properties of fundamental cycles, in terms of
maximum genus and cycle rank, we show a lower bound and an upper bound on
maximum vertex-disjoint cycles which is a known optimization problem with
the goal of packing maximum vertex-disjoint cycles in a graph.
A. Intersection Graph and Maximum Matching
Definition A.1. [40] A graph GM = (VM , EM) is the intersection graph of G where
VM is a set of nodes representing all the fundamental cycles with respect to a spanning
tree of G and any two nodes in VM are connected by an edge in EM if and only if
those two corresponding fundamental cycles have at least one vertex in common.
In [40], an approach to solve MGE was proposed, which heavily depended on
intersection properties of fundamental cycles. It stated that the maximum genus
of a graph is equal to the size of any maximum matching of an intersection graph
with respect to an arbitrary spanning tree, which seems to improve the result in
[16] and also attracts us to explore the intersection graph and maximum matching.
The algorithm runs fairly simple as follows. Start from an arbitrary spanning tree
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Fig. 8. N3 and corresponding intersection graphs
of the given graph and the corresponding intersection graph can be constructed in
polynomial time. Then run the existed best algorithm to find a maximum matching
[35]. It claimed that the cardinality of resulting matchings always equals to the
maximum genus of the given graph. What is more, suppose the size of a maximum
matching is g, then the graph can be embedded on a surface of genus at least g.
However, counterexamples were provided in [29]. One counterexample was on a class
of 2-edge connected graphs, and another was derived from a class of 3-edge connected
graphs.
In this thesis, firstly, we identify a kind of substructure where the bugs may
emerge. As shown in Fig. 8, N3 is a cubic graph consisted of 6 vertices and 9 edges.
The solid edges constitute a spanning tree of N3 and dashed edges are cotree edges.
Thus, fundamental cycles can be identified and the corresponding intersection graph
can be constructed. In Fig. 8 there are two different spanning trees and two distinct
intersection graphs, as shown in (1) and (2). After running the existed algorithm
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of computing the maximum matching on those two intersection graphs, we get two
maximum matchings of different size, 2 for (1) and 1 for (2). Since maximum genus
is an inherent property of the given graph, clearly the scheme in [40] does not work
for the case of N3. In fact, the maximum genus of N3 is one and a maximum genus
embedding is shown in (3) of Fig. 8. We can change the rotation of the common
vertex of that pair of adjacent red edges and let one red edges cross along a handle,
increasing the genus by 1.
Although N3 is a substructure which is not a simple graph, counterexamples on
simple graphs and cubic graphs can also be derived from N3 as shown in Fig. 9. Note
that (1) of Fig. 9 is a 2-edge connected graph which may contain the same base of
fundamental cycles with N3. We are interested in cubic simple graphs since the cotree
components with respect to any spanning tree become special, i.e. every component
is either a simple path or a simple cycle. The graph of (2) in Fig. 9 is a cubic simple
graph, and it contains three cut edges which must be included in any spanning tree.
Therefore, there exist spanning trees such that parts of the corresponding cotree
components and intersection graphs are exactly as same as those shown in Fig. 8.
Perhaps the most special part of the approach proposed in [40] is the starting
point: an arbitrary spanning tree. Because we have found so many counterexamples,
we check if the approach works on special spanning trees, i.e. depth-first search (DFS)
trees. DFS is a widely-used algorithm for traversing the whole graph starting at an
arbitrary vertex. After the searching process, a spanning tree is formed based on
the order of the vertices reached during the search. The most important trait of
DFS trees is that all the cotree edges are back edges each of which always connects
a vertex and one of its ancestors. Hence, the two ends of each cotree edge should be
in the same subtree. Intuitively speaking, compared to other kinds of spanning trees,
there will be less intersections of fundamental cycles with respect to a DFS tree. For
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Fig. 9. Counterexamples on simple graph and cubic graph
some spanning trees there are so many edges in the corresponding intersection graphs
that the size of maximum matching can be very large, but the edges can become less
in intersection graphs of DFS trees. In Fig. 10, we list three examples, assuming
the DFS trees are given. Solid edges are tree edges and dashed edges denoted by
lowercase letters are cotree edges. Recall that we denote a fundamental cycle T (e)
uniquely determined by the cotree edge e.
For the first one, constructing the corresponding intersection graph, we get one
as same as the previous example shown in (1) of Fig. 8, and we get a maximum
matching of size 2. Without loss of generality, suppose we get two pairs (T (b), T (c))
and (T (a), T (d)). We illustrate the process of embedding those four cotree edges in
Fig. 11. After embedding two edges b and c, shown as (1) of Fig. 11, where the edge
c can be embedded in a way of crossing along a handle, the number of faces of that
embedding is one and the genus is increased by one. Then, as shown in (2) of Fig.
11, since two ends of edge a are both at two corners of the same face, we embed a and
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Fig. 10. DFS trees and cotree edges
it splits face 1 into two faces. Finally, when inserting d, we can see the two ends of
d are still at two corners of the same face as shown in (3), without increasing genus.
Note that no matter how to embed edge a, two ends of d are still at two corners of
the same face. Therefore, even though we get a maximum matching of size two, only
one genus can be created, which directly contradicts the first theorem in [40]. In fact,
(4) of Fig. 11 is the maximum matching with size one which leads to a maximum
genus embedding with three faces.
Back to Fig. 10. In (2), any pair of fundamental cycles are adjacent, i.e. at least
one vertex in common. The intersection graph is a complete graph of four nodes and
hence it includes a perfect matching. Similar to the process illustrated in Fig. 11, it
is not difficult to check that the maximum genus of the subgraph in (2) is equal to
the size of every maximum matching. Moreover, each pair of any maximum matching
can create one more handle. In fact, the second graph is upper-embeddable. We will
discuss more details on upper-embeddablity in the next section.
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Fig. 11. The process of embedding the subgraph shown in (1) of Fig. 11
Although [29] provided counterexamples, the source of bugs in [40] have not
been presented clearly. In this thesis, we show it starting from the example of (3)
in Fig. 10. Similar to (2), it is an upper-embeddable graph and the corresponding
intersection graph has a perfect matching with size two. Suppose we get the matching
(T (a), T (b)) and (T (c), T (d)), then we can construct the embedding shown in (1) of
Fig. 12 with genus two which is already maximum. Note that the order of embedding
those two pairs does not matter. It seems that the algorithm works for all the upper-
embeddable graphs. Nevertheless, we find that it is a different story if we get another
maximum matching (T (b), T (c)) and (T (a), T (d)). If we embed b and c first as shown
in (2) of Fig. 12, we can get an embedding with one more genus. Suppose we have
face 1 after embedding the pair (b, c), now it is not hard to see that both ends of a
and d are at corners of face 1, and then no matter how to embed a and d we get an
embedding of three faces with genus unchanged. If we embed a and d first, it is not
difficult to check that embedding c and b cannot increase genus neither. Also, if we
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Fig. 12. Different matchings create embeddings with different genus
get a maximum matching of (T (b), T (d)) and (T (a), T (c)), it is the same result that
no matter how to embed those two pairs we can only create an embedding of three
faces with only one genus.
We investigate the reason by illustrating examples shown in (3) and (4) of Fig. 12.
Given two intersected fundamental cycles, we know there are exact two intersection
vertices even though they may have lots of vertices in common. When we embed
those two cotree edges with aim of increasing genus, the only way is to change the
rotation on either intersection vertex, not ends of cotree edges. Suppose T (b) and
T (c) are incident at a vertex u as shown in (3) and (4). Changing the rotation of u as
shown can keep only one face with genus increased, while neither of the rotations on
two ends of b is changed. Now we insert edge a whose two ends are at corners of the
same face and the only face is split into two faces. Then we can see that no matter
how to embed a, both faces obtained contain a and b, and two ends of d are always
in the same face. Thus, inserting d can only generate an embedding with three faces
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with genus one. It is easy to check that embedding d at first will bring the same
result.
From the perspective of spanning tree and fundamental cycle, the series of topo-
logical operations described above is equivalent to the operations of changing current
pair of cotree edges to adjacent cotree edges whose incident vertex is one of two inter-
section vertices of a pair of incident fundamental cycles. It is the adjacent pair (c, b′)
rather than (c, b) to increase genus. For the next pair to be embedded, the spanning
tree has actually been changed: the previous cotree edge b has become a tree edge
and the previous tree edge b′ now is a cotree edge, causing T (a) changed to T ′(a) as
shown in (3) and (4). Surprisingly now T ′(a) and T (d) do not have any vertex in
common anymore, and we have no way to insert a and d to increase genus. Thus, the
maximum matching computed at the beginning on an arbitrary intersection graph
cannot guarantee that each pair of matchings may be converted to an adjacent pair
of edges to increase genus, because the spanning tree has been changed after each
pair are embedded and previous intersected cycles may become disjoint now.
In conclusion, bugs occurred in the proof of theorem 1 of [40] where it claimed
that given g pairs of intersected fundamental cycles with respect to a spanning tree
T of G then there exists an embedding of G with genus at least g. Given a spanning
subgraph H of G where H ⊇ T and two intersected fundamental cycles T (e) and T (f)
where e, f ∈ E(G)−H, the proof confused ξ(H) and ξ(H,T ), even though it correctly
showed that ξ(H,T ) ≥ ξ(H + e+ f). Starting from T , ξ(T ) = ξ(T, T ) ≥ ξ(T + e+ f)
holds, so γM(T + e + f) > γM(T ) is true. However, then when starting from the
subgraph G0 = T + e + f , ξ(G0) = ξ(G0, T ) may not necessarily hold unless T is a
Xuong tree of G0, i.e. e and f are a pair of adjacent cotree edges with respect to T .
Thus, given two intersected fundamental cycles T (g) and T (h) with respect to T where
g, h ∈ E(G)−G0, ξ(G0) ≤ ξ(G0, T ) ≥ ξ(G0 + g + h) and γM(G0 + g + h) > γM(G0)
43
may not be necessarily true. It was mentioned that a new spanning tree T ′ can be
constructed such that ξ(T ) = 0 = ξ(T, T ) = ξ(T + e + f, T ′) = ξ(T + e + f), by the
same way shown in (3) and (4) of Fig. 12. Then T ′ is a Xuong tree of G0. However,
now a pair of intersected fundamental cycles T (g) and T (h) may not be incident
anymore with respect to T ′, so inserting g and h may not be able to increase genus.
In a word, we have the following result, and the equality may not necessarily
hold.
ξ(H) ≤ ξ(H,T ) ≥ ξ(H + e+ f, T ′) ≥ ξ(H + e+ f)
Therefore, constructing an arbitrary spanning tree T at the beginning cannot guar-
antee that T is a Xuong tree of both H and H + e + f . Also, even though we can
find another spanning tree T ′ which may be a Xuong tree of H + e+ f , the next pair
of intersected fundamental cycles with respect to T may not be incident with respect
to T ′.
B. Upper-embeddablity
As we mentioned in previous chapters, upper-embeddablity is always the property
people are interested in not only because quite a few classes of graphs has been proved
upper-embeddable but also the maximum genus is equal to the cycle rank. Suppose
the graphs we discuss here are connected simple graphs. We use notations in this
section as the following: let G]T denote the intersection graph GM of G with respect
to a spanning tree T and denote the size of a maximum matching of G]T by ν(G]T ).
In [16], as mentioned in chapter 1, an important theorem indicated the relationship
between maximum genus and the size of any maximum matching of corresponding
intersection graph as follows.
Corollary B.1. [16] Let G be a connected graph, then γM(G) = min ν(G]T ) taking
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over all the spanning trees of G. Moreover, there exists a spanning tree T such that
γM(G) = ν(G]T ).
Now we present a theorem characterizing upper-embeddbablity in terms of the
size of maximum matchings of intersection graphs.
Theorem B.1. If G is an upper-embeddable graph, then ν(G]T ) = bβ(G)/2c for any
two spanning trees T of G
Proof. By corollary B.1, we have min ν(G]T ) = γM(G) taking over all possible span-
ning trees of G. Since G is upper-embeddable, by definition γM(G) = bβ(G)/2c.
Thus, for an arbitrary fixed spanning tree T , we know ν(G]T ) ≥ min ν(G]T ) =
γM(G) = bβ(G)/2c.
On the other hand, for any spanning tree T , the graph G]T has β(G) vetices
and the cardinality of maximum matching can be at most half of number of vertices.
Hence we get ν(G]T ) ≤ bβ(G)/2c. Therefore, ν(G]T ) = bβ(G)/2c for every spanning
tree T .
Theorem B.2. A graph G is an upper-embeddable graph if and only if every inter-
section graph of G has a maximum matching of size bβ(G)/2c.
Proof. We show if G is not upper-embeddable, not every intersection graph of G has
a maximum matching of bβ(G)/2c. If G is not upper-embeddable, by definition we
have γM(G) < bβ(G)/2c. Via corollary B.1, we know there exists a spanning tree T
such that ν(G]T ) = γM(G) < bβ(G)/2c. Thus for the intersection graph G]T there
is no perfect matching. Combing theorem B.1 we finish the proof.
By theorem B.2, the upper-embeddablity of a graph can be checked via construct-
ing intersection graphs and computing maximum matchings. Although it is known
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Fig. 13. 3-edge connected cubic graphs
that there exist infinite 3-edge connected cubic graphs that are not upper-embeddable
[7], here we give an example based on theorem B.2.
The graph of (1) in Fig. 13 is a 3-edge connected cubic simple graph. It contains
18 vertices and 27 edges and we investigate if it is upper-embeddable. In (1) solid
edges form a spanning tree and dashed edges are cotree edges. For that spanning
tree, it is not hard to see that the intersection graph shown in (2) of Fig. 13 does not
have a perfect matching, i.e. the size of any maximum matching is no more than 4.
By theorem B.1, we can immediately conclude that the graph (1) in Fig. 13 is not
an upper-embeddable graph.
In [32], an approach of finding a maximum genus embedding on signed graphs was
proposed. Since unsigned graphs discussed in this thesis is a subclass of signed graphs,
that method can be extended to tackle MGE. The main idea is as the following:
start with an arbitrary spanning tree T of G and greedily find a maximal set A of
adjacent pairs of cotree edges with respect to T , leaving a set S of cotree edges called
”single edges”. Let H0 = T + A, and we know H0 is an upper-embeddable spanning
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subgraph, i.e. ξ(H0) = 0. Then find a sequence of subgraphs of G with zero deficiency
H0 ⊂ H1 ⊂ H2 · · · ⊂ Hi · · · ⊂ Hj such that for all i = 0, 1, . . . , j−1, Hi+1 = Hi+e+f
where e, f ∈ S and γM(Hj) = γM(G).
Nevertheless, we find the proof of theorem 4.3.2 in [32] is not correct. In any
regular frame decomposition of G defined by the author, there exist a free leaf L and
a pair of adjacent edges (e, f) such that e ∈ L, f /∈ L, e, f ∈ H where H is a spanning
subgraph of G. However, even though ξ(G) = ξ(G − e − f), ξ(H − e − f) = ξ(H)
may not be true. The reason is that a regular frame decomposition of G may not be
necessarily a regular frame decomposition of its spanning subgraph H. In terms of
Xuong tree, even if e, f are adjacent cotree edges with respect to a Xuong tree T of G,
T may not be a Xuong tree of the spanning subgraph H of G, so ξ(H−e−f) = ξ(H)
may not hold.
C. Bounds on Maximum Vertex-Disjoint Cycles
Maximum Vertex-Disjoint Cycles Problem is a known optimization problem with the
goal of packing maximum vertex-disjoint cycles in a given graph. The deterministic
version has been proved NP-Complete. As a byproduct of exploring properties of
fundamental cycles, from the perspectives of maximum genus and fundamental cycles,
we present a lower bound and an upper bound on the maximum number of vertex-
disjoint cycles. By existed algorithm in [17], the bounds only depending on maximum
genus and cycle rank can be computed in polynomial time. We note that the condition
of vertex-disjoint cycles coincides with what we investigate on fundamental cycles:
intersection. Hence we have the following theorem.
Theorem C.1. Given a graph G, the number of maximum vertex-disjoint cycles in
G is lower-bounded by β(G)− 2γM(G) and upper-bounded by β(G)− γM(G).
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Fig. 14. Cases of tight lower bound and tight upper bound
Proof. First we prove the lower bound by showing there exist β(G)− 2γM(G) vertex-
disjoint cycles. By corollary B.1 in the last section, there exists a spanning tree T
such that γM(G) = ν(G]T ). We start from T and construct the intersection graph
G]T . Then we compute a maximum matching M whose size is equal to γM(G). Note
that for all the unmatched vertices in G]T , they correspond to fundamental cycles in
G with respect to T which are also cycles in G. Since M is a maximum matching, it
is a maximal matching. Thus, any pair of unmatched vertices can not be adjacent,
that is, vertex-disjoint. Since the number of vertices in any intersection graph of G
is always equal to the cycle rank β(G), the number of unmatched vertices by M is
equal to β(G)− 2|M |, that is, β(G)− 2γM(G).
For the upper bound, we recall Xuong tree introduced in chapter 2. Let T be
a Xuong tree of G. The number of cotree components of odd edges is the minimum
taking over all the spanning trees of G. Given T we can find a maximum pairing
of adjacent cotree edges by the manner described in [17] in polynomial time. Let A
denote the set of maximum pairs of adjacent cotree edges, and by definition of Xuong
tree we know |A| = γM(G). For each pair (e, f) ∈ A, e is incident with f . Thus,
T (e) and T (f) must have at least one vertex in common, i.e. the intersection vertex
of e and f . Therefore, at most one of T (e), T (f) and T (e)∪ T (f) may appear in any
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set of maximum vertex-disjoint cycles of G. There are β(G) fundamental cycles with
respect to T and |A| = γM(G), so we get the upper bound β(G)− γM(G).
Now we show the cases that the bounds are tight. Clearly both of the lower and
upper bounds can be tight at the same time for all those graphs whose maximum
genus equals zero, i.e. trees. In Fig. 14, (1) is the case that a graph with maximum
genus zero and both bounds become tight, and (2) is the case that upper bound
β(G)− γM(G) can be reached.
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CHAPTER V
SUMMARY
In this thesis, we study two optimization problems: Line Cover Problem (LCP) in
Computational Geometry and Maximum Genus Embedding (MGE) in Topological
Graph Theory. Both problems have quite a few important practical applications
directly in many domains.
We further study LCP from different aspects including classical techniques in
algorithm design and parameterized algorithms. We propose an exact algorithm and
survey related geometric properties. Then we initiate another optimization problem
which is the dual problem of LCP in terms of linear programming duality. We do
kernelization and approximation on the dual problem and present some observations.
Finally, we propose a parameterized algorithm to solve LCP. One possible work in
future is to study two variants of LCP, i.e. to find either covering ”bands” with a
fixed width or covering curves rather than straight lines.
We investigate the relationship between the maximum genus of a graph and its
cycle space consisting of fundamental cycles. We restudy an approach of computing
a maximum pairing of intersected fundamental cycles with respect to an arbitrary
spanning tree. It is known incorrect and we investigate the reason it fails. Also,
we characterize the upper-embeddability of a graph in terms of maximum pairings of
intersected fundamental cycles. Finally, we present a lower and an upper bound of the
maximum number of vertex-disjoint cycles in general graphs, in terms of maximum
genus and cycle rank. One possible future work is to explore any other polynomial
approach to solve MGE instead of using reduction to matroid parity.
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