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Let G be a connected, finite graph. Let C be a circuit of G. b(C), the strong 
bridge graph of C in G, is defined as follows: (1) the vertices of j3(C) are the 
bridges of C in G, and (2) there is an edge in ,8(C) joining a pair of vertices 
B1 and Bz if and only if B, and B, separate each other relative C. 
THEOREM. Let G be a finite, connected graph. G is planar if and only if /3(C) 
is bipartite for each circuit C in G. 
LEMMA. Let G be a finite, connected graph. G is not planar if and only if there 
is a circuit C of G for which /3(C) contains a loop or a triangle. 
This LEMMA isolates the crucial step in a new proof of the Kuratowski 
Theorem. 
1. INTRODUCTION 
Let G be a finite, connected, planar graph. Let C be a circuit of G. 
Does there exist an embedding 5 of G on T, (2-sphere) such that t(C) 
bounds a component of T2 - t(G)? A h c aracterization of the circuits of 
G which have this property is given. This result corrects a false answer 
to this question found in [l] and a false answer to a similar question 
found in [2]. 
The remainder of this paper is devoted to proving that the following 
seven statements are equivalent for a finite, connected graph G = (V, E, I). 
* This work was supported in part by NSF. grant GJ-120. The authors would also 
like to thank Mr. Peng-Siu Mei for comments on the manuscript. 
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y(G) = 0, i.e., G is planar. 
For any circuit C in G (a) y(G . E(B u C)) = 0 for each 
bridge B of C in G and (b) C is weakly Jordan, i.e., p(C) is 
bipartite. 
G is weakly Jordan, i.e., p(C) is bipartite for each circuit C in G. 
G is Jordan, i.e., p(C) is bipartite for each circuit C in G. 
For no circuit C of G does p(C) contain an odd circuit. 
For no circuit C of G does /3(C) contain a loop or a triangle. 
G does not contain any subgraph which is isomorphic to K3,3 
or KS up to replacing suspended chains by single edges. 
(II) corrects a statement found in [l]. At (III) the planarity of a graph 
becomes equivalent to a purely combinatorial condition. At (VI) it becomes 
apparent that the class of l-irreducible graphs is finite. 
2. DEFINITIONS AND NOTATIONS 
All graphs considered will be assumed to be finite, connected, and 
undirected. A graph G will be denoted by (k’, E, Z) where V is the set of 
vertices of G, E is the set of edges of G, and Z 2 V x E tells which edges 
and vertices are adjacent. For a graph G, E(G) will denote the set of edges 
in G. If S _C E(G) for some graph G, then we denoted by G . S that sub- 
graph of G whose edges are the members of S and whose vertices are the 
ends in G of the members of S. A graph G = (V, E, Z) is bipartite if and 
only if the vertex set decomposes into two disjoint sets V’ and V” such 
that each edge connects a vertex of V’ with a vertex of V”. For a graph 
G y(G), the genus of G, is the smallest of the numbers y(N) for orientable 
2-manifolds N in which G can be embedded. A graph G is n-irreducible 
if and only if y(G) = n and for any proper subgraph G’ of G y(G’) <n. 
Notions for which definitions are assumed are defined in [2] or [3]. 
DEFINITION 1. Let G = (V, E, Z) be a graph. Let H = (V’, E’, I’) be 
a connected subgraph of G. A way W = (v,, , e, , v1 ,..., v, , e, , v,+~) in G 
is H-avoiding if and only if 
(1) {e, , el ,..., e,)nE’= o,and 
(2) (01 9.--P u,} n v’ = m. 
DEFINITION 2. Let G = (k’, E, Z) be a graph. Let E’ C E such that 
G . E’ is connected. - is defined for members of E - E’ as follows: 
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0% , e2>~-Et el - e2 . =. There is a G . E’ avoiding way in G which 
contains both e, and e2 . 
N is an equivalence relation. The equivalence classes of E - E’l- are 
called the pseudo bridges of G . E’ in G. If A E E - E’lw, then G . A is 
defined to be a bridge of G . E’ in G. One sees that the bridges of G . E 
in G partition G * (E - E’) into a set of edge disjoint, connected subgraphs. 
To clarify the notion of a bridge Figure 1 shows a graph G, a connected 
subgraph H, and the bridges of H in G. 
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FIGURE 1 
Let G = (V, E, Z) be a graph. Let C = (V’, E’, Z’) be a circuit of G. 
Let B1 = (VI , El , Z,) and B, = (V, , E, , I,) be bridges of C in G. 
DEFINITION 3. The vertices of V’ n VI are called the vertices of 
attachment of Bl relative C. w(B,) = 1 VI n V’ / is called the attachment 
number of Bl relative C. Bl and B, are called equivalent n-bridges if and 
only if (1) w(B,) = w(B,) = n and (2) V, n V’ = V, n V’. B, and B, 
are called strongly equivalent 3-bridges if and only if Bl and B, are equiv- 
alent 3-bridges and there are connected subgraphs PI = (VI, , E,, , Zll> 
and P, = (V,, , E22 , Z,,) such that 
(1) P, C Bi for i = I,2 (read Pi is a subgraph of Bi), 
(2) E,, n E,, = a, and 
(3) V,, n V,, = VI n V’. 
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The point of DEFINITION 3 is to allow a 3-bridge to be strongly equivalent 
to itself. Figure 2 gives an example of such an occurrence. 
FIGURE 2 
DEFINITION 4. Let G be a graph. Let C be a circuit of G. A pair of 
points (a, b) on C separate a pair of points (al, 6,) on C if and only if the 
four points a, b, a1 , 6, are distinct and these points occur on C in the 
cyclic order a, a, , b, b, , Let W and WI be distinct ways of G (i.e., no 
common vertices and no common edges) such that W meets C in exactly 
two vertices a and b and WI meets C in exactly two vertices a, and b, . 
Then ( W, W,) are said to separate each other on C if and only if (a, b) 
separates (al , b,). 
DEFINITION 5. Let G be a graph. Let C be a circuit of G. Let Bl 
and B2 be bridges of C in G. Bl and B, separate each other on C if and only 
if there is a way Pi C Bi such that Pi meets C at its end-points ai and bi 
for i = 1, 2 and such that (PI , Pz) separate each other on C. 
It is possible for a bridge to separate itself as seen in Figure 3. 1 2 
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FIGURE 3 
DEFINITION 6. Let G be a graph. Let C be circuit of G. Let Bl and B, 
be bridges of C in G. Bl and B, ovedap on C if and only if (1) Bl and B2 
separate each other on C, or (2) Bl and B, are strongly equivalent 3- 
bridges. 
The notion of overlap was found in [4] in the context of matroid theory. 
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DEFINITION 7. Let S = (v,, , v1 ,..., v,) be a sequence of vertices of a 
graph G. S is called a minimal vertex cycle of G if and only if v0 ,..., v, 
are the vertices, in cyclic order, of a circuit of G and no proper subset of 
{“o ,..*, o,} with two or more elements is the set of vertices of a circuit 
of G. S is said to have length n + 1. 
DEFINITION 8. Let G be a graph. Let C be a circuit of G. The weak 
bridge graph of C in G, denoted by p(C), is defined as follows: (1) the 
vertices of p(C) are the bridges of C in G and (2) there is an edge in F(C) 
joining vertices B, and B, if and only if Bl and B, overlap on C. 
DEFINITION 9. Let G be a graph. Let C be a circuit of G. C is called 
weakly Jordan in G if and only if there is a division of the bridges of C 
in G into two sets I and J such that no pair of bridges in I overlap on C 
and no pair of bridges in J overlap on C. G is called weakly Jordan if 
and only if each circuit of G is weakly Jordan in G. 
Remark 1. Let G be a graph. Let C be any circuit of G. C is weakly 
Jordan if and only if B(C) is bipartite. G is weakly Jordan if and only if 
b(C) is bipartite for each circuit C of G. 
It is now possible to answer the question posed at the beginning of this 
paper. 
LEMMA A. Let G be a planar graph. Let C be any circuit of G. There 
is an embedding 5 of G on T, (Zsphere) such that t(C) bounds a region of c, 
i.e. component of T, - t(G), if and only if b(C) contains no edges, i.e., no 
two bridges of C in G overlap on C. 
Proof. (-+) Obvious by Jordan’s Theorem. 
(+-) Let C be any circuit in G for which p(C) contains no 
edges. The conclusion follows from an induction on k, the number of 
vertices in p(C), i.e., the number of bridges of C in G. 
For k = 0 the result is obvious. 
Suppose the theorem is true for all circuits of G which satisfy the hypo- 
thesis and which have fewer than k bridges in G. 
Let C be a circuit of G for which p(C) has k vertices and no edges. Let 
the brigdes of Cin G be Bl ,..., BkSl, BI,. By the inductive assumption there 
isac:(C~B,,u..* u Bk-l) -+ T, such that f(C) bounds a region of .$. 
Since y(C u B,) < y(G) = 0, it is possible to embed BI, in the region C 
bounds under an embedding 5’. 
Case 1. cu(Blc) = 1. In this case it is obvious how to embed B, exterior 
to f(C). Let 5” be the resulting embedding. 4” has the required property. 
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Case 2. w(B& > 1. 5 is a quasi-disc embedding (the regions of 5 
are homeomorphic to the interior of a disc) since G is connected and 
planar. Since B, does not overlap Bl or 0.1 or B,-, some region of 
X& - &C U Bl U *.. U B& besides int(&C)) contains all the vertices 
of attachment of Bk in its closure. Call this region R. Let 5” : G --+ T, be 
defined such that 5” Ic-BIv...vBk-,l = ,$ and 5” embeds B, in R. Then 5 
has the required property. 
DEFINITION 10. Let G be a graph. Let C be a circuit of G. The strong 
bridge graph of C in G, denoted by /3(C), is defined as follows: (1) the 
vertices of /3(C) are the bridges of C in G, and (2) there is an edge in /3(C) 
joining vertices Bl and B, if and only if Bl and B2 separate each other on C. 
DEFINITION Il. Let G be a graph. Let C be a circuit of G. C is called 
Jordan in G if and only if there is a division of the bridges of C in G into 
two sets Z and J such that no pair of bridges in Z separate each other on C 
and no pair of bridges in J separate each other on C. G is called Jordan if 
and only if each circuit of G is Jordan in G. 
Remark 2. Let G be a graph. Let C be any circuit of G. C is Jordan 
in G if and only if /3(C) is bipartite. G is Jordan if and only if p(C) is 
bipartite for each circuit C of G. 
3. PROOF OF THE EQUIVALENCE OF I, II, III, IV, V, VI, VII 
(ZZ) --f (I). This will be proved by induction. 
Let G be a graph satisfying II(a) and containing a circuit with exactly 
one bridge. G is planar by II(a). 
Now suppose that any graph G satisfying II(a) and II(b) and containing 
a circuit with fewer than k(k > 1) bridges is planar. 
Let G be a graph satisfying II(a) and II(b) and containing no circuit 
with fewer than k bridges. Let C be a circuit of G with k bridges. 
Since II(b) holds, there is a division of the k bridges of C in G into two 
sets I and J such that no pair of bridges in Z overlap on C and no pair 
of bridges in J overlap on C. Without loss of generality it can be assumed 
0 < I Z 1, I J I < k. For suppose I Z 1 = 0. Let B be any element of J. 
Let I’ = {B} and J’ = J - {B}. I’ and J’ form a division of the bridges 
of C in G with the required property. 
Since 0 < 1 Z I < k by the inductive hypothesis y(C U (wee1 B)) = 0. 
Further, since no pair of bridges of Z overlap relative C, by LEMMA A 
there is an embedding E1 of (C u (UeEl B)) on T, such that fl(C) bounds 
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a region of fr, i.e., a component of T, - f,(G). Similarly, there is an 
embedding [, of (C U (lJBEIZ?)) on T2 such that tz(C) bounds a region of 
fz . It is now obvious how these two embeddings may be combined to form 
an embedding of G on T2 , 
(ZZZ) -+ (ZZ). Let G be weakly Jordan. The conclusion follows from an 
induction on 1 E 1, the number of edges in G. 
If / E 1 = 1 the result is obvious. 
Suppose the conclusion holds for all weakly Jordan graphs with 
IEl <k. 
Let G be weakly Jordan with I E 1 = k. Let C be a circuit of G and let 
g(C) = {B I B is a bridge of C in G}. If I g(C)1 = 0, the result is obvious. 
Case 1. j g(C)1 = 1 for all circuits C of G. By Theorem 3 of [l] either 
the bridge is a tree for some circuit or the bridge meets each circuit of G 
exactly one point. Moreover, by Theorem 3 G is planar. 
Case 2. I a(C)\ b 2 for some circuit C of G. For each B E L%‘(C), 
(B u C) has fewer than k edges and is a weakly Jordan graph. Therefore, 
by the inductive assumption y(B U C) = 0. Since G is weakly Jordan, 
C is weakly Jordan. Therefore, the conclusion follows. 
(IV) + (ZZZ). Let G be Jordan but not weakly Jordan. Let C be a circuit 
of G which is Jordan but not weakly Jordan. Let Z and J form a division 
of the bridges of C in G such that no pair of bridges of Z separate each 
other on C and no pair of bridges of J separate each other on C. 
Since the obvious modification of Z and J to separate pairs of distinct 
strongly equivalent 3-bridges does not result in C becoming weakly 
Jordan, then: 
i) C has a 3-bridge which is strongly equivalent to itself, 
ii) C has 3 distinct strongly equivalent 3-bridges, or 
iii) C has a third bridge which separates on C each of a pair strongly 
of equivalent 3-bridges. 
In any case, Figure 4 shows how to find a circuit C’ in G which is not 
Jordan. It then follows that G is not Jordan, which is a contradiction. 
(V) --f (IV). This follows from the following well-known result: A graph 
G is bipartite if and only if every circuit of G consists of an even number 
of edges. 
(VZ) --f (V). This implication follows from a series of lemmas that will 
now be proved. 
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CASE 5) 
CASE ii) 
CASE iii) 
FIGURE 4 
LEMMA 1. Let G be a graph. Let C be a circuit in G. Let X, Y, and Z 
be bridges of C in G. Suppose X and Z do not separate on C. Let W, , W, , 
A, W, , W, be ways in G such that W, 2 X; W, , A, W, C Y; W, C Z. 
Suppose A connects W, and W, and that (WI , W,) and ( W, , W,) separate 
each other on C. Then there is a way B in Y such that B C W, u A u W, 
and such that (WI , B) and (B, W,) separate each other on C. 
Proof. Since X and Z do not separate each other on C, WI and W, 
and C can occur only in one of the four configurations appearing in 
FIGURE 5. In each case, it is clear how to construct a suitable way B. 
FIGURE 5 
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LEMMA 2. Let G be a graph. Let C be a circuit of G. Let (B, ,..., B,) 
be a minimal vertex cycle of /3(C) with n > 3. For each i, 0 < i < n, 
there is a way Wi C Bi such that, for 0 < i < n, ( Wi , W,+& separate 
each other on C and ( W, , W,> separate each other on C. 
Proof. By n applications of Lemma 1, we clearly can obtain ways 
W,,’ C B, ,..., W, C B, , Wi C B, such that ( W,,‘, WI) ,..., ( W,-, , W,>, 
and (W, , Wl) all separate each other on C. A further application of 
Lemma 1 will replace W,’ and W; by a single way W, !E B, such that 
( W, , W,) and ( W, , WI) separate each other on C. 
LEMMA 3. Let G be a graph. Let C be a circuit of G. Let (B, ,..., B,) 
be a minimal vertex cycle of /3(C) with n 3 4. There is a subgraph G’ of G 
containing a circuit C’ whose bridge graph relative to G’ has a minimal 
vertex cycle of length n - 2. (In fact G’ = C u B,, v ... u B, will do.) 
Proof. Apply LEMMA 2 to (B, ,..., B,) and C to obtain W, , WI ,..., W, 
such that ( Wi , W,+l) separate each other on C for 0 < i < n (subscripts 
are to be regarded as modulo n, of course). Let G’ = C u W,, u ... u W, . 
From here on we work on G’. Take any j, 0 < j < n. Let xi and yi be the 
vertices of attachment of Wi relative C. The pair of vertices xj and yj 
naturally divide C into two parts C, and C, (cf. Figure 6). 
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FIGURE 6 
Since Wj separates both Wj+l and WfFl on C and no other bridge of C, 
one of C, and C, , say C, , contains only vertices of attachment of Wjel 
and Wj,l . Let C’ = Wj u C, and A = Wjel u W,,, U Cl . (W,, , W, ,..., 
Wj-, , A, Wi,z ,..., W,) is then a minimal vertex cycle of /I(C) relative G’. 
LEMMA 4. Let G be a graph. Let C be a circuit of G. If C consists of an 
odd number of edges, then G has a minimal circuit C’ consisting of an odd 
number of edges whose vertices are among those of C. 
Proof Obvious. 
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Proof of (VZ) -+ (V). Let C be a circuit of a graph G such that p(C) 
has a circuit S of odd length. If S is of length 1 or 3, we are finished. 
Otherwise, let (B, ,..., B,) be the vertices of S in their order of occurrence 
in S. By LEMMA 4 since the length of S is odd, there is an odd length 
minimal vertex cycle of p(C), say (A, ,..., A,), where {A, ,..., A,} C 
{B,, ,..., B,}. If the length m + 1 is three, we are finished. Otherwise, 
starting with the subgraph C u A, u ... u A, and applying LEMMA 3, 
we obtain G’ and C’ of the conclusion of LEMMA 3. If necessary iterate the 
application of LEMMA 4 to G’ and C’ to arrive at a subgraph H of G with a 
circuit D where D has three bridges El , E, , and E3 in H and such that 
(El, E,), (Es, Es), and (Es, El) all separate each other on D. 
D is clearly a circuit of G and El , E, , Es are, respectively, subgraphs 
of bridges F1 , F, , F3 of D in G. If all of the F’s are disjoint, then p(D) 
contains a triangle. Otherwise ,8(D) contains a loop. 
(VZZ) --+ (VZ). Let G be a graph. Let C be a circuit of G for which ,8(C) 
contains a loop or a triangle. The proof will be completed if we can show G 
must contain a subgraph which is isomorphic to either Z& or K5, up to 
replacing suspended chains by single edges. 
Case 1. /3(C) contains a loop. In this case G must have a subgraph 
isomorphic (to within replacing suspended chains by single arcs) to the 
graph pictured in Figure 7. This graph is seen to be Z& . 
FIGURE 7 
Case 2. p(C) contains a triangle. Let C = [rl ,..., s, ,..., r2 ,..., s2 ,... 1. 
Let R, S, T be the bridges of C in G which form a triangle in /3(C). Suppose 
R meets Cat r, and r2 and S meets Cat s, and sz such that r, and r2 separate 
s, and sz on C. The proof will be completed by analyzing where T can 
meet C and still have the property that T separates both R and S. One 
notes that T must meet C in at least two points. 
Case 2a. w(T) = 2 and Tmeets Cat t, and t2 . Tcannot separate both R 
and S if either t, or t2 is contained in {rl , r2 , s, , sz}. Therefore, some ti , 
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say f1 , is either (a) between rl and s1 or (b) between s1 and r2 . In case (a), 
t2 must be between r2 and s2 . In case (b), t, must be between sz and r, . 
In either case, G contains K3,3 as a subgraph as seen in Figure 8. 
FIGURE 8 
Case 2b. w(T) = 3 and T meets C at tl , tz , and t, . One notes that 
By analysis of how the vertices t, , t2 , and t, can be distributed around C 
such that / L I = 2 and such that T separates both R and S, it is seen that 
only the graph pictured in Figure 9 has the required properties (up to 
obvious permutations of rl , r2 , s1 , s2 , tl , t, , tJ. Again one sees that G 
contains K3,3 as a subgraph. 
FIGURE 9 
If I L / = 1 then R, S, Tmust occur in G as pictured in Figure 10. Again 
G is seen to contain K3,3 as a subgraph. 
If I L ( = 0 then Case 2a applies. 
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FIGURE 10 
Case 2~. o(T) = 4 and T meets C at tl , t, , t2, and 2,. One sees that 
unless {rl , r, , s, , s2} = {t, , t 2, 4, t,} one of the previous cases applies. 
When {rl , r, , s1 , s2) = { t, , t, , t, , t4} it is seen that G contains a sub- 
graph of the form (a) or (b), pictured in Figure 11. In case (a) it is seen that 
G contains f&S as a subgraph. In case (b) it is seen that G contains K5 as 
a subgraph. 
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Case 2d. If w(T) > 4, then one of the previous cases applies. 
(I) -+ (VU). This follows from the Euler formula. 
COROLLARYTOTHEPROOF. Let G be a cubic graph. y(G) > 0 if and 
only if G contains K3,3 as a subgraph up to replacing suspended chains by 
single edges. 
4. CONCLUSION 
It is hoped that this new proof of the Kuratowski Theorem may contain 
ideas which generalize to surfaces of higher genus. As there are many 
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2-irreducible graphs, nobody will want to list all of them. Now, in case 
of a surface of genus n 3 1, and adaptation of our proof could stop at 
stage (VI), yielding the finiteness of the class of n-irreducible graphs 
without actually listing them all, which (VII) does. Such a proof would 
certainly eliminate much combinatorial horror -the question is: how much 
is left? 
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