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1. INTRODUCTION 
An inner function is a function on the unit circle T whose values almost 
everywhere have modulus 1 and are the radial limits of a bounded holo- 
morphic function on the open unit disk U, Recently, Douglas and Rudin [3] 
proved that, given a functionfwhich is Lebesgue measurable and essentially 
bounded on T and given E > 0, there exist inner functions y1 , & , CJJ~ , & ,..., 
TV, #, and constants c1 ,..., c, such that 
(1.1) 
a.e. on T. In the present paper we give a constructive proof of this result. 
More specifically, we prove that iff is unimodular on T, then we can take, 
in (1 .l), n = 1, c1 = 1, while iffis an arbitrary essentially bounded function 
on T, we can take n = 2 and c, = c2 = 8 ess SUP(,,~) 1f(z)]. We also give 
another constructive proof for the case that f is continuous on T, and we 
prove that the inner functions #le in (1.1) can be chosen so that they do not 
have any zeros in U. 
In Section 3 we conclude with some remarks concerning the application 
of the results obtained to the approximate solution of Wiener-Hopf 
equations. 
2. CONSTRUCTIVE PROOFS 
We first establish our notation, which is similar to that in [3]. 
Let L”(T) denote the set of all bounded complex functionsf on the unit 
circle T for whichf(eie) is Lebesgue measurable in 0 < 8 < 27r. We denote 
by llfjlrn the essential suprenum of IfI on T, where f~ L”(T). A function 
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f~ L”(T) is unimodulur if / f 1 = 1 a.e. on T. The class H” is the set of all 
f E L”(T) for which a-, = 0 if n > 0, where 
1 I7 
a, = - 
s 
-~ f(eie) ecine d0, n = 0, &I, f2 ,... . 
?? 
Each function fe H” is thus given, almost everywhere, by the radial limit 
of a function that is holomorphic and bounded on the open unit disk U. 
A functionfE H” is called an inner function iff is unimodular. 
The following result, essential in our construction, is well known. 
LEMMA 2.1. Let 0 < R, < R, < 03. Let T be the union of disjoint 
measurable subsets E1 and E, and let u be a function defined on T such that 
.U = Rj on Ej . Then the function 
h(z) = exp I-& jy, E log u(ei”) de\ (z E U) (2.2) 
is holomorphic in U, satis$es there R, < 1 h(z)1 < R, , and the radial limits 
of h have modulus Ri a.e. on Ei . 
For example, let R, = R-l, R, = R. Let E1 = {eie 1 8, < 6 < e,}, 
E, = T - E1 . In view of Fig. 1, an easy computation yields the following 
value for h(z): 
h(z) = Rl+[(a-Zs)/n]+[(Zi/n,Inb/ul. (2.3) 
T-E I 
Figure 1. The decomposition of Tfor Equation (2.3). 
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Let 0 < 8, < e2 < 27~ and let q1 > 0, Q > 0 be such that the two circular 
slits 
(2.4) 
do not overlap. We set 
A = tan[(0, 2 & - 77J4], 
k = tan[(e, - 4 - ~Wl/ta~[(~, - 0, + ~)/4], 
(2.5) 
Remark. A case of practical importance occurs when 0, = 0, e2 = 7~. 
In this case we choose rll, q2 and k so that k1j2 = tan[(n - 7,5)/4] = 
l/tan[(rr + q2)/4] and thus: 
a = i, 
A = kll2 
k = tankv - n>Pl/tan[(~ + ~~)/4l. 
(2.5‘) 
We use the following standard notation for elliptic functions: 
and set 
K = K(k) = sn-l(l ; k) 
-- 
k’ = dl - k2, K’ = K(k’), 
(2.6) 
R = exp(rrK/K’), 
We prove 
W, , R2) = (5 I R, < I f I < R21, (2.7) 
D[R, > R21 = {t I 4 < I f I G R2)- 
LEMMA 2.2. Let 0 < 8, < 0, < 2~, and let Q > 0, q2 > 0 be such that 
the circular slits Sj , dejined in (2.4), do not overlap. The function 
z = @(f) = a(1 + iA sn[K’/n log 5; k]} 1 - iA sn[K’/r log 4; k] ’ G-8) 
where a, A and k are defined in (2.5), maps D(R, , R,) = D(R-I, R) con- 
formally onto the z-plane minus the slits S,(j = 1, 2). As j f 1 approaches Ri , 
Q(f) approaches a point of S,(j = 1,2). The function Q)(t) is regular in 
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D(R-l, R) except for a simple pole at t = e-i5, where /3 is the smallest positive 
root of 
A sn [ = 1. (2.9) 
Remark. In the case of (2.5’) we have /? = 712, i.e., the pole is at f = -i. 
Proof. The transformation 
f= 
.a-z 
z---; a(* + i0 
a+z ‘= l-i< 
maps the z-plane minus the circular slits Sj conformally onto the 1; plane 
minus the slits 
Y; = (5 = tad@0 - 0, - &J/4] I 8, - 72 < 8 d O1 + vl}, 
% = (5 = tan[(28 - til - @J/4] 1 & - q1 < 0 < ti2 + Q}, (2*11) 
since the circle z = eie is mapped onto the real line 5 = tan[(26 - t& - Q/4]. 
The map [6, p. 1921 
c=Asn[&log5;k], (2.12) 
where A is defined by (2.5) (or (2.5’) when 19~ = 0, 8, = n), maps D(R-l, R) 
conformally onto the l-plane minus the slits Y?. We now use the second 
relation (2.10) to obtain (2.8). 
Clearly, if we set 5 = e-is, where p is defined by (2.9), then Q(t) = co. 
Furthermore, each of the maps used to construct Q(E) is conformal; hence, 
t = e@ is a simple pole, and there is no other pole. 
This completes the proof of Lemma 2.2. 
LEMMA 2.3. Let ,!I be as in Lemma 2.2. Let k, E (0, 1) be the unique 
solution of the equation 
R = exp[S,‘l(%)l, (2.13) 
where K,, = K(k,), K,’ = K’(k,). Then the function 
W = @df) = &sn [F log@@); kO] (2.14) 
is holomorphic in D[R-I, R], maps this closed region onto 1 w 1 < 1, has 
simple zeros at 5 = feeis, and satisfies 
1 w(Reie)l = 1 w(R-leis)[ = 1, 0 < 0 < 2%-. (2.15) 
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0 = 9(5 + 5-l) 
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ProojI The map 
takes D[R-l, R] onto the ellipse1 
cR = 
1 
u 1 u = i (p + p-l) cos t + i (p - p-l) sin t; 
R-l < p < R, 0 < t < 2~ . 
I 
The transformation [6, p. 771 
w=&sn [ 
2K3 T sin-l 0; k, 1 , 
where k, is defined by (2.13), maps l R conformally onto 1 w 1 < 1. 
If we now note that 
+(( + 6-l) = cosh(log 5) = cos(i log 5) = sin [$- - i log [) 
and substitute this onto (2.18), we find that the function 
w2 = z/k, sn - [ K, - 









maps D[R-l, R] onto / w2 1 < 1 so that I wz(R-leie)l = / w,(Reis)l = 1. 
Furthermore, if we replace 5 by [eit, in (2.20), we obtain a function with 
the same property. In particular, if we take t = j3 - 7r/2, we obtain the 
function (2.14). 
If we set e = -J&o in (2.14), we obtain w = 0. By differentiating (2.14) 
with respect o .$ we obtain 
sn2tl)l I 1 - ko2 sn2 u I, (2.21) 
where u denotes the quantity in square brackets in (2.14). Setting f = he-@, 
we find that 
2 kWis) /= 2 2/5t;;K,ln # 0, 
and, hence, w has a simple zero at &e-@. 
1 The map (2.16) is not a one-to-one map of the closed region DIR-‘, R] onto the ellipse 
Q. Rather, the ellipse Ed is covered twice: once by the map of 1 < ( f \ < R and once 
by the map of R-l,< / 51 < 1. 
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THEOREM 2.4. Let E > 0 be given. Let E1 and E, be disjoint measurable 
subsets of T whose union is T, and let h, = eiel and h, = eie2 be complex 
numbers of modulus 1, where 0 < 19~ < & < 27r. Then there exist inner 
functions v1 and p2 such that 
I hi - [~I(eieYpdeie)ll < E for almost all 0 satisfying eie E Ei , j = 1,2. 
Such functions v1 , y2 are given by 
q+(z) = dik,sn [ 
-~Ko j i? j; ?i E log u(eie) d0; k,,], (2.22) 
* 9)2(z), (2.23) 
where u, A, k, k, , a, R, , R, and p are defined as in Lemmas 2.1, 2.2, and 2.3, 
and where Q and Q , employed in the deJnition of the slits S, , S, , are chosen 
to be < E. 
Proof. Choose the function u appearing in (2.22) and (2.23) as in 
Lemma 2.1, where R, = l/R, Rz = R. Set Q1(<) = Q(f) @,(& where @ is 
given in (2.8) and G2 in (2.14). By Lemma 2.1, h : U -+ D(R-‘, R), and by 
Lemmas 2.2 and 2.3, both Q, and @, have modulus 1 on the boundary of 
D(R-I, R), which implies the same for QI , so that Qj : D(R-I, R) --+ U. 
Since h has radial limits Rj a.e. on T, it follows that vi(z) : Qj(h(z)) are 
inner functions. Setting v = ~JIJJ~~ , it follows by our construction that 
lim,,,- v(reie) E Sj for almost every eze E Ej . 
This completes the proof of Theorem 2.4. 
THEOREM 2.5 (Douglas-Rudin). The set of all quotients of inner functions 
is norm-dense in the set of all unimodular functions in L”(T). 
Proof. Let f be a given function in L”(T) which is unimodular, and let 
E > 0 be given. We divide T into n(>2) equal arcs 
j = 0, l)...) n - 1) 
(2.25) 
and we define 
E(j) = {eis E T 1 f(eie) E SJ; (2.26) 
640/4/4-3 
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n is chosen so that 47r/n < E. Let 0 < 6 < ~/[2(n - 2) e], (n - 2) 6 < 1, 
and let 
A%) PG) = p’ > 2) j = 1) 2 )...) Iz - 1) (2.27) 
denote the ratio of inner functions constructed as in Theorem 2.4 which 
approaches a point of ,.V within 6 of e 2nijln as z approaches any point of 
E(j), and which approaches a point of So) within 8 of 1 as z approaches a 
point of E(O). The function 
(2.28) 
is clearly the ratio of two inner functions. For f(e”“) E S(j), the function Qj 
satisfies 
< 1 f(eis) - p(j)(eis)l + / @)(ei@) [ 1 - b1 
k=l,k#j 
$k)(@‘)] 1 
< $ + (1 + S)+2 - 1 a.e. on E(j), (2.29) 
since I f(eie) - @(eis)l < 2+ a.e. on E(j), and since / $“)(e@) - 1 I < 6 
a.e. on T - Et”). Thus the extreme left of (2.29) is bounded almost every- 
where by 
e(n-216 - 1 < $!l + (n - 2) &(n-2)6 
< -$ + (n - 2) Se 
<;+;=e. (2.30) 
Notice that our proof establishes 
COROLLARY 2.6. Given any f E L”(T) which is unitnodular on T, and given 
any E > 0, there exist inner functions q~ and # such that 
(2.31) 
a.e on T. 
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THEOREM 2.7 (Douglas-Rudin). Let Q be the set of all functions of the 
.form $q, where 4 is a jinite linear combination of inner functions and v is 
inner. Then Q is norm-dense in L”(T). 
Proof. Let f E L”(T) and set 
A4 = llf Ilm , m = (Il.-’ IIP. (2.32) 
Let 6 > 0 be given, and let n and N be integers such that2 
h, = (M - m)/n < 612, h, = 2rr/N < 6/(2M). 
For s = 1, 2 ,..., n; t = 1, 2 ,..., N, let 
R,,, = {w = reia j m + (s - 1) h, < r < m + sh, ; (t - 1) h, < 6’ < th,}, 
(2.33) 
E,,t = {eis E T j f(e”“) E R,,}. (2.34) 
Let S, , S, be defined by (2.4) where fI1 = 0, e2 = V, T = a(nNM), and let 
(2.35) 
denote the ratio of the inner functions constructed as in Theorem 2.4 which 
approaches & a.e. as z approaches Ej(j = 1,2), where El = E,,, , 
E, = T - E,,t. Here we take w, A and k to be defined by (2.5’). 
We note that 1 is also the ratio of two inner functions, that $[G,,,(eis) + l] 
approximates the characteristic function xE, t of E,,, , and that 
II x&9 - HG,deie) + 11 IUrn < & . (2.36) 
Upon taking wst to be the centroid of RSt , it follows that the function 
G’“J”(z) = ; C w,,[G,,(z) + I] 
s,t 
is a linear combination of ratios of inner functions which satisfies 
1 f(e”“) - hi- G (n*N)(reiB)l (eie E E,,) 
< 1 f(e@) - wst / + i C 1 wst / 7 < 4 + i nNM7 < 6 (2.38) 
S’ ,v 
a.e. on T. 
2 Without loss of generality we assume that M > m. 
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We give now an alternative proof of Theorem 2.7, which is essentially 
due to Rudiq3 and which shows that in the approximation off, two ratios 
of inner functions suffice. 
THEOREM 2.8. Let f E L”(T), and let E > 0 be given. Then there exist inner 
functions ?j and $Q , j = 1, 2, such that 
(2.39) 
a.e. on T. 
Proof. If I/f /Im = 0, the result is trivial, since we may then choose vi 
and $J~ arbitrarily. For the remainder of the proof, we shall assume that 
Ilf Ilm > 0. 
Let z = reiB, 0 < r < 1, and let 
u = 8 - arc cos r, v 1 0 + arc cos r, (2.40) 
where we assume that 0 < arc cos r < 5712, and where we set u = 0, v = n 
if r = 0. Then the range of the functions 
a(z) = eiu, p(z) = eiu (2.41) 
is T, and the functions 
4flllf IICJ, Pcfmfllco) (2.42) 
are unimodular functions in L”(T). By Corollary 2.6, there are inner functions 
y1 , & , q+ , and A such that 
(2.43) 
a.e. on T. Since 
f = II;11 -Mflllfllm) + Bwlfll& (2.44) 
we obtain (2.39) from (2.43) and (2.44). 
It is not always easy in practice to find the sets Es,, corresponding to the 
R st 3 nor is it easy to evaluate the integral in (2.2). We therefore develop a 
more explicit construction in terms of Riemann integrals. The function yz 
3 Private communication. 
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of Theorem 2.4 has several disadvantages from the point of view of an 
explicit construction, since we cannot explicitly express k, of (2.13). Therefore, 
we shall now construct v’z differently. 
Let n > 0 be an integer, and let oi = 2nln. We define Bj = (j - 3) N, 
j = 1, 2 ,..., n, and 
E:) = {eie : ej G e < ej+3, Et’ = T - E,‘j’. (2.45) 
In the notation of Theorem 2.4, we take A, = 1, A, = -1. Then in the 
notation of Fig. 1 and (2.3), ~~~~~ takes the special form 
v(j)(z) = 41 + i z/k snW + (a - 2&h) + 2ih In bj+llbj}; kl) 
1 - i z/k sn[K(l + (a - 2flj/7r) + 2i/r In bj+Jbj}; k] ’ 
where El = Ejj’, E, = T - El , and where 
The poles z = ~2’ of q~(z) are given by the solutions of 
01 -K I 1 + 2Pj 2i bj+l __ 
97 + ; In bj = 4sK - (2m + 4) iK’, 
m, s = 0, *l, 12 ,..., 
and are explicitly expressed by 
pi’ = ei(j-&x (1 - iqt+me-h/2) 
(1 - $+mei42) ’ 
where 
m = 0, *I, f2 ,..., j = 1, 2 
4 = e-nK’IK. 
It is thus clear that all the poles are simple. 





We next construct a function @2,n(z) which is analytic in U and which 




It is easily seen that the product in (2.51) converges for every z E ~7. In 
fact, we may write 
@2,n(Z) = fi zn - (-uyk’ 




It is readily seen that 
(2.54) 
converges absolutely, so that (2.52) converges. The property j @&eie)i = 1 
is also a consequence of the definition: each ratio on the right in (2.51) has 
modulus 1 on T. 
COROLLARY 2.9. Let f be continuous on T. Given 6 > 0, there exists 
a linear combination G’“)(z) of ratios of inner functions such that 
If(e”“) - Gtn)(eis)l < 6 (2.55) 
for all eie on T . 
Proof. Let us subdivide T into n disjoint subsets Ejj’ (j = 1, 2,..., n; 
s = 1,2), given by (2.45) such that 
max I f(u) - fWl < $8, 
U,VEE;j) 
j = 1, 2 ,..., n. 
Set f;c = f(ei+lJa). Since 
(2.57) 
where #j)(z) and y?‘(z) are defined by (2.46) and (2.51), @j)(z) is clearly 
a ratio of inner functions. If, in the notation of Theorem 2.4, we take 
7 = a/(&In), El = Eii), E, = Ez’, then 1 @)(eis) - 1 I < 7 on El , 
1 y9(eie) + 1 I < 7 on Ez . The function G’“)(z), defined by 
G’n’(z) = ; : j&+“(z) + I] 
3=1 
(2.58) 
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where Q,,,(z) is defined by (2.52) is clearly a linear combination of ratios 
of inner functions which satisfies for eie E E:j): 
<;+;Ahq<s. (2.59) 
A different constructive proof is possible by proceeding along the lines of 
the proof of Theorem 2.8. We omit this, however. 
In the following theorem, an inner function is called singdar if it has no 
zero in U. 
THEOREM 2.10 (Douglas-Rudin), Let f E L”(T) and let cl > 0 be given. 
Then there exists a singular inner function rppz and a finite linear combination 
& of inner functions such that 
Il.!- ($h/9)2)11cc < El . (2.60) 
Proof. By Theorem 2.7, given E > 0, there exist an inner function v 
and a linear combination z,L of inner functions such that 
Ilf - */619, IL < E. (2.61) 
In fact, with G(“J’)(z)(G(“)(z)) defined in (2.37) ((2.58)), we may take 
9 = IT-,, #,,dp, = IL b.) and + = G(n-N’/v (4 = G(“)/Y). 
The function CJI has zeros in U which are removed by the following device 
used in [3]. Define u(w) by 
u(w) = exp [ 
w+1 c ~ w-l 1 , In e-l/3 < c < co, 2 
where Q. = l ,/(2A4 + 26) and set 
q(w) = 
u(w) - e-3c 
w[l - e-3Cu(w)] * 
(2.62) 
(2.63) 
Then ul(w) is an inner function, and clearly 
I 44 - w4w)l < 52 , w E u. 
We now set w = q(z) in (2.64) and define the compositions 
hl = ~10 v, 
*2 = u2 o v* 
(2.64) 
Then h, and #Z are inner, & has no zero in U and 
I Jldz) - dz) M4l < l 2 > ZE u. (2.66) 
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Taking radial limits and dividing by &y, we get 
To complete the proof, we take 6 = l ,/2 in Theorem 2.7 (or Corollary 2.9) 
and replace l/p, by A,& . Then we define yZ(z) by 
Analogous results hold, corresponding to Theorem 2.8 and Corollary 2.9. 
It seems natural to investigate what happens to some of the above approxi- 
mate expressions as the error approaches zero. It would be interesting, for 
example, to study what happens to the functions qj(z) in (2.22) and (2.23), 
and to QZ,%(z) in (2.51) as k -+ 1. This does not appear to be trivial. 
It is known, for example [4], that there exist functions Q(Z) and #,(z), 
both analytic in U, such that 
a.e. on T. However, it is clear that 
v2 , $I , $2 such that 
I 1 if eis E E 7 0 if eis E T - E, (2.69) 
there do not exist inner functions v1 , 
lim 1 &reie) 
I r-ii- 2 I &(reie) 
/ y2(reie) 1 if eis E E, 
*,(reie> 0 if eie E T - E, 
(2.70) 
a.e. on T, unless either E or T - E has measure zero. 
3. REMARKS ON THE APPROXIMATE SOLUTION OF WIENER-H• PF EQUATIONS 
Let R denote the real line, and consider the equation 
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where k, g E Ll(R). If, for every such given g, (3.1) has a solutionf, then this 
solution may be found by the classical Wiener-Hopf technique [l]. The chief 
difficulty of carrying this out in practice is finding functions K+ and K- 
such that the equation 
(1 - K)-l = (1 + K+)(l + K-) 
holds everywhere on R, where 
(3.2) 
K(x) = 1, eiztk(t) dt, 
K+(x) = 1,” eiztk,(t) dl, 
K-(x) = I:, eiztk2(t) d 
(3.3) 
and where k, , k, E Ll(R). The function K+(x + iy)(K-(x + iy)) is analytic 
and bounded in {x + iy I y 3 O}({x + iy I y < O}). Since direct approximate 
methods for solving (3.1) are sorely lacking [2] we are tempted to apply the 
technique developed in Section 2. 
The transformation 
.1-w -- 
z=zl+w (w = 21 + iv, z = x + iy) (3.4) 
maps the upper half of the z-plane conformally onto 1 w 1 < 1, while the 
real line R (- 00 < x < co) is mapped in a (1, 1) manner onto 1 ~$1 / = 1. 
The function K, defined by K(W) = [l - K(z(w))]-l, is thus in L”(T), and 
we can apply the analysis of Section 2 to obtain an approximate representa- 
tion of K as a ratio of functions analytic in / w 1 < 1 and a fortiori to obtain 
an approximate factorization of the form (3.2). 
This outlined procedure has indeed been carried out yielding an approxi- 
mate solution of the equation 
f(t) = 5 s m 
f(s) (js 
,, cosh((t - s)/2) 
whose (exact) solution is known [I]; this approximate solution turned out 
to be a very good approximation. However, since we have not been able to 
establish that the approximate representations obtained in Section 2 con- 
verge, as E + 0, we have not been able, in general, to establish the conver- 
gence of the approximate solution of (3.1) obtained by this technique. We 
have thus chosen not to include here the details of this approximation method. 
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In another paper [5] which was motivated by the present one, the author 
derives a direct method (i.e., without the use of inner functions) of obtaining 
an approximate factorization of the type (3.2), which converges to the unique 
factorization, whenever a unique factorization exists. In [5] it is assumed that 
k, g E L1(R) n L2(R), and it is shown that the approximate solution of the 
equation (3.1) obtained via the approximate factorization of the form (3.2) 
converges to the exact solution. 
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