Density-based clustering algorithms such as DBSCAN have been widely used for spatial knowledge discovery as they offer several key advantages compared with other clustering algorithms. They can discover clusters with arbitrary shapes, are robust to noise, and do not require prior knowledge (or estimation) of the number of clusters. The idea of using a scan circle centered at each point with a search radius Eps to find at least MinPts points as a criterion for deriving local density is easily understandable and sufficient for exploring isotropic spatial point patterns. However, there are many cases that cannot be adequately captured this way, particularly if they involve linear features or shapes with a continuously changing density, such as a spiral.
We motivate the need for such an algorithm by showing 12 synthetic and 8 real-world use cases, each with three different noise definitions, modeled as buffers that generate a total of 60 test cases.
We demonstrate that ADCN performs as well as DBSCAN (and OPTICS) for isotropic cases, but outperforms both algorithms in cases that benefit from an anisotropic perspective.
We argue that ADCN has the same time complexity as DBSCAN and OPTICS, namely O(n log n) when using a spatial index and O(n 2 ) otherwise.
We provide an implementation for ADCN and apply it to the use cases to demonstrate the runtime behavior of our algorithm. As ADCN has to compute whether a point is within an ellipse instead of merely relying on the radius of the scan circle, its runtime is slower than that of DBSCAN while remaining comparable with OPTICS. We discuss how the runtime difference can be reduced by using a spatial index and by testing the radius case first.
The remainder of this article is structured as follows. First, in Section 2, we discuss related work such as variants of DBSCAN. Next, we introduce ADCN and discuss two potential realizations of measuring anisotropicity in Section 3.
Use cases, the development of a test environment, and a performance evaluation of ADCN are presented in Section 4.
Finally, in Section 5, we conclude our work and point to directions for future work.
| RE LA TE D WO RK
Clustering algorithms can be classified into several categories, including but not limited to partitioning, hierarchical, density-based, graph-based, and grid-based approaches (Deng, Liu, Cheng, & Shi, 2011; Han, Kamber, & Pei, 2011) .
Each of these categories contains several well-known clustering algorithms, with their specific pros and cons. Here we focus on the density-based approaches.
Density-based clustering algorithms are widely used in big geodata mining and analysis tasks, like generating polygons from a set of points (Duckham, Kulik, Worboys, & Galton, 2008; Moreira & Santos, 2007; Zhong & Duckham, 2016) , discovering urban areas of interest (Hu et al., 2015) , revealing vague cognitive regions (Gao et al., 2017) , detecting human mobility patterns (Huang, 2017; Huang & Wong, 2015 Jurdak et al., 2015) , and identifying animal mobility patterns (Damiani, Issa, Fotino, Heurich, & Cagnacci, 2016) .
Density-based clustering has many advantages over other approaches. These advantages include: (a) the ability to discover clusters with arbitrary shapes; (b) robustness to data noise; and (c) no requirement to predefine the number of clusters. While DBSCAN remains the most popular density-based clustering method, many related algorithms have been proposed to compensate for some of its limitations. Most of them, such as OPTICS (Ankerst et al., 1999) and VDBSCAN (Liu, Zhou, & Wu, 2007) , address problems arising from density variations within clusters. Others, such as ST-DBSCAN (Birant & Kut, 2007) , add a temporal dimension. GDBSCAN (Sander, Ester, Kriegel, & Xu, 1998 ) extends DBSCAN to include non-spatial attributes in clustering and enables the clustering of high-dimensional data.
NET-DBSCAN (Stefanakis, 2007) revises DBSCAN for network data. To improve the computational efficiency, algorithms such as IDBSCAN (Borah & Bhattacharyya, 2004) and KIDBSCAN (Tsai & Liu, 2006) have been proposed.
All of these algorithms use distance as the major clustering criterion. They assume that the observed spatial patterns are isotropic (i.e., that intensity does not vary by direction). For example, DBSCAN uses a scan circle with an Eps radius centered at each point to evaluate the local density around the corresponding point. A cluster is created and expanded as long as the number of points inside this circle (Eps-neighborhood) is larger than MinPts. Consequently, DBSCAN does not consider the spatial distribution of the Eps-neighborhood, which poses problems for linear patterns.
Some clustering algorithms do consider local directions. However, most of these so-called direction-based clustering techniques use spatial data which have a predefined local direction (e.g., trajectory data). The local direction of one point is predefined as the direction of the vector which is part of the trajectories with the corresponding point as its origin or destination. DEN (Zhou et al., 2010 ) is one direction-based clustering method which uses a grid data structure to group trajectories by moving directions. PDC1 (Wang & Wang, 2012 ) is another trajectory-specific DBSCAN variant that includes the direction per point. DB-SMoT (Rocha, Times, Oliveira, Alvares, & Bogorny, 2010) includes both MAI ET AL. | 3 the direction and temporal information of GPS trajectories from a fishing vessel in the clustering process. Although all of these three direction-based clustering algorithms incorporate local direction as one of the clustering criteria, they can only be applied to trajectory data.
Anisotropicity (Fortin et al., 2016) describes the variation of directions in spatial point processes, in contrast with isotropicity. It is another way to describe the intensity variation in a spatial point process, other than first-and secondorder effects. Anisotropicity has been studied in the context of interpolation, where a spatially continuous phenomenon is measured, such as directional variograms (Isaaks & Srivastava, 1989) and different modifications of kriging methods based on local anisotropicity (Boisvert, Manchuk, & Deutsch, 2009; Machuca-Mory & Deutsch, 2013; Stroet & Snepvangers, 2005) . In this article, we focus on anisotropicity of spatial point processes. Researchers have studied anisotropicity of spatial point processes from a theoretical perspective by analyzing their realizations, such as detecting anisotropy in spatial point patterns (D'Ercole & Mateu, 2013) and estimating geometric anisotropic spatial point patterns (Møller & Toftaker, 2014; Rajala, Särkkä, Redenbach, & Sormani, 2016) . Here, we study anisotropicity in the context of density-based clustering algorithms.
A few clustering algorithms take anisotropic processes into account. For instance, in order to obtain good results for crack detection, an anisotropic clustering algorithm (Zhao, Wang, & Ye, 2015) has been proposed to revise DBSCAN by changing the distance metric to geodesic distance. QUAC (Hanwell & Mirmehdi, 2014) demonstrates another anisotropic clustering algorithm, which does not make an isotropic assumption. It takes the advantages of anisotropic Gaussian kernels to adapt to local data shapes and scales and prevents singularities from occurring by fitting the Gaussian mixture model (GMM). QUAC emphasizes the limitation of an isotropic assumption and highlights the power of anisotropic clustering. However, due to the use of anisotropic Gaussian kernels, QUAC can only detect clusters which have ellipsoid shapes. Each cluster derived from QUAC will have a major direction. In real-world cases, spatial patterns will show arbitrary shapes. Furthermore, the local direction is not necessarily the same between and even within clusters. Instead, it is reasonable to assume that the local direction can change continuously in different parts of the same cluster.
| I NTR OD U CI NG A DC N
In this section we introduce the proposed Anisotropic Density-based Clustering with Noise (ADCN).
| Anisotropic perspective on local density
Without predefined direction information from spatial datasets, one has to compute the local direction for each point based on the spatial distribution of points around it. The standard deviation ellipse (SDE) (Yuill, 1971 ) is a suitable method to get the major direction of a point set. In addition to the major direction (long axis), the flattening of the SDE implies how much the points are distributed strictly along the long axis. The flattening of an ellipse is calculated from its long axis a and its short axis b:
Given n points, the SDE constructs an ellipse to represent the orientation and arrangement of these points. The center of this ellipse, O( X; Y ), is defined as the geometric center of these n points and is calculated as: X5
The coordinates (x i , y i ) of each point are normalized to the deviation from the mean areal center point:
Equation 3 can be seen as a coordinate translation to the new origin ( X; Y 
The long/short axis of the SDE is along the direction that has the maximum/minimum standard deviation. Let r max and r min be the length of the semi-long axis and the semi-short axis of the SDE. The angle of rotation h m of the long/ short axis is given by Equation 6 (Yuill, 1971) :
Here, 6 indicates two rotation angles h max , h min corresponding to the long and short axes.
| Anisotropic density-based clusters
In order to introduce an anisotropic perspective to density-based clustering algorithms such as DBSCAN, we have to revise the definition of an Eps-neighborhood of a point. First, the original Eps-neighborhood of a point in a dataset D is defined by DBSCAN, as given in Definition 1.
Definition 1 (Eps-neighborhood of a point): The Eps-neighborhood N Eps ðp i Þ of point p i is defined as all the points within the scan circle centered at p i with a radius Eps, which can be expressed as:
Such a scan circle results in an isotropic perspective on clustering. However, as we discuss above, an anisotropic assumption will be more appropriate for some geographic phenomena. Intuitively, in order to introduce anisotropicity into DBSCAN, we can employ a scan ellipse instead of a circle to define the Eps-neighborhood of each point. Before
we give a definition of the Eps-ellipse-neighborhood of a point, it is necessary to define a set of points around a point (the search-neighborhood of a point), which is used to derive the scan ellipse; see Definition 2. 
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According to Definition 3, the Eps-ellipse-neighborhood region of a point is computed based on the searchneighborhood of a point. Since there are two definitions of the search-neighborhood of a point (see Definition 2), each point should have a unique Eps-ellipse-neighborhood region given Eps (using the first definition in Definition 2) or
MinPts (using the second definition in Definition 2), as long as the search-neighborhood of the current point has at least two points for the computation of the standard deviation ellipse.
Definition 4 (Eps-ellipse-neighborhood of a point) An Eps-ellipse-neighborhood EN Eps ðp i Þ of point p i is defined as all the points inside the ellipse ER i , which can be expressed as:
There are two kinds of point in a cluster obtained from DBSCAN: core point and border point. Core points have at least
MinPts points in their Eps-neighborhood, while border points have less than MinPts points in their Eps-neighborhood but are density reachable from at least one core point. Our anisotropic clustering algorithm has a similar definition of core point and border point. The notions of directly anisotropic density reachable and core point are illustrated bellow; see Definition 5.
Definition 5 (Directly anisotropic density reachable): A point p j is directly anisotropic density reachable from point p i with respect to Eps and MinPts iff:
If point p is directly anisotropic reachable from point q, then point q must be a core point which has no less than MinPts points in its Eps-ellipse-neighborhood. Similar to the notion of density reachable in DBSCAN, the notion of anisotropic density reachable is given in Definition 6.
Definition 6 (Anisotropic density reachable): A point p is anisotropic density reachable from point q with respect to Eps and MinPts if there exists a chain of points p 1 , p 2 , . . ., p n (p 1 5q, p n 5 p) such that point p i11 is directly anisotropic density reachable from p i .
Although anisotropic density reachability is not a symmetric relation, if such a directly anisotropic density reachable chain exits, then except for point p n , the other n 2 1 points are all core points. If point p n is also a core point, then symmetrically point p 1 is also density reachable from point p n . That means that if two points p, q are anisotropic density reachable from each other, then both of them are core points and belong to the same cluster.
Equipped with the above definitions, we are able to define our anisotropic density-based notion of clustering. DBSCAN includes both core points and border points in its clusters. In our clustering algorithm, only core points will be treated as cluster points. Border points will be excluded from clusters and treated as noise points, because otherwise many noise points will be included in clusters according to the experimental results. In short, a cluster (see Definition 7) is defined as a subset of points from the whole point dataset in which each two points are anisotropic density reachable from each other. Noise points (see Definition 8) are defined as the subset of points from the entire point dataset for which each point has less than MinPts points in its Eps-ellipse-neighborhood.
Definition 7 (Cluster): Let D be a point dataset. A cluster C is a non-empty subset of D with respect to Eps and MinPts iff:
1. 8p 2 C; EN Eps ðpÞ ! MinPts.
2. 8p; q 2 C, p, q are anisotropic density reachable from each other with respect to Eps and MinPts.
A cluster C has two attributes. 8p 2 C and 8q 2 D, if p is anisotropic density reachable from q w.r.t. Eps and MinPts, then 1. q 2 C.
2. There must be a directly anisotropic density reachable points chain C(q, p): p 1 , p 2 , . . ., p n (p 1 5q, p n 5 p) such that p i11 is directly anisotropic density reachable from p i . Then 8p i 2 Cðq; pÞ; p i 2 C. 
| ADCN algorithms
From the definitions provided above it follows that our anisotropic density-based clustering with noise algorithm takes the same parameters (MinPts and Eps) as DBSCAN, and that they have to be decided before clustering. This is for good reasons, as the proper selection of DBSCAN parameters has been well studied and ADCN can easily replace DBSCAN without any changes to established workflows.
As shown in Algorithm 1, ADCN starts with an arbitrary point p i in a point dataset D and discovers all the core points which are anisotropic density reachable from point p i . According to Definition 2, there are two ways to get the search-neighborhood of point p i which will result in different Eps-ellipse-neighborhoods EN Eps ðp j Þ based on the derived 
| EXP E RI M E NT S A ND P E RF O RM A N CE EV A LU A TI O N
In this section, we will evaluate the performance of ADCN from two perspectives: clustering quality and clustering efficiency. In contrast to the scan circle of DBSCAN, there are at least two ways to determine an anisotropic neighborhood. This leads to two realizations of ADCN, namely ADCN-KNN and ADCN-Eps. We will evaluate their performance using DBSCAN and OPTICS as baselines. We selected OPTICS as an additional baseline, as it is commonly used to address some of DBSCAN's shortcomings with respect to varying densities.
According to the research contributions outlined in Section 1, we intend to establish: (a) that at least one of the ADCN variants performs as well as DBSCAN (and OPTICS) for cases that do not explicitly benefit from an anisotropic perspective; (b) that the aforementioned variant performs better than the baselines for cases that do benefit from an anisotropic perspective; and finally (c) that the test cases include point patterns typically used to test density-based clustering algorithms as well as real-world cases that highlight the need for developing ADCN in the first place. In addition, we will show runtime results for all four algorithms. 
| Experiment designs
We have designed several spatial point patterns as test cases for our experiments. More specifically, we generated 20 test cases with three different noise settings for each of them. These consist of 12 synthetic and 8 real-world use cases, resulting in a total of 60 case studies. Note that our test cases do not only contain linear features such as road networks, but also cases that are typically used to evaluate algorithms such as DBSCAN (e.g., clusters of ellipsoid and rectangular shapes).
In order to simulate a "ground truth" for the synthetic cases, we created polygons to indicate different clusters and randomly generated points within these polygons and outside them. We took a similar approach for the eight realworld cases. The only difference is that the polygons for real-world cases have been generated from buffer zones with a 3 m radius of the real-world features (e.g., existing road networks). This allows us to simulate patterns that typically occur in geotagged social media data.
Although we use this approach to simulate the corresponding spatial point process, the distinction between clustered and noise points in the resulting spatial point patterns may not be so obvious, even from a human's perspective. To avoid cases in which it is unreasonable to expect algorithms and humans to differentiate between noise and pat- Points generated outside polygons are pre-labeled as noise, which are shown in black. These generated spatial point patterns serve as the ground truth, used in our clustering quality-evaluation experiments.
In order to demonstrate the strength of ADCN, we need to compare the performance of ADCN with that of DBSCAN and OPTICS from two perspectives: clustering quality and clustering efficiency. The experiment designs are as follows:
As for clustering quality evaluation, we use several clustering quality indices to quantify how good the clustering results are. In this work, we use normalized mutual information (NMI) and the Rand index. We will explain these two indices in detail in Section 4.3. We stepwise tested every possible parameter combination of Eps, MinPts side is an interactive canvas in which the user can click and create data points. The tool bar on the right side is composed of input boxes, selection boxes, and buttons which are divided into different groups. Each group is used for a specific purpose, which will be discussed below.
The "File Operation" tool group is used for point dataset manipulation. For simplicity, our environment defines a simple format for point datasets. Conceptually, a point dataset is a table containing the coordinates of points, their ground truth memberships, and the memberships produced during the experiments. The ground truth and experimental memberships are then compared to evaluate the cluster algorithms. The "Open Pts File" box is used for loading point datasets produced by other GIS. The data points can also be abstract points which represent objects, such as documents (Fabrikant & Montello, 2008) , in a feature space. The prototype takes the coordinates of points and maps out these points after rescaling their coordinates based on the size of the map panel. During the clustering process, it uses Euclidean distance as the distance measure.
The "Clustering Operation" tool group is used to operate clustering tasks. The "Eps" and "MinPts" input boxes let users enter the clustering parameters for all clustering algorithms. The "DBSCAN," "OPTICS," "ADCN-Eps," and "ADCN-KNN" buttons are for running the algorithms. As for the implementation of DBSCAN and OPTICS, we used a JavaScript clustering library from GitHub (https://github.com/uhho/density-clustering). This library has basic implementations of DBSCAN, OPTICS, K-MEANS, and some other clustering algorithms without any spatial indexes. Our ADCN-KNN and ADCN-Eps algorithms were implemented using the same data structures as used in the library. Such an implementation ensures that the evaluation result will reflect the differences of the algorithms rather than be affected by the specific data structures used in the implementations. Finally, we implemented an R-tree spatial index to accelerate the neighborhood search. We have used the R-tree JavaScript library from GitHub (https://github.com/ imbcmdth/RTree).
The "Clustering Evaluation" tool group is composed of "Quality Evaluation" and "Efficiency Evaluation"
subgroups. As for the clustering quality evaluation, we implemented two metrics-NMI and Rand index-to quantify the goodness of the clustering results. The first four buttons in this subgroup will run the corresponding clustering algorithm on the current dataset, based on all possible parameter combinations. They will
The density-based clustering test environment compute two clustering evaluation indexes for each clustering result. The "SAVE Index As. . ." button will save these results to a text file.
Efficiency evaluation is another important part for comparing clustering algorithms. The "Efficiency Evaluation"
button will run these four clustering algorithms on datasets with different sizes. The "SAVE Efficiency Test As. . ." button can be used further to save the result into a text file.
Finally, the "KNN" tool group is used to draw the KNN plot of the current dataset based on the MinPts parameter specified by the user. For each point, the KNN plot obtains the distance between the current point and its kth nearest point (here K is MinPts). Then, it ranks the kth nearest distance of each point in ascending order. The KNN plot can be used to estimate the appropriate Eps for the current point dataset given MinPts. More details on this estimation can be found in the original DBSCAN paper (Ester et al., 1996) .
Note that we provide the test environment to make our results reproducible and to offer a reusable implementation of ADCN, without implying that JavaScript would be the language of choice for future, large-scale applications of ADCN.
| Evaluation of clustering quality
We use two clustering quality indices-NMI and Rand index-to measure the quality of clustering results of all algorithms. NMI originates from information theory and has been revised as an objective function for clustering ensembles (Strehl & Ghosh, 2002) . NMI evaluates the accumulated mutual information shared by the clusters from different clustering algorithms. Let n be the number of points in a point dataset D, with X5ðX 1 ; X 2 ; . . . ; X r Þ and Y5ðY 
For both NMI and the Rand index, larger values indicate higher similarity between two clustering results. If a ground truth is available, both NMI and the Rand index can be used to compute the similarity between the results of an algorithm and the corresponding ground truth. This is called the extrinsic method (Han et al., 2011) .
We use the aforementioned 20 test cases to evaluate the clustering quality of DBSCAN, ADCN-Eps, ADCN-KNN, and OPTICS. All these four algorithms take the same parameters (Eps, MinPts Figures 4 and 5 show the point patterns as well as the best clustering results of all algorithms for the 12 synthesis cases and 8 real-world cases without buffering (i.e., with the 0 m buffer distance). By comparing the best clustering results of these four algorithms, we find some interesting patterns: (a) Connecting clusters along local directions, ADCN has a better ability to detect the local direction of spatial point patterns and connect the clusters along this direction;
and (b) Noise filtering, ADCN does better at filtering out noise points-A good example of connecting clusters along local directions is the ellipseWidth case in Figure 4 . As for the thinnest cluster at the bottom, the other three algorithms (except ADCN-KNN) extract multiple clusters from these points, while ADCN-KNN is able to "connect" these clusters to a single one. Many cases show the noise filtering advantage of ADCN. For example, the bridge case, the multiBridge case in Figure 4 , and the Brooklyn Bridge case in Figure 5 reveal that ADCN is better at detecting and filtering out noise points along bridge-like features. 
| Evaluation of clustering efficiency
Finally, this subsection discusses runtime differences of the four tested algorithms. Without a spatial index, the time complexity of all algorithms is O(n 2 ). Eps-neighborhood queries consume the major part of the runtime of densitybased clustering algorithms (Ankerst et al., 1999) and, therefore, also of ADCN-KNN and ADCN-Eps in terms of
Eps-ellipse-neighborhood queries. Hence, we implemented an R-tree to accelerate the neighborhood queries for all algorithms. This changes their time complexity to O(n log n).
In order to enable a comprehensible comparison of the runtimes of all algorithms on different sizes of point datasets, we performed a batch of performance tests. The polygons from the 20 cases shown above have been used to generate point datasets of different sizes ranging from 500 to 10,000 in 500-step intervals. The ratio of noise points to cluster points is set to 0.25. Eps, MinPts are set to 15, 5 for all of these experiments. The average runtimes for the same size of point datasets is depicted in Figure 9 .
Unsurprisingly, the runtime of all algorithms increases as the number of points increases. The runtime of ADCN-KNN is larger than that of DBSCAN and similar to that of OPTICS. As the size of the point dataset increases, the ratio of the runtimes of ADCN-KNN to DBSCAN decreases from 2.80 to 1.29. The original OPTICS paper states a 1.6 runtime factor compared with DBSCAN. The used OPTICS library failed on datasets exceeding 5,500 points. We also fit the runtime data to the x log(x) function. Figure 9 shows the fitted curves and functions of each clustering algorithm.
We can see that all R 2 of these functions are larger than 0.95, which means that the x log(x) function well captures the trends of the real runtime data of these clustering algorithms. For ADCN, our implementation tests for point-in-circle for the radius of the major axis before computing point-in-ellipse to significantly reduce the runtime. Further implementation optimizations are possible, but beyond the scope of this article.
| SU M MA R Y A N D OU TL OOK
In this work, we proposed an anisotropic density-based clustering algorithm (ADCN). Both synthetic and real-world cases have been used to verify the clustering quality and efficiency of our algorithm compared with DBSCAN and 
