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Abstract—The random waypoint model is a commonly used mobility model in the simulation of ad hoc networks. It is known that the
spatial distribution of network nodes moving according to this model is, in general, nonuniform. However, a closed-form expression of
this distribution and an in-depth investigation is still missing. This fact impairs the accuracy of the current simulation methodology of
ad hoc networks and makes it impossible to relate simulation-based performance results to corresponding analytical results. To
overcome these problems, we present a detailed analytical study of the spatial node distribution generated by random waypoint
mobility. More specifically, we consider a generalization of the model in which the pause time of the mobile nodes is chosen arbitrarily
in each waypoint and a fraction of nodes may remain static for the entire simulation time. We show that the structure of the resulting
distribution is the weighted sum of three independent components: the static, pause, and mobility component. This division enables us
to understand how the model’s parameters influence the distribution. We derive an exact equation of the asymptotically stationary
distribution for movement on a line segment and an accurate approximation for a square area. The good quality of this approximation is
validated through simulations using various settings of the mobility parameters. In summary, this article gives a fundamental
understanding of the behavior of the random waypoint model.
Index Terms—Mobility modeling, random waypoint model, mobile ad hoc networking, simulation.
æ
1 INTRODUCTION
PERFORMANCE analysis in the presence of mobility is ofmajor importance in the design of wireless communica-
tion and computer networks. Since real movement patterns
are difficult to obtain, a common approach is to use
synthetic mobility models which resemble, to some extent,
the behavior of real “mobile entities” (see [2], [10], [13], [15],
[19], [22], [36]). Based on such models, basic conclusions
with respect to critical network parameters can be provided.
The most commonly used mobility model in the ad hoc
networking research community is the random waypoint
(RWP) model [21]. It is implemented in the simulation tools
NS2 [25] and GloMoSim [35] and used in many evaluations
of network algorithms and protocols (see [9], [11], [18]). In
this stochastic model, each node of the network chooses
uniformly at random a destination point (“waypoint”) in a
rectangular deployment region Q. A node moves to this
destination with a velocity v chosen uniformly at random in
the interval vmin; vmax. When it reaches the destination, it
remains static for a predefined pause time tp and then starts
moving again according to the same rule.
It has been observed in [2], [6], [7], [8], and [28] that the
spatial distribution of nodes moving according to the RWP
model is nonuniform. Although the initial node positioning
is typically taken from a uniform random distribution, the
mobility model changes this distribution during the
simulation. This effect, known as border effect [2], occurs
because nodes tend to cross the center of Q with a relatively
high frequency. For a long running time of the movement
process, the stochastic distribution of the nodes converges
toward an asymptotically stationary distribution with the
maximum node density in the middle of Q.
The nonuniformity of the RWP node distribution has
important practical consequences. First, it reduces the
applicability of existing analytical results concerning
ad hoc networks, which are typically based on the
uniformity assumption. For example, theoretical results
with respect to routing ([1], [24]), capacity ([14], [17]),
connectivity ([3], [16], [30]), and minimum power issues
cannot be applied directly in a mobile scenario that employs
the RWP model. Second, the nonuniform distribution
implies that the representativeness of the huge amount of
simulation results obtained by using the RWP model could
be impaired. This is because the short-term behavior of the
RWP model is quite different from the actual long-term
behavior. To overcome these problems, this article investi-
gates in detail the RWP node distribution as a function of
the mobility parameters.
In fact, we consider a generalized version of the RWP
model. In this generalized model, a node may remain static
for the entire simulation time with a given probability.
Hence, only a fraction of the nodes are expected to move.
Furthermore, we consider the fact that nodes are initially
distributed according to an arbitrary spatial distribution.
Last, but not least, we allow the pause time tp to be different
after each movement period.
The rest of this paper is organized as follows: Section 2
outlines related work and motivates in more detail our
interest in the derivation of the RWP node distribution.
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Section 3 motivates and explains the introduction of the
generalized RWP model as described above. We formally
characterize this model as a stochastic process and discuss
some of its properties that are useful in the derivation of the
node distribution. Furthermore, we show that this distribu-
tion is the sum of three distinct components: the static,
pause, and mobility components. This separation enables us
to understand the influence of the model’s parameters on
the resulting long-term node distribution. Next, in Section 4,
we study in detail the mobility component of the distribu-
tion, i.e., the component that results when all nodes are
continuously moving (tp0, no static nodes). We derive an
exact equation for RWP movement on a line segment and
an accurate approximation for movement on a square area.
In Section 5, we characterize the static and pause compo-
nents and present the expression of the overall node
distribution. In Section 6, several simulation results show
that the approximation used in the derivation of the
mobility component on a square is negligible in practice.
Finally, Section 7 summarizes our contributions.
2 MOTIVATION AND RELATED WORK
Despite the popularity of the RWP model, an in-depth
understanding of its behavior is still lacking in the
community. Only recently have some papers appeared that
study its stochastic properties and warn researchers of
pitfalls that might occur when using this model (see [2], [5],
[7], [8], [10], [28], [31], [34]). Probably the first simulation-
based studies of the spatial node distribution were made in
[2] and [8]. The fact that the long-term node distribution is
different from the initial uniform distribution calls into
question the representativeness of many simulation results
in the literature. Typical settings for a simulation-based
analysis of ad hoc networks are the following: A few tens or
hundreds of nodes are distributed uniformly at random in a
rectangular region; then, they start moving according to the
RWP model. The behavior of the mobile network is
observed for a number of time steps (where one step often
corresponds to one second) in the order of, at most, one
thousand. Such settings have been used, for instance, in the
evaluation of routing ([11], [12], [18], [20], [21], [32]),
multicast [27], and energy-conserving [33] protocols. Given
the typical values of the mobility parameters used in the
simulations, it follows that nodes in the above-described
scenario perform in general only a very limited number of
movement periods during the simulation time. These are, in
general, not enough to reach the “steady state” of the
network. In other words, observing the network for relatively
few steps after the initial node positioning is not representative for
the actual long-term behavior of the system.
The lack of accuracy of the methodology which is
currently used to simulate ad hoc networks has also been
outlined in a recent paper [34] from a different perspec-
tive. The authors show that the average of the nodes’
speed decreases over time and converges to a value v that
is strictly less than the initial average speed vminvmax2
(unless vminvmaxv>0). Furthermore, setting vmin0 (as
is done in many simulations of ad hoc networks [11], [12],
[20], [27], [33]) is particularly critical since, in this case, v
is arbitrarily close to zero and the mobile system will
eventually converge to an almost static one. The authors
perform several experiments to support their argumenta-
tion, showing that the performance of commonly used
routing algorithms can vary considerably with time:
Typically, after an initialization phase whose duration
depends on the values of vmin and vmax, the performance
of the protocol converges toward the “steady-state
performance.”
By giving the steady-state distribution of RWP nodes,
this paper is a further step in the direction of improving the
accuracy of ad hoc network simulations.
3 DEFINITION OF GENERALIZED RWP MOVEMENT
3.1 Parameters
The following parameters describe a simulation setup with
generalized RWP mobility in a complete manner:
. size and shape of the deployment region Q,
. initial spatial node distribution finitx,
. static parameter ps, with 0  ps  1,
. probability density function fTptp of the pause
time, and
. minimum speed and maximum speed:
0 < vmin  vmax:
In this paper, we consider one and two-dimensional
deployment regions of the form Q  0; a with 1; 2. The
initial node distribution, finitx, is used to place nodes at
the beginning of a simulation in Q. In general, it is different
from a uniform distribution.
The parameter ps represents the probability that a node
remains static for the entire simulation time. This accounts
for all situations in which a fraction of the nodes are not
able to move. This could be the case if sensors are spread
from a moving vehicle and some of them remain entangled,
say, in a bush or tree. This can also model a situation in
which two types of nodes are used: One type is static and
another type is mobile. To a certain extent, using a separate
parameter to model static nodes solves the pitfall described
in Section 2 that arises when vmin is set to 0, as is done in
many papers. The rationale for setting vmin0 was to allow
some of the nodes to be “almost static.” Unfortunately, this
implies that all the network nodes will eventually become
almost static [34], which seems to be quite unrealistic in
many application scenarios. In our extended RWP model,
we thus explicitly separate the static and the mobile part of
the network.
3.2 Stochastic Movement Process
Considering the mobile part of the network, we note that
each RWP node moves independently of other nodes. Thus,
all nodes have the same stochastic movement properties
and we can concentrate our attention on a single RWP node:
Its asymptotic spatial distribution is the same as the
asymptotic distribution of all nodes.
The movement periods of a node are indexed by the
discrete-time parameter i, where i 2 IN, and the continuous
time is denoted by t. The following random variables are
used:
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. destination point Di in its -dimensional coordinates,
. pause time Tp;i in the destination point Di, and
. velocity Vi of the node during period i.
With these definitions, the RWP model can be formally
described as a stochastic process
fDi; Tp;i; Vigi2IN  fD1; Tp;1; V1; D2; Tp;2; V2; . . .g;
where an additional waypoint D0 is needed for initializa-
tion. A sample of the process is denoted by fdi; tp;i; vigi2IN.
One movement period i is completely defined by the set
fdiÿ1;di; tp;i; vig.
We always assume that the random waypoints Di are
independently and identically distributed (i.i.d.) at random
using the uniform distribution over Q. Only the initial
waypoint D0 is determined by finitx. The movement
vector from diÿ1 to di is denoted as trajectory i. The
complete movement trace of a node can thus be described
by the sequence of these trajectories, i.e.,
f1; 2; . . . ; i; . . .g 
 fd1 ÿ d0;d2 ÿ d1; . . . ;di ÿ diÿ1; . . .g:
As an alternative to the random variable Di, we also use the
random variable Si denoting the starting waypoint of the
ith movement period. Clearly, the starting point of the
current period is the destination point of the previous
period, i.e., Si  Diÿ1. Again, we use lowercase notation for
samples of the process. When we just refer to a single
random variable of the process, we omit the index i.
Regarding the pause times tp;i, the original RWP model
forces the nodes to have the same pause time tp in each
waypoint during the entire movement process, i.e.,
Tp;i tpconst: 8i. This is a rather unrealistic aspect of
RWP mobility, which is further amplified by the fact that
the pause time is assumed to be the same for all the nodes in
the network. In our generalized model, we assume that the
pause time after each movement period is chosen from an
arbitrary pdf fTptp in the interval tp;min; tp;max with
tp;min  0 and a well-defined expected value ETp. This
distribution does not change over time and is the same for
all the nodes in the network. Observe that our probabilistic
homogeneity assumption is far less stringent than the
equality assumption of the original model.
In each waypoint, a node chooses a new speed Vi
uniformly at random from the interval vmin; vmax. We
explicitly request that vmin>0 to avoid deadlocks in the
movement process.
3.3 Ergodicity Properties
In the derivation of the spatial distribution, the distances
between two consecutive waypoints, i.e., the trajectory
lengths likikkdiÿdiÿ1k, play an essential role. While
the random waypoints are independent by definition, these
random lengths are not stochastically independent; in fact,
the endpoint of one movement period is the starting point
of the next movement period. Instead of considering a
chained set of trajectories, we consider a set of independent
and disjoint trajectories between pairs of independent
random points, i.e.,
f 01;  02; . . . ;  0i ; . . .g 
 fd01 ÿ d00;d03 ÿ d02; . . . ;d02iÿ1 ÿ d02iÿ2; . . .g;
where the points are uniformly distributed in Q. We claim
that several statistical properties are shared by this inde-
pendent random point (IRP) process and the RWP process.
Let us consider a function z of the two endpoints of a
trajectory (e.g., the trajectory length z  kk) and let us
denote the corresponding random variables in the RWP and
IRP process by Z and Z0, respectively. We want to show that
EZ  EZ0. To do so, we consider an infinite RWP trace
f1; 2; . . .g and an infinite IRP trace f 01;  02; . . .g. By basic
probability, we have
lim
k!1
Pk
i1 zi
k
 EZ and lim
k!1
Pk
i1 z 0i
k
 EZ0:
We now observe that 1; 3; 5; . . . do not share endpoints,
thus, they can be regarded as truly independent and behave
like a set of movements in the IRP process. The same holds
for 2; 4; 6; . . . . Hence, we can write
EZ  lim
k!1
Pk=2
i1 z2iÿ1
k

Pk=2
i1 z2i
k
 EZ
0
2
 EZ
0
2
 EZ0:
If the function z is the trajectory length, the equality
above implies that the expected value of the trajectory
length in the RWP and IRP process is the same, i.e.,
ELEL0, where L and L0 are random variables denoting
the expected trajectory length in the RWP and IRP process,
respectively. In the nomenclature of stochastic processes,
we have thus shown a “mean-ergodic property” of the RWP
mobility model, i.e., statistically there is no difference
between sampling repeatedly from a single random vari-
able L (or L0) or successively from the sequence fLigi2IN.
With respect to our problem, this ergodic property implies,
for instance, the following: In order to determine the
expected value of the trajectory length of an RWP mobile
node, the analysis can be simplified by considering only the
distances between two points placed uniformly at random
in Q. This allows us to use the following well-known results
from the theory of geometric probability (see [29]): The
expected distance between two random points is EL  a=3
when the points are uniformly distributed on the one-
dimensional line segment 0; a and it is EL  0:521405 a
when the points are uniformly distributed on the two-
dimensional square 0; a2.
3.4 Components of the Node Distribution
With this formal description of RWP movement, it can be
easily seen that the resulting node distribution fxx is
composed of three distinct components: the static, pause,
and mobility component:
fxx  fsx  fpx  fmx: 1
Although the three components of the distribution in (1) are
denoted like pdfs, indeed they represent likelihood func-
tions, i.e., their integral over Q does not necessarily
correspond to one. The static component fsx accounts
for the fact that a node can remain static for the entire
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network operational time. The pause component fpx
accounts for the time that a mobile node “rests” before
starting a new movement period. Finally, the mobility
component fmx accounts for the time that a mobile node
is actually moving. The following two sections compute
these components and, finally, give an equation for the
overall fxx.
4 THE MOBILITY COMPONENT OF THE NODE
DISTRIBUTION
In this section, we derive the asymptotically stationary node
distribution generated by the generalized RWP model
under two assumptions: 1) All nodes are mobile (ps  0,
no static nodes) and 2) the pause time is set to zero, i.e.,
fTptp1 if tp0 and 0 otherwise. In other words, we
compute the (normalized) mobility component of the
overall distribution. We first consider a one-dimensional
RWP model on a line segment and then extend our analysis
to the two-dimensional case on a square.
4.1 One-Dimensional Case
A node moves according to the RWP model on a line
segment 0; a. The random variable X denotes the location
of the node, where X 2 0; a. Moreover, the random
variables S and D denote the starting and destination
points of a movement period. These points are randomly
chosen from the uniform distribution on the line segment,
i.e., their pdfs are
fSs  fDd 
1
a for 0  s; d  a
0 otherwise:

In order to derive fXx, let us first calculate the
cumulative distribution function (cdf) FXxP X  x,
which denotes the probability that the mobile node is
located within 0; x at an arbitrary instant of time. For each
period i, ti denotes the duration of this period and tx;i
denotes the duration that the node spends within 0; x
during this period (see Fig. 1). If the ith movement
trajectory does not intersect 0; x, we have tx;i0. The
corresponding random variables are denoted by Ti and Tx;i.
We now observe the RWP process for a given number, say
k, of movement periods. The time that the node spends in
0; x during its entire movement process (Pki1 tx;i) divided
by the total movement time of the node (
Pk
i1 ti) converges
toward P X  x as the number of movement periods goes
to infinity:
P X  x  lim
k!1
Pk
i1 tx;iPk
i1 ti
 ETx
ET  :
In each period i, the node chooses uniformly at random a
speed vi2vmin; vmax. Let li  viti denote the traveled
distance in period i. Similarly, let lx;i  vitx;i denote the
traveled distance within 0; x during this period. The
corresponding random variables are denoted by V , L, and
Lx, respectively. Since V and L are independent random
variables, and the same holds for V and Lx, we can write
ET E LV
 c  EL and ETxE LxV c  ELx, for some
constant c that depends on the distribution of V . If V is
uniformly distributed in the interval vmin; vmax, with
vmin>0, we have c lnvmax=vminvmaxÿvmin [5]. Thus, it follows immedi-
ately that
P X  x  ELx
EL :
An important consequence of this equation is that the
asymptotic cdf FXxP X  x is independent of the
speed choice of the nodes. As mentioned above, we have
EL  a=3 from the literature on stochastic geometry. Thus,
we have reduced the problem of calculating FXx to the
problem of calculating ELx. In order to do so, let lxs; d
denote the value of the random variable Lx if S  s and
D  d. We have:
ELx 
Z a
s0
Z a
d0
lxs; d fSs fDd dd ds:
Because of the symmetry of S and D, it is sufficient to
restrict the calculation to periods with s  d and then
multiply the result by a factor of 2. A necessary condition
for lxs; d 6 0 is that s  x. If d  x, we have lxs; d  dÿ s
and, if d > x, we have lxs; d  xÿ s. This yields
ELx  2
a2
Z x
s0
Z x
ds
dÿ s dd ds
 2
a2
Z x
s0
Z a
dx
xÿ s dd ds  ÿ 2
3a2
x3  1
a
x2:
The cdf of X is therefore given by
FXx  ELx
EL  ÿ
2
a3
x3  3
a2
x2; for 0  x  a:
The probability of finding a node between x1 and x2 is
P x1<Xx2  FXx2 ÿ FXx1. For example, a node is
expected to reside 68:75 percent of its movement time
within a4 ;
3a
4
 
, i.e., within the central 50 percent of the line
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Fig. 1. Illustration of RWP movement on line segment 0; a. (a) One movement period from S to D. (b) Movement periods and corresponding time
values.
segment. Using the definition of pdf fXx  @FXx@x , we can
conclude with the following result.
Theorem 1. The asymptotically stationary pdf of the location X
of a mobile node moving on a line segment 0; a according to
the generalized RWP model with ps0 and tp0 is
fXx  ÿ 6
a3
x2  6
a2
x
for 0<x<a and 0 otherwise. Furthermore, the asymptotic
distribution is independent of the value of vmax and vmin>0
and the initial node distribution.
This function represents the normalized version of the
mobility component fmx of the overall node distribution
(1). It is illustrated in Fig. 2 and has been validated by
simulations. The probability of finding a node close to the
border of the line segment goes to zero; the maximum value
of fXx is at x  0:5a and the expected location of a node is
EX  0:5 a.
4.2 Two-Dimensional Case
In this section, we consider the mobility component
(ps tp0) of the spatial distribution in a two-dimensional
unit square Q0; a2. For simplicity, we set a1. The
Cartesian coordinates of a mobile node are X  X;Y ,
where X;Y 2 0; 1. The asymptotic distribution is denoted
by fxx  fXY x; y. The starting and destination points,
denoted by D  Dx;Dy and S  Sx; Sy, are uniformly
distributed in Q. Specific values of the random variables are
denoted by x; x; y;d; dx; dy, etc.
First of all, we note that the distribution in two
dimensions cannot be directly derived from the equation
of the one-dimensional case. In fact, the two-dimensional
movement is composed of two dependent one-dimensional
movements. The speed of a node projected along the x-axis
is not constant, in general, and it is different from the
(nonconstant) speed along the y-axis. As we have shown in
[2] and [26], the simple product,
fXx fXy  36 xy xÿ 1  yÿ 1  ; for 0  x; y  1;
yields an approximation of the distribution fXY x; y.
Nevertheless, there is a nonnegligible difference between
fXx fXy and fXY x; y, and this is why we are interested
in a better expression for the distribution.
To derive the exact expression of fXY x; y, we could
use the same technique as in the one-dimensional case,
i.e., calculate FXY x; y  P X<x ^ Y <y and then
differentiate. However, the integration of the length
lxys;d, i.e., the moved distance within the region defined
by fX;Y  2 Q j X  x ^ Y  yg, over all possible
starting and ending points is very difficult.
For this reason, we use a different technique which directly
computes a very good approximation of fXY x; y. Let us
assume for a moment that the node velocity is constant during
the entire observation period, i.e., vminvmaxv>0. With
this assumption, we can refer to the length and duration of a
trajectory interchangeably. Let
P x; y;   P xÿ
2
<Xx
2
 
^ yÿ
2
<Y y 
2
  

Z x=2
xÿ=2
Z y=2
yÿ=2
fXY x0; y0dy0dx0
denote the probability that the node is in a square of length 
centered in x  x; y. This square is denoted as Qxy in the
following (see Fig. 3). If  is sufficiently small, fXY x; y can
be considered to be constant in Qxy and P x; y;  can be
rewritten as P x; y;   2fXY x; y. This yields
fXY x; y  lim
!0
P x; y; 
2
:
We now consider a fixed square Qxy positioned at
xx; y, and a trajectory s;d between s and d. As
illustrated in Fig. 3, l denotes the total length of the
trajectory, i.e., l  ls;d  ks;dk, and lxy the sublength
inside Qxy, i.e., l

xy  lxyx; s;d;   ks;d \Qxyk. The
corresponding random variables are denoted by L and
Lxy, respectively. Clearly, l

xy  0 for all s;d that do not
intersect Qxy. As in the one-dimensional case, we can define
the expected sublength ELxy of a random trajectory inside
a given Qxy and write
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Fig. 2. The asymptotic pdf fXx of RWP movement on a line segment. Fig. 3. Intersection of a trajectory s;d with Q

xy.
P x; y;   EL

xy
EL : 2
The expected trajectory length EL of the RWP model is
equivalent to the expected distance between two indepen-
dent points chosen uniformly at random in Q  0; 12,
which is EL  0:521405 [29].
The expected value ELxy depends on the side  and on
the position x of the small square Qxy and can be calculated
as the integral of lxyx; s;d;  over all possible starting and
destination points in Q, i.e.,
ELxy 
Z
s2Q
Z
d2Q
lxyx; s;d; fss fDd dd ds; 3
where fDdfss1 for s;d 2 0; 12, and dd  ddxddy as
well as ds  dsxdsy.
Let us first consider the inner integral for a fixed starting
point s. Only destination points d for which the trajectory
s;d intersects Qxy contribute to the integral. This is
illustrated in Fig. 4: For given s, only destination points
inside the shaded polygon yield lxy 6 0. Denoting this
polygon by Ax; s; , we can stateZ
d2Q
lxyx; s;d;  dd 
Z
d2Ax;s;
lxyx; s;d;  dd:
Determining the exact expression of this integral seems to
be very difficult. In the following, we conjecture thatZ
d2Ax;s;
lxyx; s;d;  dd 
Z
d2Ax;s;
c1 dd
 c1  Ax; s; ;
for some constant c1>0, i.e., independently of the coordi-
nates of x, s, and d, the function lxyx; s;d;  is accurately
approximated by c1. The validity of this conjecture is
confirmed by the experimental analysis reported in
Section 6. If the conjecture holds, we can rewrite (3) as
ELxy  c1
Z
s2Q
Ax; s;  ds:
The area of the polygon Ax; s; , divided by the total area
(which is 1), represents the probability that a trajectory
intersects Qxy under the condition that this trajectory starts
at s. The probability that a random trajectory intersects Qxy
can thus be calculated as the integral of Ax; s;  over all
possible positions of s in the deployment region Q. Let this
probability be denoted by
P x; y;  
Z
s2Q
Ax; s; ds: 4
Plugging the above two equations into (2), we can write:
fXY x; y  lim
!0
P x; y; 
2
 c  lim
!0
Px; y; 

:
Up to a constant c  c1=EL > 0 and an approximation, we
have reduced the original problem to the problem of
determining the probability that a random trajectory
intersects Qxy. Observe that it is not necessary to calculate
the value of the constant c since it will be absorbed by the
multiplicative constant needed to normalize fXY x; y.
Finding the exact expression of the area Ax; s;  is not
straightforward. The shape of the polygon depends on the
positions s and x. For this reason, given the coordinate x,
we divide Q into a number of subareas, with the property
that all the starting points in the same subarea induce
polygons with the same shape. This way, we can calculate
the partial integral independently on each subarea and
obtain the overall integral as the sum of the contributes of
all the subareas. Details on how Ax; s;  and, conse-
quently, fXY x; y are calculated can be found in the
Appendix. In summary, we obtain the following result:
Theorem 2. The asymptotically stationary pdf of the location
X  X;Y  of mobile nodes moving in 0; 12 according to
the generalized RWP model with ps0 and tp0 can be
closely approximated by
fXY x; y 

fXY x; y 0 < x  12 ; 0 < y  x
fXY y; x 0 < x  12 ; x  y  12
fXY 1ÿ y; x 0 < x  12 ; 12  y  1ÿ x
fXY x; 1ÿy 0 < x  12 ; 1ÿ x < y  1
fXY 1ÿx; y 12  x < 1; 0 < y  1ÿ x
fXY y; 1ÿx 12  x < 1; 1ÿ x  y  12
fXY 1ÿy; 1ÿx 12  x < 1; 12  y  x
fXY 1ÿx; 1ÿy 12  x < 1; x  y < 1
0 otherwise;
8>>>>>>>><>>>>>>>>:
where fXY is defined on
Q  fx; y20; 12 j 0 < x 0:5^0 < y  xg;
with
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Fig. 4. The area of the shaded polygon, denoted as Ax; s; , represents
the probability that a trajectory that starts at s intersects Qxy.
fXY x; y  6y
3
4
1ÿ 2x 2x2ÿ  y
yÿ 1
y2
xÿ 1 x
 
 3y
2

2xÿ 1y 1 ln 1ÿ x
x
 
 1ÿ 2x 2x2  yÿ  ln 1ÿ y
y
 
:
Again, fXY x; y corresponds to the normalized mobility
component fmx. Its plot and some contour lines are
shown in Fig. 5. As in the one-dimensional case, the
expected location of a node and the maximum of the
density are in the middle of the region, at x  0:5; 0:5.
While the density in the middle is rotary symmetric, the
contour lines toward the border become more and more
rectangular. The probability of finding a node at the borders
of the region goes to zero. Note that, as in the one-
dimensional case, the asymptotic distribution of mobile
nodes is independent of the initial node distribution.
Furthermore, the proof that fxx in one-dimensional
networks is independent of the choice of the node velocities
can be generalized to the two-dimensional setting.
5 NODE DISTRIBUTION OF THE GENERALIZED RWP
MODEL
In this section, we first analyze the static component fsx
and the pause component fpx, then perform proper
scaling of the mobility component fmx and, finally, show
the equation of the overall distribution (1).
The static component fsx can be determined in a
straightforward manner from the initial distribution by
observing that a node remains static with probability ps.
Thus, we have
fsx  ps finitx;
independently of the time t at which the node is observed.
Let us now consider a node that is not static. During its
RWP movement, it alternates between pause periods
(lasting tp;i for the ith period) and movement periods
(lasting ti). The pause periods contribute to the pause
component and the movement periods contribute to the
mobility component.
For derivation of the pause component, we define ppt
as the probability that a node is pausing at time t. Since the
destination points are uniformly distributed in 0; 1, we
write
fpx; t  1ÿ ps ppt
for x2 0; 1 and 0 otherwise. Since we are interested in
characterizing the asymptotic density, we must determine
the value of ppt for t!1. Assuming that vminvmaxv>0,
the duration of a movement period depends only on the
distance between the starting and destination waypoint, i.e.,
ti  liv . The total running time of the RWP process after
period k is given by
Xk
i1
tp;i  1
v
li
 
:
The probability that a node is resting at a randomly chosen
time instant therefore is
pp  lim
k!1
Pk
i1 tp;iPk
i1 tp;i  1v
Pk
i1 li
 ETp
ETp  1v EL
;
where ETp is the expected value of the pause time
distribution fTptp and EL is the well-known expected
trajectory length.
In order to finally obtain the mobility component, the
results on the node distribution of the previous sections
must be scaled, taking into account the probability that a
node is actually moving at an arbitrary time. Denoting by
f 0mx the distribution of Theorems 1 and 2, the mobility
component is given by
fmx  1ÿ ps1ÿ pp f 0mx:
Knowing all three components, we are now ready to
present the main result of this paper.
Theorem 3. The asymptotically stationary pdf of the location X
of nodes moving in Q0; 1, with 1; 2, according to the
generalized RWP model with constant velocity v>0, is
fxx  ps finitx  1ÿ ps pp  1ÿ ps1ÿ ppf0mx
for x2 0; 1 and 0 otherwise, where pp  1 ELv ETp
 ÿ1
,
with EL  1=3 for   1 and EL  0:521405 for   2.
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Fig. 5. Plot of the mobility component and contour lines corresponding to the values fmx; y  0.5, 1, 1.5, and 2.
The normalized mobility component f 0mx is defined in
Theorem 1   1 and Theorem 2   2, respectively.
Let us discuss this result, under the assumption that the
pause time is fixed to an arbitrary value tp. If the initial node
distribution finitx is uniform, the asymptotic node dis-
tribution fxx is the sum of a uniform and a nonuniform
component. As ps and/or tp increase, the uniform compo-
nent of the density becomes predominant and fxx can be
approximated with the uniform distribution. Conversely,
for small values of ps and/or tp, the nonuniform component
dominates and generates a significant “border effect.” These
observations are fully coherent with the statistical analysis
presented in [8]. The influence of the velocity v on fxx is
less evident: In general, higher velocities cause a shorter
movement duration and, consequently, a “more uniform”
distribution. For extreme values of tp, the effect of the
velocity is negligible. If tp  0, the pause component of the
density will be zero (regardless of the value of v) and the
density fxxwill be independent of v. Similarly, if tp is very
large, then pp  1 regardless of the value of v.
We remark that Theorem 3 has practical relevance for
simulation-based studies of RWP mobile networks. So far,
the only way to investigate relevant asymptotic properties
of mobile networks is to simulate the nodes’ movement for
a large number of steps. This is done at the expense of
computational resources. As a consequence, the number of
nodes in the mobile system is usually kept small (it is rarely
above 100 in existing experimental results). As wireless ad
hoc networks will become reality in the near future, their
size is likely to grow to as much as thousands of nodes.
Hence, the simulation of large mobile networks, in which
the scalability of the protocols can be carefully investigated,
will become an issue. We believe that our characterization
of the node spatial distribution of mobile networks is of
help in the simulation of large mobile ad hoc networks.
The generation of nodes’ positions can be done as
follows: A node remains static during the entire simulation
with probability ps. If the node is nonmobile, its position is
chosen according to the initial distribution finitx. If the
node is mobile, its position is chosen according to the
equation of Theorem 3, where ps is set to zero
1 and the other
parameters reflect the settings of the RWP mobility
parameters in the simulated scenario. It can be easily seen
that this procedure puts the system immediately into its
asymptotic “steady state,” thus avoiding the number of
movement periods needed to make the system converge to
this state.
6 EXPERIMENTAL EVALUATION
In this section, we report the results of the simulation-based
experiments that we performed to evaluate how well the
equations for the two-dimensional node distribution ap-
proximate the actual distribution.
Our simulation tool takes as input the mobility para-
meters of the RWP model: the probability ps, the pause
time tp, and the parameters of the node velocity (vmin; vmax).
In the remainder, time measures are expressed as the
number of time steps; length and velocity measures are
normalized with respect to the unit square. A number of
n  1; 000 nodes are distributed uniformly and indepen-
dently at random in 0; 12; then, they start moving according
to the RWP mobility model. Later on, we will show
simulation results where the initial node distribution is not
uniform and the pause time is randomly chosen.
In order to record the node spatial distribution, we divide
0; 12 into a number of square cells of the same size,
arranged in a grid fashion. In our experiments, we use a grid
of 31 31 cells with side lengths 1=31. After t10; 000 time
steps, the number of nodes in each cell is recorded. These
numbers are accumulated over 10,000 simulation runs and
are reported as the result of the experiment. These values for
the number of mobility steps and simulation runs are chosen
because they are a good compromise between statistical
accuracy and running time. If the theoretical analysis is
accurate, the normalized plot obtained by using these data
should closely resemble that obtained by our equation.
In the first series of experiments, we consider a scenario
with mobile nodes only and zero pause time. Our goal is to
evaluate the impact of the approximation that we made in
the derivation of the two-dimensional mobility component
(Theorem 2). We set ps0, tp0, and vminvmaxv0:01.
The normalized plot of the recorded node distribution over
x; y and the corresponding contour lines are reported in
Fig. 6. They show a very close resemblance with the plots of
the theoretically derived function of fmx; y in Fig. 5. This
resemblance is further evidenced by the plots shown in
Fig. 7. These graphics report two cuts parallel to the x-axis
(for y0:5 and y0:21) and the diagonal cut of the 3D plot.
Experimental data are represented by bold points and the
lines show the theoretical curves. The result of this
experiment shows that the approximation that we made
in the derivation of fmx; y does not significantly affect the
quality of the result.
In a second experiment, we evaluate the rate of
convergence of the node distribution to the asymptotic
distribution. Since the mobility component of the dis-
tribution is the most critical from this point of view, we
set ps tp0. The diagonal cut of the node distribution
resulting after t100, 500, and 1; 000 steps with v0:01 is
shown in Fig. 8. As seen from the figure, t  500 steps
seem to be sufficient to achieve the asymptotic distribu-
tion. The expected number of movement periods during t
time steps is given by tET   t vEL  t0:010:521405 . Thus, as a rule
of thumb, we can say that about 5000:010:521405  10 movement
periods are on average needed to achieve the stationary
distribution.
In the third experiment, we validate that the normalized
mobility component of the distribution is actually indepen-
dent of the choice of the velocity. To this purpose, we set
ps tp0 as in the previous experiment, while the node
velocities are chosen uniformly at random in the interval
0:005; 0:015. The results of this experiment are reported in
Fig. 9. As can be seen, the effect of allowing randomly
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1. Since static nodes are considered separately in the position generation
process, the static component of the density fx must be set to 0.
chosen values for the node velocities is negligible. This fact
confirms that Theorem 2 holds also when the velocity is
chosen uniformly at random in the interval vmin; vmax.
In the fourth series of experiments, we study how well
our equation of the complete node distribution (Theorem 3)
fits the experimental data in two hybrid scenarios. In a first
scenario, we set ps0:1, tp100, and v0:01 and, in a
second scenario, we set ps0:3, tp300, and v0:01. The
complete node distribution is now composed of two
uniform distributions (the static and pause component)
and a nonuniform scaled mobility component. In the first
scenario, we have
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Fig. 6. Node distribution obtained by simulation for ps tp0 (mobility component). The z-axis reports the number of times a node is “observed” in
the given cell (after normalization). The contour lines on the right correspond to the values fXY x; y  0:5, 1, 1:5, and 2.
Fig. 7. Experiment 1: Node distribution for ps tp0. (a) Cut at y  0:5. (b) Cut at y  0:21. (c) Diagonal cut.
Fig. 8. Experiment 2: Diagonal cut of the node distribution for ps  tp  0 (mobility component) and v  0:01 after t. (a) t  100 steps, (b) t  500
steps, and (c) t  1; 000 steps.
Fig. 9. Experiment 3: Node distribution for pstp0 (mobility component), with velocity chosen uniformly at random in the interval 0:005; 0:015.
(a) Cut at y  0:5. (b) Cut at y  0:21. (c) Diagonal cut.
fxx  0:1 0:9  0:6573 0:3084  fmx
 0:692 0:308  fmx:
The second scenario yields fx  0:896 0:104  fmx. The
results of the experiments are reported in Figs. 10 and 11.
As can be seen, our equation is a very good fit of the
experimental data in both scenarios.
Finally, we verify the quality of our equation for the
generalized RWP model with nonuniform initial distribution
and random pause times. For this purpose, we extended the
simulator by allowing nodes to be initially distributed
uniformly at random in the subarea 0; 0:52. Further, the
pause time and the velocity are chosen uniformly at random
between a minimum and maximum value for each move-
ment. We simulate the following scenario: Nodes are initially
distributed uniformly at random in 0; 0:52,ps0:2, the pause
time is chosen uniformly at random in the interval 100; 300at
each movement (independently for each node), and v is taken
from 0:005; 0:015. The result of the experiment is shown in
Fig. 12. Also in this case, the equation fits the experimental
data very well.
7 CONCLUSIONS
The theoretical results presented in this paper have
significant practical relevance. First, they allow us to
improve the simulation methodology used in the ad hoc
networking research community. By initially distributing
the nodes according to fxx, we put the network in its
asymptotic “steady state,” thus avoiding the number of
movement periods needed to make the system converge to
this state. Thus, the computational resources can be used to
investigate the behavior of the network after the steady state
has been reached, rather than wasted in investigating the
startup phase. From this point of view, our work can be
seen as complementary to a recent paper by Yoon et al. [34],
paving the way toward more accurate simulation of ad hoc
networks.
Second, our results serve as a starting point for the
analytical investigation of ad hoc networks with RWP
mobility. Given the distribution fxx derived in this paper,
the average route length and the connectivity (just to cite two
well-studied properties in the static case) in the presence of
RWP mobility can be analyzed in a theoretical framework.
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Fig. 10. Experiment 4.1: Node distribution for ps0:1, tp100, and v0:01. (a) Cut at y  0:5. (b) Cut at y  0:21. (c) Diagonal cut.
Fig. 11. Experiment 4.2: Node distribution for ps0:3, tp300, and v0:01. (a) Cut at y  0:5. (b) Cut at y  0:21. (c) Diagonal cut.
Fig. 12. Experiment 5: Node distribution for ps0:2, finit  4 for Q00; 0:52 and 0 otherwise, fTp tp  1=200 for 100  tp  300 and 0 otherwise,
and velocity chosen uniformly at random in 0:005; 0:015. (a) Cut at y  0:5. (b) Cut at y  0:21. (c) Diagonal cut.
For example, we can now compute the simulation para-
meters needed to obtain an almost surely connected ad hoc
network with RWP mobility. By setting these parameters
accordingly, a researcher can be sure that the simulated
RWP network is connected during most of the simulation
time. A first step forward in this direction was made in [4].
Note that, without an explicit expression for fxx, it is
impossible to compare simulation results based on RWP
mobility with analytical results because the latter are
typically based on uniform node distribution.
Last but not least, the derivation of fxx gives us a better
understanding on how the RWP model behaves and why it
behaves like this. For example, we have verified that the
asymptotically stationary normalized mobility component
is independent of the speed choice of the nodes and their
initial spatial distribution.
APPENDIX
CALCULATING fXY
The division of the unit square into subareas for a given
position of Qxy is reported in Fig. 13. First, we divide
Q  0; 12 into four quadrants, Q1; . . . ; Q4. Quadrants are
separated from each other by strips of width , obtained
by extending the sides of Qxy to the borders. Each
quadrant is then further divided into three subqua-
drants, obtained by extending the lines that connect the
opposite corner of the unit square to opposite vertices of
Qxy. We then have a total of 16 regions. For clarity, only
the division of the first quadrant is shown in Fig. 13.
We observe that the area of some of these regions
approaches 0 as ! 0, hence, their contribution can be
omitted when calculating the value of the overall
integral. This is the case of the area of the four strips
of width , as well as of the area of Q12 and of the
corresponding regions in the other quadrants. Thus, we
can rewrite the overall integral of (4) asZZ
Q
Ax; s; ds 
X
i1;...;4
ZZ
Qi
Ax; s; ds;
where each of the summands can be computed by
ZZ
Qi
Ax; s; ds ZZ
Qi1
Ax; s; ds
ZZ
Qi3
Ax; s; ds:
5
In the remaining derivation of fXY x; y, we make use of
symmetries in the problem. Since we are considering a
square deployment region, it is sufficient to know the node
distribution in the subregion
Q  fx; y20; 12 j 0 < x 0:5^0 < y  xg:
The distribution in the other subregions of Q is obtained by
proper variable substitutions. We denote the distribution in
Q by fXY x; y.
Under the assumption that Qxy is located in Q
, let us
detail the calculation of one summand in (5). In general, the
area of a convex polygon defined by n points x1 
x1; y1; . . . ;xn  xn; yn can be calculated by
A  1
2
x1 ÿ x2y1  y2  x2 ÿ x3y2  y3
 . . . xn ÿ x1yn  y1;
where the n points must be ordered counterclockwise. Let
us assume that s is in Q11. We have (see Fig. 14)
x1 y1
x2 y2
x3 y3
x4 y4
x5 y5
0BBBB@
1CCCCA 
xÿ 2 y 2
xÿ 2 yÿ 2
xÿ=2ÿsxsy
syÿy=2  sx 0
x=2ÿsxsy
syÿyÿ=2  sx 0
x 2 y 2
0BBBBBB@
1CCCCCCA;
which yields
Ax; s;  
 1
2
  ÿ x sx  yÿ sy 
4s2ysx ÿ x yÿ sy
2yÿ 2sy  2sy ÿ 2y 
 !
:
This area must be integrated over Q11. Observing that the
line that delimits the lower side of Q11 has equation
yx  m11x q11, where m11  2y2xÿ2 and q11  ÿm11, we
write
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Fig. 13. Division of unit square into quadrants and subquadrants. Fig. 14. Area Ax; s;  if s is in Q11.
ZZ
Q11
Ax; s; ds 
Zxÿ2
0
Z1
m11sxq11
Ax; sx; sy; dsydsx: 6
Taking the limit of (6), divided by , as  goes to 0, yields
lim
!0
6

 1
4
xy
"
x2  x6yÿ 7  23ÿ 4y y2
xÿ 1yÿ 1
 2x y ln 1
x
ÿ 1
 
1
y
ÿ 1
  #
:
This term gives the contribution of Q11 to the node density.
The derivation of the partial integrals referring to the other
regions can be obtained by similar geometric arguments
and is not reported for the sake of brevity. The overall
density can be calculated by summing the contribution of
all the regions.
The resulting expression, which we denote fXY x; y,
must be normalized in such a way that
R
Q f

XY x; ydxdy  18
since the area of Q is 18 . After long and tedious calculation,
which is not reported, we have obtained the expression
reported in the statement of Theorem 2.
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