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En 1982, dans leur preuve du the´ore`me d’indice d’Atiyah-Singer, Paul Baum et Ro-
nald Douglas donnent une construction ge´ome´trique de la K-homologie [4]. En 1998
Martin Jakob e´tend cette construction pour toutes les the´ories d’homologie ge´ne´ralise´es
[21].
Rappelons brie`vement la construction de Baum-Douglas-Jakob pour une the´orie coho-
mologique ge´ne´ralise´e h∗. Etant donne´e une paire d’espaces (X,A), un cycle ge´ome´trique
de Jakob est un triplet (M,x, f) ou` :
M est une varie´te´ compacte h∗-orientable a` bord ;
x ∈ h∗(M) est une classe de cohomologie de M ;
f : (M,∂M)→ (X,A) est une application continue.
On met une relation d’e´quivalence sur les cycles ge´ome´triques. Cette relation est en-
gendre´e par une relation de bordisme et une relation du type “isomorphisme de Thom”
appele´e modification par fibre´ vectoriel (vector bundle modification dans les articles
de Jakob). L’homologie ge´ome´trique est forme´e des classes d’e´quivalences de cycles
ge´ome´triques. Elle est isomorphe a` h∗(X,A) ([21], The´ore`me 2.3.3).
Un cycle ge´ome´trique (M,x, f) repre´sente la classe f∗(x ∩ [M,∂M ]) ∈ h∗(X,A) ou`
[M,∂M ] de´signe la classe fondamentale relative de (M,∂M). Cela fournit une re´ponse
au proble`me de la repre´sentation des classes d’homologie d’un espace par la classe fon-
damentale d’une varie´te´ [30].
Les singularite´s ne sont pas des invariants homotopiques. Par exemple, comme l’avait
deja` signale´ Poincare´, il n’y a pas de produit d’intersection pour les pseudo-varie´te´s.
C’est pourquoi Goresky et MacPherson ont modifie´ l’homologie classique et ont introduit
l’homologie d’intersection pour les pseudo-varie´te´s stratifie´es [15]. Pour cette homologie
il existe un produit d’intersection et la dualite´ de Poincare´ rationnelle est valable dans
ce cadre singulier.
Dans l’homologie de Goresky-MacPherson, les cycles d’intersection sont ceux qui sont
suffisamment transversaux aux strates de la partie singulie`re. Le de´faut de transversalite´
est controˆle´ par une suite monotone d’entiers p¯ = (0, ..., pN ≤ N − 2) appele´e perversite´.
Dans cette suite les indices correspondent aux codimensions des strates singulie`res et
N est la dimension de la varie´te´. L’homologie d’intersection de la varie´te´ stratifie´e X
associe´e a` la perversite´ p¯ est note´e IH p¯∗ (X). L’homologie de Goresky-MacPherson n’est
pas une the´orie homologique mais elle est plus adapte´e aux varie´te´s singulie`res.
Dans ce me´moire on constuit une repre´sentation ge´ome´trique de l’homologie d’in-
tersection de Goresky-MacPherson. Pour simplifier on suppose que X n’admet qu’une
singularite´ conique isole´e. On note L le link de la singularite´ sur X et X˜ la varie´te´ de
bord L obtenue en excisant la singularite´. On a donc X = X˜/L. Dans ce cadre des
singularite´s isole´es la cohomologie d’intersection ne de´pend que de l’entier p = pN de la
perversite´ p¯.
Comme on l’a de´ja` signale´ pour la cohomologie de Goresky-MacPherson, seule la
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dualite´ de Poincare´ rationnelle est ve´rifie´e. Nous allons donc modifier cette cohomologie
pour obtenir, dans le cas des varie´te´s singulie`res de la forme M/∂M , une cohomologie
entie`re, duale par Poincare´ de leur homologie d’intersection. Alors nous pourrons prendre
les varie´te´s a` bord (M,∂M) comme supports des cycles ge´ome´triques d’intersection.
Nous construisons alors pour tout entier positif q et toute paire de CW-complexes de
dimensions finies (Y,A) un nouveau complexe JCq∗(Y,A).
Pour M une varie´te´ a` bord de dimension n le complexe JCq∗(M,∂M) ve´rifie :
– ce complexe est quasi-isomorphe au complexe d’intersection IC q¯∗(M/∂M) de Goresky-
MacPherson, q¯ une perversite´ tel que q = qn (proposition IV.1.1) ;
– la cohomologie entie`re de ce complexe JH∗q (M,∂M) est duale par Poincare´-Lefschetz
de l’homologie d’intersection IH p¯
′
∗ (M/∂M), p¯′ tel que p
′
n = n − q − 2 (the´ore`me
IV.1.2).
En modifiant ainsi le complexe d’intersection de Goresky-MacPherson, nous obtenons
une dualite´ de Poincare´ entie`re pour l’homologie d’intersection, dans le cas de pseudo-
varie´te´ a` singularite´ isole´e. Par contre, il faut signaler que pour gagner cette proprie´te´
de dualite´ nous avons perdu la liberte´ du complexe de Goresky-MacPherson.
La J-cohomologie nous permet alors de construire une the´orie ge´ome´trique J ′Hp∗ (Y,A).
Un cycle ge´ome´trique d’intersection est un triplet ((M,∂M), x, f) ou` :
M est une varie´te´ a` bord orientable ;
x ∈ JH∗q (M,∂M) ;
f : (M,∂M)→ (Y,A) est une application continue
avec q = N − p− 2 et N = dim Y .
Si (Y,A) = (X˜, L) est une varie´te´ a` bord, on montre (the´ore`me V.4.1) que
J ′Hp∗ (X˜, L) ∼= IH p¯∗ (X˜/L).
The´ore`me Soit X une pseudo-varie´te´ avec une singularite´ conique isole´e et soit p¯ une
perversite´. La transformation
ϕ : J ′Hpj (X˜, L) → IH p¯j (X)
((M,∂M), x, f) → f∗(x ∩ [M,∂M ]) .
est un isomorphisme.
La J-cohomologie permet donc de repre´senter ge´ome´triquement l’homologie d’intersec-
tion de Goresky-MacPherson.
Le passage a` l’homologie d’intersection nous oblige a` remplacer la relation de bor-
disme classique, utilise´e par Jakob pour l’e´quivalence des cycles, par une relation de
bordisme plus fine. Le cadre est les varie´te´s a` coins [12], on utilise le the´ore`me de recol-
lement de´montre´ par Douady [13], et on ajoute des conditions sur les bords (voir section
V.2).
12 I. Introduction
Dans le chapitre VI, on utilise l’homologie d’intersection ge´ome´trique pour montrer
que tout cycle d’intersection, pour la perversite´ p¯, est l’image du cap produit de la
classe fondamentale d’une varie´te´ a` bord (M,∂M) par une classe de cohomologie dans
JH∗q (M,∂M) (corollaire VI.1.1) .
On montre e´galement que la J-cohomologie ve´rifie l’isomorphisme de Thom (voir
the´ore`me VI.2.1).
La motivation pour construire une repre´sentation ge´ome´trique de l’homologie d’in-
tersection vient du proble`me suivant :
En 1969, dans un papier fondateur M. Atiyah [1], propose une repre´sentation de la K-
homologie d’une varie´te´ ferme´e par les ope´rateurs elliptiques sur cette varie´te´.
Par leur construction ge´ome´trique de la K-homologie [4], Baum-Douglas associent a`
chaque ope´rateur elliptique un cycle en homologie. L’indice de l’ope´rateur est donne´ par
la composante en degre´ 0 du cycle. C’est un re´sultat beaucoup plus fin que le the´ore`me
d’Atiyah-Singer sur l’indice des ope´rateurs elliptiques [2].
Dans le cadre singulier stratifie´ il n’y a pas vraiment de the´ore`me d’indice essentiel-
lement homologique. Des invariants spectraux interviennent, voir le the´ore`me d’Atiyah-
Patodi-Singer pour les varie´te´s a` bord [3] ou de Cheeger pour les varie´te´s a` singularite´s
coniques [9]. Il faut remarquer que le re´sultat de Cheeger utilise la cohomologie L2 qui
s’identifie avec la cohomologie d’intersection en perversite´ moitie´ [8].
Il est donc important de prolonger au cadre singulier et en the´orie d’intersection
le programme de Baum-Douglas. Or dans le cadre de singularite´s coniques isole´es, on
dispose de´ja` d’une K-the´orie d’intersection [24], [26].
Pour poursuivre le programme il nous fallait construire une dualite´ de Poincare´ entie`re
en homologie d’intersection. C’est ce qui est fait dans ce me´moire.
Chapitre II
The´ories ge´ome´triques
Dans ce chapitre, on va rappeler brie`vement les constructions et les re´sultats de Paul
Baum, Ronald Douglas [4] et de Martin Jakob [21], concernant les the´ories ge´ome´triques.
On suit la pre´sentation de Martin Jakob.
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II.1 Rappels et pre´liminaires
II.1.1 h∗-varie´te´
Conside´rons une the´orie cohomologique multiplicative h∗ [31] [14] et un fibre´ vectoriel
muni d’une me´trique E → M de rang r au-dessus d’une varie´te´ diffe´rentiable compacte
M . Notons par DE →M le fibre´ en disques et par SE →M le fibre´ en sphe`res associe´
a` cette me´trique [20].
Dans ce me´moire tous les groupes de cohomologie et d’homologie sont a` coefficients
dans Z.
De´finition II.1.1. Une classe de Thom, ou une orientation de E, est une classe de
cohomologie uE ∈ hr(DE,SE) telle que la restriction uE|(DEp,SEp) ∈ hr(DEp, SEp) ∼=
h0(pt) soit un ge´ne´rateur pour chaque p ∈M .




appele´ isomorphisme de Thom.
De´finition II.1.2. On dit que M est une h∗-varie´te´ si son fibre´ tangent admet une classe
de Thom.
Si M est une h∗-varie´te´ de dimension n, alors hn(M,∂M) ∼= Z et admet pour




x −→ x ∩ [M ]
ou` ∩ est le cap produit ∩ : hp(X,A)⊗hq(X,A∪B) −→ hq−p(X,B), est un isomorphisme
appele´ isomorphisme de dualite´ de Poincare´-Lefshetz.
II.1.2 h-bordisme
Pour une paire d’espaces (X,A) conside´rons les triplets de la forme (Mn, xk, f) ou` :
Mn est une h∗-varie´te´ a` bord de dimension n,
xk ∈ hn−k(M),
f : (M,∂M) −→ (X,A) est une application continue.
De´finition II.1.3. Un triplet (Mn, xk, f) est appele´ un triplet ge´ome´trique. On dit que
deux triplets (Mn0 , x
k




1, f1) sont h-bordants s’il existe un triplet (W
n+1, xk, f)
tel que :
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W est une h∗-varie´te´ a` bord de dimension n+1 avec ∂W ⊃M0 ∪M1,
x ∈ hn−k(W ) avec xj = x|Mj ,
f : W −→ X avec f(∂W − ˚M0 ∪M1) ⊂ A et fj = f |Mj.
Cette relation de h-bordisme est une relation d’e´quivalence.
II.1.3 L’homomorphisme de Gysin d’une section
Soit E →M un fibre´ de rang r admettant une classe de Thom uE. Posons V ∼= E⊕1
alors V →M de rang r + 1 admet une classe de Thom uV ∈ hr(D,S), avec D = DV et
S = SV . Il est e´vident que D sera une varie´te´ diffe´rentiable de dimension n + r + 1 et
de bord la varie´te´ a` coins ∂D = D|∂M ∪ S et S une varie´te´ diffe´rentiable de dimension
n+ r et de bord ∂S = S|∂M . Puisque V est oriente´e alors D et S le sont aussi. Le fibre´
V admet une section partout non nulle
σ : M → V
m −→ (0m, 1) .
On peut conside´rer σ comme une section de S −→M .




x −→ x ∩ [M ]
et
ΦS : h
q+r(S) → hn−q(S, ∂S)
x −→ x ∩ [S]
ou` [M ] et [S] sont les classes fondamentales respectives de M et S.
Maintenant on de´finit l’homomorphisme de Gysin σ! : h
q(M) −→ hq+r(S) par
σ!(x) = Φ
−1
S ◦ σ∗ ◦ ΦM(x).
On peut aussi de´finir l’homomorphisme de Gysin a` partir de l’isomorphisme de Thom.
Regardons S comme l’union de deux copies du fibre´ en disques DE colle´es ensemble selon
leur bord commun SE, c’est-a`-dire S = D+E ∪SE D−E. Alors σ! est de´fini comme le
compose´ des applications suivantes :
σ! : h
q(M)
tE // hq+r(D+E, SE)
∼= // hq+r(S,D−E) i
∗
// hq+r(S) .
avec tE est l’isomorphisme de Thom , ∼= est l’excision et i∗ est induite par l’inclusion
i : (S, ∅) ⊂ (S,D−E).
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II.2 Construction de l’homologie ge´ome´trique
Dans cette section on va rappeler la construction donne´e par Jakob de la repre´sentation
ge´ome´trique d’une the´orie cohomologique h∗.
Mettons une relation d’e´quivalence sur les triplets (M,x, f).
Deux triplets (M,x, f) et (M ′, x′, f ′) sont e´quivalents s’il existe un diffe´omorphisme
F : M −→ M ′ qui pre´serve les h-structures tel que f ′ = f ◦ F et x′ = F ∗x. Les classes
d’e´quivalence de triplets sont appele´s cycles ge´ome´triques.
Conside´rons maintenant le groupe abe´lien libre engendre´ par tous les cycles et prenons
le quotient par le sous-groupe engendre´ par toutes les diffe´rences de la forme :
(M,x, f)− (M1, x|M1 , f |M1)− (M2, x|M2 , f |M2),
ou` M = M1 unionsqM2 et toutes les diffe´rences de la forme
(N, u+ v, g)− (N, u, g)− (N, v, g),
ou` unionsq est l’union disjointe. Notons ce quotient par G(X,A).
Maintenant soit U(X,A) ⊂ G(X,A) le sous-groupe engendre´ par tous les e´le´ments
de la forme :
(a) (M,x, f) s’il existe un cycle (W, x˜, f˜) ∈ G(X,X) tel que M ⊂ ∂W, x˜|M = x, f˜ |M =
f et f˜(∂W −M) ⊂ A (bordisme),
(b) (M,x, f)− (S(E ⊕ 1), σ!(x), f ◦ pi) o E −→M est un h-fibre´ vectoriel (modification
par fibre´ vectoriel).
De´finissons maintenant le foncteur homologie ge´ome´trique [21].
De´finition II.2.1. Le foncteur
(X,A) −→ h′∗(X,A) = G(X,A)/U(X,A)
est le foncteur d’homologie ge´ome´trique associe´ a` h∗. La classe du cycle (M,x, f) est
note´e par [M,x, f ].
Le groupe h′∗(X,A) est Z-gradue´ en posant
h′q(X,A) = {[M,x, f ] ∈ h′∗(X,A); x|Mi est homoge`ne et dim(Mi)− dim(x|Mi) = q}
ou` les Mi sont les composantes connexes de M . Jakob montre [21] :
Proposition II.2.1. Si X est un CW complexe fini alors toute classe d’homologie y ∈
h∗(X) peut eˆtre repre´sente´e par un cycle ge´ome´trique (M,x, f) tel que y = f∗(x ∩ [M ]).
Preuve:
Comme X est un CW complexe fini, on peut le plonger dans un Rl convenable, puis on
construit un voisinage tubulaire et on utilise la me´thode de Hirsch pour le lisser. Alors
on obtient une varie´te´ diffe´rentiable W de dimension l et un re´tracte par de´formation
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r : W → X ⊂ W . La re´traction r induit un isomorphisme r∗ : h∗(W ) → h∗(X), donc
pour y ∈ h∗(X) il existe y1 ∈ h∗(W ) tel que r∗(y1) = y.
Maintenant on prend un fibre´ en disques trivial au-dessus de W note´ D := Dk ×W .
Le bord ∂D est alors une h∗-varie´te´ avec ∂D = ∂(Dk ×W ) = (Sk−1 ×W ) ∪ (Dk × ∂W )
qui est une varie´te´ sans bord.
La projection pi : ∂D → W induit une application surjective pi∗ : h∗(∂D)→ h∗(W ).
Pour y1 ∈ h∗(W ) il existe y2 ∈ h∗(∂D) tel que pi∗(y2) = y1.
D’apre`s la dualite´ de Poincare´ il existe un isomorphisme
Φ∂D : h
∗(∂D) → h∗(∂D)
x −→ x ∩ [∂D].
Donc pour y2 ∈ ∂D, il existe x ∈ h∗(∂D) tel que y2 = x∩ [∂D]. On a y = r∗y1 = r∗pi∗y2 =
(r ◦ pi)∗(x ∩ [∂D]).
Il suffit alors de prendre (M,x, f) = (∂D, x, r ◦ pi).
La relation entre l’homologie ge´ome´trique h′∗ et l’homologie h∗ est donne´e par le
re´sultat suivant ([21], The´ore`me 2.3.3)
The´ore`me II.2.1. La tranformation naturelle ϕ : h′∗(X,A) −→ h∗(X,A) de´finie par
ϕ([M,x, f ]) := f∗(x ∩ [M ])
est un isomorphisme.
Lorsque le bord est vide ce the´ore`me est aussi un corollaire du the´ore´me V.4.1 que nous
montrerons plus loin.




L’homologie d’intersection est une the´orie introduite par Goresky-MacPherson en
1980 pour e´tendre aux varie´te´s singulie`res la proprie´te´ d’intersection des cycles proprie´te´
bien connue dans le cadre compact lisse [15]. C’e´tait un proble`me de´ja` souleve´ par Poin-
care´. La dualite´ de Poincare´ rationnelle est ve´rifie´e en corollaire.
Dans ce chapitre nous allons rappeler la construction de l’homologie d’intersection
de Goresky-MacPherson pour les pseudo-varie´te´s stratifie´es et puis nous expliciterons le
cas particulier de pseudo-varie´te´s a` singularite´s coniques isole´es.
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20 III. Homologie et cohomologie d’intersection de Goresky-MacPherson
III.1 Homologie d’intersection des pseudo-varie´te´s stra-
tifie´es.
Notre re´fe´rence principale dans ce chapitre est celle de Jean-Paul Brasselet [5].
De´finition III.1.1. Un CW-complexe localement compact X est une pseudo-varie´te´ de
dimension n si il existe un sous-ensemble ferme´ de X note´ Σ tel que :
1. X − Σ est une varie´te´ lisse, oriente´e, de dimension n, dense dans X.
2. dim(Σ) ≤ n− 2.
La dimension de Σ est le maximum de la dimension en chacun de ses points.
On appelle Σ l’ensemble singulier de l’espace X.
La pseudo-varie´te´ X est dite stratifie´e et a` singularite´s coniques si il existe une fil-
tration :
X = Xn ⊃ Xn−1 = Xn−2 ⊃ Xn−3 . . . ⊃ X0 ⊃ X−1 = ∅
telle que :
1. Pour tout i on a Xi−Xi−1 =
⋃
j∈Ji Sj ou` Ji est un ensemble fini et chaque Sj une
varie´te´ lisse de dimension i.
2. Xn−2 = Σ l’ensemble singulier de X.
3. ∀x ∈ Xi −Xi−1 il existe un voisinage U de x dans X et ϕ un home´omorphisme
U
ϕ→ Bi × C˚(Lx)
ou` :
– Bi est une i-boule ouverte
– Lx une pseudo-varie´te´ compacte, de dimension n− i− 1, filtre´e en
Lx = Ln−i−1 ⊃ Ln−i−3 . . . ⊃ L0 ⊃ L−1 = ∅
– C˚(Lx) de´signe le coˆne ouvert sur Lx.
L’home´omorphisme ϕ ve´rifie de plus,
ϕ(U ∩Xk) = C˚(Lk−i−1)×Bi
pour k ≥ i.
Remarque III.1.1. L’hypothe`se Xn−1 = Xn−2 implique l’existence d’une classe fonda-
mentale.
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On conside`re une pseudo-varie´te´ X munie d’une stratification donne´e comme dans la
de´finition III.1.1. D’une manie`re ge´ne´rale on de´finit une perversite´ comme une suite
d’entiers naturels p¯ = (p0, p1, ....pn) les indices sont les codimensions des strates.
Parmi les perversite´s nous allons retenir celles que l’on appelle perversite´s de Goresky-
MacPherson.
De´finition III.1.2. Une perversite´ de Goresky-MacPherson est une suite d’entiers na-
turels p¯ = (p0, p1, ..., pn) telle que p0 = p1 = p2 = 0 et pour tout j, pj+1 = pj ou pj+1 =
pj + 1. La 0-pervrsite´ est 0¯ = (0, 0, ..., 0) et la perversite´ totale t¯ = (0, 0, 0, 1, 2, ..., n− 2).
III.1.1 Complexe d’intersection
Nous suivons [5] section 2.2. Soit X une pseudo-varie´te´ P.L. stratifie´e, localement
compacte et p¯ une perversite´.
Soit (T) une triangulation localement finie de X, On note C
(T )
i (X) le groupe des i-chaˆınes
simpliciales oriente´es de X, a` supports compacts, pour la triangulation (T). Le groupe
des i chaˆınes P.L de X, note´ Ci(X) est de´fini comme la limite inductive des C
(T )
i (X)
pour toutes les triangulations de X (c’est-a`-dire la re´union des groupes C
(T )
i (X) pour
toutes les triangulations (T), modulo l’identification de deux chaˆınes σ ∈ C(T )i (X) et
σ′ ∈ C(T ′)i (X) s’il existe une sous-triangulation (T”) commune de (T) et (T’) tels que
les images canoniques de σ et σ′ dans C(T
′′)
i (X) co¨ıncident). On de´signe par C∗(X) le
complexe forme´ par les groupes Ci(X) et l’ope´rateur bord ∂. On note |σ| le support d’une
chaˆıne σ ∈ Ci(X) qui est la re´union des adhe´rences des i-simplexes ψ dont le coefficient
dans σ est non nul.
On conside`re dans ce chapitre les chaˆınes a` supports compacts.
De´finition III.1.3. Une chaˆıne σ ∈ Ci(X) est (p¯, i) permise si pour tout α :
dim(|σ| ∩Xn−α) ≤ i− α + pα.
Le groupe des i-chaˆınes simpliciales d’intersection, note´ IC p¯i (X) est le sous-groupe de
Ci(X) forme´ des chaˆınes (p¯, i) permises σ, telles que ∂σ soit une chaˆıne (p¯, i−1) permise.
On note IC p¯∗ (X) le complexe forme´ par les groupes IC
p¯
i (X) et l’homorphisme bord ∂.
· · · ∂→ IC p¯n+1(X) ∂→ IC p¯n(X) ∂→ .... ∂→ IC p¯0 (X)→ 0.
Rappelons que les groupes d’homologies et de cohomologies sont a` coefficients dans Z.
Les groupes d’homologie d’intersection sont les groupes d’homologie du complexe IC p¯∗ (X).
On les note IH p¯i (X). Donc pour tout entier naturel i nous avons
IH p¯i (X) = Hi(IC
p¯
∗ (X), ∂).
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En particulier, tout n-cycle σ ve´rifie la relation
dim(|σ| ∩Xn−α) ≤ i− α + pα.
Or nous avons toujours n− α+ pα ≥ n− α, et comme dim(Xn−α) = n− α, la condition
pre´ce´dente est vide. Donc pour toute perversite´ p¯, on a IH p¯n(X) = Hn(X).
De meˆme, toutes les 0-chaˆınes sont permises, car elles ne rencontrent pas les singula-
rite´s, par conse´quent pour toute perversite´ p¯, nous avons IH p¯0 (X) = H0(X − Σ).
En controˆlant ainsi le de´faut de transversalite´ des cycles avec la partie singulie`re,
Goresky et MacPherson peuvent de´finir l’intersection d’un cycle p¯ permis par un cycle q¯
permis comme e´tant un cycle r¯ permis lorsque p¯+ q¯ ≤ r¯.
The´ore`me III.1.1. Lorsque p¯+ q¯ ≤ r¯, l’intersection des cycles de´finit un produit d’in-
tersection
IH p¯n−k(X)⊗ IH q¯n−l(X)
ψ→ IH r¯n−k−l(X).
De plus si k+l=n et p¯+ q¯ = t¯ nous avons la dualite´ rationnelle
IH p¯n−k(X,Q)⊗ IH q¯k(X,Q) −→ IH p¯+q¯0 (X,Q) ≈ Q.
III.2 Quelques re´sultats utiles
Soit X une pseudo-varie´te´ stratifie´e compacte et p¯ une perversite´ si p¯ et q¯ sont deux
perversite´s telles que p¯ ≤ q¯ alors nous avons un morphisme naturel
IC p¯∗ (X) ↪→ IC q¯∗(X)
On peut donc construire un morphisme naturel IH p¯∗ (X)→ IH q¯∗(X). En particulier, pour
toute perversite´ p¯, on aura toujours un morphisme naturel IH 0¯∗ (X)→ IH p¯∗ (X)
On conside`re toujours les chaˆınes a` support compact.
III.2.1 Homologie relative.
Soit X une pseudo-varie´te´, stratifie´e, localement compacte et p¯ une perversite´, et soit
U un ouvert de X. L’ouvert U admet une structure de pseudo-varie´te´ stratifie´e induite
par celle de X. Le complexe IC p¯∗ (U) est un sous complexe de IC
p¯
∗ (X) on pose :
IC p¯∗ (X,U) =
IC p¯∗ (X)
IC p¯∗ (U)
Proposition III.2.1. Nous avons la suite exacte longue :
· · · → IH p¯i (U)→ IH p¯i (X)→ IH p¯i (X,U) ∂→ IH p¯i−1(U)→ · · ·
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III.2.2 Suite exacte de Mayer-Vietoris.
Soit X une pseudo-varie´te´ topologique, stratifie´e, localement compacte, et A et B
sont deux ouverts de X, alors de meˆme qu’en homologie classique, on a
H∗(IC
p¯
i (A) + IC
p¯
i (B)) = H∗(IC
p¯
i (A ∪B))
et la suite exacte de Mayer-Vietoris
Proposition III.2.2. Soit X une pseudo-varie´te´ topologique, stratifie´e, localement com-
pacte. Si Aet B sont deux ouverts de X et p¯ une perversite´, on a la suite exacte longue
de Mayer-Vietoris :
· · · → IH p¯i+1(A ∪B)→ IH p¯i (A ∩B)→ IH p¯i (A)⊕ IH p¯i (B)→ IH p¯i (A ∪B)→ · · ·
III.2.3 Excision en homologie d’intersection.
Soit X une pseudo-varie´te´ topologique, stratifie´e, localement compacte, soit p¯ une
perversite´.
Proposition III.2.3. Soit X une pseudo-varie´te´ topologique, stratifie´e, localement com-
pacte et p¯ une perversite´. Soit V ⊂ U ⊂ X, U est un ouvert de X et V est un ouvert de
U tel que V¯ ⊂ U l’inclusion (X − V, U − V ) ↪→ (X,U) induit un isomorphisme :
IH p¯∗ (X,U) ≈ IH p¯∗ (X − V, U − V ).
L’homologie d’intersection satisfait toutes les proprie´te´s d’une the´orie d’homologie sauf
l’invariance par homotopie.
Passons maintenant au cas des pseudo-varie´te´s a` singularite´s coniques isole´s.
III.3 Homologie d’intersection des pseudo-varie´te´s a` sin-
gularite´s coniques isole´es
Soit X une pseudo-varie´te´ de dimension n avec une seule singularite´ isole´e x ∈ X et
admettant un voisinage U de x home´omorphe au coˆne cL = [0, 1[×L/ {0}×L. La varie´te´
lisse L est appele´e link de la singularite´ x. La pseudo-varie´te´ X est naturellement filtre´e
en posant
X = Xn ⊃ Xn−1 = Xn−2 = .... = X0 = {x} .
Les strates sont alors
Sn = X − {x} ; Sn−1 = .... = S1 = ∅ et S0 = {x} .
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Etant donne´e une perversite´ p¯ = (p0 = 0, p1 = 0, p2 = 0, p3, . . . , pn) de Goresky-
MacPherson, (pi ≤ pi+1 ≤ pi + 1), on rappelle qu’une chaˆıne ci de dimension i est
permise si on a la condition,
(1) dim(ci ∩Xn−j) ≤ i− j + pj ∀j.
La condition (1) est e´videmment ve´rifie´e pour les strates vides. Pour la strate Sn elle est
aussi toujours ve´rifie´e car dim(ci ∩ Sn) = i ≤ i+ p0 = i. Il en re´sulte que dans le cas de
singularite´s ponctuelles isole´es, seule intervient la composante 0 ≤ pn ≤ n− 2 relative a`
la strate S0.
Pour la strate S0 une chaˆıne ci de dimension i est permise si dim(ci∩S0) ≤ i−n+pn,
donc ci est permise
1. si elle ne rencontre pas la singularite´, ou bien,
2. si elle rencontre la singularite´, a` condition d’avoir 0 ≤ i − n + pn c’est-a`-dire
i ≥ n− pn.
Regardons le cas particulier ou` X = U = cL. Tous les cycles du link sont permis
puisqu’ils ne rencontrent pas le sommet x. Un tel cycle de dimension i est le bord de
la (i + 1)-chaˆıne forme´e par le coˆne de base ce cycle et de sommet x. Cette chaˆıne qui
rencontre le sommet est permise si i + 1 ≥ n − pn. Il en re´sulte que seuls subsistent les
i-cycles du link tels que i ≤ n− pn − 2 = qn. Dans la suite on pose q = qn.
Nous venons de prouver voir [5] :
Proposition III.3.1. L’homologie d’intersection a` supports compact du coˆne U = cL =
[0,1[×L
{0}×L sur une varie´te´ lisse L pour une perversite´ p¯ est donne´e par
IH p¯j (U) =
{
Hj(L) si j ≤ q
0 si j > q
En utilisant la suite exacte de Mayer-Vietoris la proposition pre´ce´dente implique le
the´ore`me suivant,
The´ore`me III.3.1. Soit X une pseudo-varie´te´ topologique de dimension n, admettant
une singularite´ conique isole´e en x. Pour toute perversite´ p¯, posons q = n− pn − 2 on a
IH p¯j (X) =

Hj(X − x) pour j ≤ q
Im(Hq+1(X − x) 7→ Hq+1(X)) pour j = q + 1
Hj(X) pour j ≥ q + 2.
Preuve:
Appliquons la suite exacte de Mayer-Vietoris en homologie d’intersection a` la paire
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(X̂, U) ou` U est un voisinage conique de x de base L et X̂ = X − {x}.
...IH p¯j ((X̂) ∩ U)→ IH p¯j (X̂)⊕ IH p¯j (U)→ IH p¯j (X)→ IH p¯j−1((X̂) ∩ U)→ ...
Or X̂ est lisse alors IH p¯∗ (X̂) ∼= H∗(X̂)
et (X̂) ∩ U ∼= L×]0, 1[ lisse donc IH p¯∗ ((X̂) ∩ U) ∼= H∗(L×]0, 1[) ∼= H∗(L).
La suite exacte devient alors :
...Hj(L)→ Hj(X̂)⊕ IH p¯j (U)→ IH p¯j (X)→ Hj−1(L)→ Hj−1(X̂)⊕ IH p¯j−1(U)...
Il y a 3 cas a` conside´rer :
Cas 1 : j ≤ q















Hj(L) // Hj(X̂)⊕Hj(L) // Hj(X̂) // Hj−1(L) // Hj−1(X̂)⊕Hj−1(L)
Le lemme des cinq donne IH p¯j (X)
∼= Hj(X̂)





















De ce diagramme commutatif on peut de´duire que α est injective.
En effet :
x ∈ kerα ⇒ α(x) = 0
⇒ p3(x) = q3(α(x)) = 0
⇒ x ∈ ker p3 = Imp2
⇒ ∃y ∈ Hq+1(X̂) telque x = p2(y)
⇒ q2(y) = α(p2(y)) = α(x) = 0
⇒ y ∈ ker q2 = Imq1
⇒ ∃z ∈ Hq+1(L) telque q1(z) = y = p1(z)
⇒ x = p2(y) = p2(q1(z)) = p2 ◦ p1(z) = 0
D’ou` IH p¯q+1(X)
∼= Imα = Im(Hq+1(X̂)→ Hq+1(X))
Cas 3 : j ≥ q + 2
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Hj(L) // Hj(X̂) // Hj(X) // Hj−1(L) // Hj−1(X̂)
et on obtient l’isomorphisme IH p¯j (X)
∼= Hj(X)
III.4 Cohomologie d’intersection de pseudo-varie´te´s a`
singularite´s coniques isole´s
On de´finit la cohomologie d’intersection a` supports compacts et a` coefficients dans Z




Rappelons que les groupes de cohomologies qu’on prend sont a` coefficients dans Z.
Proposition III.4.1. La cohomologie d’intersection a` supports compacts du coˆne U =
cL = [0,1[×L{0}×L sur une varie´te´ lisse L pour une perversite´ p¯ est donne´e par
IHjp¯(U) =

Hj(L) si j ≤ q
Ext(Hq(L),Z) si j = q + 1
0 si j ≥ q + 2
Preuve:
On a IC p¯∗ (U) ⊆ C∗(U) avec C∗(U) libre donc IC p¯∗ (U) est libre comme e´tant un sous-
groupe d’un groupe libre. On peut appliquer le the´ore`me des coefficients universels et on
a la suite exacte suivante :
0→ Ext(IH p¯j−1(U),Z)→ IHjp¯(U)→ Hom(IH p¯j (U),Z)→ 0
On a 3 cas a` traiter :
Cas 1 : j ≤ q
Le diagramme suivant est commutatif :









0 // Ext(Hj−1(L),Z) // Hj(L) // Hom(Hj(L),Z) // 0
.
Le lemme des cinq implique pour j 6 q
IHjp¯(U) ∼= Hj(L).
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Cas 2 : j = q + 1
La suite exacte devient
0→ Ext(Hq(L),Z)→ IHq+1p¯ (U)→ 0,
ce qui donne pour j = q + 1
IHq+1p¯ (U) ∼= Ext(Hq(L),Z).
Cas 3 : j ≥ q + 2
La suite exacte devient
0→ Ext(0,Z)→ IHjp¯(U)→ Hom(0,Z)→ 0
et donc pour j > q + 2
IHjp¯(U) = 0.
Remarquons que du point de vue de l’homologie a` supports compacts la varie´te´
ouverte X̂ = X − {x} s’identifie a` la varie´te´ de bord L note´e X˜. Dans ce cas X = X˜/L.
Maintenant nous allons utiliser la suite exacte de Mayer-Vietoris pour montrer
The´ore`me III.4.1. Soit X = X˜/L une pseudo-varie´te´ topologique de dimension n,
admettant une singularite´ conique isole´e en x. Pour toute perversite´ p¯ on a
IHjp¯(X) =

Hj(X − {x}) si j 6 q
ϕ−1(Ext(Hq(L),Z)) si j = q + 1
Hq+2(X)/δ(Ext(Hq(L),Z)) si j = q + 2
Hj(X) si j > q + 2
Les applications ϕ et δ induites de la suite courte exacte
0→ L→ X˜ → X˜/L→ 0
sont de´finies dans le diagramme suivant
Hq+1(X˜)
ϕ→ Hq+1(L) δ→ Hq+2(X)
∪
Ext(Hq(L),Z)
28 III. Homologie et cohomologie d’intersection de Goresky-MacPherson
Preuve:
Mayer-Vietoris en cohomologie d’intersection applique´e a` la paire (X̂, U) donne la suite
exacte :
IHj−1p¯ (X̂)⊕IHj−1p¯ (U)→ IHj−1p¯ (X̂∩U)→ IHjp¯(X)→ IHjp¯(X̂)⊕IHjp¯(U)→ IHjp¯(X̂∩U)
Or X̂ est lisse donc IHjp¯(X̂) ∼= Hj(X̂) ∼= Hj(X˜) et X̂ ∩ U ∼= L×]0, 1[ lisse aussi donc
IHjp¯(X̂ ∩ U) ∼= Hj(L×]0, 1[) ∼= Hj(L) pour tout j.
La suite exacte devient alors :
Hj−1(X˜)⊕ IHj−1p¯ (U)→ Hj−1(L)→ IHjp¯(X)→ Hj(X˜)⊕ IHjp¯(U)→ Hj(L)
On a 4 cas a` traiter :
Cas 1 : j ≤ q















Hj−1(X˜)⊕Hj−1(L) // Hj−1(L) // Hj(X˜) // Hj(X˜)⊕Hj(L) // Hj(L)
et le lemme des cinq donne pour j ≤ q :
IHjp¯(X) ∼= Hj(X˜) ∼= Hj(X − {x})
Cas 2 : j > q + 2
Le lemme des cinq applique´ au diagramme















donne pour j > q + 2
IHjp¯(X) ∼= Hj(X)
Cas 3 : j = q + 1


















Hq(X˜)⊕Hq(L) q1 // Hq(L) q2 // Hq+1(X˜) q3 // Hq+1(X˜)⊕Hq+1(L) q4 // Hq+1(L)
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Puisque β est injective le lemme des quatre1 donne que α est injective et on a




ϕ : Hq+1(X˜)→ Hq+1(L)
Conside´rons x˜ ∈ Imα. Soit x ∈ IHq+1p¯ (X) tel que α(x) = x˜. On a
q3(α(x)) = q3(x˜) = x˜+ x˜|L = β(p3(x)) = β(x˜+ y).
On de´duit
q4(β(x˜+ y)) = q4(x˜+ x˜|L) = ϕ(x˜)− x˜|L = 0
donc p4(x˜+ y) = ϕ(x˜)− y = 0 et x˜ ∈ ϕ−1(y) ⊂ ϕ−1(Ext(Hq(L),Z))
Ce qui nous donne la premie`re inclusion.
De´montrons maintenant l’autre inclusion.
Soit x˜ ∈ Hj(X˜) avec ϕ(x˜) ∈ Ext(Hq(L),Z). On a p4(x˜+ ϕ(x˜)) = 0
ce qui donne x˜+ϕ(x˜) ∈ ker p4 = Imp3 et il existe x ∈ IHq+1p¯ (X) tel que p3(x) = x˜+ϕ(x˜).
On de´duit
q3(α(x)) = β(p3(x)) = β(x˜+ ϕ(x˜)) = x˜+ ϕ(x˜) = q3(x˜)
et par suite x˜ = α(x) ∈ Imα.
On a bien pour j = q + 1
IHq+1p¯ (X) ∼= ϕ−1(Ext(Hq(L),Z))
Cas 4 : j = q + 2
D’apre`s le diagramme




































B1 // B2 // B3 // B4 // B5
Si α2, α4 sont injectives et α1 est surjective alors α3 est injective.
Si α2, α4 sont surjectives et α5 est injective alors α3 est surjective.
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α est surjective et par suite le lemme des quatre implique
IHq+2p¯ (X) ∼= Hq+2(X)/ kerα.
De´montrons que kerα = δ(Ext(Hq(L),Z))
Soit x ∈ kerα. On a q3(x) = p3(α(x)) = 0 et x ∈ ker q3 = Imδ
donc il existe y ∈ Hq+1(L) tel que x = δ(y).
Ce qui donne p2(y) = α(δ(y)) = α(x) = 0 et y ∈ ker p2 = imp1.
c’est-a`-dire il existe z = z1 + z2 ∈ Hq+1(X˜)⊕ Ext(Hq(L),Z) tel que y = p1(z)
et par suite x = δ ◦ p1(z) = δ ◦ p1(z1 + z2) = δ ◦ p1(z1) + δ ◦ p1(z2)
Or δ ◦ p1(z1) = δ ◦ q1(z1) = 0 donc x = δ ◦ p1(z2) ∈ δ(Ext(Hq(L),Z)),
d’ou` la premie`re inclusion.
De´montons maintenant l’autre inclusion
Conside´rons x ∈ δ(Ext(Hq(L),Z)).Soit y ∈ Ext(Hq(L),Z) tel que x = δ(y).
On a α(x) = α(δ(y)) = p2(y) avec y ∈ Ext(Hq(L),Z) ⊆ imp1 = ker p2
Ce qui donne α(x) = 0 et par suite δ(Ext(Hq(L),Z)) ⊆ kerα,
d’ou` l’e´galite´.
Et alors pour j = q + 2
IHq+2p¯ (X) ∼= Hq+2(X)/δ(Ext(Hq(L),Z)).
Chapitre IV
Une dualite´ de Poincare´ en homologie
d’intersection
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IV.1 Autre complexe d’intersection et dualite´
Dans cette section on introduit pour les pseudo-varie´te´s a` singularite´s isole´es un nou-
veau complexe JC∗. Ce complexe est quasi-isomorphe au complexe d’intersection IC∗ de
Goresky-MacPherson, mais de plus il ve´rifie une dualite´ de Poincare´ entie`re.
On de´finit plus ge´ne´ralement ce complexe pour une paire d’espaces parce que nous uti-
liserons plus loin cette ge´ne´ralisation.
Conside´rons une paire d’espaces (Y,A) et un entier positif q. Soit τ≥qC∗(A) le complexe
engendre´ par la troncature en ∗ ≥ q + 1 de C∗(A). On a donc
τ≥qCk(A) =

0 si k ≤ q − 1
Bq(A) si k = q
Ck(A) si k ≥ q + 1
ou` Bq(A) est le sous-groupe des q-bords de C∗(A).




Ck(Y ) si k ≤ q − 1
Cq(Y )/Bq(A) si k = q
Ck(Y )/Ck(A) = Ck(Y,A) si k ≥ q + 1
Lorsque (Y,A) est une paire de CW-complexes, Y e´tant de dimension finie N , on intro-
duit p tel que p+ q = N − 2 et nous utilisons la notation plus en rapport avec la the´orie
d’intersection
JCp∗ (Y,A) = C∗(Y )/τ≥qC∗(A)
Dans les deux propositions suivantes nous allons comparer le complexe JC∗ avec le
complexe de Goresky-MacPherson dans le cadre des singularite´s isole´es.
Proposition IV.1.1. Si (X˜, L) est une varie´te´ a` bord de dimension N alors X := X˜/L
est une pseudo-varie´te´ a` singularite´ conique isole´e x = L/L. Pour toute perversite´ p¯ =
(0, ..., pN) on de´finit un mophisme de complexes du complexe d’intersection de Goresky-






ou` p = pN .
Preuve:
On de´finit ce morphisme en chaque degre´. Il y a cinq cas diffe´rents.
– Pour k ≤ q − 1 l’inclusion X − {x} ⊂ X˜ induit le morphisme
fk : IC
p¯
k(X) = Ck(X − {x}) −→ Ck(X˜) = JCpk(X˜, L).
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– Pour k = q on compose le morphisme pre´ce´dent avec la projection sur le quotient,
fq : IC
p¯
q (X) = Cq(X − {x})→ Cq(X˜)→ Cq(X˜)/Bq(L) = JCpq (X˜, L).
– Pour k = q + 1 on proce`de de meˆme,
fq+1 : IC
p¯
q+1(X) = Cq+1(X−{x})→ Cq+1(X˜)→ Cq+1(X˜)/Cq+1(L) = JCpq+1(X˜, L).
– Pour k ≥ q+2, l’application ϕ : X˜ −→ X˜/L = X induit le morphisme de complexes
ϕ∗ : Ck(X˜)→ Ck(X)→ Ck(X)/Ck({x}).
Ce morphisme est surjectif et kerϕ = Ck(L). Il en re´sulte un isomorphisme
Ck(X˜)/Ck(L) ∼= Ck(X)/Ck({x}).
Or
IC p¯q+2(X) = {c ∈ Cq+2(X)/∂c ∈ Cq+2(X − {x})} ⊆ Cq+2(X)
ce qui nous permet de de´finir les morphismes
fq+2 : IC
p¯




k(X) = Ck(X)→ Ck(X)/Ck({x})→ Ck(X˜)/Ck(L) = JCpk(X˜, L)
pour k > q + 2
Le morphisme ainsi construit commute avec l’ope´rateur bord.
The´ore`me IV.1.1. Si X = X˜/L est une pseudo-varie´te´ de dimension N avec une singu-
larite´ conique isole´e {x} = L/L alors pour toute perversite´ p¯ = (0, ..., pN) le morphisme
pre´ce´dent induit un isomorphisme
JHp∗ (X˜, L) ∼= IH p¯∗ (X)
c’est-a`-dire que le complexe JCp∗ (X˜, L) et le complexe d’intersection de Goresky-MacPherson
IC p¯∗ (X˜/L) sont quasi-isomorphes.
La preuve de ce the´ore`me utilise le lemme suivant :
Lemme IV.1.1. L’homologie du complexe C∗(Y )/τ≥qC∗(A) est donne´ par :
Hj(C∗(Y )/τ≥qC∗(A)) =

Hj(Y ) si j ≤ q
Im(Hq+1(Y )→ Hq+1(Y,A)) si j = q + 1
Hj(Y,A) si j > q + 1
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Preuve du lemme :
L’inclusion τ≥qC∗(A) ⊂ C∗(A) est un morphisme de complexes et
Hk(τ≥qC∗(A)) =
{
0 si k ≤ q
Hk(A) si k ≥ q + 1
On a un diagramme de suites exactes courtes de complexes








0 // C∗(A) // C∗(Y ) // C∗(Y )/C∗(A) // 0
La premie`re ligne induit la longue suite exacte
· · · → Hq+2(τ≥qC∗(A))→ Hq+2(C∗(Y ))→ Hq+2(C∗(Y )/τ≥qC∗(A))→ Hq+1(τ≥qC∗(A))
→ Hq+1(C∗(Y ))→ Hq+1(C∗(Y )/τ≥qC∗(A))→ Hq(τ≥qC∗(A))→ Hq(C∗(Y ))
→ Hq(C∗(Y )/τ≥qC∗(A))→ · · ·
qui donne
· · · → Hq+2(A) → Hq+2(Y )→ Hq+2(C∗(Y )/τ≥qC∗(A))→ Hq+1(A)→ Hq+1(Y )
→ Hq+1(C∗(Y )/τ≥qC∗(A))→ 0→ Hq(Y )→ Hq(C∗(Y )/τ≥qC∗(A))→ · · ·
Alors















Hk(A) // Hk(Y ) // Hk(Y,A) // Hk−1(A) // Hk−1(Y )
D’apre`s le lemme des cinq on a :
Hk(Y,A) ∼= Hk(C∗(Y )/τ≥qC∗(A)) pour k ≥ q + 2
– pour k ≤ q la suite exacte devient
0→ Hk(Y )→ Hk(C∗(Y )/τ≥qC∗(A))→ 0→ Hk−1(Y )
et
Hk(C∗(Y )/τ≥qC∗(A)) ∼= Hk(Y ) pour k ≤ q
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Hq+2(Y,A) // Hq+1(A) // Hq+1(Y ) // Hq+1(Y,A) // Hq+1(A)
D’apre`s la premie`re suite exacte du diagramme
Hq+1(C∗(Y )/τ≥qC∗(A)) ∼= Hq+1(Y )/ ker(Hq+1(Y )→ Hq+1(C∗/T∗))∼= Hq+1(Y )/Im(Hq+1(A)→ Hq+1(Y ))
la seconde suite exacte nous donne
Hq+1(Y )/Im(Hq+1(A)→ Hq+1(Y )) ∼= Hq+1(Y )/ ker(Hq+1(Y )→ Hq+1(Y,A))∼= Im(Hq+1(Y )→ Hq+1(Y,A))
Par suite on aura
Hq+1(C∗(Y )/τ≥qC∗(A)) ∼= Im(Hq+1(Y )→ Hq+1(Y,A))
Preuve de la proposition :
D’apre`s le chapitre III on sait que
IH p¯j (X) =

Hj(X − {x}) pour j ≤ q
Im(Hj(X − {x}) 7→ Hj(X)) pour j = q + 1
Hj(X) pour j ≥ q + 2.
Or
H∗(X˜) ∼= H∗(X − {x})
Alors
IH p¯j (X)
∼= JHpj (X˜, L) =

Hj(X˜) pour j ≤ q
Im(Hj(X˜) 7→ Hj(X˜, L)) pour j = q + 1
Hj(X˜, L) pour j ≥ q + 2.
Proposition IV.1.2. Pour toute paire (Y,A) et tout entier positif q la cohomologie du
complexe dual de C∗(Y )/τ≥qC∗(A) est donne´e par :
Hj(Hom(C∗(Y )/τ≥qC∗(A),Z)) =

Hj(Y ) si j ≤ q
Im(Hq+1(Y,A)→ Hq+1(Y )) si j = q + 1
Hj(Y,A) si j ≥ q + 2.
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Preuve :
Le complexe dual de C∗(Y )/τ≥qC∗(A) est donne´ par
Kkq (Y,A) = Hom(Ck(Y )/τ≥qCk(A),Z) =

Ck(Y ) si k ≤ q − 1
Hom(Cq(Y )/Bq(A),Z) si k = q
Ck(Y,A) si k ≥ q + 1
Ce complexe s’injecte dans le complexe suivant
Lkq(Y,A) =

Ck(Y ) si k ≤ q
Cq+1(Y,A) + δCq(Y ) si k = q + 1
Ck(Y,A) si k ≥ q + 2
ou` δ : Cq(Y )→ Cq+1(Y ) est l’ope´rateur cobord.
Et on aura le diagramme commutatif suivant
Cq−2(Y ) δ //
‖
















Cq−2(Y ) δ // Cq−1(Y ) δ // Cq(Y ) δ // Cq+1(Y,A) + δCq(Y ) δ // Cq+2(Y,A)
De´montrons maintenant que les deux complexesKkq (Y,A) et L
k
q(Y,A) sont quasi-isomorphes :
– pour k ≤ q − 2 et k ≥ q + 3 il est e´vident que les groupes de cohomologie sont les
meˆmes
Hk(K∗q (Y,A)) ∼= Hk(L∗q(Y,A))
– pour k = q − 1 on a
Hq−1(K∗q (Y,A)) =
ker(δ : Cq−1(Y )→ Hom(Cq(Y )/Bq(A),Z))
Im(δ : Cq−2(Y )→ Cq−1(Y ))
d’apre`s le diagramme commutatif on a δ = ϕ ◦ δ et ϕ injective alors
ker(δ : Cq−1(Y )→ Hom(Cq(Y )/Bq(A),Z)) = ker(Cq−1(Y )→ Cq(Y ))
ce qui donne bien
Hq−1(K∗q (Y,A)) =
ker(Cq−1(Y )→ Cq(Y ))
Im(δ : Cq−2(Y )→ Cq−1(Y ))
∼= Hq−1(L∗q(Y,A))
- pour k = q on a
Hq(K∗q (Y,A)) =
ker(δ : Hom(Cq(Y )/Bq(A),Z)→ Cq+1(Y,A))
Im(δ : Cq−1(Y )→ Hom(Cq(Y )/Bq(A),Z))
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et
Hq(L∗q(Y,A)) =
ker(δ : Cq(Y )→ Cq+1(Y,A) + δCq(Y ))
Im(δ : Cq−1(Y )→ Cq(Y ))
Montrons que
ker(δ : Cq(Y )→ Cq+1(Y,A) + δCq(Y )) =
ϕ(ker(δ : Hom(Cq(Y )/Bq(A),Z)→ Cq+1(Y,A))).
Soit c ∈ ker(δ : Cq(Y )→ Cq+1(Y,A) + δCq(Y )) alors c ◦ d = 0 (ou` d : Cq+1(Y )→
Cq(Y ) est l’ope´rateur bord) donc c est nul sur Bq(Y ) ⊃ Bq(A) donc il existe
c′ ∈ Hom(Cq(Y )/Bq(A),Z) tel que ϕ(c′) = c
Or d’apre`s le diagramme commutatif (2)
δc′ = δ ◦ ϕ(c′) = δc = 0
d’ou`
c′ ∈ ker(δ : Hom(Cq(Y )/Bq(A),Z)→ Cq+1(Y,A))
et par suite
ker(δ : Cq(Y )→ Cq+1(Y,A) + δCq(Y )) ⊆
ϕ(ker(δ : Hom(Cq(Y )/Bq(A),Z)→ Cq+1(Y,A))).
L’autre inclusion vient du fait que δ ◦ ϕ = δ, d’ou` l’e´galite´.
D’autre part, d’apre`s le diagramme commutatif (2), on a ϕ ◦ δ = δ, on en de´duit
que
ϕ(Im(δ : Cq−1(Y )→ Hom(Cq(Y )/Bq(A),Z))) = Im(δ : Cq−1(Y )→ Cq(Y ))
Donc
Hq(K∗q (Y,A)) ∼= Hq(L∗q(Y,A))
- pour k = q + 1
Hq+1(L∗q(Y,A)) =
ker(δ : Cq+1(Y,A) + δCq(Y )→ Cq+2(Y,A))
Im(δ : Cq(Y )→ Cq+1(Y,A) + δCq(Y ))
=
ker(δ : Cq+1(Y,A)→ Cq+2(Y,A)) + δCq(Y ))
δCq(Y )
=
ker(δ : Cq+1(Y,A)→ Cq+2(Y,A))
δCq(Y ) ∩ ker(δ : Cq+1(Y,A)→ Cq+2(Y,A))
=
ker(δ : Cq+1(Y,A)→ Cq+2(Y,A))
δCq(Y ) ∩ Cq+1(Y,A)
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La dernie`re e´galite´ vient du fait que
δCq(Y ) ∩ ker(δ : Cq+1(Y,A)→ Cq+2(Y,A)) ⊆ δCq(Y ) ∩ Cq+1(Y,A)
et pour x ∈ δCq(Y )∩Cq+1(Y,A) on a x = δ(x1) avec x1 ∈ Cq(Y ) et x ∈ Cq+1(Y,A)
alors δx = δ◦δx1 = 0 et par suite x ∈ ker(δ : Cq+1(Y,A)→ Cq+2(Y,A)) d’ou` l’autre
inclusion.
De´montrons que
δCq(Y ) ∩ Cq+1(Y,A) = Im(δ : Hom(Cq(Y )/Bq(A),Z)→ Cq+1(Y,A)))
Soit δc ∈ δCq(Y ) ∩ Cq+1(Y,A) alors δc = c ◦ d ∈ Cq+1(Y,A) donc c ◦ d nul
sur Cq+1(A) et c nul sur Bq(A) d’ou` c ∈ Hom(Cq(Y )/Bq(A),Z) et δc ∈ Im(δ :
Hom(Cq(Y )/Bq(A),Z)→ Cq+1(Y,A)).
Par suite on a
δCq(Y ) ∩ Cq+1(Y,A) ⊆ Im(δ : Hom(Cq(Y )/Bq(A),Z)→ Cq+1(Y,A)))
L’autre inclusion est e´vidente, d’ou` l’e´galite´.
On a bien de´montre´ que
Hq+1(L∗q(Y,A)) =
ker(δ : Cq+1(Y,A)→ Cq+2(Y,A))
δCq(Y ) ∩ Cq+1(Y,A)
=
ker(δ : Cq+1(Y,A)→ Cq+2(Y,A))
Im(δ : Hom(Cq(Y )/Bq(A),Z)→ Cq+1(Y,A)))
∼= Hq+1(K∗q (Y,A))
– Pour k = q + 2
Hq+2(K∗q (Y,A)) =
ker(δ : Cq+2(Y,A)→ Cq+3(Y,A))
Im(δ : Cq+1(Y,A)→ Cq+2(Y,A))
=
ker(δ : Cq+2(Y,A)→ Cq+3(Y,A))
Im(δ : Cq+1(Y,A) + δCq(Y )→ Cq+2(Y,A))
∼= Hq+2(L∗q(Y,A))
Les deux complexes L∗q(Y,A) et K
∗
q (Y,A) sont donc quasi-isomorphes il suffit de calculer
la cohomologie du complexe L∗q(Y,A) pour de´montrer la proposition IV.1.2 .
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– pour k ≤ q − 1 on a
Hk(L∗q(Y,A)) =
ker(δ : Ck(Y )→ Ck+1(Y ))
Im(δ : Ck−1(Y )→ Ck(Y ))
∼= Hk(Y )
– pour k = q on a
Hq(L∗q(Y,A)) =
ker(δ : Cq(Y )→ Cq+1(Y,A) + δCq(Y ))
Im(δ : Cq−1(Y )→ Cq(Y ))
=
ker(Cq(Y )→ Cq+1(Y ))
Im(δ : Cq−1(Y )→ Cq(Y ))
∼= Hq(Y )
– pour k = q + 1 on a
Hq+1(L∗q(Y,A)) =
ker(δ : Cq+1(Y,A) + δCq(Y )→ Cq+2(Y,A))
Im(δ : Cq(Y )→ Cq+1(Y,A) + δCq(Y ))
Or
z = z1 + δz2 ∈ ker(δ : Cq+1(Y,A) + δCq(Y )→ Cq+2(Y,A))
⇒ δ(z1 + δz2) = 0
⇒ δz1 = 0
⇒ z1 ∈ ker(δ : Cq+1(Y,A)→ Cq+2(Y,A))
Donc z est un cycle de Y nul sur A modulo un bord de Y
et par suite
Hq+1(L∗(Y,A)) = Im(Hq+1(Y,A)→ Hq+1(Y ))
– pour k = q + 2 on a
Hq+2(L∗q(Y,A)) =
ker(δ : Cq+2(Y,A)→ Cq+3(Y,A))
Im(δ : Cq+1(Y,A) + δCq(Y )→ Cq+2(Y,A))
=
ker(δ : Cq+2(Y,A)→ Cq+3(Y,A))
Im(δ : Cq+1(Y,A)→ Cq+2(Y,A))
∼= Hq+2(Y,A)
– pour k ≥ q + 3 on a
Hk(L∗q(Y,A)) =
ker(δ : Ck(Y,A)→ Ck+1(Y,A))
Im(δ : Ck−1(Y,A)→ Ck(Y,A))
∼= Hk(Y,A)
Ce qui termine la preuve de la proposition IV.1.2.
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Le re´sultat principal de cette section est :
The´ore`me IV.1.2. Pour toute varie´te´ X˜ de bord L et de dimension N et tout entier
positif q le morphisme :
JHN−jq (X˜, L) → JHpj (X˜, L) ∼= IH p¯j (X)
x → x ∩ [X˜, L]
est un isomorphisme appele´ isomorphisme de dualite´ de Poincare´-Lefschetz.
La J-cohomologie est donc Poincare´ duale a` coefficients entiers de l’homologie d’in-
tersection.
Preuve :
On a trois cas a` conside´rer
– Pour j ≤ q on a N − j ≥ N − q = p+ 2.
Alors
JHN−jq (X˜, L) = H
N−j(X˜, L)
et
JHpj (X˜, L) = Hj(X˜),
d’ou`
HN−j(X˜, L) → Hj(X˜)
x → x ∩ [X˜, L]
est la dualite´ de Poincare´-Lefschetz et c’est un isomorphisme.
– Pour j > q + 2 on a N − j ≤ N − q − 2 = p.
Alors
JHN−jq (X˜, L) = H
N−j(X˜)
et
JHpj (X˜, L) = Hj(X˜, L),
d’ou`
HN−j(X˜) → Hj(X˜, L)
x → x ∩ [X˜, L]
est la dualite´ de Poincare´ et c’est un isomorphisme.
– Pour j = q + 1 on a N − j = N − q − 1 = p+ 1.
Alors
JHpj (X˜, L) = Im(Hj(X˜) −→ Hj(X˜, L))
et
JHN−jq (X˜, L) = Im(H
N−j(X˜, L) −→ HN−j(X˜)).
Or Im(HN−j(X˜, L) −→ HN−j(X˜))→ Im(Hj(X˜) −→ Hj(X˜, L))
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est un isomorphisme et c’est la restriction de HN−j(X˜) −→ Hj(X˜, L) sur














// Hj(X˜) // Hj(X˜, L) ∂
// Hj−1(L)
on en de´duit le re´sultat.
IV.2 Relation entre la cohomologie des deux complexes
IC et JC
Le complexe d’intersection de Goresky-MacPherson est un complexe libre : IC∗(X)
est contenu dans le complexe des chaˆınes libre C∗(X). Ce complexe n’est pas fonctoriel
en toute ge´ne´ralite´ c’est-a`-dire qu’une application quelconque f : (X, x) → (Y, y) entre
varie´te´s singulie`res a` singularite´s isole´es x ∈ X et y ∈ Y n’induit pas ne´cessairement un
morphisme de complexes IC∗(X)→ IC∗(Y ).
De plus il ne ve´rifie pas la dualite´ de Poincare´ entie`re, plus pre´cisement le morphisme de
Poincare´ n’est pas toujours de´fini.
En effet :
Prendre par exemple j = q + 1 c’est-a`-dire N − j = N − q − 1 = p+ 1 et conside´rons le











Hq+1(X˜) // Hq+1(X˜, L) ∂
// Hq(L)
On a Ext(Hp(L),Z) ⊂ Hp+1(L) notons alors par B l’image du Ext(Hp(L),Z) par le
cap-produit avec la classe fondamentale [L].
D’apre`s le diagramme commutatif on a
∩[X˜, L] : ϕ−1(Ext(Hp(L),Z)) = IHp+1q¯ (X)→ ∂−1(B) ⊃ ker∂ = IH p¯q+1(X)
en particulier si ∂−1(B) 6= ker∂ ce morphisme n’est pas ne´cessairement de´fini sur IH p¯q+1(X).
Dans la section pre´ce´dente on a rempli ces deux conditions en contruisant le complexe
JC∗(X˜, L) quasi-isomorphe au complexe d’intersection IC∗(X). Ce complexe ve´rifie la
dualite´ de Poincare´ cherche´e d’apre`s le the´ore`me IV.1.2. Il est fonctoriel c’est-a`-dire que
toute application f : (Y,A) → (Z,B) entre paires d’espaces induit un morphisme de
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complexes f∗ : C∗(Y )/τ≥qC∗(A)→ C∗(Z)/τ≥qC∗(B) (le complexe de chaˆınes C∗ est fonc-
toriel et le complexe tronque´ l’est aussi d’ou` le complexe quotient est fonctoriel) et donc
en particulier c’est vrai pour les pseudo-varie´te´s. Mais ce complexe n’est pas libre.
Comparons maintenant la cohomologie de ces deux complexes. D’apre`s la Proposition




par suite on a un morphisme entre les complexes duaux sur Z
fk : JCkp (X˜, L)→ ICkp¯ (X˜/L).
Ce morphisme entre dans la suite exacte suivante :
Proposition IV.2.1. Soit X := X˜/L une pseudo-varie´te´ de dimension N a` singularite´
conique isole´e {x} = L/L. Pour toute perversite´ p¯ = (0, ..., pN = p) on a la suite exacte
suivante :
0→ JHq+1p (X˜, L) f
q+1→ IHq+1p¯ (X) ϕ→ Ext(Hq(L),Z) δ→ JHq+2p (X˜, L) f
q+2→ IHq+2p¯ (X)→ 0
ou` Ext(Hq(L),Z) ⊂ Hq+1(L), ϕ : Hq+1(X˜) → Hq+1(L), δ : Hq+1(L) → Hq+2(X) et on
note q = N − p− 2.
En particulier le morphisme f est une e´quivalence en cohomologie lorsque H∗(L) est sans
torsion.
Preuve:
Dans la suite de la proposition IV.2.1 on a
JHq+1p (X˜, L) = Im(H
q+1(X˜, L)→ Hq+1(X˜)) = ϕ−1(0)
IHq+1p¯ (X) = ϕ
−1(Ext(Hq(L),Z))
JHq+2p (X˜, L) = H
q+2(X)
IHq+2p¯ (X) = H
q+2(X)/δ(ExtHq(L),Z)





fq+2 // Hq+2(X)/δ(ExtHq(L),Z) // 0
est exacte.
Comme ϕ−1(0) ⊆ ϕ−1(Ext(Hq(L),Z)) le morphisme f q+1 est injectif et f q+1(ϕ−1(0)) =
ϕ−1(0) = Kerϕ ∩ ϕ−1(Ext(Hq(L),Z)) d’ou` l’exactitude en (f q+1, ϕ).
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Le morphisme f q+2 est surjectif et Kerf q+2 = δ(Ext(Hq(L),Z)).
Il reste a` montrer la relation
ϕ(ϕ−1(Ext(Hq(L),Z))) = Kerδ ∩ Ext(Hq(L),Z)
On a ϕ(ϕ−1(Ext(Hq(L),Z))) ⊆ Ext(Hq(L),Z)) et ϕ(ϕ−1(Ext(Hq(L),Z))) ⊆ ϕ(Hq+1(X˜)) =
Imϕ = Kerδ d’apre`s la suite exacte en cohomologie de la paire (X˜, L). Par suite on a
l’inclusion
ϕ(ϕ−1(Ext(Hq(L),Z))) ⊆ Kerδ ∩ Ext(Hq(L),Z).
Passons maintenant a` l’inclusion dans l’autre sens. Soit x ∈ Kerδ ∩Ext(Hq(L),Z) alors
x ∈ Kerδ = Imϕ et x ∈ Ext(Hq(L),Z). Donc il existe y ∈ Hq+1(X˜) tel x = ϕ(y)
c’est-a`-dire y ∈ ϕ−1(x) ⊆ ϕ−1(Ext(Hq(L),Z)) et x = ϕ(y) ∈ ϕ(ϕ−1(Ext(Hq(L),Z))).
On a bien e´galite´.
IV.3 Exemple
D’apre`s [7], il existe une varie´te´ Y compacte orientable de dimension 4, de bord un
espace lenticulaire L dont l’homologie admet de la r-torsion. Pour toute les perversite´s
p¯ = (0, .., p4 = p) de Goresky-MacPherson nous allons de´terminer l’homologie d’intersec-
tion IH p¯∗ (Y/L), la cohomologie d’intersection IH
∗
p¯ (Y/L), et JH
∗
p (Y, L). Nous montrerons
que bien que toutes ces cohomologies soient formellement isomorphes elles ne le sont pas
canoniquement et seules la seconde est Poincare´-duale de l’homologie d’intersection.
Rappelons que les espaces lenticulaires sont des varie´te´s compactes L = L(r, s) de
dimension 3 orientables, quotient de S3 par une action Zr = Z/rZ. L’homologie et la
cohomologie entie`re de L sont donne´es par
H0(L) = Z H1(L) = Z/rZ H2(L) = 0 H3(L) = Z
H0(L) = Z H1(L) = 0 H2(L) = Z/rZ H3(L) = Z
Pour simplifier nous prendrons en particulier l’espace lenticulaire L = L(2, 1) qui est
l’espace projectif RP3 de dimension 3 dont l’homologie est
H0(L) = Z ; H1(L) = Z/2Z ; H2(L) = 0 ; H3(L) = Z
On sait e´galement [25],[7] que l’homologie de l’espace Y est
H0(Y ) = Z ; H1(Y ) = 0 ; H2(Y ) = Z ; H3(Y ) = 0 = H4(Y ).
Cette homologie e´tant libre, H∗(Y ) = Hom(H∗(Y ),Z) et donc
H0(Y ) = Z ; H1(Y ) = 0 ; H2(Y ) = Z ; H3(Y ) = 0 = H4(Y ).
44 IV. Une dualite´ de Poincare´ en homologie d’intersection
Par dualite´ de Poincare´-Lefschetz, on de´duit
H0(Y, L) = 0 ; H1(Y, L) = 0 ; H2(Y, L) = Z ; H3(Y, L) = 0 ; H4(Y, L) = Z
H0(Y, L) = 0 ; H1(Y, L) = 0 ; H2(Y, L) = Z ; H3(Y, L) = 0 ; H4(Y, L) = Z
La suite exacte relative en homologie de la paire (Y, L) donne
0→ H2(Y ) = Z ×2→ H2(Y, L) = Z→ H1(L) = Z/2Z→ 0
La suite exacte relative en cohomologie quant a` elle donne
0→ H2(Y, L) = Z ×2→ H2(Y ) = Z→ H2(L) = Z/2Z→ 0
Y/L est une varie´te´ singulie`re avec un seul point singulier isole´. Les valeurs possibles
de la perversite´ p¯ de Goresky-MacPherson sont p¯ = 0¯, 1¯, 2¯ c’est-a`-dire nulle, moyenne,
totale.
Proposition IV.3.1. 1. L’homologies d’intersection IH p¯∗ (Y/L) en fonction de la per-
versite´ est donne´e par :









p¯ = 0¯ Z 0 Z 0 Z
p¯ = 1¯ Z 0 2Z 0 Z
p¯ = 2¯ Z 0 Z 0 Z
Dans la troisie`me ligne 2Z est l’image de H2(Y ) = Z dans H2(Y, L) = Z.
2. La J-cohomologie JHjp(Y, L), que l’on notera JH
j
p¯(Y, L) dans cet exemple pour
e´viter toute ambiguite´, est donne´e par
JH0p¯ (Y, L) JH
1
p¯ (Y, L) JH
2
p¯ (Y, L) JH
3
p¯ (Y, L) JH
4
p¯ (Y, L)
p = 0 Z 0 Z 0 Z
p = 1 Z 0 2Z 0 Z
p = 2 Z 0 Z 0 Z
Dans la troisie`me ligne 2Z est l’image de H2(Y, L) = Z dans H2(Y ) = Z.










p¯ = 0¯ Z 0 Z 0 Z
p¯ = 1¯ Z 0 Z 0 Z
p¯ = 2¯ Z 0 Z 0 Z
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Preuve:
Posons q¯ la perversite´ comple´mentaire et q = q4 = 2− p4.
1. re´sulte de la formule
IH p¯j (Y/L) =

Hj(Y ) si j ≤ q
Im(Hq+1(Y )→ Hq+1(Y, L)) si j = q + 1
Hj(Y, L) si j ≥ q + 2
2. se de´duit de 1 par la dualite´ de Poincare´-Lefschetz JHjp¯(Y, L)
∩[Y,L]→ IH q¯4−j(Y/L).
On peut aussi montrer 2 a` partir de la formule
JHjp¯(Y, L) =

Hj(Y ) si j ≤ q
Im(Hq+1(Y, L)→ Hq+1(Y )) si j = q + 1
Hj(Y, L) si j ≥ q + 2
3. D’apre`s 1, IH p¯j−1(Y/L) est libre donc la suite exacte des coefficients universels
0→ Ext(IH p¯j−1(Y/L),Z)→ IHjp¯(Y/L)→ Hom(IH p¯j (Y/L)→ 0
se re´duit a` l’isomorphisme IHjp¯(Y/L) ∼= Hom(IH p¯j (Y/L),Z) ce qui ache`ve de montrer la
proposition.
Poursuivons en montrant que bien que les cohomologies JHj
1¯
(Y, L) et IHj
1¯
(Y/L)
soient formellement isomorphes seule la J-cohomologie est Poincare´ duale de l’homologie
d’intersection IH 1¯4−j(Y/L). En effet plac¸ons nous en degre´ j = 2 et pour la perversite´ 1¯
qui est aussi la perversite´ comple´mentaire.
Commenc¸ons par identifier les groupes d’intersections avec des sous-groupes deH2(Y, L)
pour l’homologie et de H2(Y ) pour la cohomologie
– IH 1¯2 (Y/L) = ker(H2(Y, L)
∂→ H1(L) = Z/2Z) = 2H2(Y, L) ⊂ H2(Y, L) (2Z ⊂ Z)
– JH21¯ (Y, L) = ker(H
2(Y )
ϕ→ H2(L) = Z/2Z) = 2H2(Y ) ⊂ H2(Y ) (2Z ⊂ Z)




= Hom(H2(Y ),Z) = H2(Y ). L’e´galite´ (•) vient
de ce que par le morphisme naturel H2(Y ) = Z
×2→ H2(Y, L) = Z l’image de H2(Y )
dans H2(Y, L) s’identifie avec IH
1¯
2 (Y/L).
Maintenant conside´rons le diagramme commutatif suivant dans lequel [Y, L] de´signe la
classe fondamentale relative ge´ne´ratrice de H4(Y, L) :
2Z = JH21¯ (Y, L)
∩[Y,L]→ IH 1¯2 (Y/L) = 2Z
∩ ∩
Z = IH21¯ (Y/L) = H
2(Y )
∩[Y,L]→ H2(Y, L) = Z
La ligne du bas est l’isomorphisme de dualite´ de Lefschetz. Il induit la dualite´ de
Poincare´ entre la J-cohomologie et l’homologie d’intersection (ligne du haut). Par contre,
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comme la cohomologie de Goresky-MacPherson s’identifie avec la cohomologie de Y , son
image par le cap-produit par la classe fondamentale relative [Y, L] n’est pas a` valeur dans
l’homologie d’intersection.
Pour terminer remarquons que dans ce cas la suite exacte de la Proposition IV.2.1
s’e´crit :
0→ Z = JH21¯ (Y, L)
×2→ IH21¯ (Y/L) = Z → Ext(H1(L),Z) = Z/2Z
→ JH31¯ (Y, L) = 0→ IH31¯ (X) = 0
Rappelons que lorsqu’on est a` coefficients rationnels l’homologie et la cohomologie
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V.1 Varie´te´s a` coins et bordisme entre varie´te´s a` bord
Rappelons la de´finition d’une varie´te´ a` coins. Nous suivons Douady [12].
Un secteur adapte´ A de dimension n et d’indice k ou un k-secteur adapte´ de Rn est
une partie de Rn de´finie par les conditions x1 ≥ 0, x2 ≥ 0, ..., xk ≥ 0 pour k ≤ n.
Soit j ≤ k on appelle j-face d’un secteur adapte´ A de Rn le sous-ensemble de A de´fini
par les conditions obtenues en remplac¸ant j des k ine´galite´s qui de´finissent A par des
e´galite´s xi = 0. La dimension d’une j-face de A est n− j et son indice est k − j.
Une varie´te´ a` coins de dimension n est un espace topologique W, localement compact
de´nombrable a` l’infini, muni d’une classe de pin-atlas.
Rappelons qu’un pin-atlas est une famille (Ui, Vi, ϕi)i∈I ou` les Vi forment un recouvrement
ouvert de W, et ou`, pour chaque i, ϕi est un home´omorphisme d’un ouvert Ui d’un secteur
adapte´ A de Rn sur Vi et tel que pour tout couple i, j,
γji = ϕ
−1
j ◦ ϕi|ϕ−1i (Vi∩Vj)
est une application C∞ d’un ouvert de Ui dans Uj.
Deux pin-atlas sont e´quivalents si leur re´union est encore un pin-atlas.
Soit A un secteur adapte´ de Rn, de´fini par les ine´galite´s x1 ≥ 0, x2 ≥ 0, ..., xk ≥ 0.
Un sous-secteur adapte´ A
′
de A est l’ensemble de´fini par les conditions obtenues en
remplac¸ant ` des k ine´galite´s qui de´finissent A par des e´galite´s xi = 0, et en ajoutant
p − ` e´galite´s de la forme xi = 0, et j ine´galite´s de la forme xi ≥ 0, portant sur de
nouvelles coordonne´es distinctes. A
′
est donc un secteur de dimension n− p et d’indice
k− `+ j. On dit que p est la codimension de A′ dans A, ` est le co-indice de A′ dans A,
et j est l’indice comple´mentaire.
Les faces relatives de A
′
dans A sont obtenues en remplac¸ant dans la de´finition de A
′
certaines des j ine´galite´s comple´mentaires par les e´galite´s correspondantes.
Par abus de langage, A
′
sera dit sans face relative dans A, si j = 0.
Une sous-varie´te´ de codimension p et de co-indice ` d’une varie´te´ a` coins W est un
sous-espace ferme´ V de W tel que, pour tout point x de V , il existe une carte ϕi : Ui → Vi
de W , ou` Ui est un ouvert d’un secteur adapte´ Ai de Rn telle que
ϕi(0) = x,
et que





i est un sous-secteur adapte´ de Ai, de codimension p et de co-indice `.
Une telle carte sera dite adapte´e a` V .
La sous-varie´te´ V est dite sans bord relatif dans W si A
′
i est toujours un sous-secteur
sans face relative de Ai.
Les varie´te´s a` coins vont permettre de de´finir un bordisme entre varie´te´s a` bords.
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De´finition V.1.1. Soient (M0, ∂M0) et (M1, ∂M1) deux varie´te´s a` bords lisses de di-
mension n. Le triplet
((M0, ∂M0), (W,W
′), (M1, ∂M1))
est un bordisme a` coins si
(i) W est une varie´te´ a` coins de dimension n+ 1 dont le bord ”topologique” bW est
la re´union de trois parties M0,M1 et W
′, les coins e´tant ∂M0 et ∂M1 .
(ii) (∂M0,W
′, ∂M1) est un bordisme [10] [28].
En particulier on dit qu’une varie´te´ a` bord (M,∂M) est bordante a` ∅ s’il existe un couple
(W,W ′) tel que :
(i) W est une varie´te´ a` coins de dimension n+ 1 dont le bord ”topologique” bW est
la re´union de M et W ′.
(ii) ∂M est le bord de W ′.
Toutes les varie´te´s conside´re´es sont des varie´te´s a` bord lisse sauf mention contraire
comme par exemple dans le cas des varie´te´s a` coins.
Dans le the´ore`me V.4.1, nous verrons l’importance du bordisme (∂M0,W
′, ∂M1) ce
qui n’est pas suppose´ dans la de´finition II.1.3.
La de´finition V.1.1 signifie qu’on peut trouver un atlas de W comprenant, pour
chacune des 4 situations possibles de x ∈ W suivantes, une carte ϕ : U → V centre´e en
x, c’est-a`-dire x ∈ V et ϕ(0) = x, ve´rifiant :
a) Pour x ∈ W − bW , U est un voisinage de 0 dans Rn+1.
b) Pour x ∈ Mk − ∂Mk, k = 0, 1, ou pour x ∈ W ′ − (∂M0 ∪ ∂M1), alors U est un
voisinage de 0 dans un 1-secteur adapte´ de Rn+1.
c) Pour x ∈ ∂Mk, k = 0, 1, U est un voisinage de 0 dans un 2-secteur adapte´ de Rn+1.
Soit W une varie´te´ a` coins. On appelle face de W toute sous-varie´te´ sans bord relatif
V de W , de codimension 1 et de co-indice 1. Par exemple, dans le cas du bordisme,
((M0, ∂M0), (W,W
′), (M1, ∂M1)) le sous-espace W est une varie´te´ a` coins ayant pour
faces M0 , M1 et W
′
.
On peut recoller deux varie´te´s a` coins par identification de faces ([13], the´ore`me 3 ).
Lemme V.1.1. Soient W1 et W2 deux varie´te´s a` bords anguleux, V1 et V2 des faces
compactes de W1 et W2 respectivement, et f un diffe´omorphisme de V1 sur V2. L’espace
topologique (W1 ∪W2)/f , obtenu a` partir de W1 et W2 en identifiant x a` f(x) pour tout
x de V1, est une varie´te´ a` bord topologique.
Il existe une structure de varie´te´ a` coins sur (W1 ∪ W2)/f de fac¸on que W1 et W2
s’identifient a` des sous varie´te´s.
Nous pouvons maintenant montrer :
Proposition V.1.1. La relation bordisme a` coins est une relation d’e´quivalence.
50 V. Homologie d’intersection ge´ome´trique
Preuve:
(i) La reflexivite´ provient du fait que ((M,∂M), (W,W ′), (M,∂M)) ou` (W,W ′) =
[0, 1]× (M,∂M) ∼= ([0, 1]×M, [0, 1]× ∂M) est un bordisme.
(ii) La relation est syme´trique par construction.
(iii) Pour montrer que c’est une relation transitive conside´rons 2 bordismes ayant la
face (M1, ∂M1) en communn,
((M0, ∂M0), (W,W
′), (M1, ∂M1)) et ((M1, ∂M1), (Z,Z ′), (M2, ∂M2)).
Conside´rons Q = W ∪ Z/idM1 et Q′ = W ′ ∪ Z ′/id∂M1 . D’apre`s le lemme V.1.1
((M0, ∂M0), (Q,Q
′), (M2, ∂M2)) est un bordisme
On a bien montre´ que c’est une relation d’e´quivalence.
V.2 Triplets d’intersection, ou morphismes a` poids de
varie´te´s a` bord, et bordisme
Soit (Y,A) une paire de CW-complexes de dimension finie, dim Y = N et on fixe un
entier positif q.
Un morphisme a` poids de varie´te´s a` bord, appele´ plus simplement un triplet d’inter-
section de degre´ j, est un triplet de la forme ((Mn, ∂M), xj, f) avec :
Mn est une varie´te´ diffe´rentiable a` bord diffe´rentiable orientable de dimension n
Le poids xj est un e´le´ment de J-cohomologie
xj ∈ JHn−jq (M,∂M) =

Hn−j(M,∂M) si j 6 q
Im(Hn−j(M,∂M) −→ Hn−j(M)) si j = q + 1
Hn−j(M) si j > q + 2.
f : (M,∂M) −→ (Y,A) est en application continue.
De´finition V.2.1. On dit que 2 triplets ((M0, ∂M0), x0, f0) et ((M1, ∂M1), x1, f1) sont
bordants s’il existe un triplet ((W,W
′
), x, f) tel que :
((M0, ∂M0), (W,W
′
), (M1, ∂M1)) est un bordisme a` coins (de´finition V.1.1)




) si j 6 q
Im(Hn−j(W,W
′
) −→ Hn−j(W )) si j = q + 1
Hn−j(W ) si j > q + 2
les xi, i = 0, 1 sont induits de x par les inclusions (Mi, ∂Mi) ⊂ (W,W ′) c’est-a`-dire
x|JHn−jq (Mi,∂Mi) = xi
f : (W,W
′
) −→ (Y,A) est tel que fi = f|(Mi,∂Mi) pour i = 0, 1.
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La preuve de la proposition V.1.1 se ge´ne´ralise imme´diatement a` la relation de bor-
disme entre triplets d’intersection.
Proposition V.2.1. La relation de bordisme entre triplets d’intersection est une relation
d’e´quivalence.
V.3 Homomorphisme de Gysin de´fini par une section.
La J-cohomologie admet un homomorphisme de Gysin. Donnons sa construction.
Soit E un fibre´ vectoriel de rang r au-dessus de M varie´te´ a` bord munie d’une certaine
me´trique
Conside´rons le fibre´ V = E ⊕ 1 et notons par D = DV et S = SV les fibre´s en disques
et en sphe`res associe´s a` cette me´trique.
Rappelons que le fibre´ V admet la section partout non nulle
σ : M → V
m −→ (0m, 1)
σ peut eˆtre conside´re´e comme une section M −→ S du fibre´ S.
L’espace S est une varie´te´ orientable de dimension n+ r de bord ∂S = S/∂M .




q (M,∂M) → JHp
′
j (M,∂M)




q (S, ∂S) → JHp
′+r
j (S, ∂S)
x → x ∩ [S, ∂S]
avec p′ = n− q − 2.
On peut maintenant definir
σ! : JH
n−j
q (M,∂M)→ JHn+r−jq (S, ∂S)
















S ◦ σ∗ ◦ ΦM(x)
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Remarque V.3.1. – Nous avons utilise´ la fonctorialite´ de la J-homologie.
– Pour toute application g : (Pm, ∂P )→ (Mn, ∂M) on peut construire :
g! : JH
j
q (P, ∂P ) → JHn−m+jq (M,∂M)
x → ΦM−1 ◦ g∗ ◦ ΦP (x)
qui ve´rifie la proprie´te´ suivante
g!(g
∗(y) ∪ x) = y ∪ g!(x).
En effet :
g!(g
∗(y) ∪ x) = ΦM−1 ◦ g∗ ◦ ΦP (g∗(y) ∪ x) = ΦM−1 ◦ g∗((g∗(y) ∪ x) ∩ [P, ∂P ]) = ΦM−1 ◦
g∗(g∗(y)∩ (x∩ [P, ∂P ])) = ΦM−1(g∗(g∗(y)∩ (x∩ [P, ∂P ]))) = ΦM−1(g∗(x∩ [P, ∂P ])∩y) =
ΦM
−1(g∗ ◦ ΦP (x) ∩ y)
et
y ∪ g!(x) = y ∪ (ΦM−1 ◦ g∗ ◦ ΦP (x)) = y ∪ (ΦM−1 ◦ g∗(x ∩ [P, ∂P ]))
Alors on a
ΦM(g!(g
∗(y) ∪ x)) = ΦM(ΦM−1(g∗ ◦ ΦP (x) ∩ y)) = g∗ ◦ ΦP (x) ∩ y
et
ΦM(y ∪ g!(x)) = ΦM(y ∪ (ΦM−1 ◦ g∗(x ∩ [P, ∂P ]))) = (y ∪ (ΦM−1 ◦ g∗(x ∩ [P, ∂P ]))) ∩
[M,∂M ] = y∩(ΦM−1 ◦g∗(x∩ [P, ∂P ])∩ [M,∂M ]) = y∩(g∗(x∩ [P, ∂P ])) = y∩g∗ ◦ΦP (x),
d’ou` l’e´galite´.
V.4 Homologie d’intersection ge´ome´trique.
La J-cohomologie nous a permis de de´finir par dualite´ les triplets ge´ome´triques d’in-
tersection. Dans cette section nous allons mettre sur ces triplets une relation d’e´quivalence
de manie`re qu’on puisse les identifier avec les cycles d’intersection. Cette repre´sentation
nous donnera l’homologie d’intersection ge´ome´trique.
Soit (Y,A) comme dans la section 2 ci-dessus. Conside´rons alors les triplets d’inter-
section ((M,∂M), x, f) avec f : (M,∂M)→ (Y,A).
On dit que deux triplets ((M,∂M), x, f) et ((M ′, ∂M ′), x′, f ′) sont e´quivalents s’il
existe un diffe´omorphisme F : (M,∂M) −→ (M ′, ∂M ′) qui pre´serve l’orientation tel
que f ′ = f ◦ F et x′ = F ∗x. Les classes d’e´quivalence de triplets sont appele´es cycles
d’intersection ge´ome´triques.
Conside´rons maintenant le groupe abe´lien libre engendre´ par tous les cycles et quo-
tientons par le sous-groupe constitue´ d’une part de toutes les diffe´rences de la forme :
((M,∂M), x, f)−((M1, ∂M1), x/(M1,∂M1), f/(M1,∂M1))−((M2, ∂M2), x/(M2,∂M2), f/(M2,∂M2))
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ou` M = M1 unionsqM2 et unionsq est la somme disjointe et d’autre part de toutes les diffe´rences de
la forme :
((N, ∂N), u+ v, g)− ((N, ∂N), u, g)− ((N, ∂N), v, g).
Notons ce quotient par G(Y,A).
Soit maintenant U(Y,A) ⊂ G(Y,A) le sous-groupe engendre´ par tous les e´le´ments de
la forme :
(a) ((M,∂M), x, f) tel qu’il existe un triplet ((W,W
′
), x˜, f˜) tel que (W,W
′
) de´finisse
un bordisme entre (M,∂M) et ∅ (de´fintion V.1.1) et de plus x˜|(M,∂M) = x et
f˜|(M,∂M) = f (Bordisme)
(b) ((M,∂M), x, f) − ((S(E ⊕ 1), ∂S), σ!(x), f ◦ pi) ou` E −→ M est un fibre´ vectoriel
au-dessus de M et pi : (S, ∂S) −→ (M,∂M) la projection (modification par fibre´
vectoriel).
De´finition V.4.1. L’homologie ge´ome´trique d’intersection pour la perersite´ p¯ est le quo-
tient G(Y,A)/U(Y,A). On le note J ′Hp∗ (Y,A) .
La classe du cycle ((M,∂M), x, f) dans le groupe quotient G(Y,A)/U(Y,A) sera note´e
par [(M,∂M), x, f ].
On note par J ′Hpj (Y,A)) = {[(M,∂M), x, f ] ∈ J ′Hp∗ (Y,A) ou` ((M,∂M), x, f) de degre´
j}
On a une transformation naturelle de foncteurs entre l’homologie ge´ome´trique J ′Hp∗ (Y,A)
et l’homologie JHp∗ (Y,A)
ϕ : J ′Hp∗ (Y,A) → JHp∗ (Y,A)
[(M,∂M), x, f ] → f∗(x ∩ [M,∂M ])
Rappelons que dans le cas d’une varie´te´ a` bord (Y,A) = (X˜, L) on a IH p¯∗ (X) ∼=
JHp∗ (X˜, L) (proposition IV.1.1). Dans ce cas la transformation naturelle pre´ce´dente per-
met de comparer l’homologie ge´ome´trique d’intersection J ′H et l’homologie d’intersection
de Goresky-MacPherson IH
The´ore`me V.4.1. Pour une varie´te´ orientable a` bord (X˜, L), la transformation naturelle
suivante entre l’homologie ge´ome´trique d’intersection et l’homologie d’intersection est un
isomorphisme
ϕ : J ′Hp∗ (X˜, L)) → IH p¯∗ (X˜/L)
[(M,∂M), x, f ] → f∗(x ∩ [M,∂M ])
Remarque V.4.1. Pour repre´senter ge´ome´triquement H∗(X,A) Jakob utilise le dual de
Poincare´ de H∗(M,∂M) qui est H∗(M) et il utilise le bordisme a` poids dans l’homologie
absolue.
Pour repre´senter IH p¯∗ (X˜/L) nous utilisons le dual de Poincare´ de IH
p¯
∗ (M/∂M) qui est
JH∗q (M,∂M). La J-cohomologie ne´cessite de la cohomologie relative donc nous avons
besoin d’un ”bordisme de paires” repre´sente´ par (W,W ′) (de´finition V.1.1).
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Preuve:
On a 3 cas a` conside´rer :
Cas 1 : j ≤ q
Dans ce cas on aura :
. IH p¯j (X) = Hj(X˜),
. dans les triplets d’intersection ((M,∂M), x, f) si M est une varie´te´ a` bord orientable
de dimension n alors la classe de cohomologie x ve´rifie x ∈ JHn−jq (M,∂M) =
Hn−j(M,∂M) et f : (M,∂M)→ (X˜, L)}.
De´montrons tout d’abord que ϕ est compatible avec la relation de bordisme et avec
la modification par fibre´ vectoriel.
Pour de´montrer que ϕ est compatible avec la relation de bordisme il faut mon-
trer que si ((M0, ∂M0), x0, f0) et ((M1, ∂M1), x1, f1) ∈ J ′Hpj (X˜, L) sont bordants alors
(f0)∗(x0 ∩ [M0, ∂M0]) = (f1)∗(x1 ∩ [M1, ∂M1]).
Soit (((M0, ∂M0), x0, f0), ((W,W
′
), x, f), ((M1, ∂M1), x1, f1)) un bordisme. Calculons l’image
du cap-produit x ∩ [W,∂W ] ∈ Hj+1(W,M0 ∪M1) par l’ope´rateur bord
∂ : Hj+1(W,M0 ∪M1)→ Hj(M0 ∪M1).
On a
∂(x ∩ [W,∂W ]) = x/∂W ∩ ∂[W,∂W ]
= (x0 + x1 + x/W ′ ) ∩ ([M0, ∂M0]− [M1, ∂M1] + [W ′ ])
= x0 ∩ [M0, ∂M0]− x1 ∩ [M1, ∂M1],
et par conse´quent
(f)∗∂(x ∩ [W,∂W ]) = (f0)∗(x0 ∩ [M0, ∂M0])− (f1)∗(x1 ∩ [M1, ∂M1]).
Or le diagramme commutatif induit par f : (W,M0 ∪M1)→ (X˜, X˜) :
Hj+1(W,M0 ∪M1) f∗→ Hj+1(X˜, X˜) = 0
∂ ↓ ∂ ↓
Hj(M0 ∪M1) f∗→ Hj(X˜)
nous donne
0 = ∂(f)∗(x ∩ [W,∂W ])
= (f)∗∂(x ∩ [W,∂W ])
= (f0)∗(x0 ∩ [M0, ∂M0])− (f1)∗(x1 ∩ [M1, ∂M1]),
Ce qui est la relation demande´e.
Pour montrer que ϕ est compatible avec la modification par fibre´ vectoriel il faut
montrer que pour toute diffe´rence ((M,∂M), x, f) − ((S(E ⊕ 1), ∂S), σ!(x), f ◦ pi), on a
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la relation (f ◦ pi)∗(σ!(x) ∩ [S, ∂S]) = f∗(x ∩ [M,∂M ]).
La suite de relations
(f ◦ pi)∗(σ!(x) ∩ [S, ∂S]) = f∗ ◦ pi∗(σ!(x) ∩ [S, ∂S]) = f∗ ◦ pi∗(ΦS(σ!(x)))
= f∗ ◦ pi∗(ΦS ◦ ΦS−1 ◦ σ∗ ◦ ΦM(x))
= f∗ ◦ pi∗(σ∗ ◦ ΦM(x)) = f∗(pi∗ ◦ σ∗)ΦM(x)
= f∗(ΦM(x)) = f∗(x ∩ [M,∂M ])
donne le re´sultat.
Passons maintenant a` la surjection. Soit y ∈ Hj(X˜) il faut trouver un cycle d’inter-
section ((M,∂M), x, f) tel que f∗(x ∩ [M,∂M ]) = y.
On peut plonger (X˜, L) dans un (Rl,Rl−1) convenable [18], puis on construit un
voisinage tubulaire autour de ce X˜ et on utilise la me´thode de Hirsch pour le lisser. On
aura maintenant une varie´te´ diffe´rentiable W ⊂ Rl de dimension l et une re´traction par
de´formation r : W → X˜ ⊂ W ve´rifiant ∂W = ∂1W ∪ ∂2W avec ∂2Wvoisinage de L et
r/∂2W : ∂2W → L. Or r : W −→ X˜ induit un isomorphisme r∗ : Hj(W ) −→ Hj(X˜) donc
pour y ∈ Hj(X˜) il existe y1 ∈ Hj(W ) tel que r∗(y1) = y.
Prenons maintenant le disque trivial D := Dk × W au-dessus de W qui a comme
bord ∂D = (Sk−1 ×W ) ∪ (Dk × ∂1W ) ∪ (Dk × ∂2W ).
Notons ∂1D = (S
k−1 ×W )∪ (Dk × ∂1W ). C’est une varie´te´ orientable a` bord contenant
(Sk−1×W ) avec ∂(∂1D) = (Sk−1×∂1W )∪(Sk−1×∂2W )∪(Sk−1×∂1W )∪(Dk×∂(∂1W )).
En respectant les orientations on aura ∂(∂1D) = (S
k−1× ∂2W )∪ (Dk × ∂(∂1W )) qui est
une varie´te´ sans bord qui contient (Sk−1 × ∂2W ).
Donc je peux de´finir la projection pi : (∂1D, ∂(∂1D)) −→ (W,∂2W ) qui induit une sur-
jection pi∗ : Hj(∂1D) −→ Hj(W ). Alors pour y1 ∈ Hj(W ) il existe y2 ∈ Hj(∂1D) tel que
pi∗(y1) = y2.
D’apre`s la dualite´ de Poincare´ il existe un isomorphisme
Φ∂1D : H
n−j(∂1D, ∂(∂1D)) −→ Hj(∂1D)
x → x ∩ [∂1D, ∂(∂1D)]
D’ou` pour y2 ∈ Hj(∂1D) il existe x ∈ Hn−j(∂1D, ∂(∂1D)) tel que x∩ [∂1D, ∂(∂1D)] = y2.
En prenant M = ∂1D et f = r ◦ pi : (M,∂M)→ (W,∂2W )→ (X˜, L), on a
f∗(x ∩ [M,∂M ]) = (r ◦ pi)∗(x ∩ [M,∂M ]) = (r ◦ pi)∗(y2) = r∗(pi∗(y2)) = r∗(y1) = y.
ce qui montre la surjection dans le premier cas.
Pour terminer ce premier cas montrons que ϕ est injective.
Soit ((M,∂M), x, f) ∈ J ′Hpj (X˜, L) tel que f∗(x ∩ [M,∂M ]) = 0. Il faut de´montrer que
[(M,∂M), x, f ] = 0 c’est-a`-dire que le cycle ((M,∂M), x, f) est bordant a` ze´ro. D’apre`s
la constuction de l’homologie d’intersection ge´ome´trique il suffit de trouver un fibre´
vectoriel pi : E →M au-dessus de M tel que ((S(E ⊕ 1), ∂S(E ⊕ 1)), σ!(x), pi ◦ f) borde
56 V. Homologie d’intersection ge´ome´trique
ze´ro.
On choisit l assez large de manie`re que l = n+k+1 > 2n alors on peut plonger (M,∂M)
dans (Rl,Rl−1), l’application f˜ = r ◦ f est homotope a` un plongement
(M,∂M)
f˜











et le fibre´ normal est de la forme NM = E ⊕ 1 [18].
On choisit une me´trique sur E et on note S = S(NM) = S(E ⊕ 1) le fibre´ en sphe`res et
D = D(NM) = D(E ⊕ 1) le fibre´ en disques associe´s.
Montrons que ((S, ∂S), σ!(x), f ◦ pi) est un bord.
Le fibre´ en sphe`res S est une varie´te´ de dimension n+ k. Soit j : S → D le plongement.
On pose W˜ = W−intD−int (D/∂M) dont le bord ∂W˜ = ∂1W ∪S∪(∂2W−int (D/∂M)).
Notons W
′
= (∂2W − int (D/∂M)) et conside´rons le diagramme commutatif suivant :
Hn−j+k(W˜ , ∂1W ∪W ′)
∩[W˜ ,∂W˜ ] ∼=

res // Hn−j+k(W˜ ,W
′
)




















i∗ // Hj(W )
Hj+1(W˜ , S)→Hj+1(W,D) est un isomorphisme par excision ( en effet :W˜ = W − intD−
int(D|∂M) et S = D − intD − int(D|∂M)).
Hn−j+k(W˜ , ∂1W ∪W ′) ∩[W˜ ,∂W˜ ]→ Hj+1(W˜ , S) est un isomorphisme [6] , (∂W˜ = (∂1W ∪
W ′) ∪ S et (∂1W ∪W ′) ∩ S = S|∂M avec S|∂M le bord commun de S et de ∂1W ∪W ′ ).
D’apre`s ce diagramme commutatif f∗(x ∩ [M,∂M ]) = 0 implique qu’il existe un
e´le´ment z ∈ Hn−j+k(W˜ , ∂1W ∪W ′) tel que j∗(σ!(x) ∩ [S, ∂S]) = j∗(z¯/(S,∂S) ∩ [S, ∂S]) ∈
Hj(D).












La relation j∗(σ!(x) ∩ [S, ∂S]) = j∗(z¯/(S,∂S) ∩ [S, ∂S]) implique qu’il existe
y ∈ Hn+k−j(D,D/∂M) tel que σ!(x) = z¯/(S,∂S) + y/(S,∂S).
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Calculons maintenant ((S, ∂S), σ!(x), f ◦ pi)
((S, ∂S), σ!(x), f ◦ pi) = ((S, ∂S), z¯/(S,∂S) + y/(S,∂S), f ◦ pi)
' ((S, ∂S), y/(S,∂S), f ◦ pi) + ((S, ∂S), z¯/(S,∂S), f ◦ pi)
' ((S, ∂S), y/(S,∂S), f ◦ pi) + ((S, ∂S), z¯/(S,∂S), r/(S,∂S)).
Or ((S, ∂S), z¯/(S,∂S), r/(S,∂S)) borde ((∂1W,∂(∂1W )), 0, r/∂1W ).
En effet, on a ∂W˜ = ∂1W ∪ S ∪W ′ et ∂W ′ = S/∂M ∪ ∂(∂2W ) donc (S/∂M ,W ′ , ∂(∂2W ))
avec ∂(∂2W ) = ∂(∂1W ) est un bordisme et par suite ((S, ∂S), (W˜ ,W
′
), (∂1W,∂(∂1W )))
est un bordisme et ((S, ∂S), z¯/(S,∂S), r/(S,∂S)) est bordant a` ∅.
D’autre part ((S, ∂S), y/(S,∂S), f ◦ pi) est le bord de ((D,D/∂M), y, f ◦ pi) car ∂D =
S ∪D/∂M et ∂S = S/∂M est le bord de D/∂M . Alors ((S, ∂S), y/(S,∂S), f ◦ pi) est bordant
a` ze´ro. D’ou` ((S, ∂S), σ!(x), f ◦ pi) est bordant a` ze´ro donc c’est le bord d’un certain
((Z,Z
′
), x̂, f̂). Il en re´sulte que ϕ est injective.
Ce qui ache`ve la preuve pour le premier cas.
Cas 2 : j ≥ q + 2
Dans ce cas on aura :
. IH p¯j (X) = Hj(X˜, L),
. dans les triplets d’intersection ((M,∂M), x, f) si M est une varie´te´ a` bord orientable
de dimension n alors la classe de cohomologie x ve´rifie x ∈ JHn−jq (M,∂M) =
Hn−j(M) et f : (M,∂M)→ (X˜, L)}.
De´montons tout d’abord que ϕ est compatible avec la relation de bordisme et avec
la modification par fibre´ vectoriel.
Pour de´montrer que ϕ est compatible avec la relation de bordisme il faut mon-
trer que si ((M0, ∂M0), x0, f0) et ((M1, ∂M1), x1, f1) ∈ J ′Hpj (X˜, L) sont bordants alors
(f0)∗(x0 ∩ [M0, ∂M0]) = (f1)∗(x1 ∩ [M1, ∂M1]).
Soit (((M0, ∂M0), x0, f0), ((W,W
′
), x, f), ((M1, ∂M1), x1, f1)) un bordisme. Calculons l’im-
age du cap-produit x ∩ [W,∂W ] ∈ Hj+1(W,M0 ∪M1) par l’ope´rateur bord
∂ : Hj+1(W,∂W )→ Hj(∂W ).
On a
∂(x ∩ [W,∂W ]) = x/∂W ∩ ∂[W,∂W ]
= (x0 + x1 + x/W ′ ) ∩ ([M0, ∂M0]− [M1, ∂M1] + [W ′ ])
= x0 ∩ [M0, ∂M0]− x1 ∩ [M1, ∂M1] + x/W ′ ∩ [W ′ ],
et par conse´quent
(f)∗∂(x∩ [W,∂W ]) = (f0)∗(x0 ∩ [M0, ∂M0])− (f1)∗(x1 ∩ [M1, ∂M1]) + (f)∗(x/W ′ ∩ [W
′
]).
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Or le diagramme commutatif induit par f : (W,∂W )→ (X˜, X˜)
Hj+1(W,∂W )
f∗→ Hj+1(X˜, X˜) = 0




0 = ∂(f)∗(x ∩ [W,∂W ])
= (f)∗∂(x ∩ [W,∂W ])
= (f0)∗(x0 ∩ [M0, ∂M0])− (f1)∗(x1 ∩ [M1, ∂M1]) + (f)∗(x/W ′ ∩ [W ′ ]),
or




(f0)∗(x0 ∩ [M0, ∂M0])− (f1)∗(x1 ∩ [M1, ∂M1]) = 0 mod H∗(L)
L’application ϕ est compatible avec la modification par fibre´ vectoriel (la de´monstration
du cas 1 est valable ici car elle ne de´pend pas du degre´ j.)
Les de´monstrations qui suivent sont toutes du meˆme format. En particulier on utilise
partout les W , ∂1D, W˜ et W
′ introduites dans le cas 1.
Passons maintenant a` la surjection. Soit y ∈ Hj(X˜, L) il faut trouver un cycle d’in-
tersection ((M,∂M), x, f) tel que f∗(x ∩ [M,∂M ]) = y.
Puisque r∗ : Hj(W,∂2W ) −→ Hj(X˜, L) (de´finie dans le cas 1) est un isomorphisme
alors pour y ∈ Hj(X˜, L) il existe y1 ∈ Hj(W,∂2W ) tel que r∗(y) = y1.
Or
pi : (∂1D, ∂(∂1D)) −→ (W,∂2W )
induit une surjection
pi∗ : Hj(∂1D, ∂(∂1D)) −→ Hj(W,∂2W )
donc pour y1 il existe y2 ∈ Hj(∂1D, ∂(∂1D)) tel que pi∗(y1) = y2.
D’apre`s la dualite´ de Poincare´ il existe un isomorphisme
Φ∂1D : H
n−j(∂1D) −→ Hj(∂1D, ∂(∂1D))
x → x ∩ [∂1D, ∂(∂1D)].
D’ou` pour y2 ∈ Hj(∂1D, ∂(∂1D)) il existe x ∈ Hn−j(∂1D) tel que x∩ [∂1D, ∂(∂1D)] = y2.
En prenant M = ∂1D et f = r ◦ pi : (M,∂M)→ (W,∂2W )→ (X˜, L) on a
f∗(x ∩ [M,∂M ]) = (r ◦ pi)∗(x ∩ [M,∂M ]) = (r ◦ pi)∗(y2) = r∗(pi∗(y2)) = r∗(y1) = y.
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Pour terminer ce deuxie`me cas montrons que ϕ est injective. On travaille dans le
meˆme cadre que le cas 1. Conside´rons maintenant le diagramme commutatif suivant :
Hn−j+k(W˜ , ∂1W ∪W ′)
∩[W˜ ,∂W˜ ]






















i∗ // Hj(W,∂2W )
D’apre`s le diagramme commutatif f∗(x ∩ [M,∂M ]) = 0 implique qu’il existe un e´le´ment
z ∈ Hn−j+k(W˜ , ∂1W ∪W ′) tel que j∗(σ!(x)∩ [S, ∂S]) = j∗(z¯/S∩ [S, ∂S]) ∈ Hj(D,D/∂M).










Hj+1(D, ∂D) // Hj(S, ∂S)
j∗ // Hj(D,D/∂M)
La relation j∗(σ!(x)∩ [S, ∂S]) = j∗(z¯/(S,∂S)∩ [S, ∂S]) implique qu’il existe y ∈ Hn+k−j(D)
tel que σ!(x) = z¯/S + y/S.
Calculons maintenant ((S, ∂S), σ!(x), f ◦ pi)
((S, ∂S), σ!(x), f ◦ pi) = ((S, ∂S), z¯/S + y/S, f ◦ pi)
' ((S, ∂S), y/S, f ◦ pi) + ((S, ∂S), z¯/S, f ◦ pi)
' ((S, ∂S), y/S, f ◦ pi) + ((S, ∂S), z¯/S, r/(S,∂S))
Or ((S, ∂S), z¯/S, r/(S,∂S)) borde ((∂1W,∂(∂1W )), 0, r/∂1W ) (en effet :∂W˜ = ∂1W ∪S∪W ′
et ∂W
′
= S/∂M ∪ ∂(∂2W ) donc (S/∂M ,W ′ , ∂(∂2W )) avec ∂(∂2W ) = ∂(∂1W ) est un
bordisme et par suite ((S, ∂S), (W˜ ,W
′
), (∂1W,∂(∂1W ))) est un bordisme)
et ((S, ∂S), z¯/S, r/(S,∂S)) est bordant a` ∅.
D’autre part ((S, ∂S), y/S,, f ◦pi) est le bord de ((D,D/∂M), y, f ◦pi) car ∂D = S∪D/∂M
et ∂S = S/∂M est le bord de D/∂M . Alors ((S, ∂S), y/(S,∂S), f ◦pi) est bordant a` ze´ro. D’ou`
((S, ∂S), σ!(x), f ◦ pi) est bordant a` ze´ro donc c’est le bord d’un certain ((Z,Z ′), x̂, f̂). Il
en re´sulte que ϕ est injective.
Ce qui ache`ve la preuve pour le deuxie`me cas.
Cas 3 : j = q + 1
Dans ce cas on aura :
. IH p¯j (X) = Im(Hj(X˜) −→ Hj(X˜, L)),
. dans les triplets d’intersection ((M,∂M), x, f) si M est une varie´te´ a` bord orientable
de dimension n alors la classe de cohomologie x ve´rifie x ∈ JHn−jq (M,∂M) =
Im(Hn−j(M,∂M)→ Hn−j(M)) et f : (M,∂M)→ (X˜, L).
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De´montrons tout d’abord que ϕ est compatible avec la relation de bordisme et avec
la modification par fibre´ vectoriel.
Pour de´montrer que ϕ est compatible avec la relation de bordisme il faut montrer
que si ((M0, ∂M0), x0, f0) et ((M1, ∂M1), x1, f1) ∈ J ′Hpj (X˜, L) sont bordants alors
(f0)∗(x0 ∩ [M0, ∂M0]) = (f1)∗(x1 ∩ [M1, ∂M1]).
Or
JHN−jq (M0, ∂M0) = Im(H
n−j(M0, ∂M0)→ Hn−j(M0)) ⊆ Hn−j(M0)
et
JHN−jq (M1, ∂M1) = Im(H
n−j(M1, ∂M1)→ Hn−j(M1)) ⊆ Hn−j(M1),
donc on est dans le cas 2 .
Le morphisme ϕ est bien de´fini pour la modification par fibre´ vectoriel.
Passons maintenant a` la surjection. Soit y ∈ IH p¯j (X) il faut trouver un cycle d’inter-
section ((M,∂M), x, f) tel que ϕ((M,∂M), x, f) = y.
Or y ∈ IH p¯j (X) implique qu’il existe z ∈ Hj(X˜) tel que y = p∗(z) ou` p : (X˜, ∅)→ (X˜, L).
Et d’apre`s Jakob ϕ : H
′
j(X˜) −→ Hj(X˜) est bijective alors il existe (Nn, z1, f1) ∈ H ′j(X˜)
ou` N est une varie´te´ sans bord et z1 ∈ Hn−j(N)tel que ϕ(N, z1, f1) = (f1)∗(z1∩ [N ]) = z
y = p∗(z)
= p∗(ϕ(N, z1, f1))
= ϕ(p∗(N, z1, f1))
= ϕ((N, z1, p ◦ f1))
Or ((N, z1, p ◦ f1)) ∈ J ′Hpj (X˜, L). Il suffit alors de prendre
((M,∂M), x, f) = ((N, z1, p ◦ f1))
et on a le re´sultat.






VI.1 Representabilite´ des cycles d’intersection et dualite´
Dans l’homologie ordinaire un proble`me classique est d’essayer de repre´senter un
cycle par l’image de la classe fondamentale d’une varie´te´ [30]. Or la the´orie homologique
ge´ome´trique permet de repre´senter tout cycle par l’image du cap produit de la classe
fondamentale d’une varie´te´ lisse par une classe de cohomologie de cette varie´te´.
Dans le cadre de singularite´ isole´e le proble`me se transpose naturellement de la
manie`re suivante : Tout cycle d’intersection est il repre´sentable par l’image de la classe
fondamentale relative d’une varie´te´ a` bord ? Notre construction permet de donner une
re´ponse du meˆme type que l’homologie standard. En effet le the´ore`me V.4.1 a pour
corollaire
Corollaire VI.1.1. Tout cycle d’intersection dans IH p¯∗ (X) peut eˆtre repre´sente´ par
l’image du cap-produit de la classe fondamentale d’une varie´te´ a` bord par une classe de
J-cohomologie de cette varie´te´.
Un autre re´sultat de´coule des deux the´ore`mes V.4.1 et IV.1.2
Corollaire VI.1.2. Soit X = X˜/L une pseudo-varie´te´ a` singularite´ conique isole´e
de dimension N , p¯ = (0, ..., pN) une perversite´ au sens de Goresky-MacPherson et
q¯ = (0, ..., qN) la pervesite´ comple´mentaire c’est-a`-dire qN = N − pN − 2. Il existe un
isomorphisme appele´ isomorphisme de dualite´ de Poincare´
Φ′
X˜
: JHN−jq (X˜, L) → J ′Hpj (X˜, L)
x → Φ′
X˜
(x) = ϕ−1 ◦ ΦX˜(x) = [(X˜, L), x, id(X˜,L)]
qui a pour inverse
Ψ′M : J
′Hpj (X˜, L) → JHN−jq (X˜, L)




q (X˜, L) → IH p¯j (X˜/L)
x → x ∩ [X˜, L] ;
ϕ : J ′Hp∗ (X˜, L) → IH p¯∗ (X)




q (P, ∂P ) → JHN−jq (X˜, L)
x → g!(x) = Φ−1X˜ ◦ g∗ ◦ ΦP (x)
pour
g : (Pm, ∂P )→ (X˜, L)
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VI.2 Isomorphisme de Thom
Dans cette section nous allons montrer que la J-cohomologie ve´rifie un isomorphisme
de Thom.
On conside`re une pseudo-varie´te´ X de dimension N avec une singularite´ conique isole´e
x. On note X˜ la varie´te´ de bord connexe L au-dessus de X, c’est-a`-dire X := X˜/L et
{x} = L/L.
Soit q¯ = (0, ..., qN) une perversite´ et p¯ = (0, ..., pN) la perversite´ comple´mentaire c’est-a`-
dire pN = N − qN − 2, On note q = qN et p = pN .
Soit pi : E → X˜ un fibre´ vectoriel de rang r au-dessus de X˜. On note par D = DE → X˜
le fibre´ en disques et par S = SE → X˜ le fibre´ en sphe`res qui sont associe´s a` une
me´trique sur E.
Le fibre´ en disques D est une varie´te´ a` coins de dimension N + r de bord topologique
∂D = S ∪D|L. Le fibre´ en sphe`res S est une varie´te´ de dimension N + r − 1 et de bord
∂S = S|L. On appelle paire de Thom la paire (D/S, ∂D/S).
Le fibre´ en disque D admet une section nulle qu’on note σ0.
Dans le the´ore`me IV.1.2 on a montre´ une dualite´ de Poincare´ pour des singularite´s
isole´es. Nous allons ge´ne´raliser a` la paire de Thom.
Lemme VI.2.1. Il existe une dualite´
Φ : JHj+rq (D/S, ∂D/S) → JHp+rN−j(D,D|L)
x → x ∩ [D, ∂D].
Preuve:
On a 3 cas a` conside´rer
cas 1 : j ≤ p
j ≤ p ⇒ j + r ≤ p + r = N − q − 2 + r = (N + r) − q − 2 d’ou` JHj+rq (D/S, ∂D/S) =
Hj+r(D,S) et
j ≤ p⇒ N − j ≥ N − p = (N + r)− (p+ r) d’ou` JHp+rN−j(D,D|L) = HN−j(D,D|L)
et par suite
Φ : Hj+r(D,S) → HN−j(D,D|L)
x → x ∩ [D, ∂D].
















HN−j−1(D|L) // HN−j(D) // HN−j(D,D|L) // HN−j(D|L) // HN−j+1(D).
cas 2 : j ≥ p+ 2 on a
j + r ≥ (p+ r) + 2 d’ou` JHj+rq (D/S, ∂D/S) = Hj+r(D/S, ∂D/S) ∼= Hj+r(D, ∂D) et
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N − j ≤ N − p− 2 = (N + r)− (p+ r)− 2 d’ou` JHp+rN−j(D,D|L) = HN−j(D)
et par suite
Φ : Hj+r(D, ∂D) → HN−j(D)
x → x ∩ [D, ∂D].
cas 3 : j = p+ 1 on a
j + r = (p+ r) + 1 d’ou` JHj+rq (D/S, ∂D/S) = Im(H
j+r(D, ∂D)→ Hj+r(D,S)
et N − j = N − p− 1 = (N + r)− (p+ r)− 1 = q + 1 d’ou`
JHp+rN−j(D,D|L) = Im(HN−j(D)→ HN−j(D,D|L)











HN−j−1(D|L) // HN−j(D) // HN−j(D,D|L) // HN−j(D|L).
Pour x ∈ JHj+rq (D/S, ∂D/S) = Im(Hj+r(D, ∂D)→ Hj+r(D,S)) on a
x ∩ [D, ∂D] ∈ Im(HN−j(D)→ HN−j(D,D|L) = JHp+rN−j(D,D|L).
Remarque VI.2.1. Les cohomologies JH∗q (D/S, ∂D/S) et JH
∗
q (D, ∂D) sont diffe´rentes
pour les petits degre´s. Par exemple pour j ≤ N + r − q − 2 on a JHjq (D/S, ∂D/S) =
Hj(D,S) et JHjq (D, ∂D) = H
j(D) (voir la de´finition du complexe JC∗).
En utilisant cette dualite´ on peut de´finir
σ0! : JH
j
q (X˜, L) → JHj+rq (D/S, ∂D/S)




q (D/S, ∂D/S) → JHjq (X˜, L)
x → Φ−1
X˜
◦ pi∗ ◦ Φ(x)
L’applicatin σ0! ve´rifie σ0!(σ0
∗(y) ∪ x) = y ∪ σ0!(x)
En effet : [27]
σ0!(σ0
∗(y) ∪ x) = Φ−1 ◦ σ0∗ ◦ ΦX˜(σ0∗(y) ∪ x)
= Φ−1 ◦ σ0∗((σ0∗(y) ∪ x) ∩ [X˜, L])
= Φ−1 ◦ σ0∗(σ0∗(y) ∩ (x ∩ [X˜, L]))
= Φ−1(σ0∗(σ0∗(y) ∩ (x ∩ [X˜, L])))
= Φ−1(σ0∗(x ∩ [X˜, L]) ∩ y)
= Φ−1(σ0∗ ◦ ΦX˜(x) ∩ y)
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et
y ∪ σ0!(x) = y ∪ (Φ−1 ◦ σ0∗ ◦ ΦX˜(x)) = y ∪ (Φ−1 ◦ σ0∗(x ∩ [X˜, L]))
Alors
φ(σ0!(σ0
∗(y) ∪ x)) = Φ(Φ−1(σ0∗ ◦ ΦX˜(x) ∩ y)) = σ0∗ ◦ ΦX˜(x) ∩ y
et
Φ(y ∪ σ0!(x)) = Φ(y ∪ (Φ−1 ◦ σ0∗(x ∩ [X˜, L])))
= (y ∪ (Φ−1 ◦ σ0∗(x ∩ [X˜, L]))) ∩ [D, ∂D]
= y ∩ (Φ−1 ◦ σ0∗(x ∩ [X˜, L]) ∩ [D, ∂D])
= y ∩ (σ0∗(x ∩ [X˜, L]))
= y ∩ σ0∗ ◦ ΦX˜(x)
,
d’ou` l’e´galite´.
La classe de Thom uE appartient a` H
r(D,S). Pour tout entier q, on a
JHrq (D/S, ∂D/S) = H
r(D,S).
Donc la classe de Thom est une classe de J-cohomologie pour tout les q. Il est donc
naturel de de´finir la classe de Thom uE de E par
uE = σ0!(1X˜) ∈ JHrq (D/S, ∂D/S) = Hr(D,S).
The´ore`me VI.2.1. La classe de Thom uE induit un isomorphisme de Thom
tE : JH
j
q (X˜, L) → JHj+rq (D/S, ∂D/S)
y −→ uE.pi∗(y)
qui a comme inverse
t′E : JH
j+r
q (D/S, ∂D/S) → JHjq (X˜, L)
y −→ pi!(y)
Preuve du The´ore`me
Tout d’abord on de´montre que tE est bien de´finie.
On a 3 cas a` conside´rer :
cas 1 : j ≤ N − qN − 2 = p
JHjq (X˜, L) = H
j(X˜) i.e pi∗(x) ∈ Hj(D) et JHj+rq (D/S, ∂D/S) = Hj+r(D,S).
Alors pour x ∈ JHjq (X˜, L) = Hj(X˜) on a
pi∗(x).uE ∈ Hj+r(D,S) = JHj+rq (D/S, ∂D/S)
cas 2 : j ≥ p+ 2
JHjq (X˜, L) = H
j(X˜, L) i.e pi∗(x) ∈ Hj(D,D|L) et JHj+rq (D/S, ∂D/S) = Hj+r(D, ∂D)
Alors pour x ∈ JHjq (X˜, L) = Hj(X˜, L) on a
pi∗(x).uE ∈ Hj+r(D, ∂D) = JHj+rq (D/S, ∂D/S)
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cas 3 : j = p+ 1
JHjq (X˜, L) = Im(H
j(X˜, L)→ Hj(X˜)) et
JHj+rq (D/S, ∂D/S) = Im(H
j+r(D, ∂D)→ Hk+r(D,S))









Hj+r−1(D|L, S|L) // Hj+r(D, ∂D) // Hj+r(D,S) // Hj+r(D|L, S|L)
Pour x ∈ JHjq (X˜, L) = Im(Hj(X˜, L)→ Hj(X˜)) on aura que
pi∗(x).uE ∈ Im(Hj+r(D, ∂D)→ Hj+r(D,S)) = JHj+rq (D/∂D).
La fonction t′E est de la forme g! avec g = pi donc bien de´finie.
Il nous reste a` de´montrer que tE et t
′
E sont inverses l’une de l’autre, c’est-a`-dire qu’il
faut de´montrer que t′E ◦ tE ∼ idJHjq (X˜,L) et tE ◦ t′E ∼ idJHj+rq (D/S,∂D/S)
Soit y ∈ JHjq (X˜, L) alors
t′E ◦ tE(y) = pi!(uE.pi∗(y)) = pi!(σ0!(1X˜).pi∗(y) = pi!(σ0!(1X˜ .σ0∗(pi∗(y)))
= pi!(σ0!(1X˜ .(pi ◦ σ0)∗(y))) = (pi ◦ σ0)!(y) = y.
Soit y ∈ JHj+rq (D/S, ∂D/S) alors
tE ◦ t′E(y) = uE.pi∗(pi!(y)) = σ0!(1X˜).pi∗(pi!(y)) = σ0!(1X˜ .σ0∗(pi∗(pi!(y))))
= σ0!(1X˜ .(pi ◦ σ0)∗(pi!(y))) = σ0!(pi!(y)) = (σ0 ◦ pi)!(y) ∼ y.
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   RESUME  
        Dans la première partie, on construit une dualité de Poincaré entière pour les pseudos-
variétés à singularités coniques isolées. La dualité de Poincaré n'est pas vraie dans le cadre 
singulier. En 1980 Goresky et MacPherson introduisent l'homologie d'intersection pour 
laquelle la dualité de Poincaré rationnelle reste vraie pour les singularités coniques. On 
modifie leur cohomologie en construisant un complexe  non libre, quasi-isomorphe au 
complexe d'intersection mais dont la cohomologie vérifie la dualité de Poincaré entière. 
         Dans la deuxième partie, on  définit une théorie géométrique de l'homologie 
d'intersection. Il en résulte que tout cycle d'intersection est représentable par le cap produit de 
la classe fondamentale d'une variété à bord pour une classe de J-cohomologie de cette variété. 




1. Dualité de Poincaré 
2. Homologie d’intersection 
3. Singularités coniques isolées 




     In the first part, we construct a Poincaré duality for pseudo-manifolds with isolated conical 
singularities. The Poincaré duality is not true in the singular case. In 1980, Goresky and Mac 
Pherson, introduce the intersection homology for which the rational Poincaré duality remains 
true for conical singularities. We modifie their cohomology by constructing a non free 
complex, quasi-isomorphic to the intersection complex but whose cohomology verifies the 
Poincaré duality. 
          In the second part, we define a geometrical theory of the intersection homology. It 
results that any intersection cycle can be represented by the cap product of the fundamental 
class of a manifold with boundary by a class of J-cohomology of this manifold. 
          To end we show that J-cohomology verifies an isomorphism of Thom. 
