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Abstract
In this paper we present an analytic framework for formulating the statistical distribution of the nearest neighbour distance in
hard-core point processes. We apply this framework to Mate´rn hard-core point process (MHC) to derive the cumulative distribution
function of the contact distance in three cases. The first case is between a point in an MHC process and its nearest neighbour
from the same process. The second case is between a point in an independent Poisson point process and the nearest neighbour
from an MHC process. The third case is between a point in the complement of an MHC process and its sibling MHC process.
We test the analytic results against Monte-Carlo simulations to verify their consistency.
Index Terms
Mate´rn hard-core point process, contact distance, stochastic geometry, nearest neighbour.
I. INTRODUCTION
HARD-core point processes have wide applications in modelling the geometrical randomness in wireless network nodes[1] and in many other fields [2]. Their ability to capture the mutual repulsion between points can better represent many
physical systems. For example, the deployment of cellular wireless base stations (BS) has a certain degree of randomness because
of the uncertainties related to the availability of land, utility, planning permits and other socio-economic factors, however the
locations of two BSs have strong correlation and cannot occur closer than a predefined minimum distance. Another example
is modelling vehicle locations on a road, where two cars cannot drive in very close proximity. These constraints in physical
systems are usually ignored when modelling using Poisson point process (PPP), with zero correlation between the location of
points. However its tractability might sometimes justify the resulting inaccuracy.
An alternative to PPP, hard-core point processes which impose a protection ball b(x, δ) around every point x ∈ Φ in the
process Φ, where no other point is allowed to be within this ball of radius δ called the hard-core distance. However, hard-
core processes are less tractable and more difficult to analyse. In particular, the nearest neighbour distance for PPP has long
been known [3] to follow a generalized gamma distribution, however it is not known in many of the hard-core processes. One
important hard-core point process is Mate´rn hard-core point process (MHC) [4] [3] that has a tractable density and it efficiently
thins a parent PPP to satisfy the hard-core condition, where this thinning transformation naturally reduces the density of points.
MHC has significant applications in modelling carrier sense multiple access (CSMA), where the sensing radius is modelled
as the hard-core distance, in this case the contact distance is of a paramount importance to determine the closest access point
[5] or the closest cluster-head in wireless sensor networks [6]. MHC can also be applied to cellular base stations, where the
received signal power is mainly dependent on the contact distance [7].
In this paper we present an analytic framework to calculate the cumulative distribution function of the contact distance to
the first nearest neighbour. This framework can be applied to any point process given that its conditional retention probability
function ηm→c(r) is known, and given that it is a result of a thinning transformation from a parent homogeneous PPP. We
employ this approach on the MHC process to obtain the contact distance for three different cases. Between a point in:
• MHC process and its nearest neighbour from the same MHC process.
• PPP process and the nearest neighbour from an independent MHC process.
• CMHC process and its nearest neighbour from the sibling MHC process.
Where CMHC refers to the complementary Mate´rn hard-core point process defined as the residual points of the thinning
transformation from PPP to MHC.
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2Fig. 1. The hard-core region indicated in dotted line for every member x ∈ ΦMHC thinned out of a homogeneous parent PPP ΦPPP.
II. ANALYTIC FRAMEWORK
A hard-core point process can be generated from a thinning transformation of a parent PPP process Φp, where some points
migrate to the child hard-core process Φc. Given the following two conditions: (i) two points xo ∈ Φm and x ∈ Φp exist and
are separated by a distance r, where Φm is a certain point process with respect to which the nearest distance to Φc is measured,
and (ii) the ball centred at xo of radius r is void of points in Φc, we define the conditional thinning Palm-probability as the
probability of the point x to migrate to the child process Φc.
Definition 1. The conditional thinning Palm-probability:
ηm→c(r)
4
= P [x ∈ Φc|Φc ∩ b(xo, r) = ∅, xo ∈ Φm] , (1)
Accordingly, the following theorem is shown to hold:
Theorem 1. The cumulative distribution function of the contact distance is given by:
Fm→c(R) = 1− exp
(
−
∫ R
0
2pirλpηm→c(r) dr
)
(2)
Proof: Starting from a parent PPP Φp with a homogeneous intensity λp and given a bounded Borel set A ⊂ R2, then the
void probability is given by [8] as exp(−|A|λp) representing the probability that no point exists in A, while |.| is the Lebesgue
measure. Thus, if we take an infinitesimal annulus of width dr and radius r, then its void probability is v = exp(−2pirλp dr).
Now assume a hard-core thinning process on Φp having a conditional thinning probability ηm→c(r). Then the probability
of having a void infinitesimal annulus A(xo, r,dr) in the child hard-core process given two conditions: (i) a void ball b(xo, r)
and (ii) a point xo ∈ Φm, is obtained as follows:
vm→c(r) = P [Φc ∩ A(xo, r,dr) = ∅|Φc ∩ b(xo, r) = ∅, xo ∈ Φm]
= 1− ηm→c(r) [1− exp (−2pirλpdr)]
≈ 1− 2pirλp ηm→c(r) dr, (3)
by using Taylor expansion around zero, where ex = 1 + x+O(x2), so that ex ≈ 1 + x as x→ 0.
Let Ao, A1, . . . An, . . . AN−1 represent the events of all annuli between the point xo and circle b(xo, R) to be void, these
annuli are A(xo, ro, ro + ∆r), A(xo, r1, r1 + ∆r), . . . , A(xo, rn, rn + ∆r), . . . , A(xo, rN−1, rN−1 + ∆r), where rn = n∆r,
∆r = RN , and N is a positive integer representing the number of annuli. Then the probability of a void ball b(xo, R) in Φc
3given a point xo ∈ Φm is:
V (R) = P [Φc ∩ b(xo, R) = ∅|xo ∈ Φm]
= P [Ao ∩ · · · ∩AN−1|xo ∈ Φm]
= P [Ao|xo ∈ Φm ∩ · · · ∩AN−1|xo ∈ Φm]
(a)
= P
[
N−1⋂
n=1
Bn
]
(b)
=
N−1∏
n=2
P
[
Bn|
n−1⋂
i=1
Bi
]
× P [Bo]
= lim
N→∞
N−1∏
n=1
vm→c(rn) = lim
N→∞
N−1∏
n=1
[1− 2pirλp ηm→c(rn) ∆r] (4)
where in step (a) we took the event Bn
4
= An|xo ∈ Φm. Step (b) follows form the multiplication rule of dependent events,
and the last step by substituting from (3). By taking the logarithm of both sides of (4) we get:
ln [V (R)] = lim
N→∞
N−1∑
n=1
ln [1− 2pirλp ηm→c(rn) ∆r]
(a)≈ − lim
N→∞
N−1∑
n=1
2pirλp ηm→c(rn) ∆r
(b)
= −
∫ R
r=0
2pirλp ηm→c(r) dr, (5)
step (a) follows from Taylor expansion of the natural logarithm around zero, where ln(1+x) = x+O(x2), thus ln(1+x) ≈ x
as x→ 0. Using the theory of Riemann1 integration it can be shown that step (b) converges to Riemann integral as the number
of partitions (annuli) N → ∞. Accordingly V (R) is found by taking the natural exponential of both sides. While the event
of having a neighbour x ∈ Φc to a point xo ∈ Φm within a radius R is the complement of the void probability of b(xo, R),
thus: Fm→c(R) = 1− V (R) and the proof of Theorem 1 is complete.
We can test this theorem against the trivial thinning from PPP to the same PPP, ie Φp
t→ Φc = Φp, and taking Φm = Φp,
thus ηm→c(r) = 1 (because there is no correlation between points in PPP), and the contact distance CDF reduces to the
well-known expression of PPP:
FPPP→PPP (R) = 1− exp
(
−
∫ R
0
2pirλp dr
)
= 1− exp (−piλpR2) (6)
III. MHC TO MHC CONTACT DISTANCE
In this study we focus on MHC type-II since it has a higher density than MHC type-I [9] [1], thus yielding a more efficient
child point process out of the generating parent PPP process. To construct an MHC type-II process, we start with some real
number δ > 0 and a parent stationary Poisson point process (PPP) denoted by Φp, having a homogeneous intensity of λp
(points per unit area), and then for each point x ∈ Φp a uniformly distributed random mark M(x) = t ∼ U(0, 1) is assigned.
A point x ∈ Φp will be flagged-for-removal if its mark is not the least compared to all other points within a ball of radius δ,
b(x, δ), around it. Only after this test is done for all points in Φp, the points that were flagged-for-removal are removed. The
retained points, constituting the resulting MHC process described by [3]:
ΦMHC
4
= {x ∈ Φp : M(x) <M(y)
∀y ∈ Φp ∩ b(x, δ) \ {x}}, (7)
where δ is the hard-core distance. In Fig.1 we illustrate a parent PPP thinned to an MHC process with parameters δ = 1 and
λp = 1. It can be easily shown that the resulting MHC has an intensity of [3]:
λMHC =
1− exp(−λppiδ2)
piδ2
. (8)
Our target is to calculate the CDF of the contact distance from a typical point in MHC to its nearest point in the same
process, thus we need the conditional thinning probability ηMHC→MHC, formed as the following:
ηMHC→MHC(r, δ) = P [x ∈ ΦMHC|
ΦMHC ∩ A(xo, δ, r) = ∅, xo ∈ ΦMHC]
=
P [x ∈ ΦMHC ∩ xo ∈ ΦMHC|ΦMHC ∩ A(xo, δ, r) = ∅]
P [xo ∈ ΦMHC|ΦMHC ∩ A(xo, δ, r) = ∅]
1The proof is detailed in the Appendix
4κ1(r, δ) =
∫ 1
0
∫ to
0
exp(−toλppiδ2)× exp
[−tλp(piδ2 − l2(r, δ))]dtdto
+
∫ 1
0
∫ t
0
exp
[−tλp(piδ2 − [l2(r, δ)− l1(r, δ)])]× exp [−toλp(piδ2 − l1(r, δ))] dtodt
=
1− e−piδ2λp
pi2δ4λ2p − piδ2λ2pl2(r, δ)
+
eλp(l2(r,δ)−2piδ
2) − 1
λ2p (−3piδ2l2(r, δ) + l2(r, δ)2 + 2pi2δ4)
+
1−e−λp(l1(r,δ)−l2(r,δ)+piδ
2)
l1(r,δ)−l2(r,δ)+piδ2 +
e
λp(l2(r,δ)−2piδ2)−1
2piδ2−l2(r,δ)
λ2p (piδ
2 − l1(r, δ)) (9)
Fig. 2. The cumulative distribution function of the distance in two cases (up to down): (i) between an MHC point and its nearest neighbour from the
same process, (ii) a point in PPP and its nearest neighbour in an independent MHC process, comparing simulations (discrete points) and the analytical plot
(continuous line).
(a)≈ P [x ∈ ΦMHC ∩ xo ∈ ΦMHC|Φp ∩ A(xo, δ, r) = ∅]
P [xo ∈ ΦMHC|Φp ∩ A(xo, δ, r) = ∅]
=
κ1(r, δ)
κ2(r, δ)
, (10)
where we utilized A(xo, δ, r) instead of b(x0, r) since the ball b(x0, δ) is implicitly given to be empty when a point xo ∈ ΦMHC,
the approximation in (a) holds very tight since the conditional thinning probability of an MHC point given a CMHC point is
extremely week as verified by simulation2. The numerator κ1(r, δ) is the two-point Palm probability [9] but conditioned on
having a void annulus A(xo, δ, r) in Φp, thus can be calculated as the following; assume two points xo ∈ Φp and x ∈ Φp exist
in the parent PPP with marks M(xo) = to and M(x) = t respectively, then we have two mutually exclusive events; either
to ≥ t or t > to. Accordingly, κ1(r, δ) is formulated in (9) for r > δ, where l1(r, δ) is the symmetrical lens formed by the
intersection of b(xo, δ) and b(x, δ), while l2(r, δ) is the asymmetrical lens formed by the intersection of b(xo, r) and b(x, δ),
2A void region of MHC points can still have CMHC points, but as the influence of CMHC on MHC is very week, we can consider the original parent
process Φp as void when studying the influence on MHC points.
5Fig. 3. (Up) An illustration of the two-point interaction between xo and x given a void ball, showing the resulting lenses used in the integration (9). (Down)
the interaction in the case of PPP → MHC in (15).
given by:
l1(r, δ) =
{
2δ2 cos−1
(
r
2δ
)− 12r√4δ2 − r2 : 0 < r ≤ 2δ
0 : r > 2δ,
(11)
l2(r, δ) =

pir2 : 0 < r < δ2
r2 cos−1
(
1− δ22r2
)
+ δ2 cos−1
(
δ
2r
)
− 12δ
√
4r2 − δ2 : r ≥ δ2
These lenses are shown in Fig. 3. The formulation of κ1(r, δ) in (9) follows because the density of points having a mark less
than t is equal to λpt.
The denominator is calculated as the following:
κ2(r, δ) = P [xo ∈ ΦMHC|Φp ∩ A(xo, δ, r) = ∅]
(a)
= P [xo ∈ ΦMHC] =
∫ 1
0
exp(−toλppiδ2)dto
=
1− exp(−λppiδ2)
λppiδ2
(b)
= ρMHC (12)
where (a) follows from the fact that the probability is independent of the condition, while (b) is known in the literature as the
MHC retention probability [9]. Thus the contact distance CDF is obtained by applying the result of Theorem 1:
FMHC→MHC(R|δ) = 1− exp
(
−
∫ R
δ
2piλp
κ1(r, δ)
ρMHC
rdr
)
, (13)
conditioned on a given hard-core distance δ, where this CDF is plotted in Fig. 2 for fixed parent intensity λp = 1 [unit length]−2,
and different δ. Noting that the lower integration limit in (13) starts from δ because of the hard-core constraint on the minimum
allowable distance, where κ1(r, δ) = 0 for r ≤ δ.
IV. PPP TO MHC CONTACT DISTANCE
In this section we study the contact distance between a typical point in a PPP process and its nearest neighbour from an
independently generated MHC process. The rationale behind this can be found in wireless communications for example when
6users are distributed according to an independent homogeneous PPP process and the base stations as MHC. Thus we can write:
ηPPP→MHC = P [x ∈ ΦMHC|
ΦMHC ∩ b(xo, r) = ∅, xo ∈ ΦPPP]
(a)
= P [x ∈ ΦMHC|ΦMHC ∩ b(xo, r) = ∅]
≈ P [x ∈ ΦMHC|Φp ∩ b(xo, r) = ∅] , (14)
step (a) is because of Φm = ΦPPP and Φc = ΦMHC are independent by assumption, while the last step is taken similar to
step (a) in (10). Accordingly we can write:
ηPPP→MHC(r, δ) =
∫ 1
0
exp
[−tλp (piδ2 − l2(r, δ))] dt
=
1− exp [−λp (piδ2 − l2(r, δ))]
λp (piδ2 − l2(r, δ)) . (15)
Thus, using Theorem 1, the CDF is calculated from:
FPPP→MHC(R|δ) = 1− exp
(
−
∫ R
0
2piλprηPPP→MHC(r, δ) dr
)
, (16)
where the plot is shown in Fig. 2 for different δ and for λp = 1 [unit length]−2. The contact distance can be tested against the
case when δ → 0 and accordingly MHC converges to PPP (Φc = ΦMHC) d→ (Φp = ΦPPP), where d refers to the distribution,
and the conditional probability asymptote is:
lim
δ→0
ηPPP→MHC(r, δ) = 1, ∀r > 0, (17)
similar to (3), we can reduce (2) to the well-known expression of PPP, however we should note here that in the latter case we
are measuring the contact distance between a Φm = ΦPPP and another PPP process Φc = Φ′PPP, this is identical to measuring
the contact distance within Φc = Φ′PPP explained by Palm theory [8].
V. CMHC TO MHC CONTACT DISTANCE APPROXIMATION
When an MHC hard-core thinning is performed on a parent PPP process a resulting child MHC is formed, while the residual
points form another process named the complementary-MHC or CMHC defined as:
ΦCMHC
4
= {x ∈ Φp :M(x) ≥M(y)∃y ∈ Φp ∩ b(x, δ) \ {x}}, (18)
where ΦMHC ∪ ΦCMHC = Φp and ΦMHC ∩ ΦCMHC = ∅. The approximated conditional thinning probability is formed as the
following:
ηCMHC→MHC(r, δ) = P [x ∈ ΦMHC|ΦMHC ∩ b(xo, r) = ∅, xo ∈ ΦCMHC] , (19)
however, there is no known method to obtain this probability in a closed form. Instead we relay on the insignificant correlation
between the CMHC process and its sibling MHC, as verified by simulation. Accordingly we treat xo ∈ ΦCMHC as if it is
originated from an independent PPP xo ∈ ΦPPP. Thus, we consider ηCMHC→MHC ≈ ηCMHC→PPP. This approximation holds
well as indicated in Fig. 4.
VI. CONCLUSION
In this paper we presented an analytic framework for obtaining the statistics of the contact distance in hard-core point
processes. We applied this framework on the well-known Mate´rn point process to obtain the contact distance for three different
cases; (i) an analytic formula for MHC → MHC and (ii) PPP → MHC, and an approximated solution for CMHC → MHC.
We tested the framework against Monte-Carlo simulation, showing good match. Future work might include obtaining an exact
expression for CMHC → MHC and the contact distance statistics of the nth neighbour.
7Fig. 4. Comparison between simulations and the approximated cumulative distribution function of the distance between CMHC to its sibling MHC.
APPENDIX
In order to poof the convergence to Riemann integral we start from the 4th line in equation (4) we write:
V (R) =
N−1∏
n=2
P
[
Bn|
n−1⋂
i=1
Bi
]
× P [Bo] (20)
Where we define a function Vˆ (n,N) such that V (R) =
∏N−1
n=2 Vˆ (n,N), let this function be written as
Vˆ (n,N) = 1− ζ(n,N)∆r, (21)
we substitute in (20) and take the natural logarithm of both sides, accordingly
ln
[
Vˆ (n,N)
]
=
N−1∑
n=2
ln [1− ζ(n,N)∆r] , (22)
where (22) is valid for all integer choice of N , accordingly we take the following limit
ln [V (n,N)] = lim
N→∞
N−1∑
n=2
ln [1− ζ(n,N)∆r]
=
N−1∑
n=2
lim
N→∞
ln ([1− ζ(n,N)] ∆r)
(a)≈ −
N−1∑
n=2
lim
N→∞
[ζ(n,N)∆r]
= − lim
N→∞
N−1∑
n=2
[ζ(n,N)∆r] , (23)
where step (a) follows from Taylor expansion of the natural logarithm around zero, where ln(1 + x) = x + O(x2), thus
ln(1 + x) ≈ x as x → 0. Since the function ζ(n,N) is bounded and monotonic, then the summation (23) is, by definition,
either the lower or the upper Riemann sums [10], and the function is Riemann integrable as per theorem 1.21 in [10].
Accordingly the limit in (23) converges to Riemann integral as per theorem 1.17 in [10], thus
ln [V (n,N)] =
∫ R
0
lim
N→∞
[ζ(n,N)∆r] , (24)
where the above limit can be evaluated starting from the definition in (21) as taking the limit of both sides
lim
N→∞
Vˆ (n,N) = lim
N→∞
[1− ζ(n,N)∆r]
vm→c(r) = 1− lim
N→∞
[ζ(n,N)∆r]
2pirλp ηm→c(r) dr = lim
N→∞
[ζ(n,N)∆r] (25)
8hence, substituting in (23) we get the proof.
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