Contemporary imaging modalities can now provide the surgeon with high quality three-and four-dimensional images depicting not only normal anatomy and pathology, but also vascularity and function. A key component of imageguided surgery (IGS) is the ability to register multi-modal pre-operative images to each other and to the patient. The other important component of IGS is the ability to track instruments in real time during the procedure and to display them as part of a realistic model of the operative volume. Stereoscopic, virtual-and augmented-reality techniques have been implemented to enhance the visualization and guidance process. For the most part, IGS relies on the assumption that the pre-operatively acquired images used to guide the surgery accurately represent the morphology of the tissue during the procedure. This assumption may not necessarily be valid, and so intra-operative real-time imaging using interventional MRI, ultrasound, video and electrophysiological recordings are often employed to ameliorate this situation. Although IGS is now in extensive routine clinical use in neurosurgery and is gaining ground in other surgical disciplines, there remain many drawbacks that must be overcome before it can be employed in more general minimally-invasive procedures. This review overviews the roots of IGS in neurosurgery, provides examples of its use outside the brain, discusses the infrastructure required for successful implementation of IGS approaches and outlines the challenges that must be overcome for IGS to advance further.
Introduction
Image-guidance is used in surgery in much the same manner that modern navigational technology is employed to guide an airline pilot at night through unfamiliar terrain or bad weather. In either case, a direct view of the landing site (target) may be unavailable, and so navigation is achieved with respect to a model of the environment, rather than via a direct view. The model is often complemented by real-time information such as weather conditions, altitude and glide-path. Image-guided surgery employs a similar paradigm, using information acquired from a variety of imaging sources. As reported by Webb (1988) , one of the first recorded uses of a medical image being employed 'with clinical intent' was in Birmingham (UK) on the 13th January 1896 to visualize a needle in a woman's hand. A month later, John Cox, Professor of Physics at McGill University in Montreal (Cox 1896) successfully removed a bullet from the leg of a victim based upon the radiograph that had been made of the limb. Not only was the projectile successfully removed on the basis of the radiograph, it was later used as evidence during a suit against the man who had shot the victim! Bearing in mind that Roentgen 'discovered' x-rays on 8 November 1895 (Dam 1896), these uses of radiography in medicine must surely represent the most rapid translation ever of a scientific discovery into clinical practice.
Many surgical interventions involve significant trauma to the patient just to access the target of the surgical or therapeutic procedure. In fact, in many instances, the 'surgery' is barely related to the target at all. Consider conventional coronary artery bypass surgery (CABG). In order to reach the target (vessels for anastomosis), the patient's rib-cage is opened, the heart isolated from the body's circulatory system, and the patient kept alive by a heart-lung machine. In CABG, the actual anastomosis is a relatively benign procedure, compared to the trauma-inducing process of accessing the target. While this example is extreme, it nevertheless illustrates why minimally-invasive procedures, complemented with image-guidance, are becoming increasingly desirable. Another example is the therapy for Parkinson's disease and other movement disorders. The necessary target is a small number of cells within the brain occupying a volume of fractions of a cubic millimetre. To ensure minimal trauma to the patient, these regions must be targeted accurately and approached by a route that offers minimal disturbance to intervening tissue.
This paper provides an overview of the roots of image-guidance in neurosurgery, and discusses its use both within the brain and in other areas of the body. It also outlines the infrastructure required for successful implementation of IGS approaches along with the challenges that must be overcome for IGS to advance further.
Stereotactic surgery

Frames
The stereotactic frame forms the reference gold-standard for image-guided neurosurgery. Although there are many different frame designs available, they all perform the same basic functions of providing a robust rigid reference system that establishes a coordinate system relative to the patient, delivering recognizable landmarks in the images, and serving as a stable mounting base and instrument guide (figure 1). The differences in the frame lie in the manner in which the trajectory to the target point is specified, and the way in which they are fastened to the head. Some frames employ a simple orthogonal system where trajectories are constrained to be parallel to the sides of the square base of the frame, while others use a more sophisticated arc-based system. In the latter type of frames, the target is always positioned at the isocentre of an arc used to hold the instruments. Such an arc allows the target to be approached with any azimuthal or declination angle, with the assurance that the trajectory will always intersect the target. In the absence of real-time tracking of surgical probes, the scales marked on the frame also allow the position of the instrument to be established by reference to a frame-based coordinate system. What we understand today as image-guided surgery (IGS) has its roots in stereotactic neurosurgical surgical procedures developed early in the 20th century by Horsley and Clarke (1908) . These techniques provided the necessary spatial referencing system that permitted unique markings fixed to the patient to be visualized on an image, enabling a transformation between 'patient-space' and 'image-space' to be established. Horsley and Clarke used Cartesian coordinates to establish the positions of target points within a monkey brain, relative to fixed landmarks on the skull itself. According to Levy (1992) , while the idea behind this technique led to a patent for a human apparatus, several years elapsed before it saw clinical use, when Aubrey Mussen, an engineer who had worked with the Horsley-Clarke system, designed a similar device for the human skull (Olivier et al 1983) . This apparatus was discovered some 30 years after Mussen's death, wrapped in a newspaper dated 1918 which is presumably the year it had been constructed. Spiegel et al (1947) further developed the technique of stereotaxy, using the concept of a three-dimensional Cartesian coordinate system for the human brain. These coordinates were defined with respect both to the brain, and to radiographic images acquired while the patient was fitted with a reference (or stereotactic) frame attached to his head.
Many teams developed various frame designs, and during the 1950s over 40 other examples of stereotactic systems appeared (Guildenberg 1988) . All of these combined the referencing system of the frame with mechanical devices to guide a probe to deep brain structures, and allowed the position of the target to be described in terms of a frame-based coordinate system. Image-guided surgery, particularly in the brain, may still be frame based, but modern tracking technology has enabled IGS to be used in further applications without the read of a stereotactic frame. The development and evolution of stereotactic surgery, and its impact on the more general field of image-guided surgery outside the brain, is discussed at length by Galloway (2001) .
Imaging
While x-ray imaging may allow a bullet or needle to be visualized easily, showing differentiation between bone and soft-tissue, it cannot distinguish targets within the soft tissue of the human brain. The major difficulty is that a radiograph of the human head shows only a projection of the bony skull, and the small contrast differential in transmitted x-ray intensity provided by brain tissue does not register on film. Unless an intracranial abnormality results in deformed bone-structure, standard radiographs are of no practical use for detecting the presence of anomalies. To provide improved intracranial visualization, two techniques, pneumo-encephalography and ventriculography were developed, both involving the introduction of a contrast medium into the cerebral ventricles. In pneumo-encephalography, the contrast medium was air, while ventriculography used an x-ray opaque radiographic contrast. Even then, the visualization of tumours could only be achieved by indirect inference of changes in the normal appearance of the ventricles by space-occupying lesions, and conventional radiography still played an important role. Nevertheless, ventriculography was still occasionally used for accurately outlining the ventricles, usually in conjunction with other imaging modalities during image-guided surgery (Alterman et al 1995 , St-Jean et al 1998 .
Standard radiography has two limitations. Firstly, it provides projections through the body and the three-dimensional information contained within is reduced to two, resulting in the loss of information about the dimension parallel to the beam. Secondly, x-rays diverge from a point source, so there is a differential magnification factor that distorts the perceived sizes of imaged structures. This makes it difficult to directly measure structure size, or to determine distances to, or between target points by direct examination of the x-ray image. This latter objection can be overcome to some extent by constructing a very long focal-length (∼9 m) x-ray system, such that the rays are effectively parallel as they pass through the patient. Under these conditions of minimal differential magnification, coordinates of the target within the brain may be measured from the radiographs directly with minimal error. This arrangement was employed by a number of centres to make intra-operative orthogonal anterior-posterior (AP) and lateral radiographs, and allowed the 3D coordinates of structures located uniquely in the two images to be measured with a ruler.
The advent of tomographic imaging with CT in the 1970s sparked a renewed interest in the development of image-guided stereotaxy. Bergstrom and Greitz (1976) described their early experience of CT using stereotactic frames, and this was followed by many other reports describing the adaptation of CT to stereotactic surgery. Brown (1979) formally outlined a configuration of fiducial markers attached to the frame that could be imaged with CT, and which could be recognized in the images. Brown described the methodology of establishing the frame coordinates of any pixel in the image, based on the locations of the markers in the images. The configuration of parallel and oblique rods surrounding the frame form the basis of frame-mounted stereotactic fiducial markers currently in use.
Today, stereotactic frames may be equipped with two types of fiducial markers. The first is designed to be imaged by a tomographic system and generally consists of a series of 'Z', 'N' or 'V' bars mounted on the frame. Their configuration is such that when they are intersected by the image slices, their imaged configuration is unique for any slice (figure 2). If a slice contains at least three sets of markers, its oblique position within the volume may be determined unambiguously. While registration of an entire three-dimensional volume can be achieved with a minimum of just three points within the volume, the stereotactic frame predated true 3D imaging modalities, and planning was generally performed manually on a slice-by-slice basis. An alternative fiducial marker configuration, comprising two sets of point objects on frame-mounted plates perpendicular to the central rays of lateral and anterior-posterior x-ray beams, was designed to be used with x-ray projection images. Each of these points appears clearly in the projection images, and their positions can be used to precisely determine the imaging geometry. Using this approach, three-dimensional localization of structures within the body may be achieved using orthogonal (or even stereoscopic) image pairs (Henri et al 1991b) 
Computers in image-guided surgery
For many years, image-guided surgery was confined to stereotactic procedures and was performed without the use of a computer (apart from that employed by the scanner to reconstruct the image). Transparent templates were simply placed on the display monitor, with patterns aligned with the fiducial markings on the image, and the coordinates read off directly. Many years prior to the advent of CT, specialized laboratories were using computers in conjunction with x-ray ventriculography and brain atlases to plan stereotactic neurosurgery procedures. The work by Bertrand et al (1974) and Thompson and Bertrand (1972) set the stage for many of the computer-assisted surgery applications that have subsequently evolved.
In the early 1980s, computerized planning systems were introduced to establish framerelated coordinate systems based on fiducial markers that were recognized on a slice-by-slice basis in CT and MR images. Initially, these programs ran on the CT or MRI computers (Peters et al 1986) , which typically were 16-bit 'minicomputers'. In the late 1970s, systems with 128K of memory and 5 MB of disk storage were typical. As computer hardware become cheaper and more widely available, independent systems evolved that could read images from different modalities, and from scanners supplied by different manufacturers (Hardy and Koch 1982 , Hardy et al 1983 , Peters et al 1986 . Since the mid 1980s, the evolution of the DICOM standard (Clunie 2006 ) has largely, (although not entirely) eliminated the problems of data incompatibility between manufacturers.
Since each imaging modality provides its own unique information, it was logical to combine the images from multiple imaging devices so that surgical planning could make use of the information from MRI, CT, angiography and PET/SPECT images. Such multimodality imaging was considered important for certain procedures, such as the insertion of probes or electrodes into the brain. For example, using MRI and DSA images, the pathway to a target could be planned with the knowledge that it traversed a vascular-free zone, either by using orthogonal projections or stereoscopic image pairs depicting the vascular system . While the majority of stereotactic procedures were concerned with the introduction of probes, cannulae or electrodes into the brain, Kelly (1986 Kelly ( , 1991 , and Morita and Kelly (1993) proposed an innovative application for the treatment of intracranial intra-axial neoplasms. Instead of a narrow cannula, Kelly employed a cylindrical retractor integrated with a stereotactic frame to approach a volumetric lesion. Such stereotactally localized tumours could be biopsied and treated by the stereotactic implantation of radionuclide sources or resected using computer-assisted stereotactic laser microsurgical techniques. Kelly's work provided the linkage between conventional frame-based stereotactic neurosurgery, and the frameless approaches that subsequently evolved.
Image registration
For many years, stereotactic frames provided the means of registering the patient to the images. The use of a frame generally involves a minimally invasive surgical procedure to fasten it to the patient (either by creating 3-4 1-2 mm deep holes in the skull with a twist-drill to accept blunt pins, or by using sharp pins applied to the skull under pressure). The frame (or at least a removable base-ring) can often be intrusive in the operating room, so there was a general desire to dispense with the frame entirely. However, without a frame to provide the fiducial markers, some other sort of reference system was necessary to register the patient to the image(s).
Point matching
Frameless registration of pre-operative images to the patient can occur in a variety of ways. The most common require that homologous structures be identified in both the images and on the patient. One approach employs a computer-tracked pointer to identify patient landmarks such as the outer canthi of the eyes, the tragus of the ears and the nasion. These same structures are then identified via a cursor within the three-dimensional image(s) of the patient. While widely used, this approach has its limitations. Firstly, since it is difficult to precisely identify the locations of the landmark points on the patient, there is bound to be some error with respect to their homologues on the images. Because of this, the best one can hope to achieve is a least-squares approximation to the correct registration. Of course, as long as there is no systematic bias error in identifying the landmarks on the patient or in the images, the accuracy of such a registration will asymptotically improve as the number of homologous points is increased. In addition, if all the registration points are clustered towards one side of the head, a small registration inaccuracy in the region containing the homologous points can result in a magnified error at remote points, a phenomenon that has been discussed at length by Maurer and colleagues , Maurer et al 1997a .
Surface matching
Point-based registration is complemented in some systems with surface-matching. Although these procedures are now commonplace, this approach was first described by Pelizzari and Chen (1989) who used surfaces extracted from 3D multi-modality patient images to register these images within a common coordinate system. While they used two digital image volumes, the same procedure can be followed to match the surface extracted from a single volumetric image with physical samples of the same surface of the object. This technique involves using the probe to sample points on the surface of the patient, and then determining the best match of this point-cloud to an extracted surface from the 3D patient image. Maurer et al (1998) described this combined approach which is incorporated in some commonly used commercial image-guided neurosurgical systems. Under ideal conditions (i.e. in phantom tests where homologous structures are easily identified and there is no movement of the markers with respect to the object), the accuracy of this technique can approach that of a stereotactic frame (Zinreich et al 1993) . However, under clinical conditions, where natural features on the patient's skin are identified, the accuracy decreases due to the subjective identification of homologous point-pairs on the patient and in the images. While it may be adequate for many neurosurgical purposes, this registration technique used alone is not appropriate for procedures requiring great precision. This problem becomes more acute when organs outside the brain are to be registered to their images.
Bone-mounted markers
The accuracy and precision of point matching procedures can be improved by fastening surface markers to the patient's skin. Under such conditions, the markers can be more precisely determined using a tracked pointer, and with appropriate software they can be automatically identified within the patient's three-dimensional images. Even though these markers are fixed to the skin, they can move with respect to the underlying rigid bony anatomy, and therefore add error. Maurer et al (1997b) demonstrated convincingly that the only way to achieve patient-to-image registration with an accuracy matching that of a stereotactic frame is to use bone-mounted fiducial markers for image-patient registration. It is often argued that the process of implanting such markers is an invasive procedure akin to the pin-mounting involved in fitting a stereotactic frame, but it can be performed under local anaesthesia and is certainly less invasive than any subsequent surgical procedure. They demonstrated that the registration accuracy and precision obtainable with properly designed markers is in the order of 0.5 to 1.5 mm.
Image to image registration
4.4.1. 3D to 3D. Originally, the primary imaging modality employed for planning and guiding stereotactic surgical procedures was CT. With the advent of other imaging modalities such as MR, SPECT, PET and DSA that could be registered with the CT volume, it became clear that these additional imaging modalities could complement the information from CT. These additional data could add enhanced soft-tissue information (MRI), locate functionally active regions (PET, SPECT, fMRI) and add vascular data to the anatomical (MR angiography, DSA). For this reason, multi-modality image display and analysis systems were developed to allow the planning and guidance operation to take place using multiple image data sets simultaneously (Henri et al 1991a , Hill et al 1991 . The key to the deployment of such multi-modality imaging was image registration-a topic that has become a dominant area of research in medical imaging. In many applications, for example mapping atlases to images, or the registration of pre-operative to intra-operative images, nonlinear image registration is required. The reader is referred to comprehensive reviews on this topic by Maintz and Viergever (1998) , Hill et al (2001) and Crum et al (2003 Crum et al ( , 2004 .
Even though MRI and CT are 3D, and digital subtraction angiography is 2D, a point identified in the 3D modality may be projected into the 2D angiogram. Likewise, a point within a planar angiogram may be represented as a line within the MRI or CT volume. By employing orthogonal or stereoscopic angiogram pairs, three-dimensional localization may be achieved within the angiogram-defined space to assist in the planning of vascular-free trajectories to deep brain structures, or when localizing the foci of epileptic seizures through the implantation of EEG recording electrodes (Olivier et al 1994 .
2D to 3D.
Procedures to perform 2D to 3D image registration are becoming increasingly important in real-time guidance situations, and research into accelerating the convergence and improving the accuracy of such methods (Lemieux et al 1994 , Tomazevic et al 2003 has increased dramatically. Much of this work is motivated by the fact that while 3D MR and CT images are of high quality, they cannot be acquired in real time. On the other hand, the real-time imaging modalities (ultrasound and x-ray fluoroscopy) that are available tend to be two dimensional. There is therefore a need to map the real-time 2D image to its 3D pre-operative counterpart in order to combine the quality available from the pre-operative images with the real-time characteristics of the intra-operative data. This procedure involves either finding the pose of the 2D image within the 3D volume (US) or determining the pose of the 3D pre-operative volume whose digitally-reconstructed radiograph (DRR) corresponds to the measured 2D radiograph. A similar situation is faced in mapping dynamic singleslice intra-procedural MR images to pre-operative MR volumes during MR-guided cardiac interventions (Smolikova-Wachowiak et al 2005) .
Much of the effort in 2D-3D registration research has been put into the rapid computation of the DRR images , Russakoff et al 2005 , reducing the complexity of the search procedure by reducing its dimensionality (Birkfellner et al 2003b) , and accelerating the optimization procedure (Livyatan et al 2003) . A similar approach has been employed to address the problem of registering the pre-operative image of a patient's heart to the patient in the OR, through the registration of intra-operative angiograms to vessels in the pre-operative data (Turgeon et al 2005) . While these image registration techniques are computationally intensive, as demonstrated by Wachowiak and Peters (2006) , optimization approaches used for image registration can benefit from parallelization.
Coordinate transformations
Image-guided surgery systems must relate the measurements made in one coordinate system (or frame of reference) to those of another. When dealing with the head (and image) in a stereotactic frame, this is relatively straightforward, since the coordinate system of the images is generally aligned with that of the frame. However, when the orientation of the coordinate system etched onto the frame bears no relationship to the reference frame in which the image was acquired, the transformation that maps one coordinate system into the other must be computed. In a typical application, the tracking of a probe or an ultrasound transducer for example, several coordinate transformations may be needed before the images recorded by the transducer can be properly registered with the image of the patient. Figure 3 illustrates the concatenation of the individual transformations, which when combined constitute the global transform. Occasionally it is necessary to display the image of the tracking device within both Spatial transforms: several transformation matrices must be computed to enable the tracking of an intra-operative tool, and relate its position to the patient's image: M TL represents the transform between the coordinate system of the optical tracking device, and the LED infra-red emitters or passive reflective balls on the tracked probe. M LP relates these emitters to the probe tip (or other instrument being tracked); M WT is the transform between the tracking device and 'world' coordinates (the patient), and M PW is the transform that maps the patient coordinate system to the image. Each of these transformation matrices must be carefully determined from calibration procedures. a 2D projection image (DSA for example) and a 3D image (MRI). In the DSA case the image is a diverging-ray projection through the 3D object. In this case, a homogeneous transformation matrix (Henri et al 1991a) performs a 'many-to-one' transform when mapping between the 3D and 2D images (i.e. multiple points in the 3D image map into a single point in the 2D image). Conversely, a one-to-many transformation is computed when mapping a point in the 2D image into a line in 3D.
Tracking systems
To a large extent, stereotactic procedures as described above are used during the planning stage of a surgical procedure. In some surgical procedures, once the target and trajectory are determined, there is no further need for image-guidance during the procedure. However, if guidance (i.e. knowing precisely where the instrument is located with respect to the target at all times during the procedure) is required, then probes and instruments must be tracked and related to the patient images. The tracking system is therefore an essential component of any intra-operative image-guidance system. Some mechanical tracking approaches employ a probe that is physically linked by a multi-jointed arm to the apparatus restraining the patient's head, and the position of the probe is determined by sensing the angles at each joint (Golfinos and Spetzler 1996, Zinreich et al 1993) . Alternatively, there are ultrasonic, optical (Reinhardt et al 1998) , or magnetic (Birkfellner et al 1998a , 1998b , Frantz et al 2003 methods to determine the probe's position. Each system has its advantages and drawbacks. While mechanical systems are always in communication with the computer and do not rely on uninterrupted sight-lines between the probe and the signal transducer, they tend to be bulky and more intrusive in the operating room. For these reasons, the use of mechanical tracking systems has diminished in routine clinical use for IGS.
The limitations of mechanical systems are overcome by magnetic, ultrasonic and optical techniques, but the latter two approaches must have unobstructed sight-lines between sensors on the probe and some transmitting device. Magnetic systems do not suffer from this limitation, but their performance is often limited by the presence of metal in the vicinity of the pulsed magnetic field transmitter, or the magnetic field sensors. Some efforts have been made to combine optical and magnetic devices, with a design that uses an optically tracked system to re-calibrate a magnetically based tracker in real time. When sight-lines are broken, the magnetic tracker takes over from the optical system (Birkfellner et al 1998b .
The tracking technique most frequently employed in image-guided surgery procedures uses the optical approach, and these devices generally achieve a tracking accuracy and precision of better than 0.5 mm (Wiles et al 2004) . Some of the more recent optical systems use passive tracking technology where retro-reflecting spheres or even geometric patterns attached to the probe are recognized by a multi-camera optical imaging system (Claron Technologies 2005).
These methods work well for most surgical instruments, but there are no entirely satisfactory solutions to the problem of tracking the position and direction of a catheter tip or a flexible endoscope within the body unless one employs a real-time imaging system such as MRI (Erhart et al 1998 , Shimizu et al 1998 , Steiner et al 1997 , ultrasound (Comeau et al 1998 , Fenster et al 2004 , Kaspersen et al 2003b or fluoroscopy (Baert et al 2004) . Recent work (Frantz et al 2003 , Hummel et al 2002 , Wood et al 2005 on miniature magnetic sensors (approximately 1 mm diameter by 3 mm in length) is showing promise for tracking flexible devices within the body. Another technology that ultimately may be useful in tracking situations in general, and in flexible endoscopes and catheters in particular, employs fibreoptics. Specially treated optical fibres can be manufactured such that the optical transmission is a function of the radius of curvature of the fibre. This concept has been incorporated into a commercial shape-measuring device 'Shape-tape R ' (Danisch et al 1999) that allows the shape of a stiff ribbon to be constantly monitored in three-dimensional space. However, this potentially useful technique is hampered by hysteresis, repeatability and lag effects that reduce its suitability for IGS.
Tissue motion correction
Tissue movement during image-guided procedures
Although most stereotactic neurosurgical procedures assume the effect of brain shift to be minimal, this is not true of procedures that require a craniotomy, since the morphology of the brain can change dramatically after the opening of the skull, due to pressure, gravity and fluid drainage effects. In these cases, the surgeon must contend with additional sources of error that are not accounted for during the image-to-patient registration step.
Brain-shift measurement
It is perhaps surprising, given the potential impact of brain shift during image-guided neurosurgery, that so little attention had been paid to the problem of quantifying its effect until recently. A number of investigators (Hill et al 1998 , Roberts et al 1998 , Roberts and Darcey 1996 have addressed this problem and demonstrated that tissue shifts of up to 20 mm can be observed under routine surgical conditions depending on the procedure. assessed the extent of tissue motion by comparing pre-operative MR images with intra-operative MR images. They measured brain shifts of up to 5 mm, and ventricular volume changes of up to 44%. Hill et al (1998) used a tracked surgical microscope to observe the displacement of reference points on the cortex after craniotomy, and reported median tissue displacements on five patients of up to 7.4 mm. In a study of 28 patients using a tracked surgical microscope to measure the shift of identifiable points on the cortex, Roberts et al (1998) observed mean displacements of 10 mm, and shifts of up to 24 mm from their positions as defined by pre-operative MR scans.
Correction for intra-surgical brain shift
Concurrent with the efforts to measure tissue shift, a number of authors have developed procedures to correct the distortion that takes place during open-craniotomy surgical procedures. Two of these attempt to predict changes in brain shape on the basis of the anticipated effect of drugs, and the observed changes to the cortical surface. The first of these methods by Miga et al (2000) predicts the effect of drugs and pressure changes on the drainage of fluid from the brain, and the effect of tissue movement under the influence of gravity. They developed finite element models of brain tissue incorporating both mechanical properties and the manner with which it retains fluid. A second approach scans the surface of the cortex with a laser range-finder and matches the measured surface map with the cortical surface as determined from a pre-operative MR image (Audette et al 2000) . As the shape of the cortex is observed to change during surgery, the MRI-derived cortical model is deformed to match the surface as measured by the laser scanner. This deformed surface is propagated through a volumetric, finite element representation of the brain structure to predict the extent of the tissue distortion throughout the volume. Miga et al (2003) recently extended this technique using a surface scanner that combines distance and texture maps to optimize the registration of the scanned surface representation and the MRI-derived cortex.
A third method (discussed later in the 'interventional imaging' section) uses ultrasound images acquired during surgery to correct the pre-operative MR or CT images.
Correction of motion in 'unconstrained' organs
Because of the relatively small amount of brain shift encountered during neurosurgery, the brain is an obvious candidate for image-guidance, and as discussed above, the problems of tracking deformations of the brain during surgery can be addressed in a relatively straightforward manner. For similar reasons, orthopaedic surgery has embraced image-guided techniques (DiGioia et al 1998 , Moulder et al 2003 , Sugano 2003 , Tonet et al 2000 . When one ventures to other parts of the body, the tracking of, and correction for organ movement is of paramount concern, and lack of robust solutions has limited the use of image-guided approaches in these areas. If minimally-invasive procedures are to be extended successfully to multiple body regions, this problem must be addressed. Most existing work in this area reported to date has been in predicting the movement of abdominal organs due to breathing.
A number of recent publications have addressed the problem of image-guided surgery in the liver (Appelbaum et al 2005 , Herline et al 1999 , Mevis 2005 , Tokuda et al 2004 , Vetter et al 2002 , and recent research has tried to characterize the motion of the liver during respiration (Clifford et al 2002) . Image-to-patient registration is key to performing any procedure that relies on pre-operative images for intra-procedural guidance. In the liver, it is difficult to identify specific landmarks upon which to base such a registration. Herline et al (2000) addressed this problem (in an open procedure) by digitizing the surface with an optically-tracked pointer and fitting the obtained cloud of points to the segmented liver surface from a CT scan. They reported a target registration error for simulated tumours of ∼3 mm based on this technique. Cash et al (2003) extended this approach by employing a laser-based surface scanner to achieve a similar objective, while at the same time reducing the target registration error to better than 2 mm. This approach offers the added advantage that morphological changes occurring to the liver during the procedure can be tracked and potentially used to drive a deformable-model-based correction strategy.
A small number of centres have MR imagers located in the operating room. These are typically lower field (0.2-0.5 T) open magnets, allowing the surgeon ready access to the patient. While these systems can image the organ intra-operatively (in close to real time) the limitations placed on a open magnet in the OR result in low resolution, poor image quality and high noise. In spite of this, open MRI has proved useful in liver therapy, as demonstrated by Klotz et al who performed both cryosurgery (Klotz et al 1997b) and interstitial laser therapy (Klotz et al 1997a) of the liver under MR guidance in a 0.5 T magnet.
In common with other approaches that employ intra-operative imaging, some groups have found that the image quality and resolution of the open MR systems (particularly at field strengths of less than 0.5 T) are insufficient for direct intra-operative guidance. They have employed non-rigid image registration to map pre-operative acquired high resolution images to those acquired intra-operatively. Carrillo et al (2000) evaluated a number of manual and automatic approaches to register pre-operative and intra-operative MR images of the liver, and concluded that a registration accuracy of ∼3 mm could be achieved using a mutual-information based technique.
A more challenging task is to register pre-operative cardiac images to the beating heart for guidance of epi-or endocardiac procedures. Rickers et al (2003 Rickers et al ( , 2004 recently reported experience in the use of fused MRI and radiography to perform septal defect repair and stem cell therapy delivery via direct MR fluoroscopy (using a catheter approach in both cases), while Guiraudon (2005) has described a new technique for introducing instruments directly into the cardiac chamber via the heart wall, to perform such procedures as atrial fibrillation ablation, and heart valve and septal defect repair. Practical implementation of this approach will require image fusion and registration similar to that described by Rickers.
Atlases
Some minimally invasive surgical procedures require lesions to be made at target points that are related to electrophysiological activity rather than distinct anatomical targets that can be seen directly on the MRI or CT image. The only means of ensuring the lesion is made in the correct position is to perform electro-physiological measurements prior to creating the lesion. The placement of the stimulating or recording electrodes has traditionally relied on standard atlases of the thalamus and globus pallidus. These atlases (Schaltenbrand and Wahren 1977a , 1977b , Nowinski et al 1997 , Talairach and Tourneau 1988 ) are used as a guide for placing recording or stimulating electrodes within the brain. As the atlases are constructed on the basis of sections made from an individual cadaver brain, they obviously cannot exactly . Electrophysiological database imported into surgical planning workstation, showing the region of the brain being targeted within a 3D display, and (inset) the electrophysiological data (small spheres) extracted from a database and mapped to the current patient. Also shown here are the sub-thalamic nucleus and the probes of a five-element recording electrode. match the brains of individual patients. The practice in the past has been to manually scale individual cross-sectional images from the atlas to match gross features seen in the diagnostic images. Some systems, for example Brain-Bench (Nowinski et al 1997 (Nowinski et al , 1998 ) allow standard atlas images to be integrated directly with the 3D MRI or CT data sets. St-Jean et al (1998) reported the use of a three-dimensional atlas that could be automatically warped to fit the 3D MRI of an individual patient. They created a threedimensional version of the Schaltenbrand and Wahren atlas which was accurately registered to a 'standard' 3D MRI brain data set. This was subsequently matched, using a nonlinear spatial warping algorithm (Collins et al 1995) to the patient's MR images. Using the nonlinear spatial transform calculated by this operation, the three-dimensional atlas was subsequently mapped to the patient. Using this system, target structures within the atlas that define the lesion site may be visualized in three dimensions with anatomical landmarks defined by the 3D MRI, a model of the proposed lesion, and the probe used to create it. While such atlases offer a great deal of assistance to the surgeon, it is still necessary to verify that the lesion is being created in exactly the right place through electrophysiological stimulation and recording. Mis-placing the lesion by as little as 1 or 2 mm could have a disastrous effect on the patient's outcome. The purpose of the atlas, therefore, is not so much to pinpoint the exact target, but to make it easier for the surgeon to approach the desired region quickly and to verify the target position with a minimum of electrophysiological testing. These ideas have been extended by Finnis et al (2003) and D'Haese et al (2004) with the incorporation of electrophysiological databases (acquired from actual patient populations and registered to the brain volume of the patient under consideration) into the surgical guidance platform as illustrated in figure 4. These electrophysiological data complement the anatomical atlas to improve the precision of the initial target localization.
The ideas embodied in the construction of neurological atlases are slowly being adopted in atlases for other parts of the body. Ehrhardt et al (2004) and Tang and Ellis (2005) have employed atlases derived from models of the hip and femur to map to patient anatomy as an aid in surgical planning. Park et al (2003) and Qatarneh et al (2003) have used atlas techniques to aid in the segmentation and radiation planning of organs in the abdomen, whilst Frangi et al (2002) and Lorenzo-Valdes et al (2004) have employed statistical shape models to represent the various components of the heart.
Intra-operative imaging
X-ray fluoroscopy and DSA
While fluoroscopy has been performed for decades to guide catheters during interventions in the brain, it was the introduction of digital subtraction angiography (DSA) in the 1980s (Strother 2000) , that provided the foundation upon which the discipline of interventional neuroradiology was based. Using DSA, the vascular system could be seen clearly without the interference of overlying structures, and it provided roadmaps for the treatment of arteriovenous malformations, aneurysms and even stroke. Unfortunately, constant cardiac motion in the heart makes subtraction angiography difficult, but (unsubtracted) x-ray angiography maintains a leading role in the diagnosis and treatment planning of cardiac disease. In situations that do not require real-time imaging, coronary angiography is rapidly being superseded by CT angiography (Schoenhagen et al 2005) . Fluoroscopy and angiography provide projection images and sometimes are unable to visualize the soft-tissue targets, such as those in the heart. This led to the research described earlier, which combines x-ray fluoroscopy with pre-operative 3D models. By registering the fluoroscopic image with the appropriate view of the 3D model, significant structures (e.g. the tip of a catheter) visualized in the x-ray image may be back-projected into the volume. This allows the catheter tip to be placed in the appropriate 3D position, with the knowledge that it is constrained to lie within a vessel that can be identified within the 3D model (Baert et al 2003) .
MRI
OR-based MRI is one means of providing real-time imaging during a surgical procedure. In general, there have been three system designs for this purpose.
• Special purpose horizontal-bore 0.5 T superconducting magnet systems, designed exclusively for dedicated use in the operating room, have an open design that allows the surgeon minimally restricted access to the patient, and which permit imaging to take place during a surgical procedure.
• General-purpose 0.2 to 0.3 T permanent-or electro-magnet systems with open access to the patient from all sides.
• Conventional self-shielded 1.5 T horizontal bore systems with rapid fall-off of the fringe field.
All of these systems employ adaptations of conventional intra-operative tracking systems to follow the positions of probes and instruments in the operating field.
The first design employs a 'double-donut' superconducting magnet geometry that permits access to the patient between the two toroidal magnets (Black et al 1997 , Schenck et al 1995 with sufficient space between the magnet sections for a surgeon to work. Most of the pioneering developments in their use has taken place at the Brigham and Women's Hospital in Boston (Black et al 1997 , Moriarty et al 1996 .
The second approach is based on permanent, or electro-magnets which may be set up with their magnetic fields in either a horizontal (Hinks et al 1998) or a vertical (Steinmeier et al 1998 , Tronnier et al 1996 configuration. These systems are usually general purpose low-field machines, whose inherent design makes them particularly suitable for use in the operating room. Because of their design, they have almost no fringe field and are therefore much more amenable to the operating room environment than an air-cored superconducting magnet. While access is possible from all sides in the horizontal plane, the proximity of the pole-pieces restricts the access vertically to less than 40 cm. An early report by Steinmeier et al (1998) reported their initial experiences with this system. They used it to guide the surgical treatment of patients with supratentorial brain tumours, trans-sphenoidal operations and temporal lobe epilepsy procedures. They concluded that the intra-operative MR images obtained during these procedures provided considerable additional information that optimized the resection of tissue in these operations. More recently, a number of groups have reported on the use of a more user-friendly compact MRI device for neurosurgery guidance (the ODIN PoleStar R ) (Schulder et al 2003) . This low-field (0.12 T) system contains pole-pieces that are integrated with the OR table, and which can be raised when required so the patient's head occupies the space between the poles. Reports on its clinical utility indicate that it provides adequate real-time image-guidance in a number of surgical procedures, with the added advantage that it can be used in conjunction with standard neurosurgical tools (Kanner et al 2002) .
The third means of using MRI intra-operatively is to adapt standard clinical MR imagers for operating room use by increasing the diameter of the bore and shortening the length of the magnet to improve access to the patient. At the same time the magnetic shielding must be sufficiently effective to permit the use of standard surgical tools and instruments (including x-ray image-intensifiers) in close proximity to the scanner (van Vaals 1998). A similar approach has been explored by Hoult et al (2001) who have developed a surgical magnet that is 'parked' adjacent to the operating room, but which is moved into the OR on ceiling mounted rails as required. Since this approach is based on a clinical magnet, access to the patient is not as convenient as in the previous two cases, and imaging is performed while the patient is placed inside the magnet between stages of the surgical procedure. On the other hand, this system exhibits the image quality expected from a standard diagnostic imaging system, and has been used successfully in a variety of neurosurgical procedures (Kelly et al 2005 , Sutherland et al 2003 . The next step in the development of this system is its integration with surgical robotics (Louw et al 2004) .
Many of these systems permit imaging to occur during the surgical procedure itself, in some cases in real time using dynamic sequences. For the low-field open systems, the compromises that must be made to ensure increased access to the patient often degrade the linearity of the gradients across the field of view. For this reason, the geometrical integrity and resolution of images from such systems is often not as high as that available from conventional diagnostic MR systems. Nevertheless, the ability to visualize the target structures, and the surrounding anatomy in real time, offers a unique opportunity for image-guided surgery. Perhaps the most attractive feature of these devices is that the progress of certain therapies, e.g., cryo-surgery (Gilbert et al 1997 , Klotz et al 1997b , thermal ablations (Chung and Sackier 1998 , Chung et al 1997 and high-intensity focused ultrasound (HIFU) (Clement et al (2005) ) can be monitored in real time by measuring changes in MR characteristics that are undergone by the tissues during freezing or heating. The major disadvantage of these devices is that even in the most 'open' of systems, access to the patient is not optimal, and the presence of the magnetic field in the operating room creates a potentially unsafe environment, unless instruments are modified for compatibility.
Intra-operative MR systems have now been evaluated clinically for at least a decade, and there is still much debate about the efficacy of these techniques in terms of cost effectiveness, improved patient outcome, image resolution and OR compatibility. While their proponents are extremely enthusiastic about their potential for widespread use, to date the adoption of this technology has been slow.
Computed tomography
CT scanners have existed in some operating rooms for many years. However, it has been only recently, through the provision of 'CT fluoroscopy' or 'fluoro CT' (Sakurai et al 2004 , Solomon et al 2002 which scans and reconstructs a single plane repeatedly with updates approximately every 100-200 ms, that CT has been considered a true 'intra-operative' imaging device (Fichtinger et al 2004 , Masamune et al 2001 . A significant problem limiting the use of CT in the OR as an intra-operative imaging modality has been the radiation dose delivered to both patient and surgeon. Since it is not feasible to use an OR-based CT for routine diagnostic purposes as well, it is often difficult to justify the use of intra-operative CT economically. The former concern has stimulated the development of special-purpose robotic devices (Cleary et al 2005b) that can remotely manipulate instruments to access a target. Fichtinger et al (2004) describe a visualization environment that permits the CT fluoroscopic image containing the target to be virtually 'projected' via a semi-transparent mirror into the patient volume to guide manual biopsies.
A more recent incarnation of CT has evolved from C-arm based angiography machines. When appropriately calibrated (Fahrig and Holdsworth 2000), these systems can acquire highresolution 3D images of organs in a single gantry rotation with an effective receptor resolution of ∼1000 × 1000 elements. When employed for vascular imaging these systems are often referred to as computed rotational angiography (CRA) or 3D reconstruction angiography. CRA has found application in the planning and guidance of surgical procedures for the treatment of intracranial aneurysms (Lauriola et al 2005) , and arteriovenous malformations (Colombo et al 2003) . In its non-angiographic manifestation this modality is commonly called cone-beam CT (CBCT), and is beginning to play a role in the guidance of non-vascular minimally-invasive procedures (Siewerdsen et al 2005) .
Ultrasound
Ultrasound has been employed for many years as an interventional imaging modality (Auer and van Velthoven 1990) . It is generally conceded that the image quality available from ultrasound is inferior to that attainable from even low-field intra-operative MRI (Steinmeier et al 1998) , but ultrasound is being employed with increasing frequency as an intra-operative imaging device, either used alone or in registration with pre-operative image data sets. To combine intra-operative US with pre-operative MR images, the US images must be acquired in such a way that they can be mapped to the MR data. Trobaugh et al (1994) introduced the concept of correlating intra-operative US with pre-operative CT or MRI, and others have developed various techniques to either compare 2D ultrasound images to other modalities (Koivukangas et al 1993 , Comeau et al 1998 , or to accumulate a series of ultrasound images to create volumetric data sets (Rohling et al 1998 , Downey et al 2000 , Fisher et al 1998 . Many techniques for acquiring and displaying 3D ultrasound data have recently been described in the literature and many have direct relevance to the acquisition of intra-operative 3D images. Given the expense of interventional MRI, intra-operative US is seen as a viable alternative for imaging tissue during surgery (Holm and Skjoldbye 1996, Machi and Sigel 1996) . Besides detecting the changes that occur during surgery, US may also be used to update pre-operative images to match the changing intra-operative morphology. Comeau et al (2000) proposed the identification of homologous landmarks within MRI and ultrasound images to construct a set of distortion vectors, which would allow the image of the pre-operative MR image to be warped to match the intra-operative MRI. They demonstrated the clinical utility of combining ultrasound images with pre-operative MRI's and the feasibility of deforming the pre-operative MR slices to match the intra-operative US images. This work was subsequently extended to embrace the use of true 3D ultrasound image acquisition (Gobbi and Peters 2002 , Kaspersen et al 2003b . One disadvantage of intra-operative ultrasound compared to interventional MRI is that the ultrasound transducer must be in direct contact with the brain tissue during imaging, and its presence, along with the associated tracking mechanisms presents an intrusion into the operating field. A further disadvantage is that the image quality is somewhat operator dependent. In recent years, the integration of pre-operative images with intra-operative ultrasound has extended to the guidance of many procedures outside the brain. Although many of these procedures use conventional 2D US, 3D techniques are becoming increasingly available (Fenster et al 2001) . 3D ultrasound has played a particularly important role in the guidance of prostate biopsy and brachytherapy (Blake et al 2000 , Robb 2002 , Wei et al 2004 , where targets can be visualized and biopsy needles or radioactive seeds can be placed interactively within the 3D volume. Although precise visualization of inserted needles can be problematic in the raw US image, real-time image processing techniques can accurately extract the position of the needle tip. In recent years, laparoscopic ultrasound, either correlated with, or registered to pre-operative CT (Wilheim et al 2003 , Kaspersen et al 2003a has been reported as an adjunct to abdominal procedures. Kaspersen concludes that the integration of real-time intra-operative ultrasound with high quality pre-operative images permits increased identification accuracy of structures observed in the US images even if the registration accuracy (7-13 mm) is less than ideal. The key point is that such image integration provides the user with the proper context of the (often poorly resolved and noisy) US images.
Display systems
An important component of an IGS system is the display. It must be capable of presenting the image in three dimensions, either by displaying orthogonal planes that follow the position of the tracked probe, or by displaying the probe within a three-dimensional rendition of the patient volume of interest. To be an effective tool in the OR, the display must be truly interactive. Many research and commercial workstations are available to perform a variety of operations on medical images, but there are several worthy of special mention. Analyze (Robb et al 1989 , Robb 1999 , a package that grew out of the Biomedical Imaging Resource at the Mayo Clinic, Rochester MN, is probably the longest surviving such package, and served to bring together tools for generalized manipulation, measurement and visualization of multidimensional medical images in a user-friendly environment. Another more recent package, that has found application in many laboratories, is 3D-Slicer (Gering et al 2001) , from The Brigham and Women's Hospital/MIT. The latter package has embraced the 'open-source' philosophy, itself making extensive use of open-source libraries such as VTK (Schroeder et al 2000) and ITK (Yoo and Ackerman 2005) .
Multi-planar imaging
The representation of image volumes in a multi-planar reformatted (MPR) mode is as old as CT image acquisition itself, and even in the presence of volumes whose voxels were far from isotropic (with voxel dimensions typically 1.5 × 1.5 × 13 mm 3 ), MPR was useful in navigating through the images in three dimensions. Today, isotropic data acquisition is possible with both CT and MRI, and voxel dimensions can be smaller than 1 mm 3 . Early computer systems were only capable of slicing the data along orthogonal axes (rows and columns). Today's systems permit the interactive selection of arbitrary slices from the volume, allowing the user to select views that are perpendicular to the direction, or in the plane of the probe, as well as any other views that are appropriate for the procedure.
Three-dimensional visualization
The traditional means of displaying medical images was using an x-ray film on a view-box, and even after CT and MRI were introduced, image volumes were still viewed slice-by-slice, either as films on a standard light box, or on a computer display. As the volume of data in a typical image increased, it became necessary to display the image as a single entity, rather than as a collection of slices. The display of these data (volumes of voxels) may be achieved either by projecting surfaces within the volume (Lorensen and Cline 1987) , or projecting the entire volume onto a viewing screen (Drebin et al 1988 , Levoy 1988 ). These two approaches are known as surface rendering and volume rendering, respectively.
Surface rendering, the most common method of displaying 3D medical images, requires that the volume be segmented (by automatic or manual contouring methods) (Saiviroonporn et al 1998 , Soler et al 2001 so the surfaces of structures of interest are identified within the volume. Surface rendering is often used in conjunction with texture-mapping to 'paint' characteristics of the original data (voxels) onto selected surfaces within the 3D images (Lorensen and Cline 1987) . An example of a combined surface/texture-map display is given in figure 5 . In contrast, volume-rendering employs direct or simulated ray-tracing techniques (Radetzky et al 2000) where the intensity of each point in the projected image is a function (line integral, maximum intensity, etc) of the structure traversed by each ray. In either case, contemporary computer workstations are sufficiently powerful to allow interactive manipulation of either kind of image, although special hardware on graphics processing units is often employed to accommodate the computational demands of volume rendering algorithms. 
Stereoscopic visualization
Stereoscopic imaging is no longer in general use in diagnostic radiology, although there are some centres that still employ it routinely, while others do so on a sporadic basis. Since the advent of three-dimensional imaging modalities, there is an increased need to navigate through large data spaces quickly. The use of 3D visualization in surgical planning and guidance and the availability of inexpensive computational power that permits the interactive manipulation of three-dimensional volumes has once again made stereoscopic visualization a compelling adjunct to surgical navigation, particularly within virtual immersive environments. Stereoscopic visualization has been employed in the operating room by the surgical team at the Montreal Neurological Institute (MNI) for a number of years, initially for the integration of digital subtraction angiograms with MRI and CT for surgical planning purposes (Charland and Peters 1996 , Worthington et al 1985 . Figure 7 presents an example of stereoscopic DSA images typical of those used when planning stereotactic surgical implantation of deep brain electrodes prior to surgery for epilepsy. The use of stereoscopic visualization in modern surgical guidance systems is further discussed later in this review. Subsequently, the MNI group incorporated stereoscopic visualization into the three-dimensional views presented to the surgeon during surgical guidance, displaying dynamic representations of the surgical probe along with surfaces and MRI slice data (Davey et al 1994 . More recently, they extended the use of stereoscopic visualization to the planning of thalamotomies and pallidotomies for the treatment of Parkinson's disease. In this area, stereoscopic visualization has proved to be a major advantage when planning the shape and position of a three-dimensional lesion that must be placed precisely with respect to a functional atlas that has been merged with the data (St-Jean et al 1998).
The advantages of stereoscopic visualization in the surgical planning and guidance context have been debated for decades. While it has proved valuable in the neurosurgical procedures discussed above, its use as a dexterity improving aid for laparoscopically guided techniques (suturing, knot-tying, etc) is less clear. However, Munz et al (2004) recently demonstrated that stereoscopic visualization consistently and significantly improved performance for a number of common manoeuvres in robot-assisted surgery. It should be pointed out that these tests related to direct (endoscopic) stereo vision, and the system was not complemented by augmented reality.
Virtual and augmented reality
In a strict sense, virtual reality applies to any kind of environment where an image is employed to model an organ and/or to guide an instrument to the organ. In this review its scope is limited to the presentation of 3D models that can be manipulated dynamically and which are generally displayed to the observer stereoscopically. In addition, augmented reality (Drasic and Milgram 1996) refers to the situation where 'real-world' images (video, endoscopic, ultrasound, or even electrophysiological) are integrated with the visualized model. In addition to the incorporation of video images acquired during the surgical procedure, there exist a number of other approaches for combining the real and modelled worlds into a common visualization framework.
Video information can add a great deal of information to an image-guided surgical procedure. Gleason et al (1994) were the first to demonstrate the efficacy of integrating a video image of the operative site with the graphical representation of a tumour or other target structure. This approach enables the surgeon to 'see-through' the patient's skin into the operative site, and can facilitate the planning of the optimal craniotomy required to approach the target.
Since many surgical procedures involve the use of an operating microscope, the integration of the microscope images with those obtained from pre-operative MRI and CT scans is an obvious step. Image integration can involve displaying the position of the focal point of the microscope within the 3D image, or images from a tracked microscope can be integrated electronically with the pre-operative images. Alternatively, the images from the pre-operative scans can be projected into the visual field of the microscope (Edwards et al 1995, Edwards et al 2000) (figure 7). This same technology has also been incorporated into head-mounted displays where the position of the surgeon wearing such a display is tracked and the preoperative image corresponding to the viewpoint of the surgeon is projected on his field of view (Figl et al 2002 , Levy et al 1998 , Vogt et al 2004 .
Operating microscopes 'see' into a surgical target within the brain via a craniotomy of at least 2 cm in diameter. For minimally-invasive procedures, an endoscope must be employed instead. Endoscopes are used to gain visual access to body cavities, and have been employed in neurosurgery to assist in surgical procedures within the ventricles (Auer et al 1988) . 'Virtual endoscopy' (Auer and Auer 1998 , Gilani et al 1997 , Vining 1996 uses computer graphics to simulate the view of an endoscope placed in a particular body cavity, based on the representation of the cavity derived from pre-operative MRI or CT images. With the increasing emphasis on minimally invasive surgery, there has been an active interest in combining the video images from standard endoscopy with the computer-generated images of virtual endoscopy. The aim is to place the endoscope image observed during a minimally invasive surgical procedure in its proper context, by merging it with the equivalent surface extracted from the pre-operative images. Several authors have reported their experiences with clinical applications whereby images of the ventricle wall obtained from a tracked endoscope were combined with the equivalent images from CT or MRI (Auer and Auer 1998 , Shahidi et al 1995 , Stefansic et al 1998 . The simplest means of integrating the two modalities is to track the tip of the endoscope, while displaying the tracked point on three orthogonal slices from the original image data that intersect at the tracked point. While useful, this approach does not present the endoscopic image in its proper context. To achieve this latter aim, the video image produced by the endoscope may be mapped onto an interior surface model explored by the endoscope (Dey et al 2002) . A similar approach has been described by Szpala et al (2005) for registering endoscopic images with pre-operatively acquired dynamic models of the beating heart. Such environments can be employed both at the planning stage of a procedure where surface and volume rendered CT data are viewed during the planning of a laparoscopic procedure, or during the operation itself. Recently, a number of novel approaches for combining model information with 'live' images have been proposed. These generally fall into three distinct classes, those employing microscopes; systems using head-mounted displays (HMD's); and those that rely on mirrors, which reflect a virtual image into the operating volume. In a microscope-based system, a binocular microscopic image is optically merged with a stereoscopic image generated from a model after ensuring that the model viewing geometry precisely matches that of the optical imaging system, as demonstrated by Edwards et al (1995 Edwards et al ( , 1999 Edwards et al ( , 2000 . This group has also demonstrated that merging stereo images of real and virtual scenes can sometimes lead to ambiguous depth assessment (Johnson et al 2003) , clearly indicating that there remains a great deal of work to understand how the human visual system behaves when interpreting such displays. Headmounted displays can fuse the virtual model with the direct view (as in the microscope) (Birkfellner et al 2003a , or electronically combine both the model and camera views (Vogt et al 2004) . In both of these cases, head motion is tracked and used by the model generation software to generate the appropriate view of the model regardless of the pose of the observer. A compelling approach that does not require any head-tracking is described by Blackwell et al (2000) and Fichtinger et al (2004) . These systems use a semi-transparent mirror to project a virtual image of a body section obtained from CT or MR directly into the volume containing the organ under consideration. Although only a single user-selected slice can be displayed, a properly calibrated system places this slice correctly regardless of the position of the viewer. A similar concept is employed by Stetten et al (2003) , in the 'sonic flashlight' where the real-time ultrasound image is reflected by a simple semi-transparent mirror into precisely the region from which the ultrasound images are being acquired.
Perhaps the most interesting (also the most expensive) approach to this problem is that proposed by Liao et al (2003 Liao et al ( , 2004a Liao et al ( , 2004b where an array of video projectors and a large 'fly's eye' lens are used to generate a three-dimensional virtual image that can be projected (again using a half-silvered mirror) into the patient volume. Because of the true 3D nature of the virtual image created by this approach (i.e. it is not the result of a stereo pair from a single viewpoint), this image is also viewable by multiple observers without head tracking.
A full discussion of virtual reality in medicine is given by Englmeier (2000).
Robotics
In the past few years, robotics have played an increasingly important role in minimally-invasive surgical procedures. An early significant application was in the surgical implantation of hip prostheses into the femoral canal, using 'Robodoc' as introduced by Paul et al (1992) . Their objective was to use image-directed surgical robotics to precisely ream the femoral canal to obtain an exact match with the prosthesis. The major breakthrough in this field was that the prosthesis shaft could be constructed precisely according the geometry of the femur as determined from 3D CT scans, then the robot was employed to manipulate the implant into its final position. Paul's work found that the in-growth process is facilitated when the surgeon achieves a tight fit for the prosthesis over the length of its shaft. Sawaya et al (1995) speculated on the possibilities of using robotically assisted procedures and virtual reality to improve tumour surgery, while Benabid et al (1995) published an excellent review on (neuro)surgical robotics, discussing many of the early contributors, including the pioneering work of Kwoh et al (1985) and Kwoh and Young (1992) . Benabid discusses the use of robots to position instruments in a stereotactic setting, and also describes later implementations of this concept in other centres using commercially available robotic arms.
One commercial implementation of these ideas is the neurosurgical operative microscope as described by Giorgi et al (1995) . Here a robotic arm is connected to a microscope, while force feedback sensors drive the motors of the arm in response to the positioning of the microscope by the surgeon. The coordinates of the microscope focal point (and potentially the images acquired by the microscope optics) are integrated with the standard multi-planar and 3D MRI views of the patient on the surgical workstation. Chen et al (1998) describe a prototype system that incorporates pre-operative image-guided planning, minimally-invasive and non-invasive calibration between the virtual (patient images) and actual environment, and a surgical robot for location and remote-controlled procedures based on the pre-operative strategy.
The past decade has seen a resurgence in the use of robotics in surgery to improve the precision and dexterity of minimally-invasive procedures. At the present time, however, little effort has been expended on integrating pre-operative imaging with robotics, with modern robotic surgery being 'image-guided' only in the sense that it generally employs a roboticallymanipulated endoscope that captures the view of the target and the instruments. Medical robotics have been used extensively in coronary artery bypass grafting (CABG) (Falk et al 2003 , Novick et al 2003 . Beyond the heart, it has been claimed that such techniques can be combined with imaging to dramatically increase the precision of paediatric surgery (Kant et al 2004) . Hemal and Menon (2004) reviewed the application of roboticallyassisted procedures in urology, concluding that significant initial promise is being shown for radical prostatectomy, while Ballantyne and Moll (2003) discuss the role of robotics in telesurgery environments. While few of these applications rely explicitly on guidance from images other than from the endoscope, a group from INRIA (Coste-Maniére et al 2003a describe the most compelling use of pre-operative imaging with robotics, integrating image-based models with robotic systems to plan effective strategies for performing CABG procedures.
It is clear that for the most part, special-purpose robotic tools designed to perform specific tasks are preferred over general purpose systems for minimally-invasive procedures. In this light, Cleary et al (2005a) have described the use of a special purpose robot to drive a biopsy needle to a target under the guidance of CT fluoroscopy. In addition, the CISST group at Johns Hopkins University (Burschka et al 2005) recently discussed the challenges involved in image reconstruction, instrument tracking and registration as they relate to robotically-assisted minimally invasive surgery, as well as the integration of these techniques into realistically achievable, practical and reliable systems. Several workshops have recently addressed the role of robotics in medicine. At one of these (Cleary et al 2005b) , the participants concluded that although several medical robot manufacturers had already gone out of business, there remained a great deal of optimism in the future of robotically-assisted procedures. A second workshop (Cleary 2005c ) speculated on the nature of the operating room in the year 2020 and resulted in a comprehensive report on the current status of robotics and imaging in surgery. 
Operating room environment
Given the huge range of technology available for image-guided surgery, it should be noted that it must all fit physically and be functional within the operating room. Figure 8 shows a view of the surgical team employing a tracked probe during an image-guided neurosurgery procedure. One of the first points to note is how far the image monitor is located from the surgeon. This is typical, and is dictated by the bulk of the equipment and the generally confined space in the OR. Unfortunately, this does not provide the ideal ergonomic environment for the surgeon who must constantly move his head and re-accommodate his vision each time he looks between the monitor and the surgical field. The situation can be improved by placing a flat-panel display close to the operating field. The tracking system attached to the probe shown in figure 8 is optical, and although it is light-weight, it suffers from 'line-of-sight' constraints, and ceases to operate when the LED emitters lose sight of the tracking device.
Image acquisition caveats
Imaging systems designed specifically for diagnostic purposes are not necessarily optimal for surgical guidance, which relies on images being accurate geometrical representations of the organs of interest. The discussion below summarizes some of the important attributes of imaging systems related to their use in image-guided surgery.
CT
The standard CT image is intrinsically geometrically accurate, but errors in patient or gantry alignment can result in errors in relating image coordinates to world coordinates. For example, if the slices are oblique to the scanner axis, but reconstruction software assumes them to be perpendicular, the resulting three-dimensional reconstruction will be distorted. Likewise, variable slice thickness and positioning can create geometrically distorted volumes if image-processing software does not account for arbitrary sampling of the imaging volume. Fortunately, the recent adoption of CT scanners capable of acquiring up to 64 simultaneous slices has removed many of the issues related to non-isotropic image resolution and slice alignment.
MRI
When MRI arrived on the scene, certain metallic components of stereotactic frames that could be imaged with CT or radiography without problems, had to be replaced by non-metallic components to avoid creating magnetic field perturbations that would distort the images. Likewise, copper or aluminium fiducial markers must be replaced by channels in plastic plates filled with a fluid that produces a bright signal in an MR image (Lunsford 1988) . If these channels are filled with water-based, x-ray contrast agent, the fiducial markers are visible in MRI as well as CT. From time to time, oil has been suggested as a suitable fluid for use in MR fiducial markers, but since the resonant frequency of oil-based protons is 200 ppm different from free water, this approach is impractical, since the fiducial markers in the MR images may be shifted from their true positions by several pixels.
The most probable causes of image distortion in MRI are that the main magnetic field lacks homogeneity across the volume of interest, that the gradients have spatial nonlinearities, or that the magnetic field is perturbed locally by the presence of either an internal or external influence. Even very small deviations of the field strength (tens of parts per million) from the ideal can have a significant impact on the geometrical integrity of the images, and the effect of gradient nonlinearities tends to be particularly noticeable towards the periphery of the field of view.
An additional factor that distorts the image is the effect of material having a magnetic susceptibility different from human tissue. Such susceptibility differences cause small local changes in the magnetic fields, which again can create distortions in the images. Examples of this phenomenon are the presence of dental work or metallic prostheses near the imaging field (such objects can render the image completely useless) or the susceptibility difference between air/water/bone which can cause image distortions close to the material interfaces.
Unless the main magnetic field inhomogeneity has been caused by gross failure of the (usually super-cooled) electromagnet windings, homogeneity corrections can be made to the main field using shimming techniques. This can either be in the form of active shims (additional nonlinear gradient coils that provide controllable field patterns added to the main field to counter imperfections), or passive shims (iron inserts that are placed in specified patterns inside the magnet bore to modify the global field pattern with the influence of their induced magnetic fields). Many installed MR imagers equipped with active shims have calibration procedures that allow the shim fields to be adjusted to maximize main field uniformity across the field of view.
Distortions due to gradient design limitations are often corrected automatically (at least in the plane of the image) by the scanner software. Where this facility is available, it should be determined that the applied correction software has been invoked, and that the correction is appropriate for the imaging sequence.
Non-uniform radio-frequency excitation can cause inhomogeneous intensity distributions in the reconstructed images. While image non-uniformities may not affect the diagnostic utility of the images, they can significantly impact quantitative image analysis, for example when segmentation is performed using an intensity threshold. Unless corrected, such intensity artefacts can severely compromise the integrity of surface extraction, in turn reducing the quality of the image registration and the accuracy of the segmentations. RF non-uniformity correction schemes are not normally included in the MR image reconstruction process, but there are numerous approaches that may be employed retrospectively to restore the correct image intensities (Arnold et al 2001 , Belaroussi et al 2006 
Ultrasound
Although ultrasound is inexpensive and unobtrusive, it has its own limitations. One immediate obstacle to its use in some circumstances is that intimate contact between the transducer and the tissue must be maintained at all times, usually via a water or gel acoustic matching medium. Since the US signal relies on reflection from impedance interfaces in the medium, a large impedance mismatch causes strong reflections and consequently low forward transmission of the US energy. Consequently, US does not propagate past pockets of gas or bony structures. In addition, US systems are calibrated to assume a sonic transmission speed of 1540 m s −1 , the mean velocity of sound in soft tissue. However, if the propagation velocity is different from this (e.g. fat at ∼1475 m s −1 ), significant image distortion may result. An additional limitation of US is that its resolving capability is inhomogeneous across its field of view, with the slice varying in thickness throughout the field of view. Also the axial resolution is typically significantly better than the lateral, and both axial resolution and the depth of field are functions of the wavelength of the US wave, with depth of penetration being traded for increased resolution.
Conclusions
In the operating room of the future, perhaps the greatest challenge to the successful adoption of image-guided surgery systems relates not to technology, but to the user interface. Over the past several years, affordable high-speed computing hardware has become available that allows interactive surgical image-guidance to be performed in real time with stereoscopic visualization. So far, little effort has been expended to ensure that the human factors issues relating to the use of such equipment in the OR have been adequately addressed. The key will be to design these systems so they are unobtrusive and simple to operate. The logistics of data management (acquisition of images, merging them with scans from other sources and segmenting the relevant structures) must be handled either automatically, or with a minimum of intervention. It ultimately must be possible to operate computer systems in the OR without the use of a keyboard or complicated switching devices. The IGS system must not add time or complication to the procedure.
It might be argued that IGNS will have a significant impact on 'difficult' procedures that could not be performed satisfactorily, if at all, without computerized image-guidance. It is probable, however, that it will have the greatest overall effect when it becomes a standard operating-room tool for routine procedures, reducing OR time, decreasing patient trauma and streamlining data management. The effective integration of this technology with hospital information systems will play a significant role in its widespread acceptance.
The psychophysical issues of manipulating objects within a virtual 3D environment have barely been addressed to date. Today's technology provides us with a wealth of tools (VR displays, high-speed interaction, haptic feedback, etc), but without a detailed understanding of how the human visual/sensory system interacts with these tools, their advantages may be lost.
The recent workshop entitled 'OR2020-The Operating Room of the Future' (Cleary 2005c) identified the state of the art in many areas relating to the future directions of surgical practice. One chapter of the resulting proceedings, devoted to 'Imaging in the Operating Room', defines a number of imaging-related roadblocks to overcome and lists critical research priorities to further advance minimally-invasive surgical procedures.
The participants of this workshop deemed the quality of current intra-operative imaging techniques to be poor, and it was noted that PACS systems (designed for the diagnostic radiologist) available in the OR rarely have 3D visualization capability, instead simply reproducing the standard 'view-box' format of the conventional radiology viewing room. Unless this situation changes, PACS systems cannot meet the demands of the surgeon in the OR.
All relevant patient images must be tracked within a database so that they can be immediately recalled, made available to the surgeon at the time of operation, and directly correlated with intra-operative images. One of the key components of image-guided surgery, and arguably its most important aspect, is the ability to track instruments in the surgical field and to register them to images and the patient. There are no current standards in this area, and standardization of universal imaging and registration methodologies will be key to the development of new navigational systems.
Segmentation is an important part of intra-operative image utilization, to extract surface information, to facilitate image registration, and to provide realistic organ visualization during the procedure. Segmentation is not typically provided by most commercial visualization packages, perhaps because it falls into the category of 'tampering with the data', in the sense that any rule applied to an image to define a surface will inevitably compromise the data to some extent. The increasing speed of ray-casting algorithms may alleviate this problem somewhat by providing interactive volume visualization without the need for a priori segmentation. Since universal segmentation algorithms are unlikely ever to become entirely automatic, there is a need for intuitive interfaces to permit human intervention in the selection of the desired region, as well as evaluating the consistency of the results.
The following research priorities were identified as being crucial for further development of intra-operative image-guidance.
• Development of targeted imaging integration systems, incorporating integrated displays that allow multiple imaging modalities to be visualized simultaneously. These systems must incorporate integrated tracking and registration across modalities, across tools and other equipment so that all data are inherently registered to a single, common coordinate system. • Development of advanced registration techniques to integrate pre-operative imaging with 3D real-time intra-operative imaging, along with techniques to effectively measure the errors encountered in rigid and non-rigid image registration.
• New imaging systems must be designed from the ground up, based on the requirements of the OR instead of bringing current/traditional radiology systems into the OR. • Future surgical procedures for which image-guidance will be appropriate, along with the imaging modalities that will be necessary, need to be identified. While it is likely that new advances such as molecular imaging could well change the kind of surgeries and treatments that are practised in the future, present imaging modalities need to be considered as the building blocks upon which future developments will be based.
• The value of intra-operative imaging must be established by the implementation of appropriate standards to permit the medical community to objectively assess the efficacy of various imaging and guidance strategies.
Image-guided surgery has had a rich history, and has made significant contributions to healthcare, particularly in neuro-and orthopaedic surgery. As image acquisition and information technology has advanced, we have the potential to develop new approaches to surgical and therapeutic problems that go beyond simply 'fine tuning' existing techniques. Many challenges remain, but continued multidisciplinary and multi-institutional research efforts, along with the ever increasing improvements to imaging and computer technology, will finally enable most interventions to be accomplished without the need to subject the patient to 'surgery'. 
