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Abstract
We consider Cr-diffeomorphisms of a compact smooth manifold hav-
ing a pair of robust heterodimensional cycles where 1 ≤ r ≤ +∞. We
prove that if certain conditions about the signatures of non-linearities
and Schwarzian derivatives of the transition maps are satisfied, then by
giving Cr arbitrarily small perturbation, we can produce a periodic point
at which the first return map in the center direction is Cr-flat. As a
consequence, we will prove that Cr-generic diffeomorphisms in the neigh-
borhood of the initial diffeomorphism exhibit super-exponential growth of
number of periodic points. We also give examples which show the neces-
sity of the conditions on non-linearities and the Schwarzian derivatives.
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1 Introduction
In this paper we prove the C∞-generic super-exponential growth of the num-
ber of periodic points for a class of partially hyperbolic diffeomorphisms. The
growth rate of the number of periodic points as a function of their period ap-
pears to be determined by an interplay between dynamical properties and the
regularity of the map. The classical result by Artin and Mazur [AM] is that
for a dense set of smooth diffeomorphisms the growth is at most exponential
with the period, independently of the type of the dynamics of the map. On the
other hand, for any axiom A diffeomorphism, the existence of a finite Markov
partition also implies the at most exponential growth, independently of the reg-
ularity class of the diffeomorphism [Bow]. For smooth maps of an interval, the
condition for the exponential growth is the non-flatness of all critical points
[MMS, KK], i.e., it is a regularity type condition.
In dimension two, however, when a diffeomorphism is not axiom A and be-
longs to the so-called Newhouse domain in the space of smooth diffeomorphisms
where maps with homoclinic tangencies are dense, C∞-generic diffeomorphisms
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exhibit super-exponential growth of the number of periodic points. Namely,
it was discovered by Kaloshin [Ka] that given any candidate upper bound for
the growth rate of the number of periodic points this bound will be exceeded
by a generic diffeomorphism from the Newhouse domain. Thus, for a generic
smooth non-hyperbolic map in dimension two and higher the uncontrollable
growth of the number of periodic points appears to be a dynamical property,
almost independent of the regularity of the map. In the case of real-analytic
non-hyperbolic maps the situation is less clear. It is shown in [Asa] that for
a class of real-analytic area-preserving maps with an invariant KAM-circle an
uncontrollable super-exponential growth of the number of periodic points is a
dense phenomenon, but it is not known what will happen in the real-analytic
case if the area-preservation property is dropped.
Here we focus on a different class of non-hyperbolic systems, namely, we
consider partially hyperbolic diffeomorphisms with one-dimensional central di-
rection. Such maps cannot have homoclinic tangencies, so the above described
results are not applicable. In fact, for this case, the balance between dynamics
and regularity in the question of the growth of the number of periodic points
is shifted in a peculiar way. Dynamically, the super-exponential growth here is
related to persistent heterodimensional cycles: they cause the super-exponential
growth of the number of periodic orbits C1-generically, see [BDF]. For a sub-
class where the heterodimensional cycle is embedded into a certain normally-
hyperbolic invariant fibration by circles, the super-exponential growth is shown
to be C∞-generic [Be]. For free semi-group actions on an interval, which is
a simplified model for partially hyperbolic diffeomorphisms we discuss in this
paper, open conditions for a C∞-generic super-exponential growth are given
in [AST]. However, in the same paper, we constructed C2-open and C3-open
classes of semi-group actions with heterodimensional cycles where the growth of
the number of periodic orbits is at most exponential, even though these classes
lie in the C1-interior of the set of systems where the super-exponential growth
is C1-generic.
The present paper is a sequel of [AST]. We show that main constructions
can be transferred to the general case of partially hyperbolic diffeomorphisms.
Such generalization is non-trivial in several respects. In particular, we do not
require a large spectral gap assumption, so we do not have a smooth center
foliation, i.e., there is no reduction to a smooth skew-product system. Now,
let us give rough description of our setting. The precise statement is given in
Section 3.
Heteroclinic pairs. Let n ≥ 3 and M be a closed smooth n-dimensional
manifold,. Let r ≥ 2, Diffr(M) be the space of Cr-diffeomorphisms with Cr-
topology and f ∈ Diffr(M). Let (p1, p2) and (p3, p4) be two pairs of hyperbolic
periodic points of f (we do not exclude the case where p1 = p3 or p2 = p4).
We assume that the unstable manifolds of p1 and p3 have the same dimension
u-ind(p1) = u-ind(p3) = d + 1 and the unstable manifolds of p2 and p4 have
the same dimension u-ind(p2) = u-ind(p4) = d. We assume the existence of two
heteroclinic points qi ∈ Wu(p2i−1) ∩W s(p2i), i = 1, 2, so the orbit of q1 tends
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to p2 at forward iterations of f and to p1 at backward iterations, while the orbit
of q2 tends to p4 at forward iterations and to p3 at backward iterations.
Partial hyperbolicity. We assume that each periodic point pi, i = 1, . . . , 4
admits a partially hyperbolic splitting Euu ⊕Ec ⊕Ess where dimEuu = d and
dimEc = 1 (note that the subspace Ec corresponds to the direction of the
weakest expansion for p1 and p3 and the weakest contraction for p2 and p4).
This splitting is assumed to be extended to the neighborhood of the heteroclinic
orbits O(q1) and O(q2). We assume that the center direction has an orientation
and it is preserved under the iterations of f .
Signatures of the heteroclinic orbits. The partial hyperbolicity guar-
antees that the intersection Wu(p2i−1) ∩W s(p2i) is transverse near qi and is
locally a one-dimensional curve ℓi tangent to E
c, i = 1, 2. We consider the
restriction of f to ℓi, which gives a one-dimensional C
r-map. Then, following
[AST], we can introduce the notion of the “signature of the heteroclinic orbits”
– it is a pair of signatures of certain combinations of the derivatives up to order
3 of some iteration of the map f |ℓi , see Section 2.4. We assume that q1 and q2
have opposite signatures.
Blender. We assume that f has a blender. Blender is a dynamical structure
which produces robust connections by pseudo-orbits between invariant mani-
folds for which the sum of dimensions is lower than the dimension of the ambi-
ent space. We provide a precise description in Section 2.6. A blender is called
Cr-robust if every diffeomorphism g from a Cr-neighborhood of f has a blender
that, in a certain sense, depends continuously on g. We assume that there is a
Cr-robust blender which “links” the points {pi}i=1,...,4. Thus the set of points
pi, qi are all in the same chain-recurrence class C
r-robustly.
Furthermore, we assume that the partial hyperbolicity around pi and qi is
also extended to the neighborhood of the blender and the center direction has
an orientation which is compatible with the iterations of f .
The following is a rough description of our main result.
Main Theorem. Take r = 1, . . . ,+∞ and let Wr ⊂ Diffr(M) be the open
set of diffeomorphisms satisfying above conditions. Then for every sequence
(ai) ⊂ N there exists a Cr-residual set Rr = Rr(ai) ⊂ W
r such that for every
f ∈ Rr we have
lim sup
n→+∞
#{x ∈M | fn(x) = x}
an
= +∞. (⋆)
We say that a diffeomorphism is super-exponential if the condition (⋆) holds
for some sequence (an) which grows more rapidly than any exponential func-
tion. Our result establishes the generic super-exponential growth. We point
out that one cannot improve the statement (say, to open and dense) because
of the above mentioned result of Artin and Mazur [AM], which implies that
every diffeomorphism can be Cr-approximated by one with at most exponential
growth.
Notice that the case r = 1 is dealt in a paper by Bonatti, Dı´az, and Fisher
[BDF]. The case r ≥ 2 is quite different in nature, as it employs the information
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about the higher order derivatives. As we will see later in Section 7, the condi-
tion on the signatures of heteroclinic orbits are essential: we will give examples
which show that this condition can be indeed necessary.
Let us explain the idea of the proof. We say that a periodic point p of f
is r-flat in the central direction if it has one-dimensional center manifold and
the r-jet of the first return map restricted to the center manifold is identity,
see Section 3 for the detail. It is easy to see that if f ∈ Diffr(M) has an r-flat
periodic point of period π, then by adding a perturbation, arbitrarily small in
Cr, we can create as many points of period π as we want. Thus, our theorem
is the consequence of the following perturbation result.
Proposition 1.1. Let f ∈ Wr be a C∞ diffeomorphism. For any n0 ≥ 1 and
r ≥ 1, arbitrarily close to f in the C∞ topology, there exists g ∈ Wr which has
a periodic point, r-flat in the central direction, whose least period is greater than
n0.
Once this statement is proven, a standard genericity argument as in [Ka,
AST] leads to the conclusion of the theorem.
We prove Proposition 1.1 by carefully investigating the local behavior of
points around heterodimensional cycles together with our construction from
[AST]. The analysis we carry out has similar flavor as done in the serial re-
searches by Dı´az and Dı´az-Rocha (see for instance [D, DR]). We begin with the
initial heteroclinic cycles. The saddle p2i−1 is connected to the saddle p2i by
the orbit of the heteroclinic point qi, and p2i is connected to p2i−1 via blender,
i = 1, 2. We show that by adding an arbitrarily Cr-small perturbation to f
one can create a 1-flat periodic point near any of these cycles. This 1-flatness
is obtained by “cross breeding” the expanding behavior of p2i−1 and the con-
tracting behavior of p2i in the center direction. As the cycles are robust, we can
repeat the procedure as many times as we want and accordingly we can create as
many 1-flat periodic points as we want. We also prove that these newly created
periodic points are all connected through blenders.
Next, we create 2-flat periodic points by adding perturbations near hete-
roclinic connections of the 1-flat periodic points we have obtained. Since the
number of 1-flat periodic points can be as large as we want, we also have as many
2-flat periodic points as we want. Then we create heteroclinic connections with
many 3-flat points and after that we continue inductively until we obtain an
r-flat periodic point. Note that 1-flat, 2-flat, 3-flat, and 4-flat periodic points
are obtained by different procedures, while the procedure is the same for k-flat
points starting with k ≥ 4.
In the course of this induction, we need to take care of the following matters.
• We need to have control of the support of the perturbation so as to guar-
antee that each perturbation does not destroy previously constructed flat
points.
• For the construction of k-flat points from the heteroclinic network of (k−
1)-flat points with k = 2 and k = 3, we need to control the sign of the
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second derivative and, respectively, the Schwarzian derivative of the first
return map for the (k − 1)-flat points. Thus, while creating (k − 1)-flat
points on the previous step, we also need to control these derivatives.
These two difficulties are already appeared in the one-dimensional semi-group
action case, and the way we solve this problem is similar to what was done
in [AST]. In the multi-dimensional case we consider here, we have another
substantially new problem:
• the holonomy between center leaves can be non-smooth, so there is no
direct reduction of the dynamics (projected to the center direction) to
those generated by iterations of a system of smooth maps of the interval.
Overcoming this problem is one of the most demanding topics of this paper.
Note also that we have here a problem of creating connections between stable
manifolds and unstable manifolds of periodic points by Cr-small perturbations
(this is an integral part of our induction argument). By the condition of the
theorem, we know they are connected by pseudo-orbit through the blender. To
transform the weak connection to a true heteroclinic intersection, the known
technique is the connecting lemma by Hayashi [H], which is valid only for C1-
topology and cannot be used for our purpose. We circumvent this problem by
reviewing the properties of the blender. The weak connections which the blender
produces are local in a sense, i.e., it does not have any intermediate orbits
outside the blender. This makes enough room for the perturbation, enabling us
to obtain an appropriate Cr-connecting result.
Finally, we explain the organization of this paper. In Section 2 we discuss
basic properties of the objects employed, that is, dynamics around partially
hyperbolic periodic points, signatures of heteroclinic points, and blenders. In
Section 3 we give the precise statement of the main theorem. We also state
several propositions which lead to the proof of the main theorem and discuss the
general scheme of the proof. In Section 4 we prove a perturbation result which is
used to produce flat periodic points. In Section 5 we discuss the construction of
the one-flat periodic points. In Section 6 we prove a perturbation result which
produces (r+1)-flat periodic point from a heteroclinic network of r-flat periodic
points. In Section 7 we discuss several examples which elucidate the importance
of the assumptions about the signatures in the Main Theorem.
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2 Preliminaries
In this section, we discuss basic definitions and notation necessary for giving
the precise statement of the Main Theorem.
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2.1 Basic notation
Let (M,p) denote a smooth manifold M with a point p ∈ M . By a local
map f : (M1, p1)→(M2, p2) we will mean a map defined in a neighborhood of
p1 ∈ M1, such that f(p1) = p2. In the rest of this subsection, we consider the
case where M1 =M2 = R and p1 = p2 = 0.
Let F : (R, 0)→(R, 0) be a local Cr-map with r ≥ 1. By F (s), we denote the
s-th derivative of F at the origin. We will also write F ′, F ′′, and F ′′′ for the
first, second, and third derivatives respectively.
For 1 ≤ r ≤ ∞, let Diffrloc(R, 0) be the group of local C
r-maps F : (R, 0)→(R, 0)
with F ′ 6= 0. We say that F ∈ Diffr(R, 0) is 1-flat if F ′(0) = 1. For 2 ≤ s ≤ r,
we also say that F is s-flat if it is 1-flat and F (j) = 0 for 2 ≤ j ≤ s. The
non-linearity A(F ) and the Schwarzian derivative S(F ) for F ∈ Diffrloc(R, 0)
are defined as follows:
A(F ) =
F ′′
F ′
, S(F ) =
F ′′′
F ′
−
3
2
(
F ′′
F ′
)2
. (1)
For F,G ∈ Diffrloc(R, 0), we have the following cocycle property of the non-
linearity and the Schwarzian derivative (by direct computation):
A(G ◦ F ) = A(G) · F ′ +A(F ), S(G ◦ F ) = S(F ) · (F ′)2 + S(F ). (2)
This implies that
A(F−1) = −A(F ) · (F ′)−1, S(F−1) = −S(F ) · (F ′)−2.
Applying these formulas, we obtain the following result (we leave the proof to
the reader):
Lemma 2.1. Let F,H ∈ Diff3loc(R, 0). If F is 1-flat, then
A(H−1 ◦ F ◦H) = A(F ) ·H ′, S(H−1 ◦ F ◦H) = S(F ) · (H ′)2.
In particular, the signs sgnA(F ) and sgnS(F ) are not changed by a conjugacy
by an orientation-preserving local C3-diffeomorphism.
Remark 2.2. Note that if F is not 1-flat, then sgnA(F ) and sgnS(F ) are not
invariants of the conjugacy. Indeed, in such case F can be linearized by a smooth
conjugacy, and both A(F ) and S(F ) vanish for linear maps.
For r ≥ 1, let Pr(R, 0) be the set of real polynomials P (t) in one variable
with P (0) = 0 and deg(P ) ≤ r. We define the norm ‖P‖r for P = a1t+. . . artr ∈
Pr(R, 0) as
‖P‖r = |a1|+ · · ·+ |ar|.
We equip Pr(R, 0) with the topology induced by this norm.
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2.2 c-oriented transverse pairs of invariant cones
Next, we give the definition of the pairs of invariant cones which describes the
partial hyperbolicity of our dynamics and discuss the notion of their center
orientation (c-orientation).
We call the triple d = (dc, ds, du) of positive integers the index. Throughout
this paper, we fix the index d = (dc, ds, du) with dc = 1 and denote |d| =
1 + ds + du. Let M be a compact |d|-dimensional manifold and U be an open
subset of M . Let ‖ · ‖ be a continuous (in x) metric of TxM for x ∈ U . Let
E˜c, E˜s, and E˜u be continuous subbundles of TM |U of dimensions dc, ds, and
du, respectively such that TM |U = E˜c ⊕ E˜s ⊕ E˜u. We say that the triplet
(E˜c, E˜s, E˜u) gives a continuous splitting of TM |U . Given a positive constant
α < 1, define the transverse pair of cone fields (Ccs, Ccu) of index d as follows:
for every x ∈ U
Ccs(x) = {v = vc + vs + vu ∈ TxM | ‖vu‖ ≤ α(‖vc‖+ ‖vs‖)},
Ccu(x) = {v = vc + vs + vu ∈ TxM | ‖vs‖ ≤ α(‖vc‖+ ‖vu‖)},
(3)
where vc, vs, and vu denote the E˜c (resp., E˜s and E˜u) components of v ∈ TxM .
For such a pair, we define the center cone Cc(x) at x as
Cc(x) = Ccs(x) ∩ Ccu(x). (4)
Obviously, Cc(x) ∩ (E˜s ⊕ E˜u)(x) = {0}. A c-orientation of the pair (Ccs, Ccu)
is a continuous 1-form ω over U such that Kerω ∩ Cc(x) = {0}. Remark that
Cc(x)\{0} consists of two connected components Cc+(x) and C
c
−(x), where ω(v) >
0 for any v ∈ Cc+(x) and ω(v) < 0 for any v ∈ C
c
−(x). We call the set C
c
+(x) the
positive half of Cc(x).
Let f be a C1 diffeomorphism ofM . We say that a transverse pair (Ccs, Ccu)
of cone fields is f -invariant ifDf(Ccu(x)) ⊂ IntCcu(f(x))∪{0}, Df−1(Ccs(f(x)) ⊂
Int Ccs(x) ∪ {0} for any x ∈ U ∩ f−1(U). We also say that a c-orientation
ω of an f -invariant pair (Ccs, Ccu) is f -invariant if ω((Df)x(vc)) > 0 for all
x ∈ U ∩ f−1(U) and all vc ∈ Cc(x) ∩Df−1(Cc(f(x))) with ω(vc) > 0.
It is obvious that the invariance of (Ccs, Ccu) and ω persists under C1-small
perturbation of f in the following sense.
Lemma 2.3. Let f be a C1 diffeomorphism of M , (Ccs, Ccu) be an f -invariant
transverse pair of cone fields defined in an open set U ⊂ M , and ω be its f -
invariant c-orientation. Then, for every open set U ′ with U ′ ⊂ U , there exists
a C1-neighborhood U of f in Diff1(M) such that (Ccs, Ccu) and ω restricted to
U ′ are f¯-invariant for any f¯ ∈ U .
For k ≥ 1, we say that an f -invariant compact subset Λ of M admits an
k-strongly partially hyperbolic splitting TM |Λ = Ec⊕Es⊕Eu of index d if it is
a Df -invariant continuous splitting with dimEτ = dτ for τ = c, s, u and there
exist a metric ‖ · ‖ of TxM which is continuous in x and a constant 0 < λ < 1
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such that for every x ∈ Λ we have
‖(Df)x|Es‖ ·max{1, ‖(Df)
−1
f(x)|Ec‖
k} < λ,
‖(Df)−1f(x)|Eu‖ ·max{1, ‖(Df)x|Ec‖
k} < λ.
In this case, we call the set Λ a k-strongly partially hyperbolic invariant set of
index d. A 1-strongly partially hyperbolic set will be called simply a strongly
partially hyperbolic set.
On a strongly partially hyperbolic invariant set, an f -invariant transverse
pair of cone fields is compatible with the partially hyperbolic splitting.
Proposition 2.4. Let f be a C1 diffeomorphism of M and (Ccs, Ccu) be an
f -invariant transverse pair of cone fields defined on U . Suppose that f has a
compact, strongly partially hyperbolic invariant set Λ in U . Then, the partially
hyperbolic splitting TM |Λ = E
c ⊕ Es ⊕ Eu satisfies
1. (Ec ⊕ Es)(x) ⊂ IntCcs(x) ∪ {0}, (Ec ⊕ Eu)(x) ⊂ Int Ccu(x) ∪ {0}, and
2. Eu(x) ∩ Ccs(x) = Es(x) ∩ Ccu(x) = {0}
for all x ∈ Λ.
Proof. Let TM |Λ = E˜c ⊕ E˜s ⊕ E˜u be the splitting in the definition of the
transverse pair of cones, while Ec, Es, and Eu be the subbundles of TM |Λ
from the definition of strong partial hyperbolicity. Denote Ecu = Ec ⊕ Eu and
Ecs = Ec ⊕ Es.
Take any x′ ∈ Λ and let E(x′) be any (1 + du)-dimensional subspace of
Int Ccu(x′) ∪ {0} which is transverse to Es(x′) (such subspace E exists from
the dimension count). The strong partial hyperbolicity on Λ implies that the
distance between Dfn(Ecu(x′)) and Dfn(E(x′)) converges to zero in the Grass-
manian bundle as n → ∞. Thus, by the invariance of Ecu and Ccu, for each
x′ ∈ Λ, and all n sufficiently large, we have Ecu(fn(x′))) ⊂ Int Ccu(fn(x′))∪{0}.
By the compactness of Λ and the continuity of Ecu(x′) and Ccu(x′), this holds
true for some n independent of x′ ∈ Λ. Now, by taking x = f−n(x′), we obtain
that Ecu(x) ⊂ Int Ccu(x) ∪ {0} for each x ∈ Λ.
In the same way (by iterating f−1 instead of f) one proves that Ecs(x) ⊂
Int Ccs(x) ∪ {0} for each x ∈ Λ, thus finishing the proof of assertion 1. Note
that this implies also that Ecs(x) is transverse to E˜u(x), as follows from the
definition of Ccs, see (3). Therefore, taking any point x′ ∈ Λ, we infer from the
definition of strong partial hyperbolicity that the distance betweenDfn(Eu(x′))
andDfn(E˜u(x′)) converges to zero in the Grassmanian bundle as n→∞. Since
the complement to Ccs\{0} isDf -invariant and E˜u(x′)∩Ccs(x′) = {0}, it follows
that Dfn(E˜u(x′)) lies in the complement to Ccs(fn(x′)) \ {0}. Hence, the same
is true for Eu(fn(x′)) for all sufficiently large n. As n can be chosen the same
for all x′ ∈ Λ, we conclude that Eu(x)∩Ccs(x) = {0} for all x ∈ Λ. By iterating
f−1 instead of f , we prove Es(x)∩Ccu(x) = {0} in the same way, thus finishing
assertion 2.
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As an immediate corollary, we have the following
Corollary 2.5. Let f be a C1 diffeomorphism of M and (Ccs, Ccu) be an f -
invariant transverse pair of cone fields on U . Suppose that f admits a compact,
strongly partially hyperbolic invariant set Λ in U with the partially hyperbolic
splitting TM |Λ = Ec⊕Es⊕Eu. Then, Ec(x) ⊂ Cc(x) = Ccu(x)∩Ccs(x) for all
x ∈ Λ.
2.3 Invariant subbundles on the stable set of a periodic
points
Let M be a |d|-dimensional manifold, f ∈ Diffr(M), and k ≥ 1 be an integer.
We say that a point p ∈ M is a k-strongly partially hyperbolic periodic point
of index d if it is a periodic point of f and its orbit O(p, f) = {fk(p)}k∈Z
is a k-strongly partially hyperbolic set of index d for f . When k = 1, we
just call p a strongly partially hyperbolic periodic point. Let Perk
d
(f) be the
set of all k-strongly partially hyperbolic periodic points of index d and put
Perd(f) = Per
1
d(f).
Let p ∈ Perd(f). We denote the period of p by π(p). Recall that the space
Ec(p) is one-dimensional, so
(Dfπ(p))p(v) = λc(p)v for v ∈ E
c(p), (5)
with a non-zero constant λc(p). We will call λc the central multiplier of p.
We define the stable set W s(p) and the unstable set Wu(p) of the periodic
point p by
W s(p) = {q ∈M | d(fn(p), fn(q))→0 (n→+∞)} ,
Wu(p) =
{
q ∈M | d(fn(p), f−n(q))→0 (n→+∞)
}
,
where d is a metric on M . Put
W s(O(p)) =
π−1⋃
j=0
W s(f j(p)), Wu(O(p)) =
π−1⋃
j=0
Wu(f j(p)),
where π is the period of p. For δ > 0, we also define the local stable and unstable
sets W sδ (p) and W
u
δ (p) by
W sδ (p) =
{
q ∈W s(p) | sup
n≥0
d(fn(p), fn(q)) ≤ δ
}
,
Wuδ (p) =
{
q ∈Wu(p) | sup
n≤0
d(fn(p), fn(q)) ≤ δ
}
.
Remark that we have the following:
W s(O(p)) =
⋃
n≤0
f−n(W sδ (p)), W
u(O(p)) =
⋃
n≤0
fn(Wuδ (p)).
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Below we consider the case where |λc(p)| 6= 1, i.e., the periodic point is
hyperbolic. Then the stable and unstable sets are Cr-smooth manifolds; more
precisely, they are smooth embeddings of π(p) disjoint balls. The dimension of
W s(O(p)) is ds if |λc| > 1 and ds + 1 if |λc| < 1. It is tangent at p to Esp in the
former case and to Esp ⊕E
c
p in the latter one (here TpM = E
c
p ⊕E
s
p ⊕E
u
p is the
partially hyperbolic splitting at p). The dimension ofWu(O(p)) is du if |λc| < 1
(then TpW
u(p) = Eu(p)) and du+1 if |λc| > 1 (then TpWu(p) = Eu(p)⊕Ec(p)).
The next lemma says that we can extend the center-stable splitting over the
whole of the stable manifold when the center direction of the periodic point is
contracting.
Lemma 2.6. Let p ∈ Perd(f) and TpM = Ecp ⊕ E
s
p ⊕ E
u
p be the partially
hyperbolic splitting at p. Then, there exist unique subbundles Es and Ecs of
TM |W s(O(p)) such that the restrictions of E
s and Ecs to W sδ (p) are continuous
for some δ > 0, Es(p) = Esp, E
cs(p) = Ecp ⊕ E
s
p, and they are f -invariant:
Df(Es(q)) = Es(f(q)) and Df(Ecs(q)) = Ecs(f(q)) for any q ∈ W s(O(p)).
Proof. Let π be the period of p and take small δ > 0. Then, using the fact
that fπ(W sδ (p)) ⊂W
s
δ (p) and that E
cs
p is an attracting fixed point in the Grass-
manian bundle of TM |W s
δ
(p) in regard to the dynamics induced by Df
−π, we
have the lemma for W sδ (p) by the standard argument of the C
r-section theorem
if we choose sufficiently small δ > 0 (see for instance [Shu, Proposition 7.6]).
Next, by taking backward images, we extend the bundle Ec ⊕ Es to the whole
TM |W s(O(p)).
We call Es and Ecs the strong stable subbundle and, respectively, the center-
stable subbundle on W s(O(p)). By the (strong) stable manifold theorem, if
|λc(p)| < 1 then W s(O(p)) is an injectively immersed manifold of dimension
ds + 1 and E
s(x) = TxW
s(O(p)) for any x ∈ W s(O(p)), and if |λc(p)| > 1 then
W s(O(p)) is an injectively immersed of dimension ds and E
s(x) = TxW
s(O(p))
for any x ∈ W s(O(p)).
Remark 2.7. Similar to the lemma, we can define two vector bundles Eu and Ecu
over Wu(O(p)) satisfying similar properties. We call them the strong unstable
subbundle and the center-unstable subbundle, respectively.
The following proposition summarizes the well-known result about the exis-
tence and uniqueness of the strong stable foliation inW s(p) (the foliation whose
fibers are tangent to Es). The foliation is of codimension 1, so the quotient of
fπ(p) is linearized near its hyperbolic fixed point (see (6)).
Proposition 2.8. Let p ∈ Perd(f). Suppose that f is Cr for r ≥ 2 and
|λc(p)| < 1. Then, there exists a Cr-function ψsp on W
s(O(p)) such that for all
q ∈ W s(O(p)) the kernel of (Dψsp)q coincides with E
s(q) (where Es(q) is the
vector bundle of Lemma 2.6) and
ψsp ◦ f
π(p) = λcp · ψ
s
p. (6)
Moreover,
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• ψsp is uniquely determined up to a multiplication by a non-zero constant,
and
• if a sequence of diffeomorphisms {fi} ⊂ Diff
r(M) converges to f∞ in the
Cr-topology and points pi ∈ Fixd(fni ) converge to p∞ ∈ Fixd(f
n
∞), then
we can choose ψspi such that ψ
s
pi converges to ψ
s
p∞ in the C
r-topology.
The proof for the existence of ψsp on W
s
δ (p) for a sufficiently small δ can be
found e.g. in [GST] (see Lemma 6 there). The function ψsp is uniquely defined
(when scaled so that (Dψsp)p|Ec(p) = id) in terms of a convergent power series
(see formula A.6 in [GST]). As each term depends continuously on f with
respect to the Cr-topology, and the convergence rate is uniform for all maps fi
which are Cr-close to f , we obtain the required continuity of ψsp with respect to
f . The function ψsp is uniquely extended to the whole of W
s(O(p)) from W sδ (p)
by iterating relation (6).
We will call the function ψsp a central linearization (a c-linearization) on
W s(O(p)). In the same way, we can define a c-linearization ψup on W
u(O(p)) if
|λc(p)| > 1.
Let U be an open subset of M . We denote
Perd(f, U) = {p ∈ U | O(p) ⊂ U}.
For p ∈ Perd(f, U), we put
W s(O(p), U) =W s(O(p)) ∩
⋂
n≥0
f−n(U),
Wu(O(p), U) =Wu(O(p)) ∩
⋂
n≥0
fn(U).
Since O(p) is contained in Int(U) (where Int(U) denotes the topological interior
of U), we have
W sδ (p) ⊂W
s(O(p), U), Wuδ (p) ⊂W
u(O(p), U)
if δ > 0 is sufficiently small.
Let (Ccs, Ccu) be an f -invariant transverse pair of cone fields of index d on
an open set UC and ωC be an f -invariant c-orientation of (C
cs, Ccu). Lemma 2.9
and Lemma 2.10 below state that the partially hyperbolic splittings and the
orientation on UC are compatible with the structures introduced in Lemma 2.6
and Proposition 2.8 for points inside UC . Note that since f preserves the c-
orientation, we have
λc(p) > 0
for any point p ∈ Perd(f, U).
Lemma 2.9. Let p ∈ Perd(f, UC) and λc(p) 6= 1. Then, Ecs(q) ⊂ Ccs(q) and
Es(q) ∩ Ccu(q) = {0} for q ∈ W s(O(p), UC). Similarly, E
cu(q) ⊂ Ccu(q) and
Eu(q) ∩ Ccs(q) = {0} for q ∈Wu(O(p), UC).
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Proof. By Proposition 2.4, we have Ecs(p) ⊂ Ccs(p) and Es(p) ∩ Ccu(p) = {0}.
The continuity of cones and subbundles Ecs and Es on W sδ (p) (for some δ > 0)
implies that Ecs(fn(q)) ⊂ Ccs(fn(q)) and Es(fn(q)) ∩ Ccu(fn(q)) = {0} for
some sufficiently large n. By the invariance of Ecs and (Ccs, Ccu), this implies
that Ecs(q) ⊂ Ccs(q). The proof for the claims about Es and Wu(O(p), UC) is
done in a similar way.
Let p be a point in Perd(f, UC) with λc(p) < 1 and ψ
s
p be the c-linearization
on W s(O(p)). By Lemma 2.9, we have Cc(p) ∩ Ecs(p) = Ccu(p) ∩ Ecs(p) and
Cc(p) ∩ Es(p) = {0}. Therefore, since the kernel of (Dψsp)p coincides with
Es(p), we may choose ψsp so that (Dψ
s
p)p(v) and ωC(v) have the same sign for
all v ∈ Ccu(p) ∩Ecs(p). Such ψsp is said to be compatible with ωC . Remark that
a compatible c-linearization on W s(O(p)) is unique up to a multiplication by a
positive constant.
The next lemma states that a compatible c-linearization respects the orien-
tation ωC everywhere on W
s(O(p), UC).
Lemma 2.10. Let p be a point in Perd(f, UC) with 0 < λc(p) < 1 and ψ
s
p
be a c-linearization on W s(O(p)), compatible with ωC. Then, for any q ∈
W s(O(p), UC) and v ∈ C
cu(q) ∩ Ecs(q), we have ωC(v) > 0 if and only if
(Dψsp)q(v) > 0. The same holds true for ψ
u
p and all q ∈ W
u(O(p), UC) if
λc(p) > 1.
Proof. By the continuity of ωC and Dψ
s
p, there exists δ > 0 such that (Dψ
s
p)q˜(v)
and ωC(v) have the same sign for any q˜ ∈ W sδ (p) and v ∈ C
cu(q˜) ∩Ecs(q˜). Take
any q ∈ W s(O(p)) and v ∈ Ccu(q) ∩ Ecs(q). The forward invariance of Ccu and
Ecs implies that Dfn(v) is contained in Ccu(fn(q)) ∩ Ecs(fn(q)) for all n ≥ 0.
By Lemma 2.9, Dfn(v) belongs to Cc(fn(q)) for any n ≥ 0. By the invariance
of the orientation over UC, we have ωC(v) and ωC(Df
n(v)) have the same sign
for q ∈ W s(O(p), UC) and v ∈ C
cu(q) ∩ Ecs(q). Then, we choose a large n
such that fn(q) ∈ W sδ (p). Since (Dψ
s
p)(Df
n(v)) = λc(p)
n(Dψsp)(v), we see that
(Dψsp)(Df
n(v)) and (Dψsp)(v) have the same sign. This implies that ωC(v) and
(Dψsp)(v) have the same sign.
2.4 The signature of a heteroclinic point
In this subsection, we analyze local dynamics along a heterodimensional hete-
roclinic orbit between two hyperbolic periodic points. More precisely, we define
the notion of transition map along a heteroclinic orbit. It enables us to establish
the notion of signatures of heteroclinic points.
We keep using the notation of Section 2.3. We also assume that f has
an invariant transverse pair of cone fields (Ccs, Ccu) of index d on an open
set UC and ωC is an f -invariant c-orientation of (Ccs, Ccu). We call a pair of
periodic points (p1, p2) a heteroclinic pair in UC if p1 and p2 are in Perd(f, UC),
λc(p1) > 1 > λc(p2) > 0, and W
u(O(p1), UC) ∩W s(O(p2), UC) 6= ∅. A point
of Wu(O(p1), UC)∩W s(O(p2), UC) is called a UC-heteroclinic point for the pair
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(p1, p2). Note that O(p1) ∪ O(p2) ∪ O(q) is an f -invariant compact subset in
UC .
Lemma 2.11. Let (p1, p2) be a heteroclinic pair in UC and q be the correspond-
ing UC-heteroclinic point. The f -invariant set O(p1) ∪ O(p2) ∪ O(q) admits a
(continuous) partially hyperbolic splitting Ec⊕Es⊕Eu which is compatible with
the one for O(p1) and O(p2).
Proof. First, let E¯s, E¯cs, E¯u, E¯cu be the vector bundles defined by Lemma 2.6
on Wu(O(p1), UC) ∩W s(O(p2), UC). Put Ec(q) = E¯cs(q) ∩ E¯cu(q). Lemma 2.9
implies that Ec(q) is one-dimensional. Furthermore, Ec(q) is complementary to
E¯s(q) in E¯cs(q) and E¯u(q) in E¯cu(q) respectively. Thus, we see that TqM =
Ec(q) ⊕ E¯s(q) ⊕ E¯u(q). Similar splitting exists for any point in O(q). Along
with the index-d partially hyperbolic splittings for the periodic orbits O(p1)
and O(p2), this gives a Df -invariant splitting TM |Ξ = Ec ⊕ Es ⊕ Eu of index
d where Ξ = O(p1) ∪ O(p2) ∪ O(q). By a standard argument (see e.g. [Tu]),
this splitting is continuous and partially hyperbolic.
Remark 2.12. In the assumption of Lemma 2.11, let us furthermore assume that
there exists a point q′ ∈ W s(p1, UC) ∩Wu(p2, UC). Then, by Remark 2.7 and
the same argument as in Lemma 2.11, we also have the existence of a partially
hyperbolic splitting Ec⊕Es⊕Eu overO(p1)∪O(q
′)∪O(p2) which is compatible
with the one for O(p1) ∪O(p2).
The above lemma implies that the invariant set O(p1) ∪ O(p2) ∪ O(q) is
strongly partially hyperbolic in UC . The sets W
u(O(p1)) and W s(O(p2)) are
injectively immersed submanifolds tangent to Ecu and Ecs respectively. Hence,
they intersect transversely at q and the intersection near q is a Cr-embedded
curve Iq tangent to E
c(q) at q.
Consider c-linearizations ψup1 on W
u(O(p1)) and ψsp2 on W
s(O(p2)) which
are compatible with ωC . Since E
c(q) ∩ Eu(q) = {0} and the kernel of D(ψup1)q
is Eu(q), the restriction of ψup1 on Iq induces a local C
r-diffeomorphism from
(Iq, q) to (R, ψ
u
p1(q)). In the same way, the restriction of ψ
s
p2 on Iq induces a
local Cr-diffeomorphism from (Iq , q) to (R, ψ
s
p2(q)). Now we can define a local
Cr-diffeomorphism ψq ∈ Diff
r
loc(R, 0) determined by the formula
ψsp2(q
′)− ψsp2(q) = ψq(ψ
u
p1(q
′)− ψup1(q)) (7)
for all q′ ∈ Iq close to q.
We call such defined ψq the transition map. By Lemma 2.10, bothD(ψ
u
p1)q(v)
and D(ψsp2)q(v) have the same sign as ωC(v) for any v ∈ E
c(q). This implies
that the transition map ψq preserves orientation. Recall that ψ
u
p1 and ψ
s
p2 are
uniquely defined up to a multiplication by positive constants. This guarantees
that the signs of A(ψq) and S(ψq) (see (1)) are uniquely defined quantities, since
a multiplication by a positive constant does not affect the signs. Now, we define
the signature of q as the pair of signs
τA(q; f) = sgn(A(ψq)), τS(q; f) = sgn(S(ψq))). (8)
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Remark 2.13. Since the c-linearizations ψs, ψu vary continuously with respect
to the Cr-topology, if f is C2 (or C3) then A(ψq) (resp., S(ψq)) depends con-
tinuously on f . In particular, if A(ψq) 6= 0 (resp., S(ψq) 6= 0), then its sign is
locally constant in Diff2(M) (resp., Diff3(M)).
2.5 Central germs and flatness at a periodic point
In this subsection, we give a definition of the “center dynamics” for a periodic
point p ∈ Perd(f). Using this, we introduce the notion of flatness of the periodic
point and define signatures (the signs of the non-linearity and the Schwarzian
derivative) for flat periodic points. For a manifold M , a point p ∈M , and local
Ck maps l1, l2 : (R, 0)→(M,p), We write
l1(t) = l2(t) + o(|t|
k)
if ϕ ◦ l1(t) = ϕ ◦ l2(t) + o(|t|k) (that is, each coordinate component of ϕ ◦ l1(t)
and ϕ ◦ l2(t) are equal up to degree k) for a Ck local chart (ϕ, V ) of M with
p ∈ V . Remark that if l1(t) = l2(t) + (|t|
k), the same holds for any Ck local
chart at p.
Definition 2.14. Let k ≤ r, f ∈ Diffr(M), p ∈ Perd(f), π be the period
of p. We say that a local Ck-map l : (R, 0)→(M,p) is a k-central curve of p if
(dl/dt)(0) ∈ Ec(p) and there exists a local Ck-diffeomorphism Fl : (R, 0)→(R, 0)
such that
fπ ◦ l(t) = l ◦ Fl(t) + o(|t|
k), (9)
in other words, the k-central curve has a tangency of order k to its image by fπ
at the point p. The local diffeomorphism Fl will be called the central germ of f
associated with the central curve l.
For two k-central curves l1 and l2 of p, we say that l1 and l2 have the same
orientation if (dl1/dt)(0) and (dl2/dt)(0) are contained in the same connected
component of Ec \ {0}.
By the center manifold theorem (see e.g. Theorem 5.20 of [SSTC]), for a k-
strongly partially hyperbolic periodic point there exists a Ck-smooth invariant
curve of fπ tangent to Ec(p), i.e., at least one k-central curve exists for such
points. By definition, the central curves are not unique. However, the next
lemma shows that for a k-strongly partially hyperbolic periodic point the k-
central curves and the associated central germs are uniquely defined up to order
k up to a conjugacy by a local diffeomorphism.
Lemma 2.15. Let f ∈ Diffr(M) and k ≤ r. Let p ∈ Perk
d
(f) and let l1, l2 :
(R, 0)→(M,p) be k-central curves of p, with the same orientation, and F1, F2 be
the central germs associated with them. Then, there exists a polynomial (hence
C∞) orientation-preserving local diffeomorphism H : (R, 0)→(R, 0) such that
l1(t) = l2 ◦H(t) + o(|t|k) and F1(t) = H−1 ◦ F2 ◦H(t) + o(tk).
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Proof. Let π be the period of p. We take a Ck-coordinate chart ϕ such that
ϕ ◦ l1(t) = (t, 0, 0) + o(|t|
k) (10)
and the differential Dϕ sends the splitting TpM = E
c ⊕ Es ⊕ Eu to T0Rd =
R⊕Rds ⊕Rdu . Denote fϕ = ϕ◦ f
π ◦ϕ−1. By the k-strong partial hyperbolicity
of p, we have
fϕ(x, y, z) = (λcx,Ay,Bz) + o(‖(x, y, z)‖), (x, y, z) ∈ R
|d|, (11)
where λc 6= 0 is the central multiplier (see (5)) and A and B are square matrices
such that the absolute values of the eigenvalues of A are strictly smaller than
min{1, |λc|k} and the absolute values of the eigenvalues of B are strictly larger
than max{1, |λc|k}.
Since l1 and l2 are k-central curves with the same orientation, there exists
an orientation-preserving local Ck-diffeomorphism H˜ : (R, 0)→(R, 0) such that
the x-coordinate of ϕ ◦ l2 ◦ H˜(t) is t. Let H be the Taylor polynomial of H˜ up
to degree k. The Taylor expansion of ϕ ◦ (l2 ◦H) up to order k has the form
ϕ ◦ (l2 ◦H)(t) = (t, P−(t), P+(t)) + o(|t|
k) (12)
and the curve l2 ◦H is a k-central curve with the central germ H
−1 ◦ F2 ◦H .
We claim that P−(t) = 0 and P+(t) = 0. Once it is shown, we will immediately
obtain that l1(t) = l2 ◦H(t) + o(|t|k) and F1(t) = H−1 ◦F2 ◦H(t) + o(|t|k), i.e.,
this will prove the lemma.
Denote
P−(t) = t
2v2 + · · ·+ t
kvk, P+(t) = t
2w2 + · · ·+ t
kwk,
where the coefficients v2, . . . , vk lie in R
ds and the coefficients w2, . . . , wk lie in
R
du . Given j = 2, . . . , k, suppose that vi = 0 and wi = 0 for i < j.
By (10) and (9), we have
fϕ(t, 0, 0) = fϕ ◦ ϕ ◦ l1(t) + o(|t|
k) = ϕ ◦ fπ ◦ l1(t) + o(|t|
k)
= ϕ ◦ l1(F1(t)) + o(|t|
k) = (F1(t), 0, 0) + o(|t|
k).
Thus, by (11),
fϕ ◦ ϕ ◦ (l2 ◦H)(t) = fϕ(t, t
jvj , t
jwj) + o(|t|
j) = (F1(t), t
jAvj , t
jBwj) + o(|t|
j).
Since (H−1 ◦F2 ◦H)(t) = F ′2(0) · t+ o(t) = λct+ o(|t|), we also have, by (9) and
(12), the following:
fϕ ◦ ϕ ◦ (l2 ◦H)(t) = ϕ ◦ (l2 ◦H) ◦ (H
−1 ◦ F2 ◦H)(t) + o(|t|
k)
= (H−1 ◦ F2 ◦H(t), (λct)
jvj , (λct)
jwj) + o(|t|
j).
Therefore, Avj = (λc)
jvj and Bwj = (λc)
jwj . By the k-strong partial hyper-
bolicity of p, no eigenvalues of A and B can be equal to (λc)
j as long as j ≤ k.
This implies that vj = wj = 0. Thus, by induction, we obtain that vj = wj = 0
for all j = 2, . . . , k, i.e., we have proved that P−(t) = 0 and P+(t) = 0.
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Below we assume that the periodic point p is non-hyperbolic and the central
multiplier λc equals to 1. We will call such a point 1-flat. The 1-flat periodic
points are k-strong partially hyperbolic. Thus we can Lemma 2.15 apply to such
points. This implies that the following notion of “k-flatness” is well-defined.
Definition 2.16. Let f ∈ Diffr(M), p ∈ Perd(f), k ≤ r, and Fc ∈ Diff
k(R, 0)
be the central germ associated with a k-central curve. We say that p is k-flat if
Fc is k-flat, i.e., Fc(t) = t+ o(|t|k).
Lemma 2.15 also enables us to define the notion of the signatures of flat
periodic points. Let us consider a diffeomorphism f which admits an f -invariant
transverse pair of cone fields in an open set UC with an f -invariant orientation
ωC . Let p ∈ Perd(f, UC) and assume p is 1-flat. The 1-flatness implies that p ∈
Per3d(f, UC). We say that a 3-central curve l of p is adapted if ωC((dl/dt)(0)) > 0.
Choose any such curve. By Lemma 2.1 and Lemma 2.15,
τPerA (p; f) = sgn(A(F )), τ
Per
S (p; f) = sgn(S(F )) (13)
are well-defined, where F is the 3-central germ of l at p. As mentioned in Remark
2.2, for periodic points which are not 1-flat, the signs of the non-linearity and
the Schwarzian derivative are not well-defined in general.
Remark 2.17. In the definition (13) of the signature of the flat periodic point,
the fact that the diffeomorphism preserves the central orientation plays an im-
portant role. In the orientation-reversing setting, only τPerS will remain a well-
defined quantity.
2.6 Blenders and a connecting lemma
In this section, we introduce the notion of blenders and discuss some elementary
properties of them. There are two kinds of existing definitions of blenders.
The first one is to give a precise description of the dynamics which generate
the “dimension mixing” property of blenders (for instance see [BD96, p. 365]
or[BD12, section 3.2]). The other way is to state the dimension mixing property
in an abstract way (for instance see [BD12, Definition 3.1]) and define blenders
axiomatically. Our definition follows the second one with a minor modification,
which is an abstraction of the local maximality of the dynamics.
For k ≥ 1, let Dk be a closed unit disk of dimension k in the Euclidean space
and Dk(M) be the set of C1 embeddings of disks of dimension k inM . We equip
Dk(M) with the C1 topology. We will not distinguish between the embedding
and its image. Let f ∈ Diffk(M) and Ubl be an open subset of M . We say that
σu ∈ Ddu(M) is tangled with σs ∈ Dds(M) in Ubl if there exists N ≥ 0 and
x ∈ σu such that fn(x) ∈ Ubl for every n = 0, 1, . . . , N and fN(x) ∈ σs.
Definition 2.18. A blender of index d in Ubl for the map f is a pair (Ds,Du)
of open subsets in Dds(Ubl) and Ddu(Ubl) respectively satisfying the following:
for any σs ∈ Ds the set of disks σu in Du which are tangled with σs in Ubl is
dense in Du. We refer to (Ds,Du) as the disk system of the blender.
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The difference between this definition and existing ones is that for the tangled
disks we require that a certain part of the orbit of the intersection point stays
in Ubl. This information is useful when we make a perturbation to obtain
heteroclinic connections, as we will see in Lemma 2.19. One can check that
most examples of blenders, for instance the one in [BDV, Section 6.2], satisfies
above condition for an adequate choice of (Ds,Du). We briefly discuss the
construction in Section 7. A blender in Ubl with the disk system (Ds,Du) is
Cr-persistent if there exists a Cr-neighborhood of f such that (Ds,Du) is the
disk system of a blender in Ubl for any diffeomorphism in the neighborhood.
Let U be an open subset ofM . For p ∈ Perd(f, U), letW ss(p) andWuu(p) be
the strong stable and unstable manifolds associated with the partially hyperbolic
splitting TpM = E
c(p) ⊕ Es(p) ⊕ Eu of index d, i.e., W ss(p) is the unique
injectively immersed fπ-invariant submanifold of dimension ds which contains
p and is tangent to Es(p) at p, where π is th period of π, while Wuu(p) is the
unique injectively immersed fπ-invariant submanifold of dimension du which
contains p and is tangent to Eu(p) at p.
We put
W ss(O(p), U) =
π(p)−1⋃
j=0
W ss(f j(p)) ∩
⋂
n≥0
f−n(U),
Wuu(O(p), U) =
π(p)−1⋃
j=0
Wuu(f j(p)) ∩
⋂
n≥0
fn(U).
If g is a diffeomorphism close to f and p ∈ Perd(g), we will writeW ss(O(p), U ; g)
and Wuu(O(p), U ; g) for the strong stable and, resp., strong unstable manifolds
of p for the map g.
The following “connecting lemma” will be used throughout the proof of the
main theorem. For a diffeomorphism h ∈ Diff1(M), we call the set supp(h) =
{x | h(x) 6= x} the support of h.
Lemma 2.19. Let U and Ubl be open subsets of M . Assume that f admits a
blender of index d in Ubl with disk system (D
u,Ds) such that Ubl ⊂ U . Let p1, p2
be periodic points in Perd(f, U) \ Ubl. Suppose that Wuu(O(p1), U) contains a
disk in Du and W ss(O(p2), U) contains a disk in Ds. Then, for any given
neighborhood V of p1, there exists x∗ ∈ V ∩ (Wuu(p1, U)) \ {p1}) such that
for any neighborhood V∗ of x∗ and any neighborhood U of the identity map in
Diff∞(M), there exists h ∈ U such that the support of h is contained in V ∩ V∗
and Wuu(p1, U ;h ◦ f) ∩W ss(p2, U ;h ◦ f) 6= ∅.
Proof. If Wuu(p1, U ; f) intersects with W
ss(p2, U ; f), then the lemma holds
trivially for the intersection point letting h the identity map.
Suppose that Wuu(p1, U ; f) does not intersects with W
ss(p2, U ; f). Take
disks σs ∈ Ds and σu ∈ Du such that σs ⊂W ss(O(p2), U) and σs ⊂W ss(O(p1), U).
By definition of the blender, there exists a sequence (σum)m≥1 in D
u, which con-
verges to σu as m→∞, such that each σum is tangled with σ
s. Thus, for each
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m ≥ 1, we can find Nm ≥ 1 and xm ∈ σum ∩ f
−Nm(σs) such that fn(xm) ∈ Ubl
for all n = 0, . . . , Nm. Since σ
u
m converges to a compact disk σ
u, we may as-
sume that xm converges to x∞ ∈ σu as m → ∞. Since σu ⊂ Wuu(O(p1), U)
and σs ⊂ W ss(O(p2), U), we have that f−k(σu) gets into an arbitrarily small
neighborhood of O(p1) and f
k(σs) gets into an arbitrarily small neighborhood
of O(p2) as k →∞.
Fix a neighborhood V of p1. As p1 6∈ Ubl, there exists an integer K > 0 such
that f−K(σu) ⊂ V \ Ubl. Put x∗ = f−K(x∞) ∈ V ,
Λ1 = O(p1) ∪ {f
n(x∗) | n ≤ K} , Λ2 = O(p2) ∪

⋃
n≥0
fn(σs)

 ,
and Λ = Λ1 ∪ Λ2. Remark that Λ1 is a compact subset of Wuu(O(p1), U) and
Λ2 is a compact subset of W
ss(O(p2), U). In particular, Λ is a compact set.
Since Wuu(O(p1), U) does not intersect with W ss(O(p2), U) as we assumed at
the beginning of the proof, the point x∗ is isolated in Λ. Let a neighborhood
V of x∗ be given. Since Λ is compact and x∗ is its isolated point, one can
take a neighborhood V∗ of x∗ which is contained in (U ∩ V ) \ Ubl and satisfies
Λ ∩ V∗ = {x∗}. For all sufficiently large m, we have f−k(xm) ∈ U for k =
0, . . . ,K, the point f−K(xm) is sufficiently close to x∗, and V∗∩{f
−k(xm) | 0 ≤
k ≤ K} = {f−K(xm)}. Thus, given a C∞ neighborhood U of the identity map,
we can take hm ∈ U such that the support of hm is contained in V∗ ⊂ V and
hm(x∗) = f
−K(xm). Now, we have
(hm ◦ f)
k(f−1(x∗)) =
{
fk−1(x∗) (k ≤ 0),
f (k−1)−K(xm) (k ≥ 1).
It is easy to see that f−1(x∗) is contained in W
uu(O(p1), U ;hm ◦ f) and (hm ◦
f)Nm+1+K(f−1(x∗)) = f
Nm(xm) is contained in W
ss(O(p2), U ;hm ◦ f). In
particular, f−1(x∗) is a point of W
uu(O(p1), U ;hm ◦ f) ∩W ss(O(p2), U ;hm ◦
f).
Let Ubl be an open subset of M whose closure Ubl is contained in U and
suppose that f admits a blender of index d in Ubl with disk system (Du,Ds). We
say that p ∈ Perd(f, U) is linked to the blender in U if W ss(O(p), U) contains a
disk in Ds and Wuu(O(p), U) contains a disk in Du. We will use the following
lemma for establishing that periodic orbits we create by perturbing heteroclinic
chains are linked to a blender.
Lemma 2.20. Let f be a Cr diffeomorphism of M , UC an open subset of
M with an f -invariant transverse pair of cone fields of index d and p1, . . . , pk
(k ≥ 1) be periodic points in Perd(f, UC). Suppose that each pair (pi, pi+1)
admits a heteroclinic point qi ∈Wu(pi, UC)∩W s(pi+1, UC) for 1 ≤ i ≤ k, where
we put pk+1 = p1. Then, for any j1, j2 = 1, . . . , k, any du-dimensional C
1-
disk σu in W
uu(pj1 , UC) and ds-dimensional C
1-disk σs in W
ss(pj2 , UC), and
any neighborhoods Du of σu in Ddu(M) and Ds of σs in Dds(M), there exist
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a neighborhood V of
⋃k
i=1(O(pi) ∪ O(qi)), a neighborhood Upj1 of pj1 and Upj2
of pj2 , and a C
1-neighborhood U of f which satisfy the following; if f¯ ∈ U
and p¯ ∈ Perd(f¯ , U) satisfies that O(p¯, f¯) ∩ Upj1 6= ∅, O(p¯, f¯) ∩ Upj2 6= ∅, and
O(p¯, f¯) ⊂ V , then the strong unstable manifold Wuu(O(p¯), U ; f¯) contains a disk
in Du and the strong stable manifold W ss(O(p¯), U ; f¯) contains a disk in Ds.
Proof. Put Λ =
⋃k
i=1(O(pi) ∪ O(qi)). It is a strongly partially hyperbolic set
of index d, according to Remark 2.12. By the persistence of strongly partial
hyperbolic sets, there exists a neighborhood V ⊂ U of Λ and a C1-neighborhood
V of f such that for any f¯ ∈ U , the set Λf¯ =
⋂
n∈Z f¯(V ) admits a strongly
partially hyperbolic splitting of index d. We fix small δ > 0 and take large
N ≥ 1 such that f−N(σu) ⊂ Wuuδ (pj1 ; f) and f
N (σs) ⊂ W ssδ (pj2 ; f). The local
strong unstable and strong stable manifolds Wuuδ (p
′, f¯) and W ssδ (p
′, f¯) depend
continuously on f¯ ∈ U and p′ ∈ Λf¯ as C
1-embedded disks, for any sufficiently
small δ > 0. Hence, if f¯ is sufficiently close to f and the orbit of a periodic
point p¯ ∈ Perd(f¯) ∩ Λf¯ contains a point p
′ sufficiently close to pj1 and a point
p′′ sufficiently close to pj2 , then W
uu(p′, UC; f¯) contains a disk σ¯u ∈ Ddu(UC)
which is close to f−N (σu) and W
ss(p′′, UC ; f¯) contains a disk σ¯s ∈ Dds(UC)
which is close to fN (σs). Then, f
N(σ¯u) is the disk in W
uu(O(p¯), UC ; f¯) close
to σu while f
−N(σ¯s) is the disk in W
ss(O(p¯), UC ; f¯) close to σs.
3 Main theorem and outline of the proof
In this section, we give the precise statement of our result. Then we will give
two key propositions employed for the proof of the main theorem and explain
how we complete the proof with them.
Fix an index d = (dc, ds, du) with dc = 1. Let M be a compact smooth
manifold of dimension |d| = dc+ ds+ du. We define the subset W
r of Diffr(M)
for each 1 ≤ r ≤ ∞. Let W1 be the set of C1 diffeomorphisms of M which
satisfy the following three conditions.
Cone condition. There exists an open set UC ⊂M , an f -invariant transverse
pair (Ccs, Ccu) of cone fields of index d defined in a neighborhood of UC, and an
f -invariant c-orientation ω of (Ccs, Ccu).
Existence of a blender. There is an open set Ubl ⊂ M satisfying Ubl ⊂ UC
on which we have a C1-robust blender with disk system (Ds,Du).
Existence of heteroclinic pairs. There exists two heteroclinic pairs (see
Section 2.4 for the definition of heteroclinic pairs) (p∗1, p
∗
2) and (p
∗
3, p
∗
4) in UC
such that
• {p∗1, p
∗
2, p
∗
3, p
∗
4} 6∈ Ubl,
• W ss(p∗1, UC) and W
ss(p∗3, UC) contain disks in D
s,
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• Wuu(p∗2, UC) and W
uu(p∗4, UC) contain disks in D
u.
We do not exclude the case p∗1 = p
∗
3 or/and p
∗
2 = p
∗
4.
Let W2 be the set of maps f ∈ W1 ∩ Diff2(M) which satisfy the following
condition (see (8) for the definition of the signature (τA, τS)):
Sign condition I. There exist UC-heteroclinic points q of the pair (p
∗
1, p
∗
2)
and q′ of (p∗3, p
∗
4) such that
τA(q) · τA(q
′) < 0.
Let W3 be the set of maps f ∈ W2 ∩ Diff3(M) which satisfy the following
condition:
Sign condition II.
τS(q) · τS(q
′) < 0.
For 4 ≤ r ≤ ∞, we put Wr = W3 ∩ Diffr(M). By Remark 2.13, Wr is a
Cr-open subset of Diffr(M). Now we are ready to give the precise statement of
our Main Theorem.
Theorem 3.1. Take any r = 1, . . . ,∞. For every sequence of integers (an)n∈N
there exists a Cr-residual subset R of Wr such that for every f ∈ Rr we have
lim sup
n→+∞
#{x ∈ UC | fn(x) = x}
an
= +∞. (14)
As we mentioned in the introduction, the case r = 1 follows from a result
by Bonatti, Dı´az, and Fisher [BDF].
The proof of the theorem is based on the following two propositions. The
first one (Proposition 3.2; the proof is given in Section 5, see Propositions 5.1
and 5.2) states that 1-flat periodic points can be produced by an arbitrarily
Cr-small perturbation of any map from Wr.
Proposition 3.2. Let f be a diffeomorphism in W1 ∩ Diff∞(M). Suppose
that the heteroclinic pair (p1, p2) admits a UC-heteroclinic point q such that
τA(q) 6= 0 and τS(q) 6= 0. Then, for any neighborhood V of {p1, p2} and any
C∞ neighborhood U of the identity map in Diff∞(M), there exists h ∈ U with
the support contained in V , such that h ◦ f has a 1-flat periodic point p¯ ∈
Perd(h ◦ f, UC) linked to the blender in Ubl and
τPerA (p¯;h ◦ f) = τA(q; f), τ
Per
S (p¯;h ◦ f) = τA(q; f)
(where the signature (τPerA , τ
Per
S ) is defined in (13)).
The second proposition (for the proof see Section 6) states that if we have a
number of k-flat periodic points (satisfying, at k ≤ 2, certain conditions on their
signatures), then by an arbitrarily small perturbation we can create (k+1)-flat
periodic points.
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Proposition 3.3. Let f ∈ W1 ∩ Diff∞(M) and suppose that f has eight k-
flat periodic points p1, . . . , p8 ∈ Perd(f, UC) \Ubl (belonging to different periodic
orbits) and heteroclinic points qi ∈ Wuu(pi, UC) ∩W ss(pi+1, UC) (we put p9 =
p1). Suppose that the following conditions are satisfied:
1. pi is linked to the blender in Ubl for every i = 1, . . . , 8.
2. if k = 1, then τPerA (p1) · τ
Per
A (p3) < 0 and τ
Per
S (p1) · τ
Per
S (p3) < 0.
3. if k = 2, then τPerS (p1) · τ
Per
S (p3) < 0.
Then, for any neighborhood V of {pi}i=1,...,8, arbitrarily close to the identity
map in the C∞ topology there exists h ∈ Diff∞(M) with the support contained
in V such that h ◦ f has a (k + 1)-flat periodic point p¯ ∈ Perd(h ◦ f, UC) linked
to the blender in Ubl.
Remark 3.4. 1. In the Proposition above, we can take p¯ such that its period
is as large as we want.
2. If k = 1, then the sign of the center Schwarzian derivative τPerS (p¯) at the
2-flat periodic point p¯ can be made as we want it (+ or −).
Let us now see how Theorem 3.1 follows from these two propositions. We
will use the following perturbation result.
Lemma 3.5. Let 1 ≥ r < +∞, f ∈ Diffr(M) and let p be an r-flat periodic
point of period π. Then for every integer a > 0 there exists f˜ ∈ Diffr(M)
which is arbitrarily Cr-close to f and the number of hyperbolic fixed points of
f˜π exceeds a.
Proof. For an r-flat periodic point p, there exists a one-dimensional Cr-smooth
center manifold W c which is an fπ-invariant r-central curve. The restriction of
fπ to W c is given by
Fc(t) = t+ o(|t|
r),
see Definition 2.16. Obviously, one can add an arbitrarily Cr-small perturbation
to f , supported in a small neighborhood of the point fπ−1(p), such that the
manifold W c will remain invariant and
Fc(t) = t
for all small t. Next, choose sufficiently small ε > 0 and δ > 0 and add a
Cr-small perturbation to f such that W c remains invariant and
Fc(t) = t+ ε
a∏
j=0
(
t−
jδ
a
)
for |t| ≤ δ. This map has (a + 1) hyperbolic fixed points t = jδ/a, which gives
(a + 1) different periodic orbits which are hyperbolic in the restriction to W c.
Because of the strong partial hyperbolicity of the original r-flat point, we also
have the hyperbolicity of the newly obtained periodic orbits transverse to W c;
the same argument can be found in [Ka].
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Proof of Theorem 3.1. Let Fixh(fn) denote the set of hyperbolic fixed point of
fn. Given a sequence (an), we will show that for every N the following set
UN := {f ∈ W
r | #Fixh(fn) ≥ n · an for some n ≥ N, }
is an open and dense set in Wr for every r ≥ 1. Obviously, every map f from
the set
⋂∞
N=1 UN satisfies (14) and this set is residual, which gives the theorem.
The openness of the sets UN is an obvious consequence of the hyperbolicity
of the periodic points counted. So, it is enough to prove the denseness of UN .
Let us first prove the theorem for the case of finite r. By Lemma 3.5, it is
enough to prove that for any given f ∈ Wr there exists g which is arbitrarily
Cr-close to f such that g has an r-flat periodic point of the period as large as
we want.
Because of the density of C∞ diffeomorphisms in Diffr(M) and because the
set Wr is Cr-open, we may from the very beginning assume that f is C∞.
Applying Proposition 3.2 to the heteroclinic pair (p∗1, p
∗
2), we obtain a one-flat
periodic point, say, p˜, by an arbitrarily C∞-small perturbation. This finishes
the case r = 1.
For r ≥ 2, we again apply Proposition 3.2 letting the support of the per-
turbation disjoint from O(p˜) (this is possible since the support can be taken
arbitrarily close to (p∗1, p
∗
2)). Thus, by another arbitrarily small perturbation,
we obtain another 1-flat periodic point. Notice that the signatures of these 1-
flat points are the same as the signature of the heteroclinic point q of (p∗1, p
∗
2)
and that these 1-flat periodic points are linked to the blender in Ubl. We repeat
this process and produce (8r−1 − 8r−2) of 1-flat periodic orbits (e.g. 7 orbits
if r = 2, and 56 orbits if r = 3, etc.). We call the set of these periodic points
P . Then we construct another 8r−2 periodic orbits from the heteroclinic pair
(p∗3, p
∗
4). Recall that the signatures of these 1-flat periodic points are the same
as those of the heteroclinic point q′ of (p∗3, p
∗
4). We call the set of these 1-flat
points P ′.
Now we have 8r−1 of 1-flat periodic points. Choose one point from P ′ and
seven points from P (all belonging to different periodic orbits); this creates
an octuple of 1-flat periodic points p1, . . . , p8, all linked to the blender. By
applying Lemma 2.19 to pairs of these 8 points, we create, by an arbitrarily
small perturbation supported outside of P and P ′, heteroclinic intersections qi ∈
Wuu(pi, UC) ∩W ss(pi+1, UC) (where p9 = p1). Now, we apply Proposition 3.3
to this octuple (where p3 refers to the only point from P
′). This perturbation
gives us a 2-flat periodic point linked to the blender. Notice that we can assume
that the perturbation to create this periodic point does not affect other 1-flat
periodic points in P or P ′.
By Remark 3.4, the created 2-flat point can have the period as large as we
want, so this finishes the proof of the theorem in the case r = 2. For r > 2,
we continue the process (using the rest of the points of P and P ′) and produce
8r−2 of 2-flat periodic orbit which is linked to the blender. We can assume that
half of them have the central Schwarzian derivative S with the sign opposite to
that for the other half, see Remark 3.4.
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Then we again apply Lemma 2.19 and Proposition 3.3 to construct 8r−3 of
3-flat periodic orbits, all linked to the blender. As the period can be chosen
arbitrarily large, see Remark 3.4, we have the theorem for r = 3.
The further induction for r > 3 does not require any sign condition in
order to apply Proposition 3.3. Thus, by repeating the process starting with
k = 3, we produce 8r−k of k-flat periodic orbits linked to the blender and, at
the end, we obtain one r-flat periodic point, as required. In each perturbation
the size of the perturbation can be chosen arbitrarily small. Thus, we have
proved that arbitrarily close to the initial diffeomorphism f there exists another
diffeomorphism having an r-flat periodic point, which gives the theorem for the
finite r case.
We can now proceed to the case r =∞. Recall that two C∞ diffeomorphisms
are close in the C∞ topology if they are close in the Cr topology for some r.
Thus, proving the density of UN in W∞ is the same as proving the density of
UN in Wr for all finite r. Therefore, the proof for the finite r case completes
the case r =∞ too.
4 Local perturbations around periodic points
In this section, we prepare several local perturbation techniques for the proof of
Proposition 3.2 and Proposition 3.3. The proof of these propositions is divided
into two steps: We first construct a network of periodic points, with the help
of Lemma 2.19, and then perform perturbations near this network to obtain
flat periodic points. We will use two techniques for the second step. The first
one (Proposition 4.4) enables us to take convenient coordinates around 1-flat
periodic points. The second one (Proposition 4.5) describes perturbations we
use to create periodic points.
4.1 Matrix-valued polynomial maps
We start with some general estimates on the composition of maps (Lemma 4.1
and Lemma 4.2). For a multi-index I = (i1, . . . , id) ∈ (Z≥0)d and t = (t1, . . . , td) ∈
R
d, put |I| = i1 + · · ·+ id and tI = t
i1
1 · · · t
id
d . For positive integers k and l, we
denote the set of real (k × l)-matrices by Mat(k, l). Let ‖A‖ be the operator
norm of A ∈ Mat(k, l) with respect to the Euclidean norms in Rl and Rk. For
n ≥ 1, we identify Rn with Mat(n, 1). Remark that the operator norm ‖v‖ for
v ∈Mat(n, 1) = Rn coincides with the Euclidean norm in Rn.
Let F be a local Cr map from (Rd, p) to (Mat(k, l), q). Write the Taylor
expansion for F :
F (p+ t) =
∑
|I|≤r
tIAI + o(‖t‖
r),
where AI ∈ Mat(k, l). Then we define a semi-norm ‖F‖p,r by
‖F‖p,r =
∑
|I|≤r
‖AI‖.
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It is easy to see that ‖F + G‖p,r ≤ ‖F‖p,r + ‖G‖p,r for local maps F,G from
(Rd, p) to Mat(k, l).
Lemma 4.1. For local Cr maps A : (Rd, p)→Mat(k, l), F : (Rd, p)→Rl =
Mat(l, 1) and G : (Rd, p)→R, we have
‖A · F‖p,r ≤ ‖A‖p,r · ‖F‖p,r, ‖G · A‖p,r ≤ ‖G‖p,r · ‖A‖p,r,
where A · F denotes the product of matrices A and F while G · A denotes the
scalar product.
Proof. The proof for the scalar product case is similar to the first case. So we
only consider the first case. Put A(p+ t) =
∑
|I|≤r t
IAI +o(|t|r) and F (p+ t) =∑
|I|≤r t
IvI + o(|t|
r). Then,
‖A · F‖p,r = ‖
∑
|I|≤r
∑
|J|≤r
tI+JAIvJ‖p,r ≤
∑
|I|≤r
∑
|J|≤r
‖AI · vJ‖
≤
∑
|I|≤r
∑
|J|≤r
‖AI‖ · ‖vJ‖ = ‖A‖p,r · ‖F‖p,r.
Thus the proof is completed.
Note that, by Lemma 4.1, for local Cr-functions γ, β from (Rd, p) to R we
have
‖γ · β‖p,r ≤ ‖γ‖p,r · ‖β‖p,r. (15)
For a local Cr-map F = (F1, . . . , Fl) : (R
d, p)→Rl = Mat(l, 1) and I = (i1, . . . , il),
we define a local function F I : (Rd, p)→R by the rule
F I(t) = F1(t)
i1 . . . Fl(t)
il .
By (15), we have
‖F I‖p,r ≤ ‖F1‖
i1
p,r . . . ‖Fl‖
il
p,r ≤ ‖F‖
|I|
p,r. (16)
Lemma 4.2. Let F : (Rd, p1)→(Rd
′
, p2), G : (R
d′ , p2)→Mat(k, l) be local Cr-
maps. Then,
‖G ◦ F‖p1,r ≤ ‖G‖p2,r ·max{1, ‖F − p2‖p1,r}
r
Proof. Let F (p1 + t) =
∑
|I|≤r t
IvI + o(t
r), F0 = F − p2 and G(p2 + t) =∑
|I|≤r t
IAI . By Lemma 4.1 and (16), we have
‖G ◦ F‖p1,r = ‖
∑
|I|≤r
F I0 · AI‖p1,r ≤
∑
|I|≤r
‖F I0 · AI‖p1,r
≤
∑
|I|≤r
‖F I0 ‖p1,r · ‖AI‖ ≤
∑
|I|≤r
‖F0‖
|I|
p1,r · ‖AI‖.
Since ‖F0‖
|I|
p1,r ≤ max{1, ‖F0‖p1,r}
r for 0 ≤ |I| ≤ r, we have
‖G◦F‖p1,r ≤
∑
|I|≤r
max{1, (‖F0‖p1,r)}
r · ‖AI‖ = ‖G‖p2,r ·max{1, ‖F −p2‖p1,r}
r.
Thus the proof is completed.
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4.2 Takens coordinates
We introduce the following notation. We write Rd for the product Rdc ×Rds ×
R
du . Fix an index d = (dc, ds, du). We call a subset Bd ⊂ Rd as a polyball of
index d if there exists αc, αs, αu > 0 such that
Bd = {(x, y, z) ∈ R× R
ds × Rdu | |x| < αc, ‖y‖ < αs, ‖z‖ < αu}.
For a polyball Bd of index d, we define its subsets
Bsd = {(x, y, z) ∈ Bd | x = z = 0}, B
cs
d = {(x, y, z) ∈ Bd | z = 0},
Bu
d
= {(x, y, z) ∈ Bd | x = y = 0}, B
cu
d
= {(x, y, z) ∈ Bd | y = 0},
Bcd = {(x, y, z) ∈ Bd | y = z = 0}, B
su
d = {(x, y, z) ∈ Bd | x = 0}.
Let Bd be a polyball of index d and fˆ : Bd→Rd be a Cr-diffeomorphism onto
its image. We say that fˆ is in the Takens standard form if, for all (x, y, z) ∈ Bd,
fˆ(x, y, z) = (Fc(x), A
s(x)y,Au(x)z), (17)
where Fc(0) = 0, A
s(x) and Au(x) are square matrices whose entries are Cr
smooth functions of x.
Below we restrict out attention to the case where dc = 1 and F
′
c(0) = 1, while
the eigenvalues of As(0) lie strictly inside the unit circle and the eigenvalues of
Au(0) lie strictly outside the unit circle. Thus, the origin is a non-hyperbolic (1-
flat), r-strongly partially hyperbolic fixed point, the invariant curve (the center
manifold) lc(t) = (t, 0, 0) is an r-central curve near the origin and Fc is the
central germ associated with lc.
For a diffeomorphism f and a 1-flat periodic point p ∈ Perd(f) of period π,
we call a Cr-coordinate chart ϕ around p a Cr Takens coordinate if ϕ maps p
to the origin and ϕ ◦ fπ ◦ ϕ−1 is in the Takens standard form on some poly-
ball. By [Ta] (see Theorem in p.134), we know that Takens coordinates exist
if p satisfies non-resonance conditions. Let us recall the definition of it. Let
λ0, λ1, . . . , λds+du be the eigenvalues of (Df
π)p; by the 1-flatness and strong
partial hyperbolicity of p, we have λ0 = λc(p) = 1 and |λi| 6= 1 for i ≥ 1. We say
that the non-resonance conditions up to degree K (or Sternberg K-condition)
are satisfied for non-neutral eigenvalues if
λj 6=
∏
i≥1
λmii
for all j ≥ 0 and all non-negative integers m1, . . . ,mds+du such that 2 ≤ m1 +
· · ·+mds+du ≤ K.
Proposition 4.3 ([Ta]). Let f ∈ Diff∞(M). Let p ∈ Perd(f) be 1-flat, i.e.,
λc(p) = 1. Then, for every k there exists a C
∞-neighborhood V ⊂ Diff∞(M) of
f and an integer K(k) > 0 such that the following holds. Given any g ∈ V, if
p is a 1-flat periodic point of g (i.e., gπ(p)p = p and λc(p, g) = 1) and the non-
resonance conditions up to degree K(k) are satisfied for non-neutral eigenvalues
of (Dgπ(p))p, then g admits C
k-Takens coordinates around p.
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For the proof of our main theorem, it would be convenient if C∞-Takens
coordinates are available. Lemma 4.4 below states that we can always have
such coordinates after adding an arbitrarily C∞-small perturbation supported
near a flat periodic point, without changing the central germ up to any given
finite order.
Lemma 4.4. Let f ∈ Diff∞(M). Let p ∈ Perd(f) be 1-flat and let π be the
period of p. Take an r-central curve l : (R, 0)→(M,p) of f at p, where r ≥ 1,
and let F0 : (R, 0)→(R, 0) be a central germ associated with l (see Section 2.5
for the definition). Take any neighborhood U of p in M and a neighborhood U of
the identity map in Diff∞(M). There exist h ∈ U with the support in U and a
C∞-coordinate chart ϕ : Up→Rd around p, where Up ⊂ U , such that p remains
a periodic point of period π for the perturbed map h ◦ f , and the corresponding
return map fˆ = ϕ ◦ (h ◦ f)π ◦ ϕ−1 is in the Takens standard form with a C∞
central germ Fc(x) which satisfies Fc(x) = F0(x) + o(|x|
r) in (17).
Proof. First, without loss of generality we may and do assume that F0(x) is a
C∞ germ, since the notion of the central germ is well-defined only up to some
degree.
Take a C∞ coordinate chart ϕ1 at p such that ϕ1◦ l(t) = (t, 0, 0)+o(|t|
r) and
D(ϕ1)p sends the partially hyperbolic splitting of index d at p to R⊕Rds⊕Rdu.
Take h1 ∈ U with small support such that ϕ1 ◦h1 ◦ (ϕ1)−1(x, y, z) = (z, Ay,Bz)
in some small neighborhood of the origin (where A, B are some square matrices)
and non-neutral eigenvalues of D(h1 ◦ fπ)p satisfy non-resonance conditions of
all degrees.
Take any r¯ ≥ r and a small C r¯ neighborhood U ′ of h1 in Diff
∞(M) such
that U ′ ⊂ U . By Proposition 4.3, there exists a C r¯ coordinate chart ϕ2 around
p such that the return map ϕ2 ◦ (h1 ◦f)
π ◦ϕ−12 for the perturbed map g = h1 ◦f
is in the Takens standard form (17). By construction of h1, the curve l is an
r-central curve for h1 ◦ f and its central germ coincides with F0 up to order r.
The invariant center manifold ϕ−12 (x, 0, 0) of g is also an r-central curve. By
Lemma 2.15, we get
ϕ2 ◦ (h1 ◦ f
π) ◦ ϕ−12 (x, 0, 0) = (F0(x), 0, 0) + o(|x|
r) (18)
after a C∞ change of the x coordinate in (17).
To prove the lemma, we need to modify the chart ϕ2 to make it C
∞ while
keeping the relation (18). Let gˆ be the Taylor polynomial of ϕ2 ◦ (h1 ◦ f) ◦ ϕ
−1
2
of order r¯ at the origin. Then, gˆ is also in the Takens standard form with
gˆ(x, 0, 0) = (F0(x), 0, 0) + o(|x|
r). (19)
Take a C∞ coordinate chart ϕ at p such that ϕ ◦ ϕ−12 (x, y, z) = (x, y, z) +
o(‖(x, y, z)‖r¯). Such ϕ can be taken as follows: take any C∞ chart around p,
say ψ. Let η be the Taylor polynomial of order r¯ for ϕ2 ◦ ψ−1. Then ϕ =
η ◦ ψ satisfies the condition above. Now, since ϕ ◦ (h1 ◦ fπ) ◦ ϕ−1(x, y, z) =
gˆ(x, y, z) + o(‖(x, y, z)‖r¯) and all maps in this formula are C∞, we can find a
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small perturbation h of h1 in U ′ with small support such that ϕ ◦ (h ◦ fπ) ◦
ϕ−1(x, y, z) = gˆ(x, y, z) in a small neighborhood of the origin. Thus, the map
ϕ ◦ (h ◦ fπ) ◦ ϕ−1 is in the Takens standard form and, by (19)
ϕ ◦ (h ◦ fπ) ◦ ϕ−1(x, 0, 0) = (F0(x), 0, 0) + o(|x|
r)
as required. Since h1 was chosen arbitrarily close to the identity map and we
can choose r¯ as large as we want and U ′ as small as we want, we see that h can
be chosen arbitrarily C∞-close to the identity map.
4.3 Perturbations near flat periodic points
Lemma 4.5 describes the main step of the perturbation we will use for the
creation of flat periodic points.
Lemma 4.5. Assume the following:
• a C∞ map fˆ : Bd→Rd which is in the Takens standard form fˆ(x, y, z) =
(Fc(x), A
s(x)y,Au(x)z) and satisfies the following pinching conditions (for
the definition of the norm ‖ · ‖0,r, see Section 4.1):
‖As(·)‖0,r ·max{1, ‖F
−1
c ‖0,r}
r < 1, ‖Au(·)−1‖0,r ·max{1, ‖Fc‖0,r}
r < 1.
• q− and q+ are points of Bsd \ {(0, 0, 0)} and B
u
d
\ {(0, 0, 0)} respectively.
• l− : (R, 0)→(Bcsd , q−) and l+ : (R, 0)→(B
cu
d
, q+) are smooth non-singular
curves of the form l−(t) = (t, yˆ(t), 0) and l+(t) = (t, 0, zˆ(t)).
Then, there exists a sequence (hn)n≥1 of compactly supported C
∞ diffeomor-
phisms of Bd such that:
• the support of hn converges to {fˆ(q−), q+} in the Hausdorff topology,
• (hn) converges to the identity map in the C∞-topology,
• (hn ◦ fˆ)j(q−) is contained in Bd for every j = 0, 1, . . . , n,
• for every sufficiently large n, there exists δn > 0 such that for |t| < δn we
have
(hn ◦ fˆ)
n(l−(t)) = l+(F
n
c (t)) + o(|t|
r). (20)
In our applications of this Lemma, fˆ will be the first return map of a periodic
point p. This point will have heteroclinic connection with other periodic points
p− and p+ so that l−(t) will be a part of the intersection W
cs(p) ∩W cu(p−)
and l+(t) will be a part of the intersection W
cu(p) ∩W cu(p+).
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Proof of Lemma 4.5. Let As,n : (R, 0)→GL(Rds), Au,n : (R, 0)→GL(Rdu),
Au,−n : (R, 0)→GL(Rdu) be local C∞ maps defined by
As,n(x) = As(Fn−1c (x)) · · ·A
s(x), Au,n(x) = Au(Fn−1c (x)) · · ·A
u(x),
Au,−n(x) =
(
Au,n(F−nc (x))
)−1
= Au(F−nc (x))
−1 · · ·Au(F−1c (x))
−1.
Take 0 < β < 1 such that ‖As(x)‖0,r ·max{1, ‖F
−1
c (x)‖0,r}
r < β. By Lemma 4.1
and Lemma 4.2, we have
‖(As,n+1 · yˆ) ◦ F−n−1c ‖0,r = ‖ (A
s · (As,n · yˆ)) ◦ [F−nc ◦ F
−1
c ]‖0,r
≤ ‖As‖0,r · ‖(A
s,n · yˆ) ◦ F−nc ‖0,r ·max{1, ‖F
−1
c ‖0,r}
≤ β‖(As,n · yˆ) ◦ F−nc ‖0,r,
where yˆ is the function that defines the curve l−, so (0, yˆ(0), 0) = q−.
Hence, ‖(As,n · yˆ)◦F−nc ‖0,r converges to zero as n→∞. Similarly, ‖(A
u,−n ·
zˆ) ◦ Fnc ‖0,r converges to zero as n → ∞ (where zˆ is the function that defines
the curve l+, so (0, 0, zˆ(0)) = q+). Let Pn : R→R
ds and Q−n : R→R
du be the
Taylor polynomial of order r for
(
(As,n · yˆ) ◦ F−nc
)
(t) and
(
(Au,−n · zˆ) ◦ Fnc
)
(t)
respectively. Then, the polynomials Pn(t) and Q−n(t) converge to zero.
Recall that Fc(0) = 0, so
Fnc (0) = 0, (21)
which implies As,n(0) = As(0)n and Au,−n(0) = (Au,n(0))−1 = (Au(0))−n.
Hence,
Q−n(0) = (A
u(0))−nzˆ(0), Pn(0) = (A
s(0))nyˆ(0). (22)
Define C∞ diffeomorphisms hn,− and hn,+ of R
d by
hn,−(x, y, z) = (x, y, z +Q−n(x)), hn,+(x, y, z) = (x, y − Pn(x), z).
They converge to the identity map on Bd in the C
∞ topology as n → +∞.
Thus, we can find a sequence (hn)n≥1 of diffeomorphisms of Bd such that:
• hn = fˆ ◦ hn,− ◦ fˆ
−1 in a neighborhood of fˆ(q−),
• hn = hn,+ in a neighborhood of q+,
• the support of hn converges to {fˆ(q−), q+}, and
• hn converges to the identity in the C∞ topology as n→ +∞.
For the time being we assume the existence of such (hn) and proceed the proof.
We discuss the construction of (hn) later.
For sufficiently large n, we have (hn ◦ fˆ)j(q−) ∈ Bd for j = 0, 1, . . . , n. Also,
since hn differs from identity only in a small neighborhood of the points q+ and
fˆ(q−), we have
fˆ ◦ (h ◦ fˆ)n−1 = fˆn ◦ hn,−
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in a small neighborhood of the point q−. Thus, for small t
fˆ ◦ (h ◦ fˆ)n−1(t, yˆ(t), 0) = ((Fc)
n(t), As,n(t)yˆ(t), Au,n(t)Q−n(t)).
By (21) and (22), the right-hand side is close to q+ = (0, 0, zˆ(0)) for small t.
Near this point hn equals to hn,+, which gives
(h ◦ fˆ)n(t, yˆ(t), 0) = hn,+
(
(Fc)
n(t), As,n(t)yˆ(t), Au,n(t)Q−n(t)
)
= ((Fc)
n(t), As,n(t)yˆ(t)− Pn(F
n
c (t)), A
u,n(t)Q−n(t)).
Since As,n(t)yˆ(t) − Pn(Fnc (t)) = o(|t|
r) and Au,n(t)Q−n(t) = zˆ(F
n
c (t)) + o(|t|
r)
by definition of Pn and Q−n, we have
(hn ◦ fˆ)
n(l−(t)) = l+(F
n
c (t)) + o(|t|
r)
as required.
Finally, let us discuss the construction of (hn). Choose a C
∞-smooth bump
function ρ : R → R such that ρ(s) = 1 for |s| ≤ 1 and ρ(s) = 0 for all |s| ≥ 2.
For k ≥ 1 and (x, y, z) ∈ Bd with fˆ−1(x, y, z) = (x′, y′, z′), put
h¯n,k(x, y, z)
=


(x, y − ρ (‖(x, y, z)− q+‖/ k)Pn(x), z) (‖(x, y, z)− q+‖ ≤ 2/k) ,
fˆ (x′, y′, z′ + ρ (‖(x′, y′, z′)− q−‖/k)Q−n(x
′)) (‖(x′, y′, z′)− q−‖ ≤ 2/k) ,
(x, y, z) (otherwise).
Let δn,k be the C
k-distance between h¯n,k and the identity map. Since Q−n
and Pn converge to zero in the C
∞-topology as n goes to infinity, the sequence
(δn,k)n≥1 converges to zero as n goes to infinity for each k ≥ 1. Hence, there
exists a sequence (nk)k≥1 such that δn,k < 1/k for any k ≥ 1 and any n ≥ nk.
We may assume that nk+1 ≥ nk for any k ≥ 1. Remark that δn,k ≤ δn,k′ < 1/k′
if k′ ≥ k and n ≥ nk′ since the Ck-norm is not greater than the Ck
′
norm if
k′ ≥ k. Define hn = h¯n,1 if n < n1 and hn = h¯n,k if nk ≤ n < nk+1 with
some k ≥ 1. Then, the Ck-distance between hn and the identity map is smaller
than 1/k′ if k′ ≥ k and n ≥ n′k, This implies that hn converges to the identity
map in the Ck-topology for any k ≥ 1, and hence, in the C∞-topology. For
nk ≤ n ≤ nk+1, the support of hn is contained in the ball of radius 1/k centered
at q+ and the fˆ -image of the ball of radius 1/k centered at q−. This implies
that the support of hn shrinks to {p+, p−}.
Remark 4.6. Suppose f : Bd → Bd is in the Takens standard form and assume
that the origin is a 1-flat fixed point, i.e., F ′c(0) = 1. Let ψα be a diffeomorphism
of Rd given by ψα(x, y, z) = (αx, y, z). Then,
ψ−1α ◦ fˆ ◦ ψα(x, y, z) = (α
−1Fc(αx), As(αx)y,Au(αx)z)
is in the Takens standard form and the norms
‖α−1Fc(αx) − x‖0,r, ‖A
s(αx) −As(0)‖0,r, ‖A
u(αx) −Au(0)‖0,r
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converge to zero as α goes to zero. Thus, by taking a conjugacy by ψα with any
sufficiently small α > 0, we can obtain that the pinching condition of Lemma
4.5:
‖As(·)‖0,r ·max{1, ‖F
−1
c ‖0,r}
r < 1,
‖Au(·)−1‖0,r ·max{1, ‖Fc‖0,r}
r < 1.
By performing this modification we can apply this lemma for any 1-flat point.
When using Lemma 4.5 near 1-flat points, we will need to control the quan-
tity S(Fc)/A(Fc). Suppose S(Fc), A(Fc) are not equal to 0. The coordinate
change given by ψα behaves as a conjugacy by a linear transformation in the
center direction (the x-coordinate). Accordingly, by Lemma 2.1, we see that
|S(Fc)/A(Fc)| will be multiplied by α after the conjugacy. Thus, we can also
assume that the value |S(Fc)/A(Fc)| is larger than any given real number.
4.4 Hyperbolic case
In this section, we consider a variant of Lemma 4.5 for the case where the fixed
point is hyperbolic. The difference with Lemma 4.5 is that the point of the
heteroclinic connection now is not necessarily in the strong stable manifold,
that is, q− is not necessarily in B
s but in Bcs. We consider only the case where
the map is linear in a neighborhood of the fixed point. This is enough for our
purpose, as the maps that admit linearizing C∞ coordinates near a hyperbolic
fixed point are dense in C∞(M), as it follows from Sternberg theorem [St].
Lemma 4.7. Assume the following:
• fˆ : Bd→Rd is a linear isomorphism of the form fˆ(x, y, z) = (λcx,Asy,Auz)
such that
‖As‖ < λc < 1 and ‖(A
u)−1‖ < 1, (23)
• q− = (x∗, y∗, 0) and q+ = (0, 0, z∗) are points of B
cs
d
\ {(0, 0, 0)} and
Bu
d
\ {(0, 0, 0)} respectively,
• l− : (R, 0)→(Bcsd , q−) and l+ : (R, 0)→(B
cu
d
, q+) are smooth non-singular
curves of the form l−(t) = (x∗ + t, yˆ(t), 0) and l+(t) = (t, 0, zˆ(t)), where
yˆ(0) = y∗ and zˆ(0) = z∗.
Then, there exists a sequence (hn)n≥1 of compactly supported C
∞ diffeomor-
phisms of Bd such that:
• The support of (hn) converges to {fˆ(q−), q+} in the Hausdorff topology,
• (hn) converges to the identity map in the C∞ topology,
• (hn ◦ fˆ)j(q−) is contained in Bd for any j = 0, 1, . . . , n, and
• (hn ◦ fˆ)n ◦ l−(t) = l+(λnc t) + o(|t|).
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Proof. The proof is done by an argument similar to the proof of Lemma 4.5
with minor modifications concerning the position of q−.
Let Pn(t) = (A
s)n(y∗ + yˆ
′(0)t) and Q−n(t) = (A
u)−n(z∗ + zˆ
′(0)λnc t) (they
are the Taylor polynomials of (As)nyˆ(t) and (Au)−nzˆ(λnc t) up to order 1). Take
sequences (hn,+) and (hn,−) of diffeomorphisms of R
d given by
hn,−(x, y, z) = (x, y, z+Q−n(x−x∗)), hn,+(x, y, z) = (x−λ
n
c x∗, y−Pn(λ
−n
c x−x∗), z).
By (23), hn,− and hn,+ on any given ball in R
d converge to identity the C∞
topology as n → +∞. As in the proof of Lemma 4.5, we can construct a
sequence of diffeomorphisms (hn)n≥1 such that the support of hn is compact
and converges to {fˆ(q−), q+}, as n → +∞, hn = fˆ ◦ (hn,−) ◦ fˆ−1 in (an n-
dependent) neighborhood of fˆ(q−), hn = hn,+ in a neighborhood of q+, and
(hn)n≥1 converges to the identity map in the C
∞ topology.
The, for every sufficiently large n, we have that for small t
(hn ◦ fˆ)
n ◦ l−(t) = hn,+ ◦ fˆ
n ◦ hn,−(x∗ + t, yˆ(t), 0)
= hn,+ ◦ (λ
n
c (x∗ + t), (A
s)nyˆ(t), (Au)nQ−n(t))
= (λnc t, (A
s)nyˆ(t)− Pn(t), (A
u)nQ−n(t)).
Since (As)nyˆ(t) = P (t) + o(t) and (Au)−nQ−n(t) = zˆ(λ
n
c t) + o(t), this implies
that (hn ◦ fˆ)n ◦ l−(t) = l+(λnc t) + o(|t|).
5 Creating 1-flat periodic points
In this section, we prove Proposition 3.2. The proof is divided into two steps.
First, by applying techniques of Section 4, we create a 1-flat periodic point in
the way similar to that we use for the construction of r-flat periodic points for
r ≥ 2, see Section 6. However, in Proposition 3.2 we need to ensure that the
1-flat point has signature of a given type. The computation of the signature
will be done at the second step.
5.1 Construction of a candidate orbit
Recall that every diffeomorphism f ∈ W1 has a pair of hyperbolic periodic
points p1 and p2 (of periods π1 and π2, respectively) such that the (du + 1)-
dimensional unstable manifold of p1 has a non-empty transverse intersection
with the (ds + 1)-dimensional stable manifold of p2; the heteroclinic point q
belongs to this intersection.
Let W1∗ be the set of diffeomorphisms in W
1 ∩Diff∞(M) such that
• the return maps fπ1 and fπ2 near the points p1 and p2 are locally linear
in certain C∞ coordinates;
• logλc(p1) and logλc(p2) are rationally linearly independent, and
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• in addition to the heteroclinic intersection of Wu(p1, UC) and W s(p2, UC),
there exists a non-transverse intersection of W s(p1, UC) and W
u(p2, UC).
It is not difficult to see that W1∗ is C
r-dense in W1 ∩ Diffr(M) for any 1 ≤
r ≤ ∞. Indeed, the first condition is fulfilled by Sternberg theorem [St] if the
eigenvalues λ(p1) of the linearization matrix (Df
π1)p1 and λ(p2) of (Df
π2)p2
are non-resonant, i.e., for p = p1 and p = p2,
λj(p) 6=
|d|∏
i=1
λi(p)
mi
for all j = 1, . . . , |d| and all integer indices mi ≥ 0 such that m1+ · · ·+md ≥ 2.
One can easily achieve this, and the second condition as well, by an arbitrarily
small perturbation of f supported in a small neighborhood of the points p1
and p2. In order to obtain the last condition while keeping the previous two
conditions intact, we use Proposition 2.19. Notice that the perturbation in
Proposition 2.19 is chosen such that it does not affect the local behavior near
O(p1) and O(p2). Thus, we can apply Proposition 2.19 without disturbing the
conditions about the eigenvalues at p1 and p2.
For diffeomorphisms in W1∗ , we will prove the following:
Proposition 5.1. Let f ∈ W1∗ and {p1, p2} be the heteroclinic pair with UC-
heteroclinic point q. For any neighborhood V of {p1, p2} and any C
∞ neighbor-
hood U of the identity map in Diff∞(M), there exist h ∈ U with the support of
h contained in V such that the diffeomorphism h ◦ f has a 1-flat periodic point
p∗ ∈ Perd(h ◦ f, UC) such that p∗ 6∈ Ubl and p∗ is linked to the blender in Ubl.
This proposition gives the part of Proposition 3.2. The remaining part is
given by
Proposition 5.2. In the hypothesis of Proposition 5.1, we furthermore assume
τA(q) 6= 0 and τS(q) 6= 0. Then, in the conclusion of Proposition 5.1, we can
take p∗ such that τ
Per
A (p∗;h ◦ f) = τA(q; f), and τ
Per
S (p∗;h ◦ f) = τA(q; f).
Proof of Proposition 5.1. Take q = q1 ∈ Wu(p1, UC) ∩ W s(p2, UC) and q2 ∈
Wu(p2, UC) ∩ W s(p1, UC); these heteroclinic points exist by the definition of
W1∗ . Let Λ = O(p1)∪O(p2)∪O(q1)∪O(q2). By Lemma 2.11 and Remark 2.12,
the f -invariant set Λ admits a partially hyperbolic splitting Ec ⊕ Es ⊕ Eu of
index d. Let πi be the period of pi for i = 1, 2. By Lemma 2.20, there exist
neighborhoods UΛ, U1, and U2 of Λ, p1, and p2, respectively, and a neighborhood
U∗ of the identity map in Diff
r(M) such that the following holds:
• the open sets U1, . . . , fπ1(U1), U2, . . . , fπ2(U2) are mutually disjoint sub-
sets of UΛ \ Ubl,
• for any h ∈ U∗, any compact h ◦ f -invariant subset of UΛ is a strongly
partially hyperbolic set of index d, and
• any p∗ ∈ Per(h ◦ f, UC) ∩ U1 is linked to the blender in Ubl for h ◦ f .
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By the linearizability assumption, for each i = 1, 2, if Ui is small enough,
then there exists a C∞ coordinate chart ϕi : Ui→Rd at pi such that the map
ϕi ◦ fπi ◦ ϕ
−1
i , defined on a polyball Bd,i, has the form
fˆi(x, y, z) = (λix,A
s
i y,A
u
i z)
where λi = λc(pi) are the central multipliers of the points pi (i = 1, 2), λ1 >
1 > λ2 > 0, A
s
i ∈ GL(R
ds), and Aui ∈ GL(R
du).
Notice that λi = λc(pi; f). Let ϕ
x
i be the x-coordinate function of ϕi. The
map ϕx2 satisfies ϕ
x
2◦f
πi = λ2 ·ϕx2 . Thus, it is a c-linearization (see Section 2.3 for
the definition). By replacing ϕ2 with −ϕ2, if necessary, we may always assume
that ϕx2 is compatible with the c-orientation ωC . Similarly, we may assume
that ϕx1 is compatible with ωC . By Lemma 2.10, the compatibility implies that
Dϕxi (v) > 0 if and only if ωC(v) > 0, where v is any vector from C
c(z) and z is
any point in Ui.
Take δ > 0 such that
W sδ (p1) ⊂ ϕ
−1
1 (B
s
d,1), W
u
δ (p1) ⊂ ϕ
−1
1 (B
cu
d,1),
W sδ (p2) ⊂ ϕ
−1
2 (B
cs
d,2), W
u
δ (p2) ⊂ ϕ
−1
2 (B
u
d,2).
Since q1 ∈ Wu(p1) ∩W s(p2) and q2 ∈ Wu(p1) ∩W s(p1), we can pick 4 hetero-
clinic points
qs1 ∈ W
s
δ (p2) ∩ O(q1), q
u
1 ∈W
u
δ (p1) ∩ O(q1),
qs2 ∈ W
s
δ (p1) ∩ O(q2), q
u
2 ∈W
u
δ (p2) ∩ O(q2).
Take n1, n2 ≥ 1 such that f
n1(qu1 ) = q
s
1, f
n2(qu2 ) = q
s
2 and let
Q = {f j(qui ) | i = 1, 2, 1 ≤ j ≤ ni}.
The intersection of Wu(p1) and W
s(p2) is transverse at the points of the orbit
of q1. As dim(W
u(p1)) + dim(W
s(p2)) = |d| + 1, near each of these points
the intersection is a regular smooth curve. For the heteroclinic points qu1
and qs1 we denote these curves as l
u
1 and l
s
1. We parameterize these curves
such that they can be viewed as local C∞ maps lu1 : (R, 0)→(ϕ
−1
1 (B
cu
d,1), q
u
1 ),
ls1 : (R, 0)→(ϕ
−1
2 (B
cs
d,2), q
s
1), such that ϕ
x
1(l
u
1 (t)) = ϕ
x
2(l
s
1(t)) = t. By con-
struction, the curve ls1 is taken to l
u
1 by f
n1 , so there exists a local C∞-map
G : (R, 0)→(R, 0) such that
fn1 ◦ lu1 (t) = l
s
1(G(t)). (24)
Note that by construction, G coincides with the transition map ψq defined by
(7) where one should put q = qs1.
Recall that the tangent (dlu1 /dt)(0) lies in the center subspace E
c(qu1 ) and
(dls2/dt)(0) lies in E
c(qs2). In particular, they are contained in the cone field C
c.
The invariance of the c-orientation ωC and the compatibility of ϕ
x
i implies that
G′ > 0. Denote µ1 = G
′(0). By (24), we have
fn1 ◦ lu1 (t) = l
s
1(µ1t) + o(t).
In a similar way, we consider curves lying in the intersection of W cs(p1) and
W cu(p2) near the heteroclinic points q
s,u
2 . The manifolds W
cs(p1) and W
cu(p2)
are not defined uniquely; we choose them such that in the linearizing coordinates
ϕ1 the manifold W
cs
δ (p1) is given by the equation z = 0 and in ϕ2 the manifold
W cuδ (p2) is given by the equation y = 0. In particular, the manifolds W
cs(p1)
andW cu(p2) are of C
∞ class. So,W cuδ (p2)∩f
−n2(W csδ (p1)) contains a C
∞ curve
lu2 through q
u
2 tangent to E
c(qu2 ) and f
n2(W cuδ (p2)) ∩W
cs
δ (p1) contains a C
∞
curve ls2 through q
s
2 tangent to E
c(qs2). In other words, we have local C
∞ maps
lu2 : (R, 0)→(B
cu
d,2, q
u
2 ), l
s
2 : (R, 0)→(B
cs
d,1, q
s
1) such that ϕ
x
2 ◦ l
u
2 (t) = ϕ
x
1 ◦ l
s
2(t) = t
and
fn2 ◦ lu2 (t) = l
s
2(µ2t) + o(|t|)
for some µ2 > 0
Now, we apply Lemma 4.7 for fˆ = (fˆ1)
−1, l− = l
u
1 , and l+ = l
s
2. We also
apply Lemma 4.7 for fˆ = fˆ2, l− = l
s
1, and l+ = l
u
2 . We thus find that there
exist N ≥ 1 and a family (hm1,m2)m1,m2≥N of diffeomorphisms in U1 such that
supp(hm1,m2) ⊂ (U1 ∪ U2) \Q,
{(hm1,m2 ◦ f)
jπi(qsi ) | 0 ≤ j ≤ mi} ⊂ Ui,
(hm1,m2 ◦ f)
miπi ◦ lsi (t) = l
u
i (λ
mi
i t) + o(t)
for i = 1, 2. Then, for all m1,m2 ≥ N ,
(hm1,m2 ◦ f)
m1π1+m2π2+n1+n2 ◦ lu1 (t) = l
u
1 (λ
m1
1 µ2 · λ
m2
2 µ1t) + o(|t|).
Since λ1 > 1 > λ2 > 0 and logλ1 and logλ2 are rationally linearly independent,
there exist a sequence ((m1,j ,m2,j))j≥1 of pairs of positive integers such that
λ
m1,j
1 µ2λ
m2,j
2 µ1 converges to 1 as j →∞.
Thus, qu1 = l
u
1 (0) becomes a periodic point in Perd(hm1,j ,m2,j ◦ f, UC) such
that O(qu1 ;hm1,j ,m2,j ◦ f) ⊂ UΛ, and (hm1,j ,m2,j )
n1(qu1 ) = q
s
1 ∈ U2. Moreover,
its central multiplier λ∗ = λc(q
u
1 ;hm1,j ,m2,j ◦ f) gets as close as we want to 1 as
j →∞. It remains to note that for any sufficiently large j, by an additional small
perturbation one can modify the diffeomorphism hm1,j ,m2,j near q
u
1 such that
for the modified diffeomorphism h˜m1,j ,m2,j the point q
u
1 will remain the periodic
point of h˜m1,j ,m2,j ◦ f and λ
∗ will become exactly 1. Indeed, by construction
there is a neighborhood W of qu1 such that O(q
u
1 ;hm1,j ,m2,j ◦ f)∩W = q
u
1 holds
for every j. Thus the closeness of the central multiplier λ∗ to 1, together with the
strong partial hyperbolicity guarantees the existence of the required sequence
of perturbations h˜m1,j ,m2,j .
Thus, we have constructed the 1-flat periodic point p∗ = q
u
1 for the map
h ◦ f where h = h˜m1,j ,m2,j and j is large enough. Note that the orbit of p∗ lies
entirely in UΛ and intersects with both U1 and U2. By the choice of UΛ, U1,
and U2, the periodic point p∗ is linked to the blender.
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5.2 Cr-flatness of the center-stable and center-unstable
manifolds
In the rest of this section we prove Proposition 5.2. The proof is done by com-
paring the behavior of the first return map at the periodic point restricted to
a central curve and the transition map at the heteroclinic point (see Proposi-
tion 5.6). As our calculation shows, the Cr-distance between these maps may be
quite large, see Remark 5.8. Nevertheless, we are able to establish the closeness
of the characteristics we are interested in, namely, the non-linearities and the
Schwarzian derivatives.
Note that for large enough m1,2, the maps fm1,m2 = h˜m1,m2 ◦ f constructed
in Proposition 5.1 keep many of the properties of the map f itself, as detailed
below. We therefore will omit the indices m1,2 but denote the original map f
as f∞ from now on. So, f → f∞ in the C∞-topology as m1,2 → +∞. Note
that the support of the perturbations h˜m1,m2 is away from a neighborhood of
the orbits of periodic points p1,2, so the return maps f
π1 and fπ2 coincide with
fπ1∞ and f
π2
∞ near p1,2. Thus, by shrinking the domain of the definition of ϕ1,2,
we can assume that they remain linear in the charts:
ϕi ◦ f
πi ◦ (ϕi)
−1(x, y, z) = (λix,A
s
i y,A
u
i z), i = 1, 2, (25)
where the origin corresponds to ϕi(pi), and πi is the period of pi. We assume
that the linearization is defined over polyballsBd,i, i = 1, 2. Since p1 and p2 have
a transverse heteroclinic connection, which is robust under small perturbations
of the map, there is a point qu1 ∈ (ϕ1)
−1(Bcu
d,1) which is sent to q
s
1 ∈ (ϕ2)
−1(Bcs
d,2)
by some iteration of f , that is, there exists n1 > 0 such that f
n1(qu1 ) = q
s
1. We
choose the points qu1 and q
s
1 continuously dependent on the map f , so they tend
to the original heteroclinic points qs,u1 as f → f∞.
Near each of these points the intersection of the (du +1)-dimensional mani-
fold Wu(p1) and the (ds + 1)-dimensional manifold W
s(p2) is a smooth curve.
We denote the corresponding curves as lu1 and l
s
1. We parameterize them
such that they are given by local C∞ maps lu1 : (R, 0)→(ϕ
−1
1 (B
cu
d,1), q
u
1 ), l
s
1 :
(R, 0)→(ϕ−12 (B
cs
d,2), q
s
1), such that ϕ
x
1(l
u
1 (t)) = ϕ
x
2(l
s
1(t)) = t. The corresponding
transition map G : (R, 0)→(R, 0) is defined by relation (24). It depends contin-
uously on f in the C∞ topology, thus S(G) and A(G) have the same sign for
every f which is C3 close to f∞.
For the original map f∞ we also have heteroclinic points q
u
2 ∈ (ϕ2)
−1(Buu
d,2),
qs2 ∈ (ϕ1)
−1(Bss
d,1) such that f
n2(qu2 ) = q
s
2 for some n2 > 0. These points
correspond to a non-transverse intersection of Wu(p2) and W
s(p1), that is, the
sum of dimensions of these manifolds is less than |d|. Thus, in general, this
heteroclinic intersection disappears as the map f∞ is perturbed.
By Proposition 5.1 the maps f we consider here have a 1-flat periodic point
p∗ of period π∗ := m1π1 +m2π2 + n1 + n2.
Remark 5.3. Recall that the sequence (m1,j ,m2,j) was chosen so that λ
m1,j
1 λ
m2,j
2
converges to some positive constant as j → +∞. Therefore, we further assume
that the product λm11 λ
m2
2 is bounded away from zero and infinity.
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The periodic point p∗ has the following itinerary:
• fn1(p∗) is a point close to qs1,
• fn1+π2j(p∗) is in the linearized region (ϕ2)−1(Bd,2) for j = 0, . . . ,m2 and
fn1+m2π2(p∗) is a point close to q
u
2 ,
• fn1+m2π2+n2(p∗) is a point close to qs2, and
• fn1+m2π2+n2+jπ1(p∗) is in the linearized region (ϕ1)−1(Bd,1) for j =
0, . . . ,m1.
Recall that O(p∗) admits a partially hyperbolic splitting deriving from the
strong partial hyperbolicity in UC . By construction, the return map fπ∗ has
derivative equal to 1 in the center direction at the point p∗. Therefore, by the
center manifold theorem, we can find a center-unstable manifold Wcu passing
through p∗ which is C
k where k can be chosen arbitrarily large. We choose
k ≥ 3. Similarly, we consider a center-stable Ck-manifold Wcs through the
point fn1(p∗).
The manifold Wcu is tangent to the subspace Ecu at the point p∗. Since p∗
is close to p1, E
cu is close to y = 0 in the linearizing chart ϕ1. Therefore, W
cu
is a hypersurface of the form y = ψcu(x, z) for some C
k-smooth function ψcu.
Similarly, Wcs is, in the chart ϕ2, a surface of the form z = ψcs(x, y) for some
Ck-smooth function ψcs.
In general, suppose Ψ is a piece of a hypersurface in Bd,i, i = 1, 2, which is a
graph of a Ck-function ψ, that is, Ψ = {(x, ψ(x, z), z)}, where x, z vary in some
domain in Bcu
d,i. Let X = (x0, y0, z0) be a point in Ψ. We define ‖∂
k
cuΨ‖X as
the value ‖ψ(x, z) − y0‖(x0,z0),k (see Section 4.1 for the definition of this semi-
norm). In a similar way we define ‖∂kcsΨ‖X where Ψ is a surface of the form
{(x, y, ψ(x, y))}.
Lemma 5.4. Asm1 andm2 go to +∞, ‖∂kcuW
cu‖ϕ1(p∗) and ‖∂
k
csW
cs‖ϕ2(fn1(p∗))
converge to zero.
We only give a proof for the manifoldWcu. The proof forWcs is obtained in
the same way, due to the symmetry of the problem. We will use the following:
Lemma 5.5. Let Ψ := {(x, ψ(x, z), z)} ⊂ Bd,1 be a piece of Ck-surface such
that ϕ1(p∗) ∈ Ψ and ‖∂kcuΨ‖ϕ1(p∗) ≤ δ. Suppose that the tangent space of
(ϕ1)
−1(Ψ) at the point p∗ is contained in the invariant cone field Ccu. Let
Ψ¯ = ϕ1 ◦ fπ∗ ◦ ϕ
−1
1 (Ψ). Then Ψ¯ is a surface of the form y = ψ¯(x, z) and
‖∂kcuΨ¯‖ϕ1(p∗) ≤ C1,k(λ
m1
1 λ
m2
2 )
−k‖As1‖
m1‖As2‖
m2(δ+C2,k) + ‖A
s
1‖
m1λ−km11 C3,k,
(26)
where C1,k, C2,k, and C3,k are constants independent of the choice of mi, and
λ1,2, A
s
1,2 are defined in (25).
Once we have proven this lemma, we can obtain Lemma 5.4 for Wcu as
follows. Let ‖∂kcuW
cu‖ϕ1(p∗) = δm1,m2 . Since W
cu is invariant with respect to
36
fπ∗ , we find from (26) that
δm1,m2 ≤ C1,k(λ
m1
1 λ
m2
2 )
−k‖As1‖
m1‖As2‖
m2(δm1,m2 + C2,k) + ‖A
s
1‖
m1λ−km11 C3,k.
Since λ1 > 1, ‖As1‖ < 1, ‖A
s
2‖ < 1 and λ
m1
1 λ
m2
2 is uniformly bounded (see Re-
mark 5.3), we have that (λm11 λ
m2
2 )
−k‖As1‖
m1‖As2‖
m2 → 0 and ‖As1‖
m1λ−km11 →
0 as m1,m2 →∞. This implies that δm1,m2 → 0 as m1,m2 →∞.
It remains to prove Lemma 5.5.
Proof of Lemma 5.5. Since the tangent space of Ψ is contained in the invariant
cone field Ccu, the tangent space of the image of Ψ under the iteration of f
also lies in Ccu. In particular, it follows that Ψ¯ is also a surface of the form
y = ψ¯(x, z).
Put Ψ1 = Ψ and
Ψ2 = ϕ2 ◦ f
n1 ◦ ϕ−11 (Ψ1), Ψ3 = ϕ2 ◦ f
m2π2 ◦ ϕ−12 (Ψ2),
Ψ4 = ϕ1 ◦ f
n2 ◦ ϕ−12 (Ψ3), Ψ¯ = Ψ5 = ϕ1 ◦ f
m1π1 ◦ ϕ−11 (Ψ4).
First, let us estimate ‖∂kcuΨ2‖ϕ2(fn1(p∗)). We have that ‖∂
k
cuΨ1‖ϕ1(p∗) ≤ δ.
Since Ψ2 is a image by the map ϕ2 ◦ fn1 ◦ ϕ
−1
1 whose derivatives are bounded
independently of the values of m1 and m2 (since n1 is a constant that does not
depend on m1,2), we have an estimate of the form
‖∂kcuΨ2‖ϕ2(fn1(p∗)) ≤ C
′
1,kδ + C
′
2,k,
where C′i,k are constants defined in terms of the supremum norms of the map
ϕ2 ◦ f
n1 ◦ ϕ−11 .
Next, we estimate ‖∂kcuΨ3‖ϕ2(fn1+m2pi2(p∗)). Let (x, y, z) ∈ Ψ3. As the map
fπ2 is linear in the chart ϕ2 (see (25)) and the effect of h˜m1,m2 goes to zero as
m1,2 → +∞, we have
y = (As2)
m2ψ2((λ2)
−m2x, (Au2 )
−m2z),
where ψ2 is the function whose graph is the hypersurface Ψ2. By taking the
derivatives up to order k, and taking in account that ‖(Au2 )
−m2‖ < 1, we obtain
the following estimate:
‖∂kcuΨ3‖ϕ2(fn1+m2(p∗)) ≤ (A
s
2)
m2λ−km22 ‖∂
k
cuΨ2‖ϕ2(fn1(p∗)).
One can see that similar estimates hold for ‖∂kcuΨ4‖ and ‖∂
k
cuΨ5‖. By combining
all the estimates, we obtain the conclusion.
5.3 Calculation of A and S
Let us compute the non-linearity and the Schwarzian derivative at p∗. For
this purpose we fix a center curve passing through p∗. A convenient curve is
ℓ1 = ϕ1(Wcu)∩ (ϕ1 ◦ f−n1 ◦ϕ
−1
2 )(W
cs). It is tangent to the center direction Ec
37
at ϕ1(p∗). Notice that, by Lemma 5.4, ϕ1(Wcu) is C3-close to ϕ1(Wu(p1)) and
ϕ2(Wcs) is C3-close to ϕ1(W s(p2)) in a neighborhood of fn1(p∗), if m1 and m2
are sufficiently large. Thus, the curve ℓ1 is C
3-close to the curve lu1 , i.e., to the
heteroclinic intersection ϕ1(W
u(p1) ∩W s(p2)) near the point ϕ(qu1 ).
We denote
ℓ2 = F1(ℓ1) := ϕ2 ◦ f
n1 ◦ ϕ−11 (ℓ1), ℓ3 = F2(ℓ2) := ϕ2 ◦ f
m2π2 ◦ ϕ−12 (ℓ2), (27)
ℓ4 = F3(ℓ3) := ϕ1 ◦ f
n2 ◦ ϕ−12 (ℓ3), ℓ5 = F4(ℓ4) := ϕ1 ◦ f
m1π1 ◦ ϕ−11 (ℓ4). (28)
We want to analyze the nonlinearity and the Schwarzian derivative A(F ) and
S(F ) of the map F = ϕ1 ◦ f
π∗ ◦ ϕ−11 defined on the curve ℓ1. Note that
F = F4 ◦F3 ◦F2 ◦F1, where the maps Fi are defined in formulas (27) and (28).
Let (x, y, z) be the coordinates of Bd,1 and (x˜, y˜, z˜) be the coordinates
of Bd,2. Let the point ϕ1(p∗) ∈ ℓ1 have coordinates (x0, y0, z0), the point
F1(ϕ1(p∗)) ∈ ℓ2 have coordinates (x˜0, y˜0, z˜0), the point F2 ◦ F1(ϕ1(p∗)) ∈ ℓ3
have coordinates (x˜1, y˜1, z˜1), and the point F3 ◦F2 ◦ F1(ϕ1(p∗)) ∈ ℓ4 have coor-
dinates (x1, y1, z1). We set
ℓ1 = {(x = x0 + t, y = y0 + σ1(t), z = z0 + η1(t))}, (29)
ℓ2 = {(x˜ = x˜0 + t, y˜ = y˜0 + σ2(t), z˜ = z˜0 + η2(t))}, (30)
ℓ3 = {(x˜ = x˜1 + t, y˜ = y˜1 + σ3(t), z˜ = z˜1 + η3(t))}, (31)
ℓ4 = {(x = x1 + t, y = y1 + σ4(t), z = z1 + η4(t))}. (32)
Since the curve ℓ1 is at least C
3-close to the curve lu1 for large m1,2, the restric-
tions of the map F1 to these two curves are also C
3-close. Therefore, the map
F1 is, in the parameterization (29),(30) at least C
3-close to the transition map
G for the heteroclinic point qu1 , as defined by (24).
Let us state the goal of this section in the form of the proposition.
Proposition 5.6. As m1,m2 →∞, we have
A(F )(ϕ1(p∗))→ A(G)(ϕ1(q)), S(F )(ϕ1(p∗))→ S(G)(ϕ1(q)).
In particular, if m1 and m2 are sufficiently large, then the signature of the 1-flat
point p∗ is the same as for the heteroclinic point q.
Proof. We have
A(F ) = A((F4 ◦ F3) ◦ (F2 ◦ F1)), S(F ) = S((F4 ◦ F3) ◦ (F2 ◦ F1)).
Notice that the map F2 is affine:
x˜ 7→ λm22 x˜. (33)
Thus, we have A(F2) = 0, S(F2) = 0. Hence, by (2),
A(F2 ◦ F1) = A(F2) · F
′
1 +A(F1) = A(F1), S(F2 ◦ F1) = S(F1).
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Similarly, we have A(F4 ◦ F3) = A(F3), S(F4 ◦ F3) = S(F3). Hence,
A(F ) = A(F3)·(F2◦F1)
′+A(F1), S(F ) = S(F3)·[(F2 ◦ F1)
′]
2
+S(F1). (34)
As we mentioned, by the Ck-convergence of ℓ1 to l
u
1 , the map F1 converges
to the transition map G in C3 topology, which implies A(F1) → A(G) and
S(F1)→ S(G) as m1,2 → +∞. Note also that
(F2 ◦ F1)
′ = O(λm22 ),
as follows from (33) and the uniform boundedness of F1 in C
k. Therefore, we
will immediately obtain Proposition 5.6 from equation (34), once we prove the
following:
Proposition 5.7. As m1,m2 → +∞,
A(F3) = o(λ
−m2
2 ), S(F3) = o(λ
−2m2
2 ).
The proof these estimates involves calculations of the derivatives of F3 up to
order 3. For this purpose, we first collect information about the curves ℓ3 and
ℓ4. Since ℓ3 is the image of the curve ℓ2 by f
m2π2 and ℓ4 is the image of ℓ1 by
f−m1π1 , it follows from (29)-(32) and (25), that
σ3(x˜− x˜1) = (A
s
2)
m2σ2(λ
−m2
2 (x˜− x˜1)), (35)
η4(x− x1) = (A
u
1 )
−m1η1(λ
m1
1 (x− x1)). (36)
Notice that, ℓ2 is contained in Wcs and ℓ1 is contained in Wcu. Since these
surfaces are close to W s(p2) and W
u(p1) respectively, the derivatives of the
functions σ2 and η1 in (29), (30) are uniformly bounded. Thus, we infer from
(35) (together with the fact that o(λm11 ) = o(λ
−m2
2 ), see Remark 5.3) that
σ′3 = o(1), σ
′′
3 = o(λ
−m2
2 ), σ
′′′
3 = o(λ
−2m2
2 ), (37)
η′4 = o(1), η
′′
4 = o(λ
−m2
2 ), η
′′′
4 = o(λ
−2m2
2 ). (38)
Let
Φ(x˜, y˜, z˜) = ϕ1 ◦ f
n2 ◦ ϕ−12 (x˜, y˜, z˜) = (x, y, z)
be the coordinate representation of the map ϕ1 ◦ fn2 ◦ ϕ
−1
2 from a neighbor-
hood of the point ϕ2(f
n1+m2π2(p∗)) ∈ Bd,2 to a neighborhood of the point
ϕ1(f
n1+m2π2+n2(p∗)) ∈ Bd,1. It will be convenient for us to rewrite this map in
the so-called cross-form (see e.g. [GST]).
Let us explain what it is. Since the map f is strongly partially hyperbolic,
its iteration Φ : (x˜, y˜, z˜) 7→ (x, y, z) is also strongly partially hyperbolic, so Φ
takes a hypersurface whose tangent space lies in Ccu into a surface whose tan-
gent space lies in Ccu. In particular, it takes a surface (x˜, y˜) = const. into a
surface of the form z = ψ(x, y) where ψ is a smooth function with uniformly
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bounded derivative (for all m1,2 large enough). This means that ∂z/∂z˜ is in-
vertible (uniformly for all m1,2 large enough). Therefore, there exists a local
diffeomorphism U (the cross-form of Φ) such that
(x, y, z˜) = U(x˜, y˜, z) (39)
if and only if (x, y, z) = Φ(x˜, y˜, z˜). The derivatives of U up to any given order
are uniformly bounded.
We denote the first coordinate of U by u, that is, we put
x = u(x˜, y˜, z) (40)
in (39). Note that ∂u/∂x˜ is bounded away from zero. Indeed, by differentiating
(40), we get
dx =
∂u
∂x˜
dx˜+
∂u
∂y˜
dy˜ +
∂u
∂z
dz. (41)
By the strong partial hyperbolicity of Φ, the image of any hypersurface whose
tangent space lies in Ccu is transverse to any hypersurface whose tangent space
lies in Cs. In particular, the image under Φ of y˜ = const. and the hyperplane
(x, z) = const. are transverse. The transversality condition implies that the
relation
0 =
∂u
∂x˜
dx˜,
which is obtained by putting dy˜ = 0 and (dx, dz) = 0 in (41), has only trivial
solution dx˜ = 0. This means ∂u/∂x˜ 6= 0 for the diffeomorphism f∞, and hence,
for every C1 close diffeomorphism f that is, for m1,2 sufficiently large.
By construction, we have the following formula for the map F3 : ℓ3 → ℓ4
(whose derivatives we need to estimate):
F3(x˜) = u(x˜, y˜0 + σ3(x˜ − x˜1), z1 + η4(F3(x˜)− x1)) (42)
(see (31), (40)). By differentiating both sides by x˜, we obtain
F ′3 =
∂u
∂x˜
+
∂u
∂y˜
σ′3 +
∂u
∂z
η′4F
′
3
and hence,
F ′3 =
∂u
∂x˜
+
∂u
∂y˜
σ′3
1−
∂u
∂z
η′4
, (43)
where the derivatives of u are evaluated at (x˜, y˜0+σ2(x˜−x˜1), z1+η4(F3(x˜)−x1)),
and η′4 at F3(x˜)− x1.
Since σ′3 = o(1), η
′
4 = o(1) (see (37) and (38)), and the derivatives of u are
uniformly bounded, we find that
F ′3 =
∂u
∂x˜
+ o(1).
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Since ∂u/∂x˜ is bounded away from zero and infinity, we find that
F ′3 = O(1), (F
′
3)
−1 = O(1), (44)
uniformly for all large m1,2.
Let us differentiate equation (43) with respect to x˜. Note that the partial
derivatives of u are differentiated by the rule
d
dx˜
=
∂
∂x˜
+ σ′3
∂
∂y˜
+ η′4F
′
3
∂
∂z˜
and the function η4 and its derivatives η
(s)
4 are differentiated by the rule
d
dx˜
(η
(s)
4 ) = η
(s+1)
4 · F
′
3.
Since σ′3 = o(1) and η
′
4 = o(1) (see (37) and (38)), u and its derivatives are
bounded and F ′3 is bounded by (44), we find from (43) that
|F ′′3 | ≤ C1 + C2|σ
′′
3 |+ C3|η
′′
4 |,
|F ′′′3 | ≤ C1 + C2|σ
′′
3 |+ C3|η
′′
4 |+ C4|σ
′′′
3 |+ C5|η
′′′
4 |
where C1,2,3,4,5 are some constants. By (37) and (38), this gives us
F ′′3 = o(λ
−m2
2 ), F
′′′
3 = o(λ
−2m2
2 ). (45)
By combining the estimates (45) and (44) in the definition (1) of the nonlin-
earity A and the Schwarzian S, we immediately obtain Proposition 5.7, which
concludes the proof of Proposition 5.6.
Remark 5.8. This calculation does not preclude of the map F3 having very large
second and third derivatives, in some cases resulting in very large derivatives of
the map F .
6 k-flat periodic points
In this section, we prove Proposition 3.3.
6.1 Germs of one-dimensional diffeomorphisms
We start with a result about the composition of germs.
Proposition 6.1. Let k be a positive integer. Let {Fi}i=1,...,8 and {Gi}i=1,...,8
be orientation-preserving germs in Diff∞loc(R, 0) such that each Fi is k-flat. If
k = 1, assume also that
A(F1)·A(F3) < 0, S(F1)·S(F3) < 0, |S(F1)/A(F1)| > |S(F3)/A(F3)|. (46)
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If k = 2, assume that
S(F1) · S(F3) < 0. (47)
Then, for any neighborhood V of the identity map in Pk+1(R, 0) and any N ≥ 1,
there exist polynomial maps Hi ∈ V and integers ni ≥ N (i = 1, . . . , 8) such
that the germ
F¯ = G8 ◦ (H8 ◦ F8)
n8 ◦ · · · ◦G1 ◦ (H1 ◦ F1)
n1 (48)
is (k + 1)-flat. Furthermore, S(F¯ ) · S(F1) > 0 in the case k = 1.
Proof. For a proof, we use several results of [AST].
Lemma 6.2 ([AST, Lemma 3.1]). For any Φ ∈ Diff∞loc(R, 0) satisfying Φ
′ > 0
and for every k ≥ 1, there exists a continuous (in the C∞-topology) family of
germs of diffeomorphisms {Φµ}µ∈R such that
Φ0 = Id, Φ1(t) = Φ + o(tk),
and
Φµ ◦ Φµ
′
(t) = Φµ+µ
′
(t) + o(tk)
for all µ, µ′ ∈ R.
Lemma 6.3 ([AST, Lemma 3.5]). Let Q1 and Q2 from Diff
∞
loc(R, 0) be 1-flat
germs. Assume that A(Q1)·A(Q2) < 0, S(Q1)·S(Q2) < 0, and |S(Q1)/A(Q1)| >
|S(Q2)/A(Q2)|. Then, for any neighborhood V of the identity map in P2(R, 0)
and any α, β ∈ R, there exists a 1-flat map H ∈ V such that
A(Qn2 ◦ (H ◦Q1)
m) + α = 0,
S(Q1) · (S(Q
n
2 ◦ (H ◦Q1)
m)) + β) > 0
for some integers m,n ≥ 1.
Lemma 6.4 ([AST, Lemma 3.6]). Let Q1 and Q2 from Diff
∞
loc(R, 0) be 2-flat
germs such that Q′′′1 (0)·Q
′′′
2 (0) < 0. Then, for any neighborhood V of the identity
map in P3(R, 0) and any γ ∈ R, there exists a 1-flat polynomial H ∈ V such
that
Qn2 ◦ (H ◦Q1)
m(t) = t+ γt3 + o(t3) (49)
for some integers m,n ≥ 1. Moreover, m and n can be taken arbitrarily large
Remark 6.5. According to Lemma 6.4, the factm and n can be chosen arbitrarily
large is not stated explicitly in the original statement but it is clear from the
proof.
Lemma 6.6 ([AST, Lemma 3.7]). Suppose k ≥ 3. Let Q1, . . . , Q4 from Diff
∞
loc(R, 0)
be k-flat germs. Then, for any neighborhood V of the identity map in Pk+1(R, 0)
and any α ∈ R, there exist 1-flat maps R1, . . . , R4 ∈ V such that
(R4 ◦Q4)
n ◦ · · · ◦ (R1 ◦Q1)
n(t) = t+ αtk+1 + o(tk+1) (50)
for an integer n which can be chosen arbitrarily large.
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Remark 6.7. In the original formulation of Lemma 3.6 and Lemma 3.7 in [AST]
above, the germs H are Ri are C
∞ diffeomorphisms. However, if we replace
them by their Taylor polynomials up to order k+1, the relations (49) and (50)
will still hold. Therefore, we can take H and Ri as polynomial maps. The
1-flatness of the maps H and Ri immediately follows from the explicit formulas
for them given in the proof of Lemmas 3.6 and 3.7 in [AST].
We can now proceed to the proof of Proposition 6.1. First, we define the
maps H2, H4, H6, H8 and the numbers n2, n4, n6, n8. For that, we apply Lemma
6.2 to each of the maps Φj = G
−1
2j ◦G
−1
2j−1(t) for j = 1, . . . , 4. This gives us four
continuous families {Φµj }µ∈R of smooth germs such that Φ
0
j is the identity map,
Φ1j(t) = G
−1
2j ◦ G
−1
2j−1(t) + o(t
k), and Φµ+µ
′
j (t) = Φ
µ
j ◦ Φ
µ′
j (t) + o(t
k). Let H2j
be the Taylor polynomial of Φ
1/n2j
j (t) up to order k. We take n2j ≥ N large
enough such that H2j ∈ V .
With this choice of H2,4,6,8 and n2,4,6,8, we have
F¯ = F¯8 ◦ (H7 ◦F7)
n7 ◦ F¯6 ◦ (H5 ◦F5)
n5 ◦ F¯4 ◦ (H3 ◦F3)
n3 ◦ F¯2 ◦ (H1 ◦F1)
n1 (51)
for the map F¯ from (48), where we denote
F¯2j = G2j ◦ (H2j ◦ F2j)
n2j ◦G2j−1.
Since F2j is k-flat, it follows from the construction of H¯2j that F¯2j is also k-flat:
F¯2j(t) = G2j ◦H
n2j
2j ◦G2j−1(t) + o(t
k) = t+ o(tk+1).
The maps H1,3,5,7 (which will be determined below) are 1-flat, so the maps
(H2j−1 ◦ F2j−1)n2j−1 in (51) are also 1-flat (j = 1, . . . , 4). Therefore, it follows
from the k-flatness of the maps F¯2j that
F¯ = Fˆ ◦ (H7 ◦ F7)
n7 ◦ (H5 ◦ F5)
n5 ◦ (H3 ◦ F3)
n3 ◦ (H1 ◦ F1)
n1 + o(tk+1), (52)
where
Fˆ = F¯8 ◦ F¯6 ◦ F¯4 ◦ F¯2. (53)
We can now prove Proposition 6.1 for the case k ≥ 3. Indeed, apply Lemma
6.6 to the quadruple (Q1, Q2, Q3, Q4) = (F1, F3, F5, F7) and the constant α =
− 1k! Fˆ
(k+1). Then, letting H2j−1 = Rj and n2j−1 = n where n and Rj (j =
1, . . . , 4) are given by Lemma 6.6, the map F¯ becomes (k+1)-flat (see (50) and
(52)), as required.
In the cases k = 1 and k = 2, let H3 = H5 = H7 = Id and n5 = n7 = N .
Then, equation (51) becomes
F¯ = F¯8 ◦ F
N
7 ◦ F¯6 ◦ F
N
5 ◦ F¯4 ◦ F
n3
3 ◦ F¯2 ◦ (H1 ◦ F1)
n1
As all the maps in the right-hand side of this formula are 1-flat, the map F¯ is
also 1-flat (at least). Note also that it follows from the 1-flatness of all the maps
in the right-hand side and from the cocycle property (2) that
A(F¯ ) = A(Fˆ ) +N · (A(F7) +A(F5)) +A(F
n3
3 ◦ (H1 ◦ F1)
n1), (54)
S(F¯ ) = S(Fˆ ) +N · (S(F7) + S(F5)) + S(F
n3
3 ◦ (H1 ◦ F1)
n1), (55)
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where Fˆ is given by (53).
Define constants α and β by
α = A(Fˆ ) +N · (A(F5) +A(F7)), β = S(Fˆ ) +N · (S(F5) + S(F7)). (56)
Recall that A vanishes for 2-flat maps, therefore α = 0 if k = 2.
In the case k = 1, apply Lemma 6.3 to the pair of germs (Q1, Q2) = (F1, F3).
Letting H1 = H , n1 = m, and n2 = m, where H are m are given in the
conclusion of Lemma 6.3, we have A(F¯ ) = 0, see (54) and (56). This means the
2-flatness of the map F¯ . We also have S(F1) · S(F¯ ) > 0 as required.
In the case k = 2, notice that S(F1) ·S(F3) < 0 and the 2-flatness of F1 and
F3 imply F
(3)
1 ·F
(3)
3 < 0. Thus, we can apply Lemma 6.4 to (Q1, Q2) = (F1, F3)
and the constant γ = −β/6. Then, letting H1 = H , n1 = m, and n2 = m, where
H , m, and n are given in the conclusion of Lemma 6.4, we obtain A(F¯ ) = 0 and
S(F¯ ) = 0, see (54), (55), and (56). This implies that the 3-flatness of the map
F¯ .
6.2 Construction of k-flat points
We start the proof of Proposition 3.3. First, given eight k-flat periodic points,
after a preparatory perturbation, we apply Lemma 2.19 repeatedly to obtain a
network of heteroclinic connections between the periodic points. Then, we use
Lemma 4.5 and Proposition 6.1 together and construct a (k + 1)-flat periodic
point.
Let us recall the setting. We consider a diffeomorphism f ∈ W1∩Diff∞(M).
Thus, there exist open subsets UC and Ubl of M with Ubl ⊂ UC such that f
admits an invariant transverse pair of cone fields on UC , preserves an orientation
on it, and admits a blender in Ubl.
Lemma 6.8. Suppose f ∈ W1 ∩ Diff∞(M) has eight k-flat periodic points
p1, . . . , p8 ∈ Perd(f, UC) with mutually different orbits and there exists a blender
in an open set Ubl with Ubl ⊂ UC such that each pi is linked to Ubl but not con-
tained in Ubl. Then, for any given neighborhood V of {pi} and any C∞ neigh-
borhood V ⊂ Diff∞(M) of the identity map, there exists a diffeomorphism h ∈ V
such that supp(h) ⊂ V \
(⋃8
i=1O(pi)
)
and Wuu(pi, UC ;h◦f)∩W
ss(pi+1, UC ;h◦
f) 6= ∅, for every i = 1, . . . , 8 (we put p9 = p1).
This lemma creates a heteroclinic network of flat periodic points. The next
lemma produces a (k + 1)-flat point by adding a perturbation to this network.
Lemma 6.9. Let k ≥ 1 and suppose that f ∈ W1∩Diff∞(M) admits eight k-flat
periodic points p1, . . . , p8 ∈ Perd(f, UC) with mutually different orbits and there
exists a heteroclinic point qj ∈Wuu(pj , UC)∩W ss(pj+1, UC) for each j = 1, . . . , 8
(where we put p9 = p1). We also suppose that each pi admits C
∞ Takens
coordinates with a center germ Fi. Put Λ =
⋃8
i=1(O(pi)∪O(qi)). Then, for any
neighborhood U ⊂ Diff∞(M) of the identity map, any neighborhood V ⊂M of Λ,
and any neighborhoods Up1 , . . . , Up8 of p1, . . . , p8 respectively, there exist eight
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germs G1, . . . , G8 ∈ Diff
∞
loc(R, 0) such that for any H1, . . . , H8 ∈ P
k+1(R, 0)
that are sufficiently close to the identity maps and any sufficiently large integers
n1, . . . , n8, there exist h ∈ U and a periodic point p¯ ∈ Perd(h ◦ f, U) \ Ubl for
which the following holds:
• O(p¯;h ◦ f) ⊂ V , O(p¯;h ◦ f) ∩ Up1 6= ∅,O(p¯;h ◦ f) ∩ Up8 6= ∅,
• supp(h) ⊂
⋃8
i=1 Upi ,
• the germ
F¯ = G8 ◦ (H8 ◦ F8)
n8 ◦ · · · ◦G1 ◦ (H1 ◦ F1)
n1 + o(tk+1) (57)
is a center germ of p¯ of h ◦ f for some (k + 1)-central curve, and
• the period of p¯ is larger than
∑8
i=1 ni.
First, let us show how Proposition 3.3 and Remark 3.4 follow from these
lemmas and Proposition 6.1.
Proof of Proposition 3.3 and Remark 3.4. Let eight k-flat periodic points p1, . . . , p8
satisfying the assumptions of Proposition 3.3 be given.
For each pi, thanks to their flatness we can find an m-central curve for any
m. Put k˜ = max{k, 3}. Take a k˜-central curve ℓp and apply Lemma 4.4 to pi
and ℓp. Then, by adding a perturbation, which is arbitrarily small in the C
∞
topology and whose support is contained in an arbitrarily small neighborhood
of pi, we can assume that each pi admits C
∞ Takens coordinates and pi is still
k-flat with the same central germ.
Next, we apply Lemma 6.8. Then by adding an arbitrarily small perturba-
tion to f we obtain the heteroclinic connection Wuu(pi; f) ∩W ss(pi+1; f) 6= ∅
for every i. Since the support of this perturbation can be chosen arbitrarily
close to pi but is disjoint from pi, we can assume that each pi still admits Tak-
ens coordinates, possibly with a smaller domain of definition. Notice that this
perturbation also does not change the central germs.
When k = 1 we perform preparatory coordinate transformations that gives
us the condition on S(F )/A(F ) in the assumptions of Proposition 6.1 if neces-
sary, see Remark 4.6. Notice that the coordinate transformations correspond to
a conjugacy by an orientation-preserving diffeomorphism, so it does not change
the signatures of the germs, see Lemma 2.1.
Now, {pi} and f satisfy the assumptions of Lemma 6.9 and the center germs
{Fi} of {pi} satisfy the assumptions of Proposition 6.1. We apply Lemma 6.9,
which gives us germs {Gi}. Then we apply Proposition 6.1, which gives us germs
{Hi} arbitrarily close to the identity and large numbers n1, . . . , n8. Then, the
conclusion of Lemma 6.9 gives us a diffeomorphism h which is C∞ close to the
identity map such that h ◦ f admits a periodic point p¯ whose orbit is contained
in a given neighborhood V of Λ and passes through given neighborhoods Up1
and Up8 . Since the center germ of p¯ is given by (57), by Proposition 6.1, we
know that p¯ is a (k + 1)-flat periodic point.
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Let us discuss the signature of the Schwarzian derivative in the case k = 2.
In this case, from Proposition 6.1 we know that τPerS (p¯) = τ
Per
S (p1). Thus, if
we exchange p1 and p3 at the very beginning, then we obtain the conclusion
with the equality τPerS (p¯) = τ
Per
S (p3). Since p1 and p3 have opposite Schwarzian
derivative, it follows that we can choose the signature τPerS (p¯) as we want.
Finally, by Lemma 2.20 we can guarantee that if we chose the neighborhood
V and the neighborhoods Up1 and Up8 sufficiently small, the orbit of p¯ is linked
to the blender.
It remains to prove the two lemmas. Let us complete their proofs.
Proof of Lemma 6.8. First, let us create a perturbation which produces the
connection between Wuu(p1, UC) and W
ss(p2, UC). Given the neighborhood
V of {p1, . . . , p8}, we choose a neighborhood Vi of pi for each i = 1, . . . , 8
such that Vi ⊂ V and Vi ∩ Vj = ∅ if i 6= j. By assumption, since p1 and p2
are linked to the blender, Wuu(p1, UC) contains a disk in Du and W ss(p2, UC)
contains a disk in Du where (Ds,Du) are the disk system of the blender.
Lemma 2.19, together with the fact that p1 and p2 are outside Ubl, gives us
a point x1 ∈ V1 ∩ (Wuu(p1, UC) \ {p1}) and an arbitrarily small perturbation h1
such that there exists a point of heteroclinic connection q1 ∈ W
uu(p1, UC;h1 ◦
f) ∩W ss(p2, UC ;h1 ◦ f). Notice that, h1 can be chosen in such a way that the
support of h1 does not intersects with
⋃8
i=1O(pi). Indeed, the support of h1
can be chosen so that it is concentrated in a very small neighborhood of the
point x1 in W
uu(p1, UC) \ {p1}, which is disjoint from
⋃8
i=1O(pi).
Then, we again apply Lemma 2.19 for the pair of points p2 and p3 and
the map h1 ◦ f as follows. Since p2 and p3 are linked to the blender, we can
apply Lemma 2.19 and obtain a point x2 ∈ V2 ∩ (W
uu(p2, UC , h1 ◦ f) \ {p2})
and an arbitrarily small perturbation h2 whose support is contained in a very
small neighborhood of x2 such that h2 ◦ h1 ◦ f has a heteroclinic point q2 ∈
Wuu(p2, UC;h2 ◦ h1 ◦ f) ∩ W ss(p3, UC ;h2 ◦ h1 ◦ f). Notice that the support
of h2 can be chosen so that it is disjoint from O(q1) since x2 is a point of
Wuu(p2;h1 ◦ f) and it is disjoint from O(q1) ⊂ Wuu(p1;h1 ◦ f). Thus, the
perturbation by the composition of h2 does not affect the previous connection
q1 ∈ Wuu(p1, UC ;h1 ◦ f) ∩W ss(p2, UC;h1 ◦ f).
We continue this construction and obtain h3, . . . , h8. Then the diffeomor-
phism h := h8 ◦ · · · ◦ h1 satisfies the desired conditions.
Proof of Lemma 6.9. First, by shrinking Upi , we may assume that Upi∩Upj = ∅
for i 6= j. We also assume that we have fk(Upi) ⊂ V for every i and 0 ≤ k ≤ πi,
where πi is the period of pi. For each i, we take a C
∞ Takens coordinate
chart (ϕi, Ui). Assume Ui ⊂ Upi . We fix a polyball Bd,i ⊂ ϕi(Ui) such that
fi = ϕi ◦ fπi ◦ ϕ
−1
i is in the Takens C
∞ standard form on Bd,i, that is, for
(x, y, z) ∈ Bd,i, fi(x, y, z) = (Fi(x), Asi (x)y,A
u
i (x)z) where A
s
i : B
c
d,i→GL(R
ds)
and Aui : B
c
d,i→GL(R
du), are matrices which depend C∞-smoothly on x ∈ Bc
d,i.
We denote by ϕxi the x-coordinate function of ϕi.
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For each i = 1, . . . 8, we take heteroclinic points qsi ∈ ϕ
−1
i (B
s
d,i) ∩ O(qi−1)
(we put q0 = q8) and q
u
i ∈ ϕ
−1
i (B
u
d,i)∩O(qi). For each i, we can choose a small
polyball Bi ⊂ Bd,i such that
ϕ−1i (Bi) ∩ Λ = {pi} ∪ {f
mπi(qsi ), f
−nπi(qui ) | m ≥Ms, n ≥Mu}
for some non-negative integers Ms and Mu. By replacing q
u
i with f
−nuπi(qui )
and qsi with f
nsπi(qsi ), we may assume Ms = Mu = 0. So, from now on, we
assume that
ϕ−1i (Bi) ∩ Λ = {pi} ∪ {f
mπi(qsi ), f
−nπi(qui ) | m ≥ 0, n ≥ 0}
We also choose another smaller polyball B′i satisfying B
′
i ⊂ Bi such that
ϕ−1i (B
′
i) ∩ Λ = {pi} ∪ {f
mπi(qsi ), f
−nπi(qui ) | m ≥ 1, n ≥ 0},
In other words, B′i is a polyball shrunk in such a way that it does not contain
the point qsi but contains all the other points of Λ ∩ Bi. We fix smooth bump
functions ρi(x, y, z) : Bi → R such that:
• ρi(x, y, z) = 1 if (x, y, z) ∈ B
′
i.
• ρi(x, y, z) = 0 if (x, y, z) is near the boundary of Bi.
• ρi(x, y, z) = 0 near qsi .
In a way similar to Lemma 4.7, for every i we find integers Ni ≥ 1 such that
fNi(qui ) = q
s
i+1
and C∞ local maps lsi : (R, 0)→(B
cs
i , q
s
i ) and l
u
i : (R, 0)→(B
cu
i , q
u
i ) such that
ϕxi ◦ l
s
i (t) = ϕ
x
i ◦ l
u
i (t) = t,
and
fNi ◦ lui (t) = l
s
i+1(Gi(t))
for some orientation-preserving germs Gi ∈ Diff
∞
loc(R, 0).
Take ysi ∈ R
ds and zui ∈ R
du for each i such that ϕi(q
s
i ) = (0, y
s
i , 0) and
ϕi(q
u
i ) = (0, 0, z
u
i ) hold. Take a neighborhood U
1
8 of the identity map in
Diff∞(M) such that g1 ◦ · · · ◦ g8 ∈ U for any g1, . . . , g8 ∈ U
1
8 .
For a polynomial map H ∈ Pr+1(R, 0), let γi,H (i = 1, . . . , 8) be a diffeo-
morphism such that γi,H = Id outside ϕ
−1
i (Bi), while inside ϕ
−1
i (Bi) the map
γi,H satisfies
ϕi ◦ γi,H ◦ ϕ
−1
i (x, y, z) = (ρi(x, y, z)(H(x)− x) + x, y, z).
for all (x, y, z) ∈ Bi.
Let Ni be a neighborhood of the identity map in Pr+1(R, 0) such that if
H ∈ Ni, then γi,H ∈ U
1
8 and the pinching conditions in the assumption of
Lemma 4.5 holds with r = k + 1 for As = Asi , A
u = Aui and Fc = H ◦ Fi.
Notice that the following holds:
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• On B′i, we have ϕi ◦γi,H ◦ϕ
−1
i (x, y, z) = (H(x), y, z). Thus, ϕi is a Takens
coordinate chart for the map (γi,H ◦ f)πi near pi.
• The point pi is a (k + 1)-partially hyperbolic fixed point for (γi,H ◦ f)πi .
• On Bsui , we have ϕi ◦ γi,H ◦ ϕ
−1
i |Bsui = Id. In particular, perturbing the
map f by taking the composition with γi,H does not affect the orbits
contained in Bsui .
• Since γi,H ◦ f = f near {fm(qui ) | 0 ≤ m ≤ Ni}, the curves {l
s
i }, {l
u
i } and
the germs {Gi} are not affected when f is composed with γi,H .
Now, we apply Lemma 4.5 to fˆ = ϕi ◦ (γi,H ◦ f)πi ◦ ϕ
−1
i letting r = k + 1:
for each i = 1, . . . , 8, we obtain a sequence of diffeomorphisms {hi,H,n}n≥1 of
Bi such that supp(hi,H,n) converges to the pair of points {fπi,q
u
i (qsi )}, the map
hi,H,n converges to the identity map as n→ +∞ in the C
∞ topology, and
(hi,H,n ◦ ϕi ◦ (γi,H ◦ f)
πi ◦ ϕ−1i )
n ◦ lsi (t) = l
u
i ((H ◦ Fi)
n(t)) + o(tk+1)
for sufficiently large n (say, for n ≥ Ni).
We define h˜i,H,n = ϕ
−1
i ◦hi,H,n ◦ϕi on ϕ
−1
i (Bi) and extend it to the whole of
M as the identity map. Then, h˜i,H,n ∈ Diff
∞(M). Put N = ∩8i=1Ni and N =
maxi=1,...,8{Ni}. Now, take any maps Hi ∈ N and any integers n1, . . . , n8 ≥ N .
Put F¯ = G8 ◦ (H8 ◦ F8)n8 ◦ · · · ◦G1 ◦ (H1 ◦ F1)n1 and Π =
(∑8
i=1 πini +Ni
)
.
Then by Lemma 4.5, if n1, . . . , n8 are sufficiently large, the diffeomorphism
h˜ = (h˜1,H1,n1 ◦γ1,H1)◦· · ·◦(h˜8,H8,n8 ◦γ8,H8) satisfies h˜ ∈ U , supp(h˜) ⊂
⋃8
i=1 Upi ,
(h˜ ◦ f)Π ◦ ls1(t) = l
s
1(F¯ (t)) + o(t
k+1),
and qs1 is a periodic point of h˜ ◦ f of period Π such that
O(qs1 ; h˜ ◦ f) ⊂
8⋃
i=1

{fn(qui ) | 0 ≤ n ≤ Ni} ∪

 πi⋃
j=0
f j
(
ϕ−1i (Bi)
)

 ⊂ V,
O(qs1; h˜ ◦ f) ∩ Up1 6= ∅, O(q
s
1; h˜ ◦ f) ∩ Up8 6= ∅,
see (57) for the definition of F¯ . Therefore, the point p¯ = qs1 and the diffeomor-
phism h˜ satisfy the required conditions.
7 Examples
In this section, we give a construction of partially hyperbolic diffeomorphisms
which satisfy the hypotheses of the main theorem. We also give examples
which elucidate the importance of the conditions on the nonlinearity and the
Schwarzian derivatives.
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7.1 Fundamental construction
In this subsection, we describe a construction of a partially hyperbolic diffeo-
morphism from a one-step skew-product.
We begin with the Shub-Wilkinson’s example of a partially hyperbolic dif-
feomorphism on the 3-torus T3 = T2 × T1, which has the following form:
(x, y) ∈ T2 × T1 7→ (Bx, fx(y)), (58)
where B is a hyperbolic toral automorphism and fx is a smooth family of diffeo-
morphisms of the circle T1. Let m be a positive integer. We choose the matrix
B such that the following holds:
• there exist m fixed points {Pi} of B : T2 → T2,
• for each i = 1, . . . ,m there is a parallelogram Ri ⊂ T2 with the center at
Pi whose edges are parallel to the eigenvectors of B, such that different
parallelograms Ri are mutually disjoint and they behave in Markovian
fashion under B: for each i and j, B(Ri) ∩ Rj is a (non-empty) disjoint
union of subrectangles of Rj and B(Ri) crosses Rj properly.
One can see that these properties persist, with the same set of rectangles, when
B is replaced by Bn for any n ≥ 1.
Let {gi}i=1,...,m be a family of orientation-preserving diffeomorphisms of the
circle T. Consider a diffeomorphism F˜ of T3 by (58) which satisfies fx(y) = gi(y)
if x ∈ Ri ⊂ T2. The map F˜ restricted to the locally maximal invariant set of
(⊔Ri)× T1 acts as a one-step skew-product map.
It is not difficult to see that there is an extension of the locally defined map
F˜ to the ambient space T3 in such a way that the extended map defines a dif-
feomorphism of T3 keeping the condition (58). Let F be such a diffeomorphism.
It has an F -invariant foliation Fc = Fc(F ) given by {{x}×T | x ∈ T2}. Notice
that, by replacing B with its power, we can assume that the foliation Fc is
k-normally hyperbolic for F for any fixed integer k > 0.
In the following, we are interested in the behavior of perturbations G of F ,
that is, the Ck diffeomorphisms G which are Ck close to F in Diffk(T3). Recall
two theorems from [HPS].
Proposition 7.1 ([HPS], Theorems 7.1, 7.4). Let k ≥ 2. If G is Ck close to
F then there is a center-leaf conjugacy h between F and G. Namely, there is
a homeomorphism h : T3 → T3 such that F(G) := h(Fc) is a G-invariant Ck
lamination which is k-normally hyperbolic.
Proposition 7.2 ([HPS], Theorem 6.1, 6.8). If F is Ck-close to G then each
perturbed leaf h(L) is uniformly Ck-close to the original leaf L of Fc.
7.2 The set W∞ is non-empty
In this section, we give an example of a diffeomorphism in W∞, namely, a C∞-
diffeomorphism which satisfies conditions of the Main Theorem. See Section 3
for the definition of W∞.
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We use the convention T1 = R/(10Z). Choose four orientation-preserving
diffeomorphisms g1, g2, gb+, gb− of T which satisfy the following conditions for
all x ∈ [−4, 4]:
(C1) gi(x) (i = 1, 2) has a repeller-attractor pair contained in (−2, 2) with a
heteroclinic connection qi. In other words, gi has two fixed points pi,+ and
pi,− such that pi,+ is repelling, pi,− is attracting and there exists a point
qi ∈ Wu(pi,+) ∩ W s(pi,−). We also assume that {pi,+, pi,−} ∪ O(qi) ⊂
(−2, 2).
(C2) The signs of A and S at q1 and q2 are opposite (see [AST, Section 2.1] for
the definitions of signs).
(C3) gb+ and gb− have a C
1-robust blender (in the sense of [AST, Section 2.1])
containing the interval [−3, 3]. Furthermore, g±1b+ ([−2, 2]) ⊂ (−3, 3) and
g±1b− ([−2, 2]) ⊂ (−3, 3) (for instance take gb±(x) = 0.99(x± 4)∓ 4).
The construction of the maps g1,2 can be done in the same way as in [AST,
Section 8].
For the four maps g1, g2, g3 = gb+, g4 = gb−, we take the skew product
diffeomorphism F as described in Section 7.1. We assume that F is 1-normally
hyperbolic to the center foliation Fc. Furthermore, we choose F such that
it preserves the orientation of the center direction. Thus, we can define the
transverse pair of cone fields and the c-orientation which are invariant under F .
Recall that these properties are C1 robust.
Let us check that F satisfies the assumptions of the Main Theorem. First,
as it is explained in [BDV, Section 5], we can see that F has a C1robust blender
in Ubl := (Rb+ ⊔Rb−)× [−3, 3]. Namely, we can take
• an open set Du ⊂ Emb1(I, Ubl) which contains the set of segments (an
embedding of a one-dimensional disk) parallel to strong unstable direction
in Ubl, and
• an open set Ds ⊂ Emb1(I, Ubl) which contains the set of segments parallel
to strong stable direction in Ubl,
such that
• for everyG sufficiently C1 close to F , the following holds: for every σ ∈ Ds,
the set of segments in Du which is tangled with σ is dense in Du.
Next, we check that the conditions on the heteroclinic connections. In each
parallelogram Ri×T1 (i = 1, 2), there is a fixed fiber corresponding to the point
Pi ∈ T2. In this fiber, there is a hyperbolic fixed point which corresponds to
the repeller pi,+ of gi. We denote this fixed point as p
i
u. In each fixed fiber,
there is another hyperbolic fixed point, corresponding to the attractor pi,− of
gi, which is attracting in the fiber direction and is heteroclinically connected
to piu. We denote this fixed point as p
i
s. They all have one-dimensional strong
unstable direction and one-dimensional strong stable direction. Thus the pair
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(piu, p
i
s) satisfies the condition about the dimension of the stable and unstable
subspaces. Furthermore, all the fixed points admit dominated splitting of type
(1, 1, 1).
Since the blender we are interested in is in the region (Rb+ ⊔ Rb−) × T1,
the fixed points {piu, p
i
s} are outside the blender. Also, the pairs {p
i
u, p
i
s} have
heteroclinic connections qi and their signatures are opposite by construction.
Let us check the connection between the stable manifold of piu and the
blender. In the region Ri × T1, the stable manifold W ss(piu) is given by a
segment which is parallel to the strong stable eigenvector at piu. In particular,
we have W ssloc(p
i
u) ⊂ Ri× [−2, 2], where W
ss
loc(p
i
u) denotes the connected compo-
nent ofW ss(piu)∩Ri× [−2, 2] containing p
i
u. SinceW
ss(piu) properly crosses the
region Ri×T1 and B(Ri)∩Rb± 6= ∅, it follows by condition (C3) that W ss(piu)
contains a segment in Rb± × (−3, 3) which, by construction, is parallel to the
strong stable direction. Since this segment belongs to Ds, we have confirmed
the condition about the connection between piu and the blender. Similarly, one
can check the condition about the connection between pis and the blender.
Thus we have checked that the map F satisfies all the requirements of the
theorem.
7.3 An example of C1-generic super-exponential growth
which is not C2-generic
In this section, we give an example of a partially hyperbolic diffeomorphism
F such that for every C2-close map the growth of the number of periodic
points is at most exponential, while a C1-generic in any sufficiently small C1-
neighborhood of F exhibits a super-exponential growth.
In this section we use the convention T1 = R/(10Z) in this section. Let A
be the set of C2 diffeomorphism f of the circle T1 which have the following
properties:
• f preserves the orientation of T1;
• there exists k > 0 such that f−k([−4,−1]) ⊂ (−3,−2) = (7, 8);
• there exists k > 0 such that fk([4, 7]) ⊂ (5, 6) = (−5,−4);
• f ′(y) > 1 for every y ∈ [−3,−2];
• 0 < f ′(y) < 1 for every y ∈ [5, 6];
• A(f)(y) > 0 for y ∈ [−1, 4].
Lemma 7.3. Let {fx}x∈T2 be a smooth family of diffeomorphisms such that
fx ∈ A for all x ∈ T2. Let F ∈ Diff
2(T3) be the corresponding map F (x, y) =
(Bx, fx(y)). If F is 2-normally hyperbolic to the flat center leaves Fc(F ), then
there exists a C2-neighborhood N of F in Diff2(T3) such that for every G ∈ N
the number of periodic points grows at most exponentially with period.
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Proof. Let G be a C2 diffeomorphism of T3 which is C2 close to F . By Propo-
sition 7.1, the diffeomorphism G has a C2 center lamination Fc(G) and there
is a global leaf conjugacy h : T3 → T3 between Fc(F ) and Fc(G). Notice that
to count the number of periodic points of G, we only need to consider periodic
leaves of Fc(G).
By definition of F and a compactness argument, one can see that there exists
k1 > 0 and δ1 > 0 such that
F k1(T2 × [4 − δ1, 7 + δ1]) ⊂ T
2 × (5, 6).
Since this is a C0-robust property, the same holds for every G ∈ Diff2(T3)
sufficiently C2-close to F . Notice that, since F is uniformly contracting in the
center direction everywhere in T2 × (5, 6) and, by Proposition 7.2, the center
leaves of G are uniformly C2-close to the center leaves of F , we see that G, too,
uniformly contracts the center leaves everywhere in T2 × [5, 6]. It follows that
each periodic center leaf of G has only one periodic orbit that passes through
T
2× [4− δ1, 7+ δ1]. By a similar argument for F−1, we obtain that there exists
δ2 > 0 such that for G sufficiently close to F , every periodic leaf has only one
periodic orbit that passes through T2 × [−4− δ2,−1 + δ2].
Let us consider the periodic orbits lying in the region X = T2× [−1+ δ2, 4−
δ1]. Recall that if x ∈ X is a periodic point of G then we have Gn(x) ∈ X for
every n ∈ Z, since the region outside X is in the basin of an attracting region
T
2 × (5, 6) or a repelling region T2 × (−3,−2). Now, recall that the action of
F on any central fiber is orientation-preserving and the value A(fx) is positive
for (x, y) ∈ X . This means that the restriction of F on the intersection of any
central fiber with X is a monotonically increasing, convex function. The same
holds for the map G, as its restriction to center fibers is C2-close to that of F .
As a composition of increasing convex functions is also convex, it follows that
every return map on a periodic fiber is a convex function on the intersection of
the fiber with X . Since a convex map on an interval can have no more than 2
fixed points, we see that each periodic leaf has at most two periodic orbits in
X .
As a consequence, for G which is sufficiently close to F in the C2-topology,
each periodic leaf contains at most for periodic orbits. Since periodic leaves
correspond to the periodic points of the hyperbolic toral automorphism B, and
the number of those periodic points grows exponentially with period, we obtain
that the growth number of periodic points ofG cannot be super-exponential.
On the other hand, one can choose the map F in this lemma in such a way
that a C1-generic map in its arbitrarily small C1-neighborhood exhibits super-
exponential growth. This is done as follows. We choose the base map B so that
it has three Markovian parallelograms (Ri)i=1,2,3. Then consider the maps on
[−1, 4] given as follows:
f1(y) = (1− 3ε)y + εy
2
f2(y) = (1− 3ε)(y − 1) + 1 + ε(y − 1)
2
f3(y) = (1− 3ε
2)y + ε(y − 1/3)(y − 2/3)
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where ε > 0 is a small real number. They are orientation-preserving diffeomor-
phisms on their images and satisfy A(f) > 0 on [−1, 4]. Then, we extend these
maps as diffeomorphisms of R/10Z so that the resulted maps belong to A. We
take a smooth family {fx(·)} so that fx(y) = fi in Ri and fx(·) ∈ A for every
x ∈ T2. The construction of such an extension is not difficult and the details
are left to the reader.
By replacing the base map with higher power if necessary, we see that the
corresponding skew-product map F satisfies the assumption of Lemma 7.3. Thus
every map sufficiently C2-close to F has at most exponential growth of number
of periodic points.
Meanwhile, one can check that F ∈ W1. Indeed, the maps f1 and f2 have a
C1-robust blender in an interval contained in (0, 1) by a similar reasoning as in
Section 7.2. The map f3 has an attractor-repeller pair near y = 1/3, 2/3. Thus,
the map has a heteroclinic pair which is connected to the blender. By Main
Theorem for r = 1, we see that in a C1-neighborhood of F , C1-generically we
have super-exponential growth of the number of periodic points.
7.4 An example of C2-generic super-exponential growth
which is not C3-generic
Below we use the convention T1 = R/6Z. Let us consider the set B of C3-
diffeomorphism f of the circle T1 which satisfy the following conditions:
• f preserves the orientation of T1;
• there exists k > 0 such that f−k([2, 5]) ⊂ (3, 4);
• f ′(y) < 1 for y ∈ (3, 4);
• f([−1, 2]) ⊂ (−1, 2);
• S(f)(y) < 0 for y ∈ (−1, 2).
As in the previous subsection, we have the following:
Lemma 7.4. Let {fx}x∈T2 be a smooth family of diffeomorphisms of T
1 such
that fx ∈ B for every x ∈ T2. Let F be the corresponding skew product diffeo-
morphism such that the center foliation Fc(F ) is 3-normally hyperbolic. Then,
there exists a C3-neighborhood W of F in Diff3(T3) such that every G ∈ W has
at most exponential growth of the number of periodic points.
Proof. Let G be a diffeomorphism sufficiently close to F in C3. Since the re-
gion T2 × [2, 5] is forward-invariant and the map is contracting on T2 × [3, 4]
in the center direction, the number of periodic points whose orbits touches the
set T2 × [2, 5] grow at most exponentially with period (see a similar argument
in Lemma 7.3). So we only need to count periodic orbits that lie inside the
region T2 × [−1, 2]. In this region, the map F restricted to any center fiber has
negative Schwarzian derivative. Thus, if G is sufficiently close to F then, for ev-
ery periodic leaf, the corresponding first-return map has a negative Schwarzian
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derivative too. Such maps can have no more than 3 fixed points. Accord-
ingly, each periodic leaf of the center lamination for G contains at most three
periodic points. Hence, the number of periodic points grows at the same (or
lower) exponential rate as the number of periodic points of the hyperbolic toral
automorphism x 7→ Bx.
Meanwhile, it is possible to take the map F in Lemma 7.4 such that it
belongs to W2. Then Theorem 3.1 tells us that a C2-generic map in a small
C2-neighborhood of F exhibits a super-exponential growth of the number of
periodic points.
Again, like in Section 7.3, we start with the base map B with three Marko-
vian parallelograms (Ri)i=1,2,3. We take three maps that act on [−1, 2] as
follows:
f1(y) = (1− δ)y − εy
3,
f2(y) = (1− δ)(y − 1) + 1− ε(y − 1)
3,
f3(y) = y − ε(y − 1/2)(y − 1/2− ε)(y − 1/2 + ε),
where ε and δ are some positive real numbers. Then, it is not hard to check
that if δ is sufficiently small and ε is much smaller than δ, then these are
diffeomorphisms on their images. By extending them appropriately, we can
construct a smooth family of diffeomorphisms {fx} so that fx = fi for x ∈ Ri
and fx ∈ B for every x ∈ T
2.
The maps f1,2 create a blender (as in the examples discussed in the previous
sections). The map f3 has two repeller-attractor pairs near y = 1/2. Using the
criterion in [AST, proposition 8.3], we can see that these attractor-repeller pairs
have heteroclinic connections with the opposite values of τA. Also, one can see
that these fixed points are linked by the blender in T3. By replacing the base
map if necessary, we can also obtain the 3-normal hyperbolicity. Thus, we have
constructed F ∈ W2 keeping the assumptions of Lemma 7.4.
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