The model of an unstirred chemostat is generalized to that of a chemostat with time-dependent input/washout rates. The novelty of the new model is that time periodicity appears in the boundary conditions. The asymptotic dynamics of the competition between two microbial populations is determined in terms of the corresponding period map, which is shown to preserve the standard competitive ordering. It is shown that the dynamics of competition is similar to that of a chemostat with constant boundary conditions. Simple criteria for coexistence versus competitive exclusion are presented.
models and a large number of references can be found in [21] . A general survey of microbial competition can be found in [4] .
The use of the unstirred chemostat removes the well-mixed hypothesis from the model. This model lets the contents diffuse through the culture vessel. This model has been developed in a sequence of papers [10, 12, 22, 24] . One space variable is sufficient to capture the basic consequences of spatial dependence (although multidimensional models were considered in [22] ). The model corresponding to the basic chemostat on [0, 1] takes the form
It is convenient to rescale u to u γ1 and v to v γ2 in order to reduce the number of parameters. This makes these variables nondimensional. One could also scale S to be nondimensional (say, by dividing by the maximum of the input concentration), but this doesn't alter the number of parameters so we will not do it. The scaled system takes the form
The boundary conditions at the left endpoint x = 0 can be written as S x (t, 0) = −S 0 , u x (t, 0) = 0 , v x (t, 0) = 0.
The boundary conditions at x = 1 take the form S x (t, 1) + rS(t, 1) = 0, u x (t, 1) + ru(t, 1) = 0, v x (t, 1) + rv(t, 1) = 0.
The initial conditions for this system of partial differential equations are formulated as
with 0 ≤ x ≤ 1, where all three functions S 0 , u 0 , and v 0 are nonnegative. See [21, Chapter 10] or any of the papers cited above for details.
One of the modifications of the basic well-mixed chemostat was to introduce periodic time dependence in the nutrient concentration and/or the flow rate to account for seasonal or daily changes. The theory was developed in a sequence of papers [2, 6, 9, 19, 25] . This paper makes the corresponding modification for the spatially dependent chemostat described above by replacing the constant nutrient input concentration and the flow rate by time-dependent functions.
The model.
The equations remain the same as those above, but changes occur in the boundary conditions where the nutrient may be brought into the vessel at a periodic rate and the pump may operate so as to provide a periodic removal rate. The model takes the form S t = dS xx − f 1 (S)u − f 2 (S)v, 0 < x < 1, u t = du xx + f 1 (S)u, 0 < x < 1, (2.1) There is no need to restrict the analysis to the Monod model for the functions f i (S). f i (S), i = 1,2, are assumed to be C 1 with f i (S) > 0, f i (0) = 0, and with a finite limit as S → ∞. The functions S 0 (t) and r(t) are assumed to be C 1 , ω-periodic, and positive on [0, ω] . Although the restriction that S 0 (t) and r(t) have a common period is strong, it does allow either one to be constant. If r(t) is constant and S 0 (t) is periodic, the problem can be handled in a much simpler fashion than the analysis presented here. Thus the main emphasis is on r(t) being periodic.
The assumption of strict positivity for S 0 (t) and r(t) is rather technical, and we will use it to construct a certain pair of strict sub-and supersolutions in Lemma 3.2 needed for further analysis.
The approach to the problem will be through the period map and the theory of monotone dynamical systems. The novelty of the equations is that the periodicity appears in the boundary conditions. The equations will be manipulated to achieve a "limiting" system of two equations. The period mapping for the resulting system will generate a semidynamical system on the product of two Banach spaces with a competitive order. This is exactly the problem that has been considered in abstract form in [8] and [11] . Once it has been established that the period mapping is well defined (a problem is that the domain changes with time), then the machinery of the general case applies.
3. Reduction to a simpler system. In this section, it will be shown that the analysis requires the study of the dynamics of a related system with only two equations. To begin the study, we investigate the dynamics of the following problem:
It will be shown that there exists an ω-periodic positive solution of (3.1)-(3.2) which attracts every other positive solution at an exponential rate. To show the existence of such a solution, a theorem of Hess [7] is used which requires the existence of suband supersolutions.
Remark 3.1. For all A, d > 0 there exists a function f : [0, +∞) → R + such that for all t ∈ [0, +∞):
Proof. Consider y(t) = At t+1 ; then 0 < y(t) ≤ A and 0 < y (t) for all t ∈ [0, +∞). 
and r = sup [0,ω] 
We begin by constructing a strict subsolution. Define φ as
By construction, φ satisfies the following inequalities:
It is also clear that since f (t) is a strictly increasing function of t, so is φ. Therefore, φ is a strict subsolution of (3.1)- (3.2) .
Similarly, we construct a strict supersolution. Define φ as
Then by construction, φ satisfies the following inequalities:
Since φ is a strictly decreasing function of t, it is a strict supersolution of (3.1)-(3.2).
The pair of functions φ and φ is ordered because
, t ≥ 0, and since φ ≥ S * /r * > 0, the functions φ and φ form an ordered pair of positive strict sub-and supersolutions of (3.1)-(3.2).
Thus, there exists a positive stable ω-periodic solution φ(t, x) of (3.1)-(3.2). The convergence result will follow from Lemma 3.3 below.
Let x) . Adding the equations, initial conditions, and boundary conditions in (2.1)-(2.3), we can rewrite the system in terms of w, u, and v:
with the boundary conditions
and the initial conditions
The advantage of writing the system in this form is that the first equation is uncoupled from the other two, and its asymptotic behavior can be studied independently. The uncoupled problem is
Moreover, the difference between the periodic solution whose existence was shown in Lemma 3.2 and any other solution of (3.1)-(3.2) also satisfies (3.6).
The system (3.3)-(3.5) is equivalent to the original system (2.1)-(2.3) by means of the inverse transformation S(t, x) = φ(t, x) − w(t, x) − u(t, x) − v(t, x). Therefore, any conclusion about the asymptotic dynamics of (3.3)-(3.5) can be immediately translated to the system written in the original coordinates, that is, the system (2.1)-(2.3).
The following lemma represents an important step in reducing the original system (2.1)-(2.3) to a monotone system and concludes the proof of Lemma 3. 
In this setting, let w 1 =ŵ and w 2 = w, whereŵ solveŝ
and where r = inf [0,ω] r(t). Then, sincê
It has been shown in [12] that there exists α > 0, such that
and this holds for any solution of (3.6) with a nonnegative initial condition. Therefore,
Thus any solution w(t, x) tends to the zero function at an exponential rate. This has a biologically important interpretation. The distribution of the total biomass S + u + v approaches some periodic distribution φ independently of the initial conditions. In terms of the system (3.3)-(3.5) this means that the set w = 0 is an invariant set which attracts the solutions at an exponential rate. Therefore, it is necessary to first study the behavior of solutions of (3.3)-(3.5) on this exponentially attracting set.
Setting w(t, x) = 0, or equivalently,
reduces the full system to the following periodic-parabolic system:
together with corresponding boundary conditions, and initial conditions inherited from (3.3)-(3.5). This system is called the limiting system, and since S must be a nonnegative quantity, the biologically relevant region for the limiting system is the
4. The limiting system. In this section we set up the period map for the limiting system obtained at the end of the last section:
where φ(t, x) is a smooth, positive, and ω-periodic function.
In this and the following sections we need some standard notions of order. Let X i be ordered Banach spaces with positive cones X
Let X be an ordered Banach space with order ≤. Given two points a, b ∈ X, the closed order interval [a, b] and the open order interval (a, b) are defined as follows:
On the space X = X 1 × X 2 , define the competitive ordering as the ordering generated by the cone
and
An example of such an ordering is the Banach space X = C 0 (I) × C 0 (I) of pairs of continuous functions defined over the common interval I. The order cone C + in C 0 (I) is the cone of nonnegative functions on I, defining the natural order on the space of continuous functions. The corresponding competitive order cone K in the product space is defined as
It is evident that K has a nonempty interior in X, so all three order relationships are well defined.
T is called strictly K-monotone (strictly K-order preserving) if
and strongly K-monotone (strongly K-order preserving) if
It will always be clear from the context which ordering is used in each particular situation, or for each particular space. We will omit the K-subscript when speaking of either an ordering of real numbers or the natural ordering in C 0 . Theorem 4.1. Consider the system (4.1)-(4.2). Let
For every pair
In particular, the period map
maps Ω into Ω and is Fréchet differentiable, compact, strictly K-order preserving in Ω, and strongly K-order preserving in Int Ω. The first lemma is necessary in the proof of existence and to set up the dynamics. It is a special case of results in [17] and [26] , formulated for our purposes. (See also [14] and [16] .) We provide some of the details to guide the reader. Theorem 2 of [26] states that for every t ∈ [0, ω], the operator A(t) generates an analytic semigroup in the space C[0, 1] with the corresponding supremum norm. We denote this semigroup by
Lemma 4.2. Consider the time-dependent differential operator A(t):
A(t)u = du xx + a(t, x)u x + b(t, x)u, t > 0, x∈ (0, 1), (4.3)
where the functions a(t, x) and b(t, x) are continuously differentiable in both t and x and ω-periodic in t. If the domain of A(t) is time independent,
and let
If B k (t) generates an evolution system U (t, s) with properties (1)- (3), then A(t) generates the corresponding evolution system U (t, s) = e −k(t−s) U (t, s) with the same properties, and vice versa. Indeed, for 0 ≤ s ≤ t ≤ ω,
and if U (t, s) is Fréchet differentiable in C, then so is U (t, s), and
The third property is satisfied automatically because U equals U multiplied by a strictly positive function. Therefore, it suffices to show that B k (t) generates U (t, s) with the required properties (1)- (3). Observe that the domain of A(t) is time independent. Since A(t) is uniformly strongly elliptic for t ∈ [0, ω], one can repeat the steps in the proof of Lemma 6.1 of Pazy [17, p. 227 ] to show that there exists a sufficiently large constant k > r, such that the family of operators {B k (t) = A(t) + kI, t ∈ [0, ω]} satisfies the following two conditions. First, the resolvent R(λ : B k (t)) exists for all λ ≤ 0, and there exists a constant M > 0, such that
Consequently, Theorem 6.1 of Pazy [17, p. 150] states that there exists a unique evolution system U (t, s) with the required properties (1)- (2) for the family of operators {B k (t)}. The third property of U (t, s) follows from the standard maximum principle for parabolic equations [7, Lemma 13.4 
with the nonnegative initial condition u 0 which is not identically zero Proof. Consider the following change of variables:
where g(t, x) = − 2 r(t). It will be used to move between the problem with periodic boundary conditions and the form with Neumann conditions at the expense of a time-dependent operator.
After some computation the system takes the form
where
and the boundary conditions are zero Neumann conditions. The operator A(t) is of the type considered in Lemma 4.2 and generates a smooth evolution system s) ),ŵ = (û,v), and
It is clear that F (t,ŵ) is a smooth map F :
2 , the mild solution of (4.4) is defined to be a continuous vector functionŵ(t), such that u(t, x), v(t, x) ) of (4. 1)-(4.2) with u(0, x) + v(0, x) ≤ φ(0, x), let  z(t, x) = u(t, x) + v(t, x) . In the region 0 ≤ z ≤ φ, z satisfies the following inequality:
and the corresponding boundary conditions z x (t, 0) = z x (t, 1) + r(t)z(t, 1) = 0.
Let
Letz be the solution ofz
and the initial conditionz(0, x) = z(0, x), x ∈ [0, 1]. Equation (4.6) is monotone iñ z because F (z) is a strictly decreasing function ofz. In addition, the function φ(t, x) is itself a solution of (4.6). Sincez and φ are ordered at t = 0, that is,z(0,
Finally, since for 0 ≤ t ≤ ω,
we can use the comparison principle to conclude that z(t, x) ≤z(t, x) for 0 ≤ t ≤ ω and, consequently, that u(t, x) + v(t, x) = z(t, x) ≤ φ(t, x) for 0 ≤ t ≤ ω.
In particular, we apply this inequality at t = ω to show that Ω is positively invariant with respect to the period map P associated with (4.1)-(4.2). P is Fréchet differentiable and compact on Ω because the nonlinearity F is smooth, and the evolution system U is compact and smooth.
It is easy to see that if u(t, x) + v(t, x) ≤ φ(t, x), then the partial derivatives (uf
Since the evolution system U is strictly positive (the property (3) in Lemma 4.2), the period map P is strictly Korder preserving in Ω. Moreover, since in Int Ω the corresponding partial derivatives are strictly negative, P is strongly K-order preserving in Int Ω.
We intend to describe the dynamics of the limiting system (4.1)-(4.2) in terms of its period map. Theorem 4.1 guarantees that the period map
is well defined and enjoys the following properties: 
5. Periodic solutions of the limiting system. The next step is to put the limiting system of the previous section into the form of the general competition theory [11, 8] in order to make use of the general machinery. The sets u ≡ 0 or v ≡ 0 are clearly invariant sets for the system (4.1)-(4.2) and correspond to single population growth. We need some elementary facts about the solution in these sets. If we set u ≡ 0, then the system (4.1)-(4.2) reduces to
The linearized equation about the zero solution of (5.1) becomes
, where W v (t, τ ) is the evolution operator associated with (5.2).
Since the boundary of C + × C + is positively invariant under P , we can, without loss of generality, consider the restriction P v of P to study the evolution of the population v alone. It is evident that P v is differentiable at v = 0, and
Note that setting v ≡ 0 and considering the corresponding single population equation for u yields a similar linearized equation where f 1 is replaced with f 2 , so that P u (0) = T u .
Lemma 5.1. and attracts all positive solutions of (5.1). Proof. Obviously, if λ > 1, v(t) ≡ 0 is linearly unstable. Since the period map P v is strictly monotone, the principal eigenfunction must be positive by the KreinRutman theorem [13] . Let ψ be this principal eigenfunction; then 
φ(t, x).
The continuity of P v implies that v ∞ is a fixed point of P v : P v (v ∞ ) = v ∞ . Therefore, the corresponding solution V (t, x) with the initial condition V (0, x) = v ∞ (x) is a periodic solution of (5.1), and the vector function (0, V (t, x) ) is a periodic solution of (4.1)-(4.2).
The uniqueness of V (t, x) > 0 is equivalent to the uniqueness of a positive fixed point of P v . Therefore, it suffices to show that v ∞ > 0 is the only fixed point of P v .
We know that P v (0) = 0, and P v is strictly monotone away from zero. Moreover, P v is strongly sublinear in the following sense: if v > 0 and η ∈ (0, 1), then P v (ηv) >> ηP v (v) (see Smith [18] or Hess [7] for further references).
To see this, let v > 0 and η ∈ (0, 1). We use the equivalent integral equation
where U (t, s) is the evolution system associated with the linear part of (5.1). The existence of U (t, s) is guaranteed by Lemma 4.2. Now, since f 2 (φ − v) is strictly decreasing in v for any strictly increasing function f 2 , then, since ηv < v for 0 < v ≤ φ,
Using the linearity of U , one has
Thus, P v is strongly sublinear:
It is well known from Amann [1, Theorem 22.4] that P v can have at most one positive fixed point v ∞ . We apply Theorem 5.1, part (b) of Hess [7, p. 17] , which states that if there exists a unique positive fixed point of a strongly sublinear map P v , v ∞ > 0, in our case, then it attracts all positive points of C + .
It remains to show that V (t, x) attracts all positive solutions of (5.1). Let W (t, x) be a positive solution of (5.1) with the initial condition w 0 (x) > 0, and let
We use the integral equation once again. Since both W and V are solutions of (5.1), then
We subtract one equation from the other and pass to the norms to obtain
, and x ∈ [0, 1]. Using the Gronwall inequality we finally obtain
This shows that V attracts all positive solutions of (5.1) and completes the proof of part (a).
In what follows E 1 denotes v ∞ , the positive stable fixed point of P v , but we will also refer to it as the periodic solution V (t, x) itself. E 0 denotes the zero solution u = v = 0 of both the limiting system (4.1)-(4.2) and single population equation (5.1), and the zero function as a trivial fixed point of the period map P (P v or P u , accordingly). The usage will be clear from the context. Part (b). Since the period map P v is monotone, the principal eigenfunction ψ must be positive by the Krein-Rutman theorem [13] , so then
for sufficiently small α ∈ (0, ). Consequently, there is a strictly decreasing sequence {w k , k ∈ 0, 1, 2, . . .} such that w 0 >> 0 and P v (w k−1 ) = w k << w k−1 . The fact that λ < 1 implies that the zero solution of (5.1) is locally order stable (further, linearly stable) and attracts all positive solutions locally (see part (a)). In fact, it attracts any positive solution of (5.1). Indeed, given x >> 0, x ∈ domP , there exists an α ∈ (0, 1) such that αx < w 0 ; then strong monotonicity and sublinearity of P imply that
so by induction we show that for all k,
Any C-space with C 0 -norm and the order cone C + is a lattice, namely,
so one can speak of the lim inf and lim sup of such sequences. We then have 0
Hence, 0 attracts all positive points under P v . Finally, we employ the same continuity argument as in part (a) to conclude that the solution v ≡ 0 of (5.1) attracts all positive solutions. This completes the proof of part (b).
Remark 5.2. We proceed similarly with the case when v is set equal to zero. We investigate the stability of E 0 under P u , and find a possible unique positive periodic solution U (t, x) which attracts all positive solutions. If U (t, x) does not exist, E 0 is the only fixed point of P u in C + , and E 0 attracts all points of C + under P u . If U (t, x) does exist, we denote this solution and the corresponding fixed point of P u by E 2 .
There are biological interpretations of the existence of these rest points. If E 1 exists, then the v-population is capable of surviving in the chemostat without the competitive pressure. If E 1 does not exist, the v-population will go extinct independently of the presence of its competitor. A similar relationship holds for E 2 and the u-population.
In the next section we assume that both E 1 and E 2 exist to investigate whether it is possible for u and v to coexist. Figure 5 .1 illustrates all three periodic solutions E 0 , E 1 , and E 2 and their locations in the product space C + × C + .
The period map developed in section 4 gives rise to a semidynamical system defined on C + × C + [5] , and Lemma 5.1 (and Remark 5.2) give precise information on the limit sets when one component of an initial condition is identically zero. The properties established exactly fit the theory developed in [11] (directly) or [8] (with some additional effort), and the theorems there describe the asymptotic behavior of the limiting system (4.1)-(4.2).
Let J denote the order interval [E 1 , E 2 ] K . By property (P2) of the period map and Lemma 5.1 (and its counterpart for P u ), the omega limit set of any orbit lies in this order interval. To see this, one just compares a solution with an initial condition in the cone with the corresponding solution with initial conditions with a coordinate identically zero. Theorem A of [11] yields directly (see also [3] ) the following theorem.
Theorem 5.3. One of the following holds:
(1) P has a positive fixed point in J, If (2) or (3) holds, and (1), (2), and (3) in Theorem 5.3 can be distinguished by individual stability properties of E 1 and E 2 . For instance, if E 1 is unstable, the outcome (2) obviously never occurs. Similarly, if E 2 is unstable, the outcome (3) also never occurs. Now, if both E 1 and E 2 are unstable or both E 1 and E 2 are stable, neither (2) nor (3) occurs, so there exists an additional fixed point of P in the interior of J (and the interior of Ω). Stability can be determined from the Krein-Rutman theorem. We state a version that is convenient in this application. Proof. Using the eigenfunction (u 1 , v 1 ) from Theorem 5.4 it is easy to argue that there exists a point w = E 1 + h(u 1 , v 1 ), for h arbitrarily small, such that E 1 > w > T (w) (see, for example, the proof of Theorem 5.1 of [11] , or [8] ). The rest follows from monotonicity.
Of course, both stability conditions can occur. In this case all orbits have their omega limit sets in the order interval [E * , E * * ]. This is illustrated in Figure 5 .2. All of our numerical simulations produced E * = E * * . The question of uniqueness of the interior fixed point remains open. The general theory would also allow both boundary rest points to be stable and thus guarantee an unstable interior rest point. We did not observe this in our simulations.
Since the system is monotone, it is a general theorem that almost all orbits converge to a fixed point. We remind the reader that a fixed point of the mapping P is a periodic solution of the limiting system of partial differential equations, (4.1)-(4.2).
6. Asymptotic behavior of the full system. It is now appropriate to interpret the results for the limiting system in terms of the original problem, (2.1)-(2.3). For instance, the trivial periodic solution of (4.1)-(4.2) with initial condition at E 0 corresponds to the limiting periodic distribution of (2.1)-(2.3), namely, (S, u, v) = (φ, 0, 0). The nontrivial "boundary" periodic solutions (0, V (t, x)) and (U (t, x), 0) of (4.1)-(4.2) give rise to the corresponding periodic solutions of (2. The convergence question is more interesting. In the case of competitive exclusion, all solutions of the limiting equations converge to a periodic solution. When there is an interior fixed point for the period map, then there are always two order intervals such that solutions for all initial conditions in these intervals converge. Outside of these order intervals, one knows only that all solutions come into an order interval (defined by the largest and smallest fixed point of the period map) and, from the general theory of monotone dynamical systems, that almost all initial conditions converge to a fixed point inside this order interval [20] . As noted above, our numerical experience was that the interior fixed point was stable and unique, so all solutions converged.
Let (S 0 , u 0 , v 0 ) be initial conditions and let S(t, x), u(t, x), v(t, x) denote the corresponding solution of (2.1)-(2.3). Suppose that the period map starting at (u 0 , v 0 ) converges to a fixed point. Denote the corresponding periodic solution by (U (t, x), V (t, x)). Then it follows that
Thus when the period map converges to a fixed point, the corresponding solution of (2.1)-(2.3) is asymptotic to a periodic solution.
7. Discussion. We have taken the basic unstirred chemostat model and let the input and "washout" rates be periodic functions. As a practical matter this would usually amount to varying the flow rate, but the results are general enough to allow for both. Conceptually, this might correspond to seasonal variations or diurnal variations in nature or to some periodic disturbance in the pump in a bioreactor. The papers cited in section 1 have developed the asymptotic behavior model for a well-mixed chemostat with periodic inputs or dilution rates. We have developed the corresponding theory here for the reaction diffusion model. In the case of the model for the well-mixed chemostat both the input nutrient concentration and the dilution rate appeared in the equation so the difficulties were those of moving from a dynamical system to a periodically forced system. In the reaction diffusion model the nutrient input and the removal appear in the boundary conditions causing technical difficulties. With the help of a transformation suggested by Professor Norman Dancer (see able to reduce the problem to one of a fixed point of the period map although now in an infinite-dimensional setting. The monotonicity of the map allowed one to make use of the theory of monotone dynamical systems, just as in the ordinary differential equations model. The choices between possible outcomes are dictated by the stability of the boundary rest points.
To illustrate the results we show two numerical examples. The simulations run from t 0 = 0 to t max = 40.0 relative time units. Since we are providing illustrations, the solutions and the graphs were obtained using Mathematica 3.0. More accuracy could likely be achieved with more sophisticated tools, but our goal is only to illustrate the solutions. We assume the Monod model with f i (S) = miS ai+S , and choose S 0 (t) = C 1 + A 1 sin(Bt) and r(t) = C 2 + A 2 sin(Bt). The simulations presented below illustrate the following two major outcomes of the competition in the unstirred chemostat:
(1) competitive exclusion, the outcome when one competitor asymptotically reaches a positive periodic density distribution and the other competitor goes extinct, the nutrient density also reaching a positive periodic distribution ( Figure 7.1); (2) coexistence of the competing species, the outcome when both competitors reach positive periodic distributions (Figure 7.2) .
In the situation presented in Figure 7 .1, each competitor (U or V ) is able to survive on its own without the other competitor present. Nevertheless, when both competitors are introduced to the chemostat simultaneously, the U species outcompetes the V species and drives it to extinction. If the environmental conditions become milder for the V species, that is, if m 2 is increased and the average washout rate C 2 is decreased, then V becomes able to survive the competition as shown in Figure 7 .2.
