Abstract. This paper includes two parts. In the first part, general error estimates for "stable" eigenvalue approximations are obtained. These are practical in the sense that they are based on the discretization error of the difference formula over the eigenspace associated with the isolated eigenvalue under consideration. Verification of these general estimates are carried out on two difference schemes: that of Numerov to solve the Schrödinger singular equation and that of the central difference formula for regular Sturm-Liouville problems. In the second part, a sufficient condition for obtaining a "stable" difference scheme is derived. Such a condition (condition (N) of Theorem 2.1) leads to a simple "by hand" verification, when one selects a difference scheme to compute eigenvalues of a differential operator. This condition is checked for one-and two-dimensional problems.
Introduction. In this work, we are concerned with eigenvalue-eigenvector approximation by finite difference methods for differential operators defined on functions with bounded or unbounded domains. Our results will be illustrated in particular for the Schrödinger radial operator whose "energy levels" are obtained numerically using difference schemes. Let Let x, = ih, 0 < /' < 7Y, x0 = 0, X = xN = Nh, withlimA_0 X = lim^o TV = oo.
Optimal error estimates for difference methods will depend on how X(h) and N(h) tend to oo. For example (see Corollary 2.1), possible choices for X(h) and N(h) are, respectively, m2 and 2mm2, with h = l/2m.
The Numerov [8] difference scheme consists in finding Y = {Y¡}0<¡<N, Xh e R, such that (-y,., + 27, -Yi+1)/h2 +(9,_1yi_1 + 10,7,7, + qi+1Yi+l)/12 = Xh(Yi_l + lOY,+ Yi+l)/\2, (1.5) Bh[Y] = 0, and (1.6) 7" = 0.
Bh is the difference approximation to B. The choice of Bh should be such that its discretization error with respect to B has the same order as that of Lh with respect to L. When c = 0, d = 1, the choice of Bh is obvious. When c =£ 0, and in the case of Numerov's scheme, one must extend the eigenfunction y(x) on (-2h,0), and use a difference approximation to y'(0) over the points -2h, -h,0, h, and 2h. It can be verified that, YN, Y0, and Yk, k < 0, can be eliminated, and the system (1.4)-(1.6) is written in the form (1.7) -(¿Am), = U7,], i<i<tf-i, where LA: .R""1 -» Ä*-1.
It is the goal of this paper to present abstract results for the analysis of finite difference methods for eigenvalue problems. The results are sufficiently general, relatively simple, and easily applicable to specific difference methods, such as (1.7). We present stability and convergence estimates involving the "discretization error" of the difference formula over the eigenspace associated with the eigenvalue under consideration. Our results are similar to those obtained by Vainikko [13] for differential operators on bounded domains. The argument used is an adaptation of one introduced by Vainikko and used repeatedly by Osborn [10] for compact operators and by Descloux, Nassif and Rappaz [4] for Galerkin approximations to noncompact operators. It essentially reduces the analysis to that of an algebraic eigenvalue problem. Furthermore, our estimates are general in the sense that they can be applied to operators with functions of several variables. We should mention here results available in the literature. Our results should be compared to the approach of Stummel [12] which is based on the development of a very general framework for the analysis of a variety of approximation processes. It has been our aim to tailor our results to the analysis of difference methods. The results of Kreiss [7] are intimately related to the regularity of the solution, while Grigorieff's results [6] are concerned with compact operators.
The theorems of Part 1 depend directly on "stability conditions" (conditions Al and A2). In Part 2, we present a general theory based on a condition to be satisfied by the discretization error of the difference formula (condition (N) of Theorem 2.1) on the set {/1 Lf e Hh}, where Hh is a suitable finite element space.
In each part we have considered two applications: the Numerov scheme (1.4)-(1.6) for the Schrödinger equation and the three-point central difference scheme for regular Sturm-Liouville problems.
Two-dimensional problems can also be treated. The verification of condition (N) for the five-point difference scheme is sketched at the end of Part 2. Let o(L) be the spectrum of L and let X G o(L) be an isolated eigenvalue of finite algebraic multiplicity m. Let A be a closed disk with center X and boundary Y such that A n o(L) = {X}. Let Xh,,...,Xh m(h) be eigenvalues of Lh, repeated according to their algebraic multiplicities and contained in A. We assume that the sequence { Lh)h is such that (Al) 3e0 > 0, such that Ve, 0 < e < e0, 3h0 such that V/t, h < h0,
contains exactly m eigenvalues (repeated according to their multiplicities) of Lh. Denote these by \hl,..., Xh m. For an operator D, R,(D) = (z -D)~l denotes the resolvent operator. We also assume:
(A2) VK, compact sets c f(L), the resolvent set of L, 3/i0 > 0, such that V/? < h0, K c Ç(Lh), the resolvent set of Lh; furthermore, 3c independent of h such that \R:(Lh)\h < c, V/i< h0, Vz g K.
For uh G Uh, Xh and Yh subspaces of Uh, let M"a>za) = inf \uh-zh\h, is the spectral projector of Lh relative to {Xh ,}, 1 < i < m. E(U) and Fh(Uh) are, respectively, the w-dimensional invariant subspaces of L and Lh corresponding, respectively, to X and {aAi/|1 < / < m). Finally, consider the mapping r/ = rh\ E({/): £((7) ^* Í7A and let £A = rhE(U).
We assume: (A3) For h small enough: dim(£A) = m; furthermore, r^\ E(U) -» £Ä is a bijection with k*£|c/.t/4 = SUP kft"l/, < ci-|(rA£)"1L u= SUP \{rn~iuh\^c2,
with Cj, c2 constants independent of /i. Remark 1.1. Note that the assumption on rh is only local, i.e., uniform boundedness must be satisfied on the invariant subspace E(U) only.
Finally, let us introduce the quantity Ya= sup \rhLu -Lhrhu\h, u<EE(U) \u\-l and assume (A4)lim^0yA = 0.
We now state our results. Eigenvalue estimates are based on the following preliminary argument used by Osborn [10] in a different context.
Introduce the operator Ah = Fhrh | E(U): E(U) -» Fh(Uh). We shall prove that Ah is a bijection. Letting L = L\ E(U) and Lh = A~h1LhAh, one can see that these operators can be considered in E(U), with L having the eigenvalue À of algebraic multiplicity m, and Lh the eigenvalues \hl,..., \h m. From (A3) and (1.8) one sees that \Lu -Lhu\ < c\AhLu -LhAhu\h. Note that LhAh = LhFhrh = FhLhrhi so that AhLu -LhAhu = FhrhLu -FhLhrhu. Using the uniform boundedness of Fh on Uh, we obtain immediately our result. D Remark 1.2. Note that the estimates depend solely on the discretization error of the difference scheme over the invariant subspace, i.e., yh. Remark 1.3. In the self adjoint case, since a = 1 and ß = m, note from Theorem 1.3(b) and (c) that every eigenvalue Xh , converges to X with the same rate. This can be checked by a simple algebraic manipulation which we omit here (see [5] ).
1.3. Application to Numerov's Scheme for the Schrödinger Operator. We let U = L2(0, oo); Uh = RN~1; on q(x) we make the following assumption: In case of c = 0, d = 1 in (1.2), there exists an infinite sequence {Xk}k of isolated eigenvalues of multiplicity 1 such that for all k, a < Xk < 0, with lim^^ Xk = 0.
Furthermore, each corresponding eigenfunction has exactly k -1 positive zeros and tends exponentially to zero as x -» oo. The eigenfunctions are in C°°(0, oo). For/G U, set |/| = {/0« \f(x)\2dx}1/2, and for/, g Uh, fh = {/"},, set
Under the assumptions (Q)(1)-(Q)(3), (Al) and (A2) will be verified in the second part of the paper. We turn now to the verification of (A3). For that purpose, introduce Hh = {$ e C(0, X) \ ^(0) = «KX) = 0, ^ linear on (*,_,, x¡), i = 1,..., 7V}. Note that Hh is isomorphic to Uh. Furthermore, if \ph = {^(Xj) 11 < /' < N -1}, then there exist two constants cv c2 independent of h such that
(1-9) c^I^I^CiI'J'aIa. ^^ Vh.
Also, for a function / G C(0, oo) with /(0) = 0, let Ihf G Hh be its interpolant satisfying (IJ)(x,) = f(x,), 1 < í < TV -1.
We now prove the following Lemma 1.4. Let Ek be the invariant subspace corresponding to the eigenvalue Xk, 1 < k. Then under the assumptions (Q)(1)-(Q)(2), there exists a sequence {eh) such that lim h _ 0 eh = 0 and l/-Vl<e*l/l. f^Ek.
Proof. We prove the assertion with |/| = 1. Choose h sufficiently small so that the interval (0, X -h) includes the k -1 zeros of every eigenfunction; thus, on ( X -h, oo), f(x), and consequently Ihf, keeps a constant sign.
We have the trivial inequality
As f(x) decays exponentially to zero, h is also chosen so that on (X -A, oo), \f(x)\ < ck exp(-dkx), ck and dk depending on / and Ek only. Since / is C00, it is well known that
with c independent of h and X. Furthermore, since -f"(x) + q(x)f(x) = Xkf(x), 0<jc<oo, one obtains, using (Q)(2),
Turning to the second term, 2/"_A \f(x)\2 dx, it is bounded by 8h = 2(c2k/dk)exp{-2dk(X -h)}. Letting e¡ = max{âA,c2/z4(|XA| + M)2}, we conclude the result. D If we write now fh = rhf = {/(*,•)}, 1 < i < N -1, we have the following Lemma 1.5. Let Ek be the invariant subspace corresponding to the eigenvalue Xk, 1 < k. Let also Ekh = rhEk, and rA£: Ek -» Ekh. Then for h small enough, Ekh and rk satisfy condition (A3).
Proof. From the identity fh = rhf= rhIhf, and (1.9), we have (1.10) c2IAIa< IVl <CiI/aIaThus, for l/l = 1, using Lemma 1.3, we may write c2l/*l*<IVl<l/l + l/-VI<1 +£a, thus giving \rhE\u v < cv As h is chosen so that (0, X) includes the k -1 zeros of every eigenfunction, one concludes that rE is bijective and áim(Ek h) = 1. We turn finally to the estimation of the discretization error over the subspace Ek, Jh = sup/e Ek,lfl=l\rhLf -LArA/|A. We have the following Lemma 1.6. Let Ek be the invariant subspace corresponding to the eigenvalue Xk, k ^ 1. Under the assumptions (Q)(1)-(Q)(3), and assuming q', q", q'", q(4) are bounded on (0, oo), the following inequality is valid for h sufficiently small: 3) Numerov's scheme yields a discretization error of order 0(h4) over Ek, the invariant subspace corresponding to the eigenvalue Xk.
Proof. Since \f(x)\ < ckexp(-dkx) for x sufficiently large, any choice for which X(h) = 0(h~m), m > 0, will make h~13/2\f(X)\ bounded as h -» 0. For example, h = \/n, X(h) = n, N(h) = n2, is a trivial choice. A more practical one for computer use is h = \/2m, X(h) = m', i > 1, N(h) = 2mm', which also yields the required result.
Remark. In the last choice, note that if one uses i = 1, then h~n/2\f(X)\ -» oo as h -> 0.
We state finally a last theorem based on Theorems 1.1 and 1.2. It is well known [9] that under the assumption (Cl) there exists an increasing sequence of eigenvalues Xl < X2 < ••• <X"< ••■ that approach oo, each having multiplicity 1. The eigenfunction corresponding to X" has exactly n-l zeros in the open interval (a,b).
Furthermore, we assume sufficient regularity on p, q and s, so that y g C4(a, b); for example,
Consider a partition x = a + ih,0^iatN, with Nh = b -a, and a discretization of (1.11) based on the central difference formula, K/iy{x) = (y(x + h/2)-y(x -h/2))/h, (ii) For (Al), let X be an isolated eigenvalue of finite algebraic multiplicity m, and A a disc centered at X, with boundary T such that for all A sufficiently small, A contains m eigenvalues of A\ (repeated according to their multiplicities) converging to X; E\ = (2iTiylfr Rz(A\)dz is the spectral projector corresponding to A\ and E\(Hh\ its invariant subspace. Similarly, El = (2iri)'1jT Rz(A2h)dz, and one notes that (2. 7) lim sup ¡(£¿-£2)^1 = 0.
11*11=1
This can be seen from the identity El-E2h=(2m)-lf Rz{A\){A2-A\)Rz{A2)dz.
Using the first part of the theorem and (P), one obtains (2.7). Consider now the mapping Ë2 = E2 | £l(l/j): Exh(Hh) -» E¡(Hh). For $ g Hh such that ||^|| = 1, one has from (2.7) that limÄ^0||^ -£A2*|| = 0, which obviously shows that for A sufficiently small, £A2 is injective. Hence dim( E\(Hh)) < dim(Eh2 ( This corollary enables us to use previous results obtained earlier for Galerkin approximations. In particular, by use of the Courant principle [2] and the notion of essential numerical range, Descloux [3] has clearly demonstrated that one obtains (Al) and (A2) for Galerkin approximations outside the essential numerical range ¿. In the particular case where q satisfies (Q)(1)-(Q)(3), £ is exactly the interval [0,1/y], which forms the continuous spectrum.
Outside such an interval, A has only isolated eigenvalues that can be approximated by the Galerkin method, and therefore by the difference operator Lh satisfying property (N).
2.4. Verification of (N) for Numerov's Scheme. Using the notations of Lemma 1.6, we write oh = rhLxz -Lhrhz for z = Ax$, \¡/ g Uh.
We .i = -(<l(x)z')x=x, + *t/î(iiVi). 0<i<N.
Using (2.10), one obtains by standard techniques the following lemma.
Lemma 2.7. Assuming z G H3(a, b), qz' G H2(a, b), the discretization error of the difference scheme (1.12)-(1.13) for (2.9) satisfies \rhLz -Lhrhz\hfi -max{l,q}{2\z"'\ +\(qz')"\} .
Again, using energy inequalities, one bounds the right-hand side of Lemma 2.7 in terms of \\\p\\, which leads to Theorem 2.3. Under the assumptions of Lemma 2.7, the central difference scheme for the regular Sturm-Liouville problem satisfies condition (Al) for each eigenvalue, and (A2) for every compact set of the resolvent set. With A = (hv h2) g (0,1) X (0,1), define the discrete domain P>i, = {(^,. y,)\xi = *i. yj=Jh2^ < i < M,0 <j < N, i, j integers).
For uh= {uh ij)0<i<M0<j<N define the five-point difference operator -AA given for uh: Dh -> R by (213) (-**"*)'•;= (2m'-> _ "'-ij ~ M'+u)/*i + (2",j -",,,-i -uiJ+l)/hl, i,j g DA, (2.14) MAi(,. = 0, i, j g 3D,
