ABSTRACT We present a constraint-oriented state-based proof methodology for concurrent software systems which exploits compositionality and abstraction for the reduction of the veri cation problem under investigation. Formal basis for this methodology are Modal Transition Systems allowing loose state-based speci cations, which can be re ned by successively adding constraints. Key concepts of our method are projective views, separation of proof obligations, Skolemization and abstraction. Central to the method is the use of Parametrized Modal Transition Systems. The method easily transfers to real-time systems, where the main problem are parameters in timing constraints.
Introduction
The use of formal methods and in particular formal veri cation of concurrent systems, interactive or fully automatic, is still limited to very speci c problem classes. For state-based methods this is mainly due to the state explosion problem: the state graph of a concurrent systems grows exponentially with the number of its parallel components { and with the number of clocks in the real-time case {, leading to an unmanageable size for most practically relevant systems. Consequently, several techniques have been developed to tackle this problem. Here we focus on the four main streams and do not discuss the ood of very speci c heuristics. Most elegant and ambitious are compositional methods (e.g. ASW94, CLM89, GS90] 4 ), which due to the nature of parallel compositions are unfortunately rarely applicable. Partial order methods try to avoid the state explosion problem by Our proof methodology is not complete, i.e., there is neither a guarantee for the possibility of a nite state reduction nor a straightforward method for nding the right amount of separation for the success of the succeeding steps or the adequate abstraction for the nal veri cation. Still, as should be clear from the examples in the paper, there is a large class of problems and systems, where the method can be applied quite straightforwardly. Of course, the more complex the system structure the more involved will be the required search of appropriate granularity and abstraction.
Whereas complex data dependencies may exclude any possibility of`horizontal' decomposition, our approach elegantly extends to real time systems, even over a dense time domain. In fact, this extension does not a ect the possibility of a nite state reduction. For the real-time case, the basis are Timed Modal Transition Systems (TMS) CGL93], where (weak) re nement is decidable. The TMS tool Epsilon (see again CGL93]) can be used to nd the re nements on demand.
However, in this paper parametrized timed modal transition systems are used. Parameters may appear either in actions (so-called parametrized actions) or in timing constraints. Due to in nite parameter sets, speci cations may in general have an in nite number of actions. Our method however aims at reducing this set of actions to a (small) nite one, such that automatic analysis of the transition systems is possible. The method does not apply to timing parameters, although we will demonstrate how to reduce them in our particular examples. The main problem with timing parameters is that existing tools cannot deal with both, parameters and re nement.
We demonstrate our methodology by two examples: an extremely simple problem of pipelined bu ers, and a speci cation and veri cation problem of a Remote Procedure Call (RPC) posed by Broy and Lamport ( BL93] ). The method is explained step by step by applying it rst to the simple example and afterwards to the RPC problem in order to indicate that the methods scales up. Both problems have untimed and timed versions including even parameters in the timing constraints. The speci c constellation, however, allows us to capture these parameters.
The next section recalls the basic theory of Modal Transition Systems, which we use for system speci cation. Thereafter we describe the RPC problem. The following sections explain our method in detail. Section 4 presents our notion of projective views and discusses the rst reduction step. The subsequent two sections are devoted to the second and third reduction step, while Section 7 shows how to extend our method to real time systems over a dense time domain. Finally, Section 8 summarizes our conclusion and directions to future work.
Modal Transition Systems
In this section we give a brief introduction to the existing theory of modal transition systems. We assume familiarity with CCS. For more elaborate introductions and proofs we refer the reader to LT88, HL89, Lar90].
When specifying reactive systems by traditional Process Algebras like e.g. CCS Mil89], one de nes the set of action transitions that can be performed (or observed) in a given system state. In this approach, any valid implementation must be able to perform the speci ed actions, which often constrains the set of possible implementations unnecessarily. One way of improving this situation within the framework of operational speci cation is to allow speci cations where one can explicitly distinguish between transitions that are admissible (or allowed) and those that are required. This distinction allows a much more exible speci cation and a much more generous notion of implementation, and therefore improves the practicality of the operational approach. Technically, this is made precise through the following notion of modal transition systems:
De nition 2.1. A modal transition system is a structure S = ( ; A; ? ! ; ? ! ), where is a set of states, A is a set of actions and ? ! , ? ! A are transition relations, satisfying the consistency condition ? ! ? ! . Intuitively, the requirement ? ! ? ! expresses that anything which is required should also be allowed hence ensuring the consistency of modal speci cations. When the relations ? ! and ? ! coincide, the above de nition reduces to the traditional notion of labelled transition systems.
Syntactically, we represent modal transition systems by means of a slightly extended version of CCS. The only change in the syntax is the introduction of two pre x constructs a :P and a :P with the following semantics: a :P a ? ! P, a :P a ? ! P and a :P a ? ! P. The semantics for the other constructs follow the lines of CCS in the sense that each rule has a version for ? ! and ? ! respectively. We will call this version of CCS modal CCS.
As usual, we consider a design process as a sequence of re nement steps reducing the number of possible implementations. Intuitively, our notion of when a speci cation S re nes another (weaker) speci cation T is based on the following simple observation. Any behavioural aspect allowed by S should also be allowed by T; and dually, any behavioural aspect which is already guaranteed by the weaker speci cation T must also be guaranteed by S. Using In order to compare speci cations at di erent levels of abstraction, it is important to abstract from transitions resulting from internal communication.
This can be done as usual: For a given modal transition system S = ( ; A f g; ? ! ; ? ! ) we derive the modal transition system S " = ( ; A f"g; ) ; ) ), where " ) is the re exive and transitive closure of ? ! , and where T a ) T 0 ; a 6 = ", means that there exist T 00 ; T 000 such that T "
) T 00 a ? ! T 000 " ) T 0 The relation ) is de ned in a similar manner.
The notion of weak re nement can now be introduced as follows: S weakly re nes T in S, S E T, i there exists a re nement relation on S " containing S and T.
Weak re nement E essentially enjoys the same pleasant properties as /:
it is a preorder preserved by all modal CCS operators except + HL89] (including restriction, relabelling and hiding). Moreover, for ordinary labelled transition systems weak re nement reduces to the usual notion of weak bisimulation ( ).
In our examples, we will deal with weak re nement and (in general) in nite action sets. In the context of weak re nement, forbidding internal -actions in a constraint is a severe and unnatural restriction. We therefore consider only saturated versions of speci cations, which always allowsteps by having -may-loops at each of their states. Note that each process The use of saturated transition systems has a major technical advantage: the de nitions of conjunction and independence work for weak re nement in the same way as before for strong re nement. This is not true in the general case, which requires tedious adaptations.
Thus let us assume in the following that all transitions systems are saturated. This guarantees the validity of some important rules: 
The proofs for all these claims are straightforward. As an example, we give a proof for the left hand side of the third part.
Starting from ( In our examples, certain patterns of modal transition systems will be found frequently. Assuming an action set Act and subsets ; and , Fig. 1 depicts two of these patterns, which will be used in our examples. We use the following \abbreviations" for these transition systems:
AG :
for the left hand side transition system and
for the right hand side system.
FIGURE 1. Typical Patterns of Modal Transition Systems
The intuition behind these transition system is \as long as only actions from are taken, no actions from may be allowed" 5 and \after an action from has been taken, no actions from are allowed as long as we only traverse actions from ". The given \abbreviations" are in fact formulae of a parameterized version of CTL. As we cannot discuss the relationship between CTL and modal transition systems here, the interested reader is referred to CES83] for standard CTL and to Ste93] to learn about an extension of CTL which is powerful enough to capture the considered modal transition systems.
The Remote Procedure Call Problem
We demonstrate our method by applying it to a speci cation problem given by Broy and Lamport. Due to space limitations we can only present part of the problem.
The original problem consists of a memory component and an RPC mechanism. The memory component accepts read and writes from several processes, and returns the requested values (none in case of write) or raises an exception. The only exception here is memory failure, i.e. the memory could not read from/write to the hardware. A component in which exceptions do never occur is called a reliable memory.
The processes are connected to the memory component via an RPC (Remote Procedure Call) mechanism. The RPC mechanism simply forwards calls from the processes to the memory, and returns from the memory to the processes. The RPC should be transparent to the user, i.e. the composition of the memory component and the RPC should be an implementation of the memory. This is what we will call the untimed RPC problem.
In the real-time case, the time to forward calls and returns by the RPC should be no more than . Further an exception should be raised if a call to the RPC does not return within 2 + " seconds. We will prove that if all calls to a reliable memory return within " seconds, then the composition of the RPC and the reliable memory is an implementation of the reliable memory. This is the timed RPC problem.
The following is an informal speci cation of the memory component M, concentrating on write calls only. We assume sets procId of process identi ers, memLocs of memory locations and memVals of memory values, with typical elements id, loc and val resp. We will often use Z as an abbreviation for the product of the three sets, i.e. Z := procId memLocs memVals, with typical element z 2 Z.
The events occurring in the memory component are described by parameterized actions, taking arguments from procId, memLocs and memVals. In the next sections, we will explain our method directly using a much simpler example. At the end of each section we show how our method transfers to the RPC problem. We start with the untimed case.
Projective Views
In the following, we present, motivate and clarify our proof methodology by means of a minimal example, which is just su cient to explain the various phenomena.
Consider the parallel system in Fig. 4 . Here two parameterized, disposable component media (supposed to transmit natural numbers) A and B are composed in parallel yielding a pipeline. Informally, the component A is supposed to input a natural number on port a, then output this number on port b after which it will terminate. The behaviour of B is similar. Using modal transition systems, the parallel system may be expressed as follows: and B we specify the two components behaviour using projective views A n and B n ; one view for each possible natural number n. The projective view A n speci es the constraints on the behaviour of the component A when focusing on transmission of the value n; this constraint can be expressed as the modal transition system A n given in Fig. 6 (where we use solid lines for must-and dotted lines for may-transition). 
Application to the RPC problem
We give modal transition systems for the speci cation of properties P0; P1 and P2 of the memory component. Therefore we split P1 into two properties P1a; P1b meaning P1a A write-call from process id cannot return unless an atomic write is performed.
P1b As long as a write-call from process id has not returned, no atomic write to a wrong location or of a false value occurs The labels in the following speci cations are sets of actions (called abstracted actions). A single action is a shorthand for the set containing this and only this action. For the other sets, we use the usual set-theoretic connectives, and a dot-notation, where a parametrized action with dots as parameters means \the set of all actions where the dotted position is replaced by all legal values for the parameter", e.g. for a xed id 2 procId, mWr(id; :; :) is the set fmWr(id; loc; val) j loc 2 memLocs; val 2 memValsg.
The properties P1a and P1b are easily expressed by the following abbreviations of modal transition systems: AG Act mWr(id; :; :) ] AG Actnwrite(id;:;:) : f mRetWr(id) g AG Act mWr(id; loc; val) ] AG Actnwrite(id;loc;val) : f mRetWr(id) g Our speci cation assumes that calls from di erent processes are handled concurrently. As calls from di erent processes do not interfere, no actions parametrized with an identi er other than id is constrained in the specications of calls from process id. This is modelled by allowing all actions with an identi er di erent from the xed id in any state. Instead of adding to each state a loop where all these actions are allowed, we draw boxes meaning \a state with a loop for all non-id actions". By this the conjunction of the speci cations for all processes is the same as their parallel composition. The modal transition systems which specify the properties for a xed value id are given in Fig. 7 . The transition systems for P1a; P1b and P2 are the expansions of the \abbreviated" transition systems (cf. Fig. 1 ), while the transition system for P0 was de ned directly. Note that only P1b really depends on loc and val, and that the properties P0; P1a; P1b and P2 are the conjunctions of the above modal speci cations over all z 2 Z. Here the edges leaving the \macro state" can be either may-or musttransition.
For a given transition system with start state s 0 and an auxiliary state s 0 not already in the transition system, this is meant to expand to i.e. state s tolerates any action from T. If the behaviour of a tolerated action is already speci ed by an outgoing edge, nothing new happens. Otherwise, the system goes to the auxiliary state s 0 , where it accepts any action until a return action (from R) occurs. Return actions take the system back to the start state. There are two main projective views of the RPC. In the rst view, a write is handed through and a return received from the memory. In the second view, instead of a return a memory failure is received. These two views R 1 (id; loc; val) and R 2 (id; loc; val) are given in the following picture:
The sets in the macro states are de ned as follows: rCall(id) := rWr(id; :; :) rRet(id) := rRetWr(id) rFail(id) mRet(id) := mRetWr(id) mFail(id) While it is natural to use must-transitions in this speci cation, the lack of must-transitions in the memory component allows us to weaken these must transitions to may transitions without a ecting the correctness of a successful proof. This guarantees the well-de nedness of conjunction, as all our speci cations are now independent.
Let R(z) := R 1 (z)^R 2 (z). The untimed speci cation of the RPC R is the conjunction of R(z) over all z.
Let f be a relabelling mapping all actions of the RPC to the appropriate actions of the memory component, and A := rWr(:; :; :) rRetWr(:) rFail(:) and H := write(:; :; :). Then the untimed veri cation problem is R j M=H nA f] E M=H (1.5) where the internal actions of the memory (i.e. the atomic writes) are hidden.
Su cient Proof Condition
As a conjunction is a re nement of every of its components (cf. Prop. 2.5), the proof of (1.4) can be reduced to the veri cation of This reduction alone would not gain much. Here however it turns out that it is su cient to verify 8j 2 N: A j j B j nfbg E C j (1.6) which is intuitively clear as transmitting j through the pipeline only depends on transmitting j through its components.
The fact that (1:6) is su cient follows from a general proof principle behind the reduction. The idea is that there is a typical pattern of re nement we need to establish. This pattern consists of a large conjunction V C j on the right side, and a parallel composition of large conjunctions on the left side (with possible restriction). To establish such a weak re nement, it is su cient to establish the re nement for each conjunct C j . However, concentrating on a speci c component C j , a lot of the details of the implementation on the left side can (hopefully) be disregarded, thus it will be su cient to restrict the proof to subsets of the conjuncts in the parallel components of the left hand side. These subsets will generally depend on j. This is formalized by the following su cient proof condition:
Theorem 5.1. Assume index sets I 1 ; : : : I k ; I, and modal transition systems Aì; C j (`2 f1; : : : ; kg; i 2 I`; j 2 I). If there are subsets I`; j I`for each`2 f1; : : : ; kg and j 2 I, such that 8j 2 I: Of course, in general the power of this proof principle strongly depends on a good choice of the I`; j , which was trivial in our example.
Application to the RPC Problem
With the same argumentation, to prove (1:5) it is su cient to show 8z 2 Z: R(z) j M(z)=H nA f] E M(z)=H (1.10) 6 Skolemization and Abstraction So far we have reduced the overall veri cation problem of (1.4) to that of (1.6). At rst sight this doesn't seem much of a reduction as (1.6) requires a re nement proof to be established for each natural number. Fortunately, these proofs are not really sensitive to the actual value of the natural number n. Letting k be an arbitrary natural number (or a Skolem constant) it su ces to prove:
in order to infer (1.6). Thus we are now left with the problem of establishing a single re nement. But still, though nite state the speci cations A k and B k both have in nitely many transitions (as a 6 =k is an ini nite label set).
However we can nd an equivalence relation on the actions of the components which is of nite index, but still ne enough to establish the proof goal. Replacing a system with a new one gained by collapsing w.r.t. an equivalence relation is called abstraction.
In the following, s] is the equivalence class of s under . If the equivalence relation is understood from the context, we write s].
In general, an equivalence relation on states and transitions is needed, but for the examples here an equivalence relation on transitions su ces:
De nition 6.1. Let P be a TMS over an alphabet Act Compatible equivalence relations satisfy the following three properties:
Proposition 6.2. Let P and Q be two TMS's and an equivalance relation on their common alphabet compatible with P and Q. Then the following holds:
1. P E Q implies P E Q, 2. if ] = f g then is compatible with P j Q, , then is compatible with P n L.
Proof. 1: P E Q implies the existence of a weak re nement relation between the states of P and Q . As no states are collapsed, we can use the same relation to establish P E Q exploiting its compatitiblity:
If Q requires an a-step, then Q requires an a]-step by de nition. As P is a weak re nement of Q , it requires an a]-step as well. Thus by de nition P requires an a 0 -step for some a 0 2 a]. Compatibility now guarantees an a 0 -step for every a 0 2 a], in particular for a itself.
The part for may-transitions follows analogously. This Proposition allows us to reduce veri cation problems for in nite systems to problems for nite systems, as soon as an appropriate equivalence relation can be found.
For our example, let us consider the equivalence relation de ned by
x k x k and x i x j whenever i; j 6 = k, where x ranges over fa; b; cg.
Further builds an equivalence class of its own. For our speci cation, the macro a l; u] is convenient, where a is an action and l; u are real numbers with l < u. The intuition is that a process a l; u]:P may enable a after l time units and must enable a after u time units. In other words, communication via a may be possible after at least l time units, and will be possible at any time after u time units. In our examples, the lower bound is always zero. The graphical presentation we use for a 0; u]:P is: We are now going to establish that a`pipeline' with two components with delay d should not be slower than one component with delay 2d, i.e.
The same method as in the untimed case reduces the situation to
for a Skolem constant k and the equivalence relation of the previous section. Now, given a speci c value for d this proof can be carried out using the Epsilon tool, which treats real valued timer domains by means of the clock region automaton technique (see AD94] for details). This technique relies on integer values for all explicit timer constants in the speci cation, which can be achieved by multiplication with an appropriate constant in most applications. As all timer constants are multiplied by the same constant, this does not a ect the principle behaviour of the system. In our example, the obvious choice for this constant is 1=d, leaving us with the following re nement problem A k (1) j B k (1) n fbg E C k (2) which can be solved using Epsilon. Note that this proof indeed covers the statement for any d. Thus even in the presence of real time, the original veri cation problem is reduced to a very simple, automatically solvable problem.
The following is a timed version of R 1 , where passing through the calls and returns takes not more than seconds: Note that actions without a timing constraint are enabled at any time. The timed version of R 2 is de ned analogously (although unnecessary for the reliable memory). Call the timed RPC R .
In the same way as the RPC we specify a demon which signals a failure if a call to the RPC does not return within 2 +" seconds. The actions of the demon are the same as those of the RPC, only the pre x r is replaced by a d. Timeout is modelled by a -transition. The speci cation of the demon
To de ne a timed reliable memory, we only need to alter property P0 by requiring the return to occur within " time. This is done by the following: Note that the memory on the right hand side is the \untimed" M R , where we interprete all actions to be enabled all the time. Further the set A and the relabelling f have to be adjusted. This problem can once again be reduced by our method to a problem concerning transition systems of small size, as we only need to look at a prototypical z. However, having two parameters and " in the timing constraints, the standard multiplication trick is not su cient to produce a parameterless situation. Luckily, this particular example is equivalent to a one parameter problem: computing R j M " R =H by hand one nds a transiton system, which can be regarded as parameterized in 2 + " only. Now the previously used multiplication trick is applicable opening the problem to automatic veri cation by means of Epsilon.
Conclusion and Future Work
We have introduced a new constraint-oriented method for the (automated) veri cation of concurrent systems. Key concepts of our`divide and conquer' method are projective views, separation of proof obligations, Skolemization and abstraction, which together support a drastic reduction of the complexity of the relevant subproblems. Of course, our proof methodology does neither guarantee the possibility of a nite state reduction nor a straightforward method for nding the right amount of separation or the adequate abstraction. Still, there is a large class of problems and systems, where the method can be applied quite straightforwardly. Typical examples are systems with limited data dependence. Whereas involved data dependencies may exclude any possibility of`horizontal' decomposition, our approach elegantly extends to real time systems, even over a dense time domain. In fact, the resulting nite state problems can be automatically veri ed using the Epsilon veri cation system. All this has been illustrated using a simple example of pipelined bu ers. Our experience indicates that our method scales up to practically relevant problems, as demonstrated by the problem of the transparent RPC.
Beside further case studies and the search for good heuristics for proof obligation separation and abstraction, we are investigating the limits of tool support during the construction of constraint based speci cations and the application of the three reduction steps. Whereas support by graphical interfaces and interactive editors is obvious and partly implemented in META-Frame, a management system for synthesis, analysis and veri cation currently developed at the university of Passau, the limits of consistency checking and tool supported search for adequate separation and abstraction are still an interesting open research topic.
As pointed out, one major problem are parameters in the timing constraints. We are currently investigating methods { similar to the approach presented for parametrized timed automata in AHV93] { for checking bisimulation and (weak) re nement for parametrized modal transition systems.
