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Abstract
In this article, a generalized version of Negative binomial- beta expo-
nential distribution with five parameters have been introduced. Some in-
teresting submodels have been derived from it. A comprehensive math-
ematical treatment of proposed distribution is being provided. Various
expressions like that of moment generating function, moments are de-
rived. The model parameters are estimated by the maximum likelihood
method. Finally, the application of proposed distribution is carried out
on one sample of automobile insurance data.
Keywords: Mixed Generalized Negative Binomial Distribution; Beta Exponential-
Negative Binomial Distribution; Waring Distribution; Yule Distribution; Max-
imum Likelihood Estimation.
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1 Introduction
Count data often appear in disciplines such as insurance, health, environment,
ecology, actuarial science, biology etc. The examples of count datasets, in-
cludes, the number of times a patient is referred to hospital in a calendar year,
the number of days a patient stays in the hospital, the number of accidents,
the number of children a married couple has, the number of insurance claims,
the number of kinds of species in ecology and many more. The typical fea-
tures possessed by such datasets are over dispersion, zero vertex unimodality
and positively skewed nature. In many cases, the simple Poisson distribution
model is not appropriate because it imposes the restriction that the conditional
mean of each count variable must equal the conditional variance. As Min and
Czado (2010) point out, the Poisson model is too simple to capture complex
structures of count data such as over dispersion and zero vertex modalitiy,
that is , presence of higher percentage of zero values. In consequence, many
attempts have been made to develop such models that are less restrictive than
Poisson, and are based on other distributions, have been presented in the sta-
tistical literature, including the negative binomial, generalized Poisson and
generalized negative binomial (see Cameron and Trivedi (1998) and Famoye
(1995), among others). Also various methods have been employed to develop
new class of discrete distributions like mixed Poisson method (see Karlis and
Xekalaki, 2005), mixed Negative Binomial (Gomez et al., 2008), discretiza-
tion of continuous family of distribution and discrete analogues of continuous
distribution.
Jain and Consul (1971) proposed a generalized negative binomial distribu-
tion i.e., X ∼ GNB(m, θ, β) with probability mass function (PMF)
p(x) =
m
m+ βx
(
m+ βx
x
)
(1− θ)xθm+βx−x, x = 0, 1, . . . (1)
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where m > 0, 0 ≤ θ < 1, θβ < 1 and β ≥ 1. Let θ = e−λ follows Beta
Exponential distribution proposed by Nadarajah and Kotz (2006) denoted as
θ ∼ BE(a, b, c) with pdf given by
g(x) =
c
B(a, b)
e−bcx
[
1− e−cx]a−1 , x > 0 (2)
where a, b, c > 0 and B(r, s) = Γ(r)Γ(s)
Γ(r+s)
; r, s > 0.
The moment generating function (mgf) corresponding to (2) is given by
Mx(t) =
B(b− t
c
, a)
B(a, b)
(3)
The aim of our work is to introduce generalized version of Negative Binomial-
Beta Exponential distribution (Pudprommart et al.,2012) and discuss its var-
ious special cases which are actually some well known models. The factorial
moments corresponding to those distributions are also discussed. Finally a
data set has been used to check the efficacy of our proposed model.
2 A New Mixture distribution
The PMF of proposed distribution is defined by following stochastic represen-
tation
X|λ ∼GNB(m,β, θ = e−λ)
λ|a, b, c ∼BE(a, b, c)
(4)
where, GNB(m,β, θ = e−λ) is the generalized negative binomial distribution
and BE(a, b, c) Beta Exponential distribution and is obtained in Theorem 1.
Theorem 1. Let X ∼ GNB − BE(m,β, θ = e−λ, a, b, c) be a Generalized
negative binomial-Beta exponential distribution as defined in (4) then pmf is
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given by
p(x) =
m
m+ βx
(
m+ βx
x
) x∑
j=0
(
x
j
)
(−1)jB(b+
j+m+βx−x
c
, a)
B(a, b)
, x = 0, 1, · · · ,
(5)
with m > 0, β ≥ 1 and a, b, c > 0.
Proof: If X|λ ∼ GNB(m,β, θ = e−λ) and λ ∼ BE(a, b, c) , then pmf of X can
be obtained by
h(x) =
∫ ∞
0
f(x|λ)g(λ; a, b, c)dλ (6)
where
f(x|λ) = m
m+ βx
(
m+ βx
x
)
e−λ(m+βx−x)(1− e−λ)x
=
m
m+ βx
(
m+ βx
x
) x∑
j=0
(
x
j
)
(−1)je−λ(j+m+βx−x)
(7)
Putting Equation (7) in Equation (6), we find
h(x) =
m
m+ βx
(
m+ βx
x
) x∑
j=0
(
x
j
)
(−1)j
∫ ∞
0
e−λ(j+m+βx−x)g(λ; a, b, c)dλ
=
m
m+ βx
(
m+ βx
x
) x∑
j=0
(
x
j
)
(−1)jMλ (−(j +m+ βx− x))
(8)
Putting the mgf of BE(a, b, c) in Equation (3) into Equation (8), we get the
pmf of GNB − BE(m,β, a, b, c) as
p(x) =
m
m+ βx
(
m+ βx
x
) x∑
j=0
(
x
j
)
(−1)jB(b+
j+m+βx−x
c
, a)
B(a, b)
,
which proves the theorem. 
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Figure 1: PMF plot of GNB − BE(m,β, a, b, c) distribution for different valaues of
parameter: (a) β = 1,m = 1, a = 5, b = 1, c = 1, (b)β = 1,m = 3, a = 4, b = 4, c =
5, (c) β = 1,m = 3, a = 5, b = 2, c = 2, (d) β = 1,m = 5, a = 5, b = 10, c = 0.8 (e)
β = 1,m = 20, a = 15, b = 5, c = 5 and (f) β = 1,m = 30, a = 20, b = 20, c = 5.
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2.1 Relation with other existing distributions
1. For β = 1, it can be easily verified that GNB − BE(m,β, a, b, c) reduces
to Negative Binomial-Beta Exponential distribution NB − BE(m, a, b, c)
proposed by Pudprommarat et al.(2012) whose pmf is given by
h1(x) =
(
m+ x− 1
x
) x∑
j=0
(
x
j
)
(−1)jB(b+
m+j
c
, a)
B(a, b)
(9)
2. If β = 1, c = 1, then GNB − BE(m,β, a, b, c) reduces to generalized
Waring distribution with pmf obtained as:
h2(x) =
Γ(a+ b)Γ(m+ b)a(x)m(x)
Γ(b)Γ(m+ a+ b)(m+ a+ b)(x)
1
x!
; x = 0, 1, · · · for m, a, b > 0
(10)
where m(s) =
Γ(m+s)
Γ(m)
; m, s > 0.
Proof: If X|λ ∼ GNB(m,β = 1, θ = e−λ) and λ ∼ BE(a, b, c = 1), then
the pmf of X is obtained as
h2(x) =
(
m+ x− 1
x
) x∑
j=0
(
x
j
)
(−1)jB(b+m+ j, a)
B(a, b)
=
(
m+ x− 1
x
)(
Γ(a)
B(a, b)
) x∑
j=0
(
x
j
)
(−1)j Γ(j +m+ b)
Γ(j +m+ a+ b)
(11)
Using the result of Gardshteyn and Ryzhikh (2007), the sum of binomial
terms in Equation (11) is of the form
x∑
j=0
(
x
j
)
(−1)j Γ(j + b)
Γ(j + a)
=
B(x+ a− b, b)
Γ(a− b) (12)
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Therefore, h2(x) can be written as
h2(x) =
(
m+ x− 1
x
)(
Γ(a)
B(a, b)
)
B(x+ a,m+ b)
Γ(a)
=
Γ(a+ b)Γ(m+ b)
Γ(b)Γ(m+ a+ b)
Γ(a+ x)
Γ(m)
Γ(m+ x)
Γ(m)
Γ(m+ a+ b)
Γ(m+ a+ b+ x)
1
x!
=
Γ(a+ b)Γ(m+ b)
Γ(b)Γ(m+ a+ b)
a(x)m(x)
(m+ a+ b)(x)
1
x!
Hence proved. 
3. If β = 1, a = 1, b = k − m and c = 1, then GNB − BE(m,β, a, b, c)
reduces to Waring distribution with pmf given by
h3(x) =
(k −m)Γ(m+ x)Γ(k)
Γ(m)Γ(k + x+ 1)
; x = 0, 1, · · · . m > 0 & k > m
(13)
Proof: Put a=1 & b=k-m in Equation (12), we get the pmf of X as
h3(x) =
Γ(k −m+ 1)Γ(K)1(x)r(x)
Γ(k −m)Γ(k + 1)(m+ 1)(x)
1
x!
=
Γ(k −m+ 1)Γ(K)Γ(x+ 1)Γ(m+ x)
Γ(k −m)Γ(k + 1)Γ(1)Γ(m)
Γ(k + 1)
Γ(k + 1 + x)
1
Γ(x+ 1)
=
(k −m)Γ(m+ x)Γ(k)
Γ(m)Γ(k + x+ 1)
Hence proved. 
4. If m = 1, β = 1, a = 1, and c = 1, then GNB − BE(m,β, a, b, c) reduces
to Yule distribution with pmf given by
h4(x) =
bx!
(b+ 1)(x+1)
;x = 0, 1, · · · , b > 0 (14)
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Proof: Put m = 1 and a = 1 in Equation (12) , the pmf of the X as
h4(x) =
B(x+ 1, b+ 1)
B(1, b)
=
Γ(x+ 1)Γ(b+ 1)Γ(b+ 1)
Γ(x+ b+ 2)Γ(b)
=
bx!
(b+ 1)(x+1)
Hence proved. 
5. For β = 0 and m ∈ N , then GNB − BE(m,β, a, b, c) reduces to mixture
of Binomial distribution with Beta Exponential distribution whose pmf
is given by
h5(x) =
(
m
x
) x∑
j=0
(
x
j
)
(−1)jB(b+
j+m−x
c
, a)
B(a, b)
(15)
3 Factorial moments and ordinary (crude) mo-
ments of a mixture of Generalized Negative
Binomial distribution with Beta Exponential
distribution
Note that the factorial moment of GNB(m,β, θ) of order k is given by
µ[k](x) = E [x(x− 1) · · · (x− k + 1)] = Γ(m+ k)
Γ(m)
(1− θβ)k
θk
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Theorem 2. If X ∼ GNB − BE(m,β, θ = e−λ, a, b, c), then factorial moment
of order k is given by
µ[k](x) =
Γ(m+ k)
Γ(m)
k∑
j=0
(
k
j
)
(−β)jB(b−
k−j
c
, a)
B(a, b)
(16)
Proof: If X|λ ∼ GNB(m,β, θ = e−λ) and λ ∼ BE(a, b, c), then factorial
moment of order k can be find out by using concept of conditional moments
as
µ[k](x) = Eλ
[
µ[k](x|λ)
]
Using the factorial moment of order k of GNB(m,β, θ) , µ[k](x) becomes
µ[k](x) = Eλ
[
Γ(m+ k)
Γ(m)
(eλ − β)k
]
=
Γ(m+ k)
Γ(m)
Eλ(e
λ − β)k
Through the binomial expansion of (eλ − β)k = ∑kj=0 (kj)(−β)jeλ(k−j), µ[k](x)
can be written as
µ[k](x) =
Γ(m+ k)
Γ(m)
k∑
j=0
(
k
j
)
(−β)jEλ(eλ(k−j)
=
Γ(m+ k)
Γ(m)
k∑
j=0
(
k
j
)
(−β)jMλ(k − j)
From the mgf of BE(a, b, c) in Equation (3) with t = k − j, we get finally
factorial moment of order k as:
µ[k](x) =
Γ(m+ k)
Γ(m)
k∑
j=0
(
k
j
)
(−β)jB(b−
k−j
c
, a)
B(a, b)
which proves the theorem. 
Corollary 1. If β = 1, then factorial moment of order k of GNB − BE(m,β, θ =
e−λ, a, b, c) reduces to factorial moment of Negative Binomial-Beta Exponen-
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tial distribution, which is computed by substituting β = 1 in Equation (16) and
after simplification:
µ[k](x) =
Γ(m+ k)
Γ(m)
k∑
j=0
(
k
j
)
(−1)jB(b−
k−j
c
, a)
B(a, b)
(17)
Corollary 2. If β = 1 and c = 1, then factorial moment of order k of
GNB − BE(m,β, θ = e−λ, a, b, c) reduces to:
µ[k](x) =
m(k)a(k)
(b− 1)(b− 2) · · · (b− k) , k = 1, 2, · · · for m, a, b > 0 & b > k
(18)
which is the actually the factorial moment of order k of generalized Waring
distribution.
Proof: Putting c = 1 in Equation (17), we have
µ[k](x) =
Γ(m+ k)
Γ(m)
k∑
j=0
(
k
j
)
(−1)jB(b− k + j, a)
B(a, b)
=
Γ(m+ k)
Γ(m)
k∑
j=0
(
k
j
)
(−1)j Γ(a)
B(a, b)
k∑
j=0
(
k
j
)
(−1)j
(
Γ(j + b− k)
Γ(j + b− k + a)
)
(19)
By using expansion given in Equation (12), Equation (19) reduces to
µ[k](x) =
Γ(m+ k)
Γ(m)
Γ(a)
B(a, b)
B(a+ k, b− k)
Γ(a)
=
Γ(m+ k)
Γ(m)
Γ(a+ k)
Γ(a)
Γ(b− k)
Γ(b)
=
m(k)a(k)
(b− 1)(b− 2) · · · (b− k)
Corollary 3. If β = 1, a = 1, b = n −m and c = 1, then factorial moment
of order k of GNB − BE(m,β, θ = e−λ, a, b, c) reduces to the factorial moment
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of order k of Waring distribution which is given by:
µ[k](x) =
m(k)k!
(n−m− 1)(n−m− 2) · · · (n−m− k) , k = 1, 2, · · · for m > 0 & n−m > k
(20)
Proof: Substituting a = 1 & b=n-m in Equation (18), we have:
µ[k](x) =
m(k)1(k)
(n−m− 1)(n−m− 2) · · · (n−m− k)
=
m(k)k!
(n−m− 1)(n−m− 2) · · · (n−m− k)
Corollary 4. If β = 1, m = 1, a = 1 and c = 1, then factorial moment of
order k of GNB − BE(m,β, θ = e−λ, a, b, c) reduces to the factorial moment of
order k of Yule distribution which is given by:
µ[k](x) =
(k!)2
(b− 1)(b− 2) · · · (b− k) k = 1, 2, · · · for b > 0 and b > k (21)
The first four moments now can be easily deduced from factorial moments of
GNB − BE(m,β, θ = e−λ, a, b, c) from Equation (16) to get mean, variance,
Index of dispersion etc.
The mean and variance is obtained as:
E(X) =
mB(b− 1
c
, a)−mβB(a, b)
B(a, b)
(22)
E(X2) =
1
B(a, b)
[
m(m+ 1)B(b− 2
c
, a)− (2m2 +m)βB(b− 1
c
, a) +m2β2B(a, b)
]
V (X) =
1
B(a, b)2
[
m(m+ 1)B(b− 2
c
, a)B(a, b) +mB(b− 1
c
, a)B(a, b)
]
− 1
B(a, b)2
[
m2B(b− 1
c
, a)2 − 2βmB(b− 1
c
, a)B(a, b)
] (23)
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4 Estimation
In this Section, we will discuss one of the popular method of estimation namely
Maximum Likelihood Estimation (MLE) for the estimation of the parameters
of GNB − BE(m,β, a, b, c) distribution. Suppose x = {x1, x2, · · · , xn} be a
random sample of size n from the GNB − BE(m,β, a, b, c) distribution with
pmf (5). The likelihood function is given by
L(β,m, a, b, c|x) =
n∏
i=1
m
m+ βxi
(
m+ βxi
xi
) xi∑
j=0
(
xi
j
)
(−β)jB(b+
j+m+βxi−xi
c
, a)
B(a, b)
(24)
The log-likelihood function corresponding to (24) is obtained as
logL(β,m, a, b, c|x) =
n∑
i=1
log
(
m
m+ βxi
(
m+ βxi
xi
))
+
+
n∑
i=1
[
log
xi∑
j=1
(
xi
j
)
(−β)jΓ(b+
j+m+βxi−xi
c
)Γ(a+ b)
Γ(a+ b+ j+m+βxi−xi
c
)Γ(b)
]
(25)
The ML Estimates βˆ of β, mˆ of m, aˆ of a, bˆ of b and cˆ of c, respectively, can
be obtained by solving equations
∂ logL
∂β
= 0,
∂ logL
∂m
= 0,
∂ logL
∂a
= 0,
∂ logL
∂b
= 0 and
∂ logL
∂c
= 0.
where
∂ logL
∂β
=
n∑
i=1
xi(b(β − 1)(c+ xi) + (β − 1)m+ xi − 1)
(β − 1)(b(β − 1)(c+ xi) + (β − 1)m+ xi)
+
n∑
i=1
xi(−(m+ βxi)ψ(0)(m+ xi(β − 1) + 1) + (m+ βxi)ψ(0)(m+ xiβ + 1)− 1)
m+ βxi
,
(26)
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∂ logL
∂m
=
n∑
i=1
a(β − 1)c− βxi
(ac+ b(c+ xi) +m− xi)(b(β − 1)(c+ xi) + (β − 1)m+ xi)
+
n∑
i=1
−m(m+ βxi)ψ(0)(m+ xi(β − 1) + 1) +m(m+ βxi)ψ(0)(m+ xβ + 1) + βxi
m(m+ βxi)
,
(27)
∂ logL
∂a
=
n∑
i=1
(m+ (−1 + b)xi)
((a+ b)(ac+m− xi + b(c+ xi))) , (28)
∂ logL
∂b
=
n∑
i=1
−a2c((β − 1)m+ xi)
b(a+ b)(ac+ b(c+ xi) +m− x)(b(β − 1)(c+ xi) + (β − 1)m+ xi)
+
n∑
i=1
a ((β − 1)b2(−xi)(c+ xi)− 2b(c+ xi)((β − 1)m+ xi) + (xi −m)((β − 1)m+ xi))
b(a+ b)(ac+ b(c+ xi) +m− xi)(b(β − 1)(c+ xi) + (β − 1)m+ xi)
−
n∑
i=1
b2βx(c+ xi)
b(a+ b)(ac+ b(c+ xi) +m− xi)(b(β − 1)(c+ xi) + (β − 1)m+ xi)
(29)
∂ logL
∂c
=−
n∑
i=1
a(xi(b(β − 1) + 1) + (β − 1)m) + bβxi
(ac+ b(c+ xi) +m− xi)(b(β − 1)(c+ xi) + (β − 1)m+ xi)
(30)
where ψ(r) = d
dr
Γ(r) is digamma function. As the above equations are not
in closed form and hence cannot be solved explicitly. So we make use of
a suitable iterative technique to find the ML estimates numerically like; by
using maxLik() function in R.
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5 Numerical Illustration
Table 1 contains automobile insurance data used by Michel Denuit(1997).
The proposed model i.e. Generalized Negative Binomial-Beta Exponential
distribution(GNB-BE) is compared with other models like Poisson distribu-
tion(PD), Negative Binomial(NB) and Negative Binomial-Beta Exponential
(NB-BE). The parameters are estimated by using the Maximum likelihood
estimation.
Table 1: Distribution of Automobile insurance claim counts of Belgium 1958
Observed Expected
Count Frequency PD NB NB-BE GNB-BE
0 7840 7635.62 7847.01 7845.72 7844.33
1 1317 1636.73 1288.36 1300.98 1300.24
2 239 175.419 256.533 243.204 243.706
3 42 12.5339 54.0665 52.7845 53.5029
4 14 0.671675 11.7097 13.0503 13.5028
5 4 0.028795 2.57699 3.6023 3.83641
6 4 0.001029 0.573128 1.09186 1.2057
7 1 0.000032 0.128418 0.358608 0.413233
Total 9461 9461 9461 9461 9461
Estimated parameters (λˆ) (rˆ, pˆ) (rˆ, aˆ, bˆ, cˆ) (mˆ, aˆ, bˆ, cˆ, βˆ)
0.214354 0.701512, 0.765955 1.77119,1.96502 2.10804,1.9639
7.97405, 2.10205 4.1643,4.58003
1.09817
log likelihood -5490.78 -5348.04 -5343.80 -5343.60
From the table it is evident as the log-likelihood of our proposed model is
comparatively higher which means it outperforms other models.
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6 Conclusion
In this article we introduce GNB − BE(m,β, a, b, c) distribution which is ob-
tained by mixing GNB(m, θ, β) distribution and BE(a, b, c) distribution. We
find that the Negative binomial-beta exponential distribution, Generalized
Waring distribution, Waring distribution and Yule distribution are all special
cases of our proposed model. All the key moments of the GNB − BE(m,β, a, b, c)
distribution have been derived which includes factorial moments, mean and
variance. Parameters have been estimated Maximum Likelihood Estimation(MLE)
method. The usage of the proposed model has been done by taking the real
data into consideration
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