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Symbols and Units
The following table summarizes frequently used symbols. Due to the variety of topics dealt
with, some symbols have multiple meanings. All symbols are defined in the respective chapters
where indices are introduced and defined.
Symbol Quantity Unit
k Boltzmann constant, permeability J/K, m2
F Faraday constant, structural resistance coefficient C/mol, -
R ideal gas constant J/molK
e fundamental charge C
ε0 permittivity of free space F/m
ε relative dielectric constant -
g gravitational acceleration m/s2
T temperature K
p pressure Pa
z charge number of ions -
c∞ electrolyte concentration in bulk solution mol/m3
n∞ number density of electrolyte in bulk solution 1/m3
K∗ conductivity of suspension S/m
KL conductivity of a liquid S/m
Kσ surface conductivity S
Kσ
d diffuse-layer contribution to the surface conductivity S
Kσ
i inner-layer contribution to the surface conductivity S
Du Dukhin number -
Dud diffuse-layer contribution to the Dukhin number -
Dui inner-layer contribution to the Dukhin number -
D (self-) diffusion coefficient of an ion m2/s
m ionic drag coefficient, mass -, kg
κ inverse Debye length 1/m
ζ electrokinetic potential V
ψd electric potential at the oHp V
ψi electric potential at the iHp V
ψ0 electric potential at the surface V
yj dimensionless electric potential at position j -
Ustr streaming potential V
E electric field V/m
l characteristic length m
ϕ porosity -
φ volume fraction -
φ, Φ correction factors in Chapter 4 -
Slg area of condensed liquid-gas surface m2
ac curvature of condensed liquid-gas interface m
N adsorbed amount mol
Vm molar volume mol/m3
Dfs surface fractal dimension -
IV
Symbol Quantity Unit
σ0 surface charge density C/m2
σi surface charge density of the inner-layer C/m2
σd surface charge density of the diffuse-layer C/m2
Ki integral capacitance F/m2
dv equivalent spherical diameter from volume-based techniques m
da equivalent spherical diameter from area-based techniques m
ds equivalent spherical diameter from sedimentation-based techniques m
ddisk diameter of a thin disk m
a radius of a thin disk (ddisk/2) m
r radius of cylindrical capillary, effective radius m
n aspect ratio -
A area, depolarization factor m2, -
γαβ surface/interface tension between phases α and β J/m2
θ contact angle degree
wadh work of adhesion J/m2
Aij Hamaker constant of substances i, j J
β fit parameter in Chapter 4 (m2/mJ)2
Uσa area normalized excess internal energy of an interface J/m2
Sσa area normalized excess entropy of an interface J/m2K
F σa area normalized excess Helmholtz free energy of an interface J/m2
Γi surface excess of component i mol/m2
µi chemical potential of i J/mol
∆adhU
σ
a excess energy of adhesion J/m2
∆adhS
σ
a excess entropy of adhesion J/m2K
∆adhF
σ
a excess Helmholtz free energy of adhesion J/m2
∆Fedl free energy of double layer formation J/m2
∆peo electroosmotic counter pressure Pa
h height, length m
ρ density kg/m3
Ca capillary constant m5
Q volume flow rate m3/s
t time s
η viscosity Pas
x distance m
V
Chapter 1
Introduction
1.1 A short introduction to electric double layers
1.1.1 Purely diffuse double layers
Solids immersed in aqueous solutions usually acquire a charge due to the dissociation or
adsorption of charge determining ions. Charge determining or surface ions are ions with a
rather high affinity for the surface and are further considered to be a part of the adsorbent
after adsorption (Lyklema, 1991b). Considering for example oxide surfaces, the basic charging
reactions can be written as:
>MOH ←→ >MO−+H+ and >MOH+H2O ←→ >MOH+2 +OH−
In this notation >M denotes an atom of the solid to which an -OH group is bound. From
these reactions it is inferred that the oxide surface acquires its charge through the adsorption
(desorption) of H+ and OH−. The amount of charges per unit area of surface is called the
surface charge density σ0.
The presence of a charged surface immersed in a liquid causes an electric field to develop
around the solid. This electric field acts on ions in the solution. The negatively charged
surface attracts counterions (cations in this case) and repels co-ions (anions in this case). A
schematic illustration of these processes is presented in Figure 1.1.
The charge on the solid surface is balanced by the ions in solution. In terms of charge densities
one may write σ0 = −σd, where σd is called the surface charge density of the diffuse layer.
This expression is referred to as electroneutrality condition and states that electric double
layers as a whole are electroneutral.
The purpose of this section is to provide an overview of the effect of an electric field, emanating
from a flat solid surface, on indifferent, symmetrical two-species electrolytes. For the relations
presented in this section the charge numbers are defined by z+ = −z− = z and concentrations
by c∞+ = c∞− = c∞. The term indifferent indicates that ions exclusively adsorb due to coulombic
forces. The theory to be outlined below was derived by Gouy and Chapman in the first two
decades of the 20th century. Detailed summaries of the GC theory can be found in textbooks,
for instance Verwey and Overbeek (1948); Dukhin and Derjaguin (1974); Hunter (1981).
The starting point is Poisson’s equation, which relates the variation of the electrical potential
with distance to the local charge density.
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Figure 1.1: Schematic presentation of a diffuse double layer on a negatively charged surface. The
surface charge density is σ0 and the compensating diffuse layer charge density is denoted
as σd.
For a medium of constant (position independent) dielectric constant and potential variation
in only one direction the result is (Lyklema, 1995a):
∇2ψ = d
2ψ(x)
dx2
= −ρ(x)
εε0
(1.1)
Here ψ is the electric potential, ρ the charge density, ε the relative dielectric constant of the
medium and ε0 the permittivity of free space. The simplification after the first equality sign
indicates that only one spatial coordinate is considered. Translating to a solid immersed in
an electrolyte solution, one is dealing with an infinite flat plate. The direction perpendicular
to its surface is denoted by x.
The charge density can be expressed in terms of (Lyklema, 1995a):
ρ(x) = F
∑
j
zjcj(x) = zF
[
c+(x)− c−(x)
]
(1.2)
which in combination with Boltzmann’s law1 (Lyklema, 1995a)
cj(x) = c
∞
j e
−zjy(x) (1.3)
becomes:
ρ(x) = zFc∞
[
e−zy(x) − ezy(x)] (1.4)
The dimensionless potential, y, is defined as y(x) = Fψ(x)/RT and c∞ is the concentration in
the bulk solution. Combining Eqs. 1.4 and 1.1 one obtains the Poisson-Boltzmann equation:
RT
F
d2y
dx2
= −zFc
∞
εε0
[
e−zy(x) − ezy(x)
]
(1.5)
1Generally Boltzmann’s law reads cj(x) = c∞j e−w/kT . Within the GC theory it is considered that the only
work necessary to bring an ion from a certain position in the solution closer to the surface is electrical work.
Hence the work is identified as w = zeψ(x)
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Integrating Eq. 1.5 with the boundary conditions dy/dx=0 and y=0 for x→∞ provides:
dy
dx
= ∓
√
2κ
z
[cosh y(x)− 1]1/2 (1.6)
where κ is defined as (Lyklema, 1995a):
κ =
√
F 2
∑
j z
2
j c
∞
j
RTεε0
(1.7)
The parameter κ, in inverse form often designated as the Debye length, is the characteristic
decay length for the electric potential. The potential distribution is obtained when integrating
Eq. 1.6 (Lyklema, 1995a):
tanh(zy(x)/4) = tanh(zy0/4) · e−κx (1.8)
The next quantity to be addressed is the charge density of the diffuse double layer. In the
absence of specific adsorption, the charge density of the diffuse layer (σd) is just the charge per
unit area needed to counterbalance the surface charge density: σ0 = −σd. A simple expression
for σd can be obtained with the aid of (Lyklema, 1995a):
σd =
∫ ∞
0
ρ(x)dx = −
∫ ∞
0
d2ψ(x)
dx2
εε0dx = −εε0RT
F
· dy
dx
(1.9)
Using Eq. 1.6 for a symmetrical two-species electrolyte, the simple form
σd = −
√
8c∞εε0RT sinh(zyd/2) (1.10)
is recovered. yd is the dimensionless diffuse layer potential at the outer Helmholtz plane (see
next section), which in the framework of the GC model may be identified with the surface
potential y0.
Some illustrative calculations are presented in Figure 1.2. Figure 1.2A shows the decay of the
dimensionless electric potential with distance from the surface (ψ0=-80 mV) as a function of
electrolyte concentration. The general observation is that the potential decays faster for higher
electrolyte concentrations. This is simply due to the increase of κ with increasing electrolyte
concentration.
Figure 1.2B shows the distribution of counter- and co-ions as a function of the dimensionless
distance κx for three surface potentials. The calculations were made according to Eq. 1.3
for a 10 mol/m3 1-1 electrolyte solution. The concentrations are scaled to the concentration
in the bulk. It can be noticed that the concentrations of counter- and co-ions approach the
bulk concentration at κx ≈ 5, translating to about 15 nm for the considered solution. Closer
to the surface it is seen that counterions are enriched, the concentration increase being more
pronounced for higher potentials. Co-ions on the other hand are depleted, again the depletion
being more pronounced for higher potentials.
The GC theory, as set out in this section, can account for experimental observations in many
cases. However, due to the assumptions inherent with the Poisson-Boltzmann theory, there
are a number of experimental conditions where it fails to account for the experimental results.
A complete discussion of these assumptions can be found in textbooks (see for instance the
textbooks cited at the beginning of this section).
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Figure 1.2: A: Dimensionless potential vs. distance relationship according to Eq. 1.8. The
concentration of indifferent electrolyte is indicated, ψ0=-80 mV in all cases. B: Individual
ionic concentrations as a function of dimensionless distance (Eq. 1.3). Calculations were
made for a 1-1 electrolyte at 25 ◦C and 10 mol/m3.
For high surface potentials, extremely high counterion concentrations next to the surface are
predicted. For the example discussed above (ψ0=-100 mV), a surface concentration of five
hundred times the bulk concentration is predicted, i. e. 5000 mol/m3. Such high concentra-
tions exceed the space physically available for usual ion sizes. This deficiency is mainly due
to the neglect of finite ion size.
Another imperfection is the inability to account for ion specificity. As has been mentioned, the
GC theory only treats indifferent electrolytes, which manifests itself in identifying the work
appearing in Boltzmann’s law with the electrical work. In that sense, counterions of similar
charge should experience the very same attraction from a given solid. However, in many ex-
periments it is observed that similarly charged counterions are more strongly attracted by a
surface than others.
The most rigorous way to improve the theory is to start from first principles and to apply
statistical mechanical equations for bulk electrolytes (Lyklema, 1995a). Theories along such
routes are in principle available, but the outcomes are usually rather complicated and are
therefore mostly of academic interest. Another, although quite pragmatic, approach is the
introduction of Stern layers, which will be discussed in the next section.
1.1.2 Stern layers
The basic idea of introducing a Stern layer is the subdivision of the electrical double layer
into (at least) two parts. All effects that cannot be dealt within the GC framework, i. e.
finite ion size, specific absorption etc., are ascribed to the Stern layer or inner part part of
the double layer. Some finite distance away from the surface, after the Stern layer, the diffuse
layer starts. In the latter the GC theory is applicable. A sketch of the idealized structure of
such an electric double layer on smooth and non-porous surfaces is presented in Figure 1.3.
The inner Helmholtz plane, where the local electric potential is ψi, is the plane of closest
approach for unhydrated (counter) ions. Its position is therefore mainly determined by the
ionic radii. As indicated by the linear potential drop, the region between the surface and
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Figure 1.3: Idealized structure of the electric double layer accounting for specific adsorption and ion
size effects. Figure modified after Delgado et al. (2007).
the iHp (0≤ x ≤ β) is charge free. The iHp is the seat of specifically2 adsorbed ions. The
distance β ≤ x ≤ γ describes another charge free region, which is terminated by the outer
Helmhotz plane where the local electric potential is ψd. Its position with respect the the iHp
is mainly determined by the radii of hydrated (counter) ions. From the oHp on, towards the
bulk solution, the potential decay follows GC theory. Provided y0 is replaced by yd and x by
x − (β + γ), the relations presented in the previous section can be used for this part of the
double layer.
The viscosity of the liquid near the solid is thought to be influenced by the electric field
emanating from the surface. This idea was developed by Lyklema and Overbeek (1961) who
reasoned that the relative motion of fluid molecules is impeded due to the orienting effect of
the double layer field. The increase of viscosity close to the surface would in turn immobilize a
thin layer of the solvent. This layer, being due to its high viscosity hydrodynamically inactive,
is nowadays mostly called stagnant layer. It extends right up to the slip plane (see Fig. 1.3)
where the local electric potential is the electrokinetic (ζ) potential. It may be mentioned that
neither surface roughness nor an field induced increase of viscosity can explain all situations
in which stagnant layers are observed. The general conclusion seems to be that stagnant
layers are general properties of liquids in contact with solid surfaces (Lyklema et al., 1998).
Molecular dynamics simulations of Lyklema et al. (1998) indicate that they are due to the
stacking of liquid molecules next to the surface and that they extend at most a few (say 2-3)
molecular diameters from the solid surface towards the solution. Combined calorimetric and
NMR results of Fripiat et al. (1982) and Jonas et al. (1982) on clay minerals confirm that 3-4
layers of water are influenced by the surface.
Collected evidence suggests that for practical purposes the oHp and the slip plane can be
considered as equal (Lyklema, 1995b, 1994, 2010, 2011; Hunter, 1981, 2000). This means
that the potential at the outer Helmholtz plane can be approximated to ζ. Furthermore it
follows that σd ≈ −σek (Lyklema, 1991b). The electroneutrality condition therefore reads
σ0 + σi + σd = 0.
Though the structure of the electrical double layer presented in this section is certainly an
2In addition to the coulombic interaction, specifically adsorbed ions interact by non-electrostatic forces
with the surface. See for instance Lyklema (1991b); Delgado et al. (2007) for distinctions between charge
determining, specifically adsorbed and indifferent ions.
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idealization of reality, the set of parameters is quite sufficient to account for most experimental
observations.
1.2 Objective and outline
From the short introduction provided in the preceding two sections, it is apparent that the
presence of charged solid surfaces in contact with an aqueous solution determines the spatial
distribution of ionic species. As this rearrangement of charges is always accompanied by a
free energy change, it may be suspected that the presence of electric double layers will have
an impact on macroscopic transport quantities.
One objective of this thesis is to characterize the electrical state of the interface between kaoli-
nite and aqueous solutions. Multiple studies conducted over the last decades have indicated
that the ζ-potential is not necessarily the only parameter that characterizes the electrical
state of an interface (see for instance Lyklema (1995b) for a summary). This became obvious
from ζ-potentials provided by different electrokinetic techniques, which did not match. By
including surface conductance originating in the stagnant part of the electric double layer,
proper agreement was achieved between different electrokinetic techniques. The implication
of these studies is that the electrical state of an interface is generally described by at least
two parameters: the surface conductivity and the electrokinetic potential. Apart from the
fact that stagnant-layer conductance is notoriously difficult to determine experimentally, its
inclusion in existing electrokinetic theories is a complex issue. Considering this, it must be
mentioned that electrokinetic potentials are not measurable. The final result will depend on
the theory employed for the evaluation of electrokinetic quantities. In addition to the difficul-
ties associated with the proper inclusion of surface conductance, the particle size and shape
can complicate the theoretical evaluation of electrokinetic potentials.
Especially for clay minerals the non-spherical particle shape represents a challenge in itself.
Conventional particle sizing techniques report equivalent spherical diameters. Such diameters
deviate from the physical dimensions of the particles. However, if the clay mineral particle is
approximated to an oblate spheroid, the particle shape can be described by the aspect ratio.
With the knowledge of the aspect ratio and an equivalent spherical diameter, one can calculate
the characteristic dimensions of the spheroid. The assessment of aspect ratios is described in
Chapter 2.
Using the results of Chapter 2, Chapter 3 is devoted to the experimental determination of sur-
face conductance and electrokinetic potentials from static conductivity measurements. This
technique was chosen due to the fact that conductivity measurements on suspensions are sen-
sitive to surface conductance and that theoretical descriptions exist that explicitly account for
double layer polarization and particle shape. In principle the outcome of these experiments
can characterize the electrical state of the interface. Before definitive conclusions concerning
the correctness of the results can be drawn, they should be compared to electrokinetic tech-
niques. This matter will be discussed in the last chapter.
Chapters 4 and 5 are concerned with wetting phenomena. The study of wetting phenomena
in solid-liquid-vapour systems involves the contact angle as a key quantity. Apart from a long
standing academic interest, contact angles are important parameters in a variety of indus-
trial fields and in natural systems. Contact angles are macroscopic quantities that determine,
for example, capillary pressures and column heights in reservoirs. In geological settings, one
deals with aqueous solutions of varying ionic strength and pH at elevated temperatures and
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pressures in contact with charged surfaces. As contact angles are thermodynamic quantities,
changes in solution composition, temperature and pressure are expected to have an impact on
the absolute value of the contact angle. Unfortunately there is little systematic work on the
temperature dependence of contact angles, their dependence on electrolyte content and pH.
Virtually no work has been conducted regarding the pressure dependence.
Chapter 4 will focus on the temperature dependence of contact angles in ”simple” three-phase,
two-component solid-liquid-vapour systems. The role of entropy in wetting phenomena is
highlighted and used to discuss the estimation of solid surface tensions from contact angle
measurements.
The pH dependence of dynamic contact angles will be studied in Chapter 5. The experimental
results clearly highlight the importance of electrokinetic phenomena on macroscopic transport
parameters such as contact angles and permeabilities.
The final chapter will provide preliminary results from high-frequency electrokinetic measure-
ments that can be used to assess the accuracy of the results of Chapter 3.
Starting form the linear laws of non-reversible thermodynamics, relations that explicitly show
the influence of electrokinetics on permeabilities will be presented. The results of Chapter 3
will be used to identify the controlling parameters.
General relationships for the excess energy and entropy of adhesion in charged systems will
be presented based on the contents of Chapter 4 and 5. These highlight the influence of the
free energy of double layer formation on wetting. Based on temperature dependent surface
conductivities, energetic and entropic contributions of the free energy of double layer forma-
tion are estimated and discussed in relation to wetting. Finally the results of Chapter 3 are
discussed in the context of temperature dependent wetting.
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Chapter 2
Determining particle size and shape of
clay minerals
2.1 Introduction
1Clay minerals are usually viewed as disk-shaped particles, the shape of which is commonly
characterized by the aspect ratio. This quantity is not only a key feature in a variety of
industrial fields (see Murray (2007) who gives an overview) but also a relevant parameter in
academic problems. The barrier properties, e. g. the hydraulic permeability, of clay-polymer
nanocomposites are believed to be primarily controlled by the aspect ratio of clay minerals (Lu
and Mai, 2005). The theoretical description of the dielectric response of non-spherical colloidal
particles requires information about the aspect ratio as well, see for example Chassagne and
Bedeaux (2008). In studies dealing with the dynamic mobility and dielectric response of clay
minerals assumptions are mostly put forward with respect to the aspect ratio ( e. g. Chassagne
et al. 2009; O’Brien and Rowlands 1993; Rasmusson et al. 1997). Since these assumptions may
or may not be reasonable with respect to a certain sample, it would be desirable to have a
methodology at hand that does not involve expensive and specialized instruments and that
provides the researcher with shape information in a reasonable time frame.
A simple and fast method to determine the aspect ratio of non-spherical particles is based on
conductometric titrations. In such titrations the conductivity of a suspension is monitored as
a function of volume fraction or electrolyte concentration and compared to the conductivity of
the equilibrium electrolyte. Already in the 1960’s Cremers et al. (1966) utilized this method
to establish aspect ratios of several clay minerals. Dukhin and Derjaguin (1974) provide a
review with respect to clay minerals and present a theoretical description of the conductivity
of suspensions composed of non-spherical particles including double layer relaxation.
To the surprise of the authors, this method appears to be forgotten by now. The purpose
of this work is therefore to reestablish the methodology and to assess aspect ratios of nine
kaolinite dominated and one dickite dominated sample. The experimentally assessed aspect
ratios are then used to harmonize particle size distributions obtained from dynamic laser
scattering and acoustic spectroscopy.
1This chapter is taken from Weber et al. (2014)
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2.2 Theory
This section is intended to provide the reader with the concept of equivalent spherical diam-
eters and the calculation of aspect ratios from conductometric titrations. In the following
clay minerals will be considered to be represented by disk-shaped particles, to which oblate
spheroids equate at high axial ratio (Jennings and Parslow, 1988). The disks can be described
by three principal axes x, y, z with dimensions a, b, c. The dimensions are defined as a=b>c,
from which the aspect ratio follows as n = a/c.
2.2.1 Generalities about particle sizes: Equivalent spherical diameters
It is common to interpret particle size data in terms of equivalent spherical diameters. These
diameters derive their name from the fact that even if particles of ill-defined geometry are
encountered, they are treated as being spheres. If the geometry of the studied particles is
non-spherical, these diameters deviate from the physical dimensions of the particles. Such
diameters are diameters of spheres that would give the same behaviour as that recorded from
the true sample by the method in question (Jennings and Parslow, 1988). In practice this
means that for non-spherical particles, techniques operating on grounds of different physical
principles will provide different equivalent spherical diameters for one and the same sample.
It is however possible to relate the equivalent spherical diameters of two methods to obtain
information about the shape of the particles. The relevant equations for disk-shaped particles
are summarized from Jennings (1993) who also gives an overview about equivalent spherical
diameters obtained from different particle sizing techniques.
The equivalent spherical diameter obtained from volume based methods (dv) is related to the
disk diameter (ddisk) of the particles by:
dv =
(1.5
n
)1/3 · ddisk (2.1)
For the equivalent spherical diameters obtained from devices that make use of projected areas
(da) the relevant relation reads:
da =
√
1/2 + 1/n · ddisk (2.2)
The relation between Stoke’s equivalent spherical diameters (ds), aspect ratio and disk diam-
eter is:
ds =
√
1.5
n
arctan(n) · ddisk (2.3)
From the above equations it can be seen that the disk diameter of a particle may be assessed by
comparison of the results originating from two different particle sizing methods or alternatively
by knowledge of the aspect ratio in combination with some equivalent spherical diameter.
2.2.2 Aspect ratios from conductometric titrations: Theoretical formalism
The electrical conductivity of colloidal suspensions is a matter of great interest for quite some
time. With respect to the electrical conductivity of clay-mineral suspensions the works of
Street (1956), Cremers et al. (1966), Cremers and Laudelout (1965) and Fricke and Curtis
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(1936) may be mentioned. The following paragraphs will, however, mainly be condensed from
Dukhin and Derjaguin (1974), since these authors present a general and consistent theory for
non-conducting particles.
The electrical conductivity of a colloidal suspension differs to a certain extent from the conduc-
tivity of the equilibrium electrolyte. This difference is ascribed to the presence of particles and
their associated electrical double layer. Further it is the amount and shape of the particles that
will influence the passage of electrical current through a suspension. The relation between the
conductivity of a suspension (K∗) and the conductivity of the equilibrium electrolyte solution
(KL) reads:
K∗ =
α
F
·KL (2.4)
Here F is the so-called structural resistance coefficient, being determined by the geometry and
volume fraction of particles. The efficiency factor α is related to surface conductance. At low
electrolyte concentrations, surface conductance influences the conductivity of the suspension
in a way that the difference in conductivity (KL−K∗) may not be linear in KL anymore. For
disk-shaped particles α is then given by
α = 1 +
2
3
φnF
Du
1 +Du
(2.5)
in which φ is the volume fraction of the solid and Du the Dukhin number. Du relates the
influence of surface conductance (Kσ) to the conductivity of the equilibrium electrolyte by
Du =
Kσ
KL · a (2.6)
where a represents half the dimension of the particle’s long axis (Dukhin and Derjaguin, 1974).
At sufficiently high electrolyte concentration, the effect of surface conductance is negligible
and α equals unity. Figure 2.1 serves as an example for the two situations mentioned above.
Upon dispersing a certain amount of material, the conductivity of the suspension is higher
than the one of the equilibrium solution. This difference is the larger the more material is
brought into suspension. The ratio α/F is higher than one in such a case. Upon addition of
electrolyte both conductivities rise, until a point is reached where the curves intersect. These
conditions, where the addition of particles does not change the conductivity of the suspension,
are called isoconductance conditions. The isoconductive point is reached when α/F=1. Above
the isoconductive point α=1 and Eq. (2.4) simplifies to
K∗ = KL · 1
F
(2.7)
As already mentioned, the structural resistance coefficient is related to the amount and shape
of particles in a suspension. The particle shape influences the way in which particles polarize
in an electric field. The depolarization factors (Ai) for oblate spheroids are given by (Landau
and Lifshitz, 1960)
Az =
1 + p2
p3
· {p− arctan(p)} and Ax = Ay = 1
2
· (1−Az) (2.8)
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Figure 2.1: Difference of suspension and electrolyte conductivity vs. electrolyte conductivity for the
system kaolinite-H1 - KCl, T=25 ¡C. The lines are shown to guide the eye.
in which p =
√
n2 − 1. Assuming random orientation, the depolarization factors for the
individual axes of the spheroid are combined to the single coefficient k following
k =
1
3
∑
i=x,y,z
(1−Ai)−1 (2.9)
The link of F to the depolarization factors and thus to k follows from a relation obtained by
Bruggeman (1935):
F = (1− φ)−k (2.10)
Given that one is measuring the conductivity above the isoconductive point, Eq. 2.7 can
be used to calculate F , from which, by applying Eqs. 2.8 to 2.10, the aspect ratio can be
obtained.
For a more detailed treatment of the equations given in this section the reader is referred to
Dukhin and Derjaguin (1974) who also report the relevant equations for prolate spheroids.
2.3 Materials and methods
Aspect ratios and mineralogical composition were determined for nine kaolinites and one
dickite dominated sample. The kaolinites Wolfka, Caminau, Spergau, Vogelsberg and Hun-
dertmorgen are of German origin, the name being indicative of the location. Kaolinite H1 is
an industrial sample obtained from Dorfner. Kaolinites Horni-Briza and Kanzejov originate
from the Czech Republic. Georgia kaolinite KGa-1b was obtained from the Clay Minerals
Society. The dickite dominated sample originates from Colorado, USA.
2.3.1 Sample preparation
For all samples, apart from kaolinites Wolfka, Spergau, Caminau and H1, particle size frac-
tions <6.3 µm were obtained by Atterberg sedimentation. Every sample was transferred to
a homoionic form by repeated (3-4 times) washing with >3 M KCl. Then the samples were
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washed in a pressure filtration with deionized water using a 0.45 µm filter. When the conduc-
tivity of the deionized water having passed the sample was below 5 µS/cm, the samples were
removed from the filter, re-dispersed in deionized water and freeze dried.
2.3.2 X-ray diffraction
X-ray diffraction measurements were performed on a Huber MC 423 diffractometer equipped
with a Co anode, operated at 40 kV and 40 mA. All samples were scanned from 2-115¡-2Θ with
a step width of 0.018¡-2Θ and a counting time of 5 s. Twenty percent corundum were added as
an internal standard to all samples. In order to homogenize these mixtures, they were milled
for 10 min in a McCrone mill containing CeO2 milling stones and ethanol as cooling agent.
The mineralogical composition was quantified using BGMN (Bergmann and Kleeberg, 1998).
2.3.3 Conductometric titrations
In order to determine a meaningful aspect ratio, the sample has to be fully disaggregated.
Common chemicals used for this purpose are Na-polyphosphate or Na-pyrophosphate. Both
chemicals have the disadvantage that they may bind irreversibly to the sample. As a result
the material cannot be recovered for further surface-sensitive experiments. Another way of
disaggregating kaolinite particles is to adjust the pH of the suspension to pH≈10. Both ap-
proaches were compared but provided the same results. In all experiments described in the
following the pH was adjusted to pH≈10 by addition of 0.1 M KOH.
Along with the theoretical description of the experiments it was mentioned that KL is the con-
ductivity of the equilibrium electrolyte solution. In practice this means that a certain amount
of sample is dispersed in an aqueous electrolyte solution. After measuring the conductivity of
the suspension, the material needs to settle until a clear supernatant is obtained of which the
conductivity is measured. As this approach can become rather time consuming we performed
blank titrations in which, compared to the suspension, the same volume of water is used and
the same amount of electrolyte solution is added. Both approaches showed no differences in
aspect ratios. The latter approach can, however, only provide meaningful results if the sample
is thoroughly washed and free of soluble components.
Titrations were conducted in a 80 mL glass vessel which was contained in a water bath (Julabo
F12), operated at 25 ¡C. The conductivity was monitored with a WTW LF-3000 conductivity
meter. The cell constant was calibrated at 25 ¡C using 0.01 and 0.1 M KCl solutions, the con-
ductivities of which were obtained from Haynes et al. (2012). The suspensions and solutions
were moderately stirred with a Metrohm 722 stirrer.
For the blank experiments, 50 mL of MicroPure water (Thermo Scientific Barnstead MicroP-
ure ST) with a nominal conductivity smaller than 0.06 µS/cm were tempered to 25±0.1 ¡C.
After adding 333 µL of 0.1 M KOH, the solution was titrated with 1 M KCl. Suspensions
were handled in exactly the same way, the only difference being that 1 g sample was immersed
in the beginning of the experiment.
2.3.4 Acoustic spectroscopy
Volume-based equivalent spherical diameters have been determined by acoustic spectroscopy
using a Dispersion Technology DT-1200. The device measures the attenuation of ultrasound
waves in a suspension as a function of frequency (3-100 MHz). The resulting attenuation
spectra are fitted to obtain a particle size distribution. For details on the theoretical framework
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the reader is referred to, e. g., Dukhin et al. (2000) and Dukhin and Goetz (2002). It should,
however, be mentioned that the software assumes the particle size to be distributed log-normal.
Reported particle size distributions are as a result log-normal or bimodal (combination of two
log-normal distributions).
Aqueous 5 wt.% suspensions were adjusted to pH≈10 by addition of KOH and measured three
times. All recorded spectra were rather reproducible and conveniently described by log-normal
distributions. Relative fit errors were in the range of 2-6%. The absence of sedimentation was
judged by the ultrasound attenuation at 100 MHz which was rather constant for the replicate
measurements.
2.3.5 Dynamic laser scattering
Particle diameters based on the projected area of the particles were assessed by means of
dynamic laser scattering on a Mastersizer S Long Bed with a 300RF optical lens, intended for
measuring particles sizes from 0.05 to 800 µm. The samples were suspended into a solution of
Na-polyphosphate and kept in an over-head shaker for at least 12 h. The results were evaluated
according to the Mie solutions of the Maxwell equations (see Mie 1908). The refractive indices
of water and kaolinite were set to 1.53 and 1.33, respectively. The absorption index of kaolinite
was set to 0.1.
2.4 Results
2.4.1 X-ray diffraction
The mineralogical composition of the sample set is shown in Table 2.1. All samples are clearly
kaolinite/dickite dominated, the lowest fraction of kaolinite being 0.67 g/g. Apart from Dick-
ite and KGa-1b all samples contain a 10 Å(muscovite or illite) phase, the fraction of which
comprises the range between 0.06-0.23 g/g. Most samples show a minor quartz content, the
exception being kaolinite Spergau with 0.24 g/g.
Table 2.1: Mineralogical composition and aspect ratios (n) of the sample set. Mineral contents are
given in g/g.
Sample Kaolinite Illite/Muscovite Quartz Dickite Microcline Rutile n
Caminau 0.82 0.18 0.01 - - - 11
Spergau 0.67 0.1 0.24 - - - 32
Horni Briza 0.76 0.21 0.03 - - - 37
Kanzejov 0.80 0.15 0.05 - - - 36
Wolfka 0.85 0.15 - - - - 13
H1 0.81 0.06 0.08 - 0.05 - 16
Dickite 0.11 - 0.03 0.85 - - 28
Hundertmorgen 0.81 0.12 0.07 - - 0.01 27
KGa-1b 1.0 - - - - - 32
Vogelsberg 0.75 0.23 0.02 - - - 31
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2.4.2 Conductomentric titrations and particle size distributions
The results of conductometric titrations and particle sizing are shown in Figure 2.2. The
uncorrected particle sizing results are displayed as cumulative distributions in the left column
of Figure 2.2. The right column shows the corrected particle size distributions, obtained by
calculating the disk diameter according to Eqs. 2.1-2.3. The aspect ratio is shown in Table
2.1 and as an inlet in the individual graphs. For Kaolinite Caminau, Wolfka and Spergau
additional sedimentation data were obtained from the materials’ data sheets.
Figure 2.3 shows a representative example of the results obtained by conductometric titrations.
The open circles represent the experimental points and the line is the linear regression. The
general features of the experimental relations will be discussed in Section 2.5.
2.5 Discussion
From the slope of the K∗ (KL) relation the structural resistance coefficient is obtained accord-
ing to Eq. 2.7. A general feature of all experiments is the negative intercept. This observation
is at first sight unexpected. For a suspension of particles that show surface conduction at low
electrolyte concentrations, a positive intercept would be expected. In the absence of surface
conductance the straight line should pass through the origin of coordinates. The observation
of a negative intercept can be rationalized by realizing that OH−, introduced to the system
by adding KOH, is a charge determining ion in the case of kaolinite. When KOH is added to
the suspension, a certain amount of OH− is adsorbed by the kaolinite. This process removes
OH− from the free solution, rendering its conductivity lower than in the blank experiment.
The structural resistance coefficients calculated from the slope, however, are not affected by
this process.
Before discussing the results of the individual experiments it is mandatory to mention some
limitations of the present data as well as to assess the precision of the aspect ratios obtained
from conductometric titrations.
For a single experiment the errors introduced to calculated aspect ratios stem from two contri-
butions. During an experiment the volume fraction is gradually lowered by adding electrolyte
solution. This source of error can be minimized by working at high volume fractions and with
concentrated electrolyte solutions. In our experiments the variation of volume fraction was
0.6 vol.%. The second contribution is the error of the slope calculated from the K∗ (KL)
relation. Owing to the rather good linearity this error is extremely low, typically in the order
of 10−2 %. Finally the absolute combined error on one measurement is in the order of 10−1.
From three repeated experiments the standard deviation of n was ± 1.
As already mentioned in Section 2.3.4 only log-normal particle size distributions are obtained
from acoustic spectroscopy. Particle size distributions originating from dynamic laser scatter-
ing may, depending on the sample, be skewed. If the particle size distribution of a sample
is indeed skewed, agreement between volume and area based diameters cannot be expected
for the whole distribution. Apart from this, the agreement between particle size distributions
may be influenced by the fact that only average values of the aspect ratio are obtained by
conductometric titrations. Slepetys and Cleland (1993) showed that the aspect ratio can be
substantially different in certain size fractions of a sample.
The particle size distributions of kaolinites Hundertmorgen, Vogelsberg and H1 show almost
perfect agreement after correcting for the particle shape. Minor deviations can be observed for
small and large particle sizes. These can, however, be explained by the appearance of small
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Figure 2.2: Cumulative particle size distributions obtained from acoustic spectroscopy (squares),
dynamic laser scattering (circles) and sedimentation (triangles). The indicated aspect
ratio was determined by conductometric titrations. The left column shows the
uncorrected data whereas the right column shows the disk diameter obtained by
application of Eqs. 2.1-2.3.
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Figure 2.2 continued
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Figure 2.2 continued
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Figure 2.3: Conductivity of the suspension vs. conductivity of the electrolyte solution. Circles
represent experimental points, the line shows the linear regression from the slope of
which the structural resistance coefficient is calculated.
peaks in the particle size distribution which are not present in the log-normal distributions.
For kaolinite Caminau, Wolfka and Spergau, particle size distributions from sedimentation,
dynamic laser scattering and acoustic spectroscopy are available. In case of Kaolinite Cam-
inau the agreement between ddisk from volume based diameters and stokes diameters is rather
satisfactory. The disk diameters obtained from area based diameters on the other hand are
somewhat too large. This may be a hint that the sample was not completely disaggregated
before the dynamic laser scattering measurements. For Kaolinite Spergau the agreement be-
tween the three methods is rather satisfactory up to a diameter of ddisk ≈2µm. For diameters
larger than that the volume based data disagree with sedimentation and laser data, the latter
two being in good agreement. This can again be explained by the fact that the volume based
diameters are described by a log-normal distribution. A similar reasoning applies for Kaolinite
Wolfka.
For Dickite, Kaolinite Kanzejov and Horni Briza one can observe a certain disagreement within
the particle size range ddisk ≈1-10µm, being more pronounced in the case of Dickite. The rea-
son for this disagreement is again a certain skewness of the distribution stemming from laser
scattering that is not recorded with acoustic spectroscopy.
Kaolinite KGa-1b already shows good agreement between area and volume based diameters
for the uncorrected data. This would point towards a low aspect ratio, being in conflict with
n=32 determined by conductometric titrations. Apart from speculating about the state of
disaggregation, we cannot offer an explanation for the results.
Finally it may be mentioned that the magnitude of the determined aspect ratios is in excellent
agreement with the typical range for kaolinite of 10-30 (Pabst et al., 2000).
2.6 Conclusions
It has been shown that conductometric titrations can be used to assess average aspect ratios of
clay minerals. Apart from the limitations posed by the shape of the particle size distribution
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(see Section 2.5) the results of different particle sizing methods can be harmonized with the
aid of aspect ratios determined by conductometric titrations.
19
Chapter 3
Estimating electrokinetic potentials of
clay minerals
3.1 Introduction
The electrokinetic or ζ-potential is a key quantity in a variety of fields such as colloid stability,
the description of adsorption from solution and the flow of liquids through porous media. Over
the last decades increasing experimental evidence lead to the conclusion that the ζ-potential is
not necessarily the only parameter characterizing the electrokinetic properties of capillary and
disperse systems. For many systems the inclusion of surface conductivity originating behind
the slip plane provides much more consistent results. For a general summary of this matter
the reader is referred to Lyklema (1995b).
The majority of electrokinetic potentials reported for clay mineral systems stem from elec-
trophoretic mobilities, converted to electrokinetic potentials via the Helmholtz-Smoluchovski
equation. However, the absolute values of such ζ-potentials are in serious doubt since surface
conductivity and double layer polarization are usually neglected. Probably the first realis-
tic estimates of ζ-potentials in clay systems are those of Australian researchers (Rasmusson
et al., 1997; O’Brien and Rowlands, 1993; Rowlands and O’Brien, 1995). Comparing different
electrokinetic techniques with conductance data they concluded that part of the surface con-
ductivity originates behind the slip plane and that the particle shape needs to be taken into
account when converting electrokinetic or conductance data to electrokinetic potentials. In
these studies, however, the authors were not able to discriminate between diffuse- and inner-
layer contributions to the total surface conductivity.
This chapter aims at determining surface conductivity and electrokinetic potentials from static
conductance data on kaolinite suspensions. Moreover, the contributions of diffuse- and inner-
layer surface conductivity will be discriminated. Having available size and shape information,
it is possible to solve the relevant equations without the use of any fit parameters. On the
basis of the conductivity results and the combination of AFM and gas ad-/desorption measure-
ments, the structure of the electric double layer will be discussed. It is hoped that the present
contribution will help to promote the understanding of charge distribution and electrokinetics
in clay mineral systems.
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3.2 Theory
3.2.1 Surface conductance
In electrokinetic studies the influence of surface conductivity (Kσ) is usually expressed relative
to the conductivity of the equilibrium electrolyte solution by means of the dimensionless
Dukhin number (Lyklema and Minor, 1998):
Du =
Kσ
KLl
(3.1)
Here KL is the conductivity of the solution and l the characteristic length scale of the system.
In recent years it became a custom to consider two contributions to the surface conductivity:
one ascribed to the diffuse part of the double layer (Kσd) and one originating in the inner or
stagnant part of the double layer (Kσi). In terms of Dukhin numbers one may define (Delgado
et al., 2007):
Du = Dui +Dud =
Kσ
i
KLl
+
Kσ
d
KLl
(3.2)
The diffuse part of the surface conductivity was studied in the 1930’s by Bikerman (1935).
For a symmetrical electrolyte, his result is commonly written as (Lyklema and Minor, 1998):
Kσ
d
=
2F 2z2c∞
RTκ
[
D+
(
e−zy
ek/2 − 1
)(
1 +
3m+
z2
)
+D−
(
ezy
ek/2 − 1
)(
1 +
3m−
z2
)]
(3.3)
Here F is the Faraday constant, R the ideal gas constant, T the temperature, c∞ the electrolyte
concentration in the bulk, z the charge of the ions (including sign), yek the dimensionless
electrokinetic potential (yek = Fζ/RT ) and κ the inverse Debye length, defined as
κ =
√
F 2
∑
i z
2
i c
∞
i
RTεε0
(3.4)
The dimensionless quantity m is given by
m± =
(RT
F
)2 2εε0
3ηD±
(3.5)
in which ε0 is the permitivitty of free space, ε the relative dielectric constant of the solvent,
η its viscosity and D± the diffusion coefficient of the considered ionic species. The diffusion
coefficient is usually taken as the self diffusion coefficient in the bulk solution which is related
to the ionic mobility via the Nernst-Einstein relationship. Dealing with high negative electric
potentials, the second term in brackets in Eq. 3.3 can be neglected with respect to the first
one, so that only the positive counterions (subscript +) need to be considered:
Kσ
d
+ =
2F 2z2c∞
RTκ
[
D+
(
e−zy
ek/2 − 1
)(
1 +
3m+
z2
)]
(3.6)
Even in the limit of high electric potentials, the behavior of colloidal suspensions with asym-
metric electrolytes does not reduce to the symmetric case with the same counter ion valence
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(Grosse, 2009b). This implies that Eq. 3.6 cannot be used for asymmetrical electrolytes. For
a 2-1 electrolyte one obtains from Grosse’s equations (Grosse, 2009b,a):
Kσ
d
+ = 2κεε0
[
D+
e−yek/2
√
e−yek + 2−√3√
3
(
1 +
3m+
z2+
)]
(3.7)
In reference to Minor et al. (1998a) Du+ follows from
Du+ = Du
d
+ +Du
i
+ =
Kσ
d
+
KL+ · l
(
1 +
Kσ
i
+
Kσ
d
+
)
(3.8)
in which KL+ denotes the conductivity due to counterions, to be obtained from (Lyklema,
1991c):
KL+ =
F 2
RT
z2+c
∞
+D+ (3.9)
Substituting Eq. 3.6 into Eq. 3.8 provides for the symmetrical case:
Du+ =
2
KL+l
F 2z2c∞
RTκ
[
D+
(
e−zy
ek/2 − 1
)(
1 +
3m+
z2
)]
·
(
1 +
Kσ
i
+
Kσ
d
+
)
(3.10)
For the 2-1 electrolyte one obtains from Eqs. 3.7 and 3.8
Du+ =
2κεε0
KL+l
[
D+
e−yek/2
√
e−yek + 2−√3√
3
(
1 +
3m+
z2+
)]
·
(
1 +
Kσ
i
+
Kσ
d
+
)
(3.11)
These equations nicely illustrate that Kσi+ /Kσ
d
+ needs to be known in order to calculate yek
from Du+.
3.2.2 Conductivity of suspensions consisting of oblate spheroids
Based on the initial efforts of Dukhin and Shilov (1980), O’Brien and Ward (1988) developed a
theoretical framework describing the static electrical conductivity of dilute suspensions made
up of mono-disperse spheroids with thin double layers (κl >> 1). For oblate spheroids,
characterized by aspect ratios n <1, the characteristic length of the system is defined as half
the maximum cross sectional diameter of the spheroid, henceforth designated by a. Their
analytical solution, derived for two-species electrolyte solutions, is given by (O’Brien and
Ward, 1988):
K∗
KL
= 1− φ
[
f0(0) + 2f1(0)
]
− φDiz
2
i n
∞
i∑N
j=1Djz
2
jn
∞
j
·
[
f0(Du+)− f0(0) + 2
{
f1(Du+)− f1(0)
}]
(3.12)
Here K∗ denotes the conductivity of the suspensions, φ the volume fraction of solid and n∞
the number density in the bulk solution. Counterions are indicated by the subscript i and the
summation over j includes all species, including i. Furthermore, the superscript 0 describes
field-parallel polarization and 1 perpendicular polarization. For easy reference the f -functions
are collected in Appendix A.
Finally it should be mentioned that the equations of O’Brien and Ward are approximate
ones. This derives from the numerical procedure applied to set up the f -functions. Apart
from aligned particles with aspect ratios smaller than 0.1 and Dukhin numbers less than 0.05
the approximate formula agree within 5% with the numerical results. For further details the
reader is referred to the original publication.
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3.2.3 Fractal dimensions from gas adsorption
The fractal dimension of a surface (Dfs) can be assessed by evaluating gas ad-/desorption data.
The so-called thermodynamic method is based on the proportionality between the surface area
of the condensed liquid-gas surface (Slg) and its curvature ac (Neimark et al., 1993):
Slg(p/p0) ∝ [ac(p/p0)]2−Dfs (3.13)
The surface area at a given relative pressure (p/p0) can be obtained by integration of the
experimental isotherm:
Slg =
RT
γlv
∫ Nmax
N(p/p0)
ln(p/p0)dN (3.14)
Here N represents the adsorbed amount and γlv the surface tension of the liquid-gas interface.
The radius may be calculated following Kelvin’s equation
ac(p/p0) =
2γlvVm
RT ln(p/p0)
(3.15)
in which Vm denotes the molar volume of the adsorptive in the liquid state. Taking the
logarithmic form of Eq. 3.13
log[Slg(p/p0)] = const− (Dfs − 2) log[ac(p/p0)] (3.16)
indicates that a plot of log[Slg(p/p0)] vs. log[ac(p/p0)] shows a linear part in the region of
fractality, the slope of which characterizes the surface fractal dimension. Moreover, the radii
corresponding to the start and end of the linear part provide the minimum and maximum
height of fractal surface features.
3.3 Materials and Methods
The kaolinite dominated sample used in this study (Horni Briza kaolinite) was fractionated to
<6.3 µm (equivalent Stokes diameter) by Atterberg sedimentation. Homoionic samples were
obtained by repeatedly exposing the raw material to > 3M solutions of the desired metal chlo-
ride (LiCl, NaCl, KCl, CsCl, CaCl2, SrCl2, BaCl2). The samples were washed in a pressure
filtration with deionized water using a 0.45 µm filter. When the conductivity of the deionized
water which passed the sample was below 2 µS/cm, the samples were re-dispersed in deionized
water and freeze dried.
The sample was characterized by Weber et al. (2014). X-ray diffraction revealed 0.76 g/g
kaolinite, 0.21 g/g illite/muscovite and 0.03 g/g quartz. The volume-based log-normal par-
ticle size distribution is characterized by a d50 of 1.09 µm and a spread of 0.56 µm. The
average aspect ratio was determined to be n=1/37. The characteristic length of the spheroid,
approximated to a thin disk, can be calculated from the average aspect ratio and the d50 to
be a=1.58 µm. For details the reader is referred to the original publication.
For the measurement of electrical conductivities, suspensions were prepared by immersing 1.5 g
of kaolinite in 40 mL of the desired electrolyte solution. The pH of the suspension was, depend-
ing on the electrolyte and its concentration, between pH=6-7. The suspensions were shaken
several times and then left for sedimentation over night. After the material had settled and the
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supernatant liquid was free of particles, a defined volume was withdrawn. Having measured
the electrical conductivity of this equilibrium electrolyte solution, the electrical conductivity
of the remaining suspension was measured. Adding aliquots of the equilibrium electrolyte
solution provides suspensions of varying volume fraction without changing the chemistry of
the system.
The electrical conductivities were measured with a WTW LF-3000 conductivity meter. The
conductivity cell used in these experiments is a Spectronic Camspec K25, equipped with four
carbon electrodes that are separated by a 6 mm gap. The cell constant was calibrated at 25
◦C using 0.01, 0.1 and 1 M KCl solutions, the conductivities of which were obtained from
Haynes et al. (2012). The conductivities of these solutions were well described by a single cell
constant. This indicates linearity in the potential-current response, from which it is judged
that electrode polarization is not an issue.
For conductivity measurements, the samples were situated in a double walled, water-filled
glass vessel, connected to a water bath (Julabo F12). The samples were stirred on a magnetic
stirring plate during the measurements. It should be noted that stirring had no influence on
the readings. All measurements were performed at 25.0 ◦C.
AFM images were taken with a NanoWizard II (JPK Instruments, Germany) equipped with
Si tips in intermittent contact mode. Some milligrams of sample were dispersed in ≈50 mL of
a ≈10−4 mol/L KOH solution, followed by 5 min sonication in an ultrasonic water bath. A
portion of this suspension was carefully pipetted onto a microscopic glass slide and dried on
a hot plate.
Nitrogen ad- and desorption isotherms were recorded on a Micromeritics Gemini VII at 77 K.
The samples were outgassed under vacuum (p=2.6 kPa) at 130 ¡C for 12 h.
3.4 Results
3.4.1 Surface conductance and electrokinetic potentials
Representative examples of the outcomes of conductometric experiments as a function of vol-
ume fraction are shown as K∗/KL (φ) in Figure 3.1 (the complete experimental data can
be found in Appendix C). The general features of these relationships, i.e. the linearity and
K∗/KL=1 at φ=0, were observed for all electrolytes studied. Isoconductive points (K∗/KL=1
at φ 6= 0) are observed for LiCl, NaCl and KCl between 1 and 5 mM. Since the location of the
isoconductive point is influenced by the surface conductivity and the particle shape, a straight
forward interpretation as in the case of spheres is not possible. The fact that isoconductive
points are observed for some electrolytes and for others not, might give a hint towards a cer-
tain ion specificity. This issue will be dealt with in the discussion section.
As a first step in the data evaluation, Du+ was calculated from Eq. 3.12. For these calcula-
tions, the negative adsorption of co-ions was neglected. This can be justified by considering
that the surface area of kaolinite is quite low and the volume of the suspension is large. Esti-
mating the increase of co-ion concentration (van den Hul and Lyklema, 1967) in a 50 mM 1-1
electrolyte suspension provides about 0.07 mM.
The values of the diffusion coefficients were used at infinite dilution (Haynes et al., 2012). A
comparison was made with concentration dependent diffusion coefficients by calculating the
diffusion coefficient at the corresponding bulk concentration from the relations presented by
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φ φ
Figure 3.1: Ratio of suspension conductivity to the conductivity of the equilibrium electrolyte
solution as a function of volume fraction at 25 ◦C. Concentration of electrolyte indicated.
Chhih et al. (1994)1. No significant changes in the results were observed.
The relation between Du+ and 1/KL+ is displayed in Fig. 3.2 (left). The Dukhin numbers rep-
resent averages of 5 individual measurements with standard deviations inbetween ± 0.01-0.02.
Similar relations were observed for the 2-1 electrolytes studied. From the data shown in Fig.
φ φ
Figure 3.2: Left: Du+ as a function of 1/KL+ for 1-1 electrolytes at 25◦C. Symbols represent
experimental points and lines linear regressions. Right: Variation of Du+ as a function of
1/KL+ for different degrees of conduction behind the slip plane (Eq. 3.8). For explanation
see text.
3.2 (left) it is noted that Du+ is linearly related to 1/KL+. Another apparent feature is the
non-zero and electrolyte dependent limiting behavior as 1/KL+ →0. In order to illustrate the
consequences of these findings, Fig. 3.2 (right) shows model calculations according to Eq. 3.8.
The following input parameters were used: l = 10−6 m, Kσd+ = 5 · 10−9 S. The conductivity
was calculated from Eq. 3.9 with D = 2.056 · 10−9 m2/s, corresponding to Cs+.
Curve a represents Kσi+ =0, i.e. Du+ = Dud+. Curves b, c and d were obtained by varying Kσ
i
+
linearly with concentration, Kσi+ being smallest for b and highest for d. Since Kσ
d
+ =const.,
the slope of the displayed relations is the same in all cases. However, the higher the ratio
Kσ
i
+ /K
σd
+ , the higher is Du+ at high concentrations. Comparing this to Fig. 3.2 (left) one
will notice the similarity, suggesting that the studied suspensions exhibit a constant diffuse
1The relevant equations and some example calculations are summarized in Appendix B.
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layer contribution to the total surface conductivity and a contribution originating behind the
slip plane which is linearly related to the concentration.
The individual contributions to the total surface conductivity were obtained as follows: Kσ+ =
Du+ · a · KL+, Kσ
d
+ is calculated by multiplying the slope of the Du+(1/KL+) relations with
the particle radius and Kσi+ = Kσ+ −Kσ
d
+ . Having available the two contributions to the total
surface conductivity, Eqs. 3.10 and 3.11 can be solved for yek. The calculated ζ-potentials
are presented graphically in Fig. 3.3. The results of the calculations outlined above are
summarized in Tab. 3.1.
1 10 100
-180
-160
-140
-120
-100
-80
-60
-40
-20
Li
Na
K
Cs
Ca
Sr
Ba
c∞ [mol/m3]
ζ
 [
m
V
]
Figure 3.3: ζ-potentials of kaolinite as a function of electrolyte concentration at 25 ◦C. Symbols
represent experimental points and lines logarithmic regressions. Cation of the metal
chloride indicated.
3.4.2 Atomic force microscopy
Figure 3.4 shows AFM images of Horni Briza kaolinite. Figure 3.4a displays an individual,
quite irregularly shaped particle, with lateral dimensions of approximately 3-4 µm. Depending
on the position, the height of the particle is between 100 and 300 nm. At the AFM-scale one
observes a variety of morphologic features on the surface such as islands, pits, and steps (a
step with a height of approximately 10 nm is marked by an arrow in Fig. 3.4a). Inspection
of a number of representative particles reveals that the general heigths of these topographic
features range between 10 and 80 nm.
The surface marked by a square in Fig. 3.4a is shown in Fig. 3.4b (the surface area is 1x1
µm). At this scale of magnification one observes a rather geometrically ordered surface.The
height of the surface features ranges between ≈ 0.7 nm (corresponding to a single kaolinite
layer) and some 100 nm. These measured height values very well agree with the height data
of other particles of this sample. Furthermore, the heights of the surface features observed
in this study compare favorably to previous reports on different kaolinite surfaces (Zbik and
Smart, 1998, 2002; Sutheimer et al., 1999).
The fractal dimension of the surfaces was analyzed with FDim (http://reuter.mit.edu/software-
/fdim/). From the analysis of a variety of representative images, the fractal dimension ranges
between 2.1 and 2.3.
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Table 3.1: Dukhin number, surface conductivity and electrokinetic potential of kaolinite suspensions
at 25◦C. Surface conductivity in S · 108, c∞ in mol/m3, ζ and dζ/dlnc∞ in mV.
c∞ Du+ Kσ+ K
σi
+ ζ
LiCl, Kσ
d
+ = 4.7 · 10−9 S
1 1.26 0.8 0.3 -179
5 0.70 2.1 1.7 -139
10 0.55 3.3 2.9 -123
50 0.50 15.3 14.8 -87
d ζ/d lnc∞ = 23.4±0.5
NaCl, Kσ
d
+ = 4.8 · 10−9 S
1 0.94 0.8 0.3 -173
5 0.47 1.9 1.4 -134
10 0.43 3.4 2.9 -117
50 0.33 13.1 12.6 -82
d ζ/d lnc∞ = 23.2±0.5
KCl, Kσ
d
+ = 2.9 · 10−9 S
1 0.49 0.6 0.3 -137
5 0.30 1.7 1.4 -100
10 0.26 3.0 2.7 -85
50 0.25 14.6 14.3 -55
d ζ/d lnc∞ = 21±1
CsCl, Kσ
d
+ = 1.1 · 10−9 S
1 0.37 0.4 0.3 -91
5 0.29 1.4 1.3 -60
10 0.29 2.8 2.7 -48
50 0.27 13.4 13.3 -27
d ζ/d lnc∞ = 16±1
CaCl2, Kσ
d
+ = 2.4 · 10−9 S
1 0.31 0.6 0.4 -72
5 0.22 2.1 1.9 -53
10 0.21 3.9 3.6 -45
50 0.18 16.9 16.7 -29
d ζ/d lnc∞ = 11±0.4
SrCl2, Kσ
d
+ = 2.6 · 10−9 S
1 0.33 0.6 0.4 -74
5 0.22 2.0 1.8 -55
10 0.22 4.1 3.9 -47
50 0.19 17.45 17.2 -30
d ζ/d lnc∞ = 11.1±0.4
BaCl2, Kσ
d
+ = 2.1 · 10−9 S
1 0.28 0.6 0.4 -67
5 0.21 2.2 1.9 -48
10 0.19 3.9 3.7 -41
50 0.17 17.3 17.1 -26
d ζ/d lnc∞ = 10.6±0.4
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Figure 3.4: (a) AFM amplitude contrast image of a particle of Horni Briza kaolinite. The arrow
marks a representative step on the surface. (b) Amplitude contrast image of the square
surface area marked in (a) (size: 1 µm x 1 µm). Steps can be seen which correspond to
kaolinite layers ranging from individual layers (≈ 0.7 nm) to stacks consisiting of some
tens of layers.
3.4.3 Nitrogen gas adsorption
The nitrogen ad- and desorption isotherm of kaolinite Horni Briza-KCl are presented along
with the evaluation of fractal dimension (see Eq. 3.16) in Fig. 3.5. Note that bulk values for
the surface tension and molar volume of nitrogen were used in conjunction with the Kelvin
equation.
Within IUPAC classification (Sing, 1982), the adsorption isotherm is of type 2, showing a
minimal hysteresis-loop of type H3. The surface area, evaluated according to the BET equa-
tions, is 13.08 ± 0.03 m2/g. The fractal dimension calculated from the adsorption isotherm is
Dfs=2.18±0.004. The region of fractality is found between 1.6 and 12.1 nm in the case of the
adsorption isotherm. Considering the desorption isotherm, the fractal dimension is found to
be Dfs=2.11±0.01, with fractality extending from 2.2 to 18.5 nm. The discrepancy between
Figure 3.5: Left: Ad- and desorption isotherms of nitrogen on kaolinite Horni Briza-KCl. Right:
Graph for the evaluation of the surface fractal dimension, see Eq. 3.16. The log of the
area is taken on a [m2] basis and the one of the radius on an [Å] basis.
ad- and desorption data might be related to the irreversible desorption from mesopores, see
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Neimark and Unger (1993) who report similar observations. These authors state that the
adsorption branch is more reliable for the interpretation of fractality.
3.5 Discussion
Before discussing the results of the conductivity experiments in detail, some general features
will be mentioned. The theory of O’Brien and Ward (1988) assumes, as most electrokinetic
theories do, that the surface charge is distributed homogeneously over the surface. For clay
minerals this is clearly not the case since the edges can, depending on pH, carry a negative
or positive charge, whereas the tetrahedrally terminated basal faces are negatively charged.
The pH of the suspensions studied here corresponds roughly to the the point of zero charge
that is observed in potentiometric titrations (Herrington et al., 1992) if the sample is satu-
rated with the same cation as the one present in the background electrolyte. Assuming that
protons/hydroxyls are the only charge determining ions for the edges, these will be uncharged
which leads to an uneven charge distribution. However, as the edge surface area only con-
tributes in a rather small portion to the total area of the particles, one may suspect that,
especially for disks of low aspect ratio, the electrokinetic behavior will be primarily governed
by the faces. This is in line with the finding that most clay minerals possess negative elec-
trophoretic mobilities/ζ-potentials over a wide pH range when suspended in simple electrolyte
solutions containing counterions of valence z ≤2 (Scales et al., 1990; Pashley, 1985; Delgado
et al., 1986; Miller and Low, 1990; Hunter and Alexander, 1963a; Durán et al., 2000; Avena
and De Pauli, 1998; Thomas et al., 1999; Horiwaka et al., 1988; Sondi et al., 1996).
As has been mentioned above, the equations of O’Brien and Ward are derived for static
conductivities. The conductivity cell used in the present experiments adjusts its frequency
depending on the conductivity of the solution between 170 Hz (20-200 µS/cm) and 400 Hz
(0.2-20 mS/cm). The highest conductivity encountered in the present experiments did not
exceed 10 mS/cm, which makes 400 Hz the highest measurement frequency. In order to check
if the suspension conductivities measured at these frequencies can indeed be regarded as static
ones, an impedance spectrum of a 50 mM CaCl2 Horni Briza kaolinite suspension (φ=0.0278)
was recorded (see Fig. 3.6). The cell used for this experiment is described in Appendix C. As
can be seen in Fig. 3.6, the phase angle reaches values around 1◦ at frequencies below about
500 Hz. The real part of the impedance reaches constant values at these frequencies as well.
Within the shaded area, representing the frequency range of the conductivity cell, the ratio
between the magnitude and the real part of the impedance is 0.9998, indicating that there is
essentially no complex contribution to the total impedance. From this we conclude that the
conductivities measured with the WTW cell are indeed within the static limit.
Fig. 3.4 shows that some of the particles are not strictly ellipsoidal. Therefore, treating the
sample as a an oblate spheroid is an approximation in itself. The error introduced in doing
so can hardly be estimated. However, using the same approximation, O’Brien and Rowlands
(1993) were able to describe the dipole strength of kaolinites over a wide frequency range and
Weber et al. (2014) were able to harmonize particle size distributions.
The last point to be addressed before discussing the results is the assumption of a dilute
suspension. This requirement can be judged to be given by the linearity of the suspension
conductivity with volume fraction (Delgado et al., 2007; Posner, 2009).
Inspection of Table 3.1 shows that the surface conductivity increases with increasing elec-
trolyte concentration. Independent of the electrolyte studied, the surface conductivity shows
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Figure 3.6: Real part of the impedance (Z) and phase angle of a 50 mM CaCl2 Horni Briza kaolinite
suspension (φ=0.0278). The shaded area represents the frequency range of the
conductivity cell.
contributions originating behind the slip plane, which is in line with earlier studies on clay
minerals (Rowlands and O’Brien, 1995; Miller and Low, 1990; O’Brien and Rowlands, 1993;
Rasmusson et al., 1997). In particular it is seen that Kσi+ is O(10−9) S at 1 mM and increases
linearly with concentration to reach O(10−7) S at 50 mM where it accounts for ≥ 90% of the
total surface conductivity. In view of published surface conductivities the values of Kσ+ and
Kσ
i
+ at higher concentrations appear large. Apart from some reported exceptions (Delgado
et al., 1988; Overbeek, 1952), O(10−8) S may be seen as an upper estimate of Kσi+ for smooth
and non-porous surfaces (Lyklema, 1995b).
However, from the gas adsorption and AFMmeasurements it can be concluded that the surface
of the studied kaolinite is not smooth. The fractal dimension is, depending on the method,
between 2.1 and 2.3. Surface features producing the fractality are ≈2-20 nm high. These
heights are in excellent agreement with the roughness range established from the AFM mea-
surements.
Delgado et al. (2007) state that surface roughness will not influence electrokinetic data in the
ranges of κR >>1 and κR <<1, R being the height of the surface features that produce the
roughness. From these two conditions it is calculated that surface roughness in the range of
R ≈ 1-10 nm is expected to have an impact on our systems. Dukhin et al. (2001) mention the
condition dr < dek <1 nm to express that roughness can be neglected. Here dek is the position
of the slip plane and dr the thickness of the stagnant layer caused by surface roughness.
From the above paragraphs one may state that the surface roughness, established from gas
ad-/desorption isotherms and AFM measurements, falls well within the range of roughness
that is expected to influence electrokinetic parameters. The high surface conductivities may
indeed be explained by assuming that surface features in the height range quoted above de-
termine the position of the slip plane. As a result, mobile counterions may accumulate behind
the slip plane and produce large surface conductivities. We will return to these aspects when
discussing the structure of the electrical double layer. In addition to these processes, thick
stagnant layers, containing counterions, can promote high surface conductivities. Note that
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Fripiat et al. (1982) and Jonas et al. (1982) established that on average 3-4 layers of water
are influenced by the presence of a clay mineral surface. Assuming that this water behaves
hydrodynamically inactive adds a stagnant layer of ≈1 nm thickness. In this context it would
be interesting to perform low frequency dielectric response measurements on these samples,
since the lateral motion of Stern layer ions is found to increase the dielectric constant of sus-
pensions (Rosen et al., 1993; Arroyo et al., 1999).
Considering the electrokinetic potentials displayed in Tab. 3.1 one should note that the mono-
valent counterions do not behave indifferent. In accordance with Kosmulski and Dahlsten
(2006) (working on kaolinite) and Scales et al. (1990) (working on muscovite) ζ is found to de-
crease in the order Li&Na>K>Cs. Judging from the effectiveness of a given cation to decrease
the ζ-potential at given concentration, one may write a preference series Cs>K>Na&Li. With
a few exceptions, this is the usual order being established from cation exchange experiments
on clay minerals (Jasmund and Lagaly, 1993; Jenny, 1932). In the case of divalent counte-
rions such a series cannot be established due to the rather small differences in ζ-potentials.
These lyotropic or Hofmeister series are encountered in a variety of fields and, judging by
the enormous amount of publications, there is an increasing interest in it. To our knowledge
there is at present no unifying theory that is able to explain these often observed series. Some
ascribe it to dispersion forces (Ninham and Yaminsky, 1997) while others (Lyklema, 2003)
regard it as highly unlikely that the series would find their origin in dispersion forces. Instead
of diving into speculation about the origin of this effect, we simply note that the same series
is established as frequently reported in the literature.
The absolute magnitude of ζ-potentials is higher than the values usually reported for clay
minerals, which is due to the neglect of surface conductivity. An exception is the work of
Rowlands and O’Brien (1995) (Na-kaolinite at pH=10.5) who took surface conductivity into
account and arrive at -204 mV at 1 mM background electrolyte concentration, decreasing to
-111 mV at 27.5 mM. These values refer to conductivity measurements. Electrophoresis and
electroacoustics provided lower values from which it was concluded that at least part of the
surface conduction must be attributed to the stagnant part of the electric double layer. All in
all these results, though measured at higher pH, are overall in good agreement with the ones
reported in this study.
Apart from dζ/d ln c∞ the surface charge densities of the diffuse and compact part of the
double layer are needed in order to discuss its structure. The diffuse part of the surface charge
density and its ionic components are obtained from (Lyklema, 1995a)
σd = −
√
8εε0RTc∞ sinh(zyd/2), (3.17)
σd+ =
√
2εε0RTc∞
[
e−zy
d/2 − 1
]
(3.18)
and
σd− =
√
2εε0RTc∞
[
1− ezyd/2
]
(3.19)
for symmetrical electrolytes. For 2-1 electrolytes the total charge density is obtained from
(Lyklema, 1995a):
σd = −signyd
√
2c∞εε0RT ·
[
e−2y
d
+ 2ey
d − 3
]1/2
(3.20)
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The ionic components of charge can be derived from the analytical solutions for the adsorption
coefficients derived by Grosse (2009b). In the notation of the present manuscript, the relations
for 2-1 electrolytes with z+ = 2z− = z read:
σd+ =
2κεε0RT
z+zF
e−zyd/2
√
e−zyd + 2−√3√
3
(3.21)
and
σd− = −
κεε0RT
z−zF
ezy
d/2
√
e−zyd + 2−√3√
3
(3.22)
The potential at the outer Helmholtz plane (yd) was identified with yek (for a general discussion
on this ”identity” the reader is referred to, e. g., Lyklema (2011); Hunter (1981) and for the
kaolinite-aqueous solution system to Hunter and Alexander 1963a,b). The charge density
associated with inner part of the double layer (σi) is estimated from
Kσ
i
+ = σ
i
+ · ui+ (3.23)
where ui+ denotes the mobility of the counterions in the inner region. Bulk mobilities were
used for monovalent ions whereas divalent counterions were considered to have 80% of their
bulk mobility (Lyklema, 2003, 2002, 2001b; Lyklema and Minor, 1998; Löbbus et al., 2000;
Minor et al., 1998b,a; Jiménez et al., 2005). The derivates dσi+/d lnc∞ and dσd/d lnc∞ were
obtained by fitting exponential and second order polynomial functions, respectively, to the
experimental data. The results are shown in Table 3.2.
First of all it is noted that σi+ is large at higher concentrations. This is a direct consequence
of the high values of Kσi+ (see Tab. 3.1). Furthermore, σd+ is independent of concentration. In
connection with a concentration independent mobility, this finding agrees with the constant
diffuse layer contribution to the surface conductivity. The variation in σd is caused by the
negative adsorption of co-ions which manifests itself in an increasing σd−.
Before elaborating the structure of the double layer on kaolinite, it is instructive to introduce
some parameters of the standard double layer model, namely capacitances. The capacitance
of the inner layer is treated as two capacitances in series. The integral capacitance of the inner
Stern layer is defined as Lyklema (1995a)
Ki1 =
σ0
ψ0 − ψi =
ε0ε
i
1
β
(3.24)
and the one between the iHp and the oHp by:
Ki2 = −
σd
ψi − ψd =
ε0ε
i
2
γ
(3.25)
The meaning of the various distances and potentials is illustrated in Fig. 3.7 A. Note, however,
that the distance β is mostly determined by the radius of unhydrated counterions. This makes
Ki1 relatively insensitive to changes in electrolyte concentration. By way of illustration, Ki1 is
about 53 µF/cm2 if εi=6 and rion=100 pm is assumed.
From these equations one may already arrive at some useful conclusions. Consider that
the position of the slip plane is determined by the surface features already discussed. As
an example we may set dek=γ+β=5 nm. Taking rion=β=100 pm one arrives at γ=4.9 nm,
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Table 3.2: Charge densities of the electrical double layer (µC/cm2) and derivates with respect to
lnc∞. For explanation see text. c∞ in mol/m3.
c∞ σd σd+ σ
d
− σ
i
+ dσi+/d lnc∞ dσd/d lnc∞
LiCl
1 6.01 5.83 0.18 7.5 7.6 0.05
5 6.22 5.83 0.39 41.4 37.6 0.20
10 6.36 5.83 0.53 71.5 74.6 0.26
50 6.90 5.83 1.07 369.2 367.6 0.40
NaCl
1 5.35 5.17 0.18 5.2 5.3 0.06
5 5.55 5.17 0.38 26.8 26.0 0.19
10 5.69 5.17 0.53 55.9 51.4 0.25
50 6.21 5.17 1.05 242.8 250.7 0.39
KCl
1 2.65 2.48 0.17 3.7 3.7 0.07
5 2.84 2.48 0.36 19.0 18.4 0.16
10 2.96 2.48 0.47 35.1 36.9 0.19
50 3.34 2.48 0.86 187.7 185.0 0.28
CsCl
1 1.06 0.91 0.15 3.3 3.3 0.07
5 1.20 0.91 0.28 16.2 16.6 0.09
10 1.27 0.91 0.36 33.9 33.3 0.10
50 1.45 0.91 0.54 166.6 167.1 0.12
CaCl2
1 3.01 2.88 0.12 7.1 7.3 0.07
5 3.14 2.89 0.25 37.7 35.6 0.14
10 3.21 2.88 0.33 73.7 70.6 0.16
50 3.47 2.88 0.58 338.2 345.3 0.23
SrCl2
1 3.26 3.14 0.13 7.3 7.4 0.07
5 3.39 3.13 0.26 36.1 36.5 0.14
10 3.48 3.14 0.34 78.6 72.6 0.17
50 3.75 3.14 0.60 349.3 358.3 0.24
BaCl2
1 2.52 2.39 0.12 6.8 7.0 0.07
5 2.64 2.40 0.24 36.8 34.2 0.12
10 2.72 2.40 0.32 69.5 67.6 0.15
50 2.95 2.41 0.54 324.6 330.2 0.20
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Figure 3.7: Illustration of double layer models. A: Standard double layer model including two charge
free regions, characterized by a linear decrease of the electric potential towards the
solution side. B: Illustration of a possible potential decay on a rough surface. Note that,
in contrast to the standard double layer model, Stern layer ions are not confined to a
specific plane. The potential decay in the close proximity to the surface depends on a
number of parameters (see Lyklema 1968), which is why it is marked with a question
mark.
i. e. Ki2 << Ki1. Based on the experimental charge densities and electrokinetic potentials,
this finding can be substantiated by considering some of the results obtained by Hunter and
Wright (1971):
dσd
d ln c∞
= Ki2
(
dζ
d ln c∞
−
[
1− 1
σi
dσi
d ln c∞
]
kT
ze
)
(3.26)
Interpreting σi as σi+ one can use the values in Tab. 3.2 to see that
1
σi
dσi
d ln c∞ ≈1, meaning
that:
Ki2 ≈
dσd
d ln c∞
/
dζ
d ln c∞
(3.27)
For further analysis one needs to decide if the sample behaves as a constant charge or potential
surface. On the basis of the data displayed in Tab. 3.2, a constant charge surface, which is
rather frequently assumed for clay minerals, can immediately be excluded for dσi+/dlnc∞ 6=
-dσd/dln c∞. For the case of a constant potential surface, Hunter and Wright (1971) derive:
dζ
d ln c∞
=
−kT
ze
tanh
(zyek
2
)
·
(
fσd + 2σi
fσd − 2[σi +Ki1(kT/ze)] tanh(zyek/4)
)
,
f = 1 + 1/Ki2[(zeσ
i/kT ) +Ki1]
(3.28)
As an example we may consider the KCl data at 50 mM. In this case Ki2=14.7 µF/cm2,
a reasonable number. In order to reproduce dζ/dlnc∞=0.021 V (see Tab. 3.1) a value of
Ki1=3200 µF/cm2 is needed. For lower concentration it is found that Ki1 → ∞ which is a
rather unphysical behavior. From this it is concluded that, at least when treated in terms
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of the standard double layer model, kaolinites can neither be described as constant charge
nor as constant potential surfaces, implying that they should be treated as charge regulating
surfaces.
A more fundamental implication is that the standard double layer model is apparently not ad-
equate for describing the kaolinite-aqueous solution interface. The very notion of a slip plane
whose position is determined by surface features, behind which counterions can accumulate,
raises the question of how meaningful charge free regions behind the slip plane are. In our
case, which is due to the high surface topology certainly an extreme one, it is readily seen that
it is not appropriate to include an inner layer capacitance. In this context one may note that
unphysically high inner layer capacitances are usually reported from site binding models on
oxide surfaces (Kleijn, 1990). The latter author further developed Lyklema’s porous double
layer model (Lyklema, 1968) to model porous oxide surfaces. She concludes that rather high
inner layer capacitances are obtained which makes the effect of such refinements negligible. In
fact, from the experimental evidence collected in this study, it appears that a porous double
layer model would be more adequate to describe the electrokinetics and charging behavior of
the system.
A graphical illustration of such a porous double layer is presented in Fig. 3.7 B. The main dif-
ferences to the standard double layer model are (i) the slip plane is located further away from
the surface (determined by the surface topology) and (ii) the countercharge in the compact
part of the double layer is not restricted to a specific plane but rather distributed between the
surface and the slip plane. The distribution of potential between surface and slip plane will,
among a number of other factors, depend on the adopted decay of porosity, see (Lyklema,
1968). This is the reason why the potential decay is marked with a question mark in Fig. 3.7
B.
The observed counterion specificity can naturally follow from such a model, either by inac-
cessibility of certain regions by bigger ions (see Lyklema 1968) or by extending the model to
account for excluded volume effects. Wether the ion specificity in this system is of a non-
electrostatic origin or a consequence of ion size related effects needs to be elaborated in future
studies.
Finally it is noted that the conductivity data were evaluated with an alternative theory. The
results are presented in Appendix D.
3.6 Conclusions
From the study of the static electrical conductivity of kaolinite suspensions as a function of
volume fraction and electrolyte concentration, it is observed that
• the diffuse part of the surface conductivity is independent of electrolyte concentration.
• there is a contribution to the surface conductivity originating behind the slip plane,
being linearly related to the electrolyte concentration.
• stagnant layer conductivity contributes ≥ 90% to the total surface conductivity at 50
mM.
• the studied 1-1 electrolytes do not behave indifferent.
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Gas adsorption and AFM measurements show that kaolinite surfaces are fractal with ≈2-20
nm as lower and upper bounds of fractality. The fact that the electrokinetic properties of
our systems will be influenced by surface features in the height range of ≈ 1-10 nm suggest
that the position of the slip plane is determined by the surface features creating the fractality,
i. e. the slip plane is situated some 100-101 nm away from the surface. The high values of
the surface conductivity can result from an accumulation of mobile counterions in the region
between the slip plane and the surface. Furthermore it is suggested that the standard double
layer model is not adequate for the description of the kaolinite-aqueous solution interface. One
should rather consider a porous double layer model. This finding has important implications
for the modeling of such surfaces since the double layer model must be selected a priori in
modeling studies.
Future studies should compare the low frequency conductivity results with electrokinetic mea-
surements, preferably high frequency electrokinetics. Efforts in this direction are in progress
and show promising preliminary results. Furthermore it would be rather interesting to com-
bine a porous double layer model with a speciation model such as the one described by Leroy
and Revil (2004).
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Appendix A
f -functions of Eq. 3.12
The following equations summarize the f functions to be used in Eq. 3.12 (O’Brien and Ward,
1988):
f0(Du+) =
Du+ sinh(ξo)K1 − 2/3
3 sinh(ξ0) cosh
2(ξ0)
[
2/3iQ′1 −Du+Q1K1
] (A.1)
in which Q1 is the Legendre function of the first kind, evaluated at x = i sinh(ξo)
Q1(x) =
x
2
ln
(
x+ 1
x− 1
)
− 1 (A.2)
and Q′1 its derivate with respect to x. K1 and f1(Du+) are found from
K1 =
(
sinh2(ξ0)
2
+ 1
)
ln
(
cosh(ξo) + 1
cosh(ξo)− 1
)
− cosh(ξo) (A.3)
and
f1(Du+) =
−8/3 sinh(ξ0) + 2Du+ cosh2(ξ0)K2
3 sinh(ξ0) cosh
3(ξ0)
[
4/3i(Q11)
′ −Du+Q11K2
] (A.4)
where Q11 is the associated Legendre function of the first kind given by:
Q11(x) =
√
x2 − 1
2
ln
(
x+ 1
x− 1
)
− x√
x2 − 1 (A.5)
As above, (Q11)′ is the derivate with respect to x = i sinh(ξ0). K2 is obtained from
K2 = (cosh(ξ0) + cosh
−1(ξ0))− sinh
2(ξ0)
2
(
sinh(ξ0)
cosh(ξ0)
)2
· ln
(
cosh(ξ0) + 1
cosh(ξ0)− 1
)
(A.6)
and for an oblate spheroid:
ξ0 =
1
2
ln
(
1 + n
1− n
)
(A.7)
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Appendix B
Concentration dependent diffusion
coeffiecients
This section is intended to provide a comparison between diffusion coefficients and electrical
conductivities calculated from diffusion coefficients at infinite dilution and the their concen-
tration dependent counterparts.
As a starting point the Nernst-Einstein1 equation may be written as (Lyklema, 1991c):
ui =
|zi|FDi
RT
(B.1)
Here ui is the ionic mobility which is connected to the electrical conductivity by (Lyklema,
1991c):
KLi = |zi|Fciui (B.2)
Another useful quantity the molar conductivity of ions, defined by
λi = |zi|Fui (B.3)
In electrokinetic studies the conductivity of the equilibrium electrolyte solution is usually
computed from diffusion coefficients/ionic mobilities/molar conductivities at infinite dilution
which are tabulated quantities. However, for 1-1 electrolytes at concentrations higher than
about 10−4 mol/dm3 the influence of interionic forces needs to be taken into account when
calculating the aforementioned transport properties. Early attempts of Onsager between 1920
and 1930 as well as the rather laborious approach of Fuoss and Onsager (1957) are generally
only valid up to ≈ 10−2 mol/dm3 of 1-1 electrolytes, for higher valency electrolytes even less.
The ”dilute approaches” will not be discussed here as we are interested in concentrations of
2-1 electrolytes up to 50 mM. A discussion of these can be found in Robson Wright (2007).
Bernard et al. (1992) study the molar conductivity of electrolyte solutions from the viewpoint
of statistical mechanics. The resulting equations can be expressed analytically within the mean
spherical approximation and provide a good agreement between theory and experiment up to
1 mol/dm3 and above, irrespective of the valency of the electrolyte. The following equations
for the diffusion coefficient and the molar conductivity will be summarized from Chhih et al.
1Due to the early work of Nernst (1888) and later contributions from Einstein (1905)
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(1994). The diffusion coefficient is given by
Di = D
0
i
(
1 +
δki
ki
)
(B.4)
with
δki
ki
= − 1
24pikTεε0
z2i e
2(κ2 − κ2di)(1− e−2κdid)
d(1 + Γd)2[κ2di + 2Γκdi + 2Γ
2(1− e−κdid)] (B.5)
where e is electronic charge, κ the Debye length, k Boltzmann’s constant and d the diameter
of the ion i. The parameter κ2di is defined by:
κ2di =
e2
kTεε0
∑
j
n∞j z
2
jD
0
j
D0i +D
0
j
(B.6)
The superscript 0 denotes infinite dilution. The cutoff distance Γ is related to the Debye
length via:
2Γ =
κ
1 + Γd
(B.7)
The molar conductivity is obtained from
λi = λ
0
i
[
1 +
δueli
u0i
(
1 +
δE
E
)
+
δE
E
(
1 +
3
2
δE
E
)]
(B.8)
where
δueli
u0i
= − kT
3piηD0i
Γ
1 + Γd
, (B.9)
δE
E
= − 1
24pikTεε0
|zizj |e2κ2q(1− e−2κqd)
d(1 + Γd)2[κ2q + 2Γκq + 2Γ
2(1− e−κqd)] (B.10)
and
κ2q =
e2
kTεε0
n∞i z
2
iD
0
i + n
∞
j z
2
jD
0
j
D0i +D
0
j
(B.11)
Extensions to associated electrolytes can be found in Chhih et al. (1994) and extensions to
multicomponent systems in Durand-Vidal et al. (1996).
As an example for the concentration dependence of the diffusion coefficient, Figure B.1 shows
the diffusion coefficient of Li in LiCl solutions at 25 ¡C. Experimental points are from Turq
et al. (1971), accessed through Mills and Lobo (1989) who report an accuracy of 2% (shown as
error bars). The solid line was calculated with Eqs. B.4 and B.5. Ionic diameters, assuming
six-fold coordination and dO2−=280 pm, were obtained from Mortimer and Müller (2007).
These diameters were not adjusted so that the line represents a real theoretical prediction.
The influence of concentration dependent diffusion coefficients on the electrical conductivity
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Figure B.1: Diffusion coefficient of Li in aqueous LiCl solutions at 25.0 ¡C. Experimental point
(symbols) from Turq et al. (1971), error bars indicate the estimated accuracy by Mills
and Lobo (1989). Solid line: Theoretical prediction, Eqs. B.4 and B.5.
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Figure B.2: Difference in calculated electric conductivity as a function of concentration. KLideal
denotes the electrical conductivity calculated with diffusion coefficients at infinite
dilution and KLnon−ideal is obtained from concentration dependent diffusion coefficients.
is shown in Figure B.2. KLnon−ideal was obtained with Eqs. B.4-B.5 to calculate the concen-
tration dependent diffusion coefficient, which was then introduced in Eqs. B.1 and B.2. Ionic
diameters were again obtained from Mortimer and Müller (2007). KLideal was calculated with
Eqs. B.1 and B.2 using diffusion coefficients at infinite dilution, taken from Haynes et al.
(2012).
From the two Figures presented in this section, it is evident that first of all the diffusion coef-
ficient does decrease by some percent in the moderate concentration range (≈ 0.1 mol/dm3).
Judging from the Mills and Lobo (1989) data, the situation is not markedly different for other
salts relevant to this study.
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Appendix C
Experimental conductivity data and
description of the impedance cell
C.1 Impedance Cell
The impedance system used to measure the spectrum presented in Fig. 3.6 of the main text
consists of an Potentiostat/Galvanostat (Model 263A) and a Lock-In amplifier (Model 5210),
both manufactured by EG&G Instruments. The measuring cell is made of PEEK and shown
in Fig. C.1. The cell is 15.6 cm high with a diameter of 6.15 cm. The electrodes are placed
Figure C.1: Side (left) and top (right) view of the impedance cell
3 mm apart and are made of stainless steel. The outer two electrodes are used as current
electrodes and the inner two as potential electrodes. The inner and outer part of the sample
chamber have a diameter of 1 cm and 1.6 cm, respectively. During the measurement of the
suspension, a plastic stirrer was inserted into the sample chamber in order to avoid settling of
the particles. The applied potential was strictly kept below 0.1 V.
C.2 Experimental data
Figure C.2 shows the experimental conductivity data of kaolinite suspensions. The electrolyte
and its concentration are indicated in the individual graphs. For a discussion the reader is
referred to the manuscript.
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Figure C.2: Experimental conductivity data of Horni Briza kaolinite suspensions. Electrolyte and its
concentration are indicated in the individual graphs.
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Appendix D
Comparison between the theories of
Dukhin and Derjaguin (1974) and
O’Brien and Ward (1988)
Another theory to relate static conductance data of suspensions to Dukhin numbers is due
to Dukhin and Derjaguin (1974). Their equations, being valid for dilute suspensions with
κa >>1, will be summarized in the following:
K∗
KL
=
1
F
+
2
3
φn
Du
1 +Du
(D.1)
F denotes the structural resistance coefficient which is conveniently described by a relation
due to Bruggeman (1935):
F = (1− φ)−k (D.2)
For oblate spheroids of random orientation the parameter k is related to the depolarization
factors (Ai) by
k =
1
3
∑
i=x,y,z
(1−Ai)−1 (D.3)
with (Landau and Lifshitz, 1960)
Az =
1 + p2
p3
· [p− arctan(p)],
Ax = Ay =
1
2
(1−Az)
(D.4)
where p =
√
n2 − 1. Due to the choice of the coordinate system the aspect ratio is defined
to be n >1 for oblate spheroids. To facilitate the comparison between the two approaches we
interpreted Du as Du+ and used the formula presented in the theoretical section to evaluate
ζ.
First of all it is mentioned that Dukhin numbers obtained with this approach show the same
behavior as described above. The surface conductivities show the same magnitude as the ones
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Figure D.1: Comparison of ζ-potentials calculated from O’Brien and Ward and Dukhin and
Derjaguin.
already discussed. The ζ-potentials and their decrease with ln c∞ are generally in the same
order of magnitude as those of the main text. The ζ-potentials are compared in Fig. D.1. For
CsCl and KCl the agreement between the two theories is rather good. For NaCl and LiCl a
pronounced disagreement can be observed. With this information in mind it is interesting to
recall that O’Brien (1981) criticized Dukhin and Derjaguin’s analysis. Comparing his equa-
tions with the ones of the latter authors he concluded that both are identical for electrolytes
of equal diffusion coefficients. He further argues that Dukhin and Derjaguin’s equations are
in error due to the neglect of diffusion terms that are made explicit in his equations. The
ratios of diffusion coefficients of the electrolytes used here are D+/D−= 1.012 (CsCl), 0.963
(KCl), 0.656 (NaCl) and 0.506 (LiCl). Considering these numbers one will notice that the
disagreement between the two theories becomes more pronounced the larger the difference of
cationic and anionic diffusion coefficients, which is in line with O’Brien’s statements. Due to
these discrepancies, the results coming from O’Brien and Ward’s theory are preferred over the
ones presented in the appendix.
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Chapter 4
The temperature dependence of
contact angles
4.1 Introduction
1The estimation of solid surface tensions from contact angles is an old and controversially
discussed issue. Most of the effort in developing theoretical descriptions was and is spent in
finding an interpretation in terms of molecular interactions. Fowkes, e.g. Fowkes (1964), was
the first to propose that surface tensions could be regarded as being composed of additive
components. These components would correspond to the molecular forces being operative in
a given phase. While Fowkes considered only a dispersive component of the surface tension,
van Oss and co-workers, e.g. van Oss et al. (1988), added empirical electron donor and accep-
tor components. Neumann and co-workers, e.g. Neumann et al. (1974); Ward and Neumann
(1974), proposed a semi-empirical equation of state approach, not taking into account molec-
ular forces at all.
Although all of the aforementioned approaches work more or less well for describing contact
angle patterns in many systems, some basic questions remain. Considering Young’s equa-
tion, the contact angle is described by the interface tensions of the solid-liquid, solid-vapour
and the liquid-vapour interface. As interface tensions are Helmholtz free energies, they are
temperature-dependent. The major point of interest is therefore to explore if currently used
approaches relating contact angles to interface tensions can take proper account for their tem-
perature dependence.
Before analyzing temperature-dependent contact angle data reported in the literature, short
derivations, including key steps, will be given to obtain the relevant equations proposed to
relate contact angles to interface and surface tensions. The various approaches, presented in
the theoretical section, will be critically examined in the light of Lyklema’s analysis (Lyklema,
1999) and the insights obtained from the temperature dependence of contact angles.
1This chapter is taken from Weber and Stanjek (2014)
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4.2 Theory
4.2.1 General equations
All concepts of calculating solid surface tensions from contact angles are based on Young’s
equation, formulated in words by Thomas Young in 1805 (Young, 1805):
γlv cos θ = γsv − γsl (4.1)
Here θ denotes the contact angle and γ the surface tension. The subscripts refer to the solid-
liquid (sl), the solid-vapour (sv) and liquid-vapour (lv) interface.
Another frequently used quantity is the work of adhesion (wadh). If phases α and β are
considered in contact, the work of adhesion is defined as the work to be done to tear apart
both phases isothermally and reversibly (Lyklema, 2000b). The mathematical formulation is
due to Dupré (1869):
wadh = γα + γβ − γαβ (4.2)
Identifying α as liquid, β as solid and combining with Young’s equation results in:
wadh = γlv(1 + cos θ) (4.3)
The surface tension of the sv and the interface tension of the sl interface cannot be measured
separately, only the difference of the two is obtained by contact angle measurements. To elim-
inate one of the surface/interface tensions from Young’s equation, an additional relationship is
needed. One such relation, frequently called combining rules, dates back to Rayleigh (1890):
√
γαβ ≈ √γα −√γβ (4.4)
By taking squares one may rewrite Eq. 4.4 in the following form:
γαβ ≈ γα + γβ − 2√γαγβ (4.5)
According to equations 4.2, 4.3 and 4.5, the contact angle is related to the surface tensions of
α and β by
cos θ ≈ 2
√
γβ
γα
− 1 (4.6)
4.2.2 Combining rules
Combining rules are empirical relations used to relate van der Waals interaction energies of two
individual substances to the interaction energy between these substances. The most frequently
used relation is the geometric mean, according to Lyklema (1991a) due to Berthelot. In terms
of Hamaker constants A, the interaction of substances 1 and 2 across vacuum may be expressed
as:
A12 ≈
√
A11A22 (4.7)
Although relations of this nature work satisfactory well in certain cases, there are many systems
in which they do not provide acceptable results. Examples are systems in which one of the
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phases possesses a high dielectric constant or shows a high zero-frequency contribution to the
respective Hamaker constant (Israelachvili, 2011). The general accuracy of combining rules
was discussed by Israelachvili (1973, 1972) who concludes that they never yield exact results.
In practice, A12 is overestimated, leading to the introduction of a correction factor φ ∈ [0,1]:
A12 = φ
√
A11A22 (4.8)
A second point to stress was made by Lyklema (1999). By inserting surface tensions in the
combining rules presented, thermodynamic parameters are treated as being mechanical ones.
In other words, only temperature-independent quantities should be inserted in relations such
as Eq. 4.7, i.e. energies and not free energies. This statement is in line with the observation
that combining rules do not provide acceptable estimates in systems where the zero-frequency
contribution to the Hamaker constant is substantial, because the entropic part of the total
free energy is contained in this term (Parsegian and Ninham, 1970).
4.2.3 Good’s interaction parameter
The inaccuracy of combining rules was recognized by Girifalco and Good as well. These
authors modified Eq. 4.5 by a correction factor Φ (Girifalco and Good, 1957):
γαβ = γα + γβ − 2Φ√γαγβ (4.9)
The earliest definition of this correction factor was reported by Girifalco and Good (1957) as
Φ =
wadh√
wcoh,αwcoh,β
(4.10)
where wcoh is the work of cohesion given by wcoh = 2γ. Combining Eq. 4.1 and Eq. 4.9
provides a relation between contact angle and solid surface tension which can be solved given
that Φ is known:
γsv =
γlv(1 + cos θ)
2
4Φ2
(4.11)
4.2.4 Dispersive component of the surface tension: Fowkes
In the 1960’s Fowkes pointed out, e.g. Fowkes (1964), that dispersive forces are prevalent in
many systems and that these, due to their long range nature, would further be the forces that
are most effective in operating across an interface. He defines a dispersive part of the work of
adhesion (wdadh) between phases α and β which is written as (Fowkes, 1987)
wdadh =
√
wdcoh,αw
d
coh,β = 2
√
γdαγ
d
β (4.12)
so that Eq. 4.5 becomes:
γαβ = γα + γβ − 2
√
γdαγ
d
β (4.13)
Combination of the former relationship with Young’s equation amounts to
γdsv =
γ2lv(1 + cos θ)
2
4γdlv
(4.14)
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4.2.5 Multicomponent theory: van Oss and co-workers
It was soon recognized that Eq. 4.14 does not work well in certain systems, which was taken
as an indicator that interactions other than dispersive ones should be included to the analysis.
van Oss and co-workers proposed that the surface tension of any phase may be expressed as
(van Oss et al., 1988):
γα = γ
LW
α + γ
AB
α (4.15)
Here γLW denotes the part of the surface tension that is made up by van der Waals interactions
(interpreted within the macroscopic approach provided by Lifshitz) and γAB is the part of the
surface tension that is due to acid-base interactions. The acid-base component of the surface
tension is further subdivided into two empirical components, namely an electron acceptor
contribution (γ−) and an electron donor contribution (γ+). Within their approach, van Oss
et al. (1988) make use of a geometric mean combining rule to relate the electron donor and
acceptor parameters to γAB:
γABα = 2
√
γ+α γ
−
α (4.16)
For the interface tension of the αβ interface the authors use an empirical relation proposed
by Small (1953) in the context of heats of mixing for hydrogen bonding liquids:
γABαβ = 2
(√
γ+α γ
−
α +
√
γ+β γ
−
β −
√
γ+α γ
−
β −
√
γ+β γ
−
α
)
(4.17)
The LW -component is treated in the context of Eq. 4.5 so that the work of adhesion may be
written as:
γlv(1 + cos θ) = 2
(√
γLWlv γ
LW
sv +
√
γ+lvγ
−
sv +
√
γ−lvγ
+
sv
)
(4.18)
In order to determine the components of the solid surface tension, contact angles of three
liquids on the same solid substrate are necessary, for details the reader is referred to e.g. van
Oss (2006).
4.2.6 Neumann’s equation of state
Neumann et al. (1974) observed rather regular contact angle patterns of a series of liquids on
different solid substrates and propose an equation of state relation of the form γsl = f(γsv, γlv).
The original formulation of their equation of state rests on Good’s interaction parameter and
a wetting criterion. The authors observed that contact angles of a series of liquids decrease as
the liquid surface tension decreases. The point at which a liquid just wets the solid (cosθ = 1)
is interpreted in a way that γsl=0. The surface tension of this particular liquid is taken as
γlv = γsv.
In this way, the authors obtained solid surface tensions for a total of eight solids. After
calculating Good’s interaction parameter, a linear relation of Φ emerged as a function of the
interface tension:
Φ = −aγsl + b (4.19)
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Considering the data for all eight systems, Neumann et al. obtained a=0.00748 and b=1.004.
By combination of Good’s interaction parameter and Eq. 4.19, one obtains the original for-
mulation of the equation of state:
γsl =
γsv + γlv − 2b√γlvγsv
1− 2a√γsvγlv =
γsv + γlv − 2√γlvγsv
1− 0.015√γsvγlv (4.20)
Combination with Young’s equation provides the relation between solid surface tension and
contact angle:
cos θ =
(0.015γsv − 2)√γsvγlv + γlv
γlv
(
0.015
√
γsvγlv − 1
) (4.21)
A problematic point about this relation is the fact that the denominator may become zero
for large products of γsvγlv. Due to this mathematical shortcoming, Li and Neumann (1990)
reconsider Eq. 4.8 and assign a functional relationship to the correction factor φ:
φ = e−β(γlv−γsv)
2
(4.22)
Here β is an empirical fit parameter. On this basis Eq. 4.9 is rewritten as
γsl = γlv + γsv − 2√γlvγsv · e−β(γlv−γsv)2 (4.23)
which in combination with Young’s equation becomes:
cos θ = −1 + 2
√
γsv
γlv
· e−β(γlv−γsv)2 (4.24)
Equations 4.21 and 4.24 are solved by means of a least squares fit with β and γsv as variable
parameters. Based on fits of a large number of systems Kwok and Neumann (1999) show that
β is a rather constant parameter and assign a numerical value of β=0.0001247 (m2/mJ)2.
4.2.7 Lyklema’s approach
The general definition of the surface tension reads (Defay et al., 1966):
γ = F σa −
∑
i
Γiµi (4.25)
Here µi denotes the chemical potential of component i, Γi the surface excess of i and F σa
the excess Helmoltz free energy taken per unit area of interface. When dealing with one-
component liquids only one surface excess remains in Eq. 4.25. By further working within the
framework of the Gibbs convention, this surface excess is defined to be equal to zero (Γ1 ≡0)
so that Eq. 4.25 becomes (Lyklema, 1999)
γ = F σa = U
σ
a − TSσa (4.26)
in which Uσa is the excess energy and Sσa the excess entropy. As concluded by Lyklema
(2001a), just above the melting point the surface tension of pure liquids is a linear function
of the temperature. If the surface tension is known as a function of temperature, the excess
50
energy and entropy are found by differentiating Eq. 4.26 with respect to the temperature
(Lyklema, 1999):
Sσa = −
( ∂γ
∂T
)
p
and Uσa = γ −
( ∂γ
∂T
)
p
(4.27)
The index p indicates that the differentiation is carried out at constant pressure. In contrast
to temperature, the effect of pressure on surface and interface tensions of simple liquids is
small (Turkevich and Mann, 1990). The pressure dependence of the surface tension of water
at 20 ◦C, estimated from data given by Rusanov (1978), is for example (∂γlv/∂p)T=0.045
nm. Motomura et al. (1983) found about half of the aforementioned value for n-alkane - water
interfaces at ambient temperature. Finally, it may be mentioned that Ponter and Boyes (1971)
have not observed an effect of pressure on contact angles at all. For the analysis to follow, the
influence of pressure can, in view of the rather small effect, be neglected.
Given that all γ′s in Eq. 4.2 show a linear dependence on temperature, the work of adhesion
may as well be written in terms of excess energies and entropies. Following Lyklema (1999)
wadh = ∆adhU
σ
a − T∆adhSσa (4.28)
with excess energy (∆adhUσa ) and entropy (∆adhSσa ) of adhesion defined as
∆adhU
σ
a = U
σ
a,α + U
σ
a,β − Uσa,αβ (4.29)
∆adhS
σ
a = S
σ
a,α + S
σ
a,β − Sσa,αβ (4.30)
With the reasoning in mind, that only temperature-independent quantities should be used
in conjunction with combining rules and that the geometric mean only works acceptably for
dispersive interactions, one may write (Lyklema, 1999)
γαβ = γα + γβ + T∆adhS
σ
a −∆adhUσa
≈ γα + γβ + T∆adhSσa − 2
√
Uσ,da,αU
σ,d
a,β
(4.31)
where the excess energy of adhesion is approximated by geometric mean of the dispersive
components of the excess energy of phases α and β. In this way, the temperature dependence
of the interface tension is accounted for by the T∆adhSσa term. Combination of Eq. 4.31 with
Young’s equation provides:
cos θ = −1 + ∆adhU
σ
a
γlv
− T∆adhS
σ
a
γlv
≈ −1 +
2
√
Uσ,da,lvU
σ,d
a,sv
γlv
− T∆adhS
σ
a
γlv
(4.32)
The relevant parameters (dispersive excess energies of liquids) that are needed to test the last
equation with experimental data are to a large extent not available.
4.3 Evaluation of literature data
In this section the equations presented in Section 4.2.7 will be confronted with literature data.
The data selection is restricted to two-component, three-phase systems. If the temperature
dependence of the surface tension of pure liquids was not measured in the respective articles,
the excess energies and entropies were calculated from Jasper’s data (Jasper, 1972).
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4.3.1 The n-alkane - water interface
In order to calculate the dispersive excess energy of water, temperature-dependent interface
tensions of n-alkanes in contact with water will be evaluated in this section.
Zepierri et al. (2001) measured the interface tension of seven n-alkanes (C6-C12) against water
as a function of temperature. All measurements include the temperature range of 15-50 ◦C,
some cover the range from 10-60 ◦C. The relationship between interface tension and temper-
ature is in all cases linear.
Motomura et al. (1983) measured the interface tension of hexane, octane, decane and dodecane
against water in the temperature range of ≈ 0-35 ◦C. At temperatures lower than 15 ◦C, the
curves start to become convex with respect to the temperature axis. Above this temperature,
the surface tension, however, shows a linear behavior with temperature. Their reported excess
energy and entropy (at 25 ◦C) are therefore taken as representative for temperatures higher
than 15 ◦C.
Aveyard and Haydon (1965) measured the interface tension between n-alkanes and water in
the range of 20-37.5 ◦C. Measurements where only one temperature was reported were dis-
carded from the analysis. The interface tension is in all cases linear in T .
These three data sets were analyzed according to Eq. 4.31. As n-alkanes only interact by
means of dispersion forces, their excess energy can be equated to the dispersive excess energy,
Uσa ≡ Uσ,da . In this way, the dispersive part of the excess energy of water is obtained. The
results are shown along with the corresponding interfacial excess entropies and the excess
entropy of adhesion in Table 4.1.
Considering general uncertainties in the determination of surface and interface tensions, as
well as purification issues (e.g. Goebel and Lunkenheimer 1997), the agreement between the
data sets is satisfactory. The dispersive excess energy of water seems to be independent of the
alkane chain length. Averaging over all data sets provides a value of Uσ,da,water=40±1 mJ/m2,
being in reasonable agreement with 43.5 mJ/m2 estimated by Lyklema (1999).
As it comes to the excess entropy of adhesion, no trend with alkane chain length can be in-
ferred from the data of Zepierri et al. (2001). The excess entropy of adhesion calculated from
Motumura et al.’s data, as well as the one calculated from Aveyard and Haydon’s data, show
a decrease with increasing chain length. This trend is more pronounced for the data of the
latter authors and may be explained by the parallel orientation of higher n-alkanes in the
interface, see Aveyard (1975).
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Table 4.1: Excess interfacial entropy (Sσa,αβ), excess entropy of adhesion (∆adhS
σ
a ) and dispersive
part of the excess energy of water (Uσ,da,water) from the measurement of the interface
tension between n-alkanes and water. Sσa,αβ and ∆adhS
σ
a in mJ/m2K, U
σ,d
a,water in mJ/m2.
Zepierri et al. (2001) Motomura et al. (1983) Aveyard and Haydon (1965)
Liquid Sσa,αβ ∆adhS
σ
a U
σ,d
a,water S
σ
a,αβ ∆adhS
σ
a U
σ,d
a,water S
σ
a,αβ ∆adhS
σ
a U
σ,d
a,water
Hexane 0.086 0.164 40.7 0.092 0.158 39.0 0.089 0.161 39.6
Heptane 0.088 0.158 39.8 - - - 0.095 0.151 37.8
Octane 0.084 0.158 40.5 0.089 0.152 39.2 0.090 0.152 38.8
Nonane 0.082 0.159 40.6 - - - - - -
Decane 0.080 0.159 40.9 0.087 0.153 39.6 - - -
Undecane 0.081 0.157 40.4 - - - - - -
Dodecane 0.076 0.164 41.8 0.086 0.154 40.2 0.088 0.152 38.6
Tetradecane - - - - - - 0.086 0.149 38.7
Hexadecane - - - - - - 0.088 0.146 38.0
Average - 0.160 40.7 - 0.154 39.5 - 0.152 38.6
Stdev - 0.003 0.6 - 0.003 0.5 - 0.005 0.7
4.3.2 Solid-liquid-vapour systems
In addition to the restriction of two-component, three-phase systems, only slv systems are
considered in which the work of adhesion is a linear function of temperature. Sharp disconti-
nuities in θ(T ) graphs can unambiguously be linked to phase transitions, see Neumann (1974).
Such systems were excluded from the analysis. Given the low number of publications that
deal with the temperature-dependence of contact angles, contact angle data were not critically
examined.
Neumann et al. (1971) measured advancing contact angles of n-alkanes (C10-C16) on PTFE
from ambient temperature to 70 ◦C. Further measurements on PTFE in contact with n-
butylchloride and n-heptane (30-60 ◦C) from Neumann (1966) were accessed through Rhee
(1974). Schonhorn (1968) reports advancing contact angles of glycerol on PTFE in the tem-
perature range of 20-110 ◦C.
Contact angles of n-alkanes (20-70 ◦C) and water (20-40 ◦C) on siliconized glass, as well as
water on hexatrioctane (20-60 ◦C), were obtained from Neumann (1974). Advancing and re-
ceding contact angles of water on siliconized glass (4-75 ◦C) were obtained from Phillips and
Riddiford (1965) who also report water contact angles on bayol (22-75 ◦C), a light fraction
paraffin oil.
Pettke and Ray (1969) report an extensive data set on polymeric solids. They measured
advancing and receding contact angles with water, glycerol, formamide, ethylene glycol, α-
bromonaphthalene and bromobenzene on the following solids: PE, Polysterene, Polyacetal,
53
Polycarbonate, Polyester and PTFE2. The temperature range of their experiments was 5-160
◦C. For temperatures higher than 80 ◦C, sudden changes in slope occur in some of the contact
angle vs. temperature plots. Therefore only temperatures lower than 80 ◦C were considered.
If chemical reactions were suspected, the contact angle data were not reported by the au-
thors. Further advancing and receding contact angles of hexadecane on PE (22-150 ◦C) were
obtained from Johnson and Dettre (1965). Another data set on PE is provided by Schonhorn
(1966) who measured advancing and receding contact angles with water (0-100 ◦C), glycerol
(20 and 90 ◦C) and formamide (0-75 ◦C).
Pettke and Ray (1969) and Johnson and Dettre (1965) do not report their contact angles in
tables. The relevant values were collected with great care from their figures.
The data treatment is as follows: In a first step the work of adhesion is calculated from
wadh(T ) = γlv(T ) · (1 + cos θ(T )) (4.33)
after which Eq. 4.28 is differentiated with respect to temperature in order to obtain the excess
energy of adhesion and the excess entropy of adhesion:
∆adhS
σ
a = −
(∂wadh
∂T
)
p
and ∆adhUσa = wadh −
(∂wadh
∂T
)
p
(4.34)
Most of the cited authors report a certain hysteresis in their systems. Contact angle hysteresis
manifests itself in the observation of advancing (θA) and receding (θR) contact angles, the
former being bigger than the latter. The phenomenon is observable in both static and dynamic
states. In the static case the triple line is pinned and the contact angle assumes a value in a
finite interval around the equilibrium contact angle (de Gennes, 1985). The far better known
dynamic state is observed by increasing or decreasing the solid-liquid area. Neumann and
Good (1972) and Eick et al. (1975) showed that surface heterogeneity and surface roughness
will produce several metastable states of contact angles. Only some of these can be used
in conjunction with Young’s equation, for a discussion see Tavana (2010). In the majority
of systems, the exact reasons for contact angle hysteresis are however difficult to pinpoint,
which makes it difficult, if not impossible, to judge if the contact angle obtained may be
used in conjunction with Young’s equation. The contact angle data affected by hysteresis
were therefore not directly used for calculating the excess energy and entropy of adhesion.
Employing a relationship obtained by Tadmor (2004), advancing and receding contact angles
were recalculated to contact angles that can be used in Young’s equation:
θ = arccos
(CA · cos θA + CR · cos θR
CA + CR
)
(4.35)
Here CA and CR are given by
CA =
( sin3 θA
2− 3 · cos θA + cos3 θA
)1/3
(4.36)
and
CR =
( sin3 θR
2− 3 · cos θR + cos3 θR
)1/3
(4.37)
Any values obtained from hysteresis-affected data will be marked as such in the following.
The results of the described analysis are shown graphically in Fig. 4.1.
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Figure 4.1: Excess entropy of adhesion vs. excess energy of adhesion for solid-liquid-vapour systems.
Circles: systems without hysteresis, triangles: systems with hysteresis.
From Fig. 4.1 no direct trend of ∆adhSσa with ∆adhUσa can be inferred. The majority of
data points plot in a rather narrow range of about 0.1-0.2 mJ/m2K. It should be noted that
the points plotting below 0.1 mJ/m2K all belong to systems involving polar3 liquids in con-
tact with PTFE. For liquids having lower dielectric constants, the excess entropy of adhesion
again assumes values within the aforementioned narrow range. This suggests that systems in
which the excess free energy of adhesion is significantly influenced by intermolecular forces
other than dispersive ones, the excess entropy, as well as the excess energy of adhesion, may
be reduced to a certain extent. It should further be noted that ∆adhSσa has a rather similar
magnitude in immiscible liquid-liquid systems and solid-liquid systems, compare Tab. 4.1 and
Fig. 4.1.
At least for the two-component, three-phase systems studied here, it seems reasonable to con-
clude that entropy and energy of adhesion are not coupled. The majority of systems, including
solid-liquid and immiscible liquid-liquid, show quite similar values of ∆adhSσa . Accepting that
some of the scatter is of experimental origin, it can be seen that the excess entropy of adhesion
assumes remarkably constant values.
From the data shown in Fig. 4.1, a corresponding states principle,4 as suggested by Lyklema
(1999) for lv systems, may be suspected. Due to the limited excess energy range definitive
conclusions cannot be drawn.
Judging from the hysteresis-free data, it turns out that the entropic contribution to the work
of adhesion ranges between 30 and 50% at 25 ◦C. These figures are somewhat higher than the
estimate made by Lyklema (2000c) who reports 20 to 30%. A comparison between the relative
entropic contribution to the work of adhesion in advancing and receding systems shows that
receding systems obey higher entropic contributions. This observation may be an indication
that contact angle hysteresis may in part be entropically controlled. Further interpretation
of this qualitative observation is not possible on the basis of the current data set, because
the cited references do either not report on surface roughness or state themselves that surface
2This material was erroneously denoted as FEP by Pettke and Ray (1969), a mistake corrected in Pettke
and Ray (1970)
3ε > 50, where ε is the relative dielectric constant
4Please note that the term corresponding states principle is in this context not understood in the strict
sense as described by Guggenheim (1957) p. 201. It rather expresses that there is no direct relation between
excess energy and entropy of adhesion and that the latter assumes more or less constant values whereas the
former varies considerably.
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roughness was one of the influencing factors. As contact angle hysteresis is also observed on
surfaces with roughness in the order of some tenths of nanometers (Tavana, 2010), it would
be interesting to study contact angle hysteresis as a function of temperature on such surfaces.
4.4 Discussion
4.4.1 Good’s interaction parameter
In defining their interaction parameter, Girifalco and Good (1957) state that “it turns out that
the free energy ratio is the same as the energy ratio“and write down the following equation:
Φ =
−∆adhF σa√
∆cohF σa,α∆cohF
σ
a,β
=
−∆adhUσa√
∆cohUσa,α∆cohU
σ
a,β
Here −∆adhF σa = wadh and −∆cohF σa = wcoh. These authors, however, do not give a justifica-
tion for this statement. In view of the present analysis it follows that their statement is valid
only at 0 K. At any other temperature, the interaction parameter obtained from free energies
will be a temperature-dependent quantity, whereas the one obtained from energies is not. The
magnitude of the difference will, apart from the considered temperature, be determined by
the absolute value of the excess entropy of adhesion and the corresponding excess entropies of
α and β.
In order to provide a practical example, the system water-octane from Zepierri et al. (2001)
is considered. Assume the surface tensions of the pure phases are known as a function of
temperature and the interface tension at 20 ◦C. If Eq. 4.9 is used to estimate the surface
tension at any other temperature, Φ would be calculated on the basis of the surface tensions
at 20 ◦C and, according to the above statement, would be treated as a constant. The outcome
of this analysis is shown as dotted line in Fig. 4.2, along with the evaluation according to Eq.
4.28. Logically, at 20 ◦C both interface tensions coincide, because the interaction parameter
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Figure 4.2: Interface tension of the system octane-water as a function of temperature (Zepierri et al.,
2001). Full line: evaluated according to Eq. 4.28, dotted line: evaluated according to Eq.
4.9. For explanation see text.
was calculated for this temperature. For temperatures above 20 ◦C, the interface tension is
underestimated and for lower temperatures it is overestimated.
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4.4.2 Surface tension components theories
Fowkes (1962) assumed that one can pass from energies to free energies by means of a coefficient
C:
F σa = C · Uσa (4.38)
Fowkes further assumed C to be near unity (Fowkes, 1987) and therefore equated it to unity
(Douillard, 1997). This choice sets energies equal to free energies and implies that entropies
play no role. It may be mentioned that already Padday and Uffindell (1968) criticized this
approach. More recently, Lyklema (1999) discussed the shortcomings of this approach and
stated that γd is a temperature-dependent quantity and thus is in conflict with the purely
mechanical interpretation of dispersion forces.
In view of Eq. 4.26 C is a temperature-dependent quantity given by:
C = 1− T S
σ
a
Uσa
(4.39)
C will further depend on the system studied since Sσa is in contrast to Uσa relatively constant.
Similar conclusions have been reached by Douillard (1997).
The same assumptions are implicitly found in the multicomponent theory by van Oss and
co-workers. In contrast to the treatment of Fowkes, van Oss and co-workers also include
Keesom and Debye contributions to the van der Waals component of the surface tension
which are directly temperature-dependent. Within the macroscopic interpretation of van der
Waals forces, the temperature dependence is captured in the zero frequency contribution to
the Hamaker constant (see Section 4.2.2).
Apart from this, the proposed combining rule for acid-base interactions was never verified
experimentally and has virtually no theoretical basis (Kwok, 1999). It is noteworthy that
the magnitudes of the individual surface tension components depend on the formulation of
the combining rule and on the reference values chosen for the acid-base components of water
(Kwok, 1999). Lyklema (2000b) argues that there is no physical ground to assume that acid-
base interactions would follow geometric mean combining rules.
In order to account for the temperature-dependence of surface tension components, one would
need to define corresponding excess entropy components. However, the existence of such excess
entropy components is not established (Douillard, 1997). But even if an approach was put
forward, it would still be incorrect to use free energies in conjunction with geometric mean
laws. In line with Douillard (1997) one may conclude that if the need is felt to interpret
surface tensions in terms of additive components, these should only concern the energetic part
of the surface tension.
The same objections presented in this section apply to the approaches of Owens and Wendt
(1969) as well as to Wu’s harmonic mean approach (Wu, 1971).
4.4.3 Neumann’s equation of state
Concerning Eq. 4.20 it is recognized that a and b cannot be considered as universal constants
due to their linkage to Φ. The problem with Φ has been discussed above. As it comes to Eq.
4.24, the effect of temperature becomes less obvious. It may, however, be expected that the
influence of temperature will be assigned to the fit parameter β, since it is contained in the
functional relationship describing φ. A physical meaning of β has not been found yet (David
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et al., 2010).
Before proceeding, it is expedient to see what effect a change of β will have on calculated
contact angles. In Fig. 4.3 three curves are shown that have been calculated according to
Eq. 4.24, assuming a solid with γsv=30 mJ/m2. As can be seen, β influences the shape
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Figure 4.3: Contact angle vs. liquid surface tension of a hypothetical solid with γsv=30 mJ/m2
according to Eq. 4.24. The indicated β values are given in (m2/mJ)2.
of the plotted curves, especially in the higher liquid surface tension range, whereas minor
to negligible deviations occur close to cosθ=1. It can therefore be concluded that especially
higher surface tension liquids will influence β.
The question of a possible temperature-dependence of β has already been posed by Sibioni
et al. (2004), but was not further considered. For β to be independent of temperature, the
variation of the contact angle with temperature has to be the same for every liquid, since
otherwise the shape of the curves shown in Fig. 4.3 would be influenced, which, in turn,
would immediately affect β. Inspection of the temperature-dependent contact angle results,
however, shows that dcosθ/dT is not constant from liquid to liquid in contact with the same
solid. Fitting the contact angle data that justify refinement of β, i.e. those including liquids
of sufficiently high surface tension, with γsv and β as variable parameters do indeed show an
influence of temperature on β. In all cases a significant linear relationship of β with T is
observed. For water contact angles higher than 90◦, β is an increasing function of T while
for θ < 90◦ the reverse is the case. Since in general for θ > 90◦, dθ/dT > 0 and θ < 90◦,
dθ/dT < 0 the observed trend is in agreement with the model calculations of Fig. 4.3.
From the above analysis it is reasonable to conclude that β indirectly accounts for the error
made by inserting free energies into the geometric mean relationship. The observed constancy
of both β and ∆adhSσa for a variety of systems provides further support for this statement.
Additionally, it must be noted that the β values reported by Neumann and co-workers only
hold for the given temperature. Similar trends as described above can be expected when
applying the present analysis to the work of Kwok and Neumann (2000). Finally, it may be
noted that it was shown recently that there is no general and unique function of the form
γsl = f(γsv, γlv) (Graf and Riegler, 2000).
4.4.4 Lyklema’s approach
Before testing Eq. 4.32 with literature data, it should be mentioned that it cannot (at least
not directly) be used to calculate solid surface tensions. By knowing the entropic part of the
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work of adhesion, it can provide the energetic part, which by knowledge of Uσ,da,lv may be used
to calculate Uσ,da,sv. To arrive at a solid surface tension the excess entropy of the solid needs
to be known, a parameter usually not available. Even if an estimate was made, only the
dispersive part of the excess energy is known, which restricts the analysis to van der Waals
solids, where Uσ,da,sv can be equated to Uσa,sv (Lyklema, 2000c).
As an example of the application of Eq. 4.32 the contact angle data from Neumann (1974) on
siliconized glass are considered. The energetic and entropic parts of the work of adhesion are
obtained from equations 4.33 and 4.34. The dispersive part of the excess energy of siliconized
glass is calculated with Uσ,da,water=40 mJ/m2 (see Table 4.1). The results are shown in Table
4.2.
Table 4.2: Excess energy [mJ/m2] and entropy [mJ/m2K] of adhesion for siliconized glass in contact
with n-alkanes and water. The dispersive part of the excess energy [mJ/m2] for siliconized
glass is also given. Calculations based on temperature dependent contact angle data
provided by Neumann (1974).
Liquid ∆adhUσa ∆adhSσa U
σ,d
a,sv
Decane 96.9 0.170 46.2
Dodecane 98.6 0.168 46.4
Tetradecane 97.9 0.159 46.1
Hexadecane 97.1 0.154 44.9
Water 98.6 0.161 60.7
The excess energy of adhesion is fairly constant for all liquids. However, the excess entropy of
adhesion for the alkanes decreases with increasing chain length. This might again be explained
by a certain ordering of alkanes in the interface. Similarly, the dispersive excess energy of
siliconized glass calculated from the alkane data decreases to some extent. Compared to the
values of the alkanes, both ∆adhUσa and ∆adhSσa of water do not take exceptional values, but the
dispersive part of the excess energy of siliconized glass, as calculated from water contact angles,
is about 15 mJ/m2 higher (cf. Table 4.2). The existence of other molecular interactions in the
water-siliconized glass interface does not offer an explanation for the pronounced discrepancy,
since the excess energy of adhesion of water is similar to the one of alkanes. Interpreting the
discrepancy as a shortcoming of the geometric mean relationship would lead to a correction
factor φ >1, an unreasonable number because of φ ∈ [0,1]. Another line of interpretation
would be that the dispersive excess energy of water, as inferred from the alkane data, is not a
physical characteristic of water. Despite a consistent picture being obtained from the alkane
water interface, the dispersive excess energy of water might be different in contact with other
phases. In order to check the last speculation, the dispersive excess energy of other liquids has
to be known, from which one may calculate the interface tension of immiscible liquid-liquid
systems following Eq. 4.31.
The last point of interest is the ability of Eq. 4.32 to predict the wettability of a system, for
which the temperature dependence of contact angles is not known. For this purpose, contact
angles of various polar and apolar liquids on FC-722-coated mica were taken from Kwok and
Neumann (1999) and plotted as θ(γlv) in Fig. 4.4. The solid line corresponds to Eq. 4.32
with ∆adhUσa=84 mJ/m2 and ∆adhSσa=0.15 mJ/m2K.
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From Fig. 4.4 it can be seen that the θ(γlv) behavior is well-captured. An analysis along
such lines can, however, only provide average values of ∆adhUσa and ∆adhSσa . This will work
well when excess entropy and energy contributions to the work of adhesion are more or less
constant from liquid to liquid. If, for example, the excess energy of adhesion of a certain
liquid is influenced by intermolecular forces which are not operative in other interfaces and if
the entropic part remains more or less constant, the energetic part will contribute to different
extent to the total free energy.
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Figure 4.4: Contact angles on FC-722-coated mica at 20 ◦C reported by Kwok and Neumann (1999).
The solid line is obtained according to Eq. 4.32 with ∆adhUσa=84 mJ/m2 and
∆adhS
σ
a=0.15 mJ/m2K.
4.5 Conclusions
The majority of excess entropies of adhesion calculated in this work fall in a narrow range be-
tween 0.1-0.2 mJ/m2K. There is no obvious relation between excess energy and excess entropy
of adhesion. A corresponding states principle as suggested by Lyklema (1999) for lv systems
may be suspected. Due to the somewhat limited excess energy range, definitive conclusions
cannot be drawn.
The apparent constancy of ∆adhSσa in two-component, three-phase slv systems now allows
to determine ∆adhUσa by measuring the contact angle at a given temperature and to derive
contact angles at other temperatures by applying Eq. 4.32. This approach is the first one
that may be used with some confidence to predict wettability in two-component, three-phase
systems at different temperatures.
Approaches which use geometric mean combining rules for surface tensions and which do not
take proper account for the temperature dependence of surface/interface tensions, therefore
become obsolete.
As it comes to surface tension components, it is repeated that an interpretation in terms of
molecular forces should only concern the energetic part of the surface tension and not the
entropic one (Lyklema, 1999; Douillard, 1997). Even if an interpretation in terms of excess
energy components is desired, the general question remains if contact angles contain readily
accessible information about molecular interactions (Kwok, 1999). Since the contact angle
given in Young’s equation is solely defined by macroscopic quantities and Young’s equation
concerns itself with a macroscopic contact angle (White, 1977), it is questionable that micro-
scopic quantities would be easily accessible from it.
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Chapter 5
Contact angles in relation to fluid
chemistry
5.1 Introduction
1Column wicking is, besides pressure compensation, one of the more established methods to
asses contact angles on powders. The applicability of the Washburn equation, according to
which capillary rise experiments in powder beds are evaluated, has been a matter of dispute
(e.g. Yang et al. 1988a,b; Brugnara et al. 2006; Odidi and Newton 1993). Criticism is mostly
centered around the assumption that the powder bed is represented by an array of cylindrical
capillaries. A further point of criticism is the, sometimes not obvious, choice of the liquid
used to determine the radius appearing in Washburn’s equation (Parsons et al., 1992). One
aspect, however, has not been taken into account yet: the effect of electrostatics on wetting,
first described 80 years ago by Frumkin and co-workers (Frumkin et al., 1932). For essentially
all mineral phases in contact with aqueous solutions the adsorption of charge determining ions
alters the wettability of the system (Lyklema, 2000a). The consequence of this adsorption
process is the formation of an electrical double layer, which, in turn, influences the permeabil-
ity of the powder beds.
In this work we will show that the change of the permeability influences the rate of capillary
rise, rendering the tacit assumption–the capillary radius determined with a presumably com-
pletely wetting liquid is the same for all partially wetting liquids–questionable. We propose
that capillary radii should be calculated from the permeabilities of the corresponding liquids.
Further we propose a correction term to the Washburn equation which improves the accuracy
of the calculated contact angles considerably.
5.2 Theory
The adsorption of charge determining ions is accompanied by a free energy change, usually
called free energy of double layer formation. This free energy change is split into an electrical
and a chemical contribution, the sum of which is always negative, leading to the conclusion
that the process is spontaneous (Verwey and Overbeek, 1948).
Fokkink and Ralston (1989) were the first to formulate the effect of the free energy of double
1This chapter is taken from Weber and Stanjek (2012)
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layer formation (∆Fedl) on the interfacial free energy:
γsl = γ
0
sl + ∆Fedl (5.1)
Here γ0sl is the interfacial free energy at the point of zero charge and γsl the interfacial free
energy at any pH different from pHp.z.c.. Combining this equation with Young’s equation
amounts to (Fokkink and Ralston, 1989):
cosθ(pH) = cosθp.z.c. − ∆Fedl
γlv
(5.2)
Due to ∆Fedl < 0 it is seen from Eq. 5.2 that the contact angle shows a maximum at the
point of zero charge.
Hanly et al. (2011) have developed a coherent set of equations to describe ∆Fedl based on
the change in electrochemical potential when charge determining ions are transferred from the
bulk solution to an initially uncharged surface.
These authors obtained good agreement between experimentally determined contact angles
and calculated ones given that the pH is not too far away from the point of zero charge.
Column wicking experiments consist of measuring the penetration rate or weight uptake of a
liquid in a powder column. By knowledge of the effective radius r, characterizing the geometry
of the powder bed, the Washburn equation can be employed to calculate the contact angle for
a partially wetting liquid (Washburn, 1921):
h2 =
rγlvcosθ
2η
t (5.3)
The surface tension and viscosity of the liquid are denoted by γlv and η, h is the distance the
liquid has risen in time t and θ is the contact angle. Equation 5.3 predicts a linear relationship
between the squared height and time, from the slope of which contact angles are obtained.
The momentum balance for deriving the aforementioned equation can be written as the sum
of pressures driving and opposing the capillary rise of a given liquid. The driving force is
the Laplace pressure which is opposed by the hydrostatic pressure, the viscous pressure loss
given by the law of Hagen-Poiseuille and the resistance due to inertial contributions (Fries and
Dreyer, 2008a):
0 =
2γlvcosθ
r
− ρgh− 8ηh
r2
dh
dt
− ρd(hv)
dt
(5.4)
The order of terms in Eq. 5.4 corresponds to the order listed above. The density of the liquid
is denoted by ρ, g is the gravitational acceleration and v the average velocity of the liquid.
Considering the pressure driven flow of an aqueous solution containing charge determining
ions, an electric field (E) develops along the length (h) of a capillary or powder bed. The
result is a streaming potential (Ustr) given by the product of the electric field and capillary
length. The streaming potential induces an electroosmotic flow opposite to the direction of
capillary rise, usually called electroosmotic back-flow. The corresponding pressure difference
is obtained by equality of Hagen-Poiseuille volume flow and electroosmotic volume flow. For
a cylindrical capillary one obtains (Lyklema, 1995c)
∆peo =
8ε0εζEh
r2
(5.5)
62
which by Eh = Ustr becomes:
∆peo =
8ε0εζUstr
r2
(5.6)
In Eq. 5.6 ε0 denotes the permittivity of free space, ε the relative dielectric constant of
the liquid under consideration and ζ the zeta potential. For contact angle measurements
using liquids that contain charge determining ions one has to consider this additional pressure
difference in the momentum balance. Given that one is dealing with small effective radii, one
generally observes low flow velocities in which case inertial contributions can be neglected
(de Gennes et al., 2004). Incorporating Eq. 5.6 into Eq. 5.4 thus gives:
dh
dt
=
(2γlvcosθ
r
− ρgh− 8ε0εζUstr
r2
) r2
8ηh
(5.7)
The complete integration is carried out in Appendix E. The solution takes the form of the
Washburn equation with an additional correction term accounting for ∆peo:
h2 = t
(rγlvcosθ
2η
− 2ε0εζUstr
η
)
(5.8)
Equation 5.8 may be written on a mass basis by making use of (Siebold et al., 1997)
m = ϕρAh (5.9)
in which m is the mass of liquid, ϕ the porosity of the powder bed and A the cross sectional
area normal to flow. Substitution for h2 leads to:
m2 = t
(Caρ2γlvcosθ
2η
− 2ε0εζUstrρ
2Ca
ηr
)
(5.10)
The quantity Ca is called the capillary constant and from the above equations written as:
Ca = ϕ
2A2r (5.11)
At the isoelectric point ζ and Ustr are equal to zero, hence Eqs. 5.8 and 5.10 reduce to the
classical Washburn equation. The calculation of contact angles from Eqs. 5.10 and 5.11 will
be described in line with the presentation of experimental results.
In a similar manner as described for capillary rise the electroosmotic counter-pressure will
affect permeabilities measured with aqueous solutions containing charge determining ions.
This effect, already recognized by Klinkenberg (1941), can formally be written as
∆ppH(Q) = ∆pi.e.p.(Q) + ∆peo(Q, pH) (5.12)
Here Q denotes the volume flow rate, ∆ppH(Q) the pressure difference obtained for an aqueous
solution with pH differing from pHi.e.p. and ∆pi.e.p.(Q) the pressure difference at pH=pHi.e.p..
For a given flow rate it follows from Eq. 5.12 that ∆pi.e.p. < ∆ppH , corresponding to a
maximum in permeability k at the isoelectric point.
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5.3 Materials and Methods
The quartz used in this study is an industrial product (Millisil W 10) supplied by Quarzwerke
Frechen. From X-ray diffraction no accompanying phases were detected. The particle size dis-
tribution was determined by means of dynamic laser scattering, resulting in a mean particle
diameter of 25 µm. d10 and d90 were obtained as 1 and 56 µm respectively.
Aqueous solutions were obtained by adding HCl or KOH to distilled, degassed water (con-
ductivity KL < 0.2 µS/cm) until the desired pH was reached. The density and viscosity
of aqueous solutions were obtained from Laliberté and Cooper (2004) and Laliberté (2007)
respectively. The addition of HCl/KOH increases the surface tension of water only little. At
1 mol/L HCl and 25 ◦C the surface tension is γlv=72.4 mJ/m2 (Dutcher et al., 2010). Com-
parison to the surface tension of pure water at 25 ◦C, γlv=71.99 ± 0.36 mJ/m2, reported by
Vargaftik et al. (1983) shows hardly any increase. Due to these small differences the surface
tension of pure water was used for all calculations.
Powder columns for permeability and contact angle measurements were prepared in glass cylin-
ders (diameter 8.8 mm, height 60 mm) closed with a sintered glass filter above which a paper
filter is placed to hinder fine material to escape. A previously determined amount of sample is
weighed and carefully transferred to the columns. The lower end of the columns is connected
to a vacuum pump and strictly held in a vertical position. By turning on the vacuum pump
the material settles in the columns. Applying vacuum alone results in rather reproducible but
vertically inhomogeneous powder beds. Further compacting the powder with a stamp from
above to a pre-defined height during application of vacuum provides rather homogenous and
reproducible powder beds. The vertical homogeneity of powder beds can be checked by tak-
ing the continuos partial derivate of m2 with respect to t over a defined time interval. Figure
5.1 serves as an example. It should be noted that the constancy of slope is mandatory for
the evaluation of contact angles to be user-independent. Column wicking experiments were
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Figure 5.1: Column wicking curves of the system quartz-octane at 25 ◦C. The constant slope along
the complete wicking distance indicates a homogeneous powder bed. Differentiation
interval 50 s.
performed on a Dataphysics DCAT-21. The liquid was contained in a water-circulated metal
frame which is controlled by a water bath. All measurements were made at 25 ◦C.
Permeabilities were measured with a home-made device. The powder columns are mounted
with their upper ends into a clamp, having two HPLC inlets to the first of which a pressure
transducer (Greisinger GMSD 7) and to the second one a HPLC pump (Shimazu LC-20AD)
is connected. Pressure differences were measured for flow rates between 0.1-0.8 mL/min in 0.1
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mL/min steps. The flow rate vs. pressure response was in all cases linear (r2>0.99) so that
according to Darcy’s law the slope is proportional to the permeability (Bear, 1972)
∂Q
∂∆p
= k
A
ηh
(5.13)
Finally it should be noted that contact angle and permeability experiments were conducted
on the same powder beds.
5.4 Results and discussion
Permeabilities measured as a function of pH are shown in Fig. 5.2.
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Figure 5.2: Permeability as a function of pH measured on quartz powder beds.
According to Eq. 5.12 the pH of highest permeability corresponds to the isoelectric point of
the solid. From Fig. 5.2 it can be seen that the permeability reaches a maximum at pH=2
and decreases below and above this pH. If the isoelectric point of quartz is found at all, it
is usually reported in the range between pH=1-3 (see e.g. Kosmulski 2009, Lyklema 1995c),
comparing well to our pHi.e.p=2. At pH≈8.5 and higher, the permeability is constant and by
a factor of about 2.5 lower than at the isoelectric point.
Figure 5.3 shows the squared weight uptake obtained from column wicking experiments as a
function of pH. It is interesting to note that the squared weight uptake is highest at pH=2.
According to the Washburn equation the squared weight uptake is proportional to cosθ. Cal-
culating contact angles with the assumption of a constant capillary radius as obtained from
the measurement with presumably perfectly wetting liquids will result in a minimum of the
contact angle at the isoelectric point which is in direct conflict with Eq. 5.2.
In view of the permeability data obtained on the same powder beds it is obvious that the
permeability influences the capillary rise. This observation led us to directly incorporate
permeabilities to the calculation of contact angles from Eq. 5.10.
By equality of Darcy’s law and the law of Hagen-Poiseuille, one finds a relation between
capillary radius, permeability and porosity:
r =
√
8k
ϕ
(5.14)
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Figure 5.3: Weight uptake as a function of pH for quartz powder beds. Error bars indicate the
standard deviation from three measurements.
The radius calculated from the permeability of the corresponding aqueous solution is identified
with the radius appearing in Eq. 5.11:
Ca = ϕ
2A2
√
8k
ϕ
(5.15)
The porosity of the powder beds is obtained from
ϕ = 1− ms
ρs · Ve (5.16)
where ms is the mass of solid with density ρs in the initially empty volume Ve. For quartz
columns the porosity was determined to equal ϕ=0.505, which is in agreement with porosities
calculated from the maximum liquid uptake.
A somewhat similar approach was also presented by Galet et al. (2010). These authors did
measure air permeabilities of powder beds and calculated capillary constants from the Kozeny-
Carman equation. This procedure however cannot take account for the observed differences
in permeability shown in Fig. 5.2.
In order to take explicit account for the electroosmotic counter-pressure, one has to calculate
the flow rate of the liquid under consideration in the column wicking experiment following
Q =
∆m
∆t
· 1
ρ
(5.17)
in which ∆m and ∆t denote the mass of liquid taken up and the time span over which the
squared weight uptake is calculated. With known flow rate one is able to calculate ∆ppH(Q)
and ∆pi.e.p.(Q) from the permeability data. By knowledge of these two pressure differences,
the electroosmotic counter-pressure is calculated from Eq. 5.12. In order to get a feeling
about the magnitude of ∆peo(Q) Fig. 5.4 shows calculated electroosmotic counter-pressures
as a function of pH. The electroosmotic counter-pressure increases for pH values different from
pHi.e.p. and reaches a constant value of ≈40 kPa at pH≈8.5. The correction term appearing
in Eq. 5.10 is obtained from the electroosmotic counter pressures by:
∆peo(Q, pH) · ρ
2Car
4η
=
2ε0εζUstrρ
2Ca
ηr
(5.18)
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Figure 5.4: Electroosmotic counter-pressure as a function of pH calculated from permeability
measurements shown in Fig. 5.2. The flow rate corresponds to the one observed in
column wicking experiments.
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Figure 5.5: Contact angles as a function of pH calculated by means of Eq. 5.10. Error bars indicate
twice the standard deviation obtained from triplicate measurements. T=25 ◦C.
The contact angles obtained by application of Eq. 5.10 are plotted as a function of pH in
Figure 5.5. At the isoelectric point the contact angle shows a maximum which is qualitatively
in line with observations made in the literature (Fokkink and Ralston, 1989; Hanly et al., 2011;
McCafferty and Wightman, 1997; Puah et al., 2010; Ralston, 2005; Carré and Lacarrière, 2006;
Chvedov and Logan, 2004). The contact angle at the isoelectric point is θi.e.p.=80.2◦ which
compares rather well to the maximum contact angle (θ ≈ 80◦) obtained by Fuerstenau (1957)
who studied pH dependent contact angles on quartz as a function of pH and dodecylammonium
acetate concentration. Above and below pHi.e.p. the contact angle decreases. Close to pH=2
the lowering of θ is small, getting continuously more pronounced reaching a maximum at
pH=11 where the difference is 13◦.
By assuming pHp.z.c.=pHi.e.p. Eq. 5.2 can be used to calculated the free energy of double layer
formation which is equal to the magnitude by which the interfacial free energy is reduced when
moving away from the isoelectric point. Figure 5.6 shows the calculated free energy changes
as a function of pH. As to be expected the free energy of double layer formation is negative
for pH6=pHi.e.p., increasing in absolute value the further one moves away from the isoelectric
point. The maximum change in free energy of double layer formation in the investigated range
is to be observed at pH=11, amounting to ∆Fedl=-16 mJ/m2.
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Figure 5.6: Free energy of double layer formation calculated from Eq. 5.2 and contact angles
presented in Figure 5.5. T=25 ◦C.
5.5 Summary and conclusions
It was shown that the capillary rise of aqueous solutions containing charge determining ions
is influenced by the permeability for the corresponding solution. The permeability as well as
the rate of capillary penetration is a function of the electroosmotic counter-pressure build-
ing up due to the development of a streaming potential. The evaluation of contact angles
according to the classical Washburn equation provides contact angles that show a minimum
at the isoelectric point of the solid, being in direct conflict with Eq. 5.2 and experimental
results obtained from direct techniques (see e.g. Fokkink and Ralston 1989; Hanly et al. 2011;
McCafferty and Wightman 1997; Puah et al. 2010; Ralston 2005; Carré and Lacarrière 2006;
Chvedov and Logan 2004).
Calculating capillary constants from permeability measurements of corresponding aqueous
solutions takes account for permeability effects influencing the rate of capillary penetration.
Incorporating the electroosmotic counter-pressure calculated from permeability measurements
into the momentum balance for capillary rise, an equation was derived which takes account
for the additional resistance due to the electroosmotic counter-pressure. The contact angles
obtained by applying Eq. 5.10 are in qualitative agreement with contact angle patterns as a
function of pH reported in the literature.
Further studies will be conducted in our laboratory involving streaming potential measure-
ments from which the electroosmotic counter-pressure can be estimated. These will involve a
solid with an isoelectric point that allows the measurement of several points on both sides of
the isoelectric point. The effect of background electrolyte concentration will be investigated
too. Based on Eq. 5.10 the contact angle should decrease with increasing ionic strength at
given pH since streaming and zeta potential decrease as the concentration of the background
electrolyte increases. Experimental results of Hanly et al. (2011) and Puah et al. (2010),
however, indicate that the contact angle increases with increasing ionic strength at a given
pH.
68
Appendices
69
Appendix E
Integration of the momentum balance
for capillary rise including
electroosmotic counter pressures
The momentum balance for an aqueous solution containing charge determining ions can be
formulated by incorporation of Eq. 5.6 in Eq. 5.4 :
0 =
2γcosθ
r
− ρgh− 8ηh
r2
dh
dt
− ρd(hv)
dt
− 8ε0εζUstr
r2
(E.1)
The terms correspond from left to right to: Laplace pressure, hydrostatic pressure, viscous
pressure loss (Hagen-Poiseuille), inertial resistance and electroosmotic counter-pressure. The
meaning of the individual symbols can be found in the theoretical section. Neglecting inertial
contributions the above is written as
dh
dt
=
(2γcosθ
r
− ρgh− 8ε0εζUstr
r2
) r2
8ηh
(E.2)
which simplifies to:
dh
dt
=
1
h
(rγcosθ
4η
− ε0εζUstr
η
)
− ρgr
2
8η
(E.3)
The integration path chosen is based on the one presented by Fries and Dreyer (2008b). For
the integration the following definitions are put forward
x =
rγcosθ
4η
− ε0εζUstr
η
and y =
ρgr2
8η
(E.4)
to obtain
dh
dt
=
x
h
− y (E.5)
Reorganizing for dt and simplifying gives:
dt =
h
x− yhdh (E.6)
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Integrating the left hand side from t = 0 to t leaves the following to be integrated
t =
∫ h
0
h
x− yhdh =
∫ h
0
yh− x
y(x− yh)dh+
∫ h
0
x
y(x− yh)dh (E.7)
which simplifies to:
t = −
∫ h
0
1
y
dh+
∫ h
0
x
y(x− yh)dh (E.8)
Preparing the substitution z = x− yh =⇒ dh = −dz/y one obtains:
t = −
∫ h
0
1
y
dh−
∫ z
0
x
zy2
dz (E.9)
Integration results in
t = −h
y
− x
y2
ln(z) + C = −h
y
− x
y2
ln(x− yh) + C (E.10)
The integration constant C is evaluated for h(t→ 0) = 0:
C =
x
y2
ln(x) (E.11)
The complete equation can be expressed as:
t = −h
y
− x
y2
ln
(
1− yh
x
)
(E.12)
By making use of the logarithmic row (Bronstein et al., 2008)
ln(1− α) = −
(
α+
α2
2
+
α3
3
+
α4
4
+ · · ·+ α
n
n
)
(E.13)
one can expand the ln-term to:
ln
(
1− yh
x
)
= −yh
x
− y
2h2
2x2
− y
3h3
3x3
− y
4h4
4x4
− · · · − y
nhn
nxn
(E.14)
This procedure can be extended to infinity, but for the purpose of demonstration the first
four terms are sufficient. Combining the last approximation with the integrated equation one
obtains:
t = −h
y
− x
y2
(
−yh
x
− y
2h2
2x2
− y
3h3
3x3
− y
4h4
4x4
− · · · − y
nhn
nxn
)
(E.15)
This simplifies to:
t =
h2
2x
+
yh3
3x2
+
y2h4
4x3
+ · · ·+ y
n−2 · hn
n · xn−1 =
n=∞∑
n=2
yn−2 · hn
n · xn−1 (E.16)
Only recovering the n=2 term, substituting x and y as defined above and reorganizing for h2
one obtains:
h2 = t
(rγcosθ
2η
− 2ε0εζUstr
η
)
(E.17)
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Chapter 6
Implications and future work
6.1 Electrokinetic potentials of clay minerals
Although the results of Chapter 3 appear rather consistent, they should be compared with
electrokinetic measurements. Such a comparison may serve as a check for the assumptions
and approximations involved in the calculations presented in Chapter 3.
Preliminary results of such a comparison will be described in the following. Dynamic mobilities
(a high frequency equivalent of electrophoretic mobilities) were assessed by electroacoustics
with the Dispersion Technology DT-1200. The measuring principle may briefly be described as
follows: The device pulses ultrasound waves into a suspension. Whenever such an ultrasound
wave approaches a particle, its ionic atmosphere will experience a motion relative to the parti-
cle, resulting in an electric potential. As the suspension consists of a large number of particles,
this effect creates a measurable electric potential. With the knowledge of the impedance of
the transducer, the so called colloid vibration current ICV becomes the experimental quantity.
This current is related to the dynamic mobility via (Dukhin and Goetz, 2002):
ICV
∇p = AFφ
∆ρ
ρl
µ∗d (6.1)
Here ∇p is the pressure gradient created by the approaching ultrasound wave. A and F are
instrument constants to be determined from a calibration suspension of known volume fraction
φ, density contrast ∆ρ, liquid density ρl and dynamic mobility µ∗d. It should be noted that
electroacoustic measurements are usually carried out at frequencies between 1-100 MHz. Both
the colloid vibration current and the dynamic mobility are thus frequency dependent, complex
quantities.
Preliminary experiments have been performed on monovalent forms of Horni Briza kaolinite.
The theoretical relations presented in Appendix F were used to calculate the magnitude of the
dynamic mobility from the results of the conductivity experiments. Note that no adjustable
parameters are used in the calculations.
The experimental dynamic mobilities were measured at 3.1-3.3 MHz and the ion vibration
current1 of the equilibrium electrolyte solution was subtracted from the total ICV .
The calculated and measured magnitudes of the dynamic mobilities are compared in Figure
6.1. Typical errors for both calculated and measured mobilities are in the order of 0.1·10−8
1The colloid vibration current of a suspension is the sum of the signal created by the particles and the
electrolyte solution. The latter signal is referred to as ion vibration current.
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m2/Vs. Considering that the experimental techniques are quite different, the consistency is
satisfactory in most cases, but a discrepancy is observed for other samples.
Experiments conducted after the completion of the thesis showed a dependency of the dynamic
mobility (especially the phase) on stirring speed. The partial agreement between conductivity
results and electroacoustics might therefore be fortuitous.2
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Figure 6.1: Comparison between calculated and measured magnitudes of the dynamic mobilities of
several kaolinite suspensions.
2A problematic point, mainly associated with the measuring geometry of the device, might be the quick
attenuation of ultrasound waves in suspensions. For the estimation of the viscous penetration depth of shear
waves in suspensions, one needs the viscosity of the suspension, its density and the frequency of the sound
wave.
The viscosity can be estimated by knowledge of the volume fraction and the aspect ratio of the particles
(Genovese, 2012):
ηsusp = ηL(1 + [η]φ)
where
[η] =
16n
15 tan−1(n)
The viscous penetration depth can then be obtained as (Dukhin and Goetz, 2001)
δv =
√
2ν
ω
,
in which ν is the kinematic viscosity and ω the radial frequency. Estimating this depth for Horni Briza kaolinite
suspensions at the studied volume fractions provides figures in the order of 10−7 m; i. e. by far shorter than
the characteristic length of the particles. Assuming that this length may be regarded equivalent to an effective
electrode spacing, the assumption of statistically oriented particles is clearly violated. For the time being it is
however not clear whether this is the reason for the stirring rate dependence. Systematic experiments, to be
conducted in the future, may shed light on this issue.
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6.2 On the pressure driven transport of aqueous solutions through
porous media
In this section a more general approach to the calculation of permeabilities in charged sys-
tems will outlined. The porous medium will be assumed to be isotropic, implying that any
gradients are unidirectional. Furthermore, it will be assumed that the porous medium can be
characterized by an equivalent radius r.
For the transport of matter, a pressure difference, applied over the length of a plug, is the
driving force. The pressure gradient is denoted as ∆P = ∆p/h. The resulting volume flow
is identified as Q. Whenever the system is charged, charged species will be transported as
well. The resulting flux is the current density J = I/A, where I is the electric current and A
the cross-sectional area normal to flow. The driving force is the electric field E that is either
applied (as in conductivity measurements) or develops spontaneously over the plug. In the
latter case the field can be identified by E = Ustr/h, where Ustr is the streaming potential.
Furthermore, both sides of the plug are taken to be in mutual equilibrium so that there is no
concentration gradient over the plug length. Provided the driving forces are not too great,
the resulting fluxes can be expressed by the linear laws of non-reversible thermodynamics
(Guggenheim, 1957):
J = L11E + L12∆P (6.2)
Q
A
= L21E + L22∆P (6.3)
The L’s are called phenomenological (or sometimes coupling) coefficients. Substituting the
definitions of the previous paragraph, one obtains:
I = L11EA+ L12∆p
A
h
(6.4)
Q = L21Ustr
A
h
+ L22∆p
A
h
(6.5)
The physical meaning of the phenomenological coefficients can be deduced by eliminating
driving forces: For E=0, Eq. 6.4 is reorganized to provide:
I = L12∆p
A
h
(6.6)
In this situation I is the streaming current, for κr >> 1, given by (Lyklema, 1995b):
Istr = −εε0ζ
η
∆p
A
h
(6.7)
L12 thus follows as
L12 = −εε0ζ
η
(6.8)
From Eq. 6.5 it is inferred that
Q = L22∆p
A
h
(6.9)
74
in which L22 is identified with the law of Hagen-Poiseuille, resulting in:
L22 =
r2
8η
(6.10)
In case of a cylindrical capillary r is the capillary radius, otherwise it is to be interpreted as
an effective radius (Guggenheim, 1957).
For ∆p=0, Eq. 6.4 delivers
I = L11EA (6.11)
from which L11 can be identified as the electrical conductivity of the plug. Onsager’s cross
relations (see de Groot and Mazur 1962) provide L12 = L21. As the parameter of interest (at
least in geoscientific applications) is the permeability, a combination of the foregoing equations
with Darcy’s law is intended. To that end, the phenomenological coefficients in Eq. 6.5 are
made explicit and the electric field is identified as E = Ustr/h. Dividing both sides by ∆p and
using Darcy’s law provides:
k = −εε0ζ Ustr
∆p
+
r2
8
(6.12)
For cylindrical geometry with κr >>1, the streaming potential can be written as (Delgado
et al., 2007)
Ustr =
εε0ζ
η
1
KL
[
1 + (Kσ/KLr)
]∆p (6.13)
which after substitution into Eq. 6.12 results in:
k = −(εε0ζ)
2
η
1
KL
[
1 + (Kσ/KLr)
] + r2
8
(6.14)
For low and intermediate κr the situation becomes considerably more difficult. In the case
of intermediate κr (κr ≈ 1-10) and low potentials (ca. ζ < 50 mV) analytical solutions for
the streaming potential can be obtained from Rice and Whitehead (1965). For the case of
arbitrary potentials and electrokinetic radii no simple expressions can be provided. One op-
tion is the theory of Levine et al. (1975) which, unfortunately, does not account for surface
conductance.
The equations presented above illustrate that (i) the the permeability is not a purely hydro-
dynamic parameter and (ii) that for the characterization of the electrical state of an interface
the surface conductivity and the ζ-potential is needed. Moreover, one should revise the com-
mon perception that the permeability is a property of a given rock. While this may be true
for uncharged systems, the relations presented in this section and the experimental results of
Chapter 5 demonstrate that this is not the case for charged systems.
With the aid of the results obtained in Chapter 3 it is possible to estimate the effect of elec-
trokinetic flows on permeabilities. For large electrokinetic radii (about κr > 10), Eq. 6.14
can be used. Figure 6.2 provides an illustration for the interface of Li-Horni Briza kaolinite
at pH≈7. The permeability is expressed relative to the maximum permeability attainable for
a given capillary radius.
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Figure 6.2: Relative permeability decrease as a function of inverse electrolyte concentration for
Li-Horni Briza kaolinite. (A) Surface conductivity, ζ-potentials and bulk conductivity
taken from Chapter 3. (B) Effect of decreasing surface conductivity, all other parameters
as in (A). Calculations were made according to Eq. 6.14.
From Fig. 6.2 A it can be deduced that electrokinetics will affect the permeability, especially at
small capillary radii3. Yet, the overall effect is not very pronounced. Though the ζ-potentials
are rather high, the maximum decrease in permeability is just ≈ 8% - a hardly measurable
effect. The low magnitude of the permeability decrease can be explained by the rather high
surface conductivity of the kaolinite (see second term in Eq. 6.14). Figure 6.2 B provides an
illustration. For these calculations the surface conductivity was decreased while maintaining
all other parameters as in the the previous calculation.
The theoretical expressions presented in this section should be viewed with some caution
with respect to real rock samples since the equation for the streaming potential is derived for
cylindrical capillaries, thereby ignoring the peculiarities of pore networks. Nonetheless, the
calculations clearly identify the physical mechanisms and provide a good idea about which
parameters are the controlling ones.
Before such a theoretical framework is applied to permeabilities measured on rocks, some fac-
tors affecting the interpretation of permeabilities should be mentioned. The ratio A/h (area
normal to flow/length) appearing in Darcy’s law is difficult, if not impossible, to assess for
porous plugs. Due to the lack of details given in the literature, one has to assume that the ge-
ometrical dimensions of the plug are used to calculate a permeability. Using such an approach
will overestimate said ratio, resulting in somewhat too low permeabilities. A way around
the geometrical determination is the comparison of the resistance of the plug, saturated with
a high-concentration electrolyte solution, to the conductivity of this solution. This method
dates back to the 1920’s and was used by Briggs for the evaluation of streaming currents, see
references in Delgado et al. (2007):
A
h
=
1
KLRplug
(6.15)
The consistency may be checked by measuring at different electrolyte concentrations. Mea-
surements performed on a Berea sandstone indicate that A/h determined by electrical mea-
3Note that this is not necessarily the case for small or intermediate electrokinetic radii. See the discussion
on apparent viscosities in Levine et al. (1975) for illustrations.
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surements is about 15 times smaller than the geometrical value. It should as well be noted
that any tortuosity effects are automatically included when A/h is determined by electrical
measurements.
Another point of concern, especially for clay-rich rocks, is the equilibration time. Such sam-
ples are usually not sufficiently flushed with the corresponding liquid in order to establish an
equilibrium condition between the two end compartments. In these cases Eqs. 6.2 and 6.3
need to be extended to include the (mainly diffusive) transport of ionic species. The driving
force for this transport is the difference in (electro-) chemical potentials of a given species in
the two compartments.
Last but not least it should be mentioned that permeability experiments are usually not con-
ducted under controlled conditions. This mainly concerns the chemistry of the system (often
tap water or unspecified ’brines’ are used) and the temperature constancy.
The preceding discussion clearly shows that, if a mature interpretation of permeabilities is
desired, systematic and careful permeability measurements are needed.
6.3 Wetting properties
The findings of Chapter 4 and 5 have, if combined, important implications for the description
of wetting in geological situations. A practical example is the so-called low-salinity water
flooding effect in enhanced oil recovery. During enhanced recovery it can observed that oil
is effectively mobilized when the reservoir is flooded with a low-salinity ’brine’. The effect is
not well understood and many publications deal with it on a rather practical level, i. e. the
studied systems are mostly too complex to identify the relevant physical phenomena. A first
idea about the relevant mechanisms can be obtained from the results of Chapter 5.
If we consider a porous medium that contains oil and an aqueous solution in some proportion,
the essential question for enhanced oil recovery is: Which of the liquids will preferentially be
on the surface of the rock? If the aqueous solution is more strongly attached to the surface,
the oil will have a chance to escape the pore network (and vice versa). That being said, it is
the ultimate goal of enhanced oil recovery to create a situation in which the mineral will be
’water-wet’.
The final ’equilibrium’ state will essentially be determined by the magnitude of the interface
free energies of the oil-mineral and aqueous solution-mineral interfaces, the liquid with the
lower sl-interface free energy ’winning out’ over the other one. In Chapter 5 it was shown that
the free energy of double layer formation reduces the interfacial free energy of the sl-interface
as compared to the isoelectric point. This free energy reduction can be quite substantial. In
order to put the obtained free energy reductions on an absolute basis, γ0sl (the sl-free energy
at the i.e.p) needs to be known. This quantity may be estimated from the work of adhesion
if the solid surface tension is known. A rough estimate of the solid surface tension can be
obtained from the Hamaker constant of the material (see for instance Hunter 2000):
γα ≈ Aα
24pid20
(6.16)
Here Aα is the Hamaker constant of α and d20 the minimum separation distance. The latter
quantity is rather difficult to assess, but for a variety of materials d0 ≈0.16 nm is a good
estimate (Israelachvili, 2011). The Hamaker constant of quartz was calculated from optical
data reported by Hough and White (1980). The Hamaker constant of material 1, interacting
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with material 3 across material 2 is expressed as (Hough and White, 1980)
A123 =
3kT
2
∞∑′
n=0
∞∑
s=1
(∆12∆13)
s
s3
(6.17)
where the prime on the summation sign indicates that the n = 0 term is counted with half
weight. ∆kj is defined by
∆kj =
εk(iξn)− εj(iξn)
εk(iξn) + εj(iξn)
(6.18)
and
ξn = n
(4pi2kT
h
)
(6.19)
The quantity ε(iξn) is related to the dielectric response of the material. For details the reader
is referred to Hough and White (1980). For materials that have their main adsorption band
in the IR and UV, it can be obtained as
ε(iξn) = 1 +
CUV
1 + (ξn/ωUV )2
+
CIR
1 + (ξn/ωIR)2
(6.20)
in which ω is the radial frequency of the main adsorption peak and C is an oscillator strength
(see Hough and White (1980) for details) that can be obtained from the static refractive index
and the static permittivity:
CUV ≈ n2(ω=0) − 1 and CIR ≈ ε(ω=0) − n2(ω=0) (6.21)
For the sum over n in Eq. 6.17, 3000 terms were computed while for the one over s four
terms were found to be sufficient. The Hamaker constant of quartz was calculated to be
Aqz=8.86·10−20 J, providing a surface tension of γsv ≈46 mJ/m2 at 298 K. From the con-
tact angle at the isoelectric point (see Chapter 5), the work of adhesion is obtained as
wadh(i.e.p)=84 mJ/m2. The free energy of the sl-interface is calculated from:
wadh = γsv + γlv − γsl (6.22)
Using the obtained values, γ0sl=34 mJ/m
2 can be calculated. Taking the free energy of double
layer formation at pH=10 (∆Fedl=16 mJ/m2) shows that γsl(pH = 10)=18 mJ/m2, i. e. the
free energy of the sl-interface is almost reduced by a factor of two.
To put these numbers into the context of enhanced oil recovery, an estimate of γsl in an
quartz-oil system is needed. For reasons of simplicity the oil will be considered as hexadecane,
having a surface tension of 25.8 mJ/m2 at 298 K. From previous experiments with alkanes on
the quartz of Chapter 5 it can reasonably be assumed that hexadecane is completely wetting
(cos θ ≈1). In this case, the work of adhesion equals the work of cohesion, which is just twice
the liquid surface tension. From Eq. 6.22 it follows that γsl=20 mJ/m2.
In conclusion it can be stated that, by changing the pH of the aqueous solution, a situation
is created in which the free energy of the aqueous solution-quartz interface is lower than the
hexadecane-quartz interface free energy. Such a situation is necessary to create conditions in
which ’water-wetness’ can occur. The rather simplistic estimates made here are of course quite
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far from reality. A number of factors, including the kinetics of aromatic-compound adsorption,
film thicknesses of water/oil films and the electric double layer at the oil-aqueous solution
interface, need to be taken into account. Nonetheless, it can be concluded that the reduction
of interfacial free energy, simply by increasing the free energy of double layer formation, can
be rather effective. It may be noted that the free energy of double layer formation is highest
at low salt concentrations of monovalent ions and at alkalic pH (at least for most minerals).
The factors that increase the free energy of double layer formation are precisely those that are
found to have a positive effect in low salinity water flooding.
As enhanced oil recovery will take place at elevated temperatures, the influence of temperature
should be taken into account as well. For that matter the theoretical framework of Chapters
5 and 4 should be combined. An illustrative relation, relating contact angles to temperature
and solution composition (x), can be written as:
cos θ(T, x) = cos θi.e.p.(T, x)− ∆Fedl(T, x)
γlv(T, x)
(6.23)
While experimental data (Matubayasi, 2014) and theoretical expressions (Drzymala and Lyk-
lema, 2012) are available for γlv(T, x), no systematic work has been done yet regarding the
remaining quantities in the last equation.
From Chapter 4 it is recalled that for two-component, three-phase solid-liquid-vapour systems,
the internal excess energy and entropy of adhesion are defined as
∆adhS
σ
a = S
σ
a,α + S
σ
a,β − Sσa,αβ
and
∆adhU
σ
a = U
σ
a,α + U
σ
a,β − Uσa,αβ
These relations can be extended to multi-component, three-phase solid-liquid-vapour systems.
In order to do so, it is not necessary to handle surface excess concentrations, it merely suffices
to realize that the presence of an electrical double layer will have an influence on the excess
internal energy and on the excess entropy of the sl-interface. In line with the γsl = γ0sl+∆Fedl
formalism, one may extend the last two relations as follows:
∆adhS
σ
a = S
σ
a,α + S
σ
a,β − Sσ,0a,αβ −∆Sedl = ∆adhSσ,0a −∆Sedl (6.24)
and
∆adhU
σ
a = U
σ
a,α + U
σ
a,β − Uσ,0a,αβ −∆Uedl = ∆adhUσ,0a −∆Uedl (6.25)
Here Sσ,0a,αβ and U
σ,0
a,αβ represent the excess internal energy and entropy of the sl-interface
under uncharged conditions, respectively. ∆Sedl and ∆Uedl are identified as the energetic and
entropic contribution to the free energy of double layer formation: ∆Fedl = ∆Uedl − T∆Sedl.
The free energy of double layer formation is commonly regarded as a two-step process (see
Chan and Mitchell 1983). The first step consists of charging the surface, which is realized
by the ad-/desorption of charge determining ions. It is called the chemical part of the free
energy ∆F chemedl . The second part is the ad-/desorption of counter-/coions, called the electrical
part ∆F eledl. The total free energy of double layer formation is the sum of the two processes.
79
For entirely diffuse double layers of symmetrical electrolytes, simple expressions are available
(Lyklema, 1995a):
∆Fedl = −8c
∞RT
κ
[cosh(zyd/2)− 1] (6.26)
In order to get a feeling for the magnitude of the energetic and entropic contributions to the
free energy of double layer formation, ζ-potentials, calculated as a function of temperature, are
needed. One of the few studies reporting on electrokinetics as a function of temperature is the
work of Morimoto and Kittaka (1973). These authors report on the temperature dependent
surface conductivity of Fe2O3, suspended in 1 mol/m3 NaCl4. At given concentration, surface
conductivity is found to increase linearly with temperature: Kσd=1.52·10−11T [K]-3.39·10−12.
Interpreting the double layer as entirely diffuse, one can use Eq. 3.6 to calculate ζ-potentials.
For these calculations one needs the temperature dependence of the viscosity and relative
permittivity of water and the temperature dependent diffusion coefficient of Na. These values
were obtained from Laliberté (2007), Haynes et al. (2012) and Lobo and Quaresma (1989),
respectively. The calculated ζ-potentials increase (become less negative) in a slightly non-
linear fashion with temperature. The decrease is not very pronounced; at 15 ◦C ζ=-109
mV, while at 80 ◦C ζ=-102 mV. The corresponding free energy of double layer formation is
displayed in Fig. 6.3. The total free energy has been computed from Eq. 6.26, while the
energetic and entropic contributions were obtained from:
∆Sedl = −
(∂∆Fedl
∂T
)
and ∆Uedl = ∆Fedl − T
(∂∆Fedl
∂T
)
(6.27)
The electrical contributions to the total free energy are also included in the Fig. 6.3. These
were calculated from (Overbeek, 1990):
U eledl = 2εε0κ
(kT
e
)2
[cosh(zyd/2)− 1] (6.28)
and
∆Seledl = −
2εε0κ
T
(kT
e
)2
[3− 3 cosh(zyd/2) + yd sinh(zyd/2)] (6.29)
The electrical part of the free energy follows as ∆F eledl = U
el
edl − T∆Seledl. From Figure 6.3 it
can be noted that the overall free energy of double layer formation is negative, indicating that
double layer formation is a spontaneous process. The overall free energy is furthermore domi-
nated by ∆Uedl. The electrical part of the free energy is positive throughout and dominated by
entropic contributions. Considering the difference between the total free energy contributions
and the corresponding electrical ones, the chemical parts of the free energy contributions can
be calculated. The chemical part of the free energy is also dominated by energetic contribu-
tions. This is in line with free energies and entropies of proton adsorption5 at the point of
zero charge of hematite, reported by Fokkink et al. (1989).
These findings have severe implications for the temperature dependence of wetting. Taking
into account Eqs. 6.24 and 6.25, one can immediately conclude that the excess internal energy
and entropy of adhesion are not uncoupled anymore. Furthermore, ∆adhUσa is not independent
4The authors do not report the pH, it is therefore assumed that the pH is circumneutral.
5protons/hydroxyls are charge determining on Fe2O3.
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Figure 6.3: Contributions to the free energy of double layer formation for an entirely diffuse double
layer. For discussion see text.
of temperature anymore, since ∆Uedl is temperature dependent. From Figure 4.1 it can be
deduced that ∆adhU
σ,0
a is O(101 − 102) mJ/m2 and ∆adhSσ,0a ≈0.1-0.2 mJ/m2K. The data in
Figure 6.3 show that -∆Uedl is at most 1-3 mJ/m2 and ∆Sedl is O(10−3) mJ/m2K. It can
therefore be concluded that, for the entirely diffuse double layer, the magnitudes of ∆Uedl and
∆Sedl are rather small in comparison to ∆adhU
σ,0
a and ∆adhS
σ,0
a . The temperature dependence
of contact angles will therefore not be influenced to a great extent in this particular case.
However, as discussed in Chapter 3, electric double layers may not be entirely diffuse. For a
general double layer, the free energy can be computed from6 (Lyklema, 1995a):
∆Fedl = −(σ
0)2
2Ki1
− (σ
d)2
2Ki2
+
∫ ψd
0
σddψd (6.30)
The integral can be solved provided that σd(ψd) is known. In the case of kaolinite, the first
term may be dropped because Ki1 →∞ (see Chapter 3). Using Eq. 3.17 for the symmetrical
case one obtains:
∆Fedl = −(σ
d)2
2Ki2
− 8c
∞RT
κ
[cosh(zyd/2)− 1] (6.31)
Using Eq. 3.20 for the 2-1 electrolyte provides
∆Fedl = −(σ
d)2
2Ki2
±
√
12c∞RT
κ
[
(2ey
d
+ 1)
√
e−2yd + 2eyd − 3
eyd − 1 ± 3
√
3
]
(6.32)
in which the plus-sign is used for negative potentials and the minus-sign for positive ones.
The data of Chapter 3 have been used to calculate the free energy of double layer formation
6Lyklema (1995a) assumes that capacitances are independent of electrolyte concentration, thus identifying
differential capacitances with integral ones. Not making this assumption, his differential capacitances need to
be replaced by the corresponding integral capacitances.
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Figure 6.4: Free energy of double layer formation on Horni Briza kaolinite at pH≈ 7. (A)
Monovalent counterions; from top to bottom: Li-Na-K, Cs is shown as inlet. (B) divalent
counterions; from top to bottom: Sr-Ca-Ba. The lines are shown to guide the eye.
at the kaolinite-aqueous solution interface. The integral capacitance has been obtained from
Eq. 3.26. Ki2 varied between 2 and 18 µF/cm2, depending on concentration and type of
electrolyte. The results of the calculations are shown in Fig. 6.4.
It is apparent that the type of counterion has dramatic consequences for the free energy of
double layer formation, which is now dominated by the capacitance-terms in Eqs. 6.31 and
6.32. Without going into great detail, one can conclude that the free energy of the system is
determined by a delicate interplay between the individual terms of Eqs. 6.31 and 6.32.
With respect to wetting phenomena, the important result is the magnitude of the free energy.
From the previous discussion it is apparent that the total free energy is energetically domi-
nated, i. e. −∆Uedl > −∆Fedl. Depending on the counterion and its concentration, the free
energies of Fig. 6.4 are in the order of magnitude of ∆adhU
σ,0
a , suggesting that a profound
effect on temperature dependent wetting can be expected if the double layer is not entirely
diffuse. This highlights the importance of detailed studies regarding the electrokinetics and
double layer structure on minerals.
Future work should include the temperature dependent characterization of electrified inter-
faces, combined with temperature dependent contact angle measurements at similar condi-
tions.
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Appendix F
Calculation of dynamic mobilities
from static conductivity data of
kaolinite suspensions
Dynamic mobilities (u∗d) were evaluated according to (Rowlands and O’Brien, 1995):
u∗d(εp, Du) = ue(0, 0)
1 + iω′
1 + iω′[1 +ma(εp/ε)] +Du ·D ·ma (F.1)
εp is the relative permittivity of the particles1. ω′ is defined as
ω′ =
ωεε0
KL
(F.2)
in which ω denotes the angular frequency of the imposed electric field. ue(0, 0) is the elec-
trophoretic mobility of a particle with zero surface conductivity and zero permittivity to be
obtained from (Loewenberg and O’Brien, 1992):
ue(0, 0) =
εε0ζ
η
DH − iωMa
DH + iωM
(F.3)
M denotes the mass of a particle with given dimensions and density, DH is the hydrodynamic
drag coefficient. For oblate spheroids (aspect ratio n <1) oriented along the field Ma is given
by (Loewenberg, 1993)
m‖a =
M
‖
a
ρv
= − 1
n
√
1− n2 − n · cos−1(n)
n
√
1− n2 − cos−1(n) (F.4)
and for perpendicular orientation:
m⊥a =
M⊥a
ρv
=
1
1 + 2m
‖
a
(F.5)
1The relative permittivity was taken as 10 for kaolinites; see Rowlands and O’Brien (1995)
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The parameter ma is called the axial added mass and ρv is the mass of fluid displaced by
immersing the particle. The hydrodynamic drag coefficient can be obtained from (Loewenberg
and O’Brien, 1992)
DH = −ηd
[
F0 + λFd + λ
2Ma
ρd3
+
(
F 20
6pi
− Fd
)
λ
1 + λ
]
(F.6)
where λ is given by
λ = (1− i)
√
ωd2
2ν
(F.7)
and ν denotes the kinematic viscosity of the solvent. The size parameter d depends on the
orientation of the particle. For oblate spheroids in field-parallel orientation it is equal to the
maximum cross-sectional radius (a )and for perpendicular orientation it is equal to the radius
of the short axis (b).
For field parallel movement the hydrodynamic quantity F0 is defined as
F
‖
0 = 4pin
1 +m
‖
a
1/2 + n2m
‖
a
(F.8)
and for field perpendicular motion:
F⊥0 = 8pi
b
d
1 +m
‖
a
3/2 + n2m
‖
a
(F.9)
Fd can be obtained from
Fd =
(
1 +ma
)2 I
d2
(F.10)
in which I is written as
I‖ =
(n2 − 2)S + 4pia2
n2 − 1 (F.11)
and
I⊥ = S − 0.5I‖ (F.12)
with S denoting the surface area:
S = 2pia2
[
1 +
n2√
1− n2 cosh
−1(1/n)
]
(F.13)
The last quantity required in Eq. F.1 is the orientation dependent hydrodynamic parameter
D:
D‖ =
3n
2
[
2− n2
(1− n2)3/2 cosh
−1(1/n)− 1
1− n2
]
(F.14)
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D⊥ = − 3
4n
[
n4
(1− n2)3/2 cosh
−1(1/n)− 2− n
2
1− n2
]
(F.15)
The average dynamic mobility is obtained from
< u∗d >=
u
∗‖
d
3
+
2u∗⊥d
3
. (F.16)
These formulae are valid for κa >>1 and for suspensions in which all particle orientations are
equally likely. No assumption is made about the mechanism by which surface conductance
takes place. Furthermore it is pointed out that the equation used to evaluate DH is an
approximate one. Loewenberg and O’Brien (1992) compared the approximate equations to
numerical solutions for n=1-10 and Du<5. In this range the error introduced by using the
analytical solution is within 3% of the numerical solution.
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Abstract
In many situations of geological and environmental relevance one deals with capillary systems,
composed of charged solids in contact with aqueous solutions of varying pH, ionic strength,
temperature and pressure. Such capillary systems share the presence of electric double layers,
which manifest themselves in the spatial distribution of ions next to the solid surface. As
the redistribution of ions has an impact on the total free energy of the capillary system, it
is conceivable that macroscopic transport parameters will be influenced by the presence of
electric double layers. The overall goal of the study is to highlight the importance of electric
double layers on single-phase flow through porous media and the wetting characteristics of
minerals.
The second chapter deals with the determination of the size and shape of clay minerals. Con-
ventional particle sizing techniques only provide so-called equivalent spherical diameters. Such
diameters deviate from the physical dimension of the particles if these are non-spherical. As
clay minerals are generally non-spherical, different particle sizes will be obtained from parti-
cle sizing techniques that operate on grounds of different physical principles. As most clay
minerals can reasonably be approximated to oblate spheroids, the aspect ratio characterizes
the shape of the particles. Particle size distributions from different devices can be harmonized
once the aspect ratio is known. In Chapter 2 it is shown that aspect ratios of several kaolinite
dominated samples can be determined by conductometric titrations. The obtained aspect
ratios are then successfully used to harmonize particle size distributions from dynamic laser
scattering and acoustic spectroscopy.
Chapter 3 is based on the results of Chapter 2 and deals with the characterization of the
electrical state of the interface between kaolinite and aqueous solutions. The electrical con-
ductivity of aqueous kaolinite suspensions was measured as a function of volume fraction,
electrolyte concentration and counterion type. With the knowledge of particle size and shape,
the relevant equations can be solved to obtain surface conductivities and electrokinetic poten-
tials without the use of any fit parameters. Furthermore, it is possible to discriminate between
diffuse- and inner-layer surface conductivity. Whereas the former is constant over the entire
concentration range studied, the latter increases linearly with electrolyte concentration and
dominates the total surface conductivity. AFM and gas ad-/desorption measurements show
that the kaolinite surface is fractal with a surface topography of ≈ 2-20 nm, representing the
lower and upper bounds of fractality. The magnitude of surface conductivities is discussed in
terms of surface roughness. The combination of these measurements suggests that the stan-
dard double layer model is not adequate to describe the kaolinite-aqueous solution interface,
one should rather use a porous double layer model.
Chapter 4 is devoted to the temperature dependence of contact angles in two-component,
three-phase solid-liquid-vapour systems. Based on the analysis of data obtained from the lit-
erature, it is shown that the excess energy and entropy of adhesion are not coupled in such
systems. Excess entropies of adhesion are remarkably constant, whereas excess energies of
adhesion can vary considerably. Furthermore, it is shown that entropic contributions make up
30-50% of total work of adhesion. With these findings, the estimation of solid surface tensions
from contact angles is discussed in detail. It turns out that none of the current approaches
can entirely account for the temperature dependence of interface tensions. This is essentially
due to the use of geometric mean combining rules in conjunction with Helmholtz free energies.
Chapter 5 deals with the effect of pH on the permeability and contact angles on quartz. Careful
experiments show that the permeability varies as a function of pH, becoming maximal at the
isoelectric point of quartz. Similar observations are made during column wicking experiments
on the very same material. These findings are interpreted to be caused by an electroosmotic
counter-pressure, adding additional resistance to the flow. The classical Washburn equation is
extended to include these electroosmotic counter-pressures. The final solution reduces to the
classical form at the isoelectric point, i. e. when electroosmotic counter-pressures are zero.
Chapter 6 reports preliminary results of high-frequency electrokinetics on kaolinite suspen-
sions. Such experiments can be used to check the results obtained in Chapter 3.
Starting from the linear laws of non-reversible thermodynamics, more general equations are
developed that describe the influence of electrokinetics on permeabilities. The results of Chap-
ter 3 are used to identify governing parameters.
Last but not least, the results of Chapters 3, 4 and 5 are combined to describe the simultane-
ous influence of temperature and solution composition on wetting. Special attention is paid
to the free energy of double layer formation as well as its energetic and entropic contributions.
Zusammenfassung
In einer Vielzahl von natürlichen Systemen spielen Kapillarsysteme eine große Rolle. Diese
Kapillarsysteme sind in der Regel durch wässrige Lösung im direkten Kontakt mit geladenen
Festkörpern unter wechselnden Druck- und Temperaturbedingungen gekennzeichnet. Darüber
hinaus weisen die wässrigen Lösungen oftmals variierende Ionenstärken und pH-Werte auf.
Eine Gemeinsamkeit sind jedoch elektrische Doppelschichten, die sich in einer Umverteilung
der sich in Lösung befindlichen Ionen bemerkbar machen. Da eine solche Ladungsumverteilung
die freie Energie des Systems verändern wird, ist es ersichtlich, dass sich die Anwesenheit von
elektrischen Doppelschichten auf makroskopische Größen auswirkt. Das größere Ziel der Arbeit
ist es, den Effekt eben dieser Doppelschichten auf makroskopische Größen wie Permeabilitäten
und Kontaktwinkel herauszuarbeiten.
Das Ziel des zweiten Kapitels ist es, die Dimension sowie die geometrische Anisotropie von
Tonmineralen zu bestimmen. Übliche Techniken zur Ermittlung der Teilchengröße verwen-
den äquivalente Teilchendurchmesser. Im Falle von nicht-sphärischen Partikeln weichen diese
Durchmesser jedoch von den physikalischen Dimensionen der Teilchen ab. Da Tonminerale
im Allgemeinen keine sphärische Geometrie aufweisen werden Techniken, die verschiedene
physikalische Prinzipien nutzen, nicht die gleichen äquivalenten Durchmesser liefern. Wird
die Geometrie der Tonminerale nun aber als oblates Rotationsellipsoid angenährt, ist die
Geometrie durch das Achsenverhältnis beschrieben. Sind diese Achsenverhältnisse einmal
bekannt, können äquivalente Teilchendurchmesser verschiedener Techniken in Einklang ge-
bracht werden. Kapitel 2 zeigt wie eben diese Achsenverhältnisse durch konduktometrische
Titrationen errechnet werden können. Die so erhaltenen Achsenverhältnisse werden genutzt
um Teilchengrößenverteilungen aus dynamischer Lichtstreuung und akustischer Spektroskopie
zu harmonisieren.
Mit den so erhaltenen Daten wird in Kapitel 3 der elektrische Zustand der Grenzfläche zwis-
chen Kaolinit und wässrigen Lösungen charakterisiert. Die elektrische Leitfähigkeit von wäss-
rigen Kaolinitsuspensionen wurde als Funktion der Volumenfraktion, Elektrolytkonzentration
und des Gegenionentyps gemessen. Mit den Größen- und Geometrieinformationen aus Kapitel
2 können die relevanten Gleichungen ohne die Nutzung variabler Parameter gelöst werden.
Diese Gleichungen liefern zum einen elektrokinetische Potentiale und zum anderen Ober-
flächenleitfähigkeiten. Weiterhin ermöglicht der theoretische Ansatz zwischen Oberflächen-
leitfähigkeiten im Inneren- und dem rein diffusen Teil der Doppelschicht zu unterscheiden.
Während der diffuse Anteil der Oberflächenleitfähigkeit unabhängig von der Elektrolytkonzen-
tration ist, weist der innere Anteil eine linear ansteigende Beziehung zur Elektrolytkonzentra-
tion auf. Die erhaltenen Daten zeigen weiterhin, dass der innere Anteil der Oberflächenleit-
fähigkeit dominant ist. Aus der Kombination von Rasterkraftmikroskopie und der Analyse von
Gasadsorptionsdaten kann gezeigt werden, dass die Oberfläche von Kaolinit fraktal ist. Die
oberen bzw. unteren Grenzen der Fraktalität sind mit ≈ 2-20 nm zu beziffern. Die absolute
Größe der Oberflächenleitfähigkeit wird in Beziehung zur Oberflächenrauhigkeit diskutiert.
Die Kombination dieser Techniken zeigt, dass das standardmäßig verwendete Modell der elek-
trischen Doppelschicht ungeeignet für die analysierte Grenzfläche ist. Eine Verbesserung kann
die Verwendung eines porösen Doppelschichtmodells bringen.
In Kapitel 4 wird die Temperaturabhängigkeit von Kontaktwinkeln in zwei-Komponenten,
drei-Phasen fest-flüssig-gasförmig Systemen analysiert. Aufbauend auf Literaturdaten wird
gezeigt, dass die überschüssige Adhäsionsenergie nicht mit der überschüssigen Adhäsionsen-
tropie gekoppelt ist. Überschüssige Adhäsionsentropien sind weiterhin bemerkenswert kon-
stant, wohingegen überschüssige Adhäsionsenergien über weite Bereiche variieren können.
Weiterhin lassen die analysierten Daten den Schluss zu, dass die komplette freie Adhäsion-
senergie zu 30-50% aus Entropieanteilen aufgebaut ist. Mit den so gewonnenen Details wird
die Abschätzung von Festkörper-Oberflächenspannungen aus Kontaktwinkeldaten diskutiert.
Es wird herausgestellt, dass keiner der derzeitigen Ansätze zur Bestimmung dieser Größe die
Temperaturabhängigkeit von Grenzflächespannungen reproduzieren kann. Dies ist in erster
Linie durch die Verwendung von geometrisch gemittelten Kombinationsregeln zu erklären.
In Kapitel 5 wird der Effekt von pH-Wert Änderungen auf Permeabilitäten und Kontaktwinkel
von Quarz behandelt. Es wird gezeigt, dass Permeabilitäten pH-Wert sensitiv sind und ein
Maximum am isoelektrischen Punkt von Quarz zeigen. Gleiche Beobachtungen wurden beim
kapillaren Aufstieg dieser wässrigen Lösungen gemacht. Diese Befunde werden im Rahmen
von elektroosmotischen Gegendrücken diskutiert die einen Widerstand zum rein hydrody-
namischen Volumenfluss darstellen. Die klassische Washburn-Gleichung wird erweitert um
den Effekt des elektroosmotischen Gegendrucks einzubeziehen. Die resultierende Gleichung
reduziert sich zur klassischenWashburn-Gleichung wenn der isoelektrische Punkt erreicht wird.
Vorläufige Ergebnisse aus elektrokinetischen Experimenten an Kaolinitsuspensionen werden in
Kapitel 6 präsentiert. Diese können die zur Verifizierung der in Kapitel 3 erhaltenen Ergeb-
nisse dienen.
Weiterhin werden, startend bei den linearen Gesetzen der nicht-reversiblen Thermodynamik,
generellere Beziehungen abgeleitet, die den Einfluss von elektrokinetischen Effekten auf Perme-
abilitäten herausstellen. Die Resultate aus Kapitel 3 werden genutzt um die kontrollierenden
Parameter zu identifizieren.
Zu guter Letzt werden die Erkenntnisse der Kapitel 3, 4 und 5 kombiniert um den gleichzeit-
igen Einfluss von Temperatur und Lösungschemie auf das Benetzungsverhalten von Festkör-
pern herauszustellen. Besonders wird hier die freie Energie der Doppelschichtformation, sowie
deren Energie- und Entropieanteile betrachtet.
