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SOMMAIRE 
La classification des équations différentielles aux différences de la forme 
Ünm = Fnm(t, {upq}l(p,q)Ef) sera considérée en "termes des groupes de symétries ad-
missibles . L'ensemble r représente le point (n, m) ainsi que ses six voisins immédiats 
dans un réseau triangulaire de dimension deux. 
La classification s'effectuera en considérant les groupes de symétries abéliens et 
non-résolubles. Pour cette classe d 'équations , il est démontré que le groupe de sy-
métries peut être de dimension 12, tout au plus , en ce qui concerne les algèbres de 
symétries abéliennes et de dimension 13 pour les algèbres de symétries non résolubles. 
Un article portant sur les résultats présentés au chapitre 4 et 5 de ce mémoire 
sera publié dans Journal of Physics A en 2009. 
SYMMETRIES OF DIS CRETE DYNAMICAL SYSTEMS IN 
HEXAGONAL LATTICE 
Isabelle Ste-Marie 
ABSTRACT 
Classification of differential-difference equation of the form 
Ünm = Fnm (t, {upq } 1 (p,q)Ef) are considered according to their Lie point symmetry 
groups. The set r represents the point (n, m) and its six nearest neighbors in a 
two-dimensional triangulaI' lattice. 
This classification will be do ne by considering abeliens and semi-simple symme-
try groups. For this class of equations, it is shown that the symmetry group can 
be at most 12-dimensional for abelian symmetry algebras and 13-dimensional for 
nonsolvable symmetry algebras. 
An art icle on the work presented in chapter 4 and 5 will be published in Journal 
of Physics A (2009). 
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Introduction 
Jusqu 'à aujourd 'hui , les physiciens mathématiciens ont cherché à comprendre de 
nombreux phénomènes de la physique afin de les modéliser sous différentes classes 
d 'équations. La plupart du temps, les équations qui représentent les phénomènes 
de façoll exacte sont nOll-linéaires. Les équations différent ielles et les équations à 
variables discrètes sont . les deux grandes classes d 'équations couvrant une bonne 
partie de ces phénomènes. 
Les symétries apparaissent de façon naturelle dans les lois de la physique. Elles 
sont souvent présentes, de façon intrinsèque, dans le système d 'équations diff'éren-
tielles décrivant le modèle. Leur connaissance permet de mieux comprendre les phé-
nomènes physiques complexes, de simplifier et de résoudre des problèmes et aussi 
d 'approfondir la compréhension de certains phénomènes. Afin de trouver les solu-
tions exactes des systèmes d 'équations différentielles , on utilise souvent la théorie de 
Lie (ou théorie des groupes continus). Lorsqu'une symétrie est associée à une équa-
tion , on peut alors exploiter celle-ci afin d 'obtenir une simplification. Si l'expression 
est une équation différentielle ordinaire, alors (généralement) l'ordre de l'équation 
pourra être réduit. Si on a affaire à une équation différentielle partielle, alors les va-
riables dépendantes et indépendantes pourront habituellement être combinées dans 
le but de réduire le nombre de variables indépendantes. En général, une symétrie 
connue peut être utilisée afin de COIl:::itruire directement certaines solutions d 'une 
équation non-linéaire. Dans certains cas , ce sont des classes entières de solut ions qui 
peuvent être construites . 
L'analyse des symétries n 'est pas seulement qu 'une simple procédure permettant 
de trouver des solut ions. Les symétries apportent également des moyens systéma-
tiques pour une compréhension approfondie des phénomènes physiques et de leurs 
équations associées. Enfin, la théorie des groupes de Lie est un outil essentiel dans la 
résolution et l'analyse de systèmes non-linéaires. Lorsque les symétries d 'un système 
sont connues , toutes les autres techniques de résolution d 'équations différentielles , 
comme l'analyse numérique, peuvent être appliquées plus efficacement et ce, tout en 
ayant une meilleure compréhension. 
Pour ce qui est des équations à variables discrètes, il est plus difficile de trouver 
des solutions exactes . Néanmoins, au cours des deux dernières décennies, beaucoup 
d 'attention a été portée par les mathématiciens à la résolution des systèmes discrets 
non-linéaires. Ce mémoire se situe dans ce contexte. Nous allons considérer les sy-
métries continues d 'une classe d 'équations différentielles aux différences contenant 
une variable continue t ct deux variables discrètes n , m. Ces équations sont présentes 
dans plusieurs sphères de la science, il est donc primordial de leur accorder beaucoup 
d 'attent ion. 
Ce mémoire est donc l'aboutissement de l'analyse d 'une classe d'équations dans 
un réseau de dimension deux. Pour ce faire, nous allons utiliser principalement la 
théorie de Lie présentée au chapitre 2, suivit d 'une méthode développée par Levi, 
Vinet et Winternitz, soit la m éthode intrinsèque démontrée au chapitre 3. Finale-
ment , le chapitre 4 comprendra une description détaillée de notre modèle avant de 
conclure avec le dernier chapitre où les résultats principaux de ce mémoire seront pré-
sentés. Enfin , c'est avec l'aide du logiciel Maple 7 qu 'une grande partie des calculs 
ont été réalisés. 
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Chapitre 1 
Historique 
Les équations différentielles sont un sujet fortement étudié en physique mathé-
matique car elle permettent de décrire des phénomènes physiques présents dans la 
nature. Les méthodes les plus effi caces pour trouver des solutions exactes à ces équa-
tiom; ~ont basée~ sur la théorie des groupes de Lie. 
Le mathématicien à qui l'on doit la théorie des groupes continus est Marius 
Sophus Lie. Afin de mieux comprendre ~on parcours , il faut absolument parler de lui 
en parallèle avec son plus grand collaborateur et ami Felix Klein . Lie et Klein ont 
été sans contredit les principaux protagonistes dans l'histoire du développement de 
la t héorie des symétries encore utilisée aujourd 'hui. 
Marius Sophus Lie est né dans le presbytère du comté de Eid, dans le village 
de Nordfjord en Norvège le 17 décembre 1842. Neuf années plus tard, la famille Lie 
a déménagé à Moss où Sophus a terminé son secondaire à l'école de Kristiana. Ce 
n 'est que dans la vingtaine qu 'il a commencé à porter un intérêt plus sérieux envers 
les mathématiques. En 1869 il a publié son premier article à Kristiana alors que 
son talent commençait à être reconnu. Grâce à .cette publication, Lie a reçu une 
subvention de l'université lui permettant ainsi de voyager en Allemagne et en France 
afin de pouvoir étudier avec les plus grands mathématiciens de l'époque. Au cours de 
cette même année, il s'est dirigé vers le haut-lieu du monde mathématique qu'était 
Berlin , où Karl Theodor Wilhelm Weierstrass régissait l'école des mathématiques. 
C'est à ce moment qu 'une amitié éternelle est née puisque Sophus y a rencontré 
Felix Klein, alor~ âgé de vingt-six ans . 
C 'est en 1849 à Dusseldorf en Allemagne que Christian Felix Kleill vit le jour . Pen-
dant ~on ellfallce et son adolescence, Klein a étudié le cours classique selon les dé~irs 
de son père. Ensuite, il est entré à l'université de Bonn où il a fait la connaissance de 
Julius P lucker qui dirigeait le département de physique et de mathématiques. C'est 
à peine âgé de dix-sept ans que Klein est devenu l'assistant de P lucker. Malheureuse-
ment , ce-dernier rendit l' âme deux années plus tard. C'est alors que Klein a ressenti 
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l'obligatioll de publier le travailllon-terminé de :son mentor. 
FIG. 1.1 - Marius Sophus Lie 
(1842-1899) 
FIG. 1.2 - Christian Felix 
l(lein (1849-1925) 
Grâce à ce travail de grande envergure pour un si jeune homme, il a pu se dé-
velopper en tant que mathématicien . Klein était réputé pour avoir une façon très 
phy:sique d 'aborder le:s mathématique:s et :son en:seignement , :selon certain:s , manquait 
de rigueur par son approche plutôt graphique. Le travail fait sur les publications de 
Plucker a permis à Klein de prendre de l'expérience et de mûrir. Il avait d 'importants 
contacts ct était reconnu pour être uu très bon organisateur. C 'est Klein qui , par 
les années qui ont suivi , apporta l'aide que Lie nécessitait afin d 'avancer sa carrière 
mathématique. 
Les recherches de Klein se sont plutôt concentrées sur les groupes discrets , leurs 
relations avec la géométrie et l'utilisation des groupes dans la catégorisation des 
objets mathématiques. Les groupes discrets de symétries sont aussi connus sous le 
nom de groupes cristallographique, et l'importance de tels groupes pour l'étude des 
cristaux a été fortement reconnue vers la fin du 19ième siècle. En 1845, Riemann 
publia un document qui a déclenché une grande vague d 'intérêt envers la recherche 
sur la géométrie. Une liste de nouveaux sujet:s à être étudiée:s e:st donc née de cette 
publication. La question de trouver une description générale de tous les systèmes 
géométriques considérés par les mathématiciens est devenue la question populaire 
de l'heure. Comme Klein était aloŒ t rè:s actif dan:s ce domaine de recherche, il a 
décidé d'aborder le problème en trouvant une façon d 'étudier la géométrie avec une 
approche portant sur la théorie des groupes . 
Klein a rejoint à Paris son confrère qui était arrivé quelques mois auparavant 
au cours de l'année 1870. Ils ont alors contacté deux professeurs du Lycée Louis-
le-Grande qui ont été d 'une grande influence dam; leurs recherches, soient Camille 
Jordan et Gaston Darboux. C 'est à cet endroit qu 'ils ont continué leur recherche 
entamée à Berlin portant sur les courbes-W. Ces courbes sont en fait des courbes 
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homogènes qui demeurent invariantes som; un certain groupe de transformations. Les 
courbes homogènes sont décrites comme ét ant des courbes sur lesquelles aucun point 
ne diffère d 'un autre. Par exemple, dans la géométrie Euclidienne plane, la ligne 
droite et le cercle correspondent à des courbes homogènes. 
Le point commun de ces deux mathématiciens a été leur grand intérêt pour la 
théorie des groupes et la notion de symétrie. Bref, leur travail sur les courbes-W a 
eu un impact important dans les recherches futures de Sophus car cela l'a conduit à 
étudier les sous-groupes à un paramètre d 'un groupe de transformations projectives. 
Sans le savoir, ces sous-groupes allaient jouer un rôle majeur dans la construction des 
algèbres de Lie. Leur collaboration a permis à Lie d 'ét ablir l'idée d 'une transformation 
infinitésimale et de découvrir le concept de transformation de contact . 
Le 18 juillet 1870, leurs activités ont été brusquement interrompues par le début 
de la guerre Franco-Prusse. Klein s'est empressé de rentrer au pays , tandis que Lie n 'a 
quitté Paris qu 'un mois plus tard . Prenant quelque peu cette guerre à la légère, Lie a 
décidé de marcher jusqu'à chez lui en passant par l'Allemagne. C 'est en se promenant 
dans un parc de Fontainebleau qu'il a été arrêté par la police qui le prenait pour un 
espion Allemalld vu son apparence nordique. Il a passé un mois en prison où il a 
travaillé sur sa thèse de doctorat avant d 'être libéré par Darboux qui avait payé sa 
caution. En juin 1871 , il a enfin soumis sa thèse à l'université de Kristiana. 
Les résultats de son doctorat ont permis à Lie d 'obtenir une certaine notoriété 
dans le monde mathématique. Klein admirait son ami plus que jamais et l'a aidé à 
devenir un membre du corps professoral de la seule université de orvège, Kristiana , 
où Lie a travaillé pendant quatorze ans. Par contre, après tant d 'années, Sophus a 
souffert du manque de confrérie intellectuelle. C'est alors que Klein, en 1886, lui a 
proposé de le remplacer comme professeur de géométrie à l'université de Leipzig. Il 
y a ainsi travaillé durant douze années pendant lesquelles il a publié la majorité de 
ses livres. Cette période a été très enrichissante au niveau scientifique, mais Lie s'est 
ennuyé de son pays natal. Il en est même venu à faire une dépression pour laquelle 
il a du être soigné à la clinique psychiatrique de Hanover. 
Marius Sophus Lie a dévoué pratiquement toute sa vie à la théorie des groupes 
continus, maintenant connus sous le nom de groupes de Lie, et leurs relations avec 
les équations différentielles. Il a aussi, entre autre, analysé en profondeur la relation 
entre les algèbres et les groupes de Lie et posé le problème de la classification de tous 
les groupes et algèbres simples de Lie. On doit la solution complète de la classification 
des groupes de Lie simples à Eliè-Joseph Cartan. 
Un an avant sa mort , Sophus Lie a reçu le premier prix de Lobachevsky pour 
l'ensemble de son travail. Ce prix a par la suite été très prisé par les physiciens-
mathématiciens. Les deuxième, troisième et quatrième récipiendaires ont été Killing, 
Hilbert et Klein. 
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Un comité pour la publication du fabuleux travail mathématique de Lie a été 
créé en 1900. Il a fallu quinze ans et quinze gros volumes pour que tout son travail 
remarquable soit publié. 
Depuis la mort de Lie, l'importance des groupes et algèbres de Lie n 'a jamais 
diminué. Par contre, l'intérêt quant à ses méthodes de résolutions d 'équations diffé-
rentielles s'est quelque peu dissipé. Dans les années 1930, les chercheurs se sont plus 
concentrés, sous l'influence d'Hilbert, sur l'analyse de fonctions et les méthodes de 
transformations. Ce n 'est qu'au début des années 60 que l'intérêt sur les méthodes 
de Lie a resurgi et depuis, n 'a fait qu'augmenter. Après la guerre, les scientifiques ont 
posé de plus en plus de problèmes non-linéaires et ils ont alors réalisé que la théorie 
de Lie était la seule méthode systématique qui permettait d 'analyser les équations 
non-linéaires. Conjointement , les physiciens t ravaillant sur la dynamique des fluides 
ont for tement commencé à apprécier l'importance centrale des symétries. Plusieurs 
publications ont paru sur le sujet depuis celles de Lie. 
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Chapitre 2 
Concepts de bases 
2.1 Les symétries 
Symétrie est souvent synonyme de beauté, c'est pourquoi les gens préfèrent en 
général les objets symétriques, ou à tendance symétrique, plutôt que les objets ir-
réguliers. Les objets dans la nature possèdent couramment une certaine forme de 
symétrie. Par exemple, les flo cons de neige ont six cotés symétriques remplis de mi-
nuscules formes géométriques . Pensons aussi à la structure régulière des cristaux 
ou à certaines ondes de chocs. Bref, les symétries sont fascinantes , universelles et 
d 'une très grande importance. Elles aident l'être humain à se familiariser avec son 
environnement et le guide dans ses mouvements. 
2.1.1 Les symétries dans le plan 
Afin de mieux comprendre les symétries d 'équations différentielles, considérons 
les symétries de simples objets dans le plan. Une définition générale peut être qu 'une 
symétrie d'un objet géométrique est une transformation qui , sous son action, laisse 
l'objet inchangé, c'est-à-dire invariant. Prenons l'exemple qui suit: 
Exemple 2.1.1 : Les deux triangles suivants admettent des symétries. Le premier 
(a) est un triangle équilatéral et l 'autre (b) est un triangle isocèle. Les lignes poin-
tillées représentent les réflexions possibles du t'riangle et la fl èche, le fait que cette 
figU1'e puisse s7.lbir une rotation. On voit que (a) admet trois réflexions et peut subir 
des rotations de 27rX /3 tou'r, où x est un entier. Par contre, le triangle (b) n'a qu'un 
seul axe de symét'rie et ne peut subir qu 'une seule rotation, soit d'un tour complet. 
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[a) lb) 
FIG. 2.1 - Deux triangles et leurs symétries 
Les propriétés symétriques d 'un objet peuvent habituellement être exprimées à 
l'aide d'un ensemble de matrices tel que lorsqu'une transformation est appliquée sur 
l'objet , le résultat des opérations matricielles nous redonne une matrice de l'ensemble. 
Il existe par contre certaines lois régissant les symétries d 'objets géométriques . 
L 'une d 'elle est que chaque symétrie a un inverse, et cet inverse est aussi une trans-
formation symétrique. L 'action combinée d 'une symétrie et son inverse laisse l'objet 
inchangé. P ar exemple, si nous revenons à l'exemple précédent et que r dénote la 
rotation du triangle équilatéral (a) de 21r/3 , alors r-1 (l 'inverse de r) est une rotation 
de 41r /3 . 
Nous nous concentrons , par simplicité, sur les symétries dites lisses. Supposons 
que x représente la position générale d 'un objet. Si 
r : X f--+ x(x) 
est une symétrie quelconque, alors x est différentiable par rapport à x. De plus, 
puisque r-1 est aussi une symétrie, alors x est également différentiable par rapport 
à X. Donc comme r est injective et différentiable , tout comme son inverse , r est 
un difféomorphisme. Les symétries doivent aussi préserver leur structure , c'est-à-dire 
que l'objet ne doit pas subir de déformation sous l'action de la transformation. En 
résumé, une symétrie (en terme de transformation) se caractérise par trois propriét és: 
1. La transformation préserve la structure de l'objet . 
2. La transformation et son inverse sont lisses, c'est-à-dire différentiable en tout 
point (difféomorphisme). 
3. La transformation déplace l'objet de façon à ce qu 'il redevienne lui-même. 
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En fait, si les transformations satisfont (1) et (2), cela est suffisant. Par contre , 
certaines transformations sont des symétries si elles satisfont aussi à la propriété (3) , 
connue sous le nom de condition de symétrie. 
Exemple 2.1.2 Le cercle 
a une symétrie 
r E : (x, y) f---* (i, fj) = (x cos E - x sin c, x sin E + x cos c) 
pour chaque E E (-7f,7f] illustrée par 
-1 
y 
1 
o 
-1 
1 x -1 o 
-1 
FIG. 2.2 - Rotation du cercle unitaire 
(2.1) 
b 
où a = B et b = B + E. Réécrivons le tout en termes de coordonnées polaires, 
c'est-à-dire 
r E : (cosB,sinB) f---* (cos(B+E) ,sin(e+ E)). 
La transformation correspond donc à une rotation de degré E autour du centre 
du cercle. On voit que la structuTe est p'réservée (les TOtations sont dites rigides, 
elle n'impliquent pas de déformations), que c'est lisse et inversible (l 'inverse de cette 
TOtation est une TOtation de -E) . Les deux premières propriétés sont satisfaites. Afin 
de démontTer la tTOisième, notons que 
(x cos E - Y sin E) 2 + (x sin E + Y cos E) 2 
X2(COS 2 E + sin2 E) + y2(COS2 E + sin2 E) 
x 2 + y2 = 1. 
9 
Ce qui implique que 
i} + fi = 1, lorsque x2 + y2 = 1, 
qui est la condition de symétrie. La rotation n'est évidemment pas la seule symétrie 
du cercle unitaire, il y a aussi les réflexions par rapport à chaque ligne droite passant 
par le centre (diamètre) . On remarque fa cilement que chaque réflexion est équivalente 
à la réflexion 
r R : (x, y) ~ (- x, y) 
suivit d'une rotation r E' 
Exemple 2.1.3 On sait tous que l 'équation différentielle la plus simple est sans 
aucun doute 
ayant comme ensemble de solutions 
dy = 0 
dx ' 
y = C, CElE.. 
Malgré sa simplicité, cette équation admet plusieuTs transformations de symétTies 
telles que 
r ( : { ~= y + f 
X = x . 
Ainsi, on voit que 
di) di) d dy 
di; = dx = dx (y + f) = dx = 0, 
qui correspond à 
r dy 
-.J!.. = 0 lorsque di; dx' 
qui est évidemment la condition de symétrie. 
2.2 Groupes de Lie à un paramètre 
Dans cette section, nous allons aborder le sujet des groupes de Lie à un pammètTe 
d'une façon générale. Soit un système de l équations aux dérivées partielles d'ordre 
n 
Es(x,u,u(1), ... ,u(n)) =0, s =l , . . . , l, (2 .2) 
x = (xl, . . . , x P ) C X c ~P, U = (u1 , ... , uq ) eUe ~q, 
de p variables indépendantes et q variables dépendantes où U(k) représente l'ensemble 
des variables dépendantes ainsi que leurs dérivées partielles jusqu 'à l'ordre k. 
10 
Exemple 2.2.1 L'équation de la chaleu'f' homogène 
Ut - U xx = 0 (2.3) 
est une équation aux déT"ivées pa'rtielles d' oT"dT"e deux en p = 2 vaT"iables indépendantes 
x et t, en q = 1 vaT"iable dépendante U et où 
au 
Ut = at' 
a2U 
U xx = ax2 ' 
À la base, ce que l'on cherche c'est un groupe C de transformations agissant sur 
l'espace X x U tel que 
9 E C, g. (x, u) = (x, il), 
c'est-à-dire que pour tout élément 9 de l'ensemble C et pour toute solut ion u(x) du 
système (2.2), il(x) est aussi une solution. Il existe une grande gamme de ces trans-
formation8 mai8 le8 plu8 utile8, dan8 ce contexte, 80nt le8 groupe8 tran8fonnation8 à 
un paramètre. 
Définition 2.2.1 Un gT"Oupe de tmnsfoTmations C à un pammèt'f'e est un gTOupe 
de tmnsfoT"mations agissant SUT" l 'espace X x U dépendant continuellement d'un 
paramèt're E tel que tout élément 9 E C est déCT"it paT" la valeu'r du paramètT"e E, 
i. e. 9 = g( E). De plus, ces éléments fOTrnent un gTOupe agissant SU1' un élément 
(x, u) E X x U de façon suivante : 
1. L'élément identité est défini pOUT" E = 0: g(O)· (x,u) = (x,u). 
2. L 'action estfe'rmée et associative: g(El)' (g(E2)' (x,u)) = g(El +E2)' (x,u). 
3. L'action est infiniment difféTentiable pa'r mppoT"t au pammètT"e t. 
Si on revient à l'exemple portant 8ur le cercle unitaire , on peut voir facilement 
que (2.1) est un groupe de transformations locales à un paramètre. Le terme locales 
veut ici dire que la condition doit seulement être appliquée dans un voisinage de 
E = O. Les symétries appartenant à un groupe de Lie à un paramètre dépendent 
continuellement du paramètre. 
2.3 Symétries d'équations différentielles 
2.3.1 Formalisme du groupe de symétrie 
Le but de cette 8ection sera d 'établir le formalisme qui permet de trouver le 
groupe de symétries d'une équation différentielle quelconque. Cela se résume à cher-
cher un groupe de transformations locales qui permet de transformer des solut ions 
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du système en d 'autres solutions , groupe qui agit sur l 'espace des variables dépen-
dantes et indépendantes de notre équation. Bref, on cherche une méthode explicite 
afin d 'ét ablir le groupe de symétries. Afin de simplifier les notations, nous allons 
considérer un système d 'une seule équation différentielle plutôt que le cas général 
d 'un système de l équations. 
Soit une équation différentielle donnée de la forme suivante 
E(x , u, u(1), U(2), ... , u(n)) = 0, 
(2.4) 
x = (Xl, X2, .. . , xp ) E IR.P, U E IR. , 
où p et n sont des entiers positifs et u(k) représente les dérivées partielles de u(x) 
d 'ordre k. 
Définition 2 .. 3.1 Un groupe de transformations locales de Lie G est appelé groupe 
de symétries du système d 'équations diffàentielles partielles (2.4) si u = f(x) est 
une solution, alors ù = g . f(x) = J( i ) est aussi une solution pour tout f donn é. 
Donc il nous faudra trouver un groupe de Lie G tel que 
G : (x, u) f-----r (i (x , u), ù(x, u)) 
où i(x, u) et ù(x, u) sont des fonctions localem ent lisses. 
Nous allons travailler sur l'algèbre de Lie L associée à ce groupe de Lie G. De plus, 
nous allons supposer que G est connexe. Cela implique alors que l 'on peut travailler 
uniquement avec les générateurs infinitésimaux associés à G puisqu 'ils forment un 
champ de vecteurs de l'algèbre de Lie dont les opérateurs différentiels sont de la 
forme 
p 
X = L ç)x, U)OXi + cP(x, u)ou. (2.5) 
i=l 
Les fonctions Ç,i et cP doivent rpaintenant être déterminées. L'utilisation de L est 
entre autres possible parce qu 'elle contient tous les phénomènes continus contenus 
dans G. Le groupe de transformations dans G est recouvert par les générateurs 
infinitésimaux par un processus d 'exponentiation. Les prochaines lignes présentent 
une méthode permettant de calculer Ç,i et cP . Il est à noter que lorsque ces coefficients 
sont connus , le groupe à un paramètre G = {gÀ 1 À E IR.} généré par le champ 
de vecteurs (2.5) correspond à la solution g/\ . (x a, ua) = (x(À) , u(À)) du système 
d 'équations différentielles ordinaires de premier ordre 
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8xi çi(X, il), xi lÀ=o 8>' avec Xi, 
8iL 
(2 .6) 
- <f;(x, il), avec iL lÀ=o u, 8>' 
où >. est le paramètre différenti~ble de G. 
Afin de déterminer le champ de vecteurs (2.5) , il faut connaître une notion très 
importante, celle de la prolongation. 
Définition 2.3.2 La pTOlongation d'une fon ction est composée de la fonction elle-
même et de toutes ses dérivées nièmes. Ainsi, si on a une fonction f : X ---> U, U = 
f (x), alors sa nième prolongation est donnée par 
On entend par prolongement d'un gTOupe G l'action de prolonger le groupe de 
transformations afin qu 'il agisse aussi sur les dérivées . Donc, si on considère la n ième 
prolongation de (2.5), l 'équation est décrite par 
pr(n)G: { x, u = f(x), fXi (X), . .. , ! Xi l .. Xi
n 
(x)} ---> 
{ x, il = f(x), lxi (x) , . .. , lxil"Xi
n 
(x)} . 
Notons que l'information contenue dans la prolongation pr(n)G est aussi entière-
ment contenue dans la transformation Gelle-même. 
Maintenant , il est important de comprendre comment la prolongation agit sur le 
champ de vecteurs (2.5). Ainsi, on peut ensuite déterminer l'algorithme qui permet 
de calculer l'algèbre de symétries d 'une équation différentielle . Par conséquent, le 
champ de vecteurs qui génère l'act ion prolongée du groupe associé au champ de 
vecteurs (2.5) est décrit par 
où la deuxième sornrnation se fait sur les k-tuples de nombres entiers J = (j1, .. . ,jk) 
tel que 1 ::; jk ::; p, k = ]1 + ]2 + ... + ]k et 
8k u 
UJ = . 
8XjI 8xh·· ·8xjk 
Les coefficients <f; J de la prolongation sont donnés par la formule 
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p p 
cil = DJ(c/J - LÇiUi ) + LÇiUJ,i, (2.7) 
i= l i= l 
et ils dépendent de x, U et des dérivées de U jusqu'à l'ordre k. Il est à noter que D J 
est une dérivée totale décrite comme suit : 
On obtient l'algèbre de Lie de notre groupe de symétries de l'équation (2.4) en 
appliquant la nième prolongation du champ de vecteurs X sur (2.4) afin de l'évaluer 
sur l 'ensemble des solutions de notre équation différentielle de départ , où n représente 
l'ordre le plus élevé. L'algorithme s'écrit comme suit 
pr(n) X . E IE=O = O. (2.8) 
Cette dernière condition nous permet d 'extraire un système d 'équations différentielles 
linéaires d 'ordre n pour les coeffi cients Çi et c/J de (2.5), coefficients qui dépendent 
uniquement de x et de u. On voit facilement que la condition (2.8) cont ient les 
dérivées de u . C'est en posant à zéro tous les coefficients de ces dérivées que l'on 
obtient des nouvelles équations que l'on baptise équations déterminantes. 
2.3.2 Exemple: l'équation de Burger 
Afin de mieux comprendre la procédure, considérons le cas de l'équation de Burger 
(2.9) 
où U = u(x, t). Posons maintenant cette équation comme 
On écrit le champ de vecteurs (2.5) sous la forme 
X = ç(x, t , u)ox + T( X, t , u)Ot + c/J(x, t, u)ou. 
Puisque l'équation (2.9) est de ~deuxième ordre, on doit considérer la seconde 
prolongation du champ de vecteur X , c'est-à-dire 
pr(2) X = ÇOx + TOt + c/Jou + c/Jxoux + c/JtOUt + c/Jxxouxx + c/JxtOUxt + c/JttOUtt> 
et pr(2) X . EIE=O = 0 nous donne 
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(2.10) 
On calcule les coefficients cji, cPx et cPxx en utilisant l'équation (2.7) et on obtient 
cPt + (cPu - Tt)Ut - çtUx - çuUxUt - TuU;, 
cPx DxcP - Dxç . Ux - DtT . Ut + ç . Utx + T . Utt, 
On insère ces équations dans l'équation (2. 10) et on obtient alors 
cPt - cPxx + (Txx + cPu - Tt)Ut + (çxx - 2cPxu - çt - 2cPx )ux + (2Txu - Çu + 2Tx)UxUt 
+(2çxu - cPuu + 2çx - 2cPu )u; + (Tuu + 2Tu)U;Ut + (ç·uu + 2çu)u~ + 2TuUxUxt 
On doit maintenant substit uer tous les termes Ut amSl que leurs dérivées qUI se 
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trouvent dans la dernière équation. Par la tmite, cela va nous permettre de pouvoir 
en dégager les équations déterminantes. La substitution nous donne 
2 2 222 24 Ut = Uxx + U x ' Uxt = Uxxx + UxUxx , Ut = Uxx + U xxUx + U x ' 
d 'où 
Puisque ç, T et qy ne dépendent que de x, t et u , on peut annuler tous les coefficients 
qui sont entre parenthèses . Cela nous permet de finalement trouver les équations 
déterminantes qui suivent : 
1. qyt - qyxx = 0, 
2. T xx - Tt + 2çx = 0, 
5. Tuu + 5Tu = 0, 
6. Tuu + Tu = 0, 
9. 2Tx = 0, 
10. 2Tu = 0, 
Ces équations sont en réalité des équations différentielles linéaires; donc simples 
à résoudre. En les intégrant , on trouve la solution générale 
T Cl + C2t + C3t2, 
ç ~(C2 + 2c3t) X + C4 + C5t , 
qy -k(x, t) e-U - iC3X2 - ~ C5X - ~C3t + C6, 
où Cl ... C6 sont des constantes d 'intégration et -k(x, t) e-U est une solution quel-
conque de l 'équation de Burger. C 'est donc par les 6 champs de vecteurs suivants 
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que l'équation de Burger est générée , 
Xl Ot, 
X2 ox, 
X3 Ou, 
X4 txox + 2tOt, 
Xs 2tox - xou, 
X6 4t2ot - x20u - 2tOu + 4txox, 
et par la sous-algèbre de dimension infinie 
où k(x, t) est une solution de l'équation de la chaleur. La partie infinie ne reflète que 
le principe de superposit ion des équations différentielles linéaires . Les groupes à un 
paramètre Ci générés par les champs de vecteurs Xi sont obtenus en utilisant (2.6). 
On trouve 
Cl : (x + E, t , u), 
C2 : (X ,t+ E, U), 
C 3 : (x, t, efu), 
Cs: (x + 2d, t , 'U ' exp( - EX - E2t)) , 
( __ X_ , _t_ ,u\.h _ 4dexp { - EX
2 
}) 
1 - 4d 1 - 4E 1 - 4d 
(x, t , u + Ek(x, t)) . 
On remarque que l'algèbre de symétries de l'équation de Burger (2.9) est d 'une 
grande similarité avec celle de l'équation de la chaleur, voir [22] pour le groupe de 
symétrie de (2.3). En efl'et , si on remplace u par w = eU, alors Xl ,' .. ,Xk prendront 
la même forme que ceux de l'algèbre de symétries de l'équation de la chaleur avec w 
en remplacement de u. Effectivement, si on place w = eU dans l'équation de Burger , 
on trouve 
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ce qui satisfait l 'équation de la chaleur 
Une transformation célèbre existe et permet de réduire les solutions de l'équation 
de Burger en solutions posit ives de l'équation de la chaleur. C 'est la t ransformation 
de Hopf-Cole qUl , pour le cas particulier de l'équation de Burger , prend la forme 
suivante: 
v = (logw)x = wx/w. 
Nous n'aurions pa.s pu déduire cet.te t ransformat.ion direct.ement de (2.9). Ici, c'est 
l'algèbre de symétries qui a permis de trouver cet. te t.ransformation. En fait, l'équiva-
lence de deux algèbres de symétries qui correspondent à deux équations distinctes est 
une condition nécessaire, mais non suffisante, pour conclure que ces deux équations 
sont équivalentes. 
18 
Chapitre 3 
Symétries des équations 
différentielles aux différences 
3.1 Méthode intrinsèque 
Le chapitre précédent visait à expliquer et illustrer en dét ails la méthode dé-
veloppée par Lie afin de trouver des symétries d 'équations différentielles générales . 
Maintenant , voici une méthode permettant de calculer les symétries pour les équa-
tions différentielles aux différences, soit la méthode intrinsèque développée par Levi 
et Winternitz [!:l] . Cette méthode sera appliquée aux chapitres 4 et 5 de ce mémoire , 
c'est-à-dire pour obtenir nos résultats principaux de ce travail. 
Dans le but de simplifier la notation et de limiter les exemples , on va se concentrer 
sur les équations différentielles aux différences de deuxième ordre comprenant une 
fonction u qui dépend d 'une variable discrète n et d 'une variable cont inue t. On 
retrouve principalement ce type d 'équation dans les systèmes dynamiques. Cet te 
cla.'3se d 'équations s'écrit 
où a, b, ai, bi , aij, bij E Z >O et u(n) == u (n, t) . Les exemples les plus connus pour 
de telles équations sont le réseau de Toda et le réseau de Toda inhomogène décrits 
comme suit : 
E(2) = u (n) _ eu(n- l )-u(n) + eu(n)-u(n- l ) 
n - tt , 
E~2) Vtt (n ) - ~ Vt + i - ~ + (i(n - 1)2 + 1) ev(n- l )-v(n) 
- (i n2 + 1) ev(n) - v(n- l ) = o. 
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(3.2) 
On cherche maintenant les transformations de Lie ponctuelles qui laissent l 'ensemble 
des solutions (3 .1 ) invariant, c'est-à-dire 
i = Ag(t, u(n, t)), ù(iL, i) = Dg(t , n , u(n, t)), iL = vg(n) , (3.3) 
où 9 représente un paramètre continu ou discret . Les transformations continues de 
la forme (3.3) sont générées par une algèbre de Lie ayant un champ de vecteurs de 
la forme 
x = T(t, u(n))Ot + cjJ(n , t, u(n, t))ou(n)' (3 .4) 
Il est à noter que n est traité comme une variable discrète. De plus, dans le cas des 
transformations continues, iL = n est exigé . Aussi, il est important de remarquer que 
l'on demande a priori que le coefficient T ne dépende pas explicitement de n. Si cette 
condition n 'est pas respectée , i dépendra de n et l'équation (3.1) sera transformée en 
une équation différentielle aux différences non locale avec ù( n) et ù(n + 1) calculés 
pour différentes valeurs de i. La condition suivante illustrée au dernier chapitre 
Pr(2) X . E(2) 1 (2) = 0 n En = 0 ' 
doit encore être vraie si X est un élément de l'algèbre de symétrie E~2). On trouve 
facilement la deuxième prolongation de X donnée par la formule suivante [9] 
avec 
n+b 
pr(2)X = T(t,u(n))Ot + L cjJ (k ,t, u(k))Ou(k) 
k=n- a 
n+b; 
+ L cjJt (k , t, u(k) , Ut(k))Out(k) 
k=n- ai 
n+b;j 
+ L cjJtt (k , t, u(k) , ut(k) , Utt(k))Outt(k) ' 
DtcjJ(k , t, u(k)) - [DtT(t , u(k))] ut(k), 
(3.5) 
cjJt(k, t , u(k) , ut(k)) 
cjJtt( k , t , u(k) , ut(k), utt(k)) DtcjJt(k , t , u(k), ut(k)) - [DtT(t , u(k))] utt(k). 
(3.6) 
Notons que cjJt et cjJtt sont les coefficients de prolongation pour la variable continue. 
La prolongation pour la variable discrète est contenue dans la sommation sur k . 
Lorsque la méthode intrinsèque est utilisée, l 'équation (3.5) doit être vue comme une 
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équation unique ayant n comme variable dit>crète. On peut donc maintenant ob tenir 
les équations déterminantes grâce à cet algorithme fini . 
Une autre méthode, retrouvée en [la], permet aussi de trouver le groupe de symé-
tries d 'une équation différent ielle aux différences. En résumé, elle consiste à considé-
rer l'équation de départ (3 .1) comme un système d 'équations différentielles couplées 
pour les fonctions un(t) == u(n, t). Dans ce cas, n est vu comme un indice pour 
une infinité d 'équations et une infinité de fonctions (ou dans le cas périodique, i. e. 
u(n ) = (n + N ), N EZ avec N équations et N fonctions) . Donc, l 'Ansatz pour le 
champ de vecteurs est décrit par 
x = T(t , {Uj(t )} )Ot + L <h (t , {Uj (t)} )OUk(t), 
k 
où Uj(t) dénote l 'ensemble de toutes les fonctions Uj (a priori infini ). Alors, on peut 
calculer de façon générale la deuxième prolongation pr(2) X et imposer 
Généralement , pour un nombre infini de fonctions on obtient un nombre infini d 'équa-
t ions déterminantes . 
L'approche qui vient d 'être illustrée est connue sous le nom méthode des équations 
différentielles, voir [la]. En principe, ellè devrait donner un groupe de symétries 
plUt> grand que la méthode intrinsèque. Effectivement, la première approche donne 
seulement des transformations de Lie ponctuelles, t andis que la deuxième méthode 
permet parfois d 'obtenir des transformations de Lie généralisées pour les différences 
(mais pas pour les dérivées). P ar cont re, en prat ique il ne semble pat> exister de 
symétrie d 'ordre élevé pour la variable discrète. On peut donc en conclure que les 
deux méthodes conduisent aux mêmes résultats. 
3.1.1 Exemple: Symétrie pour le réseau de Toda 
Afin de mieux comprendre la méthode intrinsèque, nous allom; l'appliquer à 
l'équation de Toda (3 .2). En considérant que le champ de vecteurs de notre algèbre 
de symétries prend la forme (3 .4), on t rouve la deuxième prolongation décrite par 
n+ l 
pr(2) X = TOt + L <p (k)Ou(k) + <fP (n)outt(n) , 
k=n- l 
où <ptt est donné explicitement par 
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Notons que pour simplifier les deux dernières équations, on a utilisé la notation 
T == T(t , u(n)) et 1;(k) == 1;(k , t , u(k)). 
On doit maintenant appliquer la deuxième prolongation sur l'équation (3.2) et 
remplacer utt(n) par eu(n- l) - u(n) - eu(n) - u(n+l). Cela nous permet alors d 'obtenir 
l'expression 
-Tuu (Ut(n))3 + (1;uu (n) - 2Ttu)(ut(n))2 
+(21;tu (n) - Ttt(n) - 3Tu(eu(n- l)-u(n) - eu(n)-u(n+l)))ut(n) 
+1;tt(n) + (1;tt(n) - 2Tt(n)) (eU(n- l)-u(n) - eu(n)-u(n+l) ) 
-(1;(n - 1) - 1;(n)) eu(n- l) -u(n) + (1;(n) - 1;(n + 1))eu(n)-u(n+l) = o. 
Tout comme dans le cas de l'équation de Burger, on pose tous les coefficients de 
(Ut)a égaux à zéro pour 0: = 3, 2, 1, O. On peut ainsi en extraire un système de quatre 
équations dét erminantes. Ces équations peuvent se résoudre facilement lorsque l'on 
sait que la solution d'une équation purement discrète de la forme 
(3 (n + 1) - 2{3(n) + (3 (n - 1) = 0, 
est donnée par 
{31 et (3o étant des constantes. 
Lorsque le système d'équations déterminantes est finalement résolu , on trouve 
T=at+q(n) , 1; =b+2an+ ct, 
où a, b et c sont des constantes réelles et q( n) est une fonction quelconque de n. Les 
champs de vecteurs obtenus sont 
respectant les relations de commutation non-nulles suivantes 
[15,f]=-f, [15 ,w]=w, [f ,W ]=q(n)W. 
Comme d~ére::~es valeurs de n apparaissent dans (3.2), si les transformations 
générées par T et W sont appliquées d 'une manière successive, le résultat obtenu ne 
correspondra pas à une transformation de symétrie. Afin de radier ce problème, q( n) 
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doit être restreint à une constante. Ainsi, une algèbre de Lie de dimension quatre 
peut être obtenue. 
Il ne reste plus qu 'à intégrer les générateurs de façon standard, c'est-à-dire de la 
même manière que pour les équations différentielles et on trouve 
3.2 Symétries des systèmes dynamiques discrets 
Un des grands intérêts directement en lien avec l'obtention des symétries d 'une 
équation est qu 'il est possible de classifier les équations selon leurs groupes de sy-
métries en utilisant la théorie des groupes. Une autre motivation est la connexion 
possible entre les symétries et l'intégrabilité. En effet, il semble exister un lien entre 
les deux: les équations intégrables ont tendance à avoir un grand groupe de symétries. 
Considérons une classe d'équations de la forme 
(3.7) 
Les applications possibles des systèmes dynamiques de cette forme sont en grande 
majorité en biologie mathématique, en physique moléculairè ou en mécanique clas-
SIque. 
Le but de cette section est de faire une classification de la classe d 'équations 
appartenant à (3.7). 'Cette classification se fait modulo le groupe de transformations 
permises , transformations de la forme 
(3.8) 
où g est le paramètre de la transformation et Dn et t sont des fonctions inversibles et 
localement lisses . La transformation doit être définie de sorte que si elle est appliquée 
à une équation de la forme (3 .7), elle la transforme en une équat ion de la même forme 
'mais ayant une interaction Fn(i, Un- l(i) , unei) , Un+l(t)) différente. 
Il est à noter que seules les transformations ponctuelles de Lie ~eront considérées 
pour cette classificatioll. Pour ce faire , on utilise la méthode démontrée à la section 
précédente, voire la méthode intrinsèque. On a donc, d 'après (3.4), un champ de 
vecteurs de la forme 
où ~n == u(n, t). L'algèbre de symétries peut être obtenue si la seconde prolongation 
de X s'annule lorsqu'elle est appliquée sur l'équation (3.7) et évaluée sur l'ensemble 
des solutions. Cela se résume par 
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(3.9) 
3.2.1 Formulation du problème 
Afin de pouvoir appliquer l'algorit hme (3 .9) , la seconde prolongation du champ 
de vecteurs X est nécessaire et se trouve à l'aide des formules (3.5) et (3 .6) 
n + l 
pr(2) X = T(t , Un)Ot + L 1Yk(t , Uk)OUk + 1Y~OUn,tt' 
k=n-l 
avec 
1Yn,tt + (2 1Yn,tun - Ttt) Un ,t 
On applique maintenant pr(2) X à l'équation (3.7) en prenant soin de remplacer tous 
les t ermes Un,tt par Fn. Aussi, on exige que les coefficients (Un ,t)Œ s'annulent pour 
toutes valeurs Cl: = 0, 1, 2,3. Par contre, avant de résoudre les équations détermi-
nantes, certaines conditions sur les interactions de Fn doivent impérativement être 
respectées : 
1. Les cas où Fn contient des termes de la forme [A ± ( - 1)n El sont rej etés . 
2. On exige que Fn soit non-linéaire et couplée , i.e. 
( oFn OF
n ) ( -~-, -~- i= 0, 0) , 
VUn- l VUn+l 
(dans un certain ensemble ouvert des variables). Lors de la classification , cette 
condition implique que tous les cas aboutissants à des cas non couplés ou 
linéaires seront rejetés. 
On peut maintenant conclure que pour toutes fonctions Fn dépendant de façon 
non-triviale sur au moins un Uk (k i= n) , le champ de vecteurs X prend finalement 
la forme 
(3 .10) 
où les fonctions an, T(t) et f3 (t) satisfont l'équation 
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La prochaine étape est de déterminer le groupe de transformations permises. Afin 
d 'y parvenir, on doit insérer l'équation (3.8) dans (3.7) en y exigeant que les termes 
ù2 t- et Ùn i soient absents . Ces transformations sont dOllc données par n , ' 
Un(t) = A;;-ùn(t) + Bn(t), t = t(t) , An,t = 0, tt =1= 0, An =1= 0, n = n. 
vtt 
Sous ces transformations, (3 .7) devient 
Un,ù = ~n (td - 3 / 2 { Fn(t ,Uk) + [- ~An (tt) -5/2(ttt)2 + ~n (tt) - 3 /2ttt ] un(tt) + Bn,tt } , 
ce qui implique aussi une transformation du champ de vecteurs (3.10) comme 
X = T(t)ttch + {[~ ttt(it) - l + ~T + an] Un + (tt)1 /2 A;;: 1 [ (~T + an) En + /3n + TEn,t] } Oùn , 
Maintenant , les transformations permises seront utilisées dans le but de simpli-
fier le champ de vecteurs X sous une forme canonique. Après avoir obtenu la forme 
voulue, on insère dans l'équation déterminante (3.11) les coefficients du champ de vec-
teurs canonique et on obtient une nouvelle équation qui se résout pour Fn(t , Uk), k = 
n - 1, n, n + 1. La résolution de cette dernière est de beaucoup simplifiée car on a 
maintenant une équation différentielle de premier ordre facilement résoluble par la 
méthode des caractéristiques. 
3.2.2 Algèbres de symétries de dimension 1 
Le but de cette sous-section est de trouver toutes les interactions possibles Fn de 
sorte que l'équation (3 .7) admette au moins une algèbre de symétries uni-dimensionnelle. 
Il est important d'analyser tous les cas et sous-ca...., possibles. De l'équation (3.2.1), 
on peut déduire trois situations: 
A) T(t) =1= 0: Pour ce cas particulier, on choisit les fonctions t(t) et Bn(t) telles que 
t(t) = [T(t)r1, TBn,t - (~Tt + an ) Bn - On = 0, (3.12) 
ce qui nous donne 
(3.13) 
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On utilise ensuite l'équation (3.ll) avec T = 1 et /3n = 0 pour trouver 
B) T(t) = 0, an -=1 0: Dans ce cas, on choisit Bn(t) = - /3 (t)/an ce qui nous donne 
(3 .14) 
Fn(t, Uk) = un!n(t, ';k), ';k = u~n u;:ak, k = n ± 1. 
C) T(t) = 0, an = 0, /3n( t) -=1 0 : De ces conditions, on déduit directement que 
(3 .15) 
On voit que des restrictions ont été imposées sur la fonction , Fn et ce, à cause de 
l'existence d 'une algèbre de symétries uni-dimensionnelle. Néanmoins, on a pu ame-
ner le champ de vecteurs sous l'une des trois formes dites standards (3.13),(3.14) 
et (3. 15) grâce aux transformations permises . La prochaine section va démontrer 
comment trouver des algèbres de symétries de dimensions supérieures à un . 
3.2.3 Algèbres de symétries abéliennes 
Tout d 'abord, on doit débuter avec les algèb~es de symétries de dimension deux . 
Afin d'y parvenir , on doit choisir un générateur Xl qui est sous l 'une des t rois formes 
canoniques (3.13) ,(3. 14) et (3 .1 5) de l'algèbre uni-dimensionnelle. Par la suite, on 
ajoute un X2 de forme générale (3 .10). Les transformations permises doivent laisser 
l 'espace {Xl } invariant et permettre aux générateurs X2 d 'être simplifiés. Finale-
ment , la rela~on de commutativité [Xl ' X;] doit êtr~imposée. Ainsi, le générateur 
standardisé X 2 et la fonction Fn associée à la forme Xl choisit peuvent être insérés 
dans l'équation déterminante (3.ll). C 'est alors que l'on pourra obtenir les algèbres 
de symétries de dimension deux et leurs interactions correspondantes. 
Afin de bien illustrer les derniers principes, prenons le cas du générateur Xl 
Ot + anunoun de (3.13) et calculons l'algèbre de symétries associée. 
Pour un générateur X2 de forme générale (3.10) , la commutat ivité [Xl ,X2] = 0 
implique que X2 = TOot +(bnun+/3oeant )oUn' Ensuite, on fait une cornbinaisonlinéairc 
de Xl et X2 afin d 'obtenir 
26 
On peut déduire de l'équation (3.12) les transformations qm laissent l'espace 
{ Xl} invariant. Elles sont données par 
ce qui transforme le générateur X 2 sous la forme 
X 2 ~ X 2 = [bnun + A;;leant(bnKn - Po)] 8ùn · 
Il y a deux cas possibles. 
(i) bn =1= 0 : Dans ce cas, on choisit K n = Po/bn, ce qui implique 
Xl = 8t + anun8un , X2 = bnun8urt · 
Maintenant , on prend la fonction Fn correspondante à (3.13) et on l'insère dans 
l'équat ion dét erminante (3.11). Ensuite on peut la résoudre à l'aide de la mé-
thode des caractéristiques et on trouve 
Fn = Un9n('r/k) , 'r/k = u%nu;;bkexp[(anbk - akbn)t], k = n + 1, n - 1. 
(ii) bn = 0 : Ici, on choisit An = Po, ce qui nous donne 
Xl = 8t + anun8un , X2 = eant8urt' 
On procède de la même façon que pour le cas (i) pour trouver 
Fn = a~un(t) + eant9k('flk) , "7k = Uke- ant - une- akt , k = n ± 1. 
Si l'on fait ce même travail en prenant comme générateur , à tour de rôle, les deux 
autres formes canoniques (3.14) et (3.15) de l'algèbre uni-dimensionnelle, on finit par 
trouver cinq algèbres de symétries abéliennes de dimension deux, c'est donc dire cinq 
classes d 'interactions Fn. 
Le même processus est appliqué afin de trouver les algèbres de symétries de di-
mension plus élevée. C'est aux algèbres de symétries de dimension deux obtenues 
précédemment que les générateurs linéairement indépendants sont ajoutés afin de 
trouver ceux de la dimension trois , et ainsi de suite. Ces nouveaux générateurs im-
posent aussi de nouvelles conditions sur les fonctions Fn- Ce processus se termine 
uniquement lorsque les restrictions imposées sur l'interact ion sont données par des 
équations incompatibles pour Fn ou lorsque ces restrictions imposent à Fn d 'être 
linéaire en Un+l, Un et Un-l' On finit par trouver plusieun,; classes d 'interactions pour 
l'équat ion (3.7) admettant des algèbres de symétries de dimensions diverses. Avec 
les restrictions sur Fn, les conditions sur le couplage et la linéarité , on trouve pour 
des algèbres de Lie abéliennes que la dimension maximale est quatre. 
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Chapitre 4 
Description de notre modèle 
4 .1 Quels modèles ont été étudiés ? 
Les méthodes de la théorie des groupes peuvent être ut ilisées afin de classifier des 
équations par rapport à leurs groupes de symétries. D'ailleurs, cette question a déjà 
été étudiée pour plusieurs cas d 'équations différentielles non-linéaires de la physique 
mathématique. Nous présentons ici quelques cas que nous avons répertoriés dans la 
littérature ~cientifique récente. D'une part , il y a les t ravaux de Winternitz et al 
- Équations de KdV à coefficients variables [1] , 
- Équation de Schr6dinger non-linéares à coefficients variable [2], 
- Équations de K-P généralisées [3]. 
D'aut re part, Gungor , Lahno et Zhdanov ont travaillé sur les équation d 'évolut ion 
non-linéaires de types KdV, voir [4] . Ce type de classification peut également être 
considéré pour les équations différent ielles aux différences nOll-lilléaires . Dans cc cas, 
on retrouve trois systèmes discrets d 'équations différentielles aux différences qui ont 
déjà été étudiés et pour lesquels une classification existe. Voici les classes d 'équations 
étudiée: 
1) «Symmetries of dis crete dynamical systems » [11] , 
• 
n- 1 
• 
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n 
• 
n+1 
• • 
FIG. 4.1 - Chaîne~ d 'atome~ à Ulle dimen::>ion. 
2) «Symmetries of discrete dynamical systems involving two species » [13] , 
Un Fn(t,un- I,Un,Un+I,Vn- I ,Vn,Vn+I) , 
Vn Gn( t , Un- l, Un, Un+l, Vn-l, Vn, Vn+l)' 
n-1 n n+1 
• • • • • 
0 0 0 0 0 
n-1 n n+ 1 
FIG. 4.2 - Chaînes moléculaires impliquant deux espèces. 
3) « Symmetry classification of diatomic molecular chains » [12] , 
Xn Fn(t , çn) + Gn(t ,7]n-I ) ' 
Yn K n(t ,çn) + Pn(t , rln) , 
çn: Yn - Xn, 7]n := Xn+l - Yn' 
n-1 n-1 n n n+1 n+1 
• 0 • 0 • 0 • 
- =r--ç- - -7]n- . . n 7]n 
FIG. 4.3 - Chaîne moléculaire di-atomique. 
On remarque que toutes les classifications répertoriée des équations différentielles 
aux différence sont pour des équations d 'une seule variable discrète. Dans ce mémoire 
nou::> a llon::> con::>idérer, pour la première foi::> à notre connai::>sance, la classification 
d 'une t elle classe d 'équations pour deux variables discrètes . Ce qui accroît considé-
rablement la complexité du problème. 
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4.2 Notre modèle 
En utilisant la théorie des chapitres précédents, on va appliquer les méthodes 
apprises afin de faire l'analyse des symétries de la classe d 'équation8 différentielles 
aux différences suivante 
( 4.1) 
où les points sur le U représentent la dérivée par rapport au temps. L'ensemble r 
est constitué du point (n, m) et de ses six voisins dans un réseau triangulaire de 
dimension deux (voir Figure 4.4) donné par 
r = {(n , m), (n+1 , m) , (n, m+1) , (n- 1, m+ 1) , (n- 1, m) , (ri, m- 1) , (n+1, m- 1) }. 
Notons que le réseau est uniforme, indépendant du temps et fixé. La variable indé-
pendante unm(t) peut être interprétée comme étant le déplacement atomique perpen-
diculaire au réseau par rapport à sa position d 'équilibre. La fonction Fnm , appelée ici 
interaction, est a priori une fonction lisse non spécifiée. Notre principal objectif est 
d 'étudier ce système en respectant les symétries de Lie permises , afin de classifier les 
fonctions Fnm en classes de conjugaison et de déterminer les symétries de Lie pour 
chacune de ces classes. 
• • • • • 
• • • • L~ (n- l ,m+ l ) (n,m+l) • • • • • 
(n- l ,rn) (n,m ) ( n + l ,m) 
• • • • (n,m - l ) (n+ l ,m- l) 
• • • • • 
FIG. 4.4 . - L'atome (n , m) et ses six voisins dans un réseau triangulaire de dimension 
deux. 
Ce modèle comporte les hypothèses' suivantes : 
(i) L'interaction Fnm n 'implique que les voisins immédiats du système, i. e. que 
l'atome (n, m) interagit uniquement avec les atomes de l'ensemble r , voir Fi-
gure 4.4. 
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(ii) On suppose que l'interaction Fnm est non-linéaire , c'est-à-dire 
éP Fnm --1- ( ) (' ') f fJ fJ T 0, pour tout p, q , p, q E . 
upq Up'q' 
De plus , l'interaction doit être couplée, i. e. 
fJFnm ( ) 
-,:)-- =J 0, pour tout p, q E f. 
uUpq 
(iii) L'interaction Fnm est isotropique dans les trois directions du réseau: 
1) 6 n =J 0 et 6 m = 0 ; 
2) 6n = 0 et 6m =J 0 ; 
3) 6 n =J 0 et 6 m =J o. 
(iv) On suppose que l'interaction Fnm dépend de façon continue des variables dis-
crètes n et m. Par exemple, les interactions qui dépendent d'un terme de forme 
(_l)nm sont exclues. 
(v) Ce ne sont que les algèbres de symétries maximales pour une interaction donnée 
Fnm qui seront listées. En d 'autres termes , si une interaction donnée admet des 
algèbres de symétries Ll , ... ,LN avec dimLl < dimL2 < . . . < dimLN, alors 
ce n'est que le cas LN qui sera listé. 
Notre motivation est la même que pour la classification des équat ions différen-
tielles en fonction de leurs symétries des cas [1, 2, 3, 4] . Lorsque (4 .1) admet un groupe 
de symétries non-trivial, il est alors souvent possible d 'obtenir des solutions analy-
tiques exactes satisfaisant aux exigences de certaines symétries . Un modèle comme 
le notre a plusieurs applications en physique, voir par exemple le travail de Büttner 
et al [5, 6, 7, 8]. 
Afin de réaliser notre objectif, nous allons utiliser la méthode intrinsèque illustrée 
au chapitre 3 et aussi dans [9 , 10]. C'est cette même méthode qui a été appliquée 
par Winternitz et al dans les cas mentionnés en première section de ce chapitre, voir 
[11 , 12 , 13]. Pour le cas de notre recherche, cette méthode sera adaptée à un système 
triangulaire de dimension deux. On sait maintenant que l'algèbre de Lie des groupes 
de symétries associée à l'équation (4.1) , souvent appelée algèbre de !:iymétries, est 
réalisée par le champ de vecteurs qui suit: 
(4.2) 
De plus, on sait que l'algorithme permettant de trouver les fonctions T,cPnm cor-
respond à trouver la seconde prolongation pr(2) X de X et d'imposer qu'elle s'annule 
pour l'ensemble solutions de (4.1), i.e. 
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pr(2) X . ~nm l = O. 
~nm=O 
( 4.3) 
Notre objectif principal est de trouver et de classifier toutes les interact ions Fnm 
pour lesquelles (4.1) admet au moiIls une algèbre de symétries de dimensioIl un . 
Ensuite, nous allons spécifier ces interactions et trouver toutes celles qui admettent 
une algèbre de symétries de dimension plus élevée. 
Dans le prochain chapitre, on retrouve les résultats décrits par deux types d'in-
teractions : les interactions des algèbres de symétries abéliennes et celles qui sont 
non-résolubles. Celles des algèbres abéliennes sont représentées par A jk , où le pre-
mier indice représente la dimension de l'algèbre, et le deuxième indice énumère les 
classes non-équivalentes. Leur dimension satisfait 1 ~ dim L ~ 12 avec dim L -=1= 9, Il . 
Pour ce qui est des algèbres de symétries nOll-résolubles, elles sont dénotées par 
N Sjk. Elles contiennent toutes sl(2 , IR) comme ~30us-algèbre et elles :-;ont de dimen-
sion 3 ~ dim L ~ 13 avec dim L -=1= 10, 12. 
4.2.1 Formulation du problème 
La deuxième prolongation du champ de vecteurs (4.2) est donnée par [9, 10, 11] 
pr(2) X = T(t, unm )8t + ~ CPpq(t, upq)8upq + CP~m8ünm ' 
(p,q)Ef 
(4.4) 
Le coefficient CP~m est une fonction qui dépend de n, m, t, U nm ' unm et ünm dOllné par 
( 4.5) 
où Dt représente la dérivée totale par rapport au temps. 
À partir de (4.3), (4 .4) et (4.5) on peut obtenir les équat ions déterminantes des 
symétries . On élimine les termes ünm en utilisant (4.1) et on impose que les coefficients 
de u~m , u;m, unm et u~m doivent s'annuler de façon indépendante. Selon les équations 
déterminantes des coefficients u~m k = 1,2,3, le champ de vecteurs (4.2) doit avoir 
la forme 
(4.6) 
où anm = O. L'équation déterminante résultante implique explicitement l'interaction 
Fnm et est donnée par 
(4.7) 
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Notre but est donc maintellant de résoudre (4.7) en l"CSpectallt la forme no 11-
linéaire de l'équation. Pour chaque interaction Fnm non-linéaire, nous comptons trou-
ver le groupe de symétries maximal correspondant . Puisque pour chaque groupe de 
symétries il y a Ulle classe d 'équations différentielles aux différences non-linéaires (qui 
sont reliées entres elles par certaines transformations), nous recherchons l'élément le 
plus simple pour chacune de ces classes. Par conséquent , la classification de (4. 1) 
se fera scIon les classes d 'équivalence sous l'actioll d 'un groupe de transformations 
permises. Ces transformations sont les suivantes: 
t = t(t), Unm(t) = Dnm ( t, Ünm(t) ) , (n, rh) = (n, m), 
où Dnm et t sont des fonctions localement lisses et monotones , donc inversibles. En 
substituant ces transformations dans (4.1) et en exigeant que la forme de l'équation 
soit préservée, 0 11 trouve 
où Pnm =1= 0, Fnm = 0 et t =1= O. Le système transformé est donné par 
où 
ft: = t-3/2 p - l (F: - Q" (t) ) + ~t-3 (' f;" - ~ t-1 t-2) Ü (t) nm nm nm nm 2 2 nm . 
Le champ de vecteurs donllé par (4.G) est aussi transformé comme suit: 
En d 'aut res mots, sous les transformations permises, le champ de vecteurs (4.6) 
caractérisé par le triplet {T(t) , anm , Ànm(t) } l'est maintenant par le nouveau t riplet 
{i'(t) , anm , ~nm(t) } où 
T(t) ---t i'(t) = T(t(t)) t, 
(4.8) 
33 
Chapitre 5 
Résultats 
5 .1 Algèbres de symétries de dimension 1 
Afin de simplifier ce qui va suivre, nous allons introduire quelques notations. 
Premièrement , on va écrire les fonctions 9 du type 9 ( {';pq} 1 (P,q) ES) , où S est un sous-
ensemble de Z2 et ';pq : Z2 ---7 IR, simplement comme étant g(';pq) avec (p , q) E S. En 
d 1· . {f(l) f(2) f(N)} t bl d Nf t' f (i) '712 11]) • secon leu , SI pq , pq , ... , ' pq es un ensem e e one IOns pq :!L.J ---7 m. qUI 
dépendent des variables discrètes p, q, alors la fonction déterminant V : Z2N ---7 IR 
sera définie comme 
(1) 
fPlql 
(1) fp2q2 (1) fP NqN 
(2) (2) (2) 
V [J(l) f(2) f (N) ] '- fP lql fp2q2 fP NqN 
Plql ' P2q2 " '" PNqN 
(N) 
fPlql 
(N) fp2q2 (N) fPNqN 
fnm fn +lm fnm+l 
Par exemple, nous avons V [jnm , gn+lm , 1nm+ll = gnm gn+lm gnm+l où la fonc-
1nm 1n+lm 1nm+1 
tian 1pq : Z2 ---7 IR est la fonction constante (p, q) f---+ 1. (Ici, les indices de la fonction 
constante sont écrits simplement dans le but de clarifier la fonction déterminant 
V[jnm,gn+lm,lnm+ l l·) 
Théorème 5.1.1 L 'équation (4.1) admet une algèbTe de symétTies de dimension 1 
pOUT 3 classes d 'intemctions Fnm . Les algèbres et les fon ctions d 'intemction sont 
T'epTésentées comme suit .' 
AI ,I: X = Dt + anmUnmDunm, (5.1) 
Fnm = exp(anmt)fnm(,;pq) , ';pq = upqexp( - apqt), (p , q) Er. (5.2) 
(5 .3) 
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(u )apq ç = nm 
pq (Upq )anm ' (p,q) E r\ {(n ,m)}. (5.4) 
(5.5) 
Fnm = ~nmUnm + fnm(t,çpq) , çpq = V[unm , Àpq], (p, q) E r \ {(n ,m)}. (5.6) 
nm 
Preuve. On suppose que le système (4.1) possède au moins un groupe de symétries 
uni-dimensionnel généré par le champ de vecteu~s de la forme (4.6). En utilisant les 
transformations permises, .on peut transformer X en trois classes non-équivalentes: 
a) Dans le cas de T(t) =f. 0, on choisit les fonctions t(t) et Qnm(t) telles que 
T(t) ----) 1 et Ànm(t) ----) O. Plus précisément , on veut que les fonctiom; t(t) et 
Qnm(t) satisfassent aux équations différentielles ordinaires suivantes: 
T(t)t=l , 
Par conséquent , sous les transformations permises , le champ de vecteurs (4.6) 
avec T(t) =f. 0 est donné par (5.1) . Ainsi , on peut maintenant résoudre l'équa-
tion résultante (4.7) pour T = 1 et Ànm = O. En appliquant la méthode des 
caractéristiques on trouve la fonction (5.2). 
b) Dans le cas où T = 0 et anm =f. 0, on choisit la fonction Qnm(t) telle que 
Ànm (t) ----) 0, i.e. 
Le champ de vecteurs (4.6) est alors donné par (5 .3). L'équation résultante 
(4.7) donne (5.4). 
c) Finalement , lorsque T = 0 et anm = 0, on a trouvé le champ de vecteurs (5.5) 
associé, et l'équation résultante (4.7) nous donne (5.6). 0 
Remarque. Il est à noter que, dans certains cas, le champ de vecteurs (5.5) peut 
être simplifié puisque qu 'il peut être transformé comme étant Ànm(t) ----) ~nm(t) = 
'[1 /2 P;;~ Ànm (t) à partir des transformations permises (4 .8). Par exemple, si Ànm (t) 
est séparable en fonction des variables discrètes n , m et de la variable continue t , i.e. 
Ànm(t) = I1nmv(t) , alors Ànm(t) peut prendre la valeur 1. 
On peut observer que l'existence d 'une algèbre de symétries uni-dimensionnelle 
restreint l'interaction Fnm à des fonctions arbitraires à 7 variables, plutôt qu'à 8 va-
riables comme dans l'équation originale (4.1). Comme on l'a bien illustré dans le 
chapitre précédent , nous allons nous servir de cette algèbre uni-dimensionnelle afin 
de construire les algèbres de symétries de dimensions plus élevées. 
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5.2 Algèbres de symétries abéliennes 
Théorème 5.2.1 L'équation (4.1) admet une algèbre de symét'ries abélienne de di-
mension 2 pour 4 classes d'interactions Fnm . Les algèbres et les fonctions d'interac-
tion peuvent être repTésentées comme suit : 
~ _ (1) ~ _ (2) 
Xl - Ot + anmunmOUnm' X 2 - anmUnmOUnm' 
(2) 
c _ (Upq)a
nm ('TI [ (1) (2)]) ( ) r \ {( )} <"pq - (2) exp L/ anm , apq t, p , q E n , m . ( unm)ap q 
A2,4: Xl = OUnm' X 2 = tounm , 
Fnm = fnm(t, çpq) , çpq = Upq - Unm' (p , q) E r \ {(n , m)}. 
Il Y a deux algèbres qui ne sont pas mentionnées ci-haut . Un des cas correspond 
à l'interaction Fnm avec Xl et X 2 de A4 ,4 (voir la liste des algèbres de symétries de 
dimension 4) et n 'est pas listée ici puisque que l'algèbre de symétries peut aussi être 
de dimension 4 avec la même interaction, i. e. que l'algèbre n 'est pas «maximale» . 
Le deuxième cas correspond au cas dégénéré V[À~~ , À~21 lm] = 0 de A2,4. Les généra-
teurs sont donnés par Xl = Ànmjt)OUnm et X 2 = Im (t) Ànm(t)OUnm avec lm =1= Im+l' 
Par conséquent , le générateur X 2 donne une interaction Fnm non-isotropique. En 
fait , pour toutes les dimensions , il en existe'. Illustrons ce cas particulier pour cette 
dimension seulement , question d 'avoir une idée générale de ce type de cas. 
Cas dégénéré non-isotTOpique : 
A2,5: Xl = Ànm(t)OUnm ' X 2 = I m(t) Ànm(t)OUnm' 
Çn+ lm ' Çn- lm comme dans (5.6), 
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Un- lm+ l Unm+l Un+lm- l Unm - l 
rh = Àn - 1m + 1 Ànm+l "/2 = Àn + 1m - 1 Ànm- l 
Unm Unm- l Un- l m+l 
"73 = Ànm Ànm- l Àn-lm+l 
On peut vérifier qu 'aucune algèbre de la liste ne peut être conjuguée à une autre 
et que toute algèbre de symétries abélienne de dimension deux est équivalente à une 
algèbre de cette liste. 
T héorème 5.2.2 L 'équation (4.1) admet une algèbre de sym,ét'ries abélienne de di-
mension 3 pour 3 classes d'interactions Fnm. Les algèbres et les fonctions d'interac-
tion peuvent être représentées CO'fn:rne suit : 
Fnm = unm fnm(çpq), (p, q) Er \ { (n, m), (n + 1, mn , 
t = (u )V[an+lm,apql(u )- V[anm,apql(u )V[anm,an+lml exp -D[a( l ) a a(3)jt (2) (3) (2) (3) (2) (3) ( (2) ) <"pq nm n + l m pq nm' n+lm' pq . 
K,nm = 0, 
Fnm = unm f nm (l , çpq) , (p, q) E r \ { (n , m), (n + 1, m) , (n , m + l n, 
Une fois de plus, quatre algèbres de Lie de dimension 3 n 'ont. pas été listées. La 
raison pour t rois d 'ent re elles est qu 'elles ne sont pas sous la forme « maximale». 
Leur algèbre maximale correspondante sont données par A6,4 , A4,4 et A4,5 dans les 
résultats qui vont suivre. L'algèbre restante correspond au cas dégénéré Àn+lm = Ànm 
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de A4,5 (sans X4 ). Les générateurs sont donnés par Xl = OUmn' X 2 = tOunm et 
X3 = Àm(t)OUnm avec Àm+1 =1= Àm. Par conséquent , on obt ient un système non-
isotropique. 
La fonction discrète Knm de A3,2 dépend autant de n que de m . Si ce n 'était pas 
le cas: on obtiendrait un système non-isotropique découplé. 
Théorème 5.2. 3 L 'équation (4. 1) admet une algèbTe de sY'Inét'ries abélienne de di-
mension 4 pour 5 classes d 'interactions Fnm . Les algèbres et les fonctions d 'interac-
tion peuvent être représentées comme suit: : 
F nm = unmfnm(çpq) , (p , q) E r \ { (n, m) , (n + 1, m) , (n , m + l )} , 
(2) (3) (4) (2) (3) (4) · (2) (3) (4) 
(u ) D [an+ lm ,anm+l ,apq ] (u )-D [anm,anm+ l ,apq ] (u )D[anm, an+lm,apq] nm n+ l m nm+1 
X (u ) - anm,an+lm,anm+l exp - D[a a a a Jt 'D[ (2) (3) (4)] ( (1) (2) (3) (4» ) pq nm, n+1m , nm+1, pq . 
i = 1,2 
ii, (i) = 0 /'i,(i ) ....t /'i,(i) /'i, (i) ....t /'i, (i) 
nm , n+lm r nm' nm+l r nm' 
(p , q) E { (n .- 1, m), (n, m - 1), (n + 1, m - l )}, 
D [ ( 1) (2) (3) (4 )] (1) (2) (3) (4) 
( ) 
- a n + hn ,anrn + l ,an - l m+ l ,apQ ( ) V[anm,anrn+ l ,an _ hn+ l ,apQ ] Unm Un+1m 
[ ( 1) (2) (3) (4) ( 1) (2) (3) (4) 
X ( ) -'0 anrn,an+lrn,an_ l rn+ l ,apQ] ( ) 'D [anm,an+ lm lan,m+ l 1apQ] U nm+ 1 U n - 1m+1 
(1) (2) (3) (4) 
X ( ) - D [anm ,an+lm,anm+ l,an_lm+l] Upq . 
2 
A ·X~ . _ \ (i) (t)a ';- 1 2' 4,4' 'l. - I\nm U nn1 , fi - , , Yk = (L Wkj(t) À~~(t) ) Ounm, k = 1, 2 
Unm 
F nm = 1 + \ (1) /\nm 
d2) 
/\nm 
1 
.. (1) 
Ànm 
.. (2) 
Ànm 
j=l 
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t - D[ À(I) À(2)] <" pq - Unm' n+lm ' pq , 
2 
avec '"' (Wk À (j) + 2Wk o ~ (j) ) = 0 ~ J nm J nm , 
j=1 
w > 0, 1 ( 1 f t o-(s) ) Ànm(t) = vIw Cnm - 2 Jo Jw(s) ds , Cnm = 0, 
Àn+lm =1 Ànm , (p , q) E r \ {(n, m ), (n + 1, m)} . 
Théorème 5.2.4 L 'équation (4. 1) adm et une algèbre de symétries abélienne de di-
mension 5 pour 3 classes d 'interactions Fnm. Les algèb7°es et les fonctions d'intem c-
tion peuvent être rep'résentées comme suit : 
i = 2, ... , 5 
(p , q) E {( n - 1, m), (n , m - 1), (n + 1, m - 1)} , 
(2) (3) (4) (5) (2) (3) (4) (5) (u )'D [an+ lm,anm+l ,a n_ Im+ l ,apq] (u )- 'D [anm,anm+1 ,a n - Im+ 1 ,apq ] nm n+lm 
x(u )'Damn,an+ lm,anm+ l ,an_ lm+1 exp - D[a a a a a]t [ (2) (3) (4) (5) ] ( (1) (2) (3) (4) (5) ) pq nm, n+lm' nm+l ' n- lm+l ' pq . 
A X >:l + >:l X = eamnta X _.(i) anm to ° 1 2 3 5,2 : 1 = Ut anmunmUunm' 2 Unm' ~+2 - /'i,nme Unm ' '/, = , , 
. (i) _ 0 (i) -t- (i) (i) -t- (i) 
"'nm - , "'n+ lm r "'mn' "'nm+ l r "'nm' 
Fnm = a~munm + eanmt fnm(çpq) , (p , q) E { (n - 1, m) , (n , m - 1), (n + 1, m - 1)} , 
~o _ (i) 0_ X~ - anmunmounm' '/, - 1, ... , 5 
Fnm = unmfnm(t , çpq) , (p, q) E {(n, m - 1), (n + 1, m - 1)} , 
° [ (1) (2) (3) (4) (5)] [ (1) (2) (3) (4) (5)] 
( ) - D an+lm ,an1n+l,an _ h n+ l,an _ l m,apQ ( )'D a nm,an+ l m,an _ l m+l ,an _ l m,apQ Unm Un+lm 
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Théorème 5.2.5 L 'équation (4.1) admet une algèbre de symétries abélienne de di-
m ension 6 pour 5 classes d'interactions Fnm. Les algèb7·es et les fonctions d'intem c-
tion peuvent être représentées comme suit: 
é 
<"pq 
i = 2, ... , 6 
(p, q) E {(n , m - 1) , (n + 1, m - 1)} 
(2) (3) (4) (5) (6) [(2) (3) (4) (5) (6)] 
X (u )'D [anTnlan+ lm ,an_lm+ l ,an_lm,apq] (u )- '0 amn,an+l1n ,anm+ l ,an _ hn ,apQ 
nm+ l n - lm+l 
( [ 
(1) (2) (3) (4) (5) (6)] ) 
X exp -'0 a nm , a n + 1m , a nm+ 1, a n - 1m+ 1, an-lm' apq t . 
13=1 , ... , 4 ", (i) = 0 nm , (i) .../.. (i) (i) .../.. (i) K:n + 1m f K:nm , K:nm+ 1 f K:nm , 
(p , q) E {(n , m - 1) , (n + l , m - 1)} , 
't = 1, . .. , 6; 
3 
À~Jn(t)aUnm' i = 1, 2, 3; Yk = (L Wkj(t)À~~(t))aunm' k = 1,2,3 
j = 1 
Unm 1 Un+ lm Unm+ l 
À (1) .. (1) (1) (1) ('O[À~~, À~2~lm' À~~+l]) - 1 + !nm(t, çpq) Fnm = 1 + nm Ànm À n+lm Ànm+ l À (2) .. (2) (2) (2) Ànm Àn+ lm À nm+l nm 
À (3) .. (3) (3) (3) 
nm Ànm Àn+ lm Ànm+ l 
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çpq = V[Unm , À~~lm , À~~+1' À~~)], (p, q) E r \ {(n, m), (n + 1, m) , (n , m + l)} , 
[ \ (1) \ (2) \ (3) 1 --1- V[ \ (1) \ (2) 1 --1- 0 V Anm , An+1m ' Anm+1 Î 0, Anm , An+1m Î , 
3 
avec L(WkjÀ~~+2Wkj~~~) =0, det(Wkj) =/:0. 
j = l 
2 
Yk = (L Wkj(t) À~~(t) + a(k)(t) )aunm , k = 1,2 
j =l 
i = 1, 2 
.. (1) [ (1) 1 Ànm ( ) V 1 . V Unm ' Àn+1m ' lnm+ 1 
Fnm = (1) (1) Un+1m - Unm - -( -(,..,,1),---------;-(.,:,.1)-)--[~(1:7') C-:....-7::(2.,--) ~--l 
Àn+1m - Ànm Àn+1m - Ànm . V Ànm , Àn+1m ' Inm+1 
.. (1) 
Ànm 
.. (2) 
Ànm 
o 
\ (1) 
Anm 
\ (2) 
Anm 
1 
(p , q) Er \ {(n , m), (n + 1, m), (n, m + l)} , 
2 
avec "'" ( Wk À (j) + 2Wk' ~ (j ) ) + (j (k) = 0 ~ J nm J nm , 
j =l 
Théorème 5.2.6 L 'équation (4. 1) admet une algèbre de symétries abélienne de di-
m ension 7 pour 2 classes d'interactions Fnm. Les algèbres et les fonctions d 'interac-
tion peuvent êtTe repTésentées comme suit : 
i = 2, ... , 7 
ç = 
(
• ( 1 ) ( 2 ) (3 ) ( 4 ) (5 ) ( 6 ) ( 7 ) ) 
X ex p - D[a nrn , a n + l m ' a n m + l ' a n _ }. rn + l ' a n _ l m ' a nm _ 1 ) a n +1 ,rn _ l 1t . 
A X~ a + a x~ = eanmta X~ · = .. (i) e anmta . 1 5 7,2 : 1 = t anmUnm Unm ' 2 U nm ' ~+2 IVnm U nm ' Z = , . .. , 
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D _ a2 U + eanmtf (C) ,;.(i) - 0 ,)i) --/- ,,-.(i) k.(i) --/- ,,(il 
r nm - nm nm nm <, 1 "nm - 1 "n+ lm r '"nm l ' vnm+ l r ' vnml 
c _ D[ - anmt .(1) .(2) (3) .(4) .(5) 1 1 
<" - Unme 1 ""n+ l m' ""nm+ l ' f'i,n - lm+ l 1 ""n - lm ' ""nm- l 1 n + lm- l· 
Théorème 5.2.7 L 'équation (4.1) admet une algèbre de symétries abélienne de di-
m ension 8 pour 2 classes d 'interactions Fnm . Les algèbres et les fonctions d 'interac-
tion peuvent être représentées comme suit: 
4 
A . X~ · _\ (i)(t)a ';-1 4· 8,1 ' t - /\nm Unm' fi - , ••• , , Yk = (L W kj ( t) À~J. ( t) ) 8unm 1 k = 1, .. . , 4 
Fnm = 1 + 
U nm 
\ (1) 
I\nm 
\ (2) 
I\nm 
\ (3) 
I\nm 
À~~ 
1 
.. (1) 
Ànm 
.. (2) 
Ànm 
.. (3) 
Ànm 
·· (4) Ànm 
j= 1 
U n - lm+ l 
(1) 
Àn - lm+l 
(2) 
Àn - lm+ l 
(3) 
Àn- l m + l 
(4) 
Àn - l m + l 
+ fnm(t , çpq) , (p, q) E {( n - 1, m) , (n , m - 1) , (n + 1, m - 1)} , 
[ (1) (2) (3) (4) 1 D À nm, À n + lm' Ànm+ l ' Àn- lm+ l # 0, 
[ \ (1) \ (2) \ (3) 1 --/- D[ \ (1) \ (2) 1 --/- 0 D I\nm, I\n+ lm ' I\nm+ l r 0, I\nm , l\n+ lm r , 
4 
avec L (Wkj À~J. + 2Wk)~J.) = 0, det(Wkj) # O. 
j=1 
[ (1) (3) 1 [ (1) (2) 1 D3 . D À nm , À n+lm' 1nm+ l . D U , À n+ lm' Ànm+l' 1 n - l m + l 
( (1) (1) ) [ (1) (2) 1 [ (1) (2) (3) 1 À n + l m - Ànm . D Ànm, À n+lm' 1nm+l . V Ànm , À n + l m ' À nm+ l ' 1 n - 1m + 1 
[ (1) (2) 1 + V 2 . V U , À n + lm' Ànm + l> 1 n - 1m+ 1 + f (t c ) 
(1) (1) (1) (2) (3) nm ,<,pq, 
(Àn+lm - À nm) . V[À nm, À n+lm' À nm+l' 1 n - l m + ll 
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(p, q) E {(n - 1, m), (n , m - 1) , (n + 1, m - 1)} , 
.. (1) Ànm 
.. (2) Ànm 
o 
À~~ 
d2) Ânm 
1 
.. (1) Ànm 
.. (3) Ànm 
o 
dl) Ânm 
\ (3) Ânm 
1 
À~~lm =1 À~~, V[À~~, À~2Lm, 1nm+1] =1 0, V[À~~, À~21 1m' À~~+l' 1n- 1m+1] =1 o. 
3 
avec L (WkjÀ~~ + 2Wk)~~) + ü (k) = 0, det(Wkj ) =1 O. 
j=l 
Théorème 5.2.8 L 'équation (4.1) adrn,et une algèbre de syrnétries abélienne de di-
m ension 10 pour 2 classes d'interactions Fnm ' Les algèbres et les fonctions d 'inteT-
action peuvent êtTe 'représentées comme suit : 
5 
A lO ,l: Xi = À~~ (t)OUnm' i = 1,,, . , 5; Yk = (L Wkj(t) À~~(t) ) OUnm , k = 1, . " ,5 
Fnm = 1 + 
1 
" (1) 
À n 'rn 
"(2) ),nm 
"(3) 
Àn'm 
"(4) Àn:m 
"(5) À n1n 
+ f nrn(t ,t,pq), 
j=l 
Un - l m 
), (1) 
n- lm 
), (2) 
n - l m 
), (3) 
n- l m 
), (4) 
n- l m 
), (5) 
n - l m 
_ [ (1) (2) (3) (4) (5) ] çpq - V unm' Àn+1m , Ànm+1, Àn- 1m+1, Àn- 1m , Àpq , 
(5.7) 
(5,8) 
[ (1) (2) ] V Ànm, Àn+1m =1 0, 
[ \ (1) \ (2) \ (3) (4) (5) ] -.L V Ânm' Ân+1m' Ânm+1' Àn- 1m+1, Àn-1m r 0, [ (1) (2) (3) (4) ] V Ànm' Àn+1m , Ànm+1, Àn- 1m+1 =1 0, 
V[ \ (1) \ (2) \ (3) ]-.L Ânm' Ân+1m' Ânm+1 r 0, (p, q) E {(n , m - 1) , (n + 1, m - 1)} , 
5 
avec "'"' (Wk ' À (j) + 2Wk ~ (j» ) = 0 ~ J nm J nm , 
j=l 
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~ 
A lO ,2 : Xl = OUnm' 
4 
Yk = (2: (Wkj(t)À~~(t) ) + (T (k) (t))Ounm, k = 1, .. . , 4 
j=l 
.. (1) (1) Ànm D3 . D[unm , Àn+1m ' I nm+1] 
Fnm = (1) (1) (Un+1m - Unm ) - (1) (1) (1) (2) 
Àn+lm - Ànm (Àn+1m - Ànm) . D[Ànm , Àn+ lm' 1] 
.. (1) 
Ànm 
.. (2) 
Ànm 
o 
[ (1) (2) (3) ] Z = V U nm ' Àn+lm' Ànm+l ' Àn - lm+l ' l n- lm 
(1) (1) ) [ (1) (2) (3) (4) ] , ( Àn+ 1m - Ànm . V Ànm, Àn+1m' Ànm+1' Àn- lm+l ' l n- l m 
À (1) À (1) 
nm n+1m 
À(2) À(2) 
nm n+lm 
l l 
.. (1) 
Ànm 
.. (3) Ànm 
o 
dl ) 
"'nm 
À~~ 
1 
.. (1) \ (1) Ànm "'nm 
.. (4) \ (4) Ànm "'nm 
o 1 
çpq = V[unm , À~~lm, À~~+l ' À~21m+ 1 ' À~~ lm ' l pq], (p , q) E {(n, m - 1), (n+ 1, m -l)} , 
À~121m =1= À~~, V[À~%, À~221m , I nm+1] =1= 0, V[À~~ , À~22 1m , À~~+ l ' In-1m+1 ] =1= 0, 
V[À~~, À~221m' À~~+l' À~~ lm+ 1 ' l n- lm ] =1= 0, 
4 
avec 2: (WkjÀ~~ + 2Wk)~~) + èj (k) = 0, det (wkj ) =1= O. 
j=l 
Théorème 5.2.9 L 'équation (4 .1) admet une algèbre de symétries ab élienne de di-
m ension 12 pour 2 classes d 'interactions Fnm . Les algèbres et les fonctions d 'inter-
action peuvent êtr·e Tepr·ésentées comme suit : 
6 
A . X~. _\ (i)(t)a '; -1 6· 12,1 · t - "'nm U nm ' " - , ... , , Yk = (L W kj (t ) À~~ (t ) ) OUnm' k = 1, ... , 6 
j=l 
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Unm 1 Un+ 1m Unm+1 Un - 1m + 1 Un-lm Unm- 1 
)y) .. (1) (1) (1) (1) >y) >y) 
nm Ànm Àn+1m Ànm + 1 Àn - 1m +1 n - 1m nm- 1 
À (2) .. (2) (2) (2) (2) À (2) À (2) 
nm Ànm Àn+ 1m Ànm+1 Àn- 1m + 1 n - 1m nm-1 
Fnm = 1 + À (3) 
.. (3) (3) (3) (3) À (3) À (3) 
nm Ànm Àn+1m Ànm+1 Àn- 1m+ 1 n-1m nm- 1 
À~~ .. (4) (4) (4) (4) À (4) À (4) Ànm Àn+ 1m Ànm+1 Àn - 1m+ 1 n - 1m nm- 1 (5.9) À (5) .. (5) (5) (5) (5) À (5) À (5) 
nm Ànm Àn+ 1m Ànm+1 Àn- 1m+1 n-1m nm-1 
À~6J, .. (6) (6) (6) (6) À (6) À (6) Ànm Àn+ 1m Ànm+1 Àn - 1m+ 1 n - 1m nm- l 
( [ (1) (2) (3) (4) (5) (6) l) - 1 
X D Ànm, Àn+1m , Ànm+ l> Àn - 1m +1, Àn - 1m " Ànm- 1 + f nm(t , ç), 
_ [ (1) (2) (3) (4) (5) (6) 1 ç - D Unm , Àn +1m , Ànm+1, Àn - 1m +1 , Àn - 1m , Ànm- 1 , Àn+1m- 1 , 
[ (1) (2) (3) (4) (5) (6) 1 D Ànm , Àn+1m , Ànm+1, Àn - 1m + 1, Àn - 1m , Ànm- 1 0:1 0, [ \ (1) \ (2) (3) 1 ~ D /\nm ' /\n+1m ' Ànm+1 r a, 
D[À~~, À~2l 1m' À~~+ l ' À~~ lm+ 1 l 0:1 0, D[À~% , À~2l1m' À~~+ l ' À~~lm+1' À~521m l 0:1 0, 
6 
avec L ( Wkj À~~ + 2Wk)~~) = 0, 
j= l 
~ ~ _ (i) A12,2 : Xl = OUnm ' X 2 = tounm , X i +2 - Ànm(t )OUnm ' i = 1, .. . , 5 
5 
Yk = (L Wkj (t ) À~~ (t) + O"k(t) ) Ounm , k = 1, .. . ,5 
j=l 
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(5 .10) 
[ (1) (2) (3) (4) (5) 1 ç = D Unm , ).n+ 1m , ).nm+ 1' ).n-1m+ 1 , ).n-1m , ).nm-1 ' I n + 1m- 1 . 
[ (1) (2) (3) 1 Z = D Unm , ).n + 1m, ).nm+ 1' ).n - 1m+ 1' l n - lm 
( (1) (1) ) [ (1) (2) (3) (4) l ' ).n+ 1m - ).nm . D ).nm , ).n + 1m, ).nm+ 1' ).n-1m+ 1, l n - lm 
[ (1) (2) (3) (4) 1 Z - D Unm , ).n + 1m, ).nm+ 1 ' ).n - 1m + 1' ).n - 1m' I nm- 1 
1 - ( (1) (1) ) [ (1) (2) (3) (4) (5) l ' ).n + 1m - ).nm . D ).nm, ).n + 1m , ).nm+1 ' ).n-1m+ 1' ).n - 1m, I nm- 1 
Z - "T'\ [ \ (1) \ (2) \ (5) 1 2 - U Ânm' Ân+ 1V" Â nm+1' I n - 1m + 1 . Zl , 
Z - "T'\[ \ (1) \ (2) \ (3) \ (5) 1 Z 3 - U Â nm ' Â n + 1m' Â nm+ 1' Ân- 1m+1' l n - lm' l, 
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.. (1) 
Ànm 
V 2 = 
.. (2) 
Ànm 
0 
V 5 = 
À~~ (1) .. (1) À(l ) (1) .. (1) À (1) (1 ) Àn ;) l m Ànm nm Àn i) l m Ànm nm Àn i)lm 
À (2) (2 
, V 3 = 
·· (3) À(3) (3 
, V 4 = 
·· (4) À(4) (4 
nm Àn+ 1m Ànm nm Àn+1m Ànm nm Àn+ 1m 
1 1 0 1 1 0 1 1 
.. (1) >y) (1) À-nm nm À-n+1m 
.. (5) À- (5) (5) À- (1) i= À- (1) V [À-~%, À-~21 1m, 1nm+ 1] i= 0, À-nm nm À-n+ 1m , n+1m nm' 
° 
1 1 
[ \ (1) \ (2) \ (3) \ (4) ] -1-V Anm' An+ 1m' Anm+ 1' An - 1m+ll l n- l m r 0, 
V [À-~%, À-~211m' À-~~+1' À-~~ lm+l' À-~521m' 1nm - 1] i= 0, 
5 
avec L (Wkj À-~~ +2Wk)~~) +éT(k) = 0, det (wkj) i= O. 
j=l 
5.3 Algèbres de symétries non-résolubles 
Les champs de vecteurs de l'équation (4. 1) doivent avoir la forme (4. 6). On peut 
aussi se demander s 'il est possible d 'obtenir des algèbres de symétries simples à part ir 
de ces champs de vecteurs. On obtient. le théorème suivant. . 
Théorème 5.3 .1 L 'équation (4.1) admet seulem ent une algèbre de Lie simple, 
sl(2 , ~) , donnée par : 
(5. 11) 
ç pq = upq , (p ,q) E f \ { (n,m)}, 
Unm 
On cherche maintenant les symétries additionnelles en considérant les algèbres de 
symétries non-résolubles de l' équation (4.1). Une algèbre de symétries non-résoluble 
doit contenir une sous-algèbre simple, i.e. l'algèbre de Lie s l ( 2 ,~) de N S3,1 pour le 
cas présent . À cet effet , on ajoute des nouveaux champs de vecteurs ~ de la forme 
(4.6) à N S3,1. Ces champs de vecteurs {~} forment ce que l'on appelle le radical 
des nouvelles algèbres de Lie. Les t héorèmes qui vont suivre décrivent. les algèbres 
de symétries non-résolubles de l'équation (4 .1) . Notons que seul le radical de chaque 
algèbre non-résoluble sera décrit puisque qu 'elles ont toutes l'algèbre s l ( 2 ,~) de la 
forme (5.11) comme sous-algèbre. 
47 
, 
Théorème 5 .3 .2 L 'équation (4.1) admet une algèbre de symét1'ies non-résoluble de 
dimension 4 pour 1 classe d'interaction: 
~ 
Y1 = anmunm8unm, (p , q) E r \ {(n , m) , (n + 1, m)} , 
F - [ ( )an+1m ( ) -anm ] D[anm ,ln+lm[ f (t ) nm - U nm U nm Un+ 1m nm "pq , 
t - (u )-D[an+1m,lpq ] (u )D[anm ,lpq] (u )-D[amn ,ln+lm] 
<"pq - nm n + 1m pq . 
Théorèm e 5 .3.3 L 'équation (4.1) admet une algèbre de symétries non-résoluble de 
dimension 5 pour 2 classes d'interactions : 
. ~ _ (1) ~ _ (2) NS5,1 . Y1 - anmunm8unm ' Y2 - anmunm8unm 
D _ () - a n+ l m, a nm+ l ( ) anm,anrH+ l ( ) - a nm, an+ l m V [a nm,an+lm , l nm+ l 1 
[ 
D [ ( 1) (2) J D [ ( 1 ) (2) J D [ ( 1 ) ( 2 ) J] ( 1 ) (2) 
r nm - Unm Unm Un+ l m Unm+l 
x f nm( f,pq) , (p, q) Er \ {(n , m) , (n + 1, m), (nm + l)} , 
t _ V [unm , 1pq 1 () \ {( ) ( )} 
"pq - [ l ' p, q E r n, m , n + 1, m . 
V unm ' 1 n + 1m 
Théorème 5.3.4 L 'équation (4.1) admet une algèbre de syrnét1"ies non-résoluble de 
dimension 6 pour 1 classe d 'interaction : 
F - u (u)D an+lm,anm+l,an- lm+l (u )- D anm ,anm+l ,an_lm+l [ 
[ ( 1) (2) (3)] , [(1) (2) (3) ] 
nm - nm nm n + 1m 
X (u )D anm,an+lm,an_ lm+l (u ) - D[anm,an+lm,anm+l] f (C ) [ ( 1) (2) (3)] , ( 1) (2) (3) ] Qnm 
nm+ 1 n - 1m+ 1 nm <"pq , 
4 (p,q) E {(n- 1,m) ,(n,m-1) ,(n+1 ,m-1)}. 
(1) (2) (3) 
X ( ) - D[anm,an+ lm,anm+l,ln- lm+l] U pq . 
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Théorème 5.3.5 L'équation (4.1) admet une algèbre de symétr·ies non-Tésoluble de 
dimension 7 pour 2 classes d 'interactions: 
çpq 
~ = 1, ... , 4; (p, q) E {(n , m - 1) , (n + 1, m - l)} , 
DI ( 1) (2) (3) (4) J 1 (1) (2) (3) (4) (U
nm
) an+lm,anm+l,an-lm+l,an-lm,lpq (U
n
+lm) - D anm,an1n+l ,an- 1m + 1 ,an_1m ,l pq] 
4 
D[ (1) (2) (3) (4) ]. anm , an +lm , anm+l , an - lm+ l , l n-lm 
t <."pq 
D[unm , /i;n+ lm , l pq ] 
D[un m , /i;n+ lm, lnm+ l] , 
(p, q) Er \ {(n , m), (n + 1, m), (n, m + l)}. 
Théorème 5.3.6 L 'équation (4.1) admet une algèbre de symétries non-résoluble de 
dimension 8 pour 1 classe d'interaction : 
i = 1, ... , 5; 
X (Un-hn) V[anm,an+ l 17l.,anrn+ l ,a n - 1m+ 1 ,a»m _ l] (Unm_l)D[a nm,an+ l m ,unm+ 1 ,a n _ 1m +1 ,a n _ 11n J 
(1) (2) (3) ( 4 ) (5) ( 1 ) ( 2) (3) (4) (5) 1 "n~ 
x f nm(fJ. Qnm = (1) (2) (3) ~4) (5) , 
D[anm ,a n +1m ,a nm+1 ,an _ l m+ l ,an _ l m , 1 »171.- 1 J 
49 
,(1) (2) (3) (4) (5) (1) (2) (3) (4) (5) ç = (U
nrn
) ~ D[an + 1m ,a nrn+ 1 ,a n _ 1 m + 1 ,an _ l m ,a nm _ 1 ,ln+lm - l ] (Un + l m)'D[anm,anm+l ,a n _ 1 rn + 1 ,an _ lm ,anm _ l ,1n+l1n - d 
, ( 1) (2) (3) (4) (5) ( 1) (2) (3) (4) (5) 
X (Unm+l) - D[anm,an+ l rn,an _ l rn+ l ,an _ l m ,anm _ 1 , l n+ l m - l ] (U
n
-lnt+l) V[a nm,an+ lrn ,anm+ l ,an _ lm ,a nm _ 1 ,ln+lm - l l 
, (1) (2 ) (3) (4) (5) 
X (U
n
+ lm-l) -D[anrn ,a n + 1m ,anm + 1 ,an _ 1m + 1 ,an_ l m , 111.m - 1J. 
Théorème 5.3 .7 L'équation (4,1) admet une algèbre de symétries non-résoluble de 
dimension 9 pour 1 clas$e d 'interaction : 
",, (i) = 0 ",,(i) --1- ",,(i) 
nm , nm Î n + l m' 
(i) --1- , ( i) 
i'énm Î ""nm+ l ' i = 1, 2; 
(p , q) E {(n - 1, m), (n , m - 1), (n + 1, m - 1)}, 
Théorème 5.3 .8 L 'équation (4,1) admet une algèbre de symét'ries non-résoluble de 
dimension Il pour 1 classe d'interaction : 
(5, 12) 
(5, 13) 
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Théorème 5.3.9 L 'équation (4. 1) admet une algèbre de syrnétries non-résoluble de 
dimension 13 pour 1 classe d 'interaction: 
NS131 : , ~ _.(1) 1'4 - /1,nm tOu mn ) 
9t - /1,(4) ~ SI; - /1, (4) t~ Iî,(i) - 0 i - 1 4' 9 - nmUUnm ) 10 - nm UUnm) nm - ) - ) .. ' ) ) 
( [ 
.(1) .(2) .(3) . (4) l) -3 . () 
Fnm = V Unm ) /1,n+ 1m ) /1,nm + 1 ) /1,n-lm+ 1' /1,n - 1m' 1 nm- l fnm ç , 
51 
(5 .14) 
(5 .15) 
Conclusion 
La théorie des groupes a été utilisée afin de classifier l'équation (4.1) en fonction 
de ses groupes de symétries . Dans la présente recherche, deux classes d 'algèbres de 
symétries ont été considérées : les algèbres de Lie abéliennes et les algèbres de Lie 
non-résolubles 12 . Les résultats de la classification des symétries peuvent être résumés 
par le tableau suivant: 
1 dim L 1 Abelienne 1 Non-résoluble 1 Total 1 
1 3 0 3 
2 4 0 4 
3 3 1 4 
4 5 1 6 
5 3 2 5 
6 5 1 6 
7 2 2 4 
8 2 1 3 
9 0 1 1 
10 2 0 2 
11 0 1 1 
12 2 0 2 
13 0 1 1 
Table 1.; Résultats de la classification des symétries de l'équat ion (4.1). 
La classification donnée ci-haut peut être utilisée en physique du solide. En ef-
fet , l'intérêt d 'un système de dimension deux vient du fait qu'il a des applications 
possibles autant pour les systèmes magnétiques que pour les couches absorbantes . 
Les modèles théoriques traités jusqu'à maintenant sont en grande majorité des mo-
dèles du spins, et plus précisément ceux provenant des systèmes d 'Ising qui ont des 
int.eractions concurrent.es aux modèles plans de Heisenberg [20 , 21]. Les modèles qui 
impliquent. une équat ion de la forme (4.1) apparaissent. en références [5 , 6, 7, 8] où 
des calculs analytiques et numériques ont. déjà été effectués. Les symétries de Lie 
obtenues dans ce travail pourraient être considérées afin d 'obt.enir des solutions ana-
lytiques et ce , de deux façons : soit en utilisant les symétries afin de générer des 
nouvelles solutions à partir d 'une solution connue ou soit en utilisant la méthode 
de 'réduction paT' symétT'ie. De plw3, certaines interactions t rouvées dans la présente 
recherche pourraient être considérées comme des modèles associés à des symétries 
appropriées . 
On sait que l'existence de plusieurs symétries est un oon indice quant à l' intégra-
bilité. Conséquemment , il serait intéressant de poursuivre cet te étude en cherchant 
quelles sont les équations obtenues complètement déterminées par leurs algèbres de 
Lie qui sont intégraoles. Les équations qui sont complètement déterminées qui pour-
raient être considérées pour les algèbres de Lie abéliennes et non-résolubles sont les 
suivantes: 
et 
N 58,1, et 
Finalement, afin de compléter la classification débutée dans ce travail, il serait 
intéressant de traiter les cas des algèores de Lie résolubles et nilpotentes de l'équation 
différent ielle aux différences considérée. 
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Annexe 
On retrouve dans cet annexe les détails de la preuve pour un cas particulier de 
la dimension la plus élevée d'une algèbre de symétries abélienne ainsi que pour une 
algèbre non-résoluble. 
Pour l'algèbre de Lie abélienne, on considère la preuve du cas A12,1 du théorème 
5.9.2. Puisque la procédure permet tant d 'obtenir cette classification fait appel aux 
dimensions antérieures (pour chaque type d 'algèbre : abélienne et non-résoluble) , on 
suppose que nous avons déjà obtenu l'algèbre AlO, l du théorème G.2.8. On ajoute 
donc un nouveau champ de vecteurs de la forme (4.6), i.e. 
Z = T ( t) Ot + [ (; + anm ) Unm + Ànm ( t )] OUnm 
, à l'algèbre de symétries de (5. 7). 
En considérant les relations de commutation [Xi, Z] 
i = 1, .. . , 5 on obt ient 
o et [Yi , Z] 
5 5. 
o pour 
T~ (i) = À (i) (= +a ) nm nm 2 nm et T ( " w' .. \ (j) + Wk . \ (j) ) - (" W· . \ (j) ) (= + a ) L..... t] /\nm ] /\nm - L..... t] /\nm 2 nm ' 
j = l j = l 
(5. 16) 
La preuve se divise en deux cas : 
A) Le cas T = o. À partir de l'équat ion précédente correspondante, on trouve 
facilement que Z = À~~(t)OUnm' où Ànm := À~~(t) . Nous voulons maintenant 
résoudre l'équat ion déterminante suivante (4. 7) : 
où Fnm est l'interaction (5.2.8) de AlO,l ' Cette équation ~st équivalente à 
'D [À~~, À~2llm' À~3~+ 1' À~~lm+l ' À~52lm] 
x " [À (1) À (2) À (3) À (4) À (5) À (6) ]0 f ( ) ~ 'D nm' n+ lm ' nm+ l ' n- lm+ l ' n- lm' pq çpq t,çpq (5. 17) 
(p,q) Er' 
+ 'D[~~~, À~~, À~3llm' À~~+l' À~52 lm+ l ' À~62lm l = 0, 
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où fi := {(n, m - 1) , (n + 1, m - l)} . En utili8ant la méthode de8 caractéri8-
tiques , on trouve l'interaction (5.9) avec une algèbre de symétries de dimension 
11 où le champ de vecteurs Z := X6 = À~~Bunm est ajouté à l'algèbre de Lie 
AlO, l' 
B) Le cas T =f. O. Parmi les transformations permises, on choisit t tel que Tt = 1, 
ce qui implique T = 1. De plus, on choisit Qnm(t) pour lequel anmQnm(t) + 
Ànm(t) - Qnm = 0 et on obtient Z = Bt + anmunmBunm' La première équation 
de (5.16) implique que À~Jn = f1,~Jneanmt i = 1, ... ,5 où l'\,~Jn est une fonction 
arbitraire de n , m. Encore ici, en utilisant Pnm des transformations permises , 
on peut normaliser l'\,~~ à 1. Par conséquent , l'algèbre de Lie que l 'on considère 
contient la sou8-algèbre A6,2 dont la classification de cette dimension moins 
élevée a été fait ultérieurement. . 
On cherche donc maintenant si, pour l 'interaction (5.9), un champ de vecteurs ad-
ditionnel Z = T(t)Bt + [(~ + anm)unm + Ànm(t)]Bunm pourrait être ajouté à l'algèbre 
de 8ym6trie8 obtenue dan8 le ca..s A. Le8 calcub 80nt 8imilaire8 à ceux pré8enté8 ci-
dess~s. Les relation8 de commutat ion considérées sont alors [Xi, Z] = 0 et [~ , Z] = 0 
pour i = 1, .. . , 6 et j = 1, ... ,5. L'équation déterminante (4.7) implique: 
[ (1) (2) (3) (4) (5) (6) ] V Ànm, Àn+lm' Ànm+l' Àn-lm+l' Àn-lm' Ànm- l 
x " [ (1) (2) (3) (4) (5) (6) (7) ]B ( ) 6 V Ànm ' Àn+lm' Ànm+l , Àn- lm+l, Àn-lm' Ànm-l, Àn+lm-l ç1 t,ç (5 .18) 
(P,q) EI" 
'T'I[\ (1) \ (2) \ (3) \ (4) \ (5) \ (6) \ (7) ] _ 0 + L/ "'nm , "'nm , "'n+ l m' "'nm+ l ' "'n- lm+ l ' "'n- lm ' "'nm- l - , 
où Ànm := À~~(t) et Fnm est donné par l'interact ion (5.9). L'interaction (5.9) est inva-
riant lorsque Z e8t ajouté à l'algèbre de A 8i À~~(t) = 2.:~=1 W6j(t)À~~(t). L'équation 
(5 .18) devient alors équivalente à la condition (5.10) de A12,l' P ar conséquent , pour 
ce cas le champ de vecteurs Z := 96 = (2.:~=1 W6j À~~ ) Bunm est ajouté au champ de 
vecteurs du cas A avec l 'interaction (5.9). 0 
Nous considérons maintenaut.les dét.ails de la preuve de la dimension la plus élevée 
du cas non-résoluble, i.e. pour le t.héorème 5.3.9. On suppose que l'on connaît. déjà 
la cla88ification de la dimen8ion 11 , i.e. que le t.héorème 5.3 .8 a déjà été démont.ré. 
On ajoute un nouveau champ de vecteurs de la forme 
aux champs de vecteurs (5.12). Le théorème de Levi [25, 26] nous dit. que chaque 
algèbre de Lie de dimension finie [, est une somme semi-directe d 'une algèbre de Lie 
semi-simple S et d 'un idéal résoluble (le radical R) : 
[, = S [> R, [S,S] = S, [S,R] ÇR, [R ,R] cR, 
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tel que 
9 9 
[Xi, Y 9] = L CXikYk, i = 1 ,2,3 et [9), Y 9 ] = L !3jkY k , j = 1, ... ,8 
k= l k= l 
OÙ CXik, !3jk sont des constantes réelles. La relation de commutation [Xl, Y 9 ] nous 
donne que 
T(t) = TOeŒ19t , cx19anm = 0, 
h:(4) eŒ19t __ 1_ ( a A (1) + a B (l) t + B(l ) ) 
nm Œrg 19 nm 19 nm nm , 
1. B(l) t2 + A (1) t + h: (4) 2 nm nm nm , 
où 
B (i) (1) .(2) . (3) nm .- CXi2 + CXi4K:nm + ai6h:nm + CXiSh:nm , 
pour i = 1 ,2,3 (les fonctions avec i = 2,3 vont aussi apparaître ultérieurement) et 
K:~~ est une fonction arbitraire de n, m. En considérant maintenant la relat ion de 
commutation [X2 , Y9], on obtient 
et 
{ 
K:~~ = 0 
(2 )B ( l) 2 B (2) - 0 a29 - 1 nm - CX 19 nm-
( ) A(l ) ( )B(l) 2 A (2) 1 + 2CX29 CX19 nm + 1 + 2CX29 nm + 2CX19 nm = 0 
pour CX19 i= 0, 
{ pour CX19 = o. 
À partir de la relat ion de commutation [X3 , Y9 ] on trouve 
TO = 0, 
et 
{ 
A(l ) 2 A (3) B (l) - 0 CX19CX39 nm - CX 19 nm + a39 nm-
( )B(l ) 2 B (3) A(l) 0 1 + a19a39 nm - a 19 nm + a19 nm = 
pour CX 19 i= 0, 
{ pour a 19 = o. 
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Finalement, pour J 
!3j9 anm = 0 et 
1, ... , 8 les relations de commutation [~ , 179] impliquent 
{ 
"'(Y) a = C(j) + (1 . • .(4) 
,,, nm nm fJJ9 '''nm 
D (j) (1 A(l) - 0 nm + fJj9 nm -
pour j = 1,3,5,7 
{ u·=~) - D (j) (1 A (l ) K, 2 a nm - nm + f/j9 nm C (j) (1 .(4) - 0 nm + fJ j9"'nm - pour j = 2,4, 6, 8 
où 
C(j) nm 
D (j ) nm 
et ",~o,;, : = 1. 
Puisque A~~, B~%, d!~ et D~~ sont des combinaisons linéair~s de fonctions li-
néairement indépendantes apparaissant dans le champ de vecteurs Yj, on peut utiliser 
la combinaison linéaire pour simplifier 179 . Pour tout 0:19 , nous avons que anm = C~~ 
et en utilümnt les combinaisons linéaires , on peut transformer anm = O. De plus, on 
sait que T = 0 tel que 99 = Ànm(t)8u nm , où À nm dépend de 0:19. Dans le cas où 0:19 =1= 0, 
on peut transformer A~~ = B~~ = 0 par combinaisons linéaires. À partir des équa-
t ions obtenues plus haut , on voit que A~~ = B~% = 0 pour i = 1, 2, 3. Puisque 
K,~;;' = 0, on ne peut a~outer de symétrie supplémentaire lorsque 0:19 =1= O. Lorsque 
0:19 = 0, on sait que B~~ = 0 et par combinaisons linéaires, on peut transformer A~~ 
à zéro. On trouve ainsi que 
Notons qu'il est impossible d 'utiliser les transformations permises pour simplifier Y9. 
En effet , toutes les t.ransformations permises ont. déjà été utilisées afin de simplifier 
les champs de vecteurs, en particulier pour obtenir K,~o,;, = 1 dans YI et Y2 . 
À partir de l 'équation déterminante (4.7) , nous avons 
o = L "'~!) 8 upq F nm, 
(p,q) E f 
où Fnm est donné par (5.13) . En utilisant la méthode des caract.éristiques , on trouve 
que la nouvelle fonction invariant , où Çg est ajouté à N SU,l , est donnée par (5.15). 
Vérifions maintenant si chaque algèbre de Lie {Xl , X2 , X3 , YI , ... , Y9 } est 'maxi-
male' ou non, i.e. si on peut y ajouter un nouveau champ de vecteurs de la forme 
1710 = T(t)8t + [( ~ + a nm ) U nm + À nm(t) ] 8 u nm avec la même fonction invariant (5 .15). 
À partir du théorème de Levi, nous avons 
10 10 
[Xi, 1710 ] = L Qik17k , i = 1, 2, 3 et [~ , 1710 ] = L !3jk 17k, j = 1, .. . , 9 
k=l k=l 
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où Œik, {3jk sont des constantes réelles. Définissolls maintenant 
.- {3- {3- (1) {3- .(2) {3- .(3) {3- (4) 
j1 + j3""nm + j5/'énm + j7/'énm + j9""nm, 
les relations de commutation [Xi, YlO ] et [~ , Yio] nous donne le même ensemble 
d 'équations obtenu auparavant en remplaçant A~ln -t A~ln , ... , D~~ -t i5~~, aik -t 
Œik, {3jk -t jjjk et ""~~ -t ~~~ pour i = 1, 2, 3, j = 1, . . . ,9 et k = l, ... , 10. Encore 
ici, nous avons que T = 0 et anm = C~~. En utilisant les combinaisons linéaires 
on peut transformer anm à zéro tel que 910 = Ànm(t)8unm . Pour allO = 0, on peut 
transformer Ànm à zéro par combinaisons linéaires. Dans le cas où a110 i- 0, on 
peut t ransformer A~~ à zéro par combinaisons linéaires mais pas B~~ (puisque cette 
fonction ne dépend pas de /'é~~ ) . Par conséquent, on obtient 
L'équation déterminante (4.7) 
o L /'é~!)t8upqFnm, 
(p ,q)Er 
avec Fnm donné par (5.15) , est zéro . Ceci complète la preuve pour le cas non-résoluble 
du théorème 5.3.9. 0 
58 
Bibliographie 
[1] Winternitz P and Gazeau J 1992 Phys. Lett. A 167 246 
[2] Gagnon Land Winternitz P 1993 1. Phys. A 26 7061 
[3] Güngor F and Winternitz P 2002 1. Math . Anal. Appl. 276 314 
[4] Güngor F Lahno V l and Zhdanov R Z 2004 1. Math. Phys. 45 2280 
[5] Vlastou-Tsinganos G Flytzanis N and Büt tner H 1990 J. Phys. A 23 225 
[6] Coquet E Peyrard M and Büttner H 1988 1. Phys. G 21 4895 
[7] Büttner H and Heym J 1987 Z. Phys. B Gond. Matter 68 279 
[8] Behnke G and Büttner H 1982 1. Phys. A 15 3869 
[9] Levi D and Winternitz P 1991 Phys. Lett. A 152 335 
[10] Levi D and Winterni tz P 1993 J. Math. Phys. 34 3713 
[11] Levi D and Winternitz P 1996 J. Math. Phys. 37 5551 
[12] Lafortune S Tremblay S and Winternitz P 2001 1. Math. Phys. 42 5341 
[13] Gomez-UIlate D Lafortune Sand Winternitz P 1999 1. Math. Phys. 40 2782 
[14] Dorodnitsyn V A 1994 Int. 1. Mad. Phys. G (Phys. Comp.) 5 723 
[15] Dorodnitsyn V A 2000 Group Properties of DijjeTen ce Equations, (Maks Press 
Moscow) 
[16] Levi D Tremblay S and Winternitz P 2000 J. Phys. A 33 8507 
[17] Levi D Tremblay Sand Winterni tz P 2001 1. Phys. A 34 9507 
[18] Levi D and Winternitz P 2006 1. Phys. A 39, 1 
[19] Yamilov R and Levi D 2004 1. NonlineaT Math. Phys. 11 1 
[20] Saito y Furuta K and Hojou M 1987 1. Phys. Soc. Jpn 56 178 
[21] Katsura S Ide T Morita T 1986 1. Stat. Phys. 42 381 
[22] Olver P J 1993 Applications of Lie Groups ta Dijjerential Equations, Second 
Edition, New York 
[23] Hydon P 2000 Symmet'ry Methods for Difj'er-ential Equations, Cambridge Uni-
versity Press 
59 
[24] Cantwell B J 2002 Introduction to Symmetry Analysis, Cambridge University 
Press 
[25] Levi E E 1905 Atti della R. Ace. delle Scienze di Torino 50 1 
[26] Jacobson N 1979 Lie Algebras (New York: Dover) 
60 
