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The selection of interpolation points in the numerical approxi- 
mation of second and third order derivatives 
j .  Oliver (*) 
ABSTRACT 
The first or higher derivatives of  a funct ion may be estimated numerical ly by applying Neville's 
polynomial  extrapolat ion process to a sequence of  approximations to the derivative, each con- 
sisting of  a suitable linear combinat ion of  funct ion values. The sequences of  evaluation points 
which minimise the magnif ication of  rounding errors relative to the truncation error for ftrst, 
second and third order derivatives are determined, and it is shown that by def'ming the sequences 
of  evaluation points by certain geometric progressions the amount  of  computat ion may be re- 
duced wi thout  greatly increasing the rounding error magnif ication. 
1. INTRODUCTION 
Although the need for numerical differentiation 
occurs much less frequently than for numerical inte- 
gration, situations can arise in which an estimate is
required at a particular point x 0 of the first or higher 
derivative of a function f(x) defined in such a way 
that analytic differentiation is not feasible. Provided 
f(x) can be evaluated in a neighbourhood f x 0, the 
required erivative may be approximated bythe cor- 
responding derivative of some polynomial collocating 
with f(x) at a suitable set of points. 
This approximation process can be performed most 
effectively by choosing asequence of sets of such col- 
location points, yielding acorresponding sequence of 
approximations to the derivative, and extrapolating 
this sequence using Neville's process [ 1], since this 
approach constitutes an efficient method of calcula- 
tion and also permits the error in the approximations 
to be estimated at negligible computational expense. 
In theory the error can be reduced by selecting colloca- 
tion points sufficiently close to x 0, provided of course 
f(x) is sufficiently well-behaved, but in practice this 
decreased truncation error is counterbahnced by in- 
creased magnification f any rounding errors present 
in those values of f(x) on which the approximation 
is based. 
In an earlier paper [2] we investigated the case of first- 
order derivatives, howing how the collocation points 
should be chosen so as to minimise the potential 
magnification of rounding errors for a given level of 
truncation error, and here we extend this theory to 
derivatives of second and third order. Unlike the first- 
order case, freedom of choice exists not only in the 
sequence of sets of points, but also in the basic differ- 
entiation formulae, and we investigate how these 
additional parameters may be chosen so as to maxi- 
mise the computational efficiency while still achiev- 
ing near-optimum rounding error characteristics. 
While a similar analysis could be applied to the estima- 
tion of derivatives of higher orders, there seems little 
practical requirement for doing so and we therefore 
restrict attention here to second and third orders. 
2. DERIVATIVES OF FIRST ORDER 
We begin by reviewing our earlier analysis [2] of the 
first-order case, but using a rather different approach 
which extends more readily to derivatives of higher 
order and producing some general results which are 
applicable to all cases. As we shall see below there are 
advantages in distributing the collocation points sym- 
metrically about x 0 when estimating f'(x0), but we 
consider £trst he situation in which the problem does 
not permit his, perhaps because values of f(x) are 
available over a sufficiently large interval only on one 
side of x 0, or f(x) has a discontinuity near x 0. 
To obtain a sequence of one-sided estimates d i of f'(x0) 
to which Neville's process can be applied, each d i must 
be based on at least wo values off(x), and so as to 
minimise the total number of function evaluations we 
take f(x0) as a common value and use. 
d i=[ f (x0+r ih ) - f (x0) ] / r ih ,  ( i=1,2 ..... n) (1) 
for some suitably chosen h and sequence of distinct 
positive real numbers r i with r 1 = 1. Under appropriate 
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conditions on the differentiability of f(x), we have 
s ~ 1 (rih)Sf(S + 1)(x0)/(s d~= f '(xo) + +1)! 
+ 0[(rih)n + 1] (2) 
which immediately suggests extrapolation by Neville's 
process in the general form 
dj_k . . . . .  j = (rj_k dj"-k+ 1 ..... j - r jdj -k ..... j - l )  
/(rj_ k - r j )  (3) 
(k = 1, 2 ..... j -1; j = 2, 3 .... ,n) 
so as to produce a triangular array of successive ap- 
proximations to f '(x0) of the form 
di 
d~ di,  2 
d~ d~, 3 d i ,2 ,  3 
dn dn- l ,n  "'" d i  ..... n (4) 
For simplicity of notation we shall analyse the errors 
in d~ ..... n' though clearly by re-numbering this can 
represent any extrapolated value in the above array. 
It is convenient at this stage to recall the general error 
expansion for the extrapolated values in the Neville 
process, which we can apply both to d i ..... n and 
to other approximations considered later. Consider 
therefore a sequence of approximations d i to some 
quantity d O satisfying 
oo  
d i = d o + s_2;1 CsZiS (i = 1, 2 ..... ) (57 
where the coefficients c s are independent of i. The 
Neville algorithm in this case, analogous to (3), is 
dj_k ... . .  j -- (zj_ kdj_ k + 1 ..... j - zj d j_ k ..... j -  1) 
/(Zj_k - z j). (6) 
Assume that, for some j, k with j ;, 2, and 
1< k ,g j -1 ,  
d j -k+l  ... . .  j = d o + ¢ ~k-l[klI 1 zj_i][c k , -1  "i=O 
c Ps_k(Zj_k+ 1 ..... zj)] (7a) 
+ s=k+l  s 
d j_k , . . . , j _ l=  d0 + (-1)k-l[k.fil^ zj_ l_i][c k 
1=1. /  
oo  
+ Z csPs-k(Zj-k ..... z j_l)] (7b) 
s=k+l  
where for any i ~ 0,and t ~ 0, Pt(Zr_i ..... Zr) denotes 
the homogeneous product sum of degree t in the vari- 
ables z r -  i ..... z r of the form 
Pt(Zr-i ..... Zr) = 
#O,~l,...,/-ti =
i '  
with s~0/.ls=  t. (8) 
Since in particular 
Pt(Zr) = zt r (t = 0, 1 .... ), (9) 
(7) is certainly valid for k =1 and any j, as a result of 
taking i=j  o r j -  1 in (5). 
Substitution of (7) into'(6), and use of the fact [1] 
that for k ;, 2 and s - k ~ 1, 
Ps - k(Zj - k + 1 ..... z j) - Ps- k(Zj - k . . . . .  zj -1) 
s -k  • i z 
= Z (z j - z j _k )Ps_k_ i (  j - k+1 ..... zj-1) 
i=0 
s -k  
= Z -zj i= l  (zj _k)Pi_l(Zj_k, zj) Ps_k_i(Zj_k+ 1 ..... Zj_l) 
= (zj - zj _ k) Ps - k -l(Zj - k ..... zj) (10) 
which is also trivially satisfied for k = 1, together with 
P0(zj-k ..... zj) = I, leads to 
(-1)k [ik zj_i] [Ok+ 1 d j -k  ..... j = d o + H=0 
co  
÷ ~ c P k 1 zj)], (11) s=k+.Z s s- - (Zj-k ..... 
completing a proof by induction of this equation. 
Applying this general result to the particular case of 
d~ ..... n above, and retaining only the leading term in 
the error expansion, we obtain 
di ..... n ~" f'(x0) 
n 
+ ( -1)n- l [ f (n+l ) (x0) / (n+l ) ! ] [h  n II rt]. (12) 
t=l  
Since this result is exact only if f(x) is a polynomial 
of degree n+ 1 or less, the analysis which follows is 
strictly valid only in such cases, but the strategy for 
numerical differentiation which emerges hould prove 
a sensible one for functions which do not fall into this 
category but are nevertheless reasonably well-behaved. 
Functions which cannot be approximated well by a 
polynomial over the smallest interval which contains 
x 0 and the collocation points employed are in any case 
not amenable to a numerical differentiation approach 
based on collocation polynomials, no matter what 
strategy is used to sehct the collocation points, so the 
possible invalidity of the above approximation (12) is 
then of l itth consequence. 
Since the Neville algorithm may be regarded not only 
as an error elimination process, but also as a method 
i i 
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of fitting collocation polynomials to the data on 
which it is based, we may write d i . . . .  in the 
Lagrangian form n{0 
di . . . . .  n = i~__1 t = 1 r i - r  t 
t~ i  
and then substitution for d[ from (1) gives 
n n 
hd i  ..... n i=1 " i 1 = 2~ A i f (xn  + rih ) - f (xO)  ~ A i 
(13) 
where 
1[0 't A i = ri t= 1 r t - r  i 
t~ i  
(14) 
(15) 
Note, incidentally, that since the polynomial in r of 
degree n • 1 collocating with a constant function at 
the n + 1 distinct points r = ri, (i = 0, 1 ..... n), is 
identically equal to the function for all values of the 
variable r, we have 
~ r -  = 1, (16) 
i=0 t=0 r i - r  t 
te l  
and by differentiating this result and setting r = r 0 = 0 
we obtain a simplification of the factor multiplying 
f(x0) in (14), namely 
n n 
=~1 A i= ~ 1/ri" (17) 
i i=1 
Provided any rounding errors in the computed values 
of f(x) are bounded in magnitude by e, therefore, the 
resulting total error in d i ..... n will be subject o the 
attainable bound eM n where 
n n 
hMn=i=Z1 [Ai[ + i=1 • 1/ri" (18) 
This rounding error magnification factor M n clearly 
depends on the distance h between the two values 
of x used in the initial approximation d ~, and on the 
ratios ri, (i = 2 ..... n), to it of the corresponding 
distances in the subsequent approximations d i- 
Attempting to determine the values of these parameters 
which minimise M n for each n is of  little value, since 
the truncation error is also dependent on them and the 
practical objective is to minimise the combined effect 
of truncation and rounding. We therefore determine 
instead, for each n•  2, the set of ratios r2, . . . , r  n which 
minimise M n subject o the truncation error, or at 
least the approximation to it in (12), remaining con- 
stant, this constant being determined by the value of h. 
The utilisation of such an optimum sequence in a 
practical algorithm for numerical differentiation was 
discussed in [2]. 
Referring to (12), we thus require that 
n 
h n II r t = constant (19) 
t= l  
i i i i im i i a  i i 
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and so the optimum ratios for each n • 2 are those 
which yield a minimum of 
[n  t} l /n  
= r hM n (20) S n K n I]= 1 
t 
where r I = 1, hM n is independent o fh  and given by 
(18), and K n is any fixed arbitrary constant. For con- 
venience we choose K n so as to make the minimum 
possible value of S n unity, which facilitates comparison 
of non-minimal values of Sn below. 
These ratios, found by numerical optimisation and 
ordered so that r i > r i _ l ,  were tabulated in [2] for 
n = 2 ... . .  10, and so we need not repeat hem here. 
By scaling them by a factor 1/r n and numbering in 
the reverse order, we obtain an optimum sequence with 
r i = 1 and r i < r i_ 1' giving of course the same mini- 
mum value of S n and equivalent to simply introducing 
the points x 0 + rih on which the approximations 
d i to f ' (x0) are based in the reverse order. We com- 
mented in [2], however, that while the intermediate 
approximations d i . . . . .  m (m < n) on the main diagonal 
in the Neville tableau (4) would have near-optimum 
rounding error magnification factors when r i > r i_ 1' 
this was far from true with the reverse sequence. 
In order to demonstrate the effect of using non-optimum 
ratios, table la gives the values of S n corresponding to 
each entry in the Neville tableau based on the sequence 
r i = i, (i = 1, 2 . . . . .  10), which corresponds to the situa- 
tion in which values of f(x) are available only at equally- 
spaced tabular points including x 0 as an end-point. 
Recalling that the minimum achievable value of S n is 
unity, we see that most of the entries in the table are 
far from optimum, and the same holds true in the case 
of the symmetric formulae to be considered below. 
The use of equally-spaced points is thus not an attrac- 
tive strategy when f(x) can be evaluated at other points 
in a specified interval, and we now turn to a more 
satisfactory alternative. 
We noted in [2] the computational benefits of con- 
straining the ratios to be in geometrical progression, 
so that r i = ~ i -  1, and in table lb we give the values 
~n of 8 which minimise S n in (20) subject o this con- 
straint for n = 2 . . . . .  10, and also the resnlting values 
of  S n, denoted by S n (Sn). To show that the inter- 
mediate approximations in the Neville tableau (4) do 
not suffer undue error magnification when such a 
geometric sequence is used, the fourth column of the 
table shows the values Sn(88), (n = 2 .. . . .  8), taken by 
when r i = 8~ -1 . -  Here and subsequently we have Sn 
chosen 88 rather than 810 for this purpose on the 
empirical grounds that a general-purpose numerical 
differentiation algorithm may well not form columns 
of the Neville array beyond the seventh or eighth, due 
to the implied differentiability requirements on f(x). 
The numerical values 8n given in table lb appear to be 
approaching a limit as n increases, but it has not proved 
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possible to deduce the existence of such a limiting 
value from a consideration of S n, even though the 
expressions def'ming Sn do simplify somewhat when 
ri = ~i-1. We shall see later that the same is true of 
3n in the case of other differentiation formulae con- 
sidered, and also of the optimum values a n and a-n 
of certain parameters appearing in some of these 
formulae. The development of explicit mathematical 
expressions for the optimum values of these various 
parameters, and indeed for the ratios r i when not con- 
strained to be in geometric progression, is thus a topic 
for further esearch. The fact that the values presented 
here have been determined by numerical optimisation 
does not however diminish their validity. 
Turning now to the more desirable situation in which 
f (x) may be evaluated on both sides of x 0, we may 
obtain an error expansion i  powers of (rih)2 rather 
than rih by taking 
d i = [f(x 0 + rih ) - f(x 0 -  r ih)]/2ri h, (21) 
again with r I = 1 and r i > 0, since then under appro- 
pilate differentiabflity conditions on f (x), 
n 
d; = f'(x0) +s=~l (rih)2Sf(2s+ 1)(x0)/(2s+ 1)! 
+ 0 [(rih)2n + 1]. (22) 
Neville's algorithm then takes the form, analogous 
to (3), 
2 d , dj -k  ..... j = (r j -k  ] -k+l  ..... j
- rj2dj- k ..... j _ 1) / (rj _ k 2 - rj2), (23) 
and application of the general result (11) to this case 
gives 
d~ ..... n ~ f '(xo) 
n 2 
+ (_l)n-1 [f(2n + 1)(Xo)/(2n+ 1)!] [h n t12__l rt] , 
(24) 
where, as in the one-sided case (12), we have retained 
only the leading term in the error expansion. 
To analyse the effect of rounding errors in the func- 
tion values, we substitute for d i using (21) in the 
Lagrangian form of Neville's process, namely 
2 
= ~1 [n  1In - r  t ]d[ (25) 
d i  . . . . .  n i t=l  2 2 
t~ i  ri - r t  
tO give 
n 
hd i  ..... n = i=~1 B i [f(x0 + rih) - f(x0 - rih)]/2 (26) 
where 
n 2 
1 rt 
B i=~[t=l I I  2 2 ]" (27) 
t~ i  rt - r i  
Thus rounding errors bounded in magnitude by e in 
the function values on which d~ ..... n is based will 
induce an error in d~ ..... n bounded by eM n where 
here 
n 
hMn = i~=1 [Bi[ .  (28) 
Using the approximation (24) to the truncation error, 
therefore, the rounding error magnification for con- 
stant truncation error in this symmetric case will be 
minimised'for each n by that sequence r 2 ..... r n which 
minimises 
n l/n 
Sn = Kn ItS1 rt] hMn, (29) 
where we again choose the arbitrary constant Kn so 
as to make the minimum value of S n unity. As with 
the one-sided case, these optimum ratios for n = 2 ..... 10 
(though with r i denoted by F-2i and n by 2n) were 
tabulated in [2] and so we merely give here, in table lb, 
the values 3n of 3 which minimise S n when we con- 
strain the ratios to be in geometrical progression, 
ri = 3 i -  1, together with the resulting values Sn(3n )
of S n. We also show in the final column the inter- 
mediate values Sn(~8 ), namely the values of S n when 
r i=3~ -1; for i=1  ..... n. 
We conclude from these results and the corresponding 
ones in the one-sided case that the computational 
savings inherent in the use of a geometric sequence are 
purchased at the expense of an acceptable increase in 
the possible rounding error magnification i all the 
extrapolated values in the principal diagonal of the 
Neville tableau (4). Furthermore we note that when 
the ratios ri are in geometrical progression, the round- 
ing error magnification i intermediate values is in- 
dependent of whether the values of f(x) are introduced 
in increasing or decreasing order of the distance of x 
from x0, and this property of the geometric sequence 
can be of use when devising anumerical differentiation 
algorithm [3]. 
3. DERIVATIVES OF SECOND ORDER 
To obtain approximations d~ to f"(x0) we require at 
least three values of f(x) for each d~, but one of these 
may be taken as f(x0) to reduce the total number of 
function evaluations, o that the most general form is 
di"_- [c0f(x0) + cl f (x 0 + rib) 
+ c2f (x 0 + arih)] / (rih)2 (i = 1 ..... n) (30) 
for some appropriately chosen constants a, el, c 2. 
Expanding the function values about x0, under the 
assumption that f(x) is sufficiently many times differ- 
entiable over an interval containing the evaluation 
points, 
Journal of Computational nd Applied Mathematics, volume 6, no 3, 1980. 232 
d[= (c 0 + c 1 + c2) f(x0)/(rih)2 
n+2 
+ £ (c1+ aSc2)(rih)S-2f(S)(x0)/sl 
s=l 
+ 0 [(rih) n + 1] (31) 
so that d i" will only constitute an approximation to
f"(Xo) if 
c O=2/a,  c l=2/ (1 -a ) ,  c2=-C l /a  (32) 
in which case (31) reduces to 
di"= f"(Xo) 
+ ~ [2(as+ 1_ 1)/(cz-1)] (rih)Sf(S + 2)(Xo)/(s + 2)! 
s=l 
+ 0 [(rih)n + 11. (33) 
Neville's process may be applied to these approxima- 
tions in an analogous manner to (3) for the one-sided 
approximations d i to f'(x0), and then corresponding 
to (12) we have here 
dE ...... n ~ f"(x o) 
+ (_l)n-l[2(an+ 1_l)/(tz_l)][f(n+ 2)(Xo )
n 
/(n+2)!][h n II rt]. (34) 
t=l  
Similarly d i ..... n and d i" are related by a Lagrangian 
expression of the form (13), and substitution for d~ 
using (30) leads to 
n 
h2di  ..... n = c0f(x0) i~=1 Ai" 
n 
+ X A~'[clf (x 0 + rih ) + c2f(x 0 + arih)] 
i=l 
where 
(35) 
n r t 
A i ' - ?  [t_II1 r t - r i  ] (36) 
ri t . i  
for i = 1 ..... n, and (for later use) zero otherwise. Thus 
we again have an attainable bound eM n on the total 
rounding error induced in d~ ..... n' but with here 
n n 
h2Mn = Ic 0 i~lA]' l  +( Ic l l+  Ic21)iXllAi'l. 
(37) 
In the case of one-sided approximations to f"(x0), 
therefore, we require for each n • 2 those values of 
a > 1 and of r i > 0, (i = 2 ..... n), which yield a 
minimum of 
n 
Sn = Kn {[(an + 1 -1)/(a-1)] t12=1 r t } 2/n h2Mn (38) 
where K n is a constant chosen to make the minimum 
value unity, and these optimum values of a and r i 
are given in table 2a for n = 2 ..... 10. We may of course 
constrain the ratios to be in geometrical progression, 
ri = fli -1, and table 2b shows the corresponding values 
a n and fin of a and/3 which minimise Sn subject o 
this constraint, ogether with the resulting values 
Sn(fln) of S n. Also shown are the intermediate values 
Sn(fl8) obtained by taking ri = fl~-I and a = a 8. 
Clearly there would be a computational advantage ff 
we also imposed the requirement a = fl in the geo- 
metric case, since then f(x0+ rih ) = f(x 0 + ar i_lh), 
implying that only one new function value is required 
for each d i" when i • 2. Because of this overlap of 
function values,(35) may be modified to 
h2d~ ' n .... n =c0f(x0) 52 A~" 
i=1 
n+l  
+ 52 (ClA i" + c2Ai'_l)f(xo+fli-lh) (39) 
i=l  
and so h2M n takes the potentially smaller form 
h  n=l 1 i__lAi " + IClA , c2 r_11 i=1 
(40) 
Table 2b shows the optimum values fin of fl under this 
additional constraint together with the corresponding 
values Sn(fln ) and Sn(fl8), but the latter indicate that 
the potential error magnification has been somewhat 
increased by requiring that a = ft. 
Comparison of the optimum unconstrained values of 
ct and 3 in the second and third columns of table 2b 
suggests, however, that it might be preferable to require 
instead a = f12, which could lead to a similar saving 
in evaluating d~ for i • 3 since then 
f(x 0 + rih ) = f(x 0 + ar i_2h ). Applying this constraint, 
the earlier expressions must be modified to 
n 
h2d'i ..... n = c0f(x0) £ Ai" 
i=1 
n+2 
+ ~ (ClAi'+c2Ai'_2) f (x0+f l i - lh )  (41) 
i=1 
I o h2Mn = c o ~ A~ + IClA[ +c2A[_21 
i=1 i= l  
(42) 
and minimisation of S n gives the values fin' Sn (flnJ and Sn(fl8) 
shown in the last three columns of table 2b. These 
results clearly indicate that if a geometric sequence 
ri = fli-1 is used for the ratios in the one-sided case 
then it is sensible to also take ct = 32 in view of the 
saving in function evaluations and the fact that the 
rounding error magnification is at worst only about 
double that with the non-geometric sequence r i and 
optimum a. 
Provided f(x) may be evaluated on both sides of x0, 
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we may obtain a symmetric approximation to f"(x0) 
by putting a = -1 in (30), in which case 
d~'= [f(x 0 + rih ) + f(x 0 -r ih ) - 2f(x0)]/(rih)2 
(43) 
n 
di'= f"(x0) + s~1 2(rih)2Sf(2s+2)(x0)/(2s+2) ! 
+ 0 [(rih)2n + 1] (44) 
and Neville's process may be applied in an analogous 
manner to (23) for the symmetric approximations to 
f'(x0), resulting here in the approximate runcation 
error expression 
d l , . . . ,n~f" (x  0) 
+ (-1)n-l[2f(2n+2)(x0)/(2n+2)!][hn ~ rt] 2 . 
t= l  
(45) 
The attainable bound eM n on the total rounding error 
in di' ..... n follows from applying the equation (25) 
for di ..... n to this case, to give 
n 
= ~2 B~[f(xr~+ rih)+ f(x0-r ih)]  h2dl "..... n i=l " 
n 
- 2f(xo) i~1 B~ (46) 
where 
2 
r t 
1 [ fi _ _ 1  
Bi" = 2 t=l  2 2 
ri t ~ i rt - ri 
(47) 
and so by applying the same property of~he Lagrange 
polynomials which led to (17) but with r i replacing 
rj, (j = 1 ..... n), we obtain a simplified cSefficient 
for f(x0) in (46), namely 
n n 2 
Z B i" = Z 1/r i . (48) 
i= l  "=1 
Hence in this symmetric case 
h2Mn =2 ~ IB~'I+ 2 ~ 1/r 2, (49) 
i=1 i=1 
and for each n ~ 2 we require the ratios r2 .... , r n 
which minimise 
n 
S n = K n [ t__II1 rt ]2/n h2Mn , (50) 
as usual choosing the scaling factors K n to make the 
minimum values unity. 
These optimum ratios are given in table 2c for 
n = 2 ..... 10, and it is interesting to note that they 
equal the square roots of the corresponding ratios for 
one-sided approximations to the first derivative f'(x0), 
as a comparison of the present equations (47), (49) 
and (50) with (15), (18) and (20) shows. Consequently 
the optimum values ~n of ~ when we constrain r i to 
be a geometric sequence 3i-1 are similarly the square 
roots of those shown in the second column of table 1, 
while the resulting values of Sn(3n) and Sn(38 ) are 
precisely as shown in the third and fourth columns 
of that table and so need not be repeated or com- 
mented on further. 
4. DERIVATIVES OF THIRD ORDER 
A minimum of four function values are needed to ap- 
proximate f "  (x0), so if one is taken as f (x0) to re- 
duce computation the most general one-sided formula 
is 
di '= [c0f(x 0) + clf(x0+rih) + c2f(x 0 + arih) 
+ c3f(x 0 + ~rih)]/(rih)3 (51) 
with ~ > a > 1 and r I = 1. If the leading term in the 
Taylor expansion of d ~ about x 0 is to be f "  (x0) , 
then we must take 
c o = -6/a~, c I = 6 / (1 -a ) (1 -~) ,  
c 2 = -6/a(1-a)(a-ff), c 3 = 6/5-(1 -~) (a-~), (52) 
which leads to 
n 3 
d ~'= f "  (x0) + sZ__ l(Cl + c2aS + 
+ c3~S + 3)(rih)Sf(S +3)(x0)/( s + 3)! + 0[(rih)n + 1] 
(53) 
under the usual conditions on the differentiability of
qx). 
Application of the Neville process in the form (3) to 
d [', (i = 1 ..... n), then yields an extrapolated value 
d~" .... n"  f"(x0) + (-1)n-1(Cl + c2an+3 
+ c3~n +3)[f(n +3)(x0)/(n +3)!] [hn t= ~ 1 rt] '  (54) 
and by substituting for di" in an analogous equation 
to (13) we obtain the Lagrangian form 
n 
h3d~, n = c0f(x0) Z A~' 
"" '  i=1 
n 
+ ]~ A[ ' [c l f (x 0 + rih) + c2f(x 0 + arih ) 
i=l 
+ c3f(x 0 + arih)] (55) 
where 
1 n r t 
A [ '=~[  /I ~ ]  (56) 
r. 3 t=l  r t - r  i 
1 t , i  
for i = 1,..., n and zero otherwise. Hence the error 
magnification factor M n is here given by 
h3Mn= [c 0 ~ AT 1+ (ICll+ 1c21+ Ic3[ ) 1~i A~'[ 
i=1 1 = (57) 
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with the coefficients defined in (52) and (56). 
For one-sided approximations to f"(x0), therefore, 
the optimum values for each n • 2 of the parameters 
a, ~ and r 2 ..... r n are those which minimise 
3/2 3 
Sn=Knl (C l+ c2an+3+c3a-n+3 ) ~ r t h M n 
t=l  
(58) 
with the scaling factors K n chosen as usual to make 
the minimum values of S n unity. These optimum 
parameters, with r i > r i_ l ,  are set out in table 3a for 
n= 2 ..... 10. 
If we impose the requirement that r i = fi i-1, 
(i = 1 ..... n), but do not constrain a or a, then the 
resulting values a n, an and fi n for which each S n is 
minimised, together with these minimum values 
Sn(fln ) and also for comparison Sn(fiS) (found with 
a -- g8 and a = ct8) are as given in the second to sixth 
columns of table 3b. 
By further constraining a and ~ so that they are related 
to fi, we may cause various function values to be re- 
used as successive approximations d ]", (i = 1 ..... n), 
are calculated. A variety of combinations are possible, 
but a comparison of the values of a, ~ and fi in table 
3b suggests imposing the conditions 
ri = fii-1, a = fi 3, ~ = fi4 (59) 
in which case f(x 0 + ctrih )= f(x 0 + gri_ l  h) for 
i • 2 and f (x 0 + rih ) = f (x 0 + ar i_3 h) for i • 4, so 
that two new values of f(x) are required to evaluate 
each d ~" for i = 2, 3 and only one for i • 4. This 
overlap of function values changes (55) and (57) to 
n nN 
h3dl~ .... n :  cof(Xo)i~1 Ai 
n+4 
+ 2~ (ClA~" + c2A~_ 3 + c3A~" 4 ) f(x 0 + fii-lh) 
i=1 
(60) 
n n ~4 
h3Mn= tc0i~-i A~' [+-  i=1 IClAi" + c2Ai"-3 
+ c3A]'._4 I (61) 
and the resulting optimum values of fin, S n (fin) and 
Sn(fl8 ) are also set out in table 3b, showing that 
nothing is lost by this computational saving. 
The very similar constraints 
r i=f i  i -1 ,  a=fl2,  ~__-fi3, (62) 
for which 
n n+3 
h3d~',. = c^f(x^) Z A~" + ..,n u u i=1 i~1 (ClA~" 
+ c2A~_ 2 + c3A~" 3) f(x 0 + fii-lh) (63) 
n n~3 
h3Mn=[C 0 ~ A'~'I+ IClAT+c2A~"2+c3A~"3t, 
i=1 i=1 
(64) 
lead to error magnification factors which are only a 
little larger, as the final two columns in table 3b show. 
They are perhaps lightly preferable computationaUy 
since f(x 0+ arih ) = f (x0+ ~r i _ l  h) for i •  2 as 
above, but also f(x0+ rih ) = f(x 0 + ari_2 h) for 
i • 3 and so two new ft~nction values are needed for 
d'~, and only one for d r" when i • 3. Investigation of
the even simpler constraints 
r i=/3 i -1, a=/3, ~=f12 (65) 
unfortunately' shows that the error magnification 
factors are significantly arger than in the previous 
two cases, and so the best approach seems to be that 
given by (62). 
Turning to symmetric approximations to f ' (x0) ,  we 
consider the general formula based on four function 
values of the form 
d r'= [clf(x 0 + rih) + c l f (x 0-r ih) + c2f(x 0 + arih) 
+ c2 f  (x 0 - arih)]/(rih)3, (66) 
for some a > 1, and r i > 0 with r I = 1 as usual. The 
requirement that the leading term of the Taylor expan- 
sion about x 0 should be f ' (x0)  leads to the condi- 
tions 
c 1=-c  1=3/(1-a2) ,  c2=-c_2=-C l /a ,  (67) 
and then provided f(x) satisfies appropriate differen- 
tiability conditions, 
d i" -- f '" (x0) 
+ s~ l[6(a2s + 2 _ 1)/(a 2 _ 1)] (rih)2Sf(2s + 3)(x0)/(2s + 3)! 
+ 0 [(rih)2n + 1]. (68) 
Since this is an expansion i  powers of r 2 , Neville's 
process can be applied to d ~" in the form (23), and 
then retention of only the leading term in the trunca- 
tion error expansion for the extrapolated value based 
on d ~', (i = 1 ..... n), gives 
d]~ . . . .  n ~ f' '(x0) 
+ (-1) n- l[6(a 2n + 2_1)/(a2 -1)][f(2n+3)(x0) 
n n 
/(2n +3)!][h t~ l  rt]2" (69) 
In the usual way we may also express d~' ..... n in the 
Lagrangian form 
n 
h3dl ' ..... n = i~1 Bi" {cl[f(x0 + rib) - f(x0 -rih)] 
+ c 2 [f(x 0 + arih )-f(x O-arih)] } (70) 
i i 
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where 2 
1 ~ rt B~" = --~-- [ ] (71) 
t= l  2 2 
ri t~ i  rt  - r i  
for i = 1 ..... n and zero otherwise, which yields the 
following error magnification factor, 
n 
h3Mn = 2([c1[ + [c2[ ) i~ l  [Bi"[. (72) 
Thus the optimum values of a and r 2 ..... r n in the 
case of symmetric approximations to third order 
derivatives are those which minimise, for each n ~ 2, 
Sn = Kn {[(a2n + 2_ l ) / (a  2_ 1)]1/2 ~ rt } 3/nh3Mn ' 
t= l  
(73) 
and as usual we choose K n to make the minimum 
value of S n unity. The results of this minimisation 
process are given in table 3c. 
The optimum values a n and 3n of a and 3when we con- 
strain r i to be in geometric progression, r i = 3 i - l ,  are 
shown in table 3d together with the corresponding 
values of Sn(3n) and Sn(38), the latter based on 
a = a 8 and 3 = 38- Comparison of these values of a n 
and 3n suggests the imposition of the additional con- 
straint a = 32, in which case f(x 0 ± rih ) =f(x 0 + ari_2h )
and so only two new function values are required when 
evaluating di" in (66) for i ) 3 instead of the four 
that would otherwise be needed. This overlap of func- 
tion values changes (70) and (72) above to 
n+2 
h3d]  "..... n = i~1 (ClB~ + c2Bi"-2)[f(x0+ 3i - lh)  
- f(x 0 - 3 i - lh ) ]  (74) 
n+2 
h3Mn= 2 Y~ [ClBi"+ c2B~'..2[, (75) 
i=1 
and an examination of the resulting minimum values 
Sn(3n) and Sn(38 ) in table 3d shows that the imposi- 
tion of this constraint is well worthwhile. 
The slightly simpler alternative of requiring a = 3 
causes f (x  0 + rih ) = f(x 0 + ar i _ lh  ), thus enabling 
d~' to be found with only two new function values 
for i ;~ 2 rather than for i ;* 3 as above, and after 
modifying the equations to 
n+l  
h3dl" ..... n= i~ l  (ClB~'+c2Bi'- l )[ f(x0+ 3 i - lh )  
- f (x  0 - 3 i - lh ) ]  (76) 
n~l  
h3Mn = 2 IClBi" + c2Bi~ll  (77) 
i=1 
we Fred that the minimum attainable values of S n and 
the resulting values of Sn(38) are as given in the last 
two columns of table 3d. Comparison with the cor- 
responding earlier columns hows that this slight 
additional computational saving is achieved at the 
expense of larger error magnification factors, and thus 
the most satisfactory approach to approximating 
f ' (x0)  using symmetric formulae of the form (66) is 
to take r i = 3 i -1 and a = 32. 
5. CONCLUS'ION 
By approximating the truncation error in the extra- 
polated approximations to the first, second and third 
derivatives of f (x) by the leading term in the Taylor 
expansion (thereby implicitly assuming appropriate 
differentiability conditions on the function), we have 
determined the sequences of collocation points which 
minimise the potential rounding error magnification 
for a given level of truncation error. We have also shown 
how the points may be chosen in such a way as to re- 
duce the computation i volved in applying Neville's 
process to a sequence of approximations to the deriva- 
tive, in particular by minimising the number of separate 
function evaluations, without significantly worsening 
the potential magnification of rounding errors in the 
function values. An algorithm utilising the results of 
this study is described in [3]. 
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TABLE la. Values of S n in the Neville array for f'(x0) based on equally-spaced points x 0 + ih, (i = 0, 1 ..... 10). 
r i Values of S n 
1 1 
2 1 
3 1 
4 1 
5 1 
6 1 
7 1 
8 1 
9 1 
10 1 
1.09 
1.41 1.27 
1.78 2.27 1.58 
2.15 3.73 3.87 2.07 
2.53 5.61 8.08 6.80 2.86 
2.91 7.92 14.70 17.41 12.14 
3.29 10.64 24.27 37.22 37.00 
3.67 13.79 37.32 70.32 90.97 
4.06 17.36 54.38 121.57 193.66 
4.13 
21.90 6.20 
77.65 39.81 9.63 
216.05 161.28 72.86 15.37 
TABLE lb. Geometric sequences for f'(x0). 
One-sided Symmetric 
n ~n Sn(/Jn) Sn(fl8)~n Sn(/~n) Sn(~8) 
2 3.00 1.00 1.10 2.62 1.00 1.23 
3 2.62 1.05 1.18 2.24 1.08 1.31 
4 2.38 1.13 1.25 2.03 1.19 1.37 
5 2.22 1.25 1.33 1.89 1.34 1.45 
6 2.11 1.39 1.43 1.79 1.52 1.57 
7 2.02 1.56 1.57 1.72 1.73 1.75 
8 1.95 1.77 1.77 1.67 1.98 1.98 
9 1.89 2.01 1.62 2.25 
10 1.84 2.29 1.58 2.56 
TABLE 2a. Optimum parameters for one-sided approximations to f"(x0). 
n a n r 2 r 3 r 4 r 5 r 6 r 7 r 8 r 9 rl0 
2 2.81 2.12 
3 2.67 2.38 3.49 
4 2.58 2.53 4.04 5.15 
5 2.51 2.62 4.40 6.00 
6 2.46 2.68 4.64 6.60 
7 2.42 2.72 4.81 7.03 
8 2.39 2.75 4.94 7.35 
9 2.36 2.77 5.03 7.60 
10 2.34 2.79 5.10 7.79 
7.11 
8.26 9.37 
9.12 10.82 
9.77 11.95 
10.27 12.84 
10.67 13.55 
11.93 
13.68 14.79 
15.09 16.84 17.95 
16.23 18.53 20.30 21.41 
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TABLE 2b. Geometric sequences for one-sided approximations to f"(x0). 
No constraints 
an ~n Sn(~n) Sn(fl8) ~n 
a=fl 
Sn(fln) Sn(fl8) fin 
a = f12 
sn(fln) Sn(fl8) 
2 2.81 2.12 1.00 1.11 2.42 1.03 1.36 
3 2.69 1.97 1.06 1.20 2.17 1.12 1.42 
4 2.62 1.87 1.17 1.29 2.01 1.26 1.50 
5 2.57 1.79 1.31 1.40 1.90 1.45 1.61 
6 2.54 1.73 1.49 1.54 1.82 1.70 1.78 
7 2.52 1.67 1.72 1.73 1.76 2.00 2.02 
8 2.51 1.63 1.99 1.99 1.70 2.37 2.37 
9 2.50 1.60 2.32 1.66 2.83 
10 2.49 1.57 2.72 1.62 3.39 
1.82 1.04 
1.80 1.09 
1.75 1.17 
1.70 1.27 
1.66 1.40 
1.62 1.57 
1.58 1.76 
1.55 2.00 
1.52 2.27 
1.14 
1.22 
1.28 
1.35 
1.44 
1.58 
1.76 
TABLE 2c. Optimum ratios for symmetric approximations to f '(x0). 
n r 2 r 3 r 4 r 5 r 6 r 7 r 8 r 9 r l0 
2 1.73 
3 1.85 2.41 
4 1.90 2.62 3.08 
5 1.93 2.73 3.35 3.73 
6 1.95 2.80 3.51 4.05 4.38 
7 1.96 2.85 3.62 4.26 4.74 5.03 
8 1.97 2.88 3.70 4.41 4.99 5.41 5.67 
9 1.98 2.90 3.76 4.52 5.17 5.70 6.08 6.31 
10 1.98 2.92 3.80 4.60 5.31 5.91 6.39 6.74 6.96 
TABLE 3a. Optimum parameters for one-sided approximations to f " (x0). 
n a n an r2 r3 r4 r5 r6 r7 r8 r9 r l0 
2 
3 
4 
5 
6 
7 
8 
9 
10 
3.36 5.57 1.77 
3.32 5.37 1.96 2.63 
3.30 5.22 2.07 3.00 3.64 
3.28 5.10 2.14 3.24 4.17 4.79 
3.27 5.02 2.19 3.41 4.55 5.48 6.09 
3.26 4.95 2.22 3.54 4.84 6.02 6.95 
3.27 4.90 2.25 3.63 5.06 6.43 7.63 
3.27 4.86 2.27 3.70 5.23 6.75 8.17 
3.26 4.82 2.29 3.76 5.36 7.01 8.61 
7.54 
8.56 9.15 
9.39 10.32 10.91 
10.07 11.30 12.23 12.82 
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TABLE 3b. Geometric sequences for one-sided approximations to f "  (x0). 
No constraints 
n an an ~n Sn(~n) 
a = l~ 3, -~ = 34 a= i~ 2, "~= 33 
Sn(~8) 3n Sn(3n) Sn(38) 3n Sn(3n) Sn(38) 
2 3.37 5.57 1.77 1.00 1.10 
3 3.35 5.42 1.69 1.07 1.19 
4 3.36 5.33 1.63 1.18 1.29 
5 3.38 5.28 1.58 1.33 1.41 
6 3.40 5.24 1.54 1.52 1.57 
7 3.43 5.23 1.51 1.77 1.78 
8 3.46 5.23 1.48 2.06 2.06 
9 3.48 5.22 1.46 2.42 
10 3.51 5.23 1.44 2.86 
1.60 1.04 1.10 1.76 1.01 1.24 
1.60 1.10 1.19 1.71 1.07 1.29 
° 
1.58 1.20 1.29 1.66 1.19 1.36 
1.56 1.34 1.41 1.61 1.35 1.47 
1.53 1.53 1.56 1.58 1.55 1.62 
1.51 1.77 1.78 1.54 1.82 1.84 
1.49 2.07 2.07 1.51 2.15 2.15 
1.47 2.44 1.49 2.55 
1.45 2.91 1.46 3.05 
TABLE 3c. Optimum parameters for symmetric approximations to f "  (x0). 
n a n r 2 r 3 r 4 r 5 r 6 r 7 r 8 r 9 rlO 
2 
3 
4 
5 
6 
7 
8 
9 
10 
2.41 1.66 
2.30 1.77 2.23 
2.23 1.82 2.41 2.78 
2.19 1.85 2.52 3.01 3.32 
2.16 1.87 2.59 3.16 3.59 3.86 
2.14 1.89 2.63 3.26 3.78 4.15 4.39 
2.12 1.89 2.66 3.34 3.91 4.37 4.71 4.92 
2.11 1.90 2.68 3.39 4.01 4.53 4.95 5.26 5.44 
2.10 1.91 2.70 3.43 4.08 4.65 5.14 5.52 5.80 5.97 
TABLE 3d. Geometric sequences for symmetric approximations to f "  (x0). 
No constraints a = 32 
n a n 3n Sn(3n) Sn(38) 3n Sn(3n) Sn(38) ~n 
a=~ 
Sn(fl n) Sn(3 8) 
2 2.41 1.66 1.00 1.20 1.60 1.01 1.31 
3 2.30 1.56 1.08 1.30 1.54 1.07 1.36 
4 2.23 1.49 1.21 1.40 1.48 1.19 1.41 
5 2.19 1.44 1.38 1.51 1.44 1.35 1.49 
6 2.16 1.40 1.60 1.66 1.40 1.54 1.62 
7 2.14 1.37 1.86 1.88 1.37 1.78 1.80 
8 2.12 1.35 2.18 2.18 1.34 2.07 2.07 
9 2.11 1.33 2.56 1.32 2.41 
10 2.10 1.31 3.01 1.30 2.81 
1.91 1.11 
1.70 1.26 
1.59 1.48 
1.51 1.75 
1.46 2.10 
1.42 2.52 
1.39 3.04 
1.36 3.67 
1.34 4.43 
1.82 
1.83 
1.89 
2.01 
2.22 
2.56 
3.04 
Journal of Computational nd Applied Mathematics, volume 6, no 3, 1980. 239 
