We extend our recently developed inversion method to extract excited state potentials from fluorescence line positions and line strengths. We consider a previous limitation of the method arising due to insufficient input data in cases where the relatively weaker emission data are not experimentally available. We develop a solution to this problem by "regenerating" these weak transition lines via applying a model potential, e.g. a Morse potential. The result of this procedure, illustrated for the Q-branch emission from the lowest three vibrational levels of the B( 1 Π) state of LiRb, is shown to have an error of 0.29 cm −1 in the classically allowed region and a global error of 5.67 cm −1 for V ≤ E(ν = 10). The robustness of this procedure is also demonstrated by considering the statistical error in the measured line intensities.
INTRODUCTION
Accurate potential energy surfaces (PES) are vital to producing meaningful results in the studies of chemical reactions and molecular dynamics. So far the most reliable source of information about PES of molecules has been quantum chemical computations, of the ab initio [1] or semi-empirical type [2, 3] . For the simplest case of a diatomic molecules, it is relatively straightforward to construct the ground state potential energy curve (PEC) using experimental data available from laser induced fluorescence (LIF). In traditional LIF measurements, a molecule in an electronically excited state fluoresces to different rovibrational levels of the electronic ground state emitting light at different frequencies (determined by the energy levels) having different intensities (determined primarily by the Franck-Condon overlap). The frequency information directly reflects the vibrational and rotational energy levels of the electronic ground state and is used to construct the ground state potential using methods such as the Rydberg-Klein-Rees (RKR) method [4] . However, the information encoded in the intensity of the lines is seldom used to extract PECs. We had previously introduced a direct procedure for the extraction ("inversion") of PEC from line strengths [5] [6] [7] assuming that data for all lines, however weak in intensity, was experimentally available. Extension of this inversion formula to multi-dimensional PES has already been performed [6] . Several similar methods have been recently proposed to directly reconstruct the time-dependent wave packets [8, 9] . In practice, however, the weak lines are often lost in the noise (we refer to a line as weak when the intensity of the line is less than 2.5% of the strongest LIF line). Moreover, the response of the photon detectors (PMT, photodiodes etc.) may not be linear over the whole range of intensities in- * XuanLi@lbl.gov troducing errors in the calibration of intensities. In this article, we overcome the limitation of our earlier proposal by regenerating some of the weak lines using a model potential and demonstrate that the information encoded in the intensity of the lines can be used to extract, with high accuracy, the potential energy curve for an excited electronic state.
We introduced in the previous reports [5] [6] [7] the ability to reconstruct the time-independent eigenstate wave functions, φ s ( R), of the target excited state by expanding this in terms of eigenstate wave functions, χ i ( R) , of the known reference potential, e.g. the ground state. To ensure the robustness and accuracy of this procedure, the completeness condition,
including a summation over contributions from all ground state levels must be satisfied [7] . However, such a requirement is not always satisfied when relatively weak transitions data, proportional to the
terms in Eq. (1), are not available due to the limited signal-to-noise ratio. The accuracy of the extracted excited potentials becomes undermined when the completeness condition is not satisfied. In this study, we aim at providing a solution to this limitation by "regenerating" these missing transition data to regain the desired accuracy of the extraction procedure. We choose the LiRb molecule for demonstrating our inversion method because of the high level of interest in ultracold polar LiRb molecules as borne out by several recent reports [10] [11] [12] . Accurate potential energy curve for the electronic ground X 1 Σ + state of the LiRb molecule is available from LIF measurements [10] and, recently, the first twenty-one vibrational levels (v=0-20) of the excited B 1 Π state were studies using Fluorescence Excitation Spectroscopy (FES) [11] . We use the full data set of the latter study [11] to construct the RKR potential up to the v=20 level, i.e. within the classically al- lowed region of the first twenty-one vibrational levels (see supplementary information for the RKR potential). We then derive the potential following the current method but using LIF from only the first three vibrational levels (v=0, 1 and 2) of the B 1 Π state. We demonstrate the success of the current method by comparing the potential we extract (using very limited experimental data) with the potential derived using the conventional RKR method (which requires a much larger data set). We find that the vibrational energy levels calculated from the derived potential are accurate within 0.29 cm −1 for v=0-2. We also show that our method can be used to determine the potential in the region for which no spectroscopic information is available provided that no local perturbations are present. For example, we show that the B 1 Π potential derived using the current method, with LIF data only from v=0-2 as input, is able to reproduce the positions of all vibrational levels up to v=10 with an accuracy of 5.7 cm −1 . Such extensions of the potential to spectroscopically unexplored regions are very useful to experimentalists and theorists alike. For example, even for the relatively simple Li 2 molecule, full spectroscopic information on the 1 3 Σ + g state is not available although it is a molecule of significant interest [13] . In the rest of the article, we first discuss the new inversion method we proposed and the extension that we make in order to make it more accurate for practical purposes, and then establish the accuracy and usefulness of the derived potential by comparing it to the well known RKR potential.
Theory: We first briefly review our inversion formula for diatomic potentials. In the diatomic case the potential is only dependent on the internuclear distance, denoted as R. Our objective is to extract an excited state potential V ex (R), assuming that we know V g (R), the ground state potential, using as input the positions and intensities of a set of emission (or absorption) spectral lines. A schematic illustration of the process is depicted in Fig. 1 for the special case of the LiRb B (
Following Ref. [5] , when the Q branch emission data are used, we write V ex (R) in atomic units (for which = 1), as
. (2) In the above, ω i,s ≡ E s − E i are the observed transition energies and d i,s are the transition-dipole matrix elements between i, the rovibrational states of the ground electronic potential, and s, the rovibrational states of the excited state potential. The transition dipole matrix elements are defined as
where f is ≡ dRχ * i (R)φ s (R). The last equality spells out the Franck Condon Approximation (FCA) [14] .
Results and discussion: In this study, we envision an experiment similar to Ref. [11] . Our particular objective in this study is to use the fluorescence data from ν = [0, 1, 2] to extract the potential in the spectra range of E(ν = 2) ≤ V B (R) ≤ E(ν = 20). In order to avoid systematic error and demonstrate the capability of the proposed method, we numerically generate the fluorescent data based on the Frank-Condon overlaps between the wave functions of the B-state [15] and the X-state [10] potentials. The numerically generated emission spectrum is shown in Fig. 2 , which contains both the |d i,s | 2 line intensities and ω i,s line positions of the B( 1 Π)→X( 1 Σ + ) band (this may be compared with the experimentally measured intensities reported in Fig. 2 of Ref. [11] ) . Here, only 7, 11, and 14 lines are used and plotted for ν = 0, 1, and 2, respectively, which are greater than 2.5% of the maximum signal to simulate the experimental condition.
One way to extract the potential beyond the classical turning points of the ν = 2 state is to model the potential as an Morse potential with parameters chosen to match the energies of the lowest three vibrational states. Three such parameters for the Morse potential are T e , D e and β, where T e is the asymptote of the potential, D e is the dissociation energy and β is a parameter dependent on the force constant. Note, the R e parameter is varied to match the line intensity profile, |d i,s | 2 in Fig. 2 . Such a Morse potential gives the correct description of the potential for V (R) ≤ E(ν = 2), shown as the green dot-dash line in Fig. 3 ; but it starts to deviate significantly from the RKR potential at higher energies, shown as the red dashed line in Fig. 3 . Such behavior is expected because the Morse potential is derived based on the line information of only the lowest three states.
An alternative way to greatly extend the extracted potential beyond the classical turning points is to use the line intensities. The line intensities depend on the FC overlap between the ground and excited state wave functions. Since the wave function of a vibrational level can extend well beyond turning points into the classically forbidden region for that particular vibrational level, the FC overlap and hence the line intensity contain information regarding this classically forbidden region. However, such useful information is reflected by the weak transitions which are usually hard to distinguish from the background noise. Hence, we propose a method to compensate for these missing data by exploiting the Morse potential deduced earlier. Once the Morse potential is deduced from the line positions, we can compute the energy eigenfunctions, i.e. the rovibrational wave functions φ s (R) corresponding to the excited state potential V ex (R), by solving the time-independent Schrödinger equation. These rovibrational wave functions can then be used to compute the Frank-Condon overlap and the relevant sign information [5] . These overlaps are used to "make up" for the missing/weak lines; the combination of the overlaps computed from using the Morse potential and those derived from the measured strong emission lines are used in Eq. (2) to yield the final form of the potential. Once the extracted potential is generated, we extrapolate the potential beyond a point where the density of the extracted wave function, i χ i (R)d i,s in Eq. (2), becomes small.
We use this method to extract the B( 1 Π) potential. The RMS errors of the inverted potentials, using the fluorescence data from ν = 0, 1, 2, are given in Table I for the V (R) < E(ν = 2), V (R) < E(ν = 5), V (R) < E(ν = 10) and V (R) < E(ν = 20) regions. The final form of the extracted potential is plotted and shown as the black solid line in Fig. 3a ; its R-dependent error compared with the RKR potential is shown in Fig. 3b . It is obvious that the extracted potential gives a very accurate description of the classical allowed region, V (R) ≤ E(ν = 2); in addition, this potential is fairly accurate in the classical forbidden region. A question of major importance is the robustness of this procedure against common experimental sources of errors such as errors in the line intensities, which are directly related to the |d i,s | 2 terms in Eq. (2) . In this study, we focus on the statistical random errors and, to address this issue,e we introduced random errors to the 30 |d i,s | 2 data in Fig. 2 and repeated the extraction of the potentials in the presence of such errors. The errors in |d i,s | 2 were generated in a random fashion of 2, 5, and 10% rms errors relative to the average |d i,s | 2 values. Note, the line intensities for the missing/weak 63 lines deduced from the Morse potential are not randomized since they are based on the line positions, which are, in general, of high accuracy. In Fig. 4 , we show the average B( 1 Π) numerical potential and its deviation from the RKR potential at different R values extracted from such data for the above magnitudes of errors. Fig. 4 demonstrates a remarkable robustness against inaccuracies in the experimental fluorescence data. The fluctuation in the magnitude of the errors in Fig. 4 as a function of the internuclear distance have been observed previously [5] . The origin of such an effect is still unknown: it has no obvious correlation with the nodal structure of the wave function. The RMS errors of the average B( 1 Π) numerical potential, using the fluorescence data from ν = 0, 1, 2, are given in Table II for the V (R) < E(ν = 2), V (R) < E(ν = 5), V (R) < E(ν = 10) and V (R) < E(ν = 20) regions. To summarize, we extend the recently developed inversion method for the accurate extraction of excited state potentials from fluorescence line positions and line strengths. We consider one of the limitation to our previous work arising when the relatively weaker emission data are not available. We develop a method to address this issue by "regenerating" these weak transition lines by first generating a model potential, e.g. a Morse potential based on the lowest few vibrational energy lines. We then numerically compute the first-order wave function to yield the Frank-Condon overlaps with those of the known ground state potential. This procedure, illustrated for the LiRb B( 1 Π)→X( 1 Σ + ) Q-branch emission from the lowest three vibrational levels, result in a 0.29 cm −1 error in the classically allowed region and a global error of 5.67 cm −1 for V ≤ E(ν = 10). We also demonstrate the robustness of this procedure by considering the statistical errors in the measured line intensities. We consider this method as an effective method to deduce accurate spectroscopic information in the previously unknown spectral region.
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