We consider the stochastic Ginzburg-Landau equation in a bounded domain. We assume the stochastic forcing acts only on high spatial frequencies. The low-lying frequencies are then only connected to this forcing through the non-linear (cubic) term of the Ginzburg-Landau equation. Under these assumptions, we show that the stochastic PDE has a unique invariant measure. The techniques of proof combine a controllability argument for the low-lying frequencies with an infinite dimensional version of the Malliavin calculus to show positivity and regularity of the invariant measure. This then implies the uniqueness of that measure.
Introduction
In this paper, we study a stochastic variant of the Ginzburg-Landau equation on a finite domain with periodic boundary conditions. The deterministic equation is Ù ¡Ù · Ù Ù ¿ , Ù´¼µ Ù´¼ ℄µ and for its counterpart in Fourier space. In the earlier literature on uniqueness of the invariant measure for stochastic differential equations, see e.g., [DPZ96] , the authors are mostly interested in systems where each of the Ù is forced by some external noise term. The main aim of our work is to study forcing by noise which acts only on the high-frequency part of Ù, namely on the Ù with £ for some finite £ ¾ N. The low-frequency amplitudes Ù with £ are then only indirectly forced through the noise, namely through the nonlinear coupling of the modes. In this respect, our approach is reminiscent of the work done on thermally driven chains in [EPR99a, EPR99b, EH00] , where the chains were only stochastically driven at the ends.
In the context of our problem, the existence of an invariant measure is a classical result for the noise we consider [DPZ96] , and the main novelty of our paper is a proof of uniqueness of that measure. To prove uniqueness we begin by proving controllability of the equations, i.e., to show that the high-frequency noise together with non-linear coupling effectively drives the low-frequency modes. Using this, we then use Malliavin calculus in infinite dimensions, to show regularity of the transition probabilities. This then implies uniqueness of the invariant measure.
We will study the system of equations The noise is supposed to act only on the high frequencies, but there we need it to be strong enough in the following way. Let where Ï´Øµ È ½ ¼ Û ´Øµ is the cylindrical Wiener process on À with the Û mutually independent real Brownian motions. 1 We define¨Ø´ µ as the solution of (1.7) with initial condition¨¼´ µ . Clearly, the conditions on É can be formulated as £ , i.e., the noise drives only the high frequencies. But we also allow any of the Õ with £ to be different from 0, which corresponds to long wavelength forcing. Furthermore, as we are allowing « to be arbitrarily large, this means that the forcing at high frequencies has an amplitude which can decay like any power. The point of this paper is to show that these conditions are sufficient to ensure the existence of a unique invariant measure for (1.7).
Theorem 1.1 The process (1.7) has a unique invariant Borel measure on À.
There are two main steps in the proof of Theorem 1.1. First, the nature of the nonlinearity implies that the modes with £ couple in such a way to those with £ as to allow controllability. Intuitively, this means that any point in phase space can be reached to arbitrary precision in any given time, by a suitable choice of the high-frequency controls.
Second, we show that a version of the Malliavin calculus can be implemented in our infinite-dimensional context. This will be the hard part of our study, and the main result of that part is a proof that the strong Feller property holds. This means that for any measurable function ³ ¾ ´Àµ, the function is continuous. 2 We show this by proving that a cutoff version of (1.7) (modifying the dynamics at large amplitudes by a parameter ±) makes È Ø ± ³ a differentiable map.
The interest in such highly degenerate stochastic PDE's is related to questions in hydrodynamics where one would ask how "energy" is transferred from high to low frequency modes, and vice versa when only some of the modes are driven. This could then shed some light on the entropy-enstrophy problem in the (driven) Navier-Stokes equation.
To end this introduction, we will try to compare the results of our paper to current work of others. These groups consider the ¾-D Navier Stokes equation without deterministic external forces, also in bounded domains. In these equations, any initial condition eventually converges to zero, as long as there is no stochastic forcing. First there is earlier work by Flandoli-Maslovski [FM95] dealing with noise whose amplitude is bounded below by . In the work of [BKL00] , the stochastic forcing acts on modes with low , and they get uniqueness of the invariant measure and analyticity, with probability 1. In the work of Kuksin and Shirikyan [KS00] the bounded noise is quite general acts on all Fourier modes, and acts at definite times with "noise-less" intervals in-between. Again, the measure is unique. It is supported by ½ functions, is mixing and has a Gibbs property. In the work of [ESM00] , uniqueness is shown for NS by forcing only 3 modes. The main difference between those results and the present paper is our control of a situation which is already unstable at the deterministic level. Thus, in this sense, it comes closer to a description of a deterministically turbulent fluid (e.g., obtained by an external force). On the other hand, in our work, we need to actually force all high spatial frequencies. Perhaps, this could be eliminated by a combination with ideas from the papers above.
Some Preliminaries on the Dynamics
Here, we summarize some facts about deterministic and stochastic GL equations from the literature which we need to get started.
We will consider the dynamics on the following space: We consider first the deterministic equation These results are well-known and in Section 8.6 we sketch where to find them in the literature.
Controllability
In this section we show the "approximate controllability" of (1.3). The control problem under consideration is
where is the control. Using Fourier series' and the hypotheses on É, we see that by choosing ¼ for £ , (3.1) can be brought to the form
with Ù ¾ À and Ø ´Øµ ¾ Ä ½´ ¼ ℄ Àµ. We will refer in the sequel to Ù £ as the low-frequency modes and to Ù £ as the high-frequency modes. We also introduce the projectors ¥ Ä and ¥ À which project onto the low (resp. high) frequency modes. Let À Ä and À À denote the ranges of ¥ Ä and ¥ À respectively.
Clearly À Ä is finite dimensional, whereas À À is a separable Hilbert space.
The main result of this section is approximate controllability in the following sense: Step 3. As mentioned before, this step really exploits the coupling between high and low frequencies. Here, we start from Ù´¾ µ at time Ø ¾ and we want to reach ¥ Ä Ù´ µ at time Ø ¿ . In fact, we will instead reach a point Ù´¿
The idea is to choose for every low frequency £ a set of three 3 high frequencies that will be used to control Ù . The generalization to arbitrary £ is left to the reader.
We are going to construct a control which, in addition to driving the low frequency part as indicated, also implies Ù ´Øµ ¼ for ¾ Á for Ø ¾ Ø ¾ Ø ¿ ℄. By the conditions on Á , the low-frequency part of (3.2) is then equal to (having chosen the controls equal to 0 for Proof of Theorem 1.1. This proof follows a well-known strategy, see e.g., [DPZ96] . First of all, there is at least one invariant measure for the process (1.7), since for a problem in a finite domain, the semigroup Ø Ø is compact, and therefore [DPZ96, Thus, at high amplitudes, the nonlinearity is truncated to 0 and the stochastic forcing extends to all degrees of freedom.
Instead of (1.7) we then consider the modified problem 
Regularity of the Cutoff Process
In this section, we start the proof of Theorem 4.3. If the cutoff problem were finite dimensional, a result like Theorem 4.3 could be derived easily using, e.g., the works of Hörmander [Hör67, Hör85] or Norris [Nor86] . In the present infinite-dimensional context we need to modify the corresponding techniques, but the general idea retained is Norris'. The main idea will be to treat the (infinite number of) high-frequency modes by a method which is an extension of [DPZ96, Cer99] , while the low-frequency part is handled by a variant of the Malliavin calculus adapted from [Nor86] . It is at the juncture of these two techniques that we need a cutoff in the nonlinearity.
Splitting and Interpolation Spaces
Throughout the remainder of this paper, we will again denote by À Ä and À À the spaces corresponding to the low (resp. high)-frequency parts. We slightly change the meaning of "low-frequency" by including in the low-frequency part all those frequencies that are driven by the noise which are in Á as defined above. More precisely, the lowfrequency part is now Ä ½ , where Ä max ¾ Á · ½. The important fact is that -À Ä is finite dimensional and -for every unforced frequency , there exist three different forced frequencies ½ ¾ ¿ in the low-frequency part for which ½ · ¾ · ¿ , and, as explained above, none of these frequencies is in the triplet for another . Since ½ ¡ is diagonal with respect to this splitting, we can define its low (resp. high)-frequency parts Ä and À as operators on À Ä and À À . From now on, Ä will always denote the dimension of À Ä , which will therefore be identified with R Ä . 5 We also allow ourselves to switch freely between equivalent norms on R Ä , when deriving the various bounds.
In the sequel, we will always use the notations Ä and À to denote the derivatives with respect to À Ä (resp. À À ) of a differentiable function defined on À. The words "derivative" and "differentiable" will always be understood in the strong sense, i.e., if Note that in usual conventions, À would be the Sobolev space of index ¾ · ½. Our motivation for using non-standard notation comes from the fact that our basic space is that with one derivative, which we call À, and that measures additional smoothness in terms of powers of the generator of the linear part.
Proof of Theorem 4.3
The proof of Theorem 4.3 is based on Proposition 5.1 and Proposition 5.2 which we now state. 
The choice of Ä above is dictated by the desire to obtain a dimension equal to Ä and not Ä · ½. 
holds for every Ì ¼.
(E) For every ¾ À with «, we have the small-time estimate 
Proof of Theorem 4.3. We first prove the bound for the case ³ ¾ ¾ ´Àµ. Let ¾ À.
Using the definition (1.9) of È Ø ± ³ and the Markov property of the flow we write
Bounding the first square root by Proposition 5.2 and then applying Proposition 5.1, we get a bound 
Smoothing Properties of the Transition Semigroup
In this subsection we prove the smoothing bound Proposition 5.2. Thus, we will no longer be interested in smoothing in position space as shown in Proposition 5.1 but in smoothing properties of the transition semigroup associated to (4.2).
Important remark. In this section and up to Section 8.6 we always tacitly assume that we are considering the cutoff equation (4.2) and we will omit the index ±.
Thus, we will write Eq.(4.2) as
The solution of (5.3) generates a semigroup on the space ´Àµ of bounded Borel
Our goal will be to show that the mixing properties of the nonlinearity are strong enough to make È Ø ³ differentiable, even if ³ is only measurable.
We will need a separate treatment of the high and low frequencies, and so we reformulate (5.3) as
where À Ä and À À are defined in Section 5.1 and the cutoff version of É was defined in (4.1). Note that É À ¨Ø´ µ ¡ is independent of and Ø by construction, which is why we can use É À in (5.4b).
The proof of Proposition 5.2 is based on the following two results dealing with the low-frequency part and the cross-terms between low and high frequencies, respectively. 
These bounds are independent of ¾ À.
Remark 5.5 In the absence of the cutoff ± one can prove inequalities like (5.5), but with an additional factor of´½ · ¾ µ Ô on the right. This is not good enough for our strategy and is the reason for introducing a cutoff.
The proof of Proposition 5.3 will be given in Section 6 and the proof of Lemma 5.4 will be given in Section 8.5.
Proof of Proposition 5.2. The proof will be performed in the spirit of [DPZ96] and [Cer99] , using a modified version of the Bismut-Elworthy formula. Take a function ³ ¾ ¾ ´Àµ. We consider É Ä and É À as acting on and into À Ä and À À respectively.
It is possible to write as a consequence of Itô's formula: leads to
For the low-frequency part, we use the equality
We introduce the Banach spaces Ì £ £ of measurable functions 
For the low-frequency part, we use Proposition 5.3, Eqs.(5.5a) and (5.9), and the prop- 
Malliavin Calculus
To prove Proposition 5.3 we will apply a modification of Norris' version of the Malliavin calculus. This modification takes into account some new features which are necessary due to our splitting of the problem in high and low frequencies (which in turn was done to deal with the infinite dimensional nature of the problem).
Consider first the deterministic PDE for a flow:
This is really an abstract reformulation for the flow defined by the GL equation, and belongs to a space À, which for our problem is a suitable Sobolev space. The linear operator is chosen as ½ ¡, while the non-linear term corresponds to ¾Ù Ù ¿ in the GL equation. Below, we will work with approximations to the GL equation, and all we need to know is that À À is the generator of a strongly continuous semigroup, and will be seen to be bounded with bounded derivatives.
For each fixed ¾ À we consider the following stochastic variant of (6.1): We will need a finite number Ä of directional derivatives, and so we introduce some more general notation. We combine Ä vectors Ú as used above into a matrix called Ú which is an element of ª ¢ ¼ ½µ Ï Ä . We identify Ï Ä with Ä´R Ä Ïµ. Note that we now allow Ú to depend on ª, and to make things work, we require Ú to be a predictable stochastic process, i.e., Ú Ø only depends on the noise before time Ø. The stochastic process Ø Ú ¾ À Ä (corresponding to Ú © Ø ) is then defined as the solution of the equation
which has to hold for all ¾ R Ä .
Having given the detailed definition of Ø Ú , we will denote it henceforth by the more suggestive Ø Ú´ µ Ú © Ø´ µ , to make clear that it is a directional derivative. We use the notation Ú to distinguish this derivative from the derivative with respect to the initial condition . It is easy to see that these conditions imply the hypotheses of Theorem 8.9 for the problems (6.2) and (6.3). Therefore Ø Ú is a well-defined strongly Markovian stochastic process.
With these notations one has the well-known Bismut integration by parts formula [Nor86] . 
where ¡ ¡ is the scalar product of Ï. Proof. The finite dimensional case is stated (with slightly different assumptions on ) in [Nor86] . The extension to the infinite-dimensional setting can be done without major difficulty. By A1-A2 and Theorem 8.9, we ensure that all the expressions appearing in the proof and the statement are well-defined. By A2, we can use Itô's formula to ensure the validity of the assumptions for the infinite-dimensional version of Girsanov's theorem [DPZ96] .
The Construction of Ú
In order to use Proposition 6.1 we will construct Ú ´Ú Ä Ú À µ in such a way that the high-frequency part of Ú¨Ø ´ Ú¨Ø Ä Ú¨Ø À µ vanishes. This construction is new and will be explained in detail in this subsection.
Notation. The equations which follow are quite involved. To keep the notation at a reasonable level without sacrificing precision we will adopt the following conventions: 
The last term in the definition of Î Ø Ä will be written as
where É Ä is the Ø column of the matrix É Ä . For small times, the process Í Ø Ä is an approximation to the partial Jacobian Ä¨Ø Ä , and Î Ø Ä is an approximation to its inverse. We first make sure that the objects in (6.5) are well-defined. The following lemma summarizes the properties of Í Ä and Î Ä which we need later. Since we are constructing a solution of (6.7) whose high-frequency part is going to vanish, we consider instead the simpler equation for Ý Ø ¾ Ä´À Ä À Ä µ: 
The Partial Malliavin Matrix
In this section, we estimate the partial Malliavin matrix Ø Ä from below. We fix some time Ø ¼ and denote by Ë Ä the unit sphere in R Ä . Our bound is The proof of Theorem 7.3 is largely inspired from [Nor86, Sect. 4], but we need some new features to deal with the infinite dimensional high-frequency part. This will take up the next three subsections.
Our proof needs a modification of the Lie brackets considered when we study the Hörmander condition. We explain first these identities in a finite dimensional setting.
Finite Dimensional Case
Assume in this subsection that both À Ä and À À are finite dimensional.
The operator É maps À to Ä´Ï Àµ, where Ï should be thought of as the subspace of À which is actually driven by the noise. We assume it is spanned by the first Ï basis vectors of À. We denote by É À À the 
The following definition is useful. Let À À and À À Ä be two functions with continuous bounded derivatives. We define the projected Lie bracket
There is a slight ambiguity of notation here, since É really means É ± which is not the same as É ± .
By Itô's formula, we have therefore the following equation for the product Î Ø Ä Ã Ø : 
Infinite Dimensional Case
In this case, some additional care is needed when we transcribe (7.1). The problem is that the stochastic flow¨Ø solves (5.4) in the mild sense but not in the strong sense. Nevertheless, this technical difficulty will be circumvented by choosing the initial condition in À « . We have indeed by Proposition 5.1 (A) that if the initial condition is in À with ¾ ½ «℄, then the solution of (5 .4) Proof. Itô's formula.
The Restricted Hörmander Condition
The condition for having appropriate mixing properties is the following Hörmander-like condition. We now construct the set Ã for our problem. We define the operator
This is a well-defined operation since É is Hilbert-Schmidt and É is finite rank and we can write
with Ö a finite sum of bounded terms. In particular, the expression (7.4) does not depend on Ù. If instead of Ù ¿ we take a lower power, the triple commutator will vanish.
The basic idea has to be slightly modified because of the cutoff ±. First of all, the constant Ê in the definition of the Hörmander condition is set to Ê ± ¾. Consider first the case where Ü ± ¾. In that case we see from (4.1) that the É ± , viewed as vector fields, are of the form
Since these vectors span a basis of À Ä the inequality (7.3) follows in this case (already by choosing only Ã ¾ Ã ¼ ).
Consider next the more delicate case when Ü ± ¾.
Lemma 7.9 For all Ü ¿± one has for ½ ¾ ¿ Á the identity Thus, (7.4) yields the leading term of (7.5). The two remaining terms will contribute to Ö ±´Ü µ. We just discuss the first one. We have, using (4.1),
This gives clearly a bound of order ± ½ for this Lie bracket, and the further ones are handled in the same way.
We continue the proof of Theorem 7.8. When £ , we consider the elements of Ã ¿ . They are of the form We also denote by ´Áµ a ball of (small) radius Ç´½ Äµ centered at the identity in the space of all Ä ¢ Ä matrices. (Recall that Ä is the dimension of À Ä , and that Ã ¾ Ã maps to À Ä .) We then have a bound of the type
This is a consequence of the fact that ÉÉ £ is trace class and thus the sum converges and its principal term is equal to
The last inequality follows from Remark 7.7. The other terms form a finite sum containing derivatives of the É and are bounded in a similar way.
We have furthermore bounds of the type
where ½. Let Ë Ä be the unit sphere in À Ä . By the assumptions on Ã and the choice of ´Áµ we see that:
with AE the constant appearing in (7.3).
Next, we define a stopping time by
Ø Ì as chosen in the statement of Theorem 7.3
It follows easily from Proposition 5.1 (E) that the probability of ½ being small (meaning that in the sequel we will always assume ½) can be bounded by
with Ô independent of Ü. Similarly, using Lemma 6.3, we see that
Observing that P´Ø µ Ø Ô Ô and combining this with the two estimates, we get for every Ô ½: the point is that then we can find another for which the inequality holds.
By a straightforward argument, given in detail in [Nor86, p. 127], one concludes that (C) implies Theorem 7.3.
It thus only remains to show that (B) implies (C). We follow closely Norris and choose a Ã ¾ Ã such that (B) holds. If Ã happens to be in Ã ¼ then it is equal to a É , and thus we already have (C). Otherwise, assume Ã ¾ Ã with ½. Then we use a Martingale inequality. 
Proof. The proof is given in [Nor86] , but without the explicit dependence on ¼ . If we follow his proof carefully we get an estimate of the type We apply this inequality as follows: Define, for Ã ¼ ¾ Ã, 
Since the second integral above is always larger than 
Estimates on the Low-Frequency Derivatives (Proof of Proposition 5.3)
Having proven the crucial bound Theorem 7.1 on the reduced Malliavin matrix, we can now proceed to prove Proposition 5.3, i.e., the smoothing properties of the dynamics in the low-frequency part. For convenience, we restate it here. 
This expression will be written in the short form where summation over is implicit. We now apply the integration by parts formula in the form of Proposition 6.1. This gives the identity
Substituting (7.9), we find
The summation over the index is implicit in every term. We now choose and sum over the index . The left-hand side is then equal to
which is precisely the expression we want to bound. The right-hand side can be bounded in terms of ³ Ä ½ and of E ´ Ú¨Ø Ä µ ¡ (at worst). The other factors are all given by components of Ú © Ø and can therefore be bounded by means of Theorem 8.9. Therefore, (7.8) follows. The proof of Proposition 7.12 is complete.
Existence Theorems
In this section, we prove existence theorems for several PDE's and SDE's, in particular we prove Proposition 5.1 and Lemma 5.4. Much of the material here relies on wellknown techniques, but we include the details for completeness.
We consider again the problem À . We will show that, after some time, the solution lies in some smaller Hilbert space.
Note that we are working here with the cutoff equations, but we omit the index ±.
We will of course require that all stochastic processes are predictable. This means that if we write Ä Ô´ª µ, with some Banach space of functions of the interval ¼ Ì ℄, we really mean that the only functions we consider are those that are measurable with respect to the predictable -field when considered as functions over ª ¢ ¼ Ì ℄.
We first state precisely what is known about the ingredients of (8.1). 
Proof. Choose an element Ý ¾ Ä Ô´ª À Ì µ. In the sequel, we will consider Ý as a function over ¼ Ì ℄ ¢ ª and we will not write explicitly the dependence on ª.
In order to get bounds on , we use the factorization formula and the Young inequality. Choose ¾´½ Ô ½ µ. 
This lemma, the Young inequality applied to (8.7), and P4 above imply
provided ½ . We choose ½ ½ (which thus imposes the condition Ô ½ ), and we find
Thus, we have shown (8.6) for Ô ½ . Since we are working in a probability space the case of Ô ½ follows. This completes the proof of Proposition 8.4.
A Deterministic Problem
The next step in our study of (8. 
Stochastic Differential Equations in Hilbert Spaces
Before we can start with the final steps of the proof of Proof. The proof of this theorem for the case Å Ø ¼ can be found in [DPZ96] . The same proof carries through for the case of non-vanishing Å Ø satisfying C4.
Bounds on the Cutoff Dynamics (Proof of Proposition 5.1)
With the tools from stochastic analysis in place, we can now prove Proposition 5.1. We start with the Proof of (A). In this case we identify the equation (8.17) with (4.2) and apply Theorem 8.9. The condition C1 of Theorem 8.9 is obviously true, and the condition C3 is redundant in this case. The condition C2 is satisfied because and É of (8.17) satisfy P2-P4. Therefore, (8.18) holds and hence we have shown (5.1a) for the case of ¼. 
