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ABSTRACT
Abstract—Pneumonia is a life-threatening respiratory disease caused by bacterial infection. The
goal of this study is to develop an algorithm using Convolutional Neural Networks (CNNs) to
detect visual signals for pneumonia in medical images and make a diagnosis. Although
Pneumonia is prevalent, detection and diagnosis are challenging. The deep learning network
AlexNet was utilized through transfer learning. A dataset consisting of 11,318 images was used
for training, and a preliminary diagnosis accuracy of 72% was achieved.
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II. INTRODUCTION
Exploring the automated diagnosis of pneumonia through deep learning is an extremely
important issue to examine due to a variety of reasons. Pneumococcal pneumonia is a
form of the pneumococcal disease. This particular variety is most common in adults [1].
Even though pneumonia is common in adults, it remains the leading infectious cause of
death among children under the age of five according to UNICEF. Statistically, 2,400
children die from this disease every day. In 2016, around 880,000 children died with
most of the victims being less than two years of age [2]. In the United States alone,
pneumonia accounted for 50,000 deaths in 2015; it continues to be listed in the top 10
causes of death in the country [3]. In addition, this disease is responsible for over 500,000
visits to emergency departments every year [4]. Though prevalent, pneumonia remains
difficult to diagnose. According to the American Lung Association, pneumonia can be
diagnosed in a variety of ways including using a blood test to check white blood cell
count, Arterial blood gases test, Sputum tests, pleural fluid culture, pulse oximetry, and
bronchoscopy [5]. Despite there being many methods available, a chest radiograph
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remains a primary method used for diagnosis. Although this technique is commonly used,
it is challenging to diagnose based upon these images. Highly trained specialists are
needed to review the chest radiographs creating a large amount of work for them. To
further complicate the matter, reading these images is problematic because pneumonia is
usually manifested through an area or areas of increased opacity [6]. This opacity is the
result of a decrease in the ratio of gas to soft tissue (blood, lung parenchyma, and stroma)
in the lung. When reviewing an area of increased attenuation (opacification) on a chest
radiograph or CT, it is vital to determine where the opacification occurs [7]. The
diagnosis is complicated because of other conditions such as fluid overload (pulmonary
edema), bleeding, volume loss (atelectasis or collapse), lung cancer, post-radiation
changes, or surgical changes. Other factors such as positioning of the patient and depth of
inspiration can alter the appearance of the radiograph. All these factors contribute to
making the images very challenging to interpret. A physical representation of these
challenges can be seen in figures provided. Figures 1 and 2 provides an example of a
healthy patient radiograph and a pneumonia positive radiograph, respectively. These two
images show the lack of visual differences between the two classes.

Figure 1: Pneumonia Negative

Figure 2: Pneumonia Positive
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III. RELATED WORK
Though the fields of Pneumonia research and machine learning are highly developed
individually, a much more limited amount of work is available on the application of
machine learning to Pneumonia diagnosis. Deep learning algorithm research has
progressed rapidly. In congruence, the diagnosis of pneumonia in the medical field is a
widely known discipline. The combination of these two areas is novel. Research has been
done in applying image processing techniques for identification. Sharma et al.
investigated an approach that would assist in automating diagnostics [8]. Indigenous
algorithms were developed for cropping and extracting the lung region from the images.
Otsu thresholding was used to segregate the healthy part of the lung from the pneumonia
infected cloudy region. In [9], a system detection method was proposed utilizing cellular
neural networks. The simulation results show exceptional performance based on the
difference grayscale color and segmentation between the normal area and lung region
area.
IV. THEORY
Image classification is an important part of machine learning. This has led to a variety of
developments in networks designed for image classification. These networks mostly
utilize the backpropagation algorithm which was first proposed by Bryson and Yu-Chi
[13]. In this research work, a subset of machine learning called deep learning networks
were used. Deep learning mainly involves huge neural networks. There are a few
commonly used deep learning architectures such as AlexNet, GoogleNet, and ResNet.
AlexNet is the deep learning network chosen to be used which is a direct product of [12].
AlexNet was created as a deep convolutional neural network to classify over 1000
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different classes. This network consists of 650,000 neurons and 60 million parameters
which represent five convolutional layers, some of which are followed by max-pooling
layers, and three fully-connected layers with a final 1000-way softmax [12]. This network
proved to be state-of-the-art and has been used widely since its inception. The structure
of AlexNet is shown in Figure 3.

Figure 3: AlexNet Structure [12]
Structurally the first convolutional layer takes an input image of 227×227×3 with 96
kernels sized at 11×11×3 having a stride of 4 pixels. The output of this layer becomes the
input of the second convolutional layer. This layer filters the data with 256 kernels each
having a size of 5×5×48. This is transmitted to the third layer which utilizes 384 kernels
sized at 3×3×256. The fourth layer has the same number of kernels as the third, but the
size is 3×3×192. The final layer has 256 kernels at the same size as the fourth. Instead of
using a standard model for the neurons output—represented by f(x) = tanh(x),
Krizhevsky used a non-saturating nonlinearity represented as f(x) = max(0, x). Using this
method, the neurons with this non-linearity are referred to as Rectified Linear Units
(ReLUs). This system allowed the network to train several times faster than the
equivalent models using tanh units. A graph from [12] is provided in Figure 4 to offer a
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visual representation of the training error rate vs. the number of epochs. The solid line
represents a network using ReLU’s while the dashed line equates to a network using tanh
neurons.

Figure 4: Training Error vs. Epochs
Another property of ReLUs is that they do not require input normalization to prevent
them from becoming saturated.

V. PROPOSED METHOD
The proposed solution to the problem opened in the introduction was to train a deep
learning network with the ability to recognize symptoms of pneumonia. Through this,
pre-screening or even automated diagnosis will be made available. Deep learning was the
computational model that was used. This model discovers “intricate structure in large
datasets by using the backpropagation algorithm to indicate how a machine should
change its internal parameters that are used to compute the representation in each layer
from the representation in the previous layer.” [10]. The specific platform used was a
subset of Matlab. Recently, MatConvNet was developed as a toolbox for implementing
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Convolutional Neural Networks (CNNs) for computer vision applications. As with most
similar applications, this platform allows computations on a system’s Graphics
Processing Unit (GPU) for faster processing. A primary reason for choosing this
application is that it is well supported in the Matlab environment. By using this powerful
platform, we will be able to implement a pre-trained deep learning network to this field in
a way that has not been attempted in prior research.

Training Data Utilized
The dataset utilized to train this network was obtained through the Radiological Society
of North America (RSNA) Pneumonia Detection Challenge. This society worked in
congruence with US National Institutes of Health, The Society of Thoracic Radiology,
and MD.ai. These organizations were able to develop a large dataset of annotated images.
The competition utilized a subset of chest radiographs released by the National Institutes
of Health Clinical Center. In total, the training set available included over twenty-five
thousand images. Each of these included a tag specifying either a positive or negative
diagnosis for Pneumonia. The files in question were stored in Digital Imaging and
Communications in Medicine (DICOM) format which is the standard image file format
used by radiological hardware devices [11]. This type of image is utilized worldwide for
storing and transmitting medical images since this is not a common file format.

Deep Learning Model
Two options were considered to apply deep learning to this project. The first option was
to go through the training process of a new deep neural network. Although this method
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could be pursued, large amounts of data and training time were required. The second
option was to fine-tune a pre-trained model using transfer learning. In this study, transfer
learning was used. Therefore, a pre-trained deep convolutional neural network was
employed. The CNN utilized was AlexNet. As training is computation-intensive, a
graphics card was used to reduce the training time. This specific network was initially
trained to identify one thousand different classes. This being the case, the network was
manipulated by performing net surgery. The last three layers were removed and replaced
by a new fully-connected layer specifically for classifying two categories. A Softmax
layer also added thereby applying the Softmax function to the input. Finally, the
remaining layers were standard classification layers. The layers graphed in can be seen
in Figure 5.

Figure 5: Last Three Layers after Net Surgery
Next, the learning rates of the newly added layers were altered. These learning rates were
boosted while keeping the original layers nearly the same. The structure of AlexNet prior
to net surgery is shown in Figure 3.

Input Data
Since the images were made available in DICOM format, it was decided that we would
continue to process the data in this format. This was done by creating a customized
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datastore function. For initial training purposes, each positive/negative label was counted
to ascertain which group was the smallest. This group happened to be pneumonia
positive. This class was tabulated to contain 5659 images. The negative pneumonia set
was trimmed to obtain an equal number of each. Once this was accomplished, the entire
set of images was divided into two separate groups. One group was the training dataset
utilizing 70% of the images, and the remaining 30% of images were stored as validation
data.

Executing Program
Once all the information was loaded into the program and the data manipulated
appropriately the system could be run. The batch size was set to 128 images. The number
of epochs was set to twenty, an epoch being the entire dataset being passed
forward/backward through the network once. Since the total number of training images
was 7,922, it took approximately 62 iterations to complete one epoch. Different networks
were trained with variations in the amount of time needed to produce a working network.
On average, the training took slightly over two hours. Provided in Figure 6 is an example
of the training process.
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Figure 6: Net Training Process

VI. RESULTS
Different training sessions were run with mixed results. Using a separate validation set
the network was able to achieve an initial accuracy of 72%. This is significant because
the images used for validation were different from the training images. This gives an
accurate representation of how the network would function in real-world applications.
Although this was lower than expected, it provides a good baseline for future research.
Provided in Figure 7 is the confusion matrix for the network run on randomly selected
images from the training set.
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Figure 7: Confusion Matrix

Identification Insight
After receiving the results, a script was developed to run through all the images in the
validation set. This code would then identify which images were misclassified and
display them in a visual format. From this, we were able to gain significant insight into
how the network classified images. The misclassified images consisted of several outliers
that revealed three common causes of misidentification. The images usually were lower
quality with regard to clarity, were taken at a wrong angle, or contained a medical device
such as a pacemaker. Figures 8, 9 and 10 provide examples of these respectively.

Figure 8: Misidentified Image (Low Quality)
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Figure 9: Misidentified Image (Irregular Device)

Figure 10: Misidentified Image (Bad Angle)
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Proposed Solutions
One straightforward approach to increasing the accuracy will be to review and manually
remove all images that are irregular or low quality. The reason we do not plan on
utilizing this approach is that we desire the network to be utilized in the real world. This
solution would only mask the issue. The other approach will be to increase our dataset to
allow the network to train itself to identify irregularities and still be able to classify the
image. It is also planned to apply some form of pre-processing to improve the quality of
low-resolution scans.

VII. CONCLUSION
In conclusion, a model was developed that utilizes the deep learning functions of
convolutional neural networks to detect visual signals for pneumonia in medical images
and make a diagnosis. Potential pitfalls have been identified in the process that will allow
for the streamlining of the process as the research moves forward. This research also
provides insight into the testing difficulties associated with large datasets of radiograph
images. Most research in this field has focused on small, controlled datasets. With these
datasets, irregular features may not have been much of an issue. But as the size of the
dataset increases, so does the number of irregular images. Although this is a potential
difficulty, it is desired because a model utilized by the medical industry needs to be able
to consider all forms of radiographs. Even if these types of images are imputed, the
model still needs to function at a high level.
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