In this paper we design a fast fabric defect detection framework (Fast-DDF) based on gray histogram back-projection, which adopts end to end multi-convoluted network model to realize defect classification. First, the back-projection image is established through the gray histogram on fabric image, and the closing operation and adaptive threshold segmentation method are performed to screen the impurity information and extract the defect regions. Then, the defect images segmented by the Fast-DDF are marked and normalized into the multi-layer convolutional neural network for training. Finally, in order to solve the problem of difficult adjustment of network model parameters and long training time, some strategies such as batch normalization of samples and network fine tuning are proposed. The experimental results on the TILDA database show that our method can deal with various defect types of textile fabrics. The average detection accuracy with a higher rate of 96.12% in the database of five different defects, and the single image detection speed only needs 0.72s. key words: back-projection, gray histogram, fabric detection, multi-layer convolutional neural network Guodong Sun is a professor in the School of Mechanical Engineering at the Hubei University of Technology. He received his BS degree in energy and power engineering and his PhD degree in mechanical and electronic engineering from Huazhong University of Science and Technology in 2002 and 2008, respectively. His current research interests include machine vision and imaging processing.
Introduction
In the textile industry, the presence of defects on the fabric reduces the value of the product, and the loss is as high as 45%-65% [1] . Therefore, the most important way to increase production efficiency and reduce production costs is to ensure the quality of fabric. However, for a long time, the detection of fabric defects has been done manually. There are many shortcomings, such as the low efficiency and high labour cost, and the human visual system can only identify about 50%-70% of textile fabrics [2] . Therefore, it is necessary to design an automatic detection method for fabric defects to reduce labour costs and improve fabric production efficiency. Currently, the textile industry divides fabric defects into more than 70 different categories [3] . Most of these defects are composed of holes, broken weft, oil spot, broken warp and breaking.
At present, the methods of fabric texture feature extraction are mainly divided into statistical methods, spectral methods and model methods [1] . Statistical methods mainly include gray level co-occurrence matrix (GLCM) [4] , [5] , fractal dimension [6] , morphology [7] and Local binary pattern (LBP) [8] .
Spectral methods include Fourier Manuscript transform [9] , Gabor filter [10] , [11] and wavelet transform [12] . Model methods include autoregressive models and Markov fields [13] . On the other hand, some researchers use machine learning algorithms to incorporate defect classification into defect detection, making these algorithms more efficient. Zhang [14] optimizes neural network parameters by genetic algorithm and used Elman network model to classify fabric defects, which has better effect on different defect classification. Salem [2] compared several feature extraction methods and combined with support vector machine (SVM) to obtain better classification results, but such algorithm has low accuracy for different types of defects.
Although the above methods have some effects, their computational efficiency is not high. Back-projection is a method suitable for periodically detecting fabric defects in fabric textures. Swain et al. [15] first proposed a backprojection of color histogram based on target positioning. And a large number of subsequent researches also focused on the back-projection of color histogram [16] - [19] . Color histogram back-projection is mainly used for the detection and tracking of targets in complex backgrounds. It is necessary to know the color or region information of the target in advance. However, the fabric objects studied in this paper are mainly grey fabric, and there are many kinds of grey fabric defects. It is impossible to know what defects will occur before the detection, and there is no suitable color information, so the exact information of the defect cannot be provided. Therefore, we proposed a method based on gray histogram back-projection for fabric defect segmentation.
On the other hand, after AlexNet [20] was successful in image recognition tasks, some deep learning methods similar to convolutional neural networks (CNN), have set off a research boom in many computer vision tasks. Mei et al. [21] train multiple convolutional denoising autoencoder networks with randomly sampled image blocks from defect-free samples, and finally predict the defects by synthesizing multiple pyramid layers. However, in these visual recognition task, most researchers use a network detection model from coarse to fine. For example, Sun et al. [22] proposed a system for recognizing typical faults based on CNN, which can solve the problem of low quality images. The fault inspection system includes two complex models based on CNN, which are used for target region detection and faults recognition respectively, but their versatility and efficiency are not high. For an object detection tasks, Copyright c 2019 The Institute of Electronics, Information and Communication Engineers Fig. 1 Fast-DDF for multi-layer convolutional neural network based on gray histogram back-projection region-based CNN (R-CNN) detection methods [23] such as Faster R-CNN [24] and the region-based fully convolutional networks (R-FCN) [25] are now main examples with increasingly better accuracy. However, the fabric image usually has a large size, and the defect only accounts for a small part of the whole image. If CNN is used for defect segmentation, it will take a lot of time.
As shown in Fig. 1 , inspired by faster R-CNN, we design a fast fabric defect detection framework (Fast-DDF) for multi-layer CNN based on gray histogram back-projection. It consists of defect segmentation and defect classification. Defect segmentation is realized by a Fast-DDF based on gray histogram back projection. Since the gray histogram back-projection algorithm has the advantage of removing texture background information, we combine Adaptive threshold segmentation method to quickly extract fabric image defect region. Defect classification is achieved by designing an end-to-end multi-convolution network structure. We use sample batch normalization (BN) [26] and network finetuning strategies to improve network training efficiency.
The remainder of this paper is organized as follows. Section 2 presents the principles of the proposed fast fault detection framework. Section 3 introduces the construction of a multi-layer CNN. The databases, experimental results and analysis are shown in Sect. 4. We end this paper with the conclusion in Sect. 5.
Fast-DDF Based on Gray Histogram Back-Projection

Fast-DDF Process
The procedure of fabric defect detection is showed in Fig. 2 . First, we calculate the gray histogram back-projection of the image, and then further remove the interference points in the back projection image by morphological processing. Further, the binarization processing and the defect connected operation are performed to obtain a complete defect region. Finally, locate the defect location in the original image.
Gray Histogram Back-Projection
The histogram back-projection based on pixels is to calculate the feature histogram of each pixel within the input image firstly, and then the character eigenvalue of each pixel in input image should be replaced by the specific bin value to which the eigenvalue is corresponding in the histogram, and finally the back-projection image is obtained by the normalized result image. For example, in gray level images, the greater the number of the pixels with specific gray value is in the whole gray images, the greater its value is in the histogram, and the greater its corresponding value is in backprojection. Conversely, the smaller the region occupied by a certain gray value, the smaller its new value by backprojection is. The back-projection based on the gray histogram is shown as follows:
The bp(i, j) is pixel value of back-projection in point (i, j). The b(i, j) represents a bin of histogram to which the pixel at the point (i, j) corresponds. Histogram generally has n bins.
The q m is value of the m-th bin in histogram. The max(q m ) means the max value of them.
In addition, because of the characteristics of fabric texture, the gray values of the defective pixels and nondefective pixels in the back projection are close to each other, which is difficult to distinguish. In order to detect defects more effectively, the calculation equation of backprojection can be changed as follows:
After calculating image histogram, if the number of pixels corresponding to the gray value is less than 255, the number of pixels is taken as the gray value of these pixels. If the number of pixels corresponding to the gray value is greater than or equal to 255, the gray value of these pixels is set to 255. In this way, most of the non-defective pixels can be filtered out, and then back-projection of the rest pixels will be more targeted.
As shown in Fig. 3 , the original, binarization and backprojection images are shown from left to right. The experimental results show that the pixel values in the fabric images have different levels from high to low, and gray values of pixels belonging to defects are also different, simple binarization processing may not separate defects out. However, the image will well retain defective regions after backprojection and eliminate non-defective regions through morphological processing. Regardless of directions of the fabric texture, back-projection has a great effect for shielding fabric texture. Compared with Gabor transform which need to determine directions of the texture or Gabor nucleus of multiple dimensions and scales, back-projection is practical and can greatly reduce the complexity. 
Parameter Selection for Back-Projection
When calculating the histogram of gray image of the fabric, the size of the histogram, that is, the number m of bins, has a certain influence on the back-projection image. Since there are 256 gray levels in the gray image, when m is equal to 16, each bin occupies 16 gray levels. If m is equal to 256, each gray level corresponds to one bin. Taking the fabric image with hole defects as an example, when m is equal to 8, 16, 32, 64, 128 and 256, the corresponding back-projection and final processing effect of the hole defects image are shown in Fig. 4 .
From Fig. 4 (a) , it can be seen that the average gray value of the region near the defect is significantly lower than other regions. With the increasing of m, impurities in backprojection will gradually aggrandize. But if m is too small, it can be seen from Fig. 4 (b) that regions of detected defects will shrink. So it is not conducive to help us find complete defect region.
In order to select the range of m reasonably. The probability of defects which may be detected in the backprojection image is denoted as A, and the possessive probability of defects in the back-projection image is denoted as B. The number of pixels belonging to hole defects in Fig. 3 (b) is Q. The amount of the pixels which are detected and belong to hole defects in Fig. 3 (b) , is recorded as C. The amount of the pixels, whose corresponding number is less than 255 in the gray histogram of Fig. 3 (a) , is recorded as P. The calculation formulas of A and B are as follows:
As shown in Fig. 5 , A and B in the hole defect image with m ranging from 8 to 256 are counted. With the increase of m, A and B is fluctuant in local part due to uneven gray distribution of defects, but overall A increases and B decreases gradually. The greater A and B are, the better effect of defect detection is. But the tendency of A and B is opposite, so it is necessary to find a balance point. Smaller A or B is not desirable, so we performed experiments on multiple sets of images for each defect, and finally found that m has the best range from 56 to 104. Along with the change of defect types and light, it will change a little but does not deviate too far. However, it is impractical to Table 1 Speed of different binarization methods for fabric defect images manually select a different m for each image during fabric defects detection. Therefore, we can verify and select the empirical value first. As long as the value of m is feasible within the effective interval, m is set as 80 in this paper.
Morphology Processing
The morphology processing after back-projection is very important to avoid the interference of impurities. The location region where the defect is located will be retained, and no error will be judged for the image without the defect. The erosion of gray image is to select the minimum of the difference between image pixels and structural elements in neighborhood block determined by structural elements. The dilation of gray image is expressed as selecting the maximum of the sum between image pixels and structural elements in neighborhood block determined by structural elements. Structural element of 3 × 3 is adopted in this paper.
Binarization and Defect Connection
Since the image after the closed operation is a gray image, binarizing the image is advantageous for positioning the defect. According to the principle of back-projection, the pixel with high gray value has high occupancy rate after backprojection, so there are some independent small interference points after the closing operation. If the threshold of binarization is too small, the defect will also be filtered. In order to eliminate some of the interference points without excessively reducing the defect region, a suitable binarization threshold is required. Obviously, a fixed threshold is not suitable, so it is necessary to choose an adaptive threshold segmentation method. Since the image after the closed operation shows obvious foreground and background, there is a significant trough in the histogram. However, common adaptive threshold segmentation methods include basic global threshold segmentation method, maximum interclass variance (Otsu) segmentation method, maximum entropy threshold segmentation method and iterative segmentation method. We perform experiments on four methods, and the results are shown in the Fig. 6 .
It can be seen from the experimental results in Fig. 6 that basic global threshold segmentation method, Otsu and maximum entropy threshold segmentation have effects, and the basic global threshold segmentation method and Otsu segmentation method have the best retention of the defects as a whole, so they have the best effect. From Table 1 , it can be concluded that iteration segmentation method is the fastest, but its experimental results lose more information about defects. However, the speed of Otsu segmentation method is not lagging behind with iteration segmentation method. Therefore, we use Otsu segmentation method to perform binarization processing on the image. Most defects after binarization are discrete, and we connect defects into a whole through connected domain processing.
The contours of binarization image are marked as the defects by minimum bounding rectangle method. When solving minimum bounding rectangles of the contours, the contours with smaller region can be excluded according to the quality requirements of fabric. In addition, all the reserved contours in images can be judged as defects as long as they are located, thereby the location method could be more accurate and rapid.
Defect Classification Based on Multi-Layer Convolutional Neural Network
The classical CNN is mainly composed of multiple convolutional layers and pooling layers. It is widely used in image recognition because of its strong robustness to translation, scaling and deformation. The structure of CNN proposed in this paper for classification of fabric defect is shown in Fig. 1 . It is mainly composed of three convolution layers, two pooling layers, one fully connected layer and one Softmax layer. The details will be described later in this section.
The first six layers of this network are used for the extraction of defect features, and the last layer is used for classification. The batch size of each layer is uniformly set to 128. The activation function adopts ReLu. The output layer adopts Softmax regression with strong nonlinear classification ability and fast speed as the classifier. The loss function adopts cross-entropy.
Batch Normalization
Network training is a complicated process. When a certain layer of data changes slightly, the changes of subsequent layers of changes will be cumulatively amplified, and the network needs to re-adjust the learning rate and other parameters to adapt to the new data distribution, further affecting the training speed and accuracy. The change of data distribution in the middle layer during the training process is called as "Internal Covariate Shift", and BN [26] is an effective method to solve this problem.
BN refers to normalizing the input data in units of batch samples in a random gradient descent, so that the probability distribution of each latitude becomes a stable probability distribution with a mean of 0 and a standard deviation of 1. In order to avoid the destruction of the features learned in the normalization, it is necessary to introduce two trainable parameter γ and β to transform and reconstruct the data. If the input of a layer is x = (x 1 , · · · , x d ), the total dimension is d, the batch size is set to m, and the sample set of a batch is B = {x 1 , · · · , x m }, then the BN can be defined as follows:
μ B , σ 2 B represent the mean and variance of the sample set B, respectively. The normalized result of input x (k) isx (k) , y (k) represents the result of linear transformation ofx (k) . γ (k) , β (k) represent the parameters to be learned corresponding to x (k) . In the CNN, a feature map can be treated as a neuron for processing due to weight sharing. It means that the mean and variance of all the neurons of a feature map are obtained, and then the neurons of the feature map are normalized.
In the proposed network, the BN layer is placed in front of the activation function layer, and the calculation of forward conduction is as follows:
Where W and b are the layer weights and thresholds, g(·) is the activation function, u is the input of the BN layer, z is the output obtained of the activation function.
Parameter Optimization
In the convolutional neural network, the random gradient descent method based on small batch samples is usually used, but this method is difficult to select for suitable hyperparameters, and the selection of parameters such as learning rate and initial weight will affect training speed and classification effect to some extent. Therefore, the adaptive parameterization method is widely used in the model tuning of the network, and the Adam method [27] is one of the representatives. Its main idea is to dynamically adjust the learning rate of each parameter by using the first moment estimation and the second moment estimation of the gradient. The iterative learning rate will be used each time after the offset correction and it is limited to a certain range, so that the parameters are relatively stable and the training speed is accelerated. Its formula is as follows:
Δθ t =m
Where m t and n t are the first moment and the second moment estimate of the gradient g t , respectively. β 1 and β 2 represent the corresponding exponential decay factor, and the value range is [0, 1).m t andn t are the correction of m t and n t , respectively. Δθ t represents the update amount of the parameter. η represents the learning rate. ε is the minimum value which is greater than 0. The Adam method can adaptively adjust the network parameters to make the network converge quickly, but the final training results often fail to achieve optimal results. In this paper, a parameter training method combining Adam and traditional SGD is used. In the early stage, the Adam method is used to adaptively adjust the learning rate to make the network converge quickly. In the later stage, the SGD method is used to further fine-tune the trained model with a very small learning rate to achieve an optimal classification effect.
Experimental Results
The experimental database has a total of 1000 images containing two parts: the TILDA database [28] and the other part of our own database. This paper mainly focuses on five kinds of common defects such as holes, broken weft, oil stain, broken warp and broken joint in plain weave fabric. In the TILDA database, we select two types of plain weave fabric samples, C1 and C2. Each type of defect contains 50 sample images for a total of 500 images. In our own database, 100 images are selected for each type of defect, for a total of 500 images. All image sizes are normalized to 800 × 600 pixels. The experimental environment is as follows: Windows 10 (×64) operating system, CPU Intel Core I7-6700 v4 @2.60GHz and 16GB RAM, all experiments are implemented by Matlab and Tensorflow. Furthermore, in order to effectively verify the performance of the algorithm, four evaluation indicators are established [29] : correct detection rate (CDR), missing detection rate (MDR), false detection rate (FDR), and detection speed. For example, suppose the number of all fault images in the test set is n, the number of detected fault images is a, the number of undetected fault images is b, and the number of incorrect image detection results is c. So, the above indexes can be defined as: CDR = a/n, MDR = b/n, FDR = c/n.
Frame Experiment of Defect Extraction
Image block feature is an effective method for dimensionality reduction. Its effect is equivalent to compressing image, reducing image resolution, and reducing the total histogram statistics when the histogram is projected backward. At the same time, by partitioning the sample image, mutual interference between multiple defects on the same image can be reduced to some extent, and the number of defects can be increased. We divided all 1000 images in the database into 200 × 200 pixel windows to get 12000 sample images. Then defect detection is carried out through the proposed defect framework. Some detection results are shown in Fig. 7 , from left to right are gray histogram back-projection, closed operation, binarization, defect connection, result images.
In order to illustrate the effectiveness of Fast-DDF, we compared the current mainstream fabric defect detection methods. With some widely used defect detection methods such as Gabor filter, LBP, lattice segmentation assisted by Gabor filters (LSG) [11] , GLCM [4] and Faster RCNN [24] . All of the above experiments were performed on Matlab, and the parameters of above all methods are all default values. The experimental results are shown in Table 2 . The comprehensive performance on the CDR of Faster RCNN is better than other algorithms, but the method has higher hardware requirements. The detection speed is much slower than other algorithms in general hardware environments. However, our detection framework has an absolute advantage in speed. In addition, it can be seen that our detection framework also performs well in terms of average detection rate.
Classification Experiment
In order to train the network, we divided the 1000 images in the database into a training library with 800 images and a test library 200 images respectively. The selection principle ensures that the five defect types are equally distributed. Then we extract the defect images from the 800 images in the training library through the defect detection framework in Sect. 4.1. Due to the different sizes of defect regions, in Table 2 Different methods of defect segmentation results and speed Table 3 Comparison of network structure models Table 4 Defect detection results of different methods. order to facilitate network training, all defect samples were normalized to 32 × 32 pixel images and marked, and the marked sample images were put into the network model for training.
As can be seen from the comparison between model A and model B in Table 3 , although the detection time is not reduced after the addition of BN, the accuracy of model B is significantly improved, which indicates that BN is feasible to improve the model training effect. Similarly, comparing model B and model C, it can be found that after adding a layer of convolution, the accuracy and detection time increase. After increasing the number of fully connected layers in the model D, the accuracy rate has a small increase, but the time cost also increases. Therefore, Model C is adopted in this paper.
In order to prove the effectiveness of our method, we combined the trained network with Fast-FDD for a complete test experiment. We chose three defect detection methods that performed well in Sect. 4.1, such as GLCM, LSG, and LBP. Combine them with mainstream machine learning classification methods to compare experiments with our methods. With some widely used classification methods such as back propagation (BP), BP-AdaBoost, AdaBoost with a linear SVM classifier [30] and K-nearest neighbor (KNN). All of the above experiments were performed on Matlab, and the parameters of above all methods are all default values. The experimental results are shown in Table 4, we can see that our method has 96.12% correct detection rate, 1.2% missing detection rate, 2.68% false detection rate. The result has certain advantages over other methods. Furthermore, Fast-DDF combined with linear SVM method performs best in speed, but it is not as accurate as our method.
Conclusion
In this paper, a universal fast fabric defect detection framework, Fast-DDF, based on gray histogram back-projection has been proposed. We introduce Fast-DDF into our designed CNN and achieve satisfied results. Our detection framework is sensitive to texture features and can detect defect regions very quickly. For the extracted defect regions, we normalize and put them into the designed network for training. This innovative way greatly reduces the computational complexity of the network training and improves the detection speed. Finally, the experimental results show that our method has great advantages in comprehensive performance compared with the existing methods. The average detection accuracy with a higher rate of 96.12%, and the single image detection speed only needs 0.72s. Of course, this detection framework only has a good effect on the texture features. In the future, we will consider optimizing the framework structure and studying the application of CNN in texture defect segmentation, so that our framework has a larger application scenario. Song Lin received B.S. degree and M.S. degree from Hubei University of Technology, Wuhan, China, in 2012 and 2016, respectively. His current research interests include machine learning and imaging processing.
