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Abstract
Electron spins confined in quantum dots (QDs) are among the leading contenders for imple-
menting quantum information processing. In this Thesis we address two of the most significant
technological challenges towards developing a scalable quantum information processor based
on spins in quantum dots: (i) decoherence of the electronic spin qubit due to the surrounding
nuclear spin bath, and (ii) long-range spin-spin coupling between remote qubits. To this end,
we develop novel strategies that turn the unavoidable coupling to the solid-state environment
(in particular, nuclear spins and phonons) into a valuable asset rather than a liability.
In the first part of this Thesis, we investigate electron transport through single and double
QDs, with the aim of harnessing the (dissipative) coupling to the electronic degrees of freedom
for the creation of coherence in both the transient and steady-state behaviour of the ambient
nuclear spins. First, we theoretically show that intriguing features of coherent many-body
physics can be observed in electron transport through a single QD. To this end, we first
develop a master-equation-based formalism for electron transport in the Coulomb-blockade
regime assisted by hyperfine (HF) interaction with the nuclear spin ensemble in the QD. This
general tool is then used to study the leakage current through a single QD in a transport
setting. When starting from an initially uncorrelated, highly polarized state, the nuclear
system experiences a strong correlation buildup, due to the collective nature of the coupling
to the central electron spin. We demonstrate that this results in a sudden intensity burst
in the electronic tunneling current emitted from the QD system, which exceeds the maximal
current of a corresponding classical system by several orders of magnitude. This gives rise
to the new paradigm of electronic superradiance. Second, building upon the insight that
the nuclear spin dynamics are governed by collective interactions giving rise to coherent
effects such as superradiance, we propose a scheme for the deterministic generation of steady-
state entanglement between the two nuclear spin ensembles in an electrically defined double
quantum dot. Because of quantum interference in the collective coupling to the electronic
degrees of freedom, the nuclear system is actively driven into a two-mode squeezedlike target
state. The entanglement buildup is accompanied by a self-polarization of the nuclear spins
towards large Overhauser field gradients. Moreover, the feedback between the electronic and
nuclear dynamics is shown to lead to intriguing effects such as multistability and criticality
in the steady-state solutions.
In the second part of this Thesis, our focus turns towards the realization of long-range
spin-spin coupling between remote qubits. We propose a universal, on-chip quantum trans-
ducer based on surface acoustic waves in piezo-active materials. Because of the intrinsic
piezoelectric (and/or magnetostrictive) properties of the material, our approach provides a
universal platform capable of coherently linking a broad array of qubits, including quan-
tum dots, trapped ions, nitrogen-vacancy centers or superconducting qubits. The quantized
modes of surface acoustic waves lie in the gigahertz range, can be strongly confined close to
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the surface in phononic cavities and guided in acoustic waveguides. We show that this type of
surface acoustic excitations can be utilized efficiently as a quantum bus, serving as an on-chip,
mechanical cavity-QED equivalent of microwave photons and enabling long-range coupling of
a wide range of qubits.
In summary, this thesis provides contributions towards developing a scalable quantum
information processor based on spins in quantum dots in two different aspects. The first
part is dedicated to a deeper understanding of the nuclear spin dynamics in quantum dots.
In the second part we put forward a novel sound-based strategy to realize long-range spin-
spin coupling between remote qubits. This completes a broad picture of spin-based quantum
information processing which integrates different perspectives, ranging from the single-qubit
level to a broader quantum network level.
Zusammenfassung
Elektronenspins in Quantenpunkten geho¨ren zu den vielversprechendsten Ansa¨tzen fu¨r die
erfolgreiche Implementierung von Quanteninformationsverarbeitung. Diese Arbeit behandelt
zwei der gro¨ßten Herausforderungen fu¨r die Entwicklung eines skalierbaren Quanteninforma-
tionsprozessors auf Basis von Spins in Quantenpunkten: (i) die Kontrolle der Dekoha¨renz des
elektronischen Spins aufgrund der Wechselwirkung mit dem umliegenden Kernspin-Bad, und
(ii) die Realisierung einer langreichweitigen Spin-Spin Kopplung zwischen entfernt liegenden
Qubits. Zu diesem Zweck entwickeln wir neue Strategien, die die unvermeidliche Kopplung an
die Festko¨rperumgebung (insbesondere Kernspins und Phononen) zu ihrem Vorteil ausnutzen.
Im ersten Teil dieser Arbeit untersuchen wir den Elektronentransport durch Einzel- und
Doppel-Quantenpunkte, mit dem Ziel die dissipative Kopplung an die elektronischen Frei-
heitsgrade zur Erzeugung von koha¨renter Kernspindynamik auszunutzen. Dies gilt sowohl
fu¨r das kurzfristige wie auch das langfristige Verhalten der Kernspins. Zuna¨chst zeigen wir
theoretisch, dass faszinierende Eigenschaften koha¨renter Vielteilchenphysik im Elektronen-
transport durch einen einzelnen Quantenpunkt beobachtet werden ko¨nnen. Dazu entwickeln
wir zuna¨chst einen auf Master-Gleichungen basierenden Formalismus fu¨r den Elektronentrans-
port im Coulomb-Blockade Regime, der die Hyperfeinwechselwirkung mit dem Kernspin-
Ensemble im Quantenpunkt beru¨cksichtigt. Dieses allgemeine theoretische Werkzeug wird
anschließend verwendet, um den Strom durch einen einzelnen Quantenpunkt in einem Trans-
portszenario zu studieren. Sind die Kernspins anfa¨nglich in einem unkorrelierten, hoch polar-
isierten Zustand, so bauen sich aufgrund der kollektiven Wechselwirkung mit dem zentralen
Elektronenspin starke Korrelationen zwischen den Kernspins auf. Wir zeigen, dass dies zu
einem plo¨tzlichen, starken Anstieg im Tunnelstrom durch den Quantenpunkt fu¨hrt, welcher
den maximalen Strom in einem analogen klassischen System um mehrere Gro¨ßenordnungen
u¨bersteigt. Dieses Verhalten begru¨ndet das neue Paradigma von elektronischer Superradianz.
Ausgehend von der Einsicht, dass die Kernspindynamik von kollektiven Wechselwirkungen
bestimmt wird, welche wiederum zu koha¨renten Effekten wie Superradianz fu¨hren ko¨nnen,
schlagen wir im na¨chsten Schritt ein Modell zur deterministischen Verschra¨nkungserzeugung
zwischen den beiden Kernspinensembles in einem elektrisch definierten Doppelquantenpunkt
vor. Aufgrund von Quanteninterferenz in der kollektiven Kopplung an die elektronischen
Freiheitsgrade wird das Kernspinsystem aktiv in einen gequetschten zwei-Moden Zustand
gepumpt. Der Aufbau von Verschra¨nkung wird durch einen Polarisationsprozess der Kern-
spins hin zu großen Overhauser-Feldern begleitet. Daru¨ber hinaus wird gezeigt, dass die
Ru¨ckkopplung zwischen elektronischen und Kernspin- Freiheitsgraden zu interessanten Effek-
ten wie zum Beispiel Multistabilita¨t und kritischem Verhalten in den stationa¨ren Lo¨sungen
fu¨hrt.
Im zweiten Teil der Arbeit wenden wir uns der langreichweitigen Spin-Spin Kopplung zwis-
chen entfernt liegenden Qubits zu. Dazu schlagen wir einen universellen Quanten-Transducer
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vor, der auf akustischen Oberfla¨chenwellen in piezo-aktiven Materialen beruht und direkt auf
Chips aufgebracht werden kann. Aufgrund der piezo-elektrischen (und/oder magnetostrik-
tiven) Eigenschaften des Materials bietet unser Ansatz eine universelle Platform fu¨r eine
ganze Reihe von Qubits; dazu geho¨ren Quantenpunkte, Ionen, Stickstoff-Fehlstellen-Zentren
(NV-Zentren) oder auch supraleitende Qubits. Die quantisierten Moden der akustischen
Oberfla¨chenwellen haben typische Frequenzen im Gigahertz-Bereich, ko¨nnen stark in der
Na¨he der Oberfla¨che in phononischen Resonatoren lokalisiert werden und entlang akustischer
Wellenleiter geleitet werden. Wir zeigen, dass diese Art der akustischen Oberfla¨chenanregung
effizient als Quanten-Bus verwendet werden kann, der als mechanisches Analogon zu Mikro-
wellen-Photonen in der Resonator-Quanten-Elektrodynamik fungiert und langreichweitige
Kopplung zwischen entfernt liegenden Qubits ermo¨glicht.
Zusammenfassend liefert diese Arbeit einen Beitrag zur Entwicklung eines skalierbaren, auf
Spins in Quantenpunkten beruhenden Quanteninformationsprozessors aus zwei verschiedenen
Perspektiven. Der erste Teil widmet sich eines tiefgehenderen Versta¨ndnisses der Kernspin-
dynamik in Quantenpunkten. Im zweiten Teil schlagen wir eine neue, auf Schall basierende
Strategie zur Erzeugung von langreichweitiger Spin-Spin Kopplung zwischen entfernt liegen-
den Qubits vor. Dies vervollsta¨ndigt ein breites Bild von Spin-basierter Quanteninforma-
tionsverarbeitung, welches verschiedene Perspektiven vereinigt, von der Ebene einzelner Qubits
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Quantum mechanics describes our world at the microscopic level. Once seen as inaccessible
to direct observation and irrelevant to any direct practical application, quantum physics has
matured from a merely fundamental discipline to a vibrant research area where nowadays
genuine quantum effects can be observed routinely in the lab. Over the past decades the
quantum mechanical framework has been used extensively to explain and predict quantum
phenomena of increasingly subtlety and complexity [1]. At the same time, it has also be-
come the backbone for novel, revolutionary technological applications. Some early examples
of quantum mechanical technology include: (i) the transistor [2], paving the way to mod-
ern electronics, (ii) the laser [3, 4], enabling diverse applications such as laser printers or
laser surgeries, and (iii) superconducting magnets [5, 6], routinely used for example in MRI
machines in hospitals.
This truly impressive development of ground-breaking technological applications operat-
ing on the laws of quantum physics is unlikely to have come to its end. On the contrary, the
emerging field of quantum information science bears the potential to revolutionize the fields of
communication and computation [7]. Borne out of a successful union of quantum mechanics
and information science, this relatively young, interdisciplinary research field basically ad-
dresses one fundamental question: Can we gain some advantage by storing, transmitting and
processing information encoded in systems that exhibit unique quantum properties such as
superposition and entanglement [8]? Today it is understood that we can answer this question
in the affirmative. This is the result of a broad range of fundamental discoveries that have
been made throughout the past three decades: In 1981, Richard Feynman for the first time
hypothesized that a device properly harnessing the laws of quantum physics could poten-
tially outperform classical devices. In his seminal talk at the First Conference on the Physics
of Computation he pointed out the manifest impossibility of efficiently simulating a generic
quantum system on a classical device. The fundamental reason is the superposition principle
together with the exponential growth of the dimension of the Hilbert space with the system
size, which is believed to rule out any efficient classical description: Already the description
of a quantum system composed of only roughly 50 spins is practically impossible, and the
description of 300 would require the simulation of more classical dimensions than there are
particles in the universe. Yet, in the same talk Feynman showed how to circumvent this
problem [9]. One needs to simulate the object of interest with a system of the same nature; in
this case it implies the use of a (well-controlled) quantum device to simulate another quantum
system. The concept of a quantum simulator was born. Shortly after, this idea was gener-
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alized in a seminal work by David Deutsch [10], where he introduced the idea of a universal
quantum computer, a device making direct use of quantum-mechanical phenomena, such as
superposition and entanglement, to perform operations on data. These considerations, how-
ever, were largely considered a conceptual curiosity until the mid-1990s, when Peter Shor
devised a quantum algorithm by which a quantum computer could factorize large numbers in
a time exponentially faster than any known classical algorithms [11]. If implemented, Shor’s
algorithm would have profound implications in cryptography as it allows to crack today’s stan-
dard cryptographic codes such as RSA [12] for which the difficulty of factoring constitutes the
essential working principle. This breakthrough result was the starting signal for a worldwide
sustained endeavor searching for feasible physical realizations of a quantum computing device.
While similar technologies allowing (for example) for unconditional secure cryptography or
ultra-sensitive measurements in the field of quantum metrology have become mature fields
by now [13, 14], close to reaching the commercial level, the development of actual quantum
computers is still in a very early stage of its development cycle.
The complexity of building a fully-fledged quantum computer is a fantastic challenge
[15, 16]. The quantum computer has to be very well protected from its environment in or-
der to suppress unwanted information leakage, a process called decoherence, which tends to
corrupt and wash out the characteristic quantum properties that give rise to the power of
quantum computation. At the same time, the building blocks of the device (quantum bits, in
short qubits) typically need to be actively manipulated and read out at the end of the com-
putation. Therefore, one arrives at the fundamental ambiguity that on the one hand isolation
from the surrounding and on the other hand strong coupling to some classical control inter-
face is required. In practice, no physical system is free of decoherence, but small amounts of
information leakage may be tolerated thanks to various techniques subsumed under the name
of quantum error correction [17, 18, 19]. Quantum error correction detects and corrects weak
interactions with the environment or small quantum gate errors through redundant encoding
of qubits. Therefore, experiments need not be perfect, and quantum computation is still feasi-
ble in the presence of noise, provided that the decoherence rate per qubit and qubit-operation
is below a certain threshold. While more and more sophisticated quantum error correction
schemes have been developed over the years [20, 21, 22, 23], pushing this threshold to more
practical values, decoherence is arguably still the strongest adversary to quantum informa-
tion processing. This challenge together with some other general prerequisites for quantum
computers has been identified by David DiVincenzo early on as follows1 [24]: The target
system should be controllable, i.e., it can be initialized, manipulated, and read out to achieve
a computation. Moreover, it must be correctable (inevitable errors can be detected and com-
pensated). Lastly, it should be scalable, meaning that a linear increase in effective system
size should not require a corresponding exponential increase of required resources. Achieving
these conditions for quantum computation has turned out to be extremely demanding. Nev-
ertheless, as of today a whole plethora of physical systems has been put forward as possible
candidate platforms for the realization of quantum information processing (QIP), spanning a
truly fascinating range of systems [25] from elementary (quasi-)two level systems such as hy-
perfine levels in ions [26] and electron spins [27, 28], to more complex macroscopic structures
like superconducting devices [29]. While each approach has its own benefits and a full com-
parison of the relative merits goes beyond the scope of this Thesis, broadly speaking, one can
1Relatively new, complementary strategies based on engineered dissipation will be introduced in detail in
Sec.0.1.
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identify two different categories: Some systems comprise natural candidates, such as single
atoms or ions, for which the manipulation of quantum states has a relatively long and rich
history [8, 15]. Others are based on artificial, engineered systems such as phosphorus donors
in silicon [30], superconducting circuits [31], or—in the focus of this Thesis—the promising
systems of semiconductor quantum dots [27, 32]. While the former has served as prototypical
quantum information testbeds, with unprecedented control of individual quantum systems,
the latter candidates hold the promise of an automatized, large-scale manufacturing, using
the well-established fabrication techniques of existing semiconductor industry [15, 16].
This Thesis investigates QIP related problems in concrete, experimentally accessible phys-
ical settings, with a primary focus on single localized electron spins in semiconductor quantum
dots coupled to their naturally occurring nuclear spin environment. Against the background
outlined above, we address two of the most significant challenges towards developing a scal-
able, solid-state spin based quantum information processor [33, 28]: (i) nuclear spin induced
decoherence of the electronic spin qubit, and (ii) long-range coupling between remote spin
qubits. Methodologically, our approach heavily relies on ideas, systems and techniques well-
known in the context of quantum optics (such as atomic ensembles, cavity QED and quantum
optical master equations) which turn out to be very useful in the theoretical description of
this particular solid-state system. Therefore, to set the stage, the remainder of this Chapter
is structured as follows: In Sec.0.1 we first touch upon quantum optical models and ideas
(such as collective effects and quantum data buses) that serve as common background and
inspirational resource for the research reported in this Thesis. Knowledge and experience
already acquired in the realm of quantum optics will be actively transferred to the domain
of semiconductor quantum dots throughout this Thesis. Furthermore, we also shed more
light on the ambiguous relation between quantum coherence and dissipation and report on
novel strategies that turn the unavoidable coupling to the environment into a resource rather
than a liability. This relatively new paradigm in the quantum information toolbox will help
to reverse the standard perception of nuclei in quantum dots, stimulating original insights
into the role of nuclear spin dynamics in quantum dots. In Sec.0.2 we then present a de-
tailed theoretical and experimental account of this particular physical system in the focus
of this Thesis. Its importance and prospects in the field of quantum physics, as well as the
experimental state of the art are discussed. With this background knowledge established,
Sec.0.3 shortly outlines the particular research projects reported in this Thesis as well as the
interdependencies between them.
0.1 Quantum Optical Review
Quantum optical setups provide unique quantum systems where complete control on the single
quantum level can be realized routinely in the lab, with an unprecedented isolation from any
uncontrolled environment [1]. Guided by theoretical proposals as reviewed in Refs. [13, 14],
extraordinary progress has been achieved with (for example) trapped ions [34], cold atoms
in optical lattices [35, 36, 37, 38], cavity QED [39] and atomic ensembles [40]. Below we
provide a summary of some general theoretical aspects of implementing QIP with quantum
optical systems, that is tailored to the research objectives of this Thesis. For detailed reviews
on the experimental state-of-the-art in these systems, we refer to Refs. [8, 15, 41, 42, 43].
In particular, we distinguish between approaches that rely on a high degree of isolation of
the quantum system from its environment and strategies that actively harness the inevitable
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interaction between system and environment.
Coherent Engineering
The research area of atomic physics and quantum optics is home to some of the most advanced
candidates for QIP [1]. Prominent realizations include trapped ions [34] and atoms in cavities
[39]. These kind of systems share the feature that long-lived internal atomic states, such
as atomic hyperfine ground states or metastable states, serve as quantum memory to store
quantum information. Single qubit rotations can be performed by coupling the internal atomic
levels to laser light for an appropriate period of time; this requires that single atoms can be
addressed individually by laser light [13, 14]. Various schemes have also been developed for
the realization of two-qubit gates. Here, one particularly promising approach relies on the
concept of a quantum data bus: By coupling the qubits to a collective auxiliary quantum
mode, entanglement of the qubits can be achieved by swapping qubits to excitations of the
collective mode [13, 14]. For trapped ions, a single normal mode of the collective crystal
motion serves as a quantum bus, allowing quantum information to be transferred between
remote qubits in the crystal via the exchange of phonons, which is controlled by directing laser
beams to each of the ions [26]. Similarly, photons constitute another natural candidate as
carrier of quantum information [44, 45, 46, 47], since they are highly coherent and can mediate
interactions over very large distances [48, 49]. In order to create a photon-based quantum bus,
the most common strategy is based on cavity QED techniques [50], where an atom interacts
with a single, confined cavity mode only [39]. In the so-called strong coupling regime [50],
this allows for the transfer of quantum information between an atom and a single photon.
Formally, there is a strong connection between trapped ions and cavity QED, where the role
of collective phonon modes of trapped ions is essentially taken by photons in high-quality
cavity modes [13, 14]. Therefore, on the one hand, schemes developed for the entanglement
generation in ion traps can readily be translated to their cavity QED counterparts. On the
other hand, cavity QED provides a natural interconnect between stationary atomic qubits
and photons as carriers of qubits for quantum communication, since photons (once they
leave the cavity) can be guided in optical fibers to transport quantum information between
remote locations [39, 49, 51]. In this way, small quantum computers can be wired together
to make larger ones, allowing (for example) to spatially separate sensitive quantum memories
from specific measurement hardware [15, 46]. Today, first experimental steps towards such
a quantum network include the successful mapping of quantum information contained in an
atomic superposition state onto the photon state (and vice versa) [52], quantum state transfer
and entanglement generation between two quantum bits using both optical and microwave
photons as intermediary [53, 54, 55, 56, 57, 58].
The QIP schemes discussed above involve laser manipulation of single trapped particles.
However, many QIP protocols can also be implemented by laser manipulation of atomic en-
sembles that contain many identical neutral atoms [13, 14]. Experimental candidate systems
comprise both laser-cooled atoms [59, 60, 61, 62] or room-temperature gas [63, 64, 65, 66].
Very long coherence times of the relevant internal atomic levels have been observed in both
kinds of systems [59, 60, 61, 62, 63, 64, 65, 66]. The basic motivation of using a large number
of atoms rather than single particles is three-folds [13, 14]: First, laser manipulation of atomic
ensembles without the necessity of individual addressing of single particles is much easier to
achieve experimentally. Second, quantum information encoded in atomic ensembles is more
robust to some typical noise sources such as particle losses. Finally, and arguably most im-
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portantly, collective effects stemming from many-body coherence between the individual
constituents allow for a strongly enhanced signal-to-noise ratio, that is the ratio between the
rates of coherent information processing and of decoherence processes. For example, to achieve
a high signal-to-noise ratio in cavity QED, commonly referred to as strong-coupling regime,
one needs to place the atoms in high-finesse cavities [50]. By encoding quantum information
into some collective excitations of the ensembles, however, QIP can be made possible with
much more simplified experimental systems [8], such as atomic ensembles in weak-coupling
cavities or even free space. This constitutes a critical improvement for the implementation of
some quantum information applications [13, 14], such as quantum cryptography [67], quantum
teleportation [68], and quantum memories [69, 70, 71, 62, 64].
Dissipative Engineering
The strategies outlined above rely on a high degree of isolation of the quantum system from
its environment, in order to suppress decoherence. In this context, dissipative coupling to
the environment appears exclusively as a malicious mechanism which tends to corrupt the
genuine quantum properties of a quantum state, such as entanglement. As a consequence,
for a long time the prime objective in the QIP community has been to develop more and
more sophisticated methods to shield quantum systems from any environmental influence.
However, with the advent of novel approaches such as engineering of dissipation [72], a new
trend of actually harnessing dissipation has emerged in recent years. Here, the key idea is to
properly engineer the continuous interaction of the system with its environment in order to
create and utilize quantum coherences. In this way, dissipation—previously often viewed as a
liability from a QIP perspective—can turn into a highly valuable asset and become the driving
force behind the emergence of coherent quantum phenomena. For instance, theoretical and
experimental works put forward their use for quantum state preparation [73, 74, 75, 76, 77, 78,
79, 80, 81, 82, 83], quantum computation [84], quantum memories and error correction [85, 86],
as well as for open-system quantum simulators [87, 88]. The idea of actively using dissipation
rather than relying on coherent evolution only extends the traditional DiVincenzo criteria
[24] (which list pure, almost perfectly isolated qubits among the requirements for quantum
computing; see the discussion above) to settings in which no unitary gates are available; also, it
comes with potentially significant practical advantages, as dissipative methods are unaffected
by timing and preparation errors and inherently robust against weak random perturbations
[89, 90], allowing, in principle, to stabilize entanglement for arbitrary times. For example,
in the case of quantum state engineering, the system is actively pumped into a (for instance
highly entangled) steady state [91]. Recently, these concepts have been put into practice
experimentally in different QIP architectures, namely atomic ensembles [92], trapped ions
[87, 93] and superconducting qubits [94].
0.2 Semiconductor Quantum Dots
As illustrated in the previous Section, nature’s own atoms and ions have pioneered the ex-
perimental investigation of quantum information processing, with many ground-breaking ex-
periments demonstrating unprecedented control of individual quantum systems [95, 96]. This
success story has fueled an impressive race to build ”artificial atoms”, tunable solid-state
devices which behave much like their natural counterparts. Today, many approaches exist,
employing different materials, temperatures, device structures etc., with all of them holding
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the promise of miniaturization and large-scale integration based on the well-established fab-
rication processes of our modern-day semiconductor industry [28, 16]. Furthermore, these
on-chip devices typically operate at ultra-high clock speeds, much faster than their natural
cousins, without the need for sophisticated cooling and trapping schemes [97, 15]. The spins
of individual electrons and nuclei, in particular, have turned out to offer a promising combi-
nation of controllability and environmental isolation [28, 16]. One specific system that falls
into this category are semiconductor quantum dots (QDs). In what follows, we first give an
introduction to quantum dots and then briefly review recent progress towards full control of
single and coupled spins in QDs [33], before turning the focus on the (ambiguous) role of
nuclear spins in this context [98]. Finally, we outline the major challenges and goals ahead.
Quantum Dots
Quantum dots are nanoscale semiconductor heterostructures, which are able to confine charge
carriers (conduction-band electrons or valence-band holes) in all three spatial dimensions,
ultimately forming zero-dimensional boxes [16]. Due to strong confinement to length scales
small compared to the particle’s wavelength the energy spectrum is quantized. Many well-
known atomic properties, such as shell structure and optical selection rules, have analogues in
QDs; hence the informal nickname ”artificial atom” [33]. Since a QD is such a general kind of
system, there exist QDs of many different sizes and materials; compare for example Refs. [33,
97] and references therein. One of the most prominent examples are electrostatically defined
quantum dots (EDQDs), also referred to as lateral quantum dots2. Lateral GaAs3 quantum
dots are fabricated from heterostructures of GaAs and AlGaAs grown by molecular beam
epitaxy [33, 98]. With this method, semiconductor structures can be grown layer by layer,
allowing to stack materials with different band gaps. Free charge carriers can be introduced
into the system via doping, optical excitation or current injection. They accumulate at
the GaAs/AlGaAs interface, typically ∼ 50 − 100nm below the surface [33], leading to the
formation of a two-dimensional electron or hole gas (2DEG, 2DHG), respectively, a thin
∼ 10nm sheet of charge carriers that can move only along the interface. Surface gates on top
of the heterostructure—so-called Schottky contacts—can then be used to locally deplete small
regions of the 2DEG (typical dimensions of the resulting QD are ∼ 40nm in the plane and
∼ 10nm in the growth direction [98]) with an electric field, which facilitates control over both
the electron number in the QDs and the tunnel-coupling between the QD and the adjacent
reservoirs via by purely electrostatic means.
The electronic properties of QDs are governed by two basic effects [33]: First, as mentioned
above, strong confinement in all three directions leads to a discrete energy spectrum. Second,
the Coulomb repulsion between electrons on the dot leads to an energy penalty for adding an
extra electron to the dot. Due to this charging energy tunneling of electrons to or from the
reservoirs can be strongly suppressed at sufficiently low temperatures; this effect is referred
to as Coulomb blockade (CB). To access the quantum regime, GaAs gated QDs have to
2Yet another promising and actively pursued candidate for QIP are self-assembled quantum dots (SAQDs)
[32, 97, 98]. They form spontaneously at random locations during the epitaxial growth process due to a lattice
mismatch between the dot and substrate materials. Since they typically feature very large single-particle level
spacing, they can be operated at elevated temperatures of ∼ 4K. In contrast to EDQDs, SAQDs allow for
coherent optical manipulation, since they can trap both electrons and holes.
3Taking advantage of the well-developed growth of ultrapure GaAs/AlGaAs heterostructures, Gallium
arsenide (GaAs) has been the working horse material for many years for these devices [33]. Alternative
potential material choices such as silicon are discussed briefly below.
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be cooled down to temperatures well below 1K; using dilution refrigerators, nowadays base
temperatures of ∼ 20mK can be realized routinely in the lab [33]. In the CB-regime the charge
on the QD is conserved, since no electrons can tunnel onto or off the dot. By applying gate
voltages, the number of trapped electrons can then be controlled very well starting with 0, 1,
2 etc. Similarly, to study transport through the QD structure, one tunes the gate voltages to
the boundary between two charge configurations such that electrons can be exchanged with
the surrounding 2DEG via tunneling [99, 100]. Electron transport through the QD (or a series
of several dots) can be used to probe the QD; alternatively, the charge state of the QD can
be detected directly using a nearby electrometer, such as a quantum point contact (QPC).
Just like two (or more) atoms can form molecules, multiple near-by QDs with large tunnel-
coupling (i.e., strong overlap of their electronic wavefunctions) can form ”artificial molecules”
[28]. Due to this covalent bonding, single-dot orbitals hybridize into molecular-like orbitals
spanning multiple QDs. The best-studied QD molecule is the double quantum dot (DQD),
which has served as the workhorse for many ground-breaking experiments with QDs [33]. It
consists of just two EDQDs which are coupled by coherent tunneling. When operated in the
(1, 1) charging region (that is, with a single electron on each dot) tunnel-coupling leads to
an effective exchange interaction lifting the degeneracy in the four-dimensional subspace by
splitting off the singlet from the triplet states [33]. As discussed in more detail below, this
mechanism can be used to implement ultra-fast quantum gates in this system [101].
In what follows, we focus on single and coupled QDs in the few-electron regime, that is
QDs containing only one or two electrons. These systems are of particular importance as they
have been proposed as the basic building blocks of electron spin-based quantum information
architectures to be discussed below.
QIP with Quantum Dots
One of the earliest theoretical proposals to turn quantum computing into reality dates back
to the seminal work of Loss & DiVincenzo in 1998 [27]. They suggested to use single elec-
tron spins confined to EDQDs in order to encode quantum information. While single-qubit
gates could be performed by locally controllable magnetic fields, two-qubit interactions were
proposed to be realized by all-electrical control using the effective Heisenberg exchange in-
teraction between neighbouring spins (the spins can be moved closer or further apart from
each other simply by varying the tunnel barrier between the dots). Importantly, the proposal
demonstrates that an array of EDQDs allows (in principle) for universal and scalable quantum
computing, at ultrahigh clockspeed [97].
Within a few years, in a series of ground-breaking experiments, all major building blocks
of the Loss-DiVincenzo proposal have been demonstrated in proof-of-principle experiments:
initialization of the qubit, all-electrical single-shot read-out of spin states [102], coherent
control of single spins [103], and two-qubit gates between two electron spins in a double dot
system [104]. Within the past few years, the field of EDQD-based quantum computing has
seen further tremendous progress. In the following we outline some of the most important
theoretical and experimental achievements following Ref. [27] in more detail.
Qubit—In the original Loss-DiVincenzo proposal, the qubits are stored in the spin degree
of freedom of single confined electrons: |↑〉 ≡ |0〉 and |↓〉 ≡ |1〉. This choice was made
deliberately, since the spin (in contrast to the charge degree of freedom) is to first order
insensitive to voltage fluctuations. In the presence of a magnetic field B = Bzˆ the two spin
states get split by the Zeeman-splitting ωZ , according to ωZ = gµBB, with g ≈ −0.44 the
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Figure 1: (a) Spin-to-charge conversion: The energy difference between the spin states can be
used to convert spin-state information into charge. In the configuration shown, an electron
can tunnel from the dot to the reservoir only if it is in the spin-down state. Measurement of
the charge on the dot yields the spin state. (b) An electron spin ~S confined in a GaAs EDQD
interacts with ∼ 106 nuclear spins (shown in blue) via the hyperfine interaction (HHF).
electron g-factor in GaAs [33] and µB the Bohr-magneton. Yet another prominent encoding
scheme, typically referred to as singlet-triplet qubit, employs two-electron encoded qubits in
DQD structures, in which logical qubits are encoded in a two-dimensional subspace of a four-
dimensional two-electron spin system [105]. Within this approach, the qubit energy splitting
is provided by the effective exchange coupling.
Single-shot read-out—Direct measurement of the electron spin is very challenging be-
cause of its tiny magnetic moment [33]. The standard approach to circumvent this problem
very efficiently is based on spin-to-charge conversion [27]: Broadly speaking, the spin state is
detected by correlating the spin states with different charge states and subsequently measur-
ing the charge. The latter can be done with a nearby QPC, whose conductance changes due
to the electric field provided by the electron charge on the EDQD [106, 107]. Several schemes
have been proposed for spin-to-charge conversion [27, 30, 108, 109, 110, 111]. Here, we shortly
outline one particular method which was demonstrated first to work in a single-shot mode
[102]: If the Zeeman splitting ωZ exceeds well the thermal energy kBT , with the Boltzmann
constant kB, the difference in energy between the two spin states can be used to make the
tunneling rates of the electron from the dot strongly spin-dependent. For a schematic illustra-
tion, compare Fig. 1(a). In this so-called energy-selective read-out scheme [33], for read-out
the spin levels are pulsed to a position around the chemical potential of the electron reservoir
µres, such that an electron with spin ↓ can tunnel off the dot, whereas an electron with spin
↑ is trapped. Therefore, if the charge measurement shows a change in occupation number,
the state was spin ↓, and spin ↑ otherwise. This procedure allows for single-shot read-out,
with demonstrated fidelities already exceeding 90% [33]. We note that, with this setup, spin
relaxation times T1 of up to a second have been measured at magnetic fields of a few tesla
[112]. For the singlet-triplet qubit in a DQD, adiabatic tuning of the gate voltages can be
used to read-out information stored in the singlet-triplet basis [113, 104].
Initialization—At low temperatures and sufficiently high magnetic fields, the spin can
be initialized into the pure state |↑〉 in a brute-force approach simply by waiting long enough
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until energy relaxation will cause the spin on the dot to relax to the ground state |↑〉. This
procedure is known to be relatively slow (∼ 10ms), as the spin relaxation time T1 can be very
long [102, 112]. Very efficient initialization can be achieved, however, by placing the dot in
the read-out configuration shown in Fig. 1(a), where a spin-up electron will stay on the dot,
whereas a spin-down electron will be replaced by a spin-up electron on a typical timescale set
by the tunneling rate to the reservoir, which can be much faster than the energy relaxation
time T1 [33, 102, 114]. For initialization in the singlet-triplet qubit scheme, adiabatic tuning
of the gate voltages can be used, similarly to read-out [113, 104].
Coherent control of single qubits—A broad range of techniques allows for coher-
ent transitions between the Zeeman-split levels of a single electron; compare Ref. [33] and
references therein. The most prominent one is electron spin resonance (ESR), whereby a ro-
tating magnetic field B⊥ is applied perpendicular to the static field B along zˆ, at a frequency
ν = gµBB/h matched to the spin-flip transition. ESR has been demonstrated first in a DQD
device, tuned to the spin-blockade regime, where current through the device is blocked as
soon as the DQD is occupied by two electrons with parallel spins (one in each dot) [103]. As
shown in Ref. [103], the blockade can be lifted via ESR, resulting in periodic Rabi oscillations
in the measured current through the dot as a function of the rf burst length. Here, already in
this very first experimental demonstration of ESR, a fidelity of ∼ 75% has been achieved for
intended pi-rotations. Alternatively, spin-rotations can also be induced electrically via spin-
orbit coupling [115, 116] or inhomogeneous magnetic fields [117, 118, 119]. This technique is
referred to as electric-dipole-induced spin resonance, in short EDSR. For typical GaAs QDs,
EDSR allows for spin manipulation on a ∼ 10ns timescale in state-of-the-art experiments
[116], with the great advantage that spins can be addressed individually, since electric fields
are much easier to confine to small regions than magnetic fields [28]. In the case of the
singlet-triplet qubit, single qubit rotations can be performed using inhomogeneous magnetic
fields [105, 120].
Coherent control over two-qubit states—Two-qubit operations can be performed all
electrically by pulsing the electrostatic tunnel barrier between two adjacent spins in a DQD
[27]. When the inter-dot barrier is high, the two spins are decoupled. When it is low, the
two-electron wave functions overlap, resulting in a Heisenberg exchange coupling, described
by the Hamiltonian H(t) = J(t)SL · SR, with Si referring to the spin in dot i = L,R [121].
If the exchange Hamiltonian is turned on for a time τ such that
∫
dtJ(t)/~ = J0τ/~ = pi,
the states of the two spins get exchanged. This is the so-called SWAP operation. Pulsing
the exchange on for a time τ/2 generates the
√
SWAP-operation, which can be used together
with single-qubit gates in order to implement the controlled-NOT gate [27]. Typical gate
operations times are extremely short, less than a nanosecond [28]. In the singlet-triplet
encoding schemes, capacitive coupling due to the relative charge distributions of triplet and
singlet states can be used in order to implement two-qubit gates [122, 123].
Several major challenges towards QD-based quantum computing have been identified and
addressed already in the original work of Loss & DiVincenzo [27]. One of the major adver-
saries is decoherence (in particular, in the solid-state), that is the process by which quantum
information is lost due to coupling of the system to other hard-to-control degrees of freedom
in the environment, such as phonons, fluctuating charges, nuclear spins etc. In the following,
we review our current understanding of the relevant decoherence processes in QDs and outline
potential ways to surmount these challenges.
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Quantum Dot Environment
Every experimental implementation aiming for QD-based quantum information processing
will be (to some extent) subject to noise. Broadly speaking, one can distinguish between two
types of noise sources [121]: (i) extrinsic noise sources, such as fluctuating magnetic fields and
voltages, which may be seen as artifacts of a given experimental setup and may be mitigated
with improved electronics, and (ii) on a more fundamental level, intrinsic noise sources, which
warrant an in-depth analysis, since they cannot be unwound simply by improved electronics.
For electron spins in semiconductor quantum dots, the most important intrinsic noise sources
have been identified as the interactions with the environment via spin-orbit coupling and
hyperfine coupling with the nuclei in the host environment [33, 97, 121].
Before we discuss these mechanisms in more detail, some short remarks on nomenclature
are in order, since, throughout the following discussion, we will repeatedly refer to three
characteristic timescales [124]: (i) Energy relaxation processes (i.e., random spin flips of the
form |↓〉  |↑〉) are characterized by the spin relaxation time T1. (ii) Phase randomization,
describing the decay of a coherent superposition α |↓〉 + β |↑〉, is characterized by the spin
coherence timescale T2; by definition, T1 sets a bound on T2 such that T2 ≤ 2T1. (iii)
If a measurement samples many different environmental configurations, leading to random
phase variations between successive measurements, the averaged result is characterized by
the ensemble-averaged transverse spin decay time T ?2 , which captures additional decoherence
beyond that described by T2.
Spin-orbit interaction and phonons—Spin-orbit interaction (SOI) couples the orbital
motion of a charge to its spin [97]. This SOI mixes spin eigenstates by coupling states that
contain both different orbital and different spin parts [125]; therefore, strictly speaking, what
we usually call electronic spin-up and spin-down in a QD, are admixtures of spin and orbital
states [125, 33]. Still, SOI on its own does not cause decoherence [124]. The character
of the ground-state doublet, however, does change, since orbital and spin components get
admixed. As a consequence, any fluctuations that couple to the orbital degree of freedom
can lead to decoherence in combination with spin-orbital coupling [126, 124]. Here, the
dominant contribution is due to phonons, while other processes are typically negligible [125,
126, 127, 128, 129, 97]. A large number of theoretical studies have shown that the resulting
relaxation and dephasing times are of the same order (in contrast to the naively expected
relation T2  T1), due to the strong confinement extremely long and strongly suppressed
for decreasing magnetic fields; see for example Refs. [130, 125, 126, 33]. These theoretical
findings have been verified experimentally, with relaxation times ranging from ∼ 120µs at
14T to ∼ 170ms at 1.75T and following nicely the expected dependence on magnetic field
strength (T−11 ∼ B5) over the applicable magnetic-field range [131, 132, 33]. Subsequently,
the focus of the community turned towards the hyperfine interaction between electronic and
nuclear spins as the remaining intrinsic source of noise [124].
Hyperfine interaction with nuclear spins—In analogy to the spin of an electron
in an atom that interacts with its atomic nucleus through hyperfine coupling, an electron
spin confined in a QD may interact with many (about 105 − 106 for typical GaAs EDQDs
[98, 33]) nuclear spins in the host material. The dominant spin-spin coupling for this type
of dot arises from the Fermi contact hyperfine interaction [133]. For a schematic illustration,
compare Fig. 1(b). The effect of the nuclear spins on the electron spin can be understood as
an effective magnetic field BN , commonly referred to as Overhauser field (OF) [98, 33]. If the
nuclear field BN were fixed and precisely known, it would influence the electron spin dynamics
0.2 Semiconductor Quantum Dots 11
in a systematic and known way [33]. In this case, there would be no nuclear contribution to the
decoherence of the electronic spin [33]. However, both the orientation and magnitude of BN
fluctuate over time as a result of the redistribution of nuclear spin polarization due to dipolar
coupling among the nuclei and/or virtual excitations of the electronic spin [98, 33]. The
randomness in the nuclear field BN directly translates to randomness in the time evolution
of the electron spin via the hyperfine interaction [33]; therefore, during free evolution, the
electron spin will pick up a random phase according to the random value of the OF, leading
to a decay of the electronic spin coherence. In analogy to N coin tosses, in the limit of
a large number of nuclei N , this effect may be accounted for by sampling the OF from
a Gaussian distribution [134, 135, 98] with standard deviation σnuc = A/
√
N , where the
material-dependent parameter A gives the maximum hyperfine interaction strength for a fully
polarized ensemble of nuclei4; for GaAs, A ≈ 100µeV. For an electron confined in a GaAs QD
that interacts with a typical number of ∼ 106 nuclei of spin-3/2, this results in a root-mean-
square width of σnuc ≈ 0.1µeV. Note that both the maximum A and the typical interaction
strength A/
√
N are often expressed in terms of the equivalent magnetic field strength which
amount to A/(gµB) ≈ 4T and A/(gµB
√
N) ≈ 4mT [136, 137, 138, 33, 98], respectively. The
latter causes the phase of the electron spin to change by pi in about 10ns [28]. However,
a measurement takes comparatively long, typically tens of seconds [28], during which time
the nuclear spin reconfigure themselves many times5. One time-averaged measurement of the
electron spin precession therefore contains a spread of precession rates, yielding a decay of
the envelope on a characteristic timescale T ?2 ∼ 1/σnuc ≈ ~
√
N/A ≈ 15ns [104, 27, 134, 135,
141, 98]. This rapid dephasing, resulting from the uncertainty in the nuclear field, has been
verified experimentally; see for example Refs. [113, 142].
Broadly speaking, three main strategies to mitigate decoherence by the nuclear spin bath
and therefore boost electronic spin coherence are actively pursued:
(1) Dynamical decoupling—Dephasing due to inhomogeneous broadening can be largely
unwound via spin-echo pulses [104, 141, 143, 120, 144, 145]. In its simplest form, the Hahn
echo, the random evolution of a certain time interval τ is reversed during a second time
interval of the same duration by applying a pi-pulse in between the two intervals [33]. This
echo technique removes random dephasing due to the (quasi-static) OF to the extent that
the random field is constant for the duration of the entire echo sequence [33]. The nuclear
spin dynamics are sufficiently slow [98, 146] to allow for strongly prolonged electron coherence
times in the presence of echo pulses, with experimentally demonstrated electronic dephasing
times exceeding 200µs [120].
(2) State preparation via polarization or measurement—A common strategy to freeze the
nuclear field fluctuations is to sharpen the OF distribution. One approach—referred to as
dynamical nuclear polarization (DNP)—is to polarize the nuclear spins using the hyperfine
interaction with the electron spin together with electrical or magnetic control over the elec-
tronic degrees of freedom [101, 98]. In this approach the electron spin is strongly polarized
and the hyperfine coupling is used to transfer spin angular momentum from the electron to
the nuclear spin. The basic motivation for this approach is that internuclear flip-flop processes
can no longer take place [134, 147, 148], if all spins were aligned, which should result in a
4Since the magnetic moment of a single nuclear spin is extremely small, nuclei are typically in an al-
most maximally mixed state with negligible thermal polarization even at the lowest temperatures and largest
magnetic fields available in state-of-the-art experiments [28].
5The nuclei evolve on a typical timescale set by the dipolar correlation time ∼ 0.1ms [139], as determined
by NMR line width measurements [140, 121].
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reduction of nuclear hyperfine field fluctuations. However, for this method to be effective, the
nuclear spin polarization must be extremely close to unity [148]. Under the assumption that
the nuclear ensemble is in a product state of individual spins with polarization p, polarizations
above 99% are required in order to achieve an improvement of coherence time by a factor
of ten [97]. Since state-of-the-art experiments achieve nuclear polarizations 50% < p < 80%
[149, 150, 151, 98], nuclear polarization on its own presently cannot contribute to a signifi-
cant reduction of electron spin decoherence. However, besides polarizing, another attractive
approach for lifetime prolongation is to narrow the nuclear spin distribution using either indi-
rect measurement [152, 153, 154], or built-in feedback mechanisms in DNP schemes [155, 156],
that lead to a narrow steady-state OF even at low nuclear polarizations. Here, nuclear spin
induced dephasing is suppressed by preparing the nuclear spin bath in a narrowed, less noisy
state [97]. Ultimately, in a finite magnetic field (where flip-flops between electron and nuclear
spins are detuned), the coherence times can be improved by several orders of magnitude by
preparing the system initially in an eigenstate to the field BzN , whereby the coherence times
scales ∼ N rather than ∼ √N [157, 158, 134, 147, 159, 160]. In this limit, one recovers the
(hyperfine-induced) electron decoherence time T2 ∼ ~N/A [134, 147, 133] which arises from
fluctuations of the OF due to the inhomogeneity of the hyperfine coupling constants αj in
BN =
∑
j αjIj , where j = 1, . . . , N labels the nuclear spins Ij .
(3) New materials—In order to avoid decoherence due to hyperfine interaction with the
nuclear spins, (isotopically purified) materials with smaller hyperfine interaction strength
and/or low nuclear spin concentration have been proposed. A prominent example are silicon-
based systems such as SiGe QDs [161, 162, 163], for which extremely long coherence times,
with T ?2 exceeding 100µs and T2 ≈ 30ms, have recently been demonstrated experimentally
[164, 165].
Beyond the active research into a quiescent and controllable magnetic environment for
electron spins, nuclear spins themselves have been suggested as a useful resource that takes
on an active role in quantum information processing [166]. The main motivation for this
line of research are the strong coupling of the nuclei to the electron (but otherwise very
good environmental isolation) and their ultra-long life- and coherence times [98]. Generally
speaking, two ways of actively harnessing nuclear spins in QDs for QIP have been explored
so far: First, nuclear spins can be used to perform quantum gates on the electron spin qubit,
since they can provide a stable and localized effective magnetic field. The controlled, time-
dependent application of strong magnetic fields acting on individual spin qubits in QDs is
a pre-requisite to many single-qubit gates. This can be done by moving the electrons (via
electrical control) in the inhomogeneous magnetic field generated by a close-by micro or
nanomagnet [118, 149, 167, 119]. Alternatively, one may use the Overhauser field generated
by polarized nuclear spins, since already a 10% polarization difference between two dots in
a GaAs DQD amounts to a few hundreds of milli-Tesla in effective field difference, much
larger than typical OF fluctuations [168, 97]. Then, in order to implement a single-qubit
gate, a spin qubit may be moved into a partially polarized QD for a suitable time period,
while for singlet-triplet qubits OF gradients are routinely used to induce rotations between
the computational states [168]. Moreover, OF gradients may also be used to realize individual
addressing of single electrons by resonant microwave radiation [117]. This approach requires
only a sufficiently narrow OF distribution and a sufficiently long nuclear relaxation time T1;
depending on the specific system, nuclear lifetimes ranging from second to hours have been
observed [98, 33], all much longer than typical OF-based gate operation times (micro- to
nanoseconds). Second, taking advantage of potentially long-lived nuclear states and in strong
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analogy to existing QIP proposals with atomic ensembles, nuclear spin ensembles in QDs have
been considered as a quantum memory for the quantum information stored in the electron
spin [169, 170, 171]. In contrast to our discussion so far, which can largely be understood
in terms of an apparent semiclassical magnetic field BN , this approach involves the actual
quantum mechanical degrees of freedom of the nuclear spin ensemble in order to coherently
exchange a qubit state between the QD electron spin and a collective degree of freedom
associated with the nuclear spin bath [170]. The nuclear spin state may live as long as the
dipole-dipole correlation time ∼ 0.1ms (in GaAs) or possibly even longer, if NMR pulses are
applied in order to suppress the dipole-dipole interaction [166, 172, 121, 98].
Challenges and Opportunities
At the time of the first proposal for spin-based quantum computing in 1998 [27], the ex-
perimental situation was not very encouraging: single electrons had not been trapped in
QDs, let alone the successful demonstration of single spin detection or manipulation [33].
Thanks to major theoretical and experimental breakthroughs in the field (such as advances
in qubit design, nuclear spin preparation and the use of dynamical decoupling techniques),
however, this has changed dramatically; for an extensive up-to-date review on the prospects
of QD-based quantum computing compare Ref. [97]. Today, all standard building blocks for
a quantum computer (single- and two-qubit gates, state preparation and measurement) have
been demonstrated in a single device for both (all-electrical) spin-qubit [173] and singlet-
triplet qubit designs [123]. The fidelities achieved to date are still moderate (for example,
F = 72% for Bell state generation [123] and read-out fidelities of ∼ 86% in Ref. [114]), yet
calling for further significant improvements in order to approach the regime required for fault-
tolerance. At present, the state of the art is still at the level of single and double QDs [33].
Large-scale quantum computers, however, need to reach a system size of several thousands
of qubits or more [97]. Since the interactions between EDQDs are very short-range, enabling
quantum computing architectures with nearest-neighbour interactions only, this poses serious
architectural challenges, because a large amount of wiring and control electronics need to be
accommodated on a very small scale. Therefore, a truly scalable design is likely to require
coupling over distances of several micrometers [174, 16]. Accordingly, on a intermediate to
long time scale, the major challenges towards QD-based QIP are believed to be (i) coherence
and (ii) scalability [33]. With existing strategies to establish coherence as outlined above, the
focus of the QD community is expected to shift from single-spin control towards the creation
and manipulation of entangled states of two and more states over longer and longer distances
[28]. The technological progress of the field has by far not come to an end yet and with ever
improving control of electronic and nuclear degrees of freedom further thrilling breakthroughs
can still be expected.
The hyperfine interaction in a QD realizes the so called central spin model, one of the
hallmark models of modern quantum many-body physics [133, 175, 176], with theoretical and
experimental evidence showing numerous compelling (dynamical) effects such as bistabilities,
phase transitions and dragging [155, 156, 177, 136, 178]. Therefore, apart from the applied
interests outlined above, the intriguing many-body interplay between slowly evolving nuclear
spins and fast electronic degrees of freedom still offers many conceptually interesting questions
and merits further investigations regardless of specific QIP applications.
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0.3 Outline of this Thesis















Figure 2: The research goals of this Thesis can be grouped into two blocks. The first block
investigates electron transport through single and double QDs, with the aim of harnessing
the (dissipative) coupling to the electronic degrees of freedom for the creation of coherence in
both the transient (see Chapter 1 [SET]) and steady-state (see Chapter 2 [DQD]) behaviour of
the ambient nuclear spins. In Chapter 1 [SET] we show that superradiance, i.e. spontaneous
emergence of coherence, can be observed in EDQDs in a transport setting. The signatures
of nuclear coherence are imprinted on the electronic current through the dot, giving rise to
the new paradigm of electronic superradiance. In Chapter 2 [DQD] we propose a scheme
for the deterministic generation of (steady-state) entanglement between the two nuclear spin
ensembles of a DQD in the Pauli-blockade regime. On a qualitative level, one can understand
the main results of the first block within the following analogy between mesoscopic solid-
state physics and quantum optics: The nuclear spins surrounding a QD are identified with an
atomic ensemble, individual nuclear spins corresponding to the internal levels of a single atom
and the electrons are associated with photons. In the second block we turn our focus towards
the question of how to interconnect individual qubits over large distances. To this end, we
propose surface acoustic waves (SAWs) in piezo-active materials as a universal quantum bus.
In close analogy to cavity QED, the main results of Chapter 3 [SAW] can be understood by
identifying SAW phonons with photons and artificial atoms with natural atoms.
Against the background described in the previous Sections, the motivation for this Thesis
is basically two-fold: First, we propose schemes that actively harness the environmental
degrees of freedom that couple to semiconductor QDs; in this way, we turn the presence of
the solid-state environment from a liability to a potential asset. Second, in doing so, we
address two major challenges towards the realization of spin-based quantum computing: (i)
decoherence of the electronic spins due to hyperfine coupling to the surrounding nuclear spin
ensemble, and (ii) the realization of long-range spin-spin coupling between remote qubits.
Therefore, as schematically depicted in Fig. 2, this Thesis naturally encompasses two major
research blocks: (1) First, on a single-node level, we investigate how coherent behaviour can
emerge in the nuclear spin dynamics from engineered (dissipative) coupling to the central
electronic spin. We develop a theoretical master-equation-based framework which features
coupled dynamics of electron and nuclear spins as a result of the hyperfine interaction. Our
analysis is based on the typical separation of time scales between (fast) electron spin evolution
and (slow) nuclear spin dynamics, yielding a coarse-grained quantum master equation for
the nuclear spins. This approach reverses the standard perspective in which the nuclei are
considered as an environment for the electronic spins, but rather views the nuclear spins as the
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quantum system coupled to an electronic environment with an exceptional degree of tunability.
With this perspective, our framework provides novel insights into the complex, nonequilibrium
many-body dynamics of localized electronic spins interacting with a mesoscopic number of
nuclear spins. On the one hand, this may lead to a better quantum control over the nuclear
spin bath and therefore improved schemes to coherently control electron spin qubits. On
the other hand, our work may pave the way towards novel nuclear-spin-based information
storage and manipulation protocols. (2) Second, on a broader quantum network level, we
propose and analyze phonon modes associated with surface acoustic waves (SAWs) in piezo-
active materials as a universal mediator for long-range coupling between remote qubits. Our
approach involves qubits (as provided by quantum dots) interacting with a localized SAW
phonon mode, defined by a high-quality resonator, which in turn can be coupled weakly
to a SAW waveguide serving as a quantum bus. We show that the piezo-electric coupling
between qubit and SAW phonon mode enables a controlled mapping of the qubit state onto a
coherent phonon superposition, which can then be converted to an itinerant SAW phonon in
a waveguide, opening up the possibility to implement on-chip many quantum communication
protocols well known in the context of optical quantum networks.
The individual chapters of this Thesis are written in a self-contained style that allows the
reader to study different chapters individually. In this introduction, the general context of
the following chapters has been established. Each chapter provides an individual introduction
into the specific topic, an executive summary of the main results and is supplemented by
further concluding remarks and outlooks. The individual chapters of this Thesis are related
by the focus on quantum information processing (QIP) in concrete, experimentally accessible
physical systems and by the active transfer of methods and ideas from quantum optics to the
solid-state system which is in the focus of this Thesis, namely single localized electron spins
in semiconductor QDs coupled to their naturally occurring nuclear spin environment. In the
following, we give a detailed overview over the individual chapters:
In Chapter 1 [SET] we present an experimentally feasible scheme where superradiance,
i.e. spontaneous emergence of coherence, can be observed in the tunnel current through a
single quantum dot, due to the build-up and reinforcement of strong inter-nuclear correlations.
The key experimental signature is a strong, sudden peak in the electronic current emitted
form the quantum dot, giving rise to the new paradigm of electronic superradiance. Our
scheme is based on a general, theoretical framework for the description of electron transport
in the presence of hyperfine coupling to the ambient nuclear spins. The underlying connection
between the fields quantum optics with atoms, where superradiance has been described first,
and solid-state physics acts as a pivotal element for this research block.
Building upon the insight that the nuclear spin dynamics are governed by collective in-
teractions giving rise to coherent effects such as superradiance, in Chapter 2 [DQD] we in-
vestigate the steady-state behaviour of a double quantum dot operated in the Pauli-blockade
regime. Here, we propose the deterministic generation of an entangled state of two spatially
separated nuclear spin ensembles in a double quantum dot. The mechanism is based on
electron transport through the double quantum dot and relies on suitably engineering the ef-
fective electronic environment seen by the nuclear spins via external gate voltages. It ensures
(i) a collective coupling of electrons and nuclei such that spin flips occurring in the course
of electron transport can happen either in the left or right quantum dot and no which-way
information is leaked, and (ii) that just two such processes with a common entangled station-
ary state are dominant. Rather than relying only on coherent evolution, the entanglement is
actually stabilized by the dissipative dynamics unavoidably present in an open quantum sys-
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tem, making the proposed scheme inherently robust against weak random perturbations. We
show that the nuclear spins are actively driven into an entangled state of the EPR (Einstein-
Podolsky-Rosen) type, which is known to play a key role in continuous variable quantum
information processing, quantum sensing and metrology. With this quantum control at hand,
the nuclear spin bath could be turned from the dominant source of decoherence into a useful
resource for manipulating an electron spin qubit. Our results may not only pave the way
for improved schemes to coherently control electron spin qubits, but also, due to very long
nuclear decoherence time scales, open up a new route towards nuclear spin based information
storage and manipulation.
In Chapter 3 [SAW] we put forward a novel strategy based on phonon modes asso-
ciated with surface acoustic waves (SAWs) in order to realize long-range spin-spin coupling
between remote qubits. SAWs occupy a middle ground between previously investigated elec-
tromagnetic (transmission lines) and mechanical (fixed resonators) coupling mechanisms and
naturally combine the advantageous properties of these systems. In piezo-active materials
SAWs provide electromagnetic coupling but being mechanical, they can propagate in the
substrate and are naturally coupled to charges/spins attached to or embedded in the ma-
terial. Our setup opens up the route towards a novel sound-based quantum information
architecture and comes with several compelling features: (1) Due to the plethora of physi-
cal properties associated with SAWs, our approach is accessible to a broad class of systems
such as quantum dots, trapped ions, NV centers or superconducting qubits and is thus in-
herently universal. (2) We show that the proposed system bears striking similarities with the
established fields of cavity- and circuit-QED, opening up the possibility to implement on-chip
many quantum communication protocols well known from the context of optical quantum
networks. (3) Since SAWs propagate elastically on the surface of a solid within a depth of
approximately one wavelength, the mode volume is intrinsically confined in the direction nor-
mal to the surface. We show that further surface confinement yields large zero-point quantum
fluctuations, enabling strong coupling on the single-phonon level. (4) Typical SAW frequen-
cies lie in the gigahertz range, closely matching transition frequencies of artificial atoms and
enabling ground state cooling by conventional cryogenic techniques. (5) Since SAW devices
have been fabricated for decades and are ubiquitous in today’s classical electronic devices, our
scheme is built upon a well-established technology, where lithographic fabrication techniques
provide almost arbitrary geometries with high precision, as evidenced by (for example) the
experimental realization of high-quality SAW cavities and SAW waveguides. (6) For a given
frequency in the gigahertz range, due to the slow speed of sound of approximately 103m/s
for typical materials, device dimensions are in micrometer range, which is convenient for fab-
rication and integration with semiconductor components, and about 105 times smaller than
corresponding electromagnetic resonators. (7) Typically, for solid-state qubits coupling to
phonons is considered as an undesired source of decoherence. Here, our scheme creates a new
paradigm, where coupling to phonons becomes a valuable asset for coherent quantum control.
(8) Our theoretical predictions indicate that the proposed SAW-based quantum state-transfer
protocol (for coupling qubits over distances exceeding several millimeters) can be realized with
existing experimental technology. (9) The proposed combination of techniques and concepts
known from quantum optics and quantum information, in conjunction with the technological
expertise for SAW devices, is likely to lead to further, rapid theoretical and experimental
progress, opening up the avenue towards the widely anticipated field of quantum acoustics.
Chapter 1
Superradiance-like Electron
Transport through a Quantum Dot
In this Chapter we theoretically show that intriguing features of coherent many-
body physics can be observed in electron transport through a quantum dot (QD).
We first derive a master equation based framework for electron transport in the
Coulomb-blockade regime which includes hyperfine (HF) interaction with the
nuclear spin ensemble in the QD. This general tool is then used to study the
leakage current through a single QD in a transport setting. We find that, for an
initially polarized nuclear system, the proposed setup leads to a strong current
peak, in close analogy with superradiant emission of photons from atomic ensem-
bles. This effect could be observed with realistic experimental parameters and
would provide clear evidence of coherent HF dynamics of nuclear spin ensembles
in QDs.
1.1 Introduction
Quantum coherence is at the very heart of many intriguing phenomena in today’s nanos-
tructures [179, 180]. For example, it is the essential ingredient to the understanding of the
famous Aharonov-Bohm like interference oscillations of the conductance of metallic rings [181]
or the well-known conductance steps in quasi one-dimensional wires [182, 183]. In particular,
nonequilibrium electronic transport has emerged as a versatile tool to gain deep insights into
the coherent quantum properties of mesoscopic solid-state devices [184, 185]. Here, with the
prospect of spintronics and applications in quantum computing, a great deal of research has
been directed towards the interplay and feedback mechanisms between electron and nuclear
spins in gate-based semiconductor quantum dots [33, 186, 113, 187, 188, 189, 190]. Cur-
rent fluctuations have been assigned to the random dynamics of the ambient nuclear spins
[142] and/or hysteresis effects due to dynamic nuclear polarization [142, 191, 192, 193]. Spin-
flip mediated transport, realized in few-electron quantum dots in the so-called spin-blockade
regime [194], has been shown to exhibit long time scale oscillations and bistability as a result
of a buildup and relaxation of nuclear polarization [142, 191]. The nuclear spins are known
to act collectively on the electron spin via hyperfine interaction. In principle, this opens up
an exciting testbed for the observation of collective effects which play a remarkable role in a
wide range of many-body physics [195, 196, 197].
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In Quantum Optics, the concept of superradiance (SR), describing the cooperative emis-
sion of photons, is a paradigm example for a cooperative quantum effect [179, 198, 199]. Here,
initially excited atoms emit photons collectively as a result of the buildup and reinforcement
of strong interatomic correlations. Its most prominent feature is an emission intensity burst
in which the system radiates much faster than an otherwise identical system of indepen-
dent emitters. This phenomenon is of fundamental importance in quantum optics and has
been studied extensively since its first prediction by Dicke in 1954 [198]. Yet, in its original
form the observation of optical superradiance has turned out to be difficult due to dephas-
ing dipole-dipole van der Waals interactions, which suppress a coherence buildup in atomic
ensembles.
As briefly sketched in the Introduction, this chapter is built upon analogies between
mesoscopic solid-state physics and Quantum Optics: the nuclear spins surrounding a QD are
identified with an atomic ensemble, individual nuclear spins corresponding to the internal lev-
els of a single atom and the electrons are associated with photons. Despite some fundamental
differences – for example, electrons are fermions, whereas photons are bosonic particles – this
analogy stimulates conjectures about the potential occurence of related phenomena in these
two fields of physics. Led by this line of thought, we will address the question if superradiant
behaviour might also be observed in a solid-state environment where the role of photons is
played by electrons. To this end, we analyze a gate-based semiconductor QD in the Coulomb
blockade regime, obtaining two main results, of both experimental and theoretical relevance:
First, in analogy to superradiant emission of photons, we show how to observe superradiant
emission of electrons in a transport setting through a QD. We demonstrate that the proposed
setup, when tuned into the spin-blockade regime, carries clear fingerprints of cooperative emis-
sion, with no van der Waals dephasing mechanism on relevant timescales. The spin-blockade
is lifted by the HF coupling which becomes increasingly more efficient as correlations among
the nuclear spins build up. This markedly enhances the spin-flip rate and hence the leakage
current running through the QD. Second, we develop a general theoretical master equation
framework that describes the nuclear spin mediated transport through a single QD. Apart
from the collective effects due to the HF interaction, the electronic tunneling current is shown
to depend on the internal state of the ambient nuclear spins through the effective magnetic
field (Overhauser field) produced by the hyperfine interaction.
1.2 Executive Summary: Reader’s Guide
This Chapter is structured as follows: In Sec. 1.3, we highlight our key findings and provide
an intuitive picture of our basic ideas, allowing the reader to grasp our main results on a
qualitative level. By defining the underlying Hamiltonian, Sec. 1.4 then describes the system
in a more rigorous fashion. This enables us to present a detailed derivation of the first main
result of this Chapter in Sec. 1.5: a general master equation for electron transport through
a single QD which is coherently enhanced by the HF interaction with the ambient nuclear
spins in the QD. It features both collective effects and feedback mechanisms between the
electronic and the nuclear subsystem of the QD. Based on this theoretical framework, Sec. 1.6
puts forward the second main result, namely the observation of superradiant behavior in the
leakage current through a QD. The qualitative explanations provided in Sec. 1.3 should allow
to read this part independently of the derivation given in Sec. 1.5. Sec. 1.7 backs up our
analytical predictions with numerical simulations. When starting from an initially polarized
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Figure 1.1: Schematic illustration of the transport system: An electrically defined QD is
tunnel-coupled to two electron reservoirs, the left and right lead respectively. A bias voltage
eV = µL−µR is applied between the two leads in order to induce a current through the QD.
An external magnetic field is used to tune the system into the sequential-tunneling regime
and the QD effectively acts as an spin-filter. The resulting spin-blockade can be lifted by
the HF interaction between the QD electron and the nuclear spins in the surrounding host
environment.
nuclear spin ensemble, the leakage current through the QD is shown to exhibit a strong peak
whose relative height scales linearly with the number of nuclear spins, which we identify as
the characteristic feature of superradiant behaviour. In Sec. 1.8 we draw conclusions and give
an outlook on future directions of research.
1.3 Main Results
In this section we provide an intuitive exposition of our key ideas and summarize our main
findings.
HF assisted electron transport.—We study a single electrically-defined QD in the Coulomb-
blockade regime which is attached to two leads, as schematically depicted in Fig. 1.1. Formally,
the Hamiltonian for the total system is given by
H = HZ +HB +HT +HHF. (1.1)
Here, HZ describes the electronic level structure inside the QD in presence of an external
magnetic field. Next, HB refers to two independent reservoirs of non-interacting electrons,
the left and right lead respectively. The coupling between these and the QD is described in
terms of a tunneling Hamiltonian HT and HHF models the collective hyperfine interaction
between an electron confined inside the QD and an ensemble of N proximal nuclear spins
surrounding the QD. Note that the specific form of H will be given later on in Sec. 1.4.
Our analysis is built upon a quantum master equation approach, a technique originally
rooted in the field of quantum optics. By tracing out the unobserved degrees of freedom of the
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leads we derive an effective equation of motion for the density matrix of the QD system ρS –
describing the electron spin inside the QD as well as the nuclear spin ensemble – irreversibly
coupled to source and drain electron reservoirs. In addition to the standard assumptions of
a weak system-reservoir coupling (Born approximation), a flat reservoir spectral density, and
a short reservoir correlation time (Markov approximation), we demand the hyperfine flip-
flops to be strongly detuned with respect to the effective magnetic field seen by the electron
throughout the dynamics. Under these conditions, the central master equation can be written
as




























where the tunneling rates ασ (t) and βσ (t) describe dissipative processes by which an elec-
tron of spin σ tunnels from one of the leads into or out of the QD, respectively. Here, the
fermionic operator d†σ creates an electron of spin σ inside the QD. While a detailed derivation
of Eqn.(1.2) along with the precise form of the tunneling rates is presented in Sec. 1.5, here we
focus on a qualitative discussion of its theoretical and experimental implications. Essentially,
our central master equation exhibits two core features:
Nuclear-state-dependent electronic dissipation.—First, dissipation only acts on the elec-
tronic subsystem with rates ασ (t) and βσ (t) that depend dynamically on the state of the
nuclear subsystem. This non-linear behavior potentially results in hysteretic behavior and
feedback mechanisms between the two subsystems as already suggested theoretically [187,
190, 195, 196] and observed in experiments in the context of double QDs in the Pauli-blockade
regime; see, e.g., Refs. [188, 189, 193]. On a qualitative level, this finding can be understood as
follows: The nuclear spins provide an effective magnetic field for the electron spin, the Over-
hauser field, whose strength is proportional to the polarization of the nuclear spin ensemble.
Thus, a changing nuclear polarization can either dynamically tune or detune the position of
the electron levels inside the QD. This, in turn, can have a marked effect on the transport
properties of the QD as they crucially depend on the position of these resonances with respect
to the chemical potentials of the leads. In our model, this effect is directly captured by the
tunneling rates dynamically depending on the state of the nuclei.
SR in electron transport.—Second, the collective nature of the HF interaction HHF allows
for the observation of coherent many-body effects. To show this, we refer to the following
example: Consider a setting in which the bias voltage and an external magnetic field are
tuned such that only one of the two electronic spin-components, say the level |↑〉, lies inside
the transport window. In this spin-blockade regime the electrons tunneling into the right
lead are spin-polarized, i.e., the QD acts as an spin filter [200, 201]. If the HF coupling is
sufficiently small compared to the external Zeeman splitting, the electron is predominantly
in its |↓〉 spin state allowing to adiabatically eliminate the electronic QD coordinates. In this
way we obtain an effective equation of motion for the nuclear density operator µ only. It
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Figure 1.2: Normalized leakage current through a QD in the spin-blockade regime for N
nuclear spins, initial nuclear polarization p and external Zeeman splitting ω0 in units of the
total HF coupling constant AHF ≈ 100µeV, summarized as (N, p, ω0/AHF). For homogeneous
HF coupling the dynamics can be solved exactly (black dotted line). Compared to this
idealized benchmark, the effects are reduced for realistic inhomogeneous HF coupling, but
still present: The relative peak height becomes more pronounced for smaller detuning ω0
or higher polarization p (solid red line compared to the blue dashed and green dash-dotted
line, respectively). Even under realistic conditions, the relative peak height is found to scale





















i with µ = +,−, z are collective nuclear spin operators, composed of
all N individual nuclear spin operators σµi , with gi being proportional to the probability
of the electron being at the location of the nucleus of site i. Again, we will highlight the
core implications of Eqn.(1.3) and for a full derivation thereof, including the definition of the
effective rates cr and ci, we refer to Sec. 1.6. Most notably, Eqn.(1.3) closely resembles the
superradiance master equation which has been discussed extensively in the context of atomic
physics [199] and therefore similar effects might be expected.
Superradiance is known as a macroscopic collective phenomenon which generalizes sponta-
neous emission from a single emitter to a many-body system of N atoms [179]. Starting from
a fully polarized initial state the system evolves within a totally symmetric subspace under
permutation and experiences a strong correlation build-up. As a consequence, the emission
intensity is not of the usual exponentially decaying form, but conversely features a sudden
peak occuring on a very rapid timescale ∼ 1/N with a maximum ∼ N2.
In this Chapter, we show that the same type of cooperative emission can occur from an
ensemble of nuclear spins surrounding an electrically-defined QD: The spin-blockade can be
lifted by the HF interaction as the nuclei pump excitations into the electron. Starting from a
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highly polarized, weakly correlated nuclear state (which could be prepared by, e.g., dynamic
polarization techniques [188, 189, 197]), this process becomes increasingly more efficient, as
correlations among the nuclei build up due to the collective nature of the HF interaction.
This results in an increased leakage current. Therefore, the current is collectively enhanced
by the electron’s HF interaction with the ambient nuclear spin ensemble giving rise to a
superradiant-like effect in which the leakage current through the QD takes the role of the
radiation field: To stress this relation, we also refer to this effect as superradiant transport of
electrons.
Comparison to conventional SR.—Compared to its conventional atomic counterpart, our
system incorporates two major differences: First, our setup describes superradiant behaviour
from a single emitter, since in the strong Coulomb-blockade regime the electrons are emitted
antibunched. As described above, the superradiant character is due to the nuclear spins acting
collectively on the electron spin leading to an increased leakage current on timescales longer
than single electron tunneling events. The second crucial difference is the inhomogeneous
nature (gi 6= const.) of the collective operators Aµ. Accordingly, the collective spin is not
conserved, leading to dephasing between the nuclei which in principle could prevent the
observation of superradiant behavior. However, as exemplified in Fig. 1.2, we show that
under realistic conditions – taking into account a finite initial polarization of nuclear spins p
and dephasing processes due to the inhomogeneous nature of the HF coupling – the leakage
current through the QD still exhibits the characteristic peak whose relative height scales
linearly with the number of nuclear spins. Even though the effect is reduced compared to the
ideal case, for an experimentally realistic number of nuclei N ≈ 105− 106 a strong increase is
still predicted. The experimental key signature of this effect, the relative peak height of the
leakage current, can be varied by either tuning the external Zeeman splitting or the initial
polarization of the nuclear spins.
In the remainder of this Chapter, Eqn.(1.2) and Eqn.(1.3) are derived from first principles;
in particular, the underlying assumptions and approximations are listed. Based on this general
theoretical framework, more results along with detailed discussions will be presented. For both
the idealized case of homogeneous HF coupling – in which an exact solution is feasible even for
relatively large N – and the more realistic inhomogeneous case, further numerical simulations
prove the existence of a strong superradiant peaking in the leakage current of single QD in
the spin-blockade regime.
1.4 The System
This section gives an in-depth description of the Hamiltonian under study, formally introduced
in Eqn.(1.1). The system we consider consists of a single electrically-defined QD in a transport
setting as schematically depicted in Fig. 1.1. Due to strong confinement only a single orbital
level is relevant. Moreover, the QD is assumed to be in the strong Coulomb-blockade regime
so that at maximum one electron resides inside the QD. Therefore, the effective Hilbert-space
of the QD electron is span {|↑〉 , |↓〉 , |0〉} where the lowest energy states for an additional
electron in the QD with spin σ =↑, ↓ are split by an external magnetic field. The Hamiltonian
for the total system is given in Eqn.(1.1).
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describes the electronic levels of the QD. The Zeeman splitting between the two spin compo-
nents is ω0 = ε↑−ε↓ (we set ~ = 1) and the QD electron operators are d†σ = |σ〉 〈0|, describing
transitions from the state |0〉 with no electron inside the QD to a state |σ〉 with one electron
of spin σ inside the QD.
Electron transport through the QD is induced by attaching the QD to two electron leads
(labeled as L and R) which are in thermal equilibrium at chemical potentials µL and µR,







where c†αkσ (cαkσ) creates (annihilates) an electron in lead α = L,R with wavevector k and spin
σ. The operators c†αkσ (cαkσ) fulfill the usual Fermi commutation relations: {c†αkσ, c†α′k′σ′} =
{cαkσ, cα′k′σ′} = 0 and {c†αkσ, cα′k′σ′} = δα,α′δk,k′δσ,σ′ . The effect of the Coulomb interaction
in the leads can be taken into account by renormalized effective quasi-particle masses. A
positive source-drain voltage eV = µL − µR leads to a dominant tunneling of electrons from
left to right. Microscopically, the coupling of the QD system to the electron reservoirs is








σcαkσ + h.c., (1.6)
with the tunnel matrix element T
(α)
k,σ specifying the transfer coupling between the lead α =
L,R and the system. There is no direct coupling between the leads and electron transfer is
only possible by charging and discharging the QD.
The cooperative effects are based on the collective hyperfine interaction of the electronic
spin of the QD with N initially polarized nuclear spins in the host environment of the QD












i with µ = +,−, z denote electron and collective nuclear spin




i = 1 and
individual nuclear spin operators σµi are assumed to be spin 1/2 for simplicity; g is related to
the total HF coupling strength AHF via g = AHF/
∑
i gi. We neglect the typically very small
nuclear Zeeman and nuclear dipole-dipole terms [133]. For simplicity, we also restrict our
analysis to one nuclear species only. These simplifications will be addressed in more detail in
Sec. 1.7.
The effect of the HF interaction with the nuclear spin ensemble is two-fold: The first
part of the above Hamiltonian Hff =
g
2 (A
+S− +A−S+) is a Jaynes-Cummings-type interac-
tion which exchanges excitations between the QD electron and the nuclei. The second term
HOH = gA
zSz constitutes a quantum magnetic field, the Overhauser field, for the electron
spin generated by the nuclei. If the Overhauser field is not negligible compared to the exter-
nal Zeeman splitting, it can have a marked effect on the current by (de)tuning the hyperfine
flip-flops.
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1.5 Generalized Quantum Master Equation
Electron transport through a QD can be viewed as a tool to reveal the QD’s nonequilibrium
properties in terms of the current-voltage I/V characteristics. From a theoretical perspective,
a great variety of methods such as the scattering matrix formalism [203] and non-equilibrium
Green’s functions [204, 185] have been used to explore the I/V characteristics of quantum
systems that are attached to two metal leads. Our analysis is built upon the master equation
formalism, a tool widely used in quantum optics for studying the irreversible dynamics of
quantum systems coupled to a macroscopic environment.
In what follows, we employ a projection operator based technique to derive an effective
master equation for the QD system – comprising the QD electron spin as well as the nuclear
spins – which experiences dissipation via the electron’s coupling to the leads. This dissipation
is shown to dynamically depend on the state of the nuclear system potentially resulting in
feedback mechanisms between the two subsystems. We derive conditions which allow for a
Markovian treatment of the problem and list the assumptions our master equation based
framework is based on.
1.5.1 Superoperator Formalism - Nakajima-Zwanzig Equation
The state of the global system that comprises the QD as well as the environment is represented
by the full density matrix ρ (t). However, the actual states of interest are the states of the
QD which are described by the reduced density matrix ρS = TrB [ρ], where TrB . . . averages
over the unobserved degrees of freedom of the Fermi leads. We derive a master equation that
governs the dynamics of the reduced density matrix ρS using the superoperator formalism.
We start out from the von Neumann equation for the full density matrix
ρ˙ = −i [H (t) , ρ] , (1.8)
where H (t) can be decomposed into the following form which turns out to be convenient later
on
H (t) = H0 (t) +H1 (t) +HT . (1.9)
Here, H0 (t) = HZ +HB + g 〈Az〉t Sz comprises the Zeeman splitting caused by the external
magnetic field via HZ and the Hamiltonian of the non-interacting electrons in the leads HB;
moreover, the time-dependent expectation value of the Overhauser field has been absorbed
into the definition of H0 (t). The HF interaction between the QD electron and the ensemble of
nuclear spins has been split up into the flip-flop term Hff and the Overhauser field HOH, that
is HHF = HOH+Hff . The term H1 (t) = H∆OH (t)+Hff comprises the Jaynes-Cummings-type
dynamics Hff and fluctuations due to deviations of the Overhauser field from its expectation
value, i.e., H∆OH (t) = gδA
zSz, where δAz = Az − 〈Az〉t.
The introduction of superoperators – operators acting on the space of linear operators on
the Hilbert space – allows for a compact notation. The von Neumann equation is written as
ρ˙ = −iL (t) ρ, where L (t) = L0 (t) + L1 (t) + LT is the Liouville superoperator defined via
Lα· = [Hα, ·]. Next, we define the superoperator P as a projector onto the relevant subspace
Pρ (t) = TrB [ρ (t)]⊗ ρ0B = ρS (t)⊗ ρ0B, (1.10)
where ρ0B describes separate thermal equilibria of the two leads whose chemical potentials
are different due to the bias voltage eV = µL − µR. Essentially, P maps a density operator
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onto one of product form with the environment in equilibrium but still retains the relevant
information on the system state. The complement of P is Q = 1− P.
By inserting P and Q in front of both sides of the von Neumann equation one can derive a
closed equation for the projection Pρ (t), which for factorized initial condition, whereQρ (0) =







dt′ PLQ Tˆ e−i
∫ t
t′ dτQL(τ)QLPρ (t′) , (1.11)
which is non-local in time and contains all orders of the system-leads coupling [205]. Here,
Tˆ denotes the chronological time-ordering operator. Since P and Q are projectors onto













Starting out from this exact integro-differential equation, we introduce some approximations:
In the weak coupling limit we neglect all powers of LT higher than two (Born approximation).
Consequently, we replace L (τ) by L (τ)−LT in the exponential of Eqn.(1.12). Moreover, we
make use of the fact that the nuclear spins evolve on a time-scale that is very slow compared to
all electronic processes: In other words, the Overhauser field is quasi-static on the timescale
of single electronic tunneling events [197, 206]. That is, we replace 〈Az〉τ by 〈Az〉t in the
exponential of Eqn.(1.12) which removes the explicit time dependence in the kernel. By
taking the trace over the reservoir and using TrB [P ρ˙ (t)] = ρ˙S (t), we get






LT e−i[L0(t)+L1(t)]τLTPρ (t− τ)
)
.
Here, we also used the relations PLTP = 0 and LBP = 0 and switched the integration
variable to τ = t − t′. Note that, for notational convenience, we suppress the explicit time-
dependence of L0(1) (t) in the following. In the next step, we iterate the Schwinger-Dyson
identity






In what follows, we keep only the first term of this infinite series (note that the next
two leading terms are explicitly calculated in Appendix 1.A.1). In quantum optics, this
simplification is well known as approximation of independent rates of variation [207]. In our
setting it is valid, if L1 (t) is small compared to L0 (t) and if the bath correlation time τc is
short compared to the HF dynamics, AHF  1/τc. Pictorially, this means that during the
correlation time τc of a tunneling event, there is not sufficient time for the Rabi oscillation
with frequency g . AHF to occur. For typical materials[208], the relaxation time τc is in the
range of ∼ 10−15 s corresponding to a relaxation rate Γc = τ−1c ≈ 105 µeV. Indeed, this is
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much faster than all other relevant processes. In this limit, the equation of motion for the
reduced density matrix of the system simplifies to






LT e−iL0(t)τLTρS (t− τ)⊗ ρ0B
)
.
Note, however, that this master equation is not Markovian as the rate of change of ρS (t) still
depends on its past. Conditions which allow for a Markovian treatment of the problem will
be addressed in the following.
1.5.2 Markov Approximation
Using the general relation e−iL0τO = e−iH0τOeiH0τ for any operator O, we rewrite Eqn.(1.15)
as







H˜T (τ) , e




In accordance with the previous approximations, we replace e−iH0τρS (t− τ) eiH0τ by ρS (t)
which is approximately the same since any correction to H0 would be of higher order in
perturbation theory [209, 210]. In other words, the evolution of ρS (t− τ) is approximated
by its unperturbed evolution which is legitimate provided that the relevant timescale for this
evolution τc is very short (Markov approximation). This step is motivated by the typically
rapid decay of the lead correlations functions [209]; the precise validity of this approximation
is elaborated below. In particular, this simplification disregards dissipative effects induced by
HT which is valid self-consistently provided that the tunneling rates are small compared to
the dynamics generated by H0.
Moreover, in Eqn.(1.16) we introduced the tunneling Hamiltonian in the interaction pic-
ture as H˜T (τ) = e
−iH0τHT eiH0τ . For simplicity, we will only consider one lead for now and
add the terms referring to the second lead later on. Therefore, we can disregard an additional





−i[εσ(t)−εk]τd†σckσ + h.c. (1.17)
Here, the resonances εσ (t) are explicitly time-dependent as they dynamically depend on the
polarization of the nuclear spins





ω = ε↑ (t)− ε↓ (t) = ω0 + g 〈Az〉t (1.19)
can be interpreted as an effective Zeeman splitting which incorporates the external magnetic
field as well as the mean magnetic field generated by the nuclei.



















iεkτ (1− fk) , (1.21)
where the Fermi function fk = (1 + exp [β (εk − µ)])−1 with inverse temperature β = 1/(kBT )
gives the thermal occupation number of the respective lead in equilibrium. Note that all terms
comprising two lead creation c†kσ or annihilation operators ckσ vanish since ρ
0
B contains states
with definite electron number only [209]. The correlation functions are diagonal in spin space
and the tunneling Hamiltonian preserves the spin projection; therefore only co-rotating terms
prevail. If we evaluate all dissipative terms appearing in Eqn.(1.16), due to the conservation
of momentum and spin in Eqn.(1.20) and Eqn.(1.21), only a single sum over k, σ survives.
Here, we single out one term explicitly, but all other terms follow analogously. We obtain





dτ Cσ (τ) d†σe−iH0τρS (t− τ) eiH0τdσ, (1.22)








dε Jσ (ε) e
i[εσ(t)−ε]τ . (1.23)
Here, we made use of the fact that the leads are macroscopic and therefore exhibit a continuous
density of states per spin n (ε). On top of that, we have introduced the spectral density of
the bath as
Jσ (ε) = Dσ (ε) f (ε) , (1.24)
where Dσ (ε) = n (ε) |Tσ (ε)|2 is the effective density of states. The Markovian treatment
manifests itself in a self-consistency argument: We assume that the spectral density of the
bath Jσ (ε) is flat around the (time-dependent) resonance εσ (t) over a range set by the
characteristic width Γd. Typically, both the tunneling matrix elements Tσ (ε) as well as the
density of states n (ε) are slowly varying functions of energy. In the so-called wide-band limit
the effective density of states Dσ (ε) is assumed to be constant so that the self-consistency
argument will exclusively concern the behaviour of the Fermi function f (ε) which is intimately
related to the temperature of the bath T . Under the condition, that Jσ (ε) behaves flat on
the scale Γd, it can be replaced by its value at εσ (t), and the noise correlation simplifies to
Cσ (τ) = Jσ (εσ (t)) eiεσ(t)τ
∫ ∞
0
dε e−iετ . (1.25)
Using the relation ∫ ∞
0
dε e−iετ = piδ (τ)− iP1
τ
, (1.26)
with P denoting Cauchy’s principal value, we find that the Markov approximation Re [Cσ (τ)] ∝
δ (τ) is fulfilled provided that the self-consistency argument holds. This corresponds to the
white-noise limit where the correlation-time of the bath is τc = 0. Pictorially, the reser-
voir has no memory and instantaneously relaxes to equilibrium. We can then indeed replace
e−iH0τρS (t− τ) eiH0τ by ρS (t) and extend the integration in Eqn.(1.16) to infinity, with neg-
ligible contributions due to the rapid decay of the memory kernel. In the following, we derive
an explicit condition for the self-consistency argument to be satisfied.
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Figure 1.3: Fermi function for finite temperature (dashed blue line) and in the limit T = 0
(solid blue line). The absolute value of the derivative of the Fermi function f ′(ε) (dotted
orange line for finite temperature) is maximized at the chemical potential µ and tends to
a delta function in the limit T → 0. The Markovian description is valid provided that the
Fermi function is approximately constant around the resonances εσ (t) on a scale of the width
of these resonances, schematically shown in red (solid line for εσ (t) < µ and dashed line for
εσ (t) > µ).
Let us first consider the limit T = 0: As schematically depicted in Fig. 1.3, in this case f (ε)
behaves perfectly flat except for ε = µ where the self-consisteny argument is violated. There-
fore, the Markovian approximation is valid at T = 0 given that the condition |εσ (t)− µ|  Γd
is fulfilled. In this limit, all tunneling rates are constant over time and effectively decoupled
from the nuclear dynamics. Note that for the observation of superradiant transport it is
sufficient to restrict oneself to this case.
For a more general analysis, we now turn to the case of finite temperature T > 0. We
require the absolute value of the relative change of the Fermi function around the resonance
εσ (t) over a range of the characteristic width Γd to be much less than unity, that is∣∣∣∣∣ ∂f (ε)∂ε
∣∣∣∣
εσ(t)
∣∣∣∣∣Γd  1. (1.27)
An upper bound for the first factor can easily be obtained as this quantity is maximized at
the chemical potential µ, for all temperatures. Evaluating the derivative at εσ (t) = µ results
in the compact condition
Γd  4kBT. (1.28)
Thus, finite temperature T > 0 washes out the rapid character of f (ε) at the chemical
potential µ and, provided that Eqn.(1.28) is fulfilled, allows for an Markovian treatment.
Two distinct mechanisms contribute to the width Γd: dissipation due to coupling to the
leads and the effect of H1 (t). Both of them have been neglected self-consistently in the
memory kernel when going from Eqn.(1.12) to Eqn.(1.15). Typically, the tunneling rates are
of the order of ∼ 5− 20µeV, depending on the transparency of the tunnel-barrier. Regarding
the contribution due to H1 (t), we first consider two limits of particular importance: For
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a completely mixed state the fluctuation of the nuclear field around its zero expectation
value is of the order of ∼ AHF/
√
N ≈ 0.1µeV. In contrast, for a fully polarized state
these fluctuations can be neglected whereas the effective strength of the flip-flop dynamics is
∼ AHF/
√
N as well. Therefore, in both limits considered here, the dominant contribution to
Γd is due to the coupling to the leads and the self-consistency condition could still be met with
cryostatic temperatures kBT & 10µeV, well below the orbital level spacing. However, we note
that in the course of a superradiant evolution, where strong correlations among the nuclei
build up, the dominant contribution to Γd may come from the flip-flop dynamics, which are
AHF/4 ≈ 25µeV at maximum for homogeneous coupling. For realisitic conditions, though,
this effect is significantly reduced, as demonstrated in our simulations in Sec. 1.7.
1.5.3 General Master Equation for Nuclear Spin Assisted Transport
Assuming that the self-consistency argument for a Markovian treatment is satisfied, we now
apply the following modifications to Eqn.(1.16): First, we neglect level shifts due to the
coupling to the continuum states which can be incorporated by replacing the bare frequencies
εσ (t) with renormalized frequencies. Second, one adds the second electron reservoir that has
been omitted in the derivation above. Lastly, one performs a suitable transformation into
a frame rotating at the frequency ε¯ = (ε↑ + ε↓) /2 leaving all terms invariant but changing




↓d↓ to HZ = ω0S
z. After these manipulations one arrives at
the central master equation as stated in Eqn.(1.2) where the tunneling rates with ασ (t) =∑
x=L,R α
(x)









= nx (εσ (t))





= nx (εσ (t))
∣∣∣T (x)σ (εσ (t))∣∣∣2 fx (εσ (t)) (1.29)
govern the dissipative processes in which the QD system exchanges single electrons with the
leads. The tunneling rates, as presented here, are widely used in nanostructure quantum trans-
port problems [211, 209, 212]. However, in our setting they are evaluated at the resonances
εσ (t) which dynamically depend on the polarization of the nuclear spins; see Eqn.(1.18). Note
that Eqn.(1.2) incorporates finite temperature effects via the Fermi functions of the leads.
This potentially gives rise to feedback mechansims between the electronic and the nuclear
dynamics, since the purely electronic diffusion markedly depends on the nuclear dynamics.
Since Eqn.(1.2) marks our first main result, at this point we quickly reiterate the assump-
tions our master equation treatment is based on:
• The system-lead coupling is assumed to be weak and therefore treated perturbatively
up to second order (Born-approximation).
• In particular, the tunneling rates are small compared to the effective Zeeman splitting
ω.
• Level shifts arising from the coupling to the continuum states in the leads are merely
incorporated into a redefinition of the QD energy levels εσ (t).
• There is a separation of timescales between electron-spin dynamics and nuclear-spin
dynamics. In particular, the Overhauser field g 〈Az〉t evolves on a timescale that is slow
compared to single electron tunneling events.
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• The HF dynamics generated by H1 (t) = Hff +H∆OH (t) is (i) sufficiently weak compared
to H0 and (ii) slow compared to the correlation time of the bath τc, that is AHFτc  1
(approximation of independent rates of variation). Note that the flip-flop dynamics can
become very fast as correlations among the nuclei build up culminating in a maximum
coupling strength of AHF/4 for homogeneous coupling. This potentially drives the
system into the strong coupling regime where condition (i), that is ω  ||H1 (t) ||,
might be violated. However, under realistic conditions of inhomogeneous coupling this
effect is significantly reduced.
• The effective density of states Dσ (ε) = n (ε) |Tσ (ε)|2 is weakly energy-dependent (wide-
band limit). In particular, it is flat on a scale of the characteristic widths of the reso-
nances.
• The Markovian description is valid provided that either the resonances are far away
from the chemical potentials of the leads on a scale set by the characteristic widths of
the resonances or the temperature is sufficiently high to smooth out the rapid character
of the Fermi functions of the leads. This condition is quantified in Eqn.(1.28).
In summary, we have derived a Quantum master equation describing electronic transport
through a single QD which is collectively enhanced due to the interaction with a large ancilla
system, namely the nuclear spin ensemble in the host environment. Eqn.(1.2) incorporates
two major intriguing features both of theoretical and experimental relevance: Due to a sep-
aration of timescales, only the electronic subsystem experiences dissipation with rates that
depend dynamically on the state of the ancilla system. This non-linearity gives rise to feed-
back mechanisms between the two subsystems as well as hysteretic behavior. Moreover, the
collective nature of the HF interaction offers the possibility to observe intriguing coherent
many-body effects. Here, one particular outcome is the occurence of superradiant electron
transport, as shown in the remainder of this Chapter.
Note that in the absence of HF interaction between the QD electron and the proximal
nuclear spins, i.e., in the limit g → 0, our results agree with previous theoretical studies [210].
1.6 Superradiance-like Electron Transport
Proceeding from our general theory derived above, this section is devoted to the prediction and
analysis of superradiant behavior of nuclear spins, evidenced by the strongly enhanced leakage
current through a single QD in the Coulomb-blockade regime; see Fig. 1.1 for the scheme of
the setup. A pronounced peak in the leakage current will serve as the main evidence for SR
behaviour in this setting.
We note that, in principle, an enhancement seen in the leakage current could also sim-
ply arise from the Overhauser field dynamically tuning the hyperfine flip-flops. However, we
can still ensure that the measured change in the leakage current through the QD is due to
cooperative emission only by dynamically compensating the Overhauser field. This can be
achieved by applying a time-dependent magnetic or spin-dependent AC Stark field such that
Hcomp (t) = −g 〈Az〉t Sz which is done in most of our simulations below to clearly prove the
existence of superradiant behaviour in this setting. Consequently, in our previous analysis
H0 (t) is replaced by H0 = H0 (t) − g 〈Az〉t Sz = HZ + HB so that the polarization depen-
dence of the tunneling rates is removed and we can drop the explicit time-dependence of the
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Figure 1.4: The electronic QD system in the local moment regime after the adiabatic elimina-
tion of the |0〉 level including the relevant dissipative processes. Within the effective system
(box) we encounter an effective decay term and an effective pure dephasing term, with the
rates γ and Γ, respectively. This simplification is possible for fast recharging of the QD, i.e.,
β  α.
resonances εσ (t) → εσ. Under this condition, the master equation for the reduced system
density operator can be written as




























In accordance with our previous considerations, in this specific setting the Markovian
treatment is valid provided that the spectral density of the reservoirs varies smoothly around
the (time-independent) resonances εσ on a scale set by the natural widths of the level and the
fluctuations of the dynamically compensated Overhauser field. More specifically, throughout
the whole evolution the levels are assumed to be far away from the chemical potentials of the
reservoirs [213, 214]; for an illustration see Fig. 1.3. In this wide-band limit, the tunneling
rates ασ, βσ are independent of the state of the nuclear spins. The master equation is of Lind-
blad form which guarantees the complete positivity of the generated dynamics. Eqn.(1.30)
agrees with previous theoretical results [210] except for the appearance of the collective HF
interaction between the QD electron and the ancilla system in the Hamiltonian dynamics of
Eqn.(1.30).
To some extent, Eqn.(1.30) bears some similarity with the quantum theory of the laser.
While in the latter the atoms interact with bosonic reservoirs, in our transport setting the
QD is pumped by the nuclear spin ensemble and emits fermionic particles [204, 212].
If the HF dynamics is the slowest timescale in the problem, Eqn.(1.30) can be recast into
a form which makes its superradiant character more apparent. In this case, the system is
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subject to the slaving principle [204]: The dynamics of the whole system follow that of the
subsystem with the slowest time constant allowing to adiabatically eliminate the electronic
QD coordinates and to obtain an effective equation of motion for the nuclear spins. In this
limit, the Overhauser field is much smaller than the Zeeman splitting so that a dynamic
compensation of the OH can be disregarded for the moment. For simplicity, we consider a
transport setting in which only four tunneling rates are different from zero, see Fig. 1.1. The
QD can be recharged from the left and the right lead, but only electrons with spin projection
σ =↑ can tunnel out of the QD into the right lead. We define the total recharging rate






↑ and for notational convenience unambiguously set α = α
(R)
↑ .
First, we project Eqn.(1.30) onto the populations of the electronic levels and the coherences
in spin space according to ρmn = 〈m| ρS |n〉, where m,n = 0, ↑, ↓. This yields

















ρ˙↑↓ = −iω0ρ↑↓ − ig
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We can retrieve an effective master equation for the regime in which on relevant timescales
the QD is always populated by an electron. This holds for a sufficiently strong recharging
rate, that is in the limit β  α, which can be implemented experimentally by making the left
tunnel barrier more transparent than the right one. Then, the state |0〉 is populated negligibly
throughout the dynamics and can be eliminated adiabatically according to ρ00 ≈ αβ ρ↑↑. In
analogy to the Anderson impurity model, in the following this limit will be referred to as local
moment regime. The resulting effective master equation reads


























represents an effective electronic dephasing rate. This situation is schematized in Fig. 1.4.
The effective decay (dephasing) describes processes in which the QD is recharged with a spin
down (up) electron after a spin up electron has tunneled out of the QD. As demonstrated in
Ref. [120], additional electronic dephasing mechanisms only lead to small corrections to the
dephasing rate Γ and are therefore neglected in Eqn.(1.35).
In the next step we aim for an effective description that contains only the nuclear spins:
Starting from a fully polarized state, SR is due to the increase in the operative HF matrix
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element 〈A+A−〉. The scale of the coupling is set by the total HF coupling constant AHF =
g
∑
i gi. For a sufficiently small relative coupling strength [202]
ε = AHF/ (2∆) , (1.38)
where
∆ = |α/2 + iω0| , (1.39)
the electron is predominantly in its |↓〉 spin state and we can project Eqn.(1.35) to the
respective subspace. As shown in detail in Appendix 1.A.2, in this limit the master equation










This master equation is our second main result. In an optical setting, it has previously been
predicted theoretically to exhibit strong SR signatures [202]. Conceptually, its superradiant
character can be understood immediately in the ideal case of homogeneous coupling in which
the collective state of all nuclear spins can be described in terms of Dicke states |J,m〉: The
enhancement of the HF interaction is directly associated with the transition through nuclear
Dicke states |J,m〉, m  J . In this idealized setting, the angular momentum operator
I =
√
NA of the nuclear spin ensemble obeys the SU(2) Lie algebra, from which one can
deduce the ladder operator relation I− |J,m〉 = √J(J + 1)−m (m− 1) |J,m− 1〉. This
means that, starting from an initially fully polarized state |J = N/2,m = N/2〉, the nuclear




(N/2 +m) (N/2−m+ 1) , (1.42)
since, according to the first term in Eqn.(1.3), the populations of the Dicke states evolve as
µ˙m,m = − cr
N




(N/2 +m+ 1) (N/2−m)µm+1,m+1.
While the effective rate is Γ˜N/2→N/2−1 = cr at the very top of the the ladder it increases up
to Γ˜|m|N/2 ≈ cr4 N at the center of the Dicke ladder. This implies the characteristic intensity
peaking as compared to the limit of independent classical emitters the emission rate of which





However, there is also a major difference compared to the superradiant emission of photons
from atomic ensembles: In contrast to its atomic cousin, the prefactor cr/N ∝ 1/N2 is N -
dependent, resulting in an overall time of the SR evolution 〈tD〉 which increases with N .
By linearizing Eqn.(1.42) for the beginning of the superradiant evolution [199] as Γ˜m→m−1 ≈
cr(s+1), where s = N/2−m gives the number of nuclear flips, one finds that the first flip takes
place in an average time c−1r , the second one in a time (2cr)−1 and so on. The summation
of all these elementary time intervals gives an upper bound estimate for the process duration
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which, indeed, increases with the number of emitters as ∼ N ln(N), whereas one obtains
〈tD〉 ∼ ln(N)/N for ordinary superradiance [199]. Accordingly, in our solid-state system the
characteristic SR peak appears at later times for higher N . The underlying reason for this
difference is that in the atomic setting each new emitter adds to the overall coupling strength,
whereas in the central spin setting a fixed overall coupling strength AHF is distributed over
an increasing number of particles. Note that in an actual experimental setting N is not a
tunable parameter, of course. For our theoretical discussion, though, it is convenient to fix
the total HF coupling strength AHF and to extrapolate from our findings to an experimentally
relevant number of nuclear spins N .
For large relative coupling strength ε  1 the QD electron saturates and superradiant
emission is capped by the decay rate α/2, prohibiting the observation of a strong intensity
peak. In order to circumvent this bottleneck regime, one has to choose a detuning ω0 such
that 0 < ε ≤ 1. However, to realize the spin-blockade regime, where the upper spin manifold
is energetically well separated from the lower spin manifold, the Zeeman splitting has to be
of the order of ω0 ∼ AHF which guarantees ε < 1. In this parameter range, the early stage
of the evolution – in which the correlation buildup necessary for SR takes place [199]– is well
described by Eqn.(1.3).
The inhomogeneous nature (gi 6= const) of the collective operators Aµ leads to dephasing
between the nuclei, possibly preventing the phased emission necessary for the observation
of SR [199, 202, 215, 216]. The inhomogeneous part of the last term in Eqn.(1.3) – the
electron’s Knight field – causes dephasing [217] ∝ g√Var (gi)/2, possibly leading to symmetry
reducing transitions J → J − 1. Still, it has been shown that SR is also present in realistic
inhomogeneous systems [202], since the system evolves in a many-body protected manifold
(MPM): The second term in Eqn.(1.3) energetically separates different total nuclear spin-J
manifolds, protecting the correlation build-up for large enough ε.
The superradiant character of Eqn.(1.3) suggests the observation of its prominent intensity
peak in the leakage current through the QD in the spin-blockade regime. We have employed
the method of Full-Counting-Statistics (FCS) [218, 219] in order to obtain an expression for
the current and find (setting the electron’s charge e = 1)
I (t) = αρ↑↑ − β(R)↓ ρ00. (1.45)
This result is in agreement with previous theoretical findings: The current through the device
is completely determined by the occupation of the levels adjacent to one of the leads [211,
213, 203]. The first term describes the accumulation of electrons with spin σ =↑ in the right
lead, whereas the second term describes electrons with σ =↓ tunneling from the right lead
into the QD. As done before [202], we take the ratio of the maximum current to the initial
current (the maximum for independent emitters) Icoop/Iind as our figure of merit: a relative
intensity peak height Icoop/Iind > 1 indicates cooperative effects. One of the characteristic
features of SR is that this quantity scales linearly with the number of spins N .
In the local-moment regime, described by Eqn.(1.35), the expression for the current sim-
plifies to I (t) = (1 − β(R)↓ /β)α 〈S+S−〉t ∝ 〈S+S−〉t showing that it is directly proportional
to the electron inversion. This, in turn, increases as the nuclear system pumps excitations
into the electronic system. A compact expression for the relation between the current and
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Since the nuclear dynamics are in general much slower than the electron’s dynamics, the
approximate solution of this equation is 〈S+S−〉t ≈ − ddt 〈Iz〉t /γ. As a consequence, the
current I (t) is proportional to the time-derivative of the nuclear polarization
I (t) ∝ − d
dt
〈Iz〉t . (1.47)
Still, no matter how strong the cooperative effects are, on a timescale of single elec-
tron tunneling events, the electrons will always be emitted antibunched, since in the strong
Coulomb-blockade regime the QD acts as a single-electron emitter [220]. Typically, the rate
for single-electron emission events is even below the tunneling rate α due to the spin-blockade.
On electronic timescales ∼ 1/α, the SR mechanism manifests in lifting this blockade; as ar-
gued above, the efficiency of this process is significantly enhanced by collective effects.
Before we proceed with an in-depth analysis of the current I(t), we note that an intriguing
extension of the present work would be the study of fluctuations thereof (see for example Ref.
[221] for studies of the shot noise spectrum in a related system). Insights into the statis-
tics of the current could be obtained by analyzing two-time correlation functions such as
〈n↑(t+ τ)n↑(t)〉, where n↑ = d†↑d↑. This can conveniently be done via the Quantum Regres-





Here, W denotes the Liouvillian governing the system’s dynamics according to ρ˙S = WρS
(see Eqn.(1.35)) and TrS [. . . ] refers to the trace over the system’s degree of freedoms. This
procedure can be generalized to higher order correlation functions and full evaluation of the
current statistics might reveal potential connections between current fluctuations and coop-
erative nuclear dynamics.
1.7 Analysis and Numerical Results
1.7.1 Experimental Realization
The proposed setup described here may be realized with state-of-the-art experimental tech-
niques. First, the Markovian regime, valid for sufficiently large bias eV , is realized if the
Fermi functions of the leads are smooth on a scale set by the natural widths of the levels
and residual fluctuations due to the dynamically compensated Overhauser field. Since for
typical materials [33] the hyperfine coupling constant is AHF = 1 − 100µeV and tunneling
rates are typically [186] of the order of ∼ 10µeV, this does not put a severe restriction on the
bias voltage which is routinely [193, 194] in the range of hundreds of µV or mV. Second, in
order to tune the system into the spin-blockade regime, a sufficiently large external magnetic
field has to be applied. More precisely, the corresponding Zeeman splitting ω0 energetically
separates the upper and lower manifolds in such a way that the Fermi function of the right
lead drops from one at the lower manifold to zero at the upper manifold. Finite temperature
T smeares out the Fermi function around the chemical potential by approximately ∼ kBT .
Accordingly, with cryostatic temperatures of kBT ∼ 10µeV being routinely realized in the
lab [113], this condition can be met by applying an external magnetic field of ∼ 5 − 10T
which is equivalent to ω0 ≈ 100 − 200µeV in GaAs [33, 132]. Lastly, the charging energy
U , typically ∼ 1 − 4meV [186, 194], sets the largest energy scale in the problem justifying
the Coulomb-blockade regime with negligible double occupancy of the QD provided that the
chemical potential of the left lead is well below the doubly occupied level. Lastly, we note
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Figure 1.5: Typical time-evolution of the normalized current for homogeneous coupling under
dynamical compensation of the Overhauser field and a relative coupling strength of ε = 0.5,
shown here for N = 60 and N = 100 nuclear spins. The characteristic feature of superradi-
ance, a pronounced peak in the leakage current proportional to N , is clearly observed.
that similar setups to the one proposed here have previously been realized experimentally by,
e.g., Hanson et al.[201, 132].
Proceeding from these considerations, we now show by numerical simulation that an SR
peaking of several orders of magnitude can be observed for experimentally relevant parameters
in the leakage current through a quantum dot in the spin-blockade regime. We first consider
the idealized case of homogeneous coupling for which an exact numerical treatment is feasible
even for a larger number of coupled nuclei. Then, we continue with the more realistic case
of inhomogeneous coupling for which an approximative scheme is applied. Here, we also
study scenarios in which the nuclear spins are not fully polarized initially. Moreover, we
discuss intrinsic nuclear dephasing effects and undesired cotunneling processes which have
been omitted in our simulations. In particular, we show that the inhomogeneous nature of
the HF coupling accounts for the strongest dephasing mechanism in our system. We note that
this effect is covered in the second set of our simulations. Finally, we self-consistently justify
the perturbative treatment of the Overhauser-field fluctuations as well as the HF flip-flop
dynamics.
1.7.2 Superradiant Electron Transport
Idealized Setting
The homogeneous case allows for an exact treatment even for a relatively large number of
nuclei as the system evolves within the totally symmetric low-dimensional subspace {|J,m〉 ,
m = −J, . . . , J}. Starting from a fully-polarized state, a strong intensity enhancement is
observed; typical results obtained from numerical simulations of Eqn.(1.30) are depicted in
Fig. 1.5 for N = 60 and N = 100 nuclear spins. The corresponding relative peak heights
display a linear dependence with N , cf. Fig. 1.6, which we identify as the characteristic







↓ = 0.1 in units of ∼ 100µeV, corresponding to a relative coupling
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Figure 1.6: Ratio of the maximum current to the initial current Icoop/Iind as a function of
the number of nuclear spins N for homogeneous coupling and a relative coupling strength of
ε = 0.5: Results for perfect compensation (dashed line) are compared to the case of dynamic
compensation (dotted line) of the Overhauser field (OHC). Simulations without compensation
of the Overhauser field set bounds for the enhancement of the leakage current, depending on
the sign of the HF coupling constant AHF; solid and dash-dotted line for AHF > 0 and
AHF < 0, respectively.
strength ε = 0.5.
Before we proceed, some further remarks on the dynamic compensation of the Overhauser
field seem appropriate: We have merely introduced it in our analysis in order to provide a
clear criterion for the presence of purely collective effects, given by Icoop/Iind > 1. In other
words, dynamic compensation of the Overhauser field is not a necessary requirement for
the observation of collective effects, but it is rather an adequate tool to display them clearly.
From an experimental point of view, the dynamic compensation of the Overhauser field might
be challenging as it requires accurate knowledge about the evolution of the nuclear spins.
Therefore, we also present results for the case in which the external magnetic field is constant
and no compensation is applied. Here, we can distinguish two cases: Depending on the sign
of the HF coupling constant AHF, the time-dependence of the effective Zeeman-splitting ω
can either give rise to an additional enhancement of the leakage current (AHF > 0) or it can
counteract the collective effects (AHF < 0). As shown in Fig. 1.6, this sets lower and upper
bounds for the observed enhancement of the leakage current.
In Fig. 1.6 we also compare the results obtained for dynamic compensation of the Over-
hauser field to the idealized case of perfect compensation in which the effect of the Overhauser
term is set to zero, i.e., HOH = gA
zSz = 0. Both approaches display the same features
justifying our approximation of neglecting residual (de)tuning effects of the dynamically com-
pensated Overhauser field w.r.t. the external Zeeman splitting ω0. This is also discussed in
greater detail below.
Beyond the Idealized Setting
Inhomogeneous HF coupling.—In principle, the inhomogeneous HF coupling could prevent
the phasing necessary for SR. However, as shown below, SR is still present in realistically
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inhomogeneous systems. In contrast to the idealized case of homogeneous coupling, the
dynamics cannot be restricted to a low-dimensional subspace so that an exact numerical
treatment is not feasible due to the large number of nuclei. We therefore use an approximate
approach which has previously been shown to capture the effect of nuclear spin coherences
while allowing for a numerical treatment of hundreds of spins [197, 202]. For simplicity, we
restrict ourselves to the local moment regime in which the current can be obtained directly
from the electron inversion I (t) ∝ 〈S+S−〉t. By Eqn.(1.35), this expectation value is related
to a hierachy of correlation terms involving both the electron and nuclear spins. Based on
a Wick type factorization scheme, higher order expressions are factorized in terms of the












For further details, see Refs. [197, 202].
The coupling constants gj have been obtained from the assumption of a two-dimensional
Gaussian spatial electron wavefunction of width
√
N/2. Specifically, we will present results
for two sets of numerical parameters, corresponding to a relative coupling strength of ε = 0.5,
where AHF = 1, ω0 = 1, γ = 0.1 and Γ = 0.08, and ε = 0.55 with AHF = 1, ω0 = 0.9, γ = 0.1
and Γ = 0.067.
As shown in Figs. 1.7 and 1.8, the results obtained with these methods demonstrate clear
SR signatures. In comparison to the ideal case of homogeneous coupling, the relative height
is reduced, but for a fully polarized initial state we still find a linear enhancement Icoop/Iind ≈
0.043N (ε = 0.5); therefore, as long as this linear dependence is valid, for typically N ≈ 105−
106 a strong intensity enhancement of several orders of magnitude is predicted
(∼ 103 − 104).
Imperfect initial polarization.—If the initial state is not fully polarized, SR effects are
reduced: However, when starting from a mixture of symmetric Dicke states |J, J〉 with po-
larization p = 80(60)%, we find that the linear N dependence is still present: Icoop/Iind ≈
0.0075(0.0025)N for ε = 0.5, i.e., the scaling is about a factor of ∼ 5(15) weaker than for
full polarization1. Still, provided the linear scaling holds up to an experimentally realistic
number of nuclei N ≈ 105 − 106, this amounts to a relative enhancement of the order of
Icoop/Iind ∼ 102 − 103. To clearly resolve this peak experimentally, any spurious current
should not be larger than the initial HF-mediated leakage current. As we argue below, this
condition can be fulfilled in our setup, since the main spurious mechanism, cotunneling, is
strongy suppressed.
Nuclear Zeeman term and species inhomogeneity.—In our simulations we have disregarded
the nuclear Zeeman energies. For a single nuclear species, this term plays no role in the SR
dynamics. However, in typical QDs several nuclear species with different g factors are present
(”species inhomogeneity”). In principle, these are large enough to cause additional dephasing
between the nuclear spins, similar to the inhomogeneous Knight field [197]. However, this
dephasing mechanism only applies to nuclei which belong to different species [197]. This
leads to few (in GaAs three) mutually decohered subsystems each of which is described by
our theory.
Nuclear interactions.—Moreover, we have neglected the dipolar and quadrupolar interac-
tions among the nuclear spins. First, the nuclear dipole-dipole interaction can cause diffusion
and dephasing processes. Diffusion processes that can change Az are strongly detuned by the
Knight field and therefore of minor importance, as corroborated by experimentally measured
spin diffusion rates [223, 224]. Resonant processes such as ∝ Izi Izj can lead to dephasing





= 0 in the homogeneous limit.
1.7 Analysis and Numerical Results 39





















Figure 1.7: Typical time-evolution of the normalized current for inhomogeneous coupling,
shown here for up to N = 132 nuclear spins and a relative coupling strength ε = 0.55.
Compared to the idealized case of homogeneous coupling, the SR effects are reduced, but
still clearly present. A Gaussian spatial electron wave function has been assumed and the
Overhauser field is compensated dynamically.


















p=1,  = 0.55
p=1,  = 0.5
p=0.8,  = 0.55
p=0.8,  = 0.5
Figure 1.8: Ratio of the maximum current to the initial current Icoop/Iind as a function of the
number of nuclear spins N for relative coupling strengths ε = 0.5 and ε = 0.55: Results for
inhomogeneous coupling. The linear dependence is still present when starting from a nuclear
state with finite polarization p = 0.8.
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Figure 1.9: Total time till the observation of the characteristic SR peaking tmax for ε = 0.5
(blue dots) and ε = 0.55 (orange squares). Based on Eqn.(1.44), logarithmic fits are obtained
from which we estimate tmax for experimentally realistic number of nuclear spins N ≈ 105.
similar to the inhomogeneous Knight shift. This competes with the phasing necessary for the
observation of SR as expressed by the first term in Eqn.(1.3). The SR process is the weakest
at the very beginning of the evolution where we estimate its strength as cminr ≈ 10µeV/N .
An upper bound for the dipole-dipole interaction in GaAs has been given in Ref. [133] as
∼ 10−5 µeV, in agreement with values given in Refs. [206, 120]. Therefore, the nuclear
dipole-dipole interaction can safely be neglected for N . 105. In particular, its dephasing
effect should be further reduced for highly polarized ensembles.
Second, the nuclear quadrupolar interactions can have two origins - strain (largely absent
in electrically defined QDs) and electric field gradients originating from the electron. These
have been estimated for typical electrically defined QDs in Ref. [120] to lead to an additional
nuclear level splitting on the order of ∼ 10−5 µeV. Moreover, they are absent for nuclear spin
I = 1/2 (e.g. CdSe QDs). To summarize, the additional dephasing mechanisms induced by
nuclear interactions are much smaller than the terms arising from the inhomogeneous Knight
field [206]. As argued above and confirmed by our simulations, the latter does not prevent
the observation of SR behavior due to the presence of the MPM-term in Eqn.(1.3).
Quantitative Aspects
Initially, the HF mediated superradiance dynamics is rather slow, with its characteristic
time scale set by c−1r ; for experimentally realistic parameters – in what follows we use the
parameter set
(
ε = 0.5, α ≈ 10µeV, N ≈ 105) for numerical estimates – this corresponds to
c−1r ≈ 10µs. Based on fits as shown in Fig. 1.9, we then estimate for the SR process duration
〈tD〉 ≈ 50c−1r ≈ 500µs which is still smaller than recently reported [172] nuclear decoherence
times of ∼ 1 ms. Therefore, it should be possible to observe the characteristic enhancement
of the leakage current before the nuclear spins decohere.
Leakage current.—Accordingly, in the initial phasing stage, the HF mediated lifting of
the spin-blockade is rather weak resulting in a low leakage current, approximatively given by
I (t = 0) /(e~−1) ≈ ε2α/N . Therefore, the initial current due to HF processes is inversely
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proportional to the number of nuclear spins N . However, as correlations among the nuclei
build up, the HF mediated lifting becomes more efficient culminating in a maximum current
of Imax/(e~−1) ≈ ε2α, independent of N . For realistic experimental values – also taking
into account the effects of inhomogeneous HF coupling and finite initial polarization p ≈
0.6 – we estimate the initial (maximum) leakage current to be of the order of I (t = 0) ≈
6 fA (Imax ≈ 10 pA). Leakage currents in this range of magnitudes have already been detected
in single QD spin-filter experiments [201] as well as double QD Pauli-blockade experiments
[142, 191, 193, 194]; here, leakage currents below 10 fA and 150 fA, respectively, have been
attributed explicitly to other spurious processes [201, 193]. These are addressed in greater
detail in the following.
Our transport setting is tuned into the sequential tunneling regime and therefore we have
disregarded cotunneling processes which are fourth order in HT . In principle, cotunneling
processes could lift the spin-blockade and add an extra contribution to the leakage current
that is independent of the HF dynamics. However, note that cotunneling current scales as
Ict ∝ α2, whereas sequential tunneling current I ∝ α; accordingly, cotunneling current can
always be suppressed by making the tunnel barriers less transparent [201]. Moreover, inelastic
cotunneling processes exciting the QD spin can be ruled out for eV, kBT < ω0 due to energy
conservation [200]. The effectiveness of a single quantum dot to act as an electrically tunable
spin filter has also been demonstrated experimentally [201]: The spin-filter efficiency was
measured to be nearly 100%, with Ict being smaller than the noise floor ∼ 10 fA. Its actual
value has been calculated as ∼ 10−4 fA, from which we roughly estimate Ict ∼ 10−2 fA in
our setting. This is smaller than the initial HF mediated current I (t = 0) and considerably
smaller than Imax, even for an initially not fully polarized nuclear spin ensemble. Still, if one
is to explore the regime where cotunneling cannot be neglected, phenomenological dissipative
terms – effectively describing the corresponding spin-flip and pure dephasing mechanisms for
inelastic and elastic processes respectively – should be added to Eqn.(1.30).
Self-consistency
In our simulations we have self-consistently verified that the fluctuations of the Overhauser
field, defined via
∆OH (t) = g
√
〈A2z〉t − 〈Az〉2t , (1.48)
are indeed small compared to the external Zeeman splitting ω0 throughout the entire evo-
lution. This ensures the validity of our perturbative approach and the realization of the
spin-blockade regime. From atomic superradiance it is known that in the limit of homoge-
neous coupling large fluctuations can build up, since in the middle of the emission process
the density matrix becomes a broad distribution over the Dicke states [199]. Accordingly, in
the idealized, exactly solvable case of homogeneous coupling we numerically find rather large
fluctuations of the Overhauser field; as demonstrated in Fig. 1.10, this holds independently
of N . In particular, for a relative coupling strength ε = 0.5 the fluctuations culminate in
max [∆OH] /ω0 ≈ 0.35. However, in the case of inhomogeneneous HF coupling the Overhauser
field fluctuations are found to be smaller as the build-up of these fluctuations is hindered by
the Knight term causing dephasing among the nuclear spins. As another limiting case, we also
estimate the fluctuations for completely independent homogeneously coupled nuclear spins via
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Figure 1.10: Fluctuations of the Overhauser field relative to the external Zeeman splitting ω0.
In the limit of homogeneous HF coupling, strong fluctuations build up towards the middle
of the emission process (red line, ε = 0.5). For inhomogeneous coupling this build-up of
fluctuations is hindered by the dephasing between the nuclear spins, resulting in considerably
smaller fluctuations: The value of the Overhauser fluctuations is shown at the time of the
SR peak tmax for ε = 0.5 (orange squares) and ε = 0.55 (green diamonds). The Overhauser
fluctuations reach a maximum value later than tmax, see blue dots for ε = 0.5. For independent
homogeneously coupled nuclear spins, one can estimate the fluctuations via the binominal
distribution (black line).
the binominal distribution as max [∆OH] ∼ 0.5AHF/
√
N2.
Moreover, we have also ensured self-consistently the validity of the perturbative treatment
of the flip-flop dynamics; that is, throughout the entire evolution, even for maximum operative
matrix elements 〈A+A−〉t, the strength of the flip-flop dynamics ‖Hff‖ was still at least five
times smaller than ω0.
1.8 Conclusion and Outlook
In summary, we have developed a master equation based theoretical framework for nuclear-
spin-assisted transport through a QD. Due to the collective nature of the HF interaction,
it incorporates intriguing many-body effects as well as feedback mechanisms between the
electron spin and nuclear spin dynamics. As a prominent application, we have shown that
the current through a single electrically defined QD in the spin-blockade regime naturally
exhibits superradiant behavior. This effect stems from the collective hyperfine interaction
between the QD electron and the nuclear spin ensemble in the QD. Its most striking feature is
a lifting of the spin-blockade and a pronounced peak in the leakage current. The experimental
observation of this effect would provide clear evidence of coherent HF dynamics of nuclear
spin ensembles in QDs.
Finally, we highlight possible directions of research going beyond our present work: Apart
from superradiant electron transport, the setup proposed here is inherently well suited for
2This limit is realized if strong nuclear dephasing processes prevent the coherence build-up of the SR
evolution.
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other experimental applications like dynamic polarization of nuclear spins (DNP): In analogy
to optical pumping, Eqn.(1.3) describes electronic pumping of the nuclear spins. Its steady
states are eigenstates of Az, which lie in the kernel of the collective jump-operator A−. In
particular, for a completely inhomogeneous system the only steady state is the fully polarized
one, the ideal initial state required for the observation of SR effects. When starting from a
completely unpolarized nuclear state, the uni-directionality of Eqn.(1.3) – electrons with one
spin orientation exchange excitations with the nuclear spins, while electrons of opposite spin
primarily do not – implies that the rather warm electronic reservoir can still extract entropy
out of the nuclear system. More generally, the transport setting studied here possibly opens
up the route towards the (feedback-based) electronic preparation of particular nuclear states
in single QDs. This is in line with similar ideas previously developed in double QD settings,
see e.g., Refs.[188, 142, 193, 195, 172].
In this work we have specialized on a single QD. However, our theory could be extended to
a double QD (DQD) setting which is likely to offer even more possibilities. DQDs are routinely
operated in the Pauli-blockade regime where despite the presence of an applied source-drain
voltage the current through the device is blocked whenever the electron tunneling into the
DQD has the same spin orientation as the one already present. The DQD parameters and
the external magnetic field can be tuned such that the role of the states |σ〉 , σ =↓, ↑, in our
model is played by a pair of singlet and triplet states, while all other states are off-resonant.
Then, along the lines of our study, non-linearities appear due to dependencies between the
electronic and nuclear subsystems and collective effects enter via the HF-mediated lifting of
the spin-blockade.
While we have focused on the Markovian regime and the precise conditions for its validity,
Eqn.(1.15) offers a starting point for studies of non-Markovian effects in the proposed trans-
port setting. All terms appearing in the memory kernel of Eqn.(1.15) are quadratic in the
fermionic creation and annihilation operators allowing for an efficient numerical simulation,
without having to explicitly invoke the flatness of the spectral density of the leads. This
should then shed light on possibly abrupt changes in the QD transport properties due to
feedback mechanism between the nuclear spin ensemble and the electron spin.
Lastly, our work also opens the door towards studies of dissipative phase transitions in
the transport setting: when combined with driving, the SR dynamics can lead to a variety
of strong-correlation effects, non-equilibrium and dissipative phase transitions [179, 225, 226,
177], which could now be studied in a mesoscopic solid state system, complementing other
approaches to dissipative phase transitions in QDs [227, 228, 229, 230].
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1.A.1 Microscopic Derivation of the Master Equation
In this Appendix we provide some details regarding the derivation of the master equations as
stated in Eqn.(1.2) and Eqn.(1.30). It comprises the effect of the HF dynamics in the memory
kernel of Eqn.(1.13) and the subsequent approximation of independent rates of variation.
In the following, we will show that it is self-consistent to neglect the effect of the HF
dynamics L1 (t) in the memory-kernel of Eqn.(1.13) provided that the bath correlation time
τc is short compared to the Rabi flips produced by the HF dynamics. This needs to be
addressed as cooperative effects potentially drive the system from a weakly coupled into a
strongly coupled regime. First, we reiterate the Schwinger-Dyson identity in Eqn.(1.14) as
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dτ2 . . .
∫ τn−1
0
dτn L˜1 (τ1) L˜1 (τ2) . . . L˜1 (τn) , (1.49)
where for any operator X







H˜1 (τ) , X
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. (1.50)
More explicitly, up to second order Eqn.(1.49) is equivalent to
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Note that the time-dependence of H˜1 (τ) is simply given by
H˜1 (τ) = e
iωτH+ + e




where the effective Zeeman splitting ω = ω0 + g 〈Az〉t is time-dependent. Accordingly, we
define L˜1 (τ) = L˜+ (τ) + L˜− (τ) + L˜∆OH (τ) = eiωτL+ + e−iωτL−+L∆OH, where Lx· = [Hx, ·]
for x = ±,∆OH. In the next steps, we will explicitly evaluate the first two contributions to
the memory kernel that go beyond n = 0 and then generalize our findings to any order n of
the Schwinger-Dyson series.
First order correction
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. (1.53)


















(Az − 〈Az〉t)Sz, X˜τ
])}
(1.54)
where, for notational convenience, we introduced the operators X = LTρS (t− τ) ρ0B and
X˜τ = e
−iH0τ [HT , ρS (t− τ) ρ0B] eiH0τ ≈ [H˜T (τ) , ρS (t) ρ0B]. In accordance with previous
approximations, we have replaced e−iH0τρS (t− τ) eiH0τ by ρS (t) since any additional term
besides H0 would be of higher order in perturbation theory [209, 210]. In particular, this
disregards dissipative effects: In our case, this approximation is valid self-consistently provided
that the tunneling rates are small compared to effective Zeeman splitting ω. The integrand
decays on the leads-correlation timescale τc which is typically much faster than the timescale
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set by the effective Zeeman splitting, ωτc  1. This separation of timescales allows for an
expansion in the small parameter ωτ , e.g. gω
(
eiωτ − 1) ≈ igτ . We see that the first order
correction can be neglected if the the bath correlation time τc is sufficiently short compared to
the timescale of the HF dynamics, that is gτc  1. The latter is bounded by the total hyperfine
coupling constant AHF (since ||gAx|| ≤ AHF) so that the requirement for disregarding the first
order term reads AHFτc  1.
Second order correction
The contribution of the second term n = 2 in the Schwinger-Dyson expansion can be decom-
posed into





The first term Ξ
(2)













































1 + iωτ − eiωτ)TrB [LT (S+S−A−A+X˜τ + X˜τS−S+A+A−)]
+
(
1− iωτ − e−iωτ)TrB [LT (S−S+A+A−X˜τ + X˜τS+S−A−A+)]} . (1.58)
Here, we have used the following simplification: The time-ordered products which include
flip-flop terms only can be simplified to two possible sequences in which L+ is followed by L−
and vice versa. This holds since
L±L±X = [H±, [H±, X]] = H±H±X +XH±H± − 2H±XH± = 0. (1.59)
Here, the first two terms drop out immediately since the electronic jump-operators S± fulfill
the relation S±S± = 0. In the problem at hand, also the last term gives zero because of
particle number superselection rules: In Eqn.(1.13) the time-ordered product of superopera-
tors acts on X =
[
HT , ρS (t− τ) ρ0B
]
. Thus, for the term H±XH± to be nonzero, coherences
in Fock space would be required which are consistently neglected; compare Ref. [210]. This
is equivalent to ignoring coherences between the system and the leads. Note that the same
argument holds for any combination HµXHν with µ, ν = ±.
Similar results can be obtained for Ξ
(2)
fz which comprises H± as well as H∆OH in all possible
orderings. Again, using that the integrand decays on a timescale τc and expanding in the small
parameter ωτ shows that the second order contribution scales as ∼ (gτc)2. Our findings for
the first and second order correction suggest that the n-th order correction scales as ∼ (gτc)n.
This will be proven in the following by induction.
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n-th order correction
The scaling of the n-th term in the Dyson series is governed by the quantities of the form
ξ
(n)











iωτ1e−iωτ2 . . . , (1.60)
where the index suggests the order in which H± (giving an exponential factor) and H∆OH
(resulting in a factor of 1) appear. Led by our findings for n = 1, 2, we claim that the
expansion of ξ
(n)
+−... (τ) for small ωτ scales as ξ
(n)


































∼ (gτ)n+1 . (1.63)
Since we have already verified this result for n = 1, 2, the general result follows by induction.
This completes the proof.
1.A.2 Adiabatic Elimination of the QD Electron
For a sufficiently small relative coupling strength ε the nuclear dynamics are slow compared
to the electronic QD dynamics. This allows for an adiabatic elimination of the electronic
degrees of freedom yielding an effective master equation for the nuclear spins of the QD.
Our analysis starts out from Eqn.(1.35) which we write as
ρ˙ =W0ρ+W1ρ, (1.64)
where














W1ρ = −i [HHF, ρ] . (1.66)
Note that the superoperator W0 only acts on the electronic degrees of freedom. It describes
an electron in an external magnetic field that experiences a decay as well as a pure dephasing
mechanism. In zeroth order of the coupling parameter ε the electronic and nuclear dynamics
of the QD are decoupled and SR effects cannot be expected. These are contained in the
interaction term W1.
Formally, the adiabatic elimination of the electronic degrees of freedom can be achieved
as follows [231]: To zeroth order in ε the eigenvectors of W0 with zero eigenvector λ0 = 0 are
W0µ⊗ ρSS = 0, (1.67)
where ρSS = |↓〉 〈↓| is the stationary solution for the electronic dynamics and µ describes some
arbitrary state of the nuclear system. The zero-order Liouville eigenstates corresponding to
λ0 = 0 are coupled to the subspaces of “excited” nonzero (complex) eigenvalues λk 6= 0 of
W0 by the action of W1. Physically, this corresponds to a coupling between electronic and
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nuclear degrees of freedom. In the limit where the HF dynamics are slow compared to the
electronic frequencies, i.e. the Zeeman splitting ω0, the decay rate γ and the dephasing rate
Γ, the coupling between these blocks of eigenvalues and Liouville subspaces of W0 is weak
justifying a perturbative treatment. This motivates the definition of a projection operator P
onto the subspace with zero eigenvalue λ0 = 0 of W0 according to
Pρ = Trel [ρ]⊗ ρSS = µ⊗ |↓〉 〈↓| , (1.68)
where µ = Trel [ρ] is a density operator for the nuclear spins, Trel . . . denotes the trace over
the electronic subspace and by definition W0ρSS = 0. The complement of P is Q = 1 −
P . By projecting the master equation on the P subspace and tracing over the electronic








zρSS ] = −1/2, the first term is readily evaluated and yields the Knight shift seen
by the nuclear spins
Trel [PW1Pρ] = +ig
2
[Az, µ] . (1.70)


















dτ Trel [PW1PW1Pρ] . (1.72)
Here, we used the Laplace transform −W−10 =
∫∞
0 dτ e
W0τ and the property eW0τP =
PeW0τ = P .







































This can be simplified using the following relations: Since ρSS = |↓〉 〈↓|, we have S−ρSS =
0 and ρSSS
+ = 0. Moreover, |↑〉 〈↓| and |↓〉 〈↑| are eigenvectors of W0 with eigenvalues

































µA+A− −A−µA+) . (1.80)
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Analogously, one can show that terms containing two flip or two flop terms give zero. The
same holds for mixed terms that comprise one flip-flop and one Overhauser term with ∼ AzSz.









[2AzµAz − [AzAz, µ]] . (1.81)
However, this term exactly cancels with the second term from Eqn.(1.72). Thus we are left















A−µA+ − µA+A−)] . (1.82)























ω0. Combining Eqn.(1.70) with Eqn.(1.83)
directly gives the effective master equation for the nuclear spins given in Eqn.(1.3) in the main
text.
Chapter 2




In the previous Chapter we have investigated the transient creation of nuclear
coherence as a result of electron transport through a single quantum dot. In
this Chapter we theoretically study the nuclear spin dynamics driven by electron
transport and hyperfine interaction in an electrically defined double quantum dot
in the Pauli-blockade regime. We derive a master-equation-based framework and
show that the coupled electron-nuclear system displays an instability towards the
buildup of large nuclear spin polarization gradients in the two quantum dots.
In the presence of such inhomogeneous magnetic fields, a quantum interference
effect in the collective hyperfine coupling results in sizable nuclear spin entan-
glement between the two quantum dots in the steady state of the evolution. We
investigate this effect using analytical and numerical techniques, and demonstrate
its robustness under various types of imperfections.
2.1 Introduction
The prospect of building devices capable of quantum information processing (QIP) has fu-
eled an impressive race to implement well-controlled two-level quantum systems (qubits)
in a variety of physical settings [232]. For any such system, generating and maintaining
entanglement—one of the most important primitives of QIP—is a hallmark achievement. It
serves as a benchmark of experimental capabilities and enables essential information process-
ing tasks such as the implementation of quantum gates and the transmission of quantum
information [7].
In the solid state, electron spins confined in electrically defined semiconductor quantum
dots have emerged as a promising platform for QIP [33, 98, 180, 27]: Essential ingredients such
as initialization, single-shot readout, universal quantum gates and, quite recently, entangle-
ment have been demonstrated experimentally [116, 114, 104, 123, 103, 142]. In this context,























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.1: Schematic illustration of th DQD syste under study. Two nuclear spin ensem-
bles are yperfine-coupled to the electronic subsytem; due to various fast coherent (double-
arrow) and incoherent processes (arrows) the latter settles to a qu sisteady stat on a timescale
shorter than the nuclear dynamics.
nuclear spins in the surrounding se iconductor host environment have attr cted considerable
theoretic l [133, 157, 134, 135, 233, 159, 234] and experimental [155, 120, 168, 113, 191, 194]
attention, as they have been identified as the main source of electron spin decoherence due
to the relatively strong hyperfine (HF) interaction between the electronic s in and N ∼ 106
nuclei [98]. However, it has also been noted that the nuclear spin bath it elf, with nuclear
spin coherence t mes ranging from hundreds of microseconds to a millisecond [172, 98], could
be turned into an asset, for exam l , as a resource for quant m memories or quantum com-
putation [170, 166, 171, 235, 236]. Since these applications require yet unachieved control of
the nuclear spins, novel ways of understanding and manipulating the dynamics of the nuclei
are called for. The ability to control and manipulate the nuclei will open up n w possibilities
for nuclear spin-based information storage and processing, but also irectly improve electron
spin decoherence timescales [195, 237, 238].
Dissipation has recently been identifi d as a novel approach to control a quantum system,
create ent ngled states or perform quantum computing tasks [84, 73, 83, 239, 72]. This is done
by properly engineeri g the continuous inter ction of the system with its environment. In this
way, dissipation—previously often viewed as vice from a QIP perspective—can turn into a
virtue and become the driving force behind the emergence of coherent quantum phenomena.
The idea of actively using dissipation rather than relying on coherent evolution extends th
traditional DiVincenzo criteria [24] to settings n which o unitary gates are available; also, it
comes with potentially significant practi al advantages, as dissipative methods are inherently
robust against w ak rand m perturbations, allowing, in principle, to stabilize entanglement
for arbitrary times. Recently, these concepts have been put into practice experimentally
in different QIP architectures, namely atomic ensembles [89, 92], trapped ions [93, 87] and
superconductin qubits [94].
Here, we apply these ideas to a quantum dot system and investigate a scheme for the
deterministic generation of steady-state entanglement between the two spatially separated
nuclear spin ensembles in an electrically defined double quantum dot (DQD), operated in the
Pauli-blockade regime [194, 33]. We develop in detail the underlying theoretical framework,
2.1 Introduction 51
and discuss in great depth the coherent phenomena emerging from the hyperfine coupled
electron and nuclear dynamics in a DQD in spin blockade regime. The analysis is based on the
fact that the electron spins evolve rapidly on typical timescales of the nuclear spin dynamics.
This allows us to derive a coarse-grained quantum master equation for the nuclear spins
only, disclosing the nuclei as the quantum system coupled to an electronic environment with
an exceptional degree of tunability; see Fig. 2.1 for a schematic illustration. This approach
provides valuable insights by building up a straightforward analogy between mesoscopic solid-
state physics and a generic setting in quantum optics (compare, for example, Ref.[89]): The
nuclear spin ensemble can be identified with an atomic ensemble, with individual nuclear
spins corresponding to the internal levels of a single atom and electrons playing the role of
photons [240].
Our theoretical analysis goes beyond this simple analogy by incorporating nonlinear,
feedback-driven effects resulting from a backaction of the effective magnetic field generated by
the nuclei (Overhauser shift) on the electron energy levels. In accordance with previous theo-
retical [195, 238, 241, 187, 242, 243, 156, 244] and experimental [188, 189, 193, 142, 191, 245]
observations, this feedback mechanism is shown to lead to a rich set of phenomena such as
multistability, criticality, and dynamic nuclear polarization (DNP). In our model, we study
the nuclear dynamics in a systematic expansion of the master equation governing the evolution
of the combined electron-nuclear system, which allows us efficiently trace out the electronic
degrees of freedom yielding a compact dynamical equation for the nuclear system alone. This
mathematical description can be understood in terms of the so-called slaving principle: The
electronic subsystem settles to a quasisteady state on a timescale much faster than the nu-
clear dynamics, and creates an effective environment with tunable properties for the nuclear
spins. Consequently, we analyze the nuclear dynamics subject to this artificial environment.
Feedback effects kick in as the generated nuclear spin polarization acts back on the electronic
subsystem via the Overhauser shift changing the electronic quasisteady state. We derive
explicit expressions for the nuclear steady state which allows us to fully assess the nuclear
properties in dependence on the external control parameters. In particular, we find that,
depending on the parameter regime, the polarization of the nuclear ensemble can show two
distinct behaviors: The nuclear spins either saturate in a dark state without any nuclear po-
larization or, upon surpassing a certain threshold gradient, turn self-polarizing and build up
sizable Overhauser field differences. Notably, the high-polarization stationary states feature
steady-state entanglement between the two nuclear spin ensembles, even though the elec-
tronic quasisteady state is separable, underlining the very robustness of our scheme against
electronic noise.
To analyze the nuclear spin dynamics in detail, we employ different analytical approaches,
namely a semiclassical calculation and a fully quantum mechanical treatment. This is based
on a hierarchy of timescales: While the nuclear polarization process occurs on a typical
timescale of τpol & 1s, the timescale for building up quantum correlations τgap is collectively
[240] enhanced by a factor N ∼ 105 − 106; i.e., τgap ≈ (3− 30)µs. Since nuclear spins
dephase due to internal dipole-dipole interactions on a timescale of τdec ≈ (0.1− 1) ms [246,
172, 98], our system exhibits the following separation of typical timescales: τpol  τdec 
τgap. While the first inequality allows us to study the (slow) dynamics of the macroscopic
semiclassical part of the nuclear fields in a mean-field treatment (which essentially disregards
quantum correlations) on long timescales, based on the second inequality we investigate the
generation of (comparatively small) quantum correlations on a much faster timescale where
we neglect decohering processes due to internal dynamics among the nuclei. Lastly, numerical
























Figure 2.2: Schematic illustration of nuclear entanglement generation via electron transport.
Whenever the Pauli-blockade is lifted via the HF interaction with the nuclear spins, a nuclear
flip can occur in either of the two dots. The local nature of the HF interaction is masked
by the non-local character of the electronic level |λ2〉 which predominantly couples to the
Pauli-blocked triplets |T±〉.
results complement our analytical findings and we discuss in detail detrimental effects typically
encountered in experiments.
2.2 Executive Summary: Reader’s Guide
This Chapter is organized as follows. In Sec. 2.3, we provide an intuitive picture of our basic
ideas, allowing the reader to grasp our main results on a qualitative level. Section 2.4 intro-
duces the master-equation-based theoretical framework. Based on a simplified model, in Sec.
2.5 we study the coupled electron nuclear dynamics. Using adiabatic elimination techniques,
we can identify two different regimes as possible fixed points of the nuclear evolution which
differ remarkably in their nuclear polarization and entanglement properties. Subsequently, in
Sec. 2.6 the underlying multi-stability of the nuclear system is revealed within a semiclassical
model. Based on a self-consistent Holstein-Primakoff approximation, in Sec. 2.7 we study
in great detail the nuclear dynamics in the vicinity of a high-polarization fixed point. This
analysis puts forward the main result of this Chapter, the steady-state generation of entan-
glement between the two nuclear spin ensembles in a DQD. Within the framework of the
Holstein-Primakoff analysis, Sec. 2.8 highlights the presence of a dissipative phase transition
in the nuclear spin dynamics. Generalizations of our findings to inhomogeneous hyperfine
coupling and other weak undesired effects are covered in Sec. 2.9. Finally, in Sec. 2.10 we
draw conclusions and give an outlook on possible future directions of research.
2.3 Main Results
In this Chapter, we propose a scheme for the dissipative preparation of steady-state entan-
glement between the two nuclear spin ensembles in a double quantum dot (DQD) in the
Pauli-blockade regime [33]. The entanglement arises from an interference between different
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hyperfine-induced processes lifting the Pauli-blockade; compare Fig. 2.2 for a schematic illus-
tration. This becomes possible by suitably engineering the effective electronic environment,
which ensures a collective coupling of electrons and nuclei (i.e., each flip can happen either
in the left or the right QD and no which-way information is leaked), and that just two such
processes with a common entangled stationary state are dominant. Engineering of the elec-
tronic system via external gate voltages facilitates the control of the desired steady-state
properties. Exploiting the separation of electronic and nuclear time-scales allows to derive
a quantum master equation in which the interference effect becomes apparent: It features
non-local jump operators which drive the nuclear system into an entangled steady state of
EPR-type [89]. Since the entanglement is actively stabilized by the dissipative dynamics, our
approach is inherently robust against weak random perturbations [82, 84, 73, 89, 83]. The
entanglement build-up is accompanied by a self-polarization of the nuclear system towards
large Overhauser (OH) field gradients if a small initial gradient is provided. Upon surpassing
a certain threshold value of this field the nuclear dynamics turn self-polarizing, and drive the
system to even larger gradients. Entanglement is then generated in the quantum fluctuations
around these macroscopic nuclear polarizations. Furthermore, feedback between electronic
and nuclear dynamics leads to multi-stability and criticality in the steady-state solutions.
Our scheme may provide a long-lived, solid-state entanglement resource and a new route for
nuclear-spin-based information storage and manipulation.
2.4 The System
This section presents a detailed description of the system under study, a gate-defined double
quantum dot (DQD) in the Pauli-blockade regime. To model the dynamics of this system, we
employ a master equation formalism [240]. This allows us to study the irreversible dynamics
of the DQD coupled to source and drain electron reservoirs. By tracing out the unobserved
degrees of freedom of the leads, we show that—under appropriate conditions to be specified
below—the dynamical evolution of the reduced density matrix of the system ρ can formally
be written as
ρ˙ = −i [Hel, ρ] + Vρ+ LΓρ︸ ︷︷ ︸
1
+ L±ρ+ Ldephρ︸ ︷︷ ︸
2
, (2.1)
Here, Hel describes the electronic degrees of freedom of the DQD in the relevant two-electron
regime, V refers to the coherent hyperfine coupling between electronic and nuclear spins
and LΓ is a Liouvillian of Lindblad form describing electron transport in the spin-blockade
regime. The last two terms labeled by 2 account for different physical mechanisms such
as cotunneling, spin-exchange with the leads or spin-orbital coupling in terms of effective
dissipative terms in the electronic subspace.
2.4.1 Microscopic Model
We consider an electrically defined DQD in the Pauli-blockade regime [33, 194]. Microscopi-
cally, our analysis is based on a two-site Anderson Hamiltonian: Due to strong confinement,
both the left and right dot are assumed to support a single orbital level εi (i = L,R) only
which can be Zeeman split in the presence of a magnetic field and occupied by up to two
electrons forming a localized spin singlet. For now, excited states, forming on-site triplets
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that could lift spin-blockade, are disregarded, since they are energetically well separated by
the singlet-triplet splitting ∆st & 400µeV [33]. Cotunneling effects due to energetically higher
lying localized triplet states will be addressed separately below.
Formally, the Hamiltonian for the global system H can be decomposed as
H = HDQD +HB +HT , (2.2)
where HB refers to two independent reservoirs of non-interacting electrons, the left (L) and














iσcikσ + h.c.. (2.4)
The tunnel matrix element Ti, specifying the transfer coupling between the leads and the
system, is assumed to be independent of momentum k and spin σ of the electron. The
fermionic operator c†ikσ (cikσ) creates (annihilates) an electron in lead i = L,R with wavevector
k and spin σ =↑, ↓. Similarly, d†iσ creates an electron with spin σ inside the dot in the orbital







where ~σ refers to the vector of Pauli matrices. Lastly,
HDQD = HS +Ht + VHF (2.6)
describes the coherent electron-nuclear dynamics inside the DQD. In the following, HS , Ht
and VHF are presented. First, HS accounts for the bare electronic energy levels in the DQD







Uini↑ni↓ + ULRnLnR, (2.7)
where Ui and ULR refer to the on-site and interdot Coulomb repulsion; niσ = d
†
iσdiσ and
ni = ni↑+ni↓ are the spin-resolved and total electron number operators, respectively. Typical
values are Ui ≈ 1−4meV and ULR ≈ 200µeV [247, 33, 194]. Coherent, spin-preserving interdot




d†LσdRσ + h.c. (2.8)
Spin-blockade regime.—By appropriately tuning the chemical potentials of the leads µi,
one can ensure that at maximum two conduction electrons reside in the DQD [33, 83]. More-
over, for εRσ < µR the right dot always stays occupied. In what follows, we consider a
transport setting where an applied bias between the two dots approximately compensates
the Coulomb energy of two electrons occupying the right dot, that is εL ≈ εR + UR − ULR.
Then, a source drain bias across the DQD device induces electron transport via the cycle
(0, 1) → (1, 1) → (0, 2). Here, (m,n) refers to a configuration with m (n) electrons in the
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left (right) dot, respectively. In our Anderson model, the only energetically accessible (0, 2)
state is the localized singlet, referred to as |S02〉 = d†R↑d†R↓ |0〉. As a result of the Pauli prin-
ciple, the interdot charge transition (1, 1) → (0, 2) is allowed only for the (1, 1) spin singlet
|S11〉 = (|⇑⇓〉 − |⇓⇑〉) /
√
2, while the spin triplets |T±〉 and |T0〉 = (|⇑⇓〉+ |⇓⇑〉) /
√
2 are Pauli
blocked. Here, |T+〉 = |⇑⇑〉, |T−〉 = |⇓⇓〉, and |σσ′〉 = d†Lσd†Rσ′ |0〉. For further details on how
to realize this regime we refer to Appendix 2.A.1.
Hyperfine interaction.—The electronic spins ~Si confined in either of the two dots (i = L,R)




in the semiconductor host environment




























i,j for α = ±, z denote electron and collective nuclear spin opera-
tors. The coupling coefficients ai,j are proportional to the weight of the electron wavefunction
at the jth lattice site and define the individual unitless HF coupling constant between the elec-
tron spin in dot i and the jth nucleus. They are normalized such that
∑Ni
j=1 ai,j = N , where
N = (NL +NR) /2 ∼ 106; ahf is related to the total HF coupling strength AHF ≈ 100µeV via
ahf = AHF/N and ghf = AHF/
√
N ≈ 0.1µeV quantifies the typical HF interaction strength.
The individual nuclear spin operators σαi,j are assumed to be spin-
1
2 for simplicity. We neglect
the nuclear Zeeman and dipole-dipole terms which will be slow compared to the system’s
dynamics [133]; these simplifications will be addressed in more detail in Sec. 2.9.
















which exchanges excitations between the electronic and nuclear spins, and a parallel compo-







The latter can be recast into the following form
HOH = Hsc +Hzz, (2.12)
where




R) + ∆OH (S
z
R − SzL) (2.13)
describes a (time-dependent) semiclassical OH field which comprises a homogeneous ω¯OH and
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with δAzi = A
z
i − 〈Azi 〉t, refers to residual quantum fluctuations due to deviations of the
Overhauser field from its expectation value [240]. The semiclassical part Hsc only acts on
the electronic degrees of freedom and can therefore be absorbed into HS . Then, the coupling
between electronic and nuclear degrees of freedom is governed by the operator
VHF = Hff +Hzz. (2.17)
2.4.2 Master Equation
To model the dynamical evolution of the DQD system, we use a master equation approach.
Starting from the full von Neumann equation for the global density matrix %
%˙ = −i [H, %] , (2.18)
we employ a Born-Markov treatment, trace out the reservoir degrees of freedom, apply the
so-called approximation of independent rates of variation [207], and assume fast recharging
of the DQD which allows us to eliminate the single-electron levels [149, 248]; for details, see
Appendix 2.A.2. Then, we arrive at the following master equation for the system’s density
matrix ρ = TrB [%]
ρ˙ = −i [Hel, ρ] + LΓρ+ Vρ, (2.19)
where TrB [. . . ] denotes the trace over the bath degrees of freedom in the leads. In the
following, the Hamiltonian Hel and the superoperators LΓ, V will be discussed in detail [cf.
Eqs.(2.20), (2.22) and (2.24), respectively].
Electronic Hamiltonian.—In Eq.(2.19), Hel describes the electronic degrees of freedom of
the DQD within the relevant two-electron subspace. It can be written as (~ = 1)




R) + ∆ (S
z
R − SzL)− ε |S02〉 〈S02|
+t (|⇑⇓〉 〈S02| − |⇓⇑〉 〈S02|+ h.c.) , (2.20)
where the nuclear-polarization-dependent ’mean-field’ quantities ω¯OH and ∆OH have been
absorbed into the definitions of ω0 and ∆ as ω0 = ωext+ω¯OH and ∆ = ∆ext+∆OH, respectively.
In previous theoretical work, this feedback of the Overhauser shift on the electronic energy
levels has been identified as a means for controlling the nuclear spins via instabilities towards
self-polarization; compare for example Ref.[195]. Apart from the OH contributions, ωext and
∆ext denote the Zeeman splitting due to the homogeneous and inhomogeneous component of
a potential external magnetic field, respectively. Furthermore, ε refers to the relative interdot
energy detuning between the left and right dot. The interdot tunneling with coupling strength
t occurs exclusively in the singlet subspace due to Pauli spin-blockade. It is instructive to
diagonalize the effective five-dimensional electronic Hamiltonian Hel. The eigenstates of Hel




R = 0 subspace can be expressed as
|λk〉 = µk |⇑⇓〉+ νk |⇓⇑〉+ κk |S02〉 , (2.21)
for k = 1, 2, 3 with corresponding eigenenergies εk; compare Fig. 2.3
1. Note that, through-
out this work, the hybridized level |λ2〉 plays a crucial role for the dynamics of the DQD
system: Since the levels |λ1,3〉 are energetically separated from all other electronic levels (for
1The analytic expressions for the amplitudes µk, νk and κk are not instructive and therefore not explicitly
given.































Figure 2.3: Spectrum ofHel in the relevant two-electron regime for ∆ = 40µeV and t = 30µeV;
shown here as a function of the interdot detuning parameter ε. The three hybridized electronic
eigenstates |λk〉 within the Sztot = 0 subspace are displayed in red, while the bare electronic
states are shown in blue (dash-dotted lines). The homogeneous Zeeman splitting ω0 has been
set to zero, so that the Pauli-blocked triplets |T±〉 are degenerate. In this setting, the levels
|λ1,3〉 are far detuned from |T±〉. Therefore, the spin-blockade is lifted pre-dominantly via the
non-local electronic level |λ2〉. The black dashed ellipse refers to a potential operational area
of our scheme.
t  ω0, ghf), |λ2〉 represents the dominant channel for lifting of the Pauli-blockade; compare
Fig. 2.3.
Electron transport.—After tracing out the reservoir degrees of freedom, electron transport




ΓkD [|Tν〉 〈λk|] ρ, (2.22)





models electron transport through the DQD; here, we have applied a rotating-wave approxi-
mation by neglecting terms rotating at a frequency of εk−εl for k 6= l (see Appendix 2.A.2 for
details). Accordingly, the hybridized electronic levels |λk〉 (k = 1, 2, 3) acquire a finite lifetime
[241] and decay with a rate
Γk = |〈λk|S02〉|2 Γ = κ2kΓ, (2.23)
determined by their overlap with the localized singlet |S02〉, back into the Pauli-blocked triplet
subspace {|T±〉}. Here, Γ = ΓR/2, where ΓR is the sequential tunneling rate to the right lead.
Hyperfine interaction.—After splitting off the semiclassical quantities ω¯OH and ∆OH, the
superoperator
Vρ = −i [VHF, ρ] , (2.24)
captures the remaining effects due to the HF coupling between electronic and nuclear spins.
Within the eigenbasis of Hel, the hyperfine flip-flop dynamics Hff , accounting for the exchange














Figure 2.4: Scheme for the phenomenological cotunneling analysis. The spin-blocked triplet
|T+〉 is tunnel-coupled to the (virtually occupied) triplet |T+ (0, 2)〉, localized on the right dot.
Due to Pauli exclusion, this level is energetically well separated by the singlet-triplet splitting
∆st & 400µeV. It has a finite lifetime Γ−1 and may decay back (via a singly occupied level on
the right dot) to |T+〉 or via a series of fast coherent and incoherent intermediate processes
end up in any level within the (1, 1) charge sector (shaded box), since |S02〉 decays with a
rate Γ to all four (1, 1) states. The overall effectiveness of the process is set by the effective
rate Γct ≈ (t/∆st)2 Γ, depicted by dashed arrows.






[|λk〉 〈T+| ⊗ Lk + |λk〉 〈T−| ⊗ Lk + h.c.] , (2.25)











are associated with lifting the spin-blockade from |T+〉 and |T−〉 via |λk〉, respectively. These
operators characterize the effective coupling between the nuclear system and its electronic
environment; they can be controlled externally via gate voltages as the parameters t and ε
define the amplitudes µk and νk. Since generically µk 6= νk, the non-uniform electron spin
density of the hybridized eigenstates |λk〉 introduces an asymmetry to flip a nuclear spin on
the first or second dot [241].
Electronic spin-blockade lifting.—Apart from the hyperfine mechanism described above,
the Pauli blockade may also be lifted by other, purely electronic processes such as (i) cotun-
neling, (ii) spin-exchange with the leads, or (iii) spin-orbit coupling [249]. Although they do
not exchange excitations with the nuclear spin bath, these processes have previously been
shown to be essential to describe the nuclear spin dynamics in the Pauli blockade regime
[241, 195, 250]. In our analysis, it is crucial to include them as they affect the average
electronic quasisteady state seen by the nuclei, while the exact, microscopic nature of the
electronic decoherence processes does not play an important role for our proposal. Therefore,
for concreteness, here we only describe exemplarily virtual tunneling processes via the doubly
2.4 The System 59
occupied triplet state labeled as |T+ (0, 2)〉, while spin-exchange with the leads or spin-orbital
effects are discussed in detail in Appendix 2.A.4. Cotunneling via |T− (0, 2)〉 or |T0 (0, 2)〉 can
be analyzed along the same lines. As schematically depicted in Fig. 2.4, the triplet |T+〉 with
(1, 1) charge configuration is coherently coupled to |T+ (0, 2)〉 by the interdot tunnel-coupling
t. This transition is strongly detuned by the singlet-triplet splitting ∆st. Once, the energet-
ically high lying level |T+ (0, 2)〉 is populated, it quickly decays with rate Γ either back to
|T+〉 giving rise to a pure dephasing process within the low-energy subspace or to {|T−〉 , |λk〉}
via some fast intermediate steps, mediated by fast discharging and recharging of the DQD
with the rate Γ2. In our theoretical model (see below), the former is captured by the pure
dephasing rate Γdeph, while the latter can be absorbed into the dissipative mixing rate Γ±;
compare Fig. 2.6 for a schematic illustration of Γ± and Γdeph, respectively. Since the singlet-
triplet splitting is the largest energy scale in this process (t,Γ ∆st), the effective rate for
this virtual cotunneling mechanism can be estimated as
Γct ≈ (t/∆st)2 Γ. (2.28)
Equation (2.28) describes a virtually assisted process by which t couples |T+〉 to a virtual
level, which can then escape via sequential tunneling ∼ Γ; thus, it can be made relatively fast
compared to typical nuclear timescales by working in a regime of efficient electron exchange
with the leads ∼ Γ3. For example, taking t ≈ 30µeV, ∆st ≈ 400µeV and Γ ≈ 50µeV, we
estimate Γct ≈ 0.3µeV, which is fast compared to typical nuclear timescales. Note that, for
more conventional, slower electronic parameters (t ≈ 5µeV, Γ ≈ 0.5µeV), indirect tunneling
becomes negligibly small, Γct ≈ 5 × 10−5µeV ≈ 5 × 104s−1, in agreement with values given
in Ref.[241]. Our analysis, however, is restricted to the regime, where indirect tunneling is
fast compared to the nuclear dynamics; this regime of motional averaging has previously been
shown to be beneficial for e.g. nuclear spin squeezing [238, 195]. Alternatively, spin-blockade
may be lifted via spin-exchange with the leads. The corresponding rate Γse scales as Γse ∼ Γ2,
as compared to Γct ∼ t2Γ. Moreover, Γse depends strongly on the detuning of the (1, 1) levels
from the Fermi levels of the leads. If this detuning is ∼ 500µeV and for Γ ≈ 100µeV, we
estimate Γse ≈ 0.25µeV, which is commensurate with the desired motional averaging regime,
whereas, for less efficient transport (Γ ≈ 1µeV) and stronger detuning ∼ 1meV, one obtains
a negligibly small rate, Γse ≈ 6× 10−6µeV ≈ 6× 103s−1. Again, this is in line with Ref.[241].
As discussed in more detail in Appendix 2.A.4, these spin-exchange processes as well as
spin-orbital effects can be treated on a similar footing as the interdot cotunneling processes
discussed here. Therefore, to describe the net effect of various non-hyperfine mechanisms and
to complete our theoretical description of electron transport in the spin-blockade regime, we
2Note that, in the spirit of the approximation of independent rates of variation [207], the relevant (in-
)coherent couplings are shown in Fig. 2.4 in terms of the bare basis {|σ, σ′〉 , |S02〉} for σ =⇑,⇓. After a basis
transformation to the dressed basis {|T±〉 , |λk〉} one obtains the dissipative terms given in Eq.(2.30).
3If the nuclear spins in the second dot are highly polarized, the doubly occupied triplet levels get Zeeman
split by the corresponding local Overhauser field. In principle, this could lead to a small asymmetry in the
incoherent rates describing decay from |T+〉 to |T−〉 and vice versa. However, in the Appendix it is shown that
in this regime a similar incoherent decay process within the Pauli-blocked triplet space {|T+〉 , |T−〉} can be
made much more efficient by working in a regime of fast spin-exchange with the reservoirs in the leads.
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Figure 2.5: Schematic overview of the most important parameters in our model, grouped into
electronic, hyperfine and HF-mediated nuclear quantities. Within the electronic quantities, we
can differentiate between coherent and incoherent processes (compare dashed boxes). Typical
numbers are given in µeV, while the numbers in parentheses (·) refer to the corresponding
equations in the text.
add the following phenomenological Lindblad terms to our model
Ldephρ = Γdeph
2








D [|Tν〉 〈λk|] ρ+D [|λk〉 〈Tν |] ρ.
Summary.—Before concluding the description of the system under study, let us quickly
reiterate the ingredients of the master equation as stated in Eq.(2.1): It accounts for (i)
the unitary dynamics within the DQD governed by −i [Hel + VHF, ρ], (ii) electron-transport-
mediated dissipation via LΓ and (iii) dissipative mixing and dephasing processes described
by L± and Ldeph, respectively. Finally, the most important parameters of our model are
summarized in Fig. 2.5.
2.5 Effective Nuclear Dynamics
In this section we develop the general theoretical framework of our analysis which is built
upon the fact that, generically, the nuclear spins evolve slowly on typical electronic timescales.
Due to this separation of electronic and nuclear timescales, the system is subject to the
slaving principle [204] implying that the electronic subsystem settles to a quasisteady state
on a timescale much shorter than the nuclear dynamics. This allows us to adiabatically
eliminate the electronic coordinates yielding an effective master equation on a coarse-grained
timescale. Furthermore, the electronic quasisteady state is shown to depend on the state of
the nuclei resulting in feedback mechanisms between the electronic and nuclear degrees of
freedom. Specifically, here we analyze the dynamics of the nuclei coupled to the electronic
three-level subspace spanned by the levels |T±〉 and |λ2〉. This simplification is justified for
t  ω0, ghf , since in this parameter regime the electronic levels |λ1,3〉 are strongly detuned
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Figure 2.6: Left plot: Schematic illustration of coherent and incoherent processes within the
effective three-level system {|T±〉 , |λ2〉}: The level |λ2〉 is detuned from |T±〉 by ε2 and decays
according to its overlap with the localized singlet with the rate Γ2 = κ
2
2Γ. Moreover, it is
coherently coupled to the triplets |T+〉 and |T−〉 via the nonlocal nuclear operators L2 and
L2, respectively. Purely electronic spin-blockade lifting mechanisms such as cotunneling or
spin-orbital effects result in effective dephasing and dissipative mixing rates, labeled as Γdeph
and Γ±, respectively. The latter do not affect the nuclei directly, but lead to an unbiased
population transfer within the electronic three-level system. In particular, mixing between
|T±〉 can arise from virtual occupation of |λ1,3〉 or spin-orbit coupling. Right plot: Effective
decay rates Γk = κ
2
kΓ, shown here for ε = t = 30µeV. For small gradients, |λ2〉 ≈ |T0〉 and
therefore it does not decay due to Pauli-blockade.
from the manifold {|T±〉 , |λ2〉}; compare Fig. 2.3. Effects due to the presence of |λ1,3〉 will be
discussed separately in Secs. 2.7 and 2.8. Here, due to their fast decay with a rate Γ1,3, they
have already been eliminated adiabatically from the dynamics, leading to a dissipative mixing
between the blocked triplet states |T±〉 with rate Γ±; alternatively, this mixing could come
from spin-orbit coupling (see Appendix 2.A.4 for details). Moreover, for simplicity, we assume
ω0 = 0 and neglect nuclear fluctuations arising from Hzz. This approximation is in line with
the semiclassical approach used below in order to study the nuclear polarization dynamics;
for details we refer to Appendix 2.A.6. In summary, all relevant coherent and incoherent
processes within the effective three-level system {|T±〉 , |λ2〉} are schematically depicted in
Fig. 2.6.
Intuitive picture.—The main results of this section can be understood from the fact that
the level |λ2〉 decays according to its overlap with the localized singlet, that is with a rate
Γ2 = |〈λ2|S02〉|2 Γ ∆→0−→ 0 (2.31)
which in the low-gradient regime ∆ ≈ 0 tends to zero, since then |λ2〉 approaches the triplet
|T0〉 which is dark with respect to tunneling and therefore does not allow for electron transport;
see Fig. 2.6. In other words, in the limit ∆→ 0, the electronic level |λ2〉 → |T0〉 gets stabilized
by Pauli-blockade. In this regime, we expect the nuclear spins to undergo some form of random
diffusion process since the dynamics lack any directionality : the operators L2 (L2) and their
respective adjoints L†2(L
†
2) act with equal strength on the nuclear system. In contrast, in the
high-gradient regime, |λ2〉 exhibits a significant singlet character and therefore gets depleted
very quickly. Thus, |λ2〉 can be eliminated adiabatically from the dynamics, the electronic
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subsystem settles to a maximally mixed state in the Pauli-blocked |T±〉 subspace and the
nuclear dynamics acquire a certain directionality in that now the nuclear spins experience
dominantly the action of the non-local operators L2 and L2, respectively. As will be shown
below, this directionality features both the build-up of an Overhauser field gradient and
entanglement generation between the two nuclear spin ensembles.
2.5.1 Adiabatic Elimination of Electronic Degrees of Freedom
Having separated the macroscopic semiclassical part of the nuclear Overhauser fields, the
problem at hand features a hierarchy in the typical energy scales since the typical HF in-
teraction strength is slow compared to all relevant electronic timescales. This allows for a
perturbative approach to second order in V to derive an effective master equation for the
nuclear subsystem [240, 251]. To stress the perturbative treatment, the full quantum master
equation can formally be decomposed as
ρ˙ = [L0 + V] ρ, (2.32)
where the superoperator L0 acts on the electron degrees of freedom only and the HF inter-
action represents a perturbation. Thus, in zeroth order the electronic and nuclear dynamics
are decoupled. In what follows, we will determine the effective nuclear evolution in the sub-
manifold of the electronic quasisteady states of L0. The electronic Liouvillian L0 features a
unique steady state [83], that is L0ρelss = 0 for






completely defines the electronic quasisteady state. It captures the competition between
undirected population transfer within the the manifold {|T±〉 , |λ2〉} due to Γ± and a unidi-
rectional, electron-transport-mediated decay of |λ2〉. Moreover, it describes feedback between
the electronic and nuclear degrees of freedom as the rate Γ2 depends on the gradient ∆ which
incorporates the nuclear-polarization-dependent Overhauser gradient ∆OH. We can imme-
diately identify two important limits which will be analyzed in greater detail below: For
Γ±  Γ2 we get p = 1/3, whereas Γ±  Γ2 results in p = 1/2, that is a maximally mixed
state in the |T±〉 subspace, since a fast decay rate Γ2 leads to a complete depletion of |λ2〉.
Since ρelss is unique, the projector P on the subspace of zero eigenvalues of L0, i.e., the
zeroth order steady states, is given by
Pρ = Trel [ρ]⊗ ρelss = σ ⊗ ρelss. (2.35)
By definition, we have PL0 = L0P = 0 and P2 = P. The complement of P is Q = 1 − P.
Projection of the master equation on the P subspace gives in second-order perturbation theory
d
dt
Pρ = [PVP − PVQL−10 QVP] ρ, (2.36)
from which we can deduce the required equation of motion σ˙ = Leff [σ] for the reduced density
operator of the nuclear subsystem σ = Trel [Pρ] as
σ˙ = Trel
[PVPρ− PVQL−10 QVPρ] . (2.37)
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The subsequent, full calculation follows the general framework developed in Ref.[251] and is
presented in detail in Appendices 2.A.5 and 2.A.9. We then arrive at the following effective
master equation for nuclear spins






















































The master equation in Eq.(2.38) is our first main result. It is of Lindblad form and incorpo-
rates electron-transport-mediated jump terms as well as Stark shifts. The two main features
of Eq.(2.38) are: (i) The dissipative nuclear jump terms are governed by the nonlocal jump
operators L2 and L2, respectively. (ii) The effective dissipative rates ∼ pγ incorporate intrin-
sic electron-nuclear feedback effects as they depend on the macroscopic state of the nuclei
via the parameter p and the decay rate Γ2. Because of this feedback mechanism, we can
distinguish two very different fixed points for the coupled electron-nuclear evolution. This is
discussed below.
2.5.2 Low-Gradient Regime: Random Nuclear Diffusion
As argued qualitatively above, in the low-gradient regime where |λ2〉 ≈ |T0〉, the nuclear mas-
ter equation given in Eq.(2.38) lacks any directionality. Accordingly, the resulting dynamics
may be viewed as a random nuclear diffusion process. Indeed, in the limit Γ2 → 0, it is easy
to check that p = 1/3 and σss ∝ 1 is a steady-state solution. Therefore, both the electronic
and the nuclear subsystem settle into the fully mixed state with no preferred direction nor
any peculiar polarization characteristics.
This analytical argument is corroborated by exact numerical simulations (i.e., without
having eliminated the electronic degrees of freedom) for the full five-level electronic system
coupled to ten (NL = NR = 5) nuclear spins. Here, we assume homogeneous HF coupling
(effects due to non-uniform HF couplings are discussed in Section 2.9): Then, the total spins
Ji are conserved and it is convenient to describe the nuclear spin system in terms of Dicke
states |Ji,mi〉 with total spin quantum number Ji and spin projection mi = −Ji, . . . , Ji.
Fixing the (conserved) total spin quantum numbers Ji = Ni/2, we write in short |JL,mL〉 ⊗
|JR,mR〉 = |mL,mR〉. In order to realistically mimic the perturbative treatment of the
64 2. Nuclear Spin Dynamics in Double Quantum Dots

















































Figure 2.7: Exact steady-state as a function of the inhomogeneous splitting ∆; results for 10
nuclear spins, five in each quantum dot. We plot the diagonal elements of the nuclear steady-
state density matrix σss (i.e. the nuclear populations); its dimension is (2JL + 1) (2JR + 1) =
36. For a small external gradient of the order of natural fluctuations of the Overhauser field
(red squares) the nuclear system settles into the fully mixed state, as evidenced by the uniform
populations of the nuclear levels. However, as we increase the gradient ∆, the nuclear steady
state starts to display a structure different from the fully mixed state, showing a dominant
peak in the occupation of the nuclear level with maximum gradient, that is |−JL, JR〉 and
|JL,−JR〉 for ∆ > 0 and ∆ < 0, respectively. The upward triangles, downward triangles
and circles refer to ∆ = 5µeV, ∆ = −5µeV and ∆ = 10µeV, respectively. Other numerical
parameters are: Γ = 10µeV, Γ± = 0.3µeV, Γdeph = 3µeV, ω0 = 0, t = 20µeV and ε = 30µeV.
HF coupling in an experimentally relevant situation where N ≈ 106, here the HF coupling
constant ghf = AHF/
√
N is scaled down to a constant value of ghf = 0.1µeV. Moreover, let us
for the moment neglect the nuclear fluctuations due to Hzz, in order to restrict the following
analysis to the semiclassical part of the nuclear dynamics; compare also previous theoretical
studies [195, 241, 155]. In later sections, this part of the dynamics will be taken into account
again. In particular, we compute the steady state and analyze its dependence on the gradient
∆: Experimentally, ∆ could be induced intrinsically via a nuclear Overhauser gradient ∆OH
or extrinsically via a nano- or micro-magnet [149, 118]. The results are displayed in Fig. 2.7:
Indeed, in the low-gradient regime the nuclear subsystem settles into the fully mixed state.
However, outside of the low-gradient regime, the nuclear subsystem is clearly driven away
from the fully mixed state and shows a tendency towards the build-up of a nuclear Overhauser
gradient. For ∆ > 0, we find numerically an increasing population (in descending order) of
the levels |−JL, JR〉 , |−JL + 1, JR − 1〉 etc., whereas for ∆ < 0 strong weights are found at
|JL,−JR〉 , |JL − 1,−JR + 1〉 , . . . which effectively increases ∆ such that the nuclear spins
actually tend to self-polarize. This trend towards self-polarization and the peculiar structure
of the nuclear steady state σss displayed in Fig. 2.7 is in very good agreement with the ideal
nuclear two-mode squeezedlike steady-state that we are to construct analytically in the next
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Figure 2.8: EPR-uncertainty ∆EPR and purity of the (exact) nuclear dark states fulfilling
D [L2]σss + D [L2]σss = 0 for small system sizes Ji; here, we have set δ = 0 for simplicity.
However, similar results (not shown) have been obtained for finite values of δ. We fix JL to
JL = 1 (triangles), JL = 2 (circles) and JL = 3 (squares) and compute σss for different values
of ∆J ; JR runs from 0.5 up to 3.5. In the symmetric scenario ∆J = 0, σss is pure and given





(inset) as well as ∆EPR increase with the system size JL + JR. In all cases, σss
was found to be unique. Here, we have set |ξ| = 0.25.
subsection.
2.5.3 High-Gradient Regime: Entanglement Generation
In the high-gradient regime the electronic level |λ2〉 overlaps significantly with the localized
singlet |S02〉. For Γ2  Γ± it decays sufficiently fast such that it can be eliminated adia-
batically from the dynamics. As can be seen from Eqs.(2.33) and (2.34), on typical nuclear
timescales, the electronic subsystem then quickly settles into the quasisteady state given by
ρelss = (|T+〉 〈T+|+ |T−〉 〈T−|) /2 and the effective master equation for the nuclear spin density














For later reference, the typical timescale of this dissipative dynamics is set by the rate






which is collectively enhanced by a factor of N ≈ 106 to account for the norm of the collective
nuclear spin operators A±i . This results in the typical HF-mediated interaction strength of
ghf =
√
Nahf [240], and for typical parameter values we estimate γc ≈ 10−4µeV.
This evolution gives rise to the desired, entangling nuclear squeezing dynamics: It is easy
to check that all pure stationary solutions |ξss〉 of this Lindblad evolution can be found via
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the dark-state condition L2 |ξss〉 = L2 |ξss〉 = 0. Next, we explicitly construct |ξss〉 in the limit
of equal dot sizes (NL = NR) and uniform HF coupling (ai,j = N/Ni), and generalize our
results later. In this regime, again it is convenient to describe the nuclear system in terms of
Dicke states |Ji, ki〉, where ki = 0, . . . , 2Ji. For the symmetric scenario JL = JR = J , one can




ξk |J, k〉L ⊗ |J, 2J − k〉R . (2.44)
This nuclear state may be viewed as an extension of the two-mode squeezed state familiar
from quantum optics [89] to finite dimensional Hilbert spaces; for an explicit construction of
|ξss〉, we refer to Appendix 2.A.7. The parameter ξ = −ν2/µ2 quantifies the entanglement
and polarization of the nuclear system. Note that unlike in the bosonic case (discussed
in detail in Section 2.7), the modulus of ξ is unconfined. Both |ξ| < 1 and |ξ| > 1 are
allowed and correspond to states of large positive (negative) OH field gradients, respectively,
and the system is invariant under the corresponding symmetry transformation (µ2 ↔ ν2,
AzL,R → −AzL,R). As we discuss in detail in Section 2.6, this symmetry gives rise to a bistability
in the steady state, as for every solution with positive OH field gradient (∆OH > 0), we find
a second one with negative gradient (∆OH < 0). As a first indication for this bistability,
also compare the green and blue curve in Fig. 2.7: For ∆  0, the dominant weight of the
nuclear steady state is found in the level |−JL, JR〉, that is the Dicke state with maximum
positive Overhauser gradient, whereas for ∆ 0, the weight of the nuclear stationary state is
peaked symmetrically at |JL,−JR〉, corresponding to the Dicke state with maximum negative
Overhauser gradient.
In the asymmetric scenario JL 6= JR, one can readily show that a pure dark-state solution
does not exist. Thus, we resort to exact numerical solutions for small system sizes Ji ≈
3 to compute the nuclear steady state-solution σss. To verify the creation of steady-state
entanglement between the two nuclear spin ensembles, we take the EPR uncertainty as a
figure of merit. It is defined via
∆EPR =







)∣∣〈IzL〉∣∣+ ∣∣〈IzR〉∣∣ , (2.45)
and measures the degree of nonlocal correlations. For an arbitrary state, ∆EPR < 1 implies
the existence of such non-local correlations, whereas ∆EPR ≥ 1 for separable states [89, 92].
The results are displayed in Fig. 2.8. First of all, the numerical solutions confirm the analytical
result in the symmetric limit where the asymmetry parameter ∆J = JR − JL is zero. In the





< 1. However, both the amount of generated entanglement as well as the purity of
σss tend to increase, as we increase the system size JL + JR for a fixed value of ∆J . For fixed
Ji, we have also numerically verified that the steady-state solution is unique.
In practical experimental situations one deals with a mixture of different Ji subspaces. The
width of the nuclear spin distribution is typically ∆J ∼
√
N , but may even be narrowed further
actively; see for example Refs.[195, 155]. The numerical results displayed above suggest that
the amount of entanglement and purity of the nuclear steady state increases for smaller
absolute values of the relative asymmetry ∆J/J = (JR − JL) / (JL + JR). In Fig. 2.8, ∆EPR <
1 is still observed even for |∆J | /J = 2.5/3.5 ≈ 0.7. Thus, experimentally one might still
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obtain entanglement in a mixture of different large Ji subspaces for which the relative width
is comparatively small, ∆J/J ≈
√
N/N ≈ 10−3  1. Intuitively, the idea is that for every
pair {JL, JR} with JL ≈ JR the system is driven towards a state similar to the ideal two-mode
squeezedlike state given in Eq.(2.44). This will also be discussed in more detail in Section
2.7.
2.6 Dynamic Nuclear Polarization
In the previous section we have identified a low-gradient regime, where the nuclear spins settle
into a fully mixed state, and a high-gradient regime, where the ideal nuclear steady state was
found to be a highly polarized, entangled two-mode squeezedlike state. Now, we provide a
thorough analysis which reveals the multi-stability of the nuclear subsystem and determines
the connection between these two very different regimes. It is shown that, beyond a critical
polarization, the nuclear spin system becomes self-polarizing and is driven towards a highly
polarized OH gradient.
To this end, we analyze the nuclear spin evolution within a semiclassical approximation
which neglects coherences among different nuclei. This approach has been well studied in
the context of central spin systems (see for example Ref.[246] and references therein) and is
appropriate on timescales longer than nuclear dephasing times [197]. This approximation will
be justified self-consistently. The analysis is based on the effective QME given in Eq.(2.38).
First, assuming homogeneous HF coupling and equal dot sizes (NL = NR = N), we construct
dynamical equations for the expectation values of the collective nuclear spins 〈Izi 〉t, i =




i,j for ν = ±, z. To close the corresponding differential equations
we use a semiclassical factorization scheme resulting in two equations of motion for the two
nuclear dynamical variables 〈IzL〉t and 〈IzR〉t, respectively. This extends previous works on
spin dynamics in double quantum dots, where a single dynamical variable for the nuclear
polarization was used to explain the feedback mechanism in this system; see for example
Refs.[195, 242]. The corresponding nonlinear differential equations are then shown to yield
nonlinear equations for the equilibrium polarizations. Generically, the nuclear polarization
is found to be multi-stable (compare also Refs.[241, 156]) and, depending on the system’s
parameters, we find up to three stable steady state solutions for the OH gradient ∆ssOH, two
of which are highly polarized in opposite directions and one is unpolarized; compare Fig. 2.9
for a schematic illustration.
At this point, some short remarks are in order: First, the analytical results obtained within
the semiclassical approach are confirmed by exact numerical results for small sets of nuclei;
see Appendix 2.A.8. Second, by virtue of the semiclassical decoupling scheme used here, our
results can be generalized to the case of inhomogeneous HF coupling in a straightforward way
with the conclusions remaining essentially unchanged. Third, for simplicity here we assume
the symmetric scenario of vanishing external fields ωext = ∆ext = 0; therefore, ∆ = ∆OH.
However, as shown in Section 2.9 and Appendix 2.A.8 one may generalize our results to finite
external fields: This opens up another experimental knob to tune the desired steady-state
properties of the nuclei.
Intuitive picture.—Before going through the calculation, let us sketch an intuitive pic-
ture that can explain the instability of the nuclear spins towards self-polarization and the
corresponding build-up of a macroscopic nuclear OH gradient: In the high-gradient regime,
the nuclear spins predominantly experience the action of the nonlocal jump operators L2 =
68 2. Nuclear Spin Dynamics in Double Quantum Dots
++ +     








Figure 2.9: Schematic representation of the multistability of the nuclear dynamics. For initial
nuclear gradients smaller than ∆crtOH the nuclear system is attracted towards the trivial zero-
polarization solution (∆ssOH = 0). Upon surpassing ∆
crt
OH, however, the system enters into an
electron-nuclear feedback loop and the nuclear dynamics turn self-polarizing such that large
OH gradients can be reached in the steady state. This is schematically denoted by ± referring
to the sign of ∆˙Iz which determines the stable fixed point the nuclear system is attracted to









R, respectively, both of them acting with the same rate
γ on the nuclear spin ensembles. For example, for ∆ > 0 and ε > 0, where µ2 > ν2, the first
nuclear ensemble gets exposed more strongly to the action of the collective lowering operator
A−L , whereas the second ensemble preferentially experiences the action of the raising operator
A+R; therefore, the two nuclear ensembles are driven towards polarizations of opposite sign.
The second steady solution featuring a large OH gradient with opposite sign is found along the
same lines for µ2 < ν2. Therefore, our scheme provides a good dynamic nuclear polarization
(DNP) protocol for µ2  ν2 (|ξ|  1), or vice-versa for µ2  ν2 (|ξ|  1).
Semiclassical analysis.—Using the usual angular momentum commutation relations [Iz, I±]
= ±I± and [I+, I−] = 2Iz, Eq.(2.38) readily yields two rate equations for the nuclear polar-
izations 〈Izi 〉t, i = L,R. We then employ a semiclassical approach by neglecting correlations







0 , i 6= j
〈σzi 〉+ 12 , i = j
(2.46)
which allows us to close the equations of motion for the nuclear polarizations 〈Izi 〉. This leads




































(3p− 1) , (2.50)
with the rate γ given in Eq.(2.39). Clearly, Eqs.(2.47) and (2.48) already suggest that the
two nuclear ensembles are driven towards opposite polarizations. The nonlinearity is due to
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the fact that both χ and γpol depend on the gradient ∆ which itself depends on the nuclear
polarizations 〈Izi 〉t; at this stage of the anlysis, however, ∆ simply enters as a parameter of the
underlying effective Hamiltonian. Equivalently, the macroscopic dynamical evolution of the
nuclear system may be expressed in terms of the total net polarization P (t) = 〈IzL〉t + 〈IzR〉t
and the polarization gradient ∆Iz = 〈IzR〉t − 〈IzL〉t as









Fixed-point analysis.—In what follows, we examine the fixed points of the semiclassical
equations derived above. First of all, since γpol > 0 ∀P,∆Iz , Eq.(2.51) simply predicts that
in our system no homogeneous nuclear net polarization P will be produced. In contrast, any
potential initial net polarization is exponentially damped to zero in the long-time limit, since
in the steady state limt→∞ P (t) = 0. This finding is in agreement with previous theoretical
results showing that, due to angular momentum conservation, a net nuclear polarization
cannot be pumped in a system where the HF-mediated relaxation rate for the blocked triplet
levels |T+〉 and |T−〉, respectively, is the same; see, e.g., Ref.[195] and references therein.
The dynamical equation for ∆Iz , however, is more involved: The effective rates γpol =
γpol (∆) and χ = χ (∆) in Eq.(2.52) depend on the nuclear-polarization dependent parame-
ter ∆. This nonlinearity opens up the possibility for multiple steady-state solutions. From
Eqs.(2.47) and (2.48) we can immediately identify the fixed points 〈Izi 〉ss of the nuclear po-
larization dynamics as ± (N/2)χ/γpol. Consequently, the two nuclear ensembles tend to be
polarized along opposite directions, that is 〈IzL〉ss = −〈IzR〉ss. The corresponding steady-state
nuclear polarization gradient ∆ssIz , scaled in terms of its maximum value N , is given by
∆ssIz
N
= R (∆) = Λ3p− 1
1− p . (2.53)
Here, we have introduced the nonlinear functionR (∆) which depends on the purely electronic
quantity









According to Eq.(2.53), the function R (∆) determines the nuclear steady-state polarization.
While the functional dependence of Λ on the gradient ∆ can give rise to two highly polarized
steady-state solutions with opposite nuclear spin polarization, for |µ2|  |ν2| and |µ2|  |ν2|,
respectively, the second factor in Eq.(2.53) may prevent the system from reaching these highly
polarized fixed points. Based on Eq.(2.53), we can identify the two important limits discussed
previously: For Γ2  Γ±, the electronic subsystem settles into the steady-state solution
p = 1/3 and the nuclear system is unpolarized, as the second factor in Eq.(2.53) vanishes. This
is what we identified above as the nuclear diffusion regime in which the nuclear subsystem
settles into the unpolarized fully mixed state. In the opposite limit, where Γ2  Γ±, the
electronic subsystem settles into p ≈ 1/2. In this limit, the second factor in Eq.(2.53) becomes
1 and the functional dependence of Λ (∆) dominates the behavior of R (∆) such that large
nuclear OH gradients can be achieved in the steady state. The electron-nuclear feedback
loop can then be closed self-consistently via ∆ssOH/∆
max
OH = R (∆ssOH) , where, in analogy to
Eq.(2.53), ∆ssOH has been scaled in units of its maximum value ∆
max
OH = AHF/2. Points fulfilling






















































Figure 2.10: Semiclassical solution to the nuclear polarization dynamics: tristability of the
nuclear steady state. (a) Instantaneous nuclear polarization rate ∆˙Iz for t = 20µeV (dashed)
and t = 30µeV (solid), respectively. Stable fixed points are found at ∆˙Iz = 0 and d∆˙Iz/d∆ <
0. The nuclear system is driven towards one of the highly polarized fixed points (indicated
by arrows), if the initial gradient ∆ exceeds a critical threshold
∣∣∆crtOH∣∣, shown in (b) for
Γ± = 0.1µeV (dashed) and Γ± = 0.05µeV (solid), respectively. (c) By tuning t, one can
achieve |ξ|  1 leading to a nuclear polarization of . 90%. Other numerical parameters
in µeV: Γ = 25, ε = 30, Γ± = 0.1 (except for the solid line in (b) where Γ± = 0.05) and
Γdeph = 0.1.
this condition can be found at intersections of R (∆) with ∆ssOH/∆maxOH . This is elaborated
below.
To gain further insights into the nuclear polarization dynamics, we evaluate ∆˙Iz as given
in Eq.(2.52). The results are displayed in Fig. 2.10. Stable fixed points of the dynamics
are determined by ∆˙Iz = 0 and d∆˙Iz/d∆ < 0 as opposed to unstable fixed points where
d∆˙Iz/d∆ > 0. In this way it is ensured that fluctuations of ∆Iz away from a stable fixed
point are corrected by a restoring intrinsic pump effect [155, 156, 252]. We can identify param-
eter regimes in which the nuclear system features three stable fixed points. As schematically
depicted in Fig. 2.9, they are interspersed by two unstable points referred to as ∆crtOH. There-
fore, in general, the nuclear steady-state polarization is found to be tri-stable: Two of the
stable fixed points are high-polarization solutions of opposite sign, supporting a macroscopic
OH gradient, while one is the trivial zero-polarization solution. The unstable points ∆crtOH
represent critical values for the initial OH gradient marking the boundaries of a critical re-
gion. If the initial gradient lies outside of this critical region, the OH gradient runs into
one of the highly polarized steady states. Otherwise, the nuclear system gets stuck in the
zero-polarization steady state. Note that ∆crtOH is tunable: To surpass the critical region one
needs Γ2  Γ±; thus, the critical region can be destabilized by making Γ± smaller [compare
Fig. 2.10(b)] which is lower bounded by Γ±  γc in order to justify the elimination of the elec-
tronic degrees of freedom. For typical parameters we thus estimate ∆crtOH ≈ (3− 5)µeV which
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sets the required initial ∆ in order to kick-start the nuclear self-polarization process. Exper-
imentally, this could be realized either via an initial nuclear polarization of pnuc ≈ (5− 10)%
or an on-chip nanomagnet [149, 118].
Timescales.—In order to reach a highly polarized steady state, approximately ∼ 105 nu-
clear spin flips are required. We estimate ∆˙Iz ≈ 0.1MHz and, thus, the total time for the
polarization process is therefore approximately ∼ 105/0.1MHz ≈ 1s. This order of magnitude
estimate is in very good agreement with typical timescales observed in nuclear polarization
experiments [172]. Moreover, γ−1pol ≈ 1s is compatible with our semiclassical approach, since
nuclear spins typically dephase at a rate of ∼ kHz [172, 246]. Finally, in any experimental
situation, the nuclear spins are subject to relaxation and diffusion processes which prohibit
complete polarization of the nuclear spins. Therefore, in order to capture other depolarizing
processes that go beyond our current analysis, one could add an additional phenomenological
nuclear depolarization rate γdp by simply making the replacement γpol (∆)→ γpol (∆) + γdp.
Since typically γ−1dp ≈ 15s [156], however, these additional processes are slow in comparison
to the intrinsic rate γpol and should not lead to any qualitative changes of our results.
2.7 Steady-State Entanglement Generation
In Section 2.5 we have identified a high-gradient regime which—after adiabatically eliminating
all electronic coordinates—supports a rather simple description of the nuclear dynamics on a
coarse-grained timescale. Now, we extend our previous analysis and provide a detailed analysis
of the nuclear dynamics in the high-gradient regime. In particular, this includes perturbative
effects due to the presence of the so far neglected levels |λ1,3〉. To this end, we apply a self-
consistent Holstein-Primakoff approximation, which reexpresses nuclear fluctuations around
the semiclassical state in terms of bosonic modes. This enables us to approximately solve the
nuclear dynamics analytically, to directly relate the ideal nuclear steady state to a two-mode
squeezed state familiar from quantum optics and to efficiently compute several entanglement
measures.
2.7.1 Extended Nuclear Master Equation in the High-Gradient Regime
In the high-gradient regime the electronic system settles to a quasisteady state ρelss = ρ
el
target =
(|T+〉 〈T+|+ |T−〉 〈T−|) /2 [compare Eqs.(2.33) and (2.34)] on a timescale short compared
to the nuclear dynamics; deviations due to (small) populations of the hybridized levels are
discussed in Appendix 2.A.11. We then follow the general adiabatic elimination procedure
discussed in Section 2.5 to obtain an effective master equation for the nuclear spins in the
submanifold of the electronic quasisteady state ρeltarget. The full calculation is presented in
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where Γ˜k = Γk + 3Γ± + Γdeph/4 and the detuning parameters
∆k = εk − ω0, (2.58)
δk = εk + ω0, (2.59)
specify the splitting between the electronic eigenstate |λk〉 and the Pauli-blocked triplet states



























Lastly, in Eq.(2.55) we have set γzz = a
2









When disregarding effects due to Hzz and neglecting the levels |λ1,3〉, i.e., only keeping k = 2
in Eq.(2.55), indeed, we recover the result of the Section 2.5; see Eq.(2.42). As shown in
Appendix 2.A.10, the nuclear HF-mediated jump terms in Eq.(2.55) can be brought into
diagonal form which features a clear hierarchy due to the predominant coupling to |λ2〉. To
stress this hierarchy in the effective nuclear dynamics σ˙ = Leffσ, we write
σ˙ = Lidσ + Lnidσ, (2.63)
























whereas the remaining non-ideal part Lnid captures all remaining effects due to the coupling
to the far-detuned levels |λ1,3〉 and the OH fluctuations described by Hzz.
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2.7.2 Holstein-Primakoff Approximation and Bosonic Formalism
To obtain further insights into the nuclear spin dynamics in the high-gradient regime, we now
restrict ourselves to uniform hyperfine coupling (ai,j = N/Ni) and apply a Holstein-Primakoff




i,j for α = ±, z;
generalizations to non-uniform coupling will be discussed separately below in Section 2.9.
This treatment of the nuclear spins has proven valuable already in previous theoretical studies
[177]. In the present case, it allows for a detailed study of the nuclear dynamics including
perturbative effects arising from Lnid.
The (exact) Holstein-Primakoff (HP) transformation expresses the truncation of the col-
lective nuclear spin operators to a total spin Ji subspace in terms of a bosonic mode [177].
Note that for uniform HF coupling the total nuclear spin quantum numbers Ji are conserved
quantities. Here, we consider two nuclear spin ensembles that are polarized in opposite di-
























IzR = JR − b†RbR.
Here, bi denotes the annihilation operator of the bosonic mode i = L,R. Next, we expand
the operators of Eqs.(2.65) and (2.66) in orders of εi = 1/
√
Ji which can be identified as a
perturbative parameter [177]. This expansion can be justified self-consistently provided that
the occupation numbers of the bosonic modes bi are small compared to 2Ji. Thus, here we
consider the subspace with large collective spin quantum numbers, that is Ji ∼ O (N/2).
Accordingly, up to second order in εL ≈ εR, the hyperfine Hamiltonian can be rewritten as
HHF = Hsc +Hff +Hzz, (2.67)
where the semiclassical part Hsc reads
Hsc = aRJRS
z





R) + ∆OH (S
z
R − SzL) . (2.69)
Here, we have introduced the individual HF coupling constants ai = AHF/Ni and
ω¯OH = ∆
max
OH (pR − pL) /2, (2.70)
∆¯OH = ∆
max
OH (pL + pR) /2, (2.71)
with pi = Ji/J
max
i = 2Ji/Ni denoting the degree of polarization in dot i = L,R and ∆
max
OH =















R + h.c., (2.72)






LbL − aRSzRb†RbR. (2.73)
Note that, due to the different polarizations in the two dots, the collective nuclear operators
I−i map onto bosonic annihilation (creation) operators in the left (right) dot, respectively.
The expansion given above implies a clear hierarchy in the Liouvillian L0 + V allowing for a
perturbative treatment of the leading orders and adiabatic elimination of the electron degrees
of freedom whose evolution is governed by the fastest timescale of the problem: while the





; also compare Ref.[177]. To make connection with the analysis of the previous
subsection, we give the following explicit mapping
A+L ≈ ηLb†L, δAzL = ζLb†LbL, (2.74)
A+R ≈ ηRbR, δAzR = −ζRb†RbR.
Here, the parameters ζi = N/Ni and ηi = ζi
√
2Ji capture imperfections due to either differ-
ent dot sizes (NL 6= NR) and/or different total spin manifolds (JL 6= JR). Moreover, within
the HP treatment V can be split up into a first (Lff) and a second-order effect (Lzz); there-
fore, in second-order perturbation theory, the effective nuclear dynamics simplify to [compare
Eq.(2.37)]
σ˙ = Trel
[PLffPρ+ PLzzPρ− PLffQL−10 QLffPρ] , (2.75)
since higher-order effects due to Lzz can be neglected self-consistently to second order.
Ideal nuclear target state.—Within the HP approximation and for the symmetric setting
η1 = η2 = η, the dominant nuclear jump operators L2 and L2, describing the lifting of the spin
blockade via the electronic level |λ2〉, can be expressed in terms of nonlocal bosonic modes as
L2 = η
√
µ22 − ν22a, (2.76)
L2 = η
√
µ22 − ν22 a˜, (2.77)
where a = νb†L + µbR and a˜ = µbL + νb
†
R. Here, µ = µ2/
√
µ22 − ν22 and ν = ν2/
√
µ22 − ν22 ,
such that µ2 − ν2 = 1. Therefore, due to [a, a†] = 1 = [a˜, a˜†] and [a, a˜†] = 0 = [a, a˜], the
operators a and a˜ refer to two independent, properly normalized nonlocal bosonic modes. In
this picture, the (unique) ideal nuclear steady state belonging to the dissipative evolution




ξn |n〉L ⊗ |n〉R (2.78)
with ξ = −ν/µ [89]: |ΨTMS〉 is the common vacuum of the non-local bosonic modes a and
a˜, a |ΨTMS〉 = a˜ |ΨTMS〉 = 0. It features entanglement between the number of excitations n
in the first and second dot. Going back to collective nuclear spins, this translates to perfect
correlations between the degree of polarization in the two nuclear ensembles. Note that
|ΨTMS〉 represents the dark state |ξss〉 given in Eq.(2.44) in the zeroth-order HP limit where
the truncation of the collective spins to Ji subspaces becomes irrelevant.
Bosonic steady-state solution.—Within the HP approximation, the nuclear dynamics gen-
erated by the full effective Liouvillian σ˙ = Leffσ are quadratic in the bosonic creation b†i and
annihilation operators bi. Therefore, the nuclear dynamics are purely Gaussian and an exact
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solution is feasible. Based on Eq.(2.55) and Eq.(2.74), one readily derives a closed dynamical
equation for the second-order moments
d
dt
γ =Mγ +C, (2.79)












, . . .
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and C is a constant vector. The solution to Eq.(2.79) is given by
γ (t) = eMtc0 −M−1C, (2.80)
where c0 is an integration constant. Accordingly, provided that the dynamics generated by
M is contractive (see section 2.8 for more details), the steady-state solution is found to be
γ ss = −M−1C. (2.81)
Based on γ ss, one can construct the steady-state covariance matrix (CM), defined as Γ
CM
ij =
〈{Ri, Rj}〉−2 〈Ri〉 〈Rj〉 , where {Ri, i = 1, . . . , 4} = {XL, PL, XR, PR}; here, Xi = (bi+b†i )/
√
2




2 refer to the quadrature operators related to the bosonic modes bi. By
definition, Gaussian states are fully characterized by the first and second moments of the field
operators Ri. Here, the first order moments can be shown to vanish. The entries of the CM
are real numbers: since they constitute the variances and covariances of quantum operators,
they can be detected experimentally via nuclear spin variance and correlation measurements
[253].
We now turn to the central question of whether the steady-state entanglement inherent to
the ideal target state |ΨTMS〉 is still present in the presence of the undesired terms described
by Lnid. In our setting, this is conveniently done via the CM, which encodes all informa-
tion about the entanglement properties [254]: It allows us to compute certain entanglement
measures efficiently in order to make qualitative and quantitative statements about the de-
gree of entanglement [254]. Here, we will consider the following quantities: For symmetric
states, the entanglement of formation EF can be computed easily [255, 256]. It measures
the minimum number of singlets required to prepare the state through local operations and
classical communication. For symmetric states, this quantification of entanglement is fully
equivalent to the one provided by the logarithmic negativity EN ; the latter is determined
by the smallest symplectic eigenvalues of the CM of the partially transposed density ma-
trix [257]. Lastly, in the HP picture the EPR uncertainty defined in Eq.(2.45) translates
to ∆EPR = [var (XL +XR) + var (PL − PR)] /2. For the ideal target state |ΨTMS〉, we find
∆idEPR = (µ− ν)2 = (1− |ξ|) / (1 + |ξ|) < 1. Finally, one can also compute the fidelity
F (σss, σtarget) which measures the overlap between the steady state generated by the full
dynamics σ˙ = Leffσ and the ideal target state σtarget = |ΨTMS〉 〈ΨTMS| [254].
As illustrated in Figs. 2.11 and 2.12, the generation of steady-state entanglement per-
sists even in presence of the undesired noise terms described by Lnid, asymmetric dot sizes
(NL 6= NR) and classical uncertainty in total spins Ji: The maximum amount of entanglement
that we find (in the symmetric scenario NL = NR) is approximately EN ≈ 1.5, corresponding
to an entanglement of formation EF ≈ (1 − 2)ebit and an EPR uncertainty of ∆EPR ≈ 0.4.
When tuning the interdot tunneling parameter from t = 10µeV to t = 35µeV, the squeezing
parameter |ξ| = |ν2/µ2| increases from ∼ 0.2 to ∼ 0.6, respectively; this is because (for fixed
∆, ε > 0) and increasing t, ε2 approaches 0 and the relative weight of ν2 as compared to µ2
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Figure 2.11: Steady-state entanglement generation between the two nuclear spin ensembles.
EN > 0 indicates the creation of entanglement. The black solid curve refers to the idealized,
symmetric setting where the undesired HF-coupling to |λ1,3〉 has been ignored and where
JL = JR = pJmax; here, the nuclear polarization p = 0.8 and NL = NR = 2Jmax = 10
6. The
blue-dashed line then also takes into account coupling to |λ1,3〉, while the red (dash-dotted)
curve in addition accounts for an asymmetric dot size: NR = 0.8NL = 8× 105. Additionally,
classical uncertainty (red squares) in the total spin Ji quantum numbers leads to a reduced
amount of entanglement, but does not disrupt it completely; here, we have set the range of the
(uniform) distribution to ∆Ji = 50
√
Ni. Other numerical parameters: ω0 = 0, Γ = 25µeV,
ε = 30µeV, 3Γ± + Γdeph/4 = 0.5µeV.





































Figure 2.12: Steady-state entanglement between the two nuclear spin ensembles quantified
via (a) the EPR-uncertainty ∆EPR and (b) fidelity F of the nuclear steady state with the
two-mode squeezed target state. The black solid curve refers to the idealized setting where
the undesired HF coupling to |λ1,3〉 has been ignored and where J1 = J2 = pJmax, p = 0.8
and N1 = N2 = 2Jmax = 10
6, corresponding to ∆OH = 40µeV. The blue-dashed line then
also takes into account coupling to |λ1,3〉 while the red-dashed curve in addition accounts for
an asymmetric dot size: N2 = 0.8N1 = 8× 105. The amount of entanglement decreases for a
smaller nuclear polarization: p = 0.7 (green dashed curve). For other numerical parameters
see Fig. 2.11.
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Figure 2.13: Spectrum ofM. Real (dashed) and imaginary parts (solid) for Γ = 25µeV (blue)
and Γ = 50µeV (red). A dynamical phase transition is found at the bifurcation separating
an underdamped from an overdamped region (see gray shading for the spectrum displayed in
red). The critical point tcrt ≈ 37µeV is reached where the smallest decay rate (ADR) becomes
zero. Other numerical parameters as those for the dashed curve in Fig. 2.11.
increases. Ideally, this implies stronger squeezing of the steady state of Lid and therefore a
greater amount of entanglement (compare the solid line in Fig. 2.11), but, at the same time,
it renders the target state more susceptible to undesired noise terms. For |ξ| ≈ 0.2, we obtain
a relatively high fidelity F with the ideal two-mode squeezed state, close to 80%. Stronger
squeezing leads to a larger occupation of the bosonic HP modes (pictorially, the nuclear target
state leaks farther into the Dicke ladder) and eventually to a break-down of the approxima-
tive HP description. The associated critical behavior in the nuclear spin dynamics can be
understood in terms of a dynamical phase transition [177], which will be analyzed in greater
detail in the next section.
2.8 Criticality
Based on the Holstein-Primakoff analysis outlined above, we now show that the nuclear spin
dynamics exhibit a dynamical quantum phase transition which originates from the compe-
tition between dissipative terms and unitary dynamics. This rather generic phenomenon in
open quantum systems results in nonanalytic behaviour in the spectrum of the nuclear spin
Liouvillian, as is well known from the paradigm example of the Dicke model [177, 258, 259, 80].
The nuclear dynamics in the vicinity of the stationary state are described by the stability
matrix M. Resulting from a systematic expansion in the system size, the (complex) eigen-
values of M correspond exactly to the low-excitation spectrum of the full system Liouvillian
given in Eq.(2.1) in the thermodynamic limit (J → ∞). A non-analytic change of steady
state properties (indicating a steady state phase transition) can only occur if the spectral gap
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Figure 2.14: (a) Fidelity F of the nuclear steady-state with the two-mode squeezed target
state. The blue-dashed line accounts for the full nuclear Liouvillian Leff for the symmetric
setting (NL = NR), while the green solid line refers to the same setting in the absence of
any Stark-shift terms. Therefore, the decreasing fidelity F (blue dashed line) and a diverging
number of HP bosons shown in (b) is due to undesired Stark shift terms included in Leff .








; asymmetric settings where ηL 6= ηR entail
small asymmetries in the number of HP bosons. For other numerical parameters compare the
dashed curve in Fig. 2.11.
ofM closes [177, 260]. The relevant gap in this context is determined by the eigenvalue with
the largest real part different from zero [from here on referred to as the asymptotic decay rate
(ADR)]. The ADR determines the rate by which the steady state is approached in the long
time limit.
As depicted in Fig. 2.13, the system reaches such a critical point at tcrt ≈ 37µeV where
the ADR (red/blue dotted lines closest to zero) becomes zero. At this point, the dynamics
generated by M become non-contractive [compare Eq.(2.80)] and the nuclear fluctuations
diverge, violating the self-consistency condition of low occupation numbers in the bosonic
modes bi and thus leading to a break-down of the HP approximation. Consequently, the
dynamics cannot further be described by the dynamical matrix M indicating a qualitative
change in the system properties and a steady state phase transition.
To obtain further insights into the cross-over of the maximum real part of the eigenvalues
λM of the matrix M from negative to positive values, we analyze the effect of the nuclear
Stark shift terms [Eq.(2.60)] in more detail. In the HP regime, up to irrelevant constant




















The relevant parameters εstν introduced above are readily obtained from Eqs.(2.60) and (2.74).
In the symmetric setting ηL = ηR, it is instructive to re-expressHStark in terms of the squeezed,
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non-local bosonic modes a = νb†L +µbR and a˜ = µbL + νb
†
R [see Eqs. (2.76) and (2.77)] whose
common vacuum is the ideal steady state of Lid. Up to an irrelevant constant term, HStark







With respect to the entanglement dynamics, the first two terms do not play a role as the ideal
steady state |ΨTMS〉 is an eigenstate thereof. However, the last term is an active squeezing
term in the non-local bosonic modes: It does not preserve the excitation number in the modes
a, a˜ and may therefore drive the nuclear system away from the vacuum by pumping excitations
into the system. Numerically, we find that the relative strength of gaa˜ increases compared
to the desired entangling dissipative terms when tuning the interdot tunneling parameter
t towards tcrt. We therefore are confronted with two competing effects while tuning the
interdot coupling t. On the one hand, the dissipative dynamics tries to pump the system into
the vacuum of the modes a and a˜ [see Eqs. (2.76) and (2.77)], which become increasingly
squeezed as we increase t. On the other hand, an increase in t leads to enhanced coherent
dynamics (originating from the nuclear Stark shift HStark) which try to pump excitations in
the system [Eq.(2.83)]. This competition between dissipative and coherent dynamics is known
to be at the origin of many dissipative phase transitions, and has been extensively studied,
e.g., in the context of the Dicke phase transition [258, 259].
As shown in Fig. 2.14, the observed critical behaviour in the nuclear spin dynamics can
indeed be traced back to the presence of the nuclear Stark shift terms HStark: here, when
tuning the system towards the critical point tcrt, the diverging number of HP bosons is
shown to be associated with the presence of HStark. Moreover, for relatively low values of
the squeezing parameter |ξ|, we obtain a relatively high fidelity F with the ideal two-mode
squeezed state, close to 80%. For stronger squeezing, however, the target state becomes more
susceptible to the undesired noise terms, first leading to a reduction of F and eventually to
a break-down of the HP approximation.
Aside from this phase transition in the steady state, we find nonanalyticities at non-zero
values of the nuclear ADR, indicating a change in the dynamical properties of the system which
cannot be detected in steady-state observables [177]. Rather, the system displays anomalous
behaviour approaching the stationary state: As shown Fig. 2.13, we can distinguish two
dynamical phases [261, 262, 263, 264], an underdamped and an overdamped one, respectively.
The splitting of the real parts of M coincides with vanishing imaginary parts. Thus, in the
overdamped regime, perturbing the system away from its steady state leads to an exponential,
non-oscillating return to the stationary state. A similar underdamped region in direct vicinity
of the phase transition can be found in the dissipative Dicke phase transition [258, 259].
2.9 Implementation
This Section is devoted to the experimental realization of our proposal. First, we summarize
the experimental requirements of our scheme. Thereafter, we address several effects that
are typically encountered in realistic systems, but which have been neglected so far in our
analysis. This includes non-uniform HF coupling, larger individual nuclear spins (I > 1/2),
external magnetic fields, different nuclear species, internal nuclear dynamics and charge noise.
Experimental requirements.—Our proposal relies on the predominant spin-blockade lifting
via the electronic level |λ2〉 and the adiabatic elimination of the electronic degrees of freedom:
First, the condition t  ω0, ghf ascertains a predominant lifting of the Pauli-blockade via
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the hybridized, nonlocal level |λ2〉. To reach the regime in which the electronic subsystem
settles into the desired quasisteady state ρelss = (|T+〉 〈T+|+ |T−〉 〈T−|) /2 on a timescale much
shorter than the nuclear dynamics, the condition Γ2  Γ±  γc must be fulfilled. Both,
t  ω0, ghf and Γ±  γc can be reached thanks to the extreme, separate, in-situ tunability
of the relevant, electronic parameters t, ε and Γ [33]. Moreover, to kick-start the nuclear self-
polarization process towards a high-gradient stable fixed point, where the condition Γ2  Γ±
is fulfilled, an initial gradient of approximately ∼ (3− 5)µeV, corresponding to a nuclear
polarization of ∼ (5− 10) %, is required; as shown in Sec.2.6, this ensures κ22  x±, where
we estimate the suppression factor x± = Γ±/Γ ≈ 10−3. The required gradient could be
provided via an on-probe nanomagnet [149, 118] or alternative dynamic polarization schemes
[246, 172, 189, 168]; experimentally, nuclear spin polarizations of up to 50% have been reported
for electrically defined quantum dots [149, 188].
Inhomogeneous HF coupling.—Within the HP analysis presented in Section 2.7, we have
restricted ourselves to uniform HF coupling. Physically, this approximation amounts to the
assumption that the electron density is flat in the dots and zero outside [238]. In Ref.[265],
it was shown that corrections to this idealized scenario are of the order of 1 − pnuc for a
high nuclear polarization pnuc. Thus, the HP analysis for uniform HF coupling is correct to
zeroth order in the small parameter 1 − pnuc. To make connection with a more realistic set-
ting, where—according to the electronic s-type wavefunction—the HF coupling constants ai,j
typically follow a Gaussian distribution, one may express them as ai,j = a¯ + δi,j . Then, the
uniform contribution a¯ enables an efficient description within fixed Ji subspaces, whereas the
non-uniform contribution leads to a coupling between different Ji subspaces on a much longer
timescale. As shown in Ref.[197], the latter is relevant in order to avoid low-polarization
dark states and to reach highly polarized nuclear states. Let us stress that (for uniform
HF coupling) we have found that the generation of nuclear steady-state entanglement per-
sists in the presence of asymmetric (NL 6= NR) dot sizes which represents another source of
inhomogeneity in our system.
In what follows, we show that our scheme works even in the case of non-uniform cou-
pling, provided that the two dots are sufficiently similar. If the HF coupling constants are
completely inhomogeneous, that is ai,j 6= ai,k for all j 6= k, but the two dots are identical
(a1,j = a2,j ≡ aj ∀j = 1, 2, . . . , NL ≡ NR ≡ N), such that the nuclear spins can be grouped
into pairs according to their HF coupling constants, the two dominant nuclear jump opera-




ajlj , L2 =
∑
j
aj lj , (2.84)








Rj are nonlocal nuclear
operators, comprising two nuclear spins that belong to different nuclear ensembles, but have
the same HF coupling constant aj . For one such pair of nuclear spins, the unique, common
nuclear dark state fulfilling
lj |ξ〉j = lj |ξ〉j = 0, (2.85)
is easily verified to be
|ξ〉j = Nξ (|↓j , ↑j〉+ ξ |↑j , ↓j〉) , (2.86)
where Nξ = 1/
√
1 + ξ2 for normalization. Therefore, in the absence of degeneracies in the HF
coupling constants (ai,j 6= ai,k ∀j 6= k), the pure, entangled ideal nuclear dark state fulfilling
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Figure 2.15: EPR uncertainty (a) and fidelity F with the ideal nuclear target state |ξss〉 given
in Eq.(2.87) (b) as a function of the squeezing-like parameter |ξ| for NL = NR = 3 inho-
mogeneously coupled nuclei. The blue curve (squares) refers to a symmetric setting where
~aL = ~aR = (1.11, 1.67, 0.22), whereas the green (circles) and red (crosses) solutions incor-
porate asymmetries: ~aL = (1.18, 1.61, 0.21), ~aR = (1.11, 1.67, 0.22) and ~aL = (1.0, 1.5, 0.5),
~aR = (1.24, 1.55, 0.21), respectively. (c) Exact results for the asymmetric scenario NL =
2 6= 3 = NR. Here, ~aL = (1.0, 1.5) was held fixed while the green (circles), orange (crosses)
and dark blue (squares) curves refer to ~aR = (0.98, 1.47, 0.05), ~aR = (0.93, 1.39, 0.18) and
~aR = (0.76, 1.14, 0.60), respectively; as a benchmark, the black dashed curve refers to the
ideal results in the symmetric setting. Due to the absence of degeneracies, the steady state
solution σss is unique in all cases considered here.
L2 |ξss〉 = L2 |ξss〉 = 0 can be constructed as a tensor product of entangled pairs of nuclear
spins,
|ξss〉 = ⊗Nj=1 |ξ〉j . (2.87)
Again, the parameter ξ = −ν2/µ2 fully quantifies polarization and entanglement properties
of the nuclear stationary state; compare Eq.(2.44): First, for small values of the parameter
|ξ| the ideal nuclear dark state |ξss〉 features an arbitrarily high polarization gradient




whereas the homogeneous net polarization P = 〈IzL〉ss + 〈IzR〉ss vanishes. The stationary
solution for the nuclear gradient ∆Iz is bistable as it is positive (negative) for |ξ| < 1 (|ξ| > 1),
respectively. Second, the amount of entanglement inherent to the stationary solution |ξss〉 can
be quantified via the EPR uncertainty (∆EPR < 1 indicates entanglement) and is given by
∆EPR = (1− |ξ|)2 /
∣∣1− ξ2∣∣ .
Our analytical findings are verified by exact diagonalization results for small sets of in-
homogeneously coupled nuclei. Here, we compute the exact (possibly mixed) solutions σss


















Figure 2.16: Buildup of a homogeneous nuclear Overhauser field component ω¯ssOH which
partially compensates an applied external magnetic field, shown here for t = 10µeV (red
solid) and t = 20µeV (blue dashed). Other numerical parameters: Γ = 25µeV, ε = 30µeV,
Γ± = Γdeph = 0.1µeV.
to the dark state equation D [L2]σss + D [L2]σss = 0; compare Fig. 2.8 for the special case
of uniform HF coupling. As shown in Fig. 2.15, our numerical evidence indicates that small
deviations from the perfect symmetry (that is for aLj ≈ aRj) between the QDs still yield
a (mixed) unique entangled steady state close to |ξss〉. In the ideal case aLj = aRj , we re-
cover the pure steady state given in Eq.(2.87). Moreover, we find that the generation of
steady-state entanglement even persists for asymmetric dot sizes, i.e. for NL 6= NR. Exact
solutions for NL = 2 6= 3 = NR are displayed in Fig. 2.15. Here, we still find strong traces
of the ideal dark state |ξss〉, provided that one can approximately group the nuclear spins











for nuclear spins with a similar HF constant, but
practically zero otherwise. In line with this reasoning, the highest amount of entanglement
in Fig. 2.15 is observed in the case where one of the nuclear spins belonging to the bigger
second ensemble is practically uncoupled. Lastly, we note that one can ’continuously’ go
from the case of non-degenerate HF coupling constants (the case considered in detail here)
to the limit of uniform HF coupling [compare Eq.(2.44)] by grouping spins with the same HF
coupling constants to ’shells’, which form collective nuclear spins. For degenerate couplings,
however, there are additional conserved quantities, namely the respective total spin quantum
numbers, and therefore multiple stationary states of the above form. As argued in Section
2.5, a mixture of different J-subspaces should still be entangled provided that the range of
J-subspaces involved in this mixture is small compared to the average J value.
Larger nuclear spins.—All natural isotopes of Ga and As carry a nuclear spin I = 3/2
[133], whereas we have considered I = 1/2 for the sake of simplicity. For our purposes,
however, this effect can easily be incorporated as an individual nuclear spin with I = 3/2
maps onto 3 homogeneously coupled nuclear spins with individual I = 1/2 which are already
in the fully symmetric Dicke subspace J = 3/2.
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External magnetic fields.—For simplicity, our previous analysis has focused on a symmetric
setting of vanishing external fields, ∆ext = ωext = 0. Non-vanishing external fields, however,
may be used as further experimental knobs to tune the desired nuclear steady-state properties:
First, as mentioned above, a non-zero external gradient ∆ext is beneficial for our proposal
as it can provide an efficient way to destabilize the zero-polarization solution (∆ssOH = 0) by
initiating the nuclear self-polarization process. Second, non-vanishing ωext 6= 0 gives rise
to another electron-nuclear feedback-driven experimental knob for controlling the nuclear
stationary state. In the framework of Section 2.6, for ωext 6= 0 the semiclassical dynamical
equations can be generalized to
d
dt
〈IzL〉t = α+NL↓ − β−NL↑, (2.89)
d
dt
〈IzR〉t = β+NR↓ − α−NR↑, (2.90)
where we have introduced the number of nuclear spin-up and spin-down spins as Ni↑ =
Ni/2 + 〈Izi 〉 and Ni↓ = Ni/2− 〈Izi 〉, respectively, and the generalized polarization rates
α± = pγ±ν22 + (1− 2p) γ∓µ22, (2.91)
β± = pγ±µ22 + (1− 2p) γ∓ν22 . (2.92)





(ε2 ∓ ω0)2 + Γ˜2
] , (2.93)
which accounts for different detunings for ω0 6= 0; compare Eq.(2.39). As shown in Fig. 2.16, in
the presence of an external magnetic splitting ωext, the nuclear spins build up a homogeneous
Overhauser field ω¯OH in the steady state to partially compensate the external component. The
steady state solution then locally fulfills a detailed-balance principle, namely α+NL↓ = β−NL↑
and β+NR↓ = α−NR↑, which is determined by effective nuclear flip rates and the number of
spins available for a spin flip. Intuitively, this finding can be understood as follows: For
ωext 6= 0, the degeneracy between |T+〉 and |T−〉 is lifted with one of them being less detuned
from |λ2〉 than the other. This favors the build-up of a nuclear net polarization P which,
however, counteracts the splitting ωext; for ωext = 0, this mechanism stabilizes ω¯OH = P = 0
in the stationary state. This result has also been confirmed by numerical results presented in
Appendix 2.A.8.
Species inhomogeneity.—Nonzero external magnetic fields, however, induce nuclear Zee-
man splittings, with the nuclear magnetic moment being about three orders of magnitude
smaller than the Bohr magneton for typical quantum dots [33, 133]. Most QDs consist of a
few (in GaAs three) different species of nuclei with strongly varying g factors. In principle,
this species-inhomogeneity can cause dephasing between the nuclear spins. However, for a
uniform external magnetic field this dephasing mechanism only applies to nuclei belonging
to different species. In a rotating wave approximation, this leads to few mutually decohered
subsystems (in GaAs three) each of which being driven towards a two-mode squeezedlike
steady state: note that, because of the opposite polarizations in the two dots, the nuclear
target state |ξ〉ss is invariant under the application of a homogeneous magnetic field. This
argument, however, does not hold for an inhomogeneous magnetic field which causes dephas-
ing of |ξ〉ss as the nuclear states |m,−m〉 (m is the nuclear spin projection) pick up a phase
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exp [2im∆nucext t], where ∆
nuc
ext ≈ 10−3∆ext. If one uses an external magnetic gradient to incite
the nuclear self-polarization process, after successful polarization one should therefore switch
off the gradient4 to support the generation of entanglement between the two ensembles.
Weak nuclear interactions.—We have neglected nuclear dipole-dipole interactions among
the nuclear spins. The strength of the effective magnetic dipole-dipole interaction between
neighboring nuclei in GaAs is about gdd ∼ (100µs)−1 [33, 133]. Spin-nonconserving terms and
flip-flop terms between different species can be suppressed efficiently by applying an external
magnetic field of Bext & 10mT [266]. As discussed above, the corresponding (small) electron
Zeeman splitting ωext ≈ 0.25µeV does not hamper our protocol. Then, it is sufficient to
consider so-called homonuclear flip-flop terms between nuclei of the same species only and
phase changing zz-terms. First, nuclear spin diffusion processes—governing the dynamics of
the spatial profile of the nuclear polarization by changing Azi—have basically no effect within
an (almost) completely symmetric Dicke subspace. With typical timescales of & 10s, they
are known to be very slow and therefore always negligible on the timescale considered here
[266, 249, 223]. Second, the interactions ∝ σzi σzj lead to dephasing similar to the nuclear
Zeeman terms discussed above: In a mean-field treatment one can estimate the effective
Zeeman splitting of a single nuclear spin in the field of its surrounding neighbors to be a
few times gdd [197]. This mean field is different only for different species and thus does not
cause any homonuclear dephasing. Still, the variance of this effective field may dephase spins
of the same species, but for a high nuclear polarization pnuc this effect is further suppressed
by a factor ∼ (1− p2nuc) as the nuclei experience a sharp field for a sufficiently high nuclear
polarization pnuc. Lastly, we refer to recently measured nuclear decoherence times of ∼ 1ms
in vertical double quantum dots [172]. Since this is slow compared to the dissipative gap
of the nuclear dynamics τgap ≈ (3− 30)µs for N ≈ 105 − 106, we conclude that it should
be possible to create entanglement between the two nuclear spin ensembles faster than it
gets disrupted due to dipole-dipole interactions among the nuclear spins or other competing
mechanisms [238]. Moreover, since strain is largely absent in electrically defined QDs [98],
nuclear quadrupolar interactions have been neglected as well. For a detailed analysis of the
internal nuclear dynamics within a HP treatment, we refer to Ref.[254].
Charge noise.—Nearly all solid-state qubits suffer from some kind of charge noise [267].
In a DQD device background charge fluctuations and noise in the gate voltages may cause
undesired dephasing processes. In a recent experimental study [267], voltage fluctuations in
ε have been identified as the source of the observed dephasing in a singlet-triplet qubit. In
our setting, however, the electronic subsystem quickly settles into the quasisteady state ρelss
which lives solely in the (1, 1) triplet subspace spanned by {|T±〉} and is thus relatively robust
against charge noise. Still, voltage fluctuations in ε lead to fluctuations in the parameter ξ
characterizing the nuclear two-mode target state given in Eq.(2.44). For typical parameters
(t = 20µeV, ε = 30µeV, ∆ = 40µeV), however, ξ turns out to be rather insensitive to fluctu-
ations in ε, that is |dξ/dε| ≈ 10−2/µeV. Note that the system can be made even more robust
(while keeping ξ constant) by increasing both ε and t: For t = 50µeV, ε = 90µeV, the charge
noise sensitivity is further reduced to |dξ/dε| ≈ 3×10−3/µeV. We can then estimate the sen-
sitivity of the generated steady-state entanglement via |d∆EPR/dε| = |(dξ/dε)(d∆EPR/dξ)| .
2 × 10−2/µeV, where we have used |d∆EPR/dξ| = 2/ (1 + ξ)2 < 2. Typical fluctuations in
4We have numerically checked that the entanglement generation persists for a small external gradient ∆ext
provided that the corresponding induced nuclear Zeeman splitting is small compared to the dissipative gap
ADR = τ−1gap. Thus, to support the generation of steady-state entanglement, we estimate that the magnetic
gradient should be smaller than ∼ 1mT.
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ε of the order of ∼ (1− 3)µeV as reported in Ref.[247] may then cause a reduction of en-
tanglement in the nuclear steady state of approximately ∼ 5% as compared to the optimal
value of ε. If the typical timescale associated with charge noise τnoise is fast compared to the
dissipative gap of the nuclear dynamics, i.e., τnoise  τgap, the nuclear spins effectively only
experience the averaged value of ξ, coarse-grained over its fast fluctuations.
Detection.—Finally, entanglement could be detected by measuring the OH shift in each
dot separately [33]; in combination with NMR techniques to rotate the nuclear spins [98] we
can obtain all spin components and their variances which are sufficient to verify the presence
of entanglement (similar to the proposal [238]).
2.10 Conclusion and Outlook
In summary, we have developed a theoretical master-equation-based framework for a DQD
in the Pauli-blockade regime which features coupled dynamics of electron and nuclear spins
as a result of the hyperfine interaction. Our analysis is based on the typical separation of
timescales between (fast) electron spin evolution and (slow) nuclear spin dynamics, yielding
a coarse-grained quantum master equation for the nuclear spins. This reverses the standard
perspective in which the nuclei are considered as an environment for the electronic spins, but
rather views the nuclear spins as the quantum system coupled to an electronic environment
with an exceptional degree of tunability. Here, we have focused on a regime favorable for
the generation of entanglement in the nuclear steady state, whereas the electrons are driven
to an unpolarized, classically correlated separable state. Therefore, in this setting, electron
dephasing turns out to be an asset rather than a liability. Our central master equation
directly incorporates nonlinear feedback mechanisms resulting from the back-action of the
Overhauser field on the electron energy levels and thus explains the nuclear multi-stability
in a very transparent way. The associated instability of the nuclei towards self-polarization
can be used as a means for controlling the nuclear spin distribution [195]. For example, as
a prominent application, we predict the deterministic generation of entanglement between
two (spatially separated) mesoscopic spin ensembles, induced by electron transport and the
common, collective coupling of the nuclei to the electronic degrees of freedom of the DQD.
The nuclear entangled state is of EPR type, which is known to play a key role in continuous
variable quantum information processing [42, 268], quantum sensing [269] and metrology
[270, 271, 272]. Since the entanglement generation does not rely on coherent evolution, but
is rather stabilized by the dissipative dynamics, the proposed scheme is inherently robust
against weak random perturbations. Moreover, as two large spin ensembles with N ∼ 106 get
entangled, the nuclear system has the potential to generate large amounts of entanglement,
i.e., many ebits. Lastly, the apparent relatively large robustness of the nuclear steady state
against charge noise shows that, when viewed as (for example) a platform for spin-based
quantum memories, nuclear spin ensembles have certain, intrinsic advantages with respect to
their electronic cousins.
Our results provide a clear picture of the feedback-driven polarization dynamics in a
generic electron transport setting and, therefore, should serve as a useful guideline for future
experiments aiming at an enhanced, dynamical control of the nuclear spins: While DNP ex-
periments in double quantum dots, for example, have revealed an instability towards large
Overhauser gradients, consistent with our results, the question of whether or not this insta-
bility results from dot asymmetry or some other mechanism is still unsettled [168, 189, 245].
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Here, we study a generic DC setting, where the buildup of a large OH gradient straightfor-
wardly emerges even in the presence of a completely symmetric coherent hyperfine interaction.
From a more fundamental, conceptual point of view, our theory gives valuable insights into
the complex, non-equilibrium many-body dynamics of localized electronic spins interacting
with a mesoscopic number of nuclear spins. Understanding the quantum dynamics of this
central spin model marks an important goal in the field of mesoscopic physics, as a notable
number of unexpected and intriguing phenomena such as multi-stability, switching, hysteresis
and long timescale oscillations have been observed in this system [191, 142, 156, 249].
On the one hand, reversing again our approach, our scheme may lead to a better quan-
tum control over the nuclear spin bath and therefore improved schemes to coherently control
electron spin qubits, by reducing the Overhauser field fluctuations and/or exploiting the gra-
dient for electron spin manipulation (as demonstrated experimentally already for example in
Ref.[168]). On the other hand, with nuclear spin coherence times ranging from hundreds of
microseconds to a millisecond [172, 98], our work could be extended towards nuclear spin-
based information storage and manipulation protocols. The nuclear spin ensembles could
serve as a long-lived entanglement resource providing the basic building block for an on-chip
(solid-state) quantum network. The nodes of this quantum network could be interconnected
with electrons playing the role of photons in more conventional atomic, molecular, and optical
(AMO) based approaches [46]. To wire up the system, coherent transport of electron spins
over long distances (potentially tens of microns in state-of-the-art experimental setups) could
be realized via QD arrays [273, 274], quantum Hall edge channels [275, 276, 277, 278, 279] or
surface acoustic waves [280, 281, 282, 283]. Building upon this analogy to quantum optics,
the localized nuclei might also be used as a source to generate a current of many entangled
electrons [284]. Using the aforementioned tunability of the electronic degrees of freedom, one
could also engineer different electronic quasisteady states, possibly resulting in nuclear sta-
tionary states with on-demand properties. On a more fundamental level, our work could also
be extended towards deeper studies of dissipative phase transitions in this rather generic trans-
port setting. When combined with driving—realized via, for example, a magnetic field Bx
perpendicular to the polarization direction—a variety of strong-correlation effects, nonequi-
librium, and dissipative phase transitions can be expected [177, 225, 226] and could now be
studied in a mesoscopic solid-state system, complementing other approaches to dissipative
phase transitions in quantum dots [227, 228, 229, 230].
2.A Supplementary material 2
2.A.1 Spin-Blockade Regime
In this Appendix, for completeness we explicitly derive inequalities involving the chemical
potentials µL(R) of the left and right lead, respectively, as well as the Coulomb energies
introduced in Eq.(2.7) that need to be satisfied in order to tune the DQD into the desired
Pauli-blockade regime in which at maximum two electrons reside on the DQD. For simplicity,
Zeeman splittings are neglected for the moment as they typically constitute a much smaller
energy scale compared to the Coulomb energies. Still, an extension to include them is straight-
forward. Then, the bare energies E(m,n) for a state with (m,n) charge configuration can easily
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be read off from the Anderson Hamiltonian HS . In particular, we obtain
E(1,1) = εL + εR + ULR, (2.94)
E(2,1) = 2εL + εR + UL + 2ULR, (2.95)
E(1,2) = εL + 2εR + UR + 2ULR, (2.96)
E(0,2) = 2εR + UR, (2.97)
E(2,0) = 2εL + UL. (2.98)
In order to exclude the occupation of (2, 1) and (1, 2) states if the DQD is in a (1, 1) charge
configuration the left chemical potential must fulfill the inequality µL < E(2,1) − E(1,1) =
εL +UL +ULR. An analog condition needs to be satisfied for the right chemical potential µR
so that we can write in total
µi < εi + Ui + ULR. (2.99)
The same requirement should hold if the DQD is in a (0, 2) or (2, 0) charge configuration
which leads to
µi < εi + 2ULR. (2.100)
At the same time, the chemical potentials µi are tuned sufficiently high so that an electron
is added to the DQD from the leads whenever only a single electron resides in the DQD. For
example, this results in µL > E(1,1) − εR = εL + ULR. An analog condition needs to hold for
the right lead which gives
µi > εi + ULR. (2.101)
In particular this inequality guarantees that the right dot is always occupied, since µR > εR.
Moreover, localized singlet states cannot populated directly if µi < εi + Ui holds. Since
ULR < Ui, the conditions to realize the desired two-electron regime can be summarized as
εi + ULR < µi < εi + 2ULR. (2.102)
By applying a large bias that approximately compensates the charging energy of the two
electrons residing on the right dot, that is εL ≈ εR +UR−ULR, the occupation of a localized
singlet with charge configuration (2, 0) can typically be neglected [285, 229]. In this regime,
only states with the charge configurations (0, 1), (1, 0), (1, 1) and (0, 2) are relevant. Also,
due to the large bias, admixing within the one-electron manifold is strongly suppressed—for
typical parameters we estimate t/ (εL − εR) ≈ 10−2—such that the relevant single electron
states that participate in the transport cycle in the spin-blockade regime are the two lowest
ones |0, σ〉 = d†Rσ |0〉 with (0, 1) charge configuration [248].
2.A.2 Quantum Master Equation in Spin-Blockade Regime
Following the essential steps presented in Ref.[240], we now derive an effective master equation
for the DQD system which experiences irreversible dynamics via the electron’s coupling to the
reservoirs in the leads. We start out from the von Neumann equation for the global density
matrix given in Eq.(2.18). It turns out to be convenient to decompose H as
H = H0 +H1 +HT , (2.103)
with H0 = HS +HB and H1 = VHF +Ht. We define the superoperator P as
P% = TrB [%]⊗ ρ0B. (2.104)
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It acts on the total system’s density matrix % and projects the environment onto their respec-
tive thermal equilibrium states, labeled as ρ0B. The map P satisfies P
2 = P and is therefore
called a projector. By deriving a closed equation for the projection P% and tracing out the
unobserved reservoir degrees of freedom, we arrive at the Nakajima-Zwanzig master equation
for the system’s density matrix






LT e(L0+LT+L1)τLTρ (t− τ)⊗ ρ0B
]
.
where the Liouville superoperators are defined as usual via Lα· = −i [Hα, ·]. Next, we intro-
duce two approximations: First, in the weak coupling limit, we neglect all orders higher than
two in LT . This is well known as the Born approximation. Accordingly, we neglect LT in
the exponential of the integrand. Second, we apply the approximation of independent rates
of variations [207] which can be justified self-consistently, if the bath correlation time τc is
short compared to the typical timescales associated with the system’s internal interactions,
that is ghfτc  1 and tτc  1, and if H1 can be treated as a perturbation with respect to
H0. In our system, the latter is justified as H0 incorporates the large Coulomb energy scales
which energetically separate the manifold with two electrons on the DQD from the lower
manifold with only one electron residing in the DQD, whereas H1 induces couplings within
these manifolds only. In this limit, the master equation then reduces to





[LT eL0τLTρ (t− τ)⊗ ρ0B] .
In the next step, we write out the tunnel Hamiltonian HT in terms of the relevant spin-
eigenstates. Here, we single out one term explicitly, but all others follow along the lines. We
get





dτC (τ) |0, σ〉 〈S02| (2.107)[





dεJ (ε) ei(∆E−ε)τ , (2.108)
and J (ε) = |TR|2 nR (ε) [1− fR (ε)] is the spectral density of the right lead, with nR (ε) being
the density of states per spin of the right lead; fα (ε) denotes the Fermi function of lead
α = L,R and ∆E is the energy splitting between the two levels involved, i.e., for the term
explicitly shown above ∆E = εR + UR. The correlation time of the bath τc is determined
by the decay of the memory-kernel C (τ). The Markov approximation is valid if the spectral
density J (ε) is flat on the scale of all the effects that we have neglected in the previous steps.
Typically, the effective density of states D (ε) = |TR|2 nR (ε) is weakly energy dependent
so that this argument is mainly concerned with the Fermi functions of the left (right) lead
fL(R) (ε), respectively. Therefore, if fi (ε) is flat on the scale of ∼ t, ∼ ghf and the dissipative
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decay rates ∼ Γ, it can be evaluated at ∆E and a Markovian treatment is valid [240]. In
summary, this results in
ρ˙ = · · ·+ ΓR
∑
σ
D [|0, σ〉 〈S02|] ρ, (2.109)
where ΓR is the typical sequential tunneling rate ΓR = 2pi |TR|2 nR (∆E) [1− fR (∆E)] de-
scribing direct hopping at leading order in the dot-lead coupling [250, 240].
Pauli blockade.—The derivation above allows for a clear understanding of the Pauli-spin
blockade in which only the level |S02〉 can decay into the right lead whereas all two electron
states with (1, 1) charge configuration are stable. If the |S02〉 level decays, an energy of
∆E2 = E(0,2) − εR = εR + UR is released on the DQD which has to be absorbed by the
right reservoir due to energy conservation arguments. On the contrary, if one of the (1, 1)
levels were to decay to the right lead, an energy of ∆E1 = E(1,1) − εL = εR + ULR would
dissipate into the continuum. Therefore, the DQD is operated in the Pauli blockade regime
if fR (∆E2) = 0 and fR (∆E1) = 1 is satisfied. Experimentally, this can be realized easily as
∆E2 scales with the on-site Coulomb energy ∆E2 ∼ UR, whereas ∆E1 scales only with the
interdot Coulomb energy ∆E1 ∼ ULR.
Taking into account all relevant dissipative processes within the Pauli-blockade regime and
assuming the Fermi function of the left lead fL (ε) to be sufficiently flat, the full quantum
master equation for the DQD reads
ρ˙ = −i [HS +H1, ρ] + ΓR
∑
σ
D [|0, σ〉 〈S02|] ρ
+ΓL {D [|T+〉 〈0,⇑|] ρ+D [|⇓⇑〉 〈0,⇑|] ρ}
+ΓL {D [|T−〉 〈0,⇓|] ρ+D [|⇑⇓〉 〈0,⇓|] ρ} , (2.110)
where the rate ΓR ∼ [1− fR (∆E2)] describes the decay of the localized singlet |S02〉 into the
right lead, while the second and third line represent subsequent recharging of the DQD with
the corresponding rate ΓL ∝ |TL|25.
We can obtain a simplified description for the regime in which on relevant timescales the
DQD is always populated by two electrons. This holds for sufficiently strong recharging of
the DQD which can be implemented experimentally by making the left tunnel barrier TL
more transparent than the right one TR [240, 149, 248]. In this limit, we can eliminate the
intermediate stage in the sequential tunneling process (0, 2)→ (0, 1)→ (1, 1) and parametrize
HS +H1 in the two-electron regime as Hel +Hff +Hzz. Then, we arrive at the effective master
equation





D [|x〉 〈S02|] ρ (2.112)
models electron transport through the DQD; the sum runs over all four electronic bare levels
with (1, 1) charge configuration, i.e., |σ, σ′〉 for σ, σ′ =⇑,⇓: Thus, in the limit of interest, the
(1, 1) charge states are reloaded with an effective rate Γ = ΓR/2 via the decay of the localized
singlet |S02〉 [149, 248].
5In deriving Eq.(2.110), we have ignored level shifts arising from the coupling to the environment; as
usual, they can be absorbed into renormalized energy levels. Moreover, we have applied the so-called secular
approximation which is mathematically correct in the weak coupling limit and ensures the positivity of the
dynamics [286].
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Figure 2.17: Electronic asymptotic decay rate ADRel and fidelity Fel for the purely electronic
Lindblad dynamics: The results obtained for the full dissipator given in Eq.(2.114) (circles)
are in good agreement with the results we get for the simplified description as stated in
Eq.(2.116) (squares). The blue and red curves correspond to Γ = 25µeV, Γ± = 0.25µeV,
Γdeph = 0.5µeV and Γ = 25µeV, Γ± = 0.3µeV, Γdeph = 0, respectively. Inset: The fidelity
Fel as a figure of merit for the similarity between the quasi-steady-state solutions ρelss and ρ˜elss,
respectively. Other numerical parameters are: t = 20µeV, ε = 30µeV and ω0 = 0.
Transport dissipator in eigenbasis of Hel.—The electronic transport dissipator KΓ as stated
in Eq.(2.112) describes electron transport in the bare basis of the two-orbital Anderson Hamil-
tonian which does not correspond to the eigenbasis of Hel due to the presence of the interdot
tunnel coupling Ht; in deriving Eq.(2.112) admixing due to Ht has been neglected based on the
approximation of independent rates of variation.[207] It is valid if tτc  1 where τc ≈ 10−15s
specifies the bath correlation time [240]. Performing a basis transformation ρ˜ = V †ρV which
diagonalizes the electronic Hamiltonian H˜el = V
†HelV = diag (ω0,−ω0, ε1, ε2, ε3) and neglect-









Γk→jD [|λj〉 〈λk|] ρ˜,
where Γk = κ
2
kΓ and Γk→j = Γk[1− |κj |2]. Since only (1, 1) states can be refilled, the rate at
which the level |λj〉 is populated is proportional to ∼ [1 − |κj |2]; compare Ref.[149]. While
the first line in Eq.(2.113) models the decay from the dressed energy eigenstates |λk〉 back
6Here, the tilde symbol explicitly refers to the dressed electronic basis {|Tν〉 , |λk〉}. For notational conve-
nience, it is dropped in the main text.
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to the Pauli-blocked triplet subspace |Tν〉 (ν=±) with an effective rate according to their
overlap with the localized singlet, the second line refers to decay and dephasing processes
acting entirely within the ’fast’ subspace spanned by {|λk〉}. Intuitively, they should not
affect the nuclear dynamics that take place on a much longer timescale. This intuitive picture
is corroborated by exact diagonalization results: Leaving the HF interaction V aside for the
moment, we compare the dynamics ρ˙ = K0ρ generated by the full electronic Liouvillian









[D [|Tν〉 〈T0|] ρ+D [|T0〉 〈Tν |] ρ]








which is based on the simplified form as stated in Eq.(2.113)7. Here, we have also disre-
garded all dissipative processes acting entirely within the fast subspace, that is all terms of
the form D [|λj〉 〈λk|]; see the second line in Eq.(2.113). First, as shown in Fig. 2.17, we



















exceeding 99%; here, ‖·‖tr is the trace norm, the sum of the
singular values. Second, we examine the electronic asymptotic decay rate ADRel, corre-
sponding to the eigenvalue with the largest real part different from zero, which quantifies the
typical timescale on which the electronic subsystem reaches its quasi-steady state [177]. In
other words, the ADRel gives the spectral gap of the electronic Liouvillian K0 (L0) setting
the inverse relaxation time towards the steady state and therefore characterizes the long-time
behaviour of the electronic system. The two models produce very similar results: Depending
on the particular choice of parameters, the electronic ADRel is set either by the eigenvectors
|λ2〉 〈T±|, |T+〉 〈T−| and |T+〉 〈T+| − |T−〉 〈T−| which explains the kinks observed in Fig. 2.17





and the electronic asymptotic decay rate ADRel are well cap-
tured by the approximative Liouvillian given in Eq.(2.116). Further arguments justifying this
approximation are provided in Appendix 2.A.3.
2.A.3 Transport-Mediated Transitions In Fast Electronic Subspace
In this Appendix, we provide analytical arguments why one can drop the second line in
Eq.(2.113) and keep only the first one to account for a description of electron transport in
7For simplicity, in the definition of K± we have included dissipative cotunneling-mediated transitions in
the bare triplet subspace only {|T±〉 , |T0〉}. To make the comparison with the Liouvillian in the dressed basis
L0ρ˜, the corresponding mixing terms D [|Tν〉 〈λk|] and D [|λk〉 〈Tν |] in L±ρ˜ appear with a rate Γ± |〈λk|T0〉|2.
In particular, in the low-gradient regime where |λ2〉 ≈ |T0〉 this captures well the dissipative mixing between
|T±〉 and |λ2〉 which is the most adverse process to our scheme. We have also verified that simply replacing
Γ± |〈λk|T0〉|2 → Γ± as it is stated in Eq.(2.30) does not change Fel nor ADRel severely.
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Γk→jD [|λj〉 〈λk|] ρ, (2.117)





Γ refers to a transport-mediated decay process from |λk〉 to |λj〉. Here,
we show that Lfast simply amounts to an effective dephasing mechanism which can be absorbed
into a redefinition of the effective transport rate Γ.
The only way our model is affected by Lfast is that it adds another dephasing channel for
the coherences |λk〉 〈T±| which are created by the hyperfine flip-flop dynamics; see Appendix
2.A.9. In fact, we have











j = 1, the new effective dephasing rate Γfast,k is
readily found to coincide with the effective transport rate Γk, that is Γfast,k = Γk = κ
2
kΓ.
This equality is readily understood since all four (1, 1) levels are populated equally. While Γk
describes the decay to the two Pauli-blocked triplet levels, Γfast,k accounts for the remaining
transitions within the (1, 1) sector. Therefore, when accounting for Lfast, the total effective
dephasing rates Γ˜k needs to be modified as Γ˜k → Γ˜k + Γk = 2Γk + 3Γ±+ Γdeph/4. The factor
of 2 is readily absorbed into our model by a simple redefinition of the overall transport rate
Γ→ 2Γ.
2.A.4 Electronic Lifting of Pauli-Blockade
This Appendix provides a detailed analysis of purely electronic mechanisms which can lift the
Pauli-blockade without affecting directly the nuclear spins. Apart from cotunneling processes
discussed in the main text, here we analyze virtual spin exchange processes and spin-orbital
effects [195, 241]. It is shown, that these mechanisms, though microscopically distinct, phe-
nomenologically amount to effective incoherent mixing and pure dephasing processes within
the (1, 1) subspace which, for the sake of theoretical generality, are subsumed under the term
2 in Eq.(2.1).
Let us also note that electron spin resonance (ESR) techniques in combination with de-
phasing could be treated on a similar footing. As recently shown in Ref.[83], in the presence
of a gradient ∆, ESR techniques can be used to drive the electronic system into the entangled
steady state |−〉 = (|T+〉 − |T−〉) /
√
2. Magnetic noise may then be employed to engineer the
desired electronic quasisteady state.
Spin Exchange with the Leads
In the Pauli-blockade regime the (1, 1) triplet states |T±〉 do not decay directly, but—apart
from the cotunneling processes described in the main text—they may exchange electrons
with the reservoirs in the leads via higher-order virtual processes [195, 241]. We now turn to
these virtual, spin-exchange processes which can be analyzed along the lines of the interdot
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cotunneling effects. Again, for concreteness we fix the initial state of the DQD to be |T+〉
and, based on the approximation of independent rates of variation [207], explain the physics
in terms of the electronic bare states. The spin-blocked level |T+〉 can virtually exchange
an electron spin with the left lead yielding an incoherent coupling with the state |⇓⇑〉; this
process is mediated by the intermediate singly occupied DQD level |0,⇑〉 where no electron
resides on the left dot. Then, from |⇓⇑〉 the system may decay back to the (1, 1) subspace via
the localized singlet |S02〉. Therefore, for this analysis, in Fig. 2.4 we simply have to replace
|T+(0, 2)〉 and Γct by |0,⇑〉 and Γse, respectively. Along the lines of our previous analysis of
cotunneling within the DQD, the bottleneck of the overall process is set by the first step,
labeled as Γse. The main purpose of this Appendix is an estimate for the rate Γse.
The effective spin-exchange rate can be calculated in a “golden rule” approach in which
transitions for different initial and final reservoir states are weighted according to the re-
spective Fermi distribution functions and added incoherently [288]; for more details, see
Refs.[211, 200]. Up to second order inHT , the cotunneling rate Γse for the process |T+〉 |⇓⇑〉
















Here, nL is the left lead density of states at the Fermi energy, µL is the chemical potential
of the left lead, ∆ = ET+ − E⇓⇑ is the energy released on the DQD (which gets absorbed by
the reservoir) and δ+ = ET+ − E0⇑ = εL↑ + ULR refers to the energy difference between a
doubly and singly occupied DQD in the intermediate virtual state. Moreover, ΓL refers to the
first-order sequential tunneling rates ΓL = 2pinL |TL|2 for the left (L) lead. Note that in the
limit T → 0 the DQD cannot be excited; accordingly, for ∆ > 0, the transition |T±〉 |⇑⇓〉 is
forbidden due to energy conservation [250]. As expected, Γse is proportional to ∼ |TL|4, but
suppressed by the energy penalty ∆+se = µL− δ+ which characterizes the violation of the two-
electron condition in Eq.(2.102) in the virtual intermediate step. Notably, this can easily be
tuned electrostatically via the chemical potential µL. Comparing the parameter dependence
Γse ∼ |TL|4 to Γct ∼ t2 |TL|2 shows that, in contrast to the cotunneling processes Γct, Γse
is independent of the interdot tunneling parameter t. Moreover, it can be made efficient by
tuning properly the energy penalty ∆+se and the tunnel coupling to the reservoir TL. A similar
analysis can be carried out for example for the effective decay process |T−〉  |⇓⇑〉 by spin-





where ∆−se = µR − (εR↓ + ULR), is satisfied. Taking the energy penalty as ∆se ≈ ∆st, a
comparison of Γse to interdot cotunneling transitions (as discussed in the main text) gives
Γct/Γse ≈ 2pit2/(Γ∆). Thus, for Γ ≈ 2pit and t ≈ ∆ (as considered in this work), we get
approximately Γct ≈ Γse.
The effective spin-exchange rate Γse can be made very efficient in the high gradient regime.
For example, to obtain Γse ≈ 1µeV when ∆ ≈ 40µeV, we estimate the required characteristic
energy penalty to be ∆se ≈ 200µeV. As stated in the main text, for an energy penalty of
∼ 500µeV and for ΓL ≈ 100µeV, we estimate Γse ≈ 0.25µeV, making Γse fast compared to
typical nuclear timescales; note that for less transparent barriers with ΓL ≈ 1µeV, Γse is
four orders of magnitude smaller, in agreement with values given in Ref.[241]. Moreover, as
apparent from Eq.(2.120), in the low gradient regime Γse ∼ ∆ is suppressed due to a vanishing
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phase space of reservoir electrons that can contribute to this process without violating energy
conservation. To remedy this, one can lower the energy penalty ∆se; however, if ∆se becomes
comparable to Γ, this leads to a violation of the Markov approximation and tunes the system
away from the sequential tunneling regime. Note that the factor ∆ appears in Eq.(2.120)
as we consider explicitly the inelastic transition |T+〉  |⇓⇑〉. In a more general analysis,
∆ should be replaced by the energy separation ∆E (which is released by the DQD into the
reservoir) for the particular transition at hand [250].
Here, we have considered spin-exchange via singly-occupied levels in the virtual interme-
diate stage only; they are detuned by the characteristic energy penalty δ = |µi − (εi + ULR)|
for i = L,R. In principle, spin exchange with the leads can also occur via electronic levels
with (1, 2) or (2, 1) charge configuration. However, here the characteristic energy penalty
can be estimated as δ = |εi + Ui + ULR − µi| which can be significantly bigger due to the
appearance of the on-site Coulomb energies Ui in this expression. Therefore, they have been
disregarded in the analysis above.
Spin Orbit Interaction
For the triplet states |T±〉 interdot tunneling is suppressed due to Pauli spin blockade, but—
apart from HF interaction with the nuclear spins—it can be mediated by spin-orbit interaction
which does not conserve the electronic spin. In contrast to hyperfine mediated lifting of the
spin blockade, spin-orbital effects provide another purely electronic alternative to escape the
spin blockade, i.e., without affecting the nuclear spins. They describe interdot hopping ac-
companied by a spin rotation thereby coupling the triplet states |T±〉 with single occupation
of each dot to the singlet state |S02〉 with double occupation of the right dot. Therefore, fol-
lowing Refs.[289, 229, 290, 285, 248], spin-orbital effects can be described phenomenologically
in terms of the Hamiltonian
Hso = tso (|T+〉 〈S02|+ |T−〉 〈S02|+ h.c.) , (2.121)
where the coupling parameter tso in general depends on the orientation of the the DQD
with respect to the crystallographic axes. Typical values of tso can be estimated as tso ≈
(d/lso) t, where t is the usual spin-conserving tunnel coupling, d the interdot distance and lso
the material-specific spin-orbit length (lso ≈ 1 − 10µm for GaAs); this estimate is in good
agreement with the exact equation given in Ref.[285] and yields tso ≈ (0.01− 0.1) t.
In Eq.(2.121) we have disregarded the spin-orbit coupling for the triplet |T0〉 = 1√2(|⇑⇓〉
+ |⇓⇑〉). It may be taken into account by introducing the modified interdot tunneling Hamil-
tonian Ht → H ′t with H ′t = t↑↓ |⇑⇓〉 〈S02|−t↓↑ |⇓⇑〉 〈S02|+h.c., where the tunneling parameters
t↑↓ and t↓↑ are approximately given by t↑↓(↓↑) = t± tso/
√
2 ≈ t, since the second term marks
only a small modification of the order of 5%. While |T0〉 is dark under tunneling in the
singlet subspace, that is Ht |T0〉 = 0, similarly the slightly modified (unnormalized) state
|T ′0〉 = t↓↑ |⇑⇓〉+ t↑↓ |⇓⇑〉 is dark under H ′t. Since this effect does not lead to any qualitative
changes, it is disregarded.
Phenomenological treatment.—In the following, we first focus on the effects generated by
Hso within the three-level subspace {|T±〉 , |S02〉}. Within this reduced level scheme, the
dynamics ρ˙ = Lrdρ are governed by the Liouvillian
Lrdρ = −i [Hrd, ρ] + Γ
∑
ν=±
D [|Tν〉 〈S02|] ρ (2.122)













Figure 2.18: Phenomenological treatment of spin-orbital effects in the spin-blockade regime.
Scheme of the simplified electronic system: The triplet states |T±〉 are coherently coupled
to the local singlet |S02〉 by spin-orbit interaction. Via coupling to the leads, the DQD is
discharged and recharged again with an effective rate Γ. The triplet states may experience a
Zeeman splitting ω0. The parameter ε specifies the interdot energy offset. Since Γ, ε  tso,
the local singlet |S02〉 can be eliminated adiabatically yielding effective dissipative processes
of strength Γso (green dashed arrows).
where the relevant Hamiltonian within this subspace is
Hrd = ω0 (|T+〉 〈T+| − |T−〉 〈T−|)− ε |S02〉 〈S02|+Hso. (2.123)
This situation is schematized in Fig. 2.18. The external Zeeman splitting ω0 is assumed to
be small compared to the interdot detuning ε yielding approximately equal detunings be-
tween the triplet states |T±〉 and |S02〉. In particular, we consider the regime tso  ε,Γ, with
the corresponding separation of timescales allowing for an alternative, effective description of
spin-orbital effects. Since the short-lived singlet state |S02〉 is populated negligibly throughout
the dynamics, it can be eliminated adiabatically using standard techniques. The symmetric
superposition |−〉 = (|T+〉 − |T−〉) /
√
2 is a dark state with respect to the spin-orbit Hamil-
tonian Hso. Therefore, it is instructive to formulate the resulting effective master equation
in terms of the symmetric superposition states |±〉 = (|T+〉 ± |T−〉) /
√
2. Within the two-
dimensional subspace spanned by the symmetric superpositions |±〉, the effective dynamics
is given by
ρ˙ = +iω0 [|−〉 〈+|+ |+〉 〈−| , ρ] (2.124)
−iΩso [|+〉 〈+| − |−〉 〈−| , ρ]




D [|+〉 〈+| − |−〉 〈−|] ρ,
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governs decay as well as pure dephasing processes within the triplet subspace. We estimate
Γso ≈ (0.2− 0.3)µeV which is still fast compared to typical nuclear timescales. In Eq.(2.124)
we have also introduced the quantity Ωso = (ε/Γ) Γso. As we are particularly concerned with
the nuclear dynamics in the limit where one can eliminate the electronic degrees of freedom,
Eq.(2.124) provides an alternative way of accounting for spin-orbital effects: In Eq.(2.124)
we encounter a decay term—see the third line in Eq.(2.124)—which pumps the electronic
subsystem towards the dark state of the spin-orbit Hamiltonian, namely the state |−〉. This
state is also dark under the Stark shift and pure dephasing terms in the second and last line
of Eq.(2.124), respectively. However, by applying an external magnetic field, the state |−〉
dephases due to the induced Zeeman splitting ω0. This becomes apparent when examining
the electronic quasisteady state corresponding to the evolution given in Eq.(2.124). In the
























]  , (2.126)













Accordingly, for sufficiently large Zeeman splitting ω0  Ωso,Γso, the electronic subsystem is
driven towards the desired equal mixture of blocked triplet states |T+〉 and |T−〉. Alternatively,
the off-diagonal elements of |−〉 〈−| are damped out in the presence of dephasing processes
either mediated intrinsically via cotunneling processes or extrinsically via engineered magnetic
noise yielding approximately the equal mixture ρeltarget = (|T+〉 〈T+|+ |T−〉 〈T−|) /2 in the
quasisteady state.
Numerical analysis.—To complement the perturbative, analytical study, we carry out a
numerical evaluation of the electronic quasisteady state in the presence of spin-orbit coupling.
In the two-electron subspace, the corresponding master equation (including spin-orbital ef-
fects) under consideration reads
ρ˙ = K˜0ρ = −i [Hel +Hso, ρ] +KΓρ+ Ldephρ. (2.128)
We evaluate the exact electronic quasisteady state ρelss fulfilling K˜0ρelss = 0. As a figure of










which measures how similar ρelss and ρ
el
target are. The results are illustrated in Fig. 2.19:
For Γdeph = 0 the electronic system settles into the pure dark state |−〉 〈−|. However, in
the presence of dephasing, the coherences are efficiently damped out. In the low-gradient
regime ρelss has a significant overlap with the triplet |T0〉, whereas in the high-gradient regime
it is indeed approximately given by the desired mixed target state ρeltarget. Lastly, we have
checked that in the high-gradient regime the corresponding asymptotic decay rate can be
approximated very well by ADRel ≈ −2Γso.
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Figure 2.19: Electronic quasi-steady-state fidelities in the presence of spin-orbit coupling for
the dynamics generated by K˜0 as a function of the gradient ∆. As expected, in the absence
of dephasing [Γdeph = 0 (black curve)], the system settles into the dark state |−〉. For
Γdeph = 1µeV (blue and red curves), the off-diagonal elements of |−〉 are strongly suppressed,
leading to a high fidelity Fso & 0.9 with the desired mixed state ρeltarget in the high gradient
regime: the blue and red curve refer to t = 20µeV and t = 30µeV, respectively. Other
numerical parameters are: tso = 0.1t, ω0 = 0, Γ = 25µeV and ε = 30µeV.
2.A.5 Effective Nuclear Master Equation
In this Appendix, we present a detailed derivation of the effective nuclear dynamics presented
in Section 2.5. We use standard adiabatic elimination techniques to derive an effective sim-
plified description of the dynamics. To do so, we assume that electronic coherences decay
quickly on typical nuclear timescales. Conservatively, i.e. not taking into account the detun-
ing of the HF-mediated transitions, this holds for 2Γ± + Γdeph/4 ghf , where ghf quantifies
the typical HF interaction strength. Alternatively, one may use a projection-operator based
technique [240, 177]; this is done in detail in Appendix 2.A.9 for the high-gradient regime
where ρelss = (|T+〉 〈T+|+ |T−〉 〈T−|) /2, but a generalization for the electronic quasisteady
state in Eq.(2.33) is straightforward.
Throughout this Appendix, for convenience we adopt the following notation: |a〉 = |T+〉,
|b〉 = |λ2〉, |c〉 = |T−〉, L = L2, L = L2 and D [c] ρ = Dcρ. Within this simplified three-level




[L |b〉 〈a|+ L |b〉 〈c|+ h.c.] . (2.130)
For simplicity, we assume ω0 = 0 and neglect nuclear fluctuations arising from Hzz. This
approximation is in line with the semiclassical approximation for studying the nuclear polar-
ization dynamics; for more details also see Appendix 2.A.6. Within this reduced scheme, the
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dynamics are then described by the Master equation





+ (Γ± + Γ2)
[D|a〉〈b|ρ+D|c〉〈b|ρ] . (2.131)
After adiabatic elimination of the electronic coherences ρab = 〈a|ρ|b〉, ρcb and ρac we obtain
effective equations of motion for the system’s density matrix projected onto the electronic
levels |a〉, |b〉 and |c〉 as follows





















































+Γ± (ρaa + ρcc − 2ρbb) .
Since this set of equations is entirely expressed in terms of ρaa, ρbb and ρcc, the full density
matrix of the system obeys a simple block structure, given by
ρ = ρaa |a〉 〈a|+ ρbb |b〉 〈b|+ ρcc |c〉 〈c| . (2.135)
Therefore, the electronic decoherence is fast enough to prevent the entanglement between
electronic and nuclear degrees of freedom and the total density matrix of the system ρ fac-
torizes into a tensor product for the electronic and nuclear subsystem [237], respectively, that
is ρ = ρel ⊗ σ, where σ = Trel [ρ] refers to the density matrix of the nuclear subsystem. This
ansatz agrees with the projection operator approach where Pρ = σ ⊗ ρel and readily yields
ρaa = paσ, where we have introduced the electronic populations
pa = 〈a|ρel|a〉 = Trn [ρaa] , (2.136)
and accordingly for pb and pc; here, Trn [. . . ] denotes the trace over the nuclear degrees of
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freedom. With these definitions, Eqs. (2.132), (2.133) and (2.134) can be rewritten as










+Γ± (pb − pa) ,










+Γ± (pb − pc) ,




















Similarly, the effective Master equation for the nuclear density matrix σ = Trel [ρ] is obtained
from σ˙ = Trel [ρ˙] = ρ˙aa + ρ˙bb + ρ˙cc, leading to




















Equation (2.138) along with Eq.(2.137) describe the coupled electron-nuclear dynamics on
a coarse-grained timescale that is long compared to electronic coherence timescales. Due to
the normalization condition pa + pb + pc = 1, this set of dynamical equations comprises three
coupled equations. Differences in the populations of the levels |a〉 and |c〉 decay very quickly
on timescales relevant for the nuclear evolution; that is,



















Due to a separation of timescales, as Γ±  γc = Nγ ≈ 10−4µeV, in a perturbative treatment
the effect of the second term can be neglected and the electronic subsystem approximately
settles into pa = pc. This leaves us with a single dynamical variable, namely pa, entirely
describing the electronic subsystem on relevant timescales. Thus, using pc = pa and pb =
1 − 2pa, the electronic quasi steady state is uniquely defined by the parameter pa and the
nuclear evolution simplifies to
σ˙ = γ {pa [DL [σ] +DL [σ]] (2.140)




















with pa obeying the dynamical equation












Neglecting the HF terms in the second line, we recover the projection-operator-based result
for the quasisteady state, pa ≈ (Γ± + Γ2) / (3Γ± + 2Γ2) as stated in Eq.(2.34).
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2.A.6 Effective Nuclear Dynamics: Overhauser Fluctuations
In Sec. 2.5 we have disregarded the effect of Overhauser fluctuations, described by ρ˙ =






i , ρ] . In the following analysis, this simplification is discussed in
greater detail.
First of all, we note that this term cannot induce couplings within the effective electronic
three level system, {|T±〉 , |λ2〉}, since |T±〉 are eigenstates of Szi , that is explicitly Szi |T±〉 =
±12 |T±〉, which leads to
〈T±|Szi |λ2〉 = 0. (2.141)
In other words, different Sztot subspaces are not coupled by the action of Hzz; this is in stark
contrast to the flip flop dynamics Hff .














[〈Szi 〉a δAzi ρab − 〈Szi 〉b ρabδAzi ] ,
where 〈Szi 〉a = 〈a|Szi |a〉; an analog equation holds for ρ˙cb. Typically, the second line is small
compared to the fast electronic quantities ε2, Γ˜ in the first line. Therefore, it will be neglected.
In Eqs.(2.132), (2.133) and(2.134), the Overhauser fluctuations lead to the following additional
terms





[δAzi , ρaa] , (2.143)





[δAzi , ρcc] , (2.144)
ρ˙bb = · · · − iahf
∑
i
〈Szi 〉b [δAzi , ρbb] . (2.145)
First, this leaves the electronic populations pa = Trn [ρaa] untouched; Hzz does not induce
any couplings between them. Second, the dynamical equation for the nuclear density matrix
σ = Trel [ρ] is modified as






(pa − pc) + pb 〈Szi 〉b
]
[δAzi , σ] ,
≈ · · · − i (1− 2pa) ahf
∑
i
〈Szi 〉b [δAzi , σ] . (2.146)
In the second step, we have used again that differences in pa and pc are quickly damped
to zero with a rate of 3Γ±. Now, let us examine the effect of Eq.(2.146) for different im-
portant regimes: In the high gradient regime, where pb is fully depleted, it does not give
any contribution since the electronic quasi steady state does not have any magnetization[〈Szi 〉b = 〈Szi 〉ss = 0] and pa = 1/2. In the low gradient regime, |b〉 approaches the triplet |T0〉
and again (since 〈Szi 〉b = 0) this term vanishes. Finally, the intermediate regime has been
studied within a semiclassical approximation (see section 2.6): Note that Eq.(2.146), however,
leaves the dynamical equation for the nuclear polarizations Izi unchanged, since they commute
with Hzz.
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Figure 2.20: Sketch of the ideal nuclear dark state for uniform HF coupling |ξss〉. The Dicke
states are labeled according to their spin projection ki = 0, 1, . . . 2J . Since k1 = k is strongly
correlated with k2 = 2J − k, the two Dicke ladders are arranged in opposite order. The
bistability inherent to |ξss〉 is schematized as well: The size of the spheres refers to |〈k1, k2|ξss〉|2
for |ξ| < 1 (red) and |ξ| > 1 (blue), respectively. As indicated by the arrows for individual
nuclear spins, |ξ| < 1 (|ξ| > 1) corresponds to a nuclear OH gradient ∆OH > 0 (∆OH > 0),
respectively.
2.A.7 Ideal Nuclear Steady State
In this Appendix we analytically construct the ideal (pure) nuclear steady-state |ξss〉, fulfilling
L2 |ξss〉 = L2 |ξss〉 = 0, in the limit of identical dots (a1j = a2j∀j = 1, . . . , N1 ≡ N2 = N) for












Here, to simplify the notation, we have replaced µ2 and ν2 by µ and ν, respectively. The
common proportionality factor is irrelevant for this analysis and therefore has been dropped.
The collective nuclear spin operators Iα1,2 form a spin algebra and the so-called Dicke states
|J1, k1〉 ⊗ |J2, k2〉 ≡ |J1, k1; J2, k2〉, where the total spin quantum numbers Ji are conserved
and the spin projection quantum number ki = 0, 1, . . . , 2Ji, allow for an efficient description.
Here, we restrict ourselves to the symmetric case where J1 = J2 = J ; analytic and numerical
evidence for small Ji ≈ 3 shows, that for J1 6= J2 one obtains a mixed nuclear steady state.
The total spin quantum numbers Ji = J are conserved and we set |J, k1; J, k2〉 = |k1, k2〉.
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Using standard angular momentum relations, one obtains
L2 |k1, k2〉 = νjk1 |k1 + 1, k2〉+ µjk2 |k1, k2 + 1〉 , (2.149)
L2 |k1, k2〉 = µgk1 |k1 − 1, k2〉+ νgk2 |k1, k2 − 1〉 . (2.150)
Here, we have introduced the matrix elements
jk =
√
J (J + 1)− (k − J) (k − J + 1), (2.151)
gk =
√
J (J + 1)− (k − J) (k − J − 1). (2.152)
Note that j2J = 0 and g0 = 0. Moreover, the matrix elements obey the symmetry
jk = j2J−k−1, (2.153)
gk+1 = g2J−k. (2.154)





ξk [νjk |k + 1, 2J − k〉




ξk [νjk |k + 1, 2J − k〉




ξkν[jk − j2J−k−1]︸ ︷︷ ︸
=0
|k + 1, 2J − k〉 .
In the second step, since j2J = 0, we have redefined the summation index as k → k+1. Along




ξk [µgk |k − 1, 2J − k〉




ξk [ξµgk+1 |k, 2J − k − 1〉




ξkν[g2J−k − gk+1]︸ ︷︷ ︸
=0
|k, 2J − k − 1〉 .
This completes the proof. For illustration, the dark state |ξss〉 is sketched in Fig. 2.20. In
particular, the bistable polarization character inherent to |ξss〉 is emphasized, as (in contrast
to the bosonic case) the modulus of the parameter ξ is not confined to |ξ| < 1.
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Figure 2.21: Exact time evolution for N = 8 and N = 12 (red dashed curves) nuclear spins,
four and six in each quantum dot, respectively. Depending on the initial value of the gradient,
the nuclear system either runs into the trivial, unpolarized state or into the highly polarized
one, if the initial gradient exceeds the critical value; the blue dotted, black dash-dotted and
all other refer to ∆ext = −5µeV, ∆ext = 0 and ∆ext = 5µeV, respectively. For ωext 6= 0, also a
homogeneous OH field ωOH builds up which partially compensates ωext: here, ωext = 0.1µeV
(magenta dash-dotted) and ωext = −0.1µeV (cyan dash-dotted). Other numerical parameters:
t = 10µeV, ε = 30µeV, Γ = 25µeV, Γ± = Γdeph = 0.1µeV.
2.A.8 Numerical Results for DNP
In this Appendix the analytical findings of the semiclassical model are corroborated by exact
numerical simulations for small sets of nuclear spins. This treatment complements our an-
alytical DNP analysis in several aspects: First, we do not restrict ourselves to the effective
three level system {|T±〉 , |λ2〉}. Second, the electronic degrees of freedom are not eliminated
adiabatically from the dynamics. Lastly, this approach does not involve the semiclassical
decorrelation approximation stated in Eq.(2.46).
Technical details.—We consider the idealized case of homogeneous hyperfine coupling for
which an exact numerical treatment is feasible even for a relatively large number of cou-
pled nuclei as the system evolves within the totally symmetric low-dimensional subspace
{|J,m〉 ,m = −J, . . . , J}, referred to as Dicke ladder. We restrict ourselves to the fully sym-
metric subspace where Ji = Ni/2 ≈ 3. Moreover, to mimic the separation of timescales in
experiments where N ≈ 106, the HF coupling is scaled down appropriately to the constant
value ghf ≈ 0.1µeV; also compare the numerical results presented in Fig. 2.7.
Our first numerical approach is based on simulations of the time evolution. Starting
out from nuclear states with different initial Overhauser gradient ∆OH (t = 0), we make the
following observations, depicted in Fig. 2.21: First of all, the tri-stability of the Overhauser
gradient with respect to the initial nuclear polarization is confirmed. If the initial gradient
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Figure 2.22: Instability towards nuclear self-polarization: Exact numerical results for small
system sizes Ji = Ni/2. The exact steady state of the coupled electron-nuclear dynamics is
computed as a function of the gradient ∆. The circles (squares) refer to the polarization in the
left (right) dot, respectively. (a) For ∆ >
∣∣∆crtOH∣∣, we find ∆OH > 0, whereas for ∆ < − ∣∣∆crtOH∣∣
we get ∆OH < 0, i.e., outside of the small-gradient regime [see inset (c)] the nuclear system
is seen to be unstable towards the buildup of a OH gradient with opposite polarizations in
the two dots. The nuclear polarization depends on the system size Ji and the parameter
|ξ|; compare inset (b). (c) The critical value of ∆crtOH ≈ 3µeV agrees with the semiclassical
estimate; it becomes smaller for smaller values of Γ±. Numerical parameters in µeV: ε = 30,
Γ = 10, Γ± = Γdeph = 0.3, ωext = 0 and t = 10 except for the cyan curve where t = 20 and
Γ± = Γdeph = 0.6 for the orange curve in (c).
∆OH (t = 0)+∆ext exceeds a certain threshold value, the nuclear system runs into the highly-
polarized steady state, otherwise it gets stuck in the trivial, zero-polarization solution. There
are two symmetric high-polarization solutions that depend on the sign of ∆OH (t = 0) + ∆ext;
also note that the Overhauser gradient ∆OH may flip the sign as determined by the total
initial gradient ∆OH (t = 0) + ∆ext. Second, in the absence of an external Zeeman splitting
ωext, a potential initial homogeneous Overhauser polarizations ω¯OH is damped to zero in the
steady state. For finite ωext 6= 0, a homogeneous Overhauser polarization ω¯OH builds up which
partially compensates ωext. Lastly, the high-polarization solutions ∆
ss
OH ≈ 2µeV are far away
from full polarization. This is an artifact of the small system sizes Ji ≈ 3: As we deal with
very short Dicke ladders, even the ideal, nuclear two-mode squeezedlike target state |ξ〉ss given
in Eq.(2.8) does not feature a very high polarization. Pictorially, it leaks with a non-vanishing
factor ∼ ξm into the low-polarization Dicke states. This argument is supported by the fact
that (for the same set of parameters) we observe tendency towards higher polarization for an
increasing number of nuclei N (which features a larger Dicke ladder) and confirmed by our
second numerical approach to be discussed below.
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Our second numerical approach is based on exact diagonalization: As we tune the pa-
rameter ∆, we compute the steady state for the full electronic-nuclear system directly giving
the corresponding steady-state nuclear polarizations 〈Izi 〉ss. We see a clear instability towards
the buildup of an Overhauser gradient ∆ssOH (Fig. 2.22): Inside the small-gradient region(|∆| < ∣∣∆crtOH∣∣) we observe negative feedback sgn (∆ssOH) = −sgn (∆), whereas outside of it(|∆| > ∣∣∆crtOH∣∣) the nuclear system experiences positive feedback sgn (∆ssOH) = sgn (∆). The
latter leads to the build-up of large OH gradients, in agreement with our semiclassical analysis.
2.A.9 Effective Nuclear Master Equation in High-Gradient Regime
This Appendix provides background material for the derivation of the effective nuclear master
equation as stated in Eq.(2.55) using projection-operator techniques [177, 240]. We start with
Trel [PVPρ] = Trel [PLffPρ] + Trel [PLzzPρ] (2.155)
The first term is readily found to be









where 〈·〉ss = Trel
[·ρelss] denotes the steady-state expectation value. An analog calculation
yields
Trel [PLzzPρ] = −iahf
∑
i
〈Szi 〉ss [δAzi , σ] . (2.157)
Using that 〈Sαi 〉ss = 0 and 〈Szi 〉ss = 0 [the Knight shift seen by the nuclear spins is zero since
the electronic quasi steady-state carries no net magnetization], the first two Hamiltonian
terms vanish.
The second-order term of interest
Kσ = Trel
[PVQ (−L−10 )QVPρ] (2.158)
can be decomposed as Kσ = Kffσ +Kzzσ, where
Kffσ = Trel
[PLffQ (−L−10 )QLffPρ] , (2.159)
Kzzσ = Trel
[PLzzQ (−L−10 )QLzzPρ] . (2.160)
All other second order terms containing combinations of the superoperators Lff and Lzz can
be shown to vanish. In the following, we will evaluate the two terms separately.










dτTrel [PLffPLffPρ]︸ ︷︷ ︸
b
. (2.161)
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Here, we used the Laplace transform −L−10 =
∫∞
0 dτe
L0τ and the property eL0τP = PeL0τ =









Hff , σ ⊗ ρelss
]])
. (2.162)
Then, using the relations




|λk〉 〈T±| , (2.163)




|T±〉 〈λk| , (2.164)
where (to shorten the notation) δ+k = ∆k and δ
−















k −iΓ˜k)τ |λk〉 〈T+|Lkσ
+e−i(δ
−
k −iΓ˜k)τ |λk〉 〈T−|Lkσ
]
, (2.165)













k +iΓ˜k)τ |T+〉 〈λk|σL†k
+e+i(δ
−
k +iΓ˜k)τ |T−〉 〈λk|σL†k
]
. (2.166)
Plugging Eq.(2.165) and Eq.(2.166) into Eq.(2.162), tracing out the electronic degrees of
freedom, performing the integration in τ and separating real and imaginary parts of the
























This corresponds to the flip-flop mediated terms given in Eq.(2.55) in the main text. The
second term labeled as b can be computed along the lines: due to the additional appearance
of the projector P, it contains factors of 〈Sαi 〉ss and is therefore found to be zero.
Overhauser fluctuations.—In the next step, we investigate the second-order effect of Over-
hauser fluctuations with respect to the effective QME for the nuclear dynamics. Our analysis










dτTrel [PLzzPLzzPρ]︸ ︷︷ ︸
2
. (2.169)
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− 〈SzjSzi (τ)〉ss [δAzi , σδAzj]] (2.170)































































i − σδAzi δAzj
]
, (2.174)





















(Πij −Υij) δAzi δAzj , σ
]
. (2.175)

















































(|T+〉 〈T+| − |T−〉 〈T−|) , (2.176)
and the fact that |T+〉 〈T+| − |T−〉 〈T−| is an eigenvector of L0 with eigenvalue −5Γ±, which
readily yield Πij = Υij = γzz/2. From this, we immediately obtain the corresponding term
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2.A.10 Diagonalization of Nuclear Dissipator































. The matrices γ and ∆ obey a simple block-structure according to
γ = γ+ ⊕ γ−, (2.179)
∆ = ∆+ ⊕∆−, (2.180)

































































The nuclear dissipator can be brought into diagonal form










































and U = U+ ⊕ U− with
U± =
(
cos (θ±/2) − sin (θ±/2)
sin (θ±/2) cos (θ±/2)
)
. (2.186)




, 0 ≤ θ± < pi. Intro-
ducing a new set of operators A˜ =
(








A˜1 = cos (θ+/2)A
+
1 + sin (θ+/2)A
+
2 , (2.188)
A˜2 = − sin (θ+/2)A+1 + cos (θ+/2)A+2 , (2.189)
B˜1 = sin (θ−/2)A−1 + cos (θ−/2)A
−
2 , (2.190)
B˜2 = cos (θ−/2)A−1 − sin (θ−/2)A−2 , (2.191)
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Figure 2.23: (a) Knight shift ωhf due to nonzero populations pk in the electronic quasisteady
state for t = 20µeV (solid) and t = 30µeV (dashed). (b) In the high gradient regime, for
Γ  Γ± the levels |λk〉 get depleted efficiently, such that pk < 1%  p. Other numerical
parameters: ε = 30µeV and x± = 10−3.




























ki∆ijUjl associated with second-order Stark shifts is in general
not diagonal. This gives rise to the Stark term mediated criticality in the nuclear spin
dynamics.
In general, the matrices γ± have rank (γ±) = 2, yielding four non-zero decay rates γ˜±1,2 and
four linear independent Lindblad operators A˜l; therefore, in general, no pure, nuclear dark
state |Ψdark〉 fulfilling A˜l |Ψdark〉 = 0 ∀l exists. In contrast, when keeping only the supposedly















= 1. Still, also in the non-ideal setting, for realistic experimental
parameters we observe a clear hierarchy in the eigenvalues, namely γ˜±2 /γ˜
±
1 . 0.1.
2.A.11 Nonidealities In Electronic Quasisteady State
In Section 2.7 we have analyzed the nuclear spin dynamics in the submanifold of the elec-
tronic quasisteady state ρelss = (|T+〉 〈T+|+ |T−〉 〈T−|) /2. In this Appendix we consider
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(small) deviations from this ideal electronic quasisteady state due to populations of the levels
|λk〉 (k = 1, 2, 3), labeled as pk. Since all coherences are damped out on electronic timescales,
the generalized electronic quasisteady state under consideration is
ρelss = p (|T+〉 〈T+|+ |T−〉 〈T−|) +
∑
k
pk |λk〉 〈λk| . (2.194)





x± = Γ±/Γ and p = (1−
∑
pk) /2 gives the population in |T±〉, respectively. The electronic
levels |λk〉 get depleted efficiently for Γk  Γ±: In contrast to the low-gradient regime where
p2 ≈ 1/3, in the high-gradient regime, we obtain pk < 1% p such that the electronic system
settles to a quasisteady state very close to the ideal limit where p = 1/2; compare Fig. 2.23.
In describing the effective nuclear dynamics, nonzero populations pk lead to additional terms
which are second order in ε, but strongly suppressed further as pk  1.
Knight shift.—For nonzero populations pk, the Knight shift seen by the nuclear spins does
not vanish, leading to the following (undesired) additional term for the effective nuclear spin
dynamics












with ahf ≈ 10−4µeV. As shown in Fig. 2.23, however, ωhf ≈ 10−7µeV is further suppressed
by approximately three orders of magnitude; in particular, ωhf is small compared to the
dissipative gap of the nuclear dynamics ADR ≈ 2× 10−5µeV and can thus be neglected.
Hyperfine flip-flop dynamics.—Moreover, nonzero populations pk lead to additional Lind-
blad terms of the form σ˙ = · · ·+pkγ+k D[L†k]σ. They contain terms which are incommensurate
with the ideal two-mode squeezedlike target state. Since pk  p, however, they are strongly
suppressed compared to the ones absorbed into Lnid and thus do not lead to any significant
changes in our analysis.
Chapter 3
Universal Quantum Transducers
based on Surface Acoustic Waves
In this Chapter we turn our focus towards the question of how to interconnect in-
dividual qubits over large distances. To this end, we propose a universal, on-chip
quantum transducer based on surface acoustic waves in piezo-active materials.
Because of the intrinsic piezoelectric (and/or magnetostrictive) properties of the
material, our approach provides a universal platform capable of coherently linking
a broad array of qubits, including quantum dots, trapped ions, nitrogen-vacancy
centers or superconducting qubits. The quantized modes of surface acoustic
waves lie in the gigahertz range, can be strongly confined close to the surface
in phononic cavities and guided in acoustic waveguides. We show that this type
of surface acoustic excitations can be utilized efficiently as a quantum bus, serv-
ing as an on-chip, mechanical cavity-QED equivalent of microwave photons and
enabling long-range coupling of a wide range of qubits.
3.1 Introduction
The realization of long-range interactions between remote qubits is arguably one of the great-
est challenges towards developing a scalable, solid-state spin based quantum information
processor [28]. One approach to address this problem is to interface qubits with a common
quantum bus which distributes quantum information between distant qubits. The transduc-
tion of quantum information between stationary and moving qubits is central to this approach.
A particularly efficient implementation of such a quantum bus can be found in the field of
circuit QED where spatially separated superconducting qubits interact via microwave photons
confined in transmission line cavities [58, 291, 292]. In this way, multiple qubits have been
coupled successfully over relatively large distances of the order of millimeters [56, 57]. Fueled
by the dramatic advances in the fabrication and manipulation of nanomechanical systems
[293], an alternate line of research has pursued the idea of coherent, long-range interactions
between individual qubits mediated by mechanical resonators, with resonant phonons playing
the role of cavity photons [294, 295, 296, 297, 298, 299].
In this Chapter, we propose a new realization of a quantum transducer and data bus based
on surface acoustic waves (SAW). SAWs involve phonon-like excitations bound to the surface
of a solid and are widely used in modern electronic devices e.g. as compact microwave filters





























Figure 3.1: SAW as a universal quantum transducer. Distributed Bragg reflectors made
of grooves form an acoustic cavity for surface acoustic waves. The resonant frequency of
the cavity is determined by the pitch p, fc = vs/2p. Reflection occurs effectively at some
distance inside the grating; the fictitious mirrors above the surface are not part of the actual
experimental setup, but shown for illustrative purposes only. Red arrows indicate the relevant
decay channels for the cavity mode: leakage through the mirrors, internal losses due to for
example surface imperfections, and conversion into bulk modes. Qubits inside and outside of
the solid can be coupled to the cavity mode. In more complex structures, the elastic medium
can consist of multiple layers on top of some substrate.
[300, 301]. Inspired by two recent experiments [302, 303], where the coherent quantum na-
ture of surface acoustic waves (SAWs) has been explored, here we propose and analyze SAW
phonon modes in piezo-active materials as a universal mediator for long-range couplings be-
tween remote qubits. Our approach involves qubits interacting with a localized SAW phonon
mode, defined by a high-Q resonator, which in turn can be coupled weakly to a SAW waveg-
uide serving as a quantum bus; as demonstrated below, the qubits can be encoded in a great
variety of spin or charge degrees of freedom. We show that the Hamiltonian for an individual
node (for a schematic representation see Fig.3.1) can take on the generic Jaynes-Cummings










where ~σ refers to the usual Pauli matrices describing the qubit with transition frequency ωq
and a is the bosonic operator for the localized SAW cavity mode of frequency ωc/2pi ∼ GHz1.
The coupling g between the qubit and the acoustic cavity mode is mediated intrinsically by the
piezo-properties of the host material, it is proportional to the electric or magnetic zero-point
fluctuations associated with a single SAW phonon and, close to the surface, can reach values
of g ∼ 400MHz, much larger than the relevant decoherence processes and sufficiently large
to allow for quantum effects and coherent coupling in the spin-cavity system as evidenced by
cooperativities2 of C ∼ 10 − 100 [see Section 3.6 and Tab.3.1 for definition and applicable
1Depending on the particular physical implementation of the qubit, the Jaynes-Cummings type Hamiltonian
given in Eq.(3.1) may emerge only as an effective description of a potentially driven, two- or multilevel system.
However, for e.g. charge or spin qubits embedded in GaAs quantum dots it is a rather straightforward way to
describe the coherent dynamics of a single node.
2The cooperativity parameter C compares the coherent single phonon coupling strength g with the geometric
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values]. For ωq ≈ ωc, Hnode allows for a controlled mapping of the qubit state onto a coherent
phonon superposition, which can then be mapped to an itinerant SAW phonon in a waveguide,
opening up the possibility to implement on-chip many quantum communication protocols well
known in the context of optical quantum networks [49, 297].
3.2 Executive Summary: Reader’s Guide
This Chapter is organized as follows. In Sec. 3.3, we first summarize the most pertinent
characteristics of the proposed sound-based platform for quantum information processing.
Thereafter, in Sec. 3.4 we review the most important features of surface acoustic waves, with
a focus on the associated zero-point fluctuations. Next, in Sec. 3.5 we discuss the different
components making up the SAW-based quantum transducer and the acoustic quantum net-
work it enables: SAW cavities, including a detailed analysis of the achievable quality factor
Q, SAW waveguides and a variety of different candidate systems serving as qubits; for the
latter see Sec. 3.6. Lastly, as exemplary application, in Sec. 3.7 we show how to transfer
quantum states between distant nodes of the network under realistic conditions. Finally, in
Sec. 3.8 we draw conclusions and give an outlook on future directions of research.
3.3 Main Results
In this Chapter, we propose a novel realization of a quantum transducer and data bus based
on surface acoustic waves (SAW) in piezo-active materials (such as conventional GaAs). The
most pertinent features of our proposal can be summarized as follows: (1) Our scheme is not
specific to any particular qubit realization, but—thanks to the plethora of physical properties
associated with SAWs in piezo-active materials (strain, electric and magnetic fields)—provides
a common on-chip platform accessible to various different implementations of qubits, compris-
ing both natural (e.g., ions) and artificial candidates such as quantum dots or superconducting
qubits. In particular, this opens up the possibility to interconnect dissimilar systems in new
electro-acoustic quantum devices. (2) Typical SAW frequencies lie in the gigahertz range,
closely matching transition frequencies of artificial atoms and enabling ground state cooling
by conventional cryogenic techniques. (3) Our scheme is built upon an established technology
[300, 301]: Lithographic fabrication techniques provide almost arbitrary geometries with high
precision as evidenced by a large range of SAW devices such as delay lines, bandpass filters
or resonators etc. In particular, the essential building blocks needed to interface qubits with
SAW phonons have already been fabricated, according to design principles familiar from elec-
tromagnetic devices: (i) SAW resonators, the mechanical equivalents of Fabry-Perot cavities,
with low-temperature measurements reaching quality factors of Q ∼ 105 even at gigahertz
frequencies [304, 305, 306], and (ii) acoustic waveguides as analogue to optical fibers [300]. (4)
For a given frequency in the gigahertz range, due to the slow speed of sound of approximately
∼ 103m/s for typical materials, device dimensions are in micrometer range, which is conve-
nient for fabrication and integration with semiconductor components, and about 105 times
smaller than corresponding electromagnetic resonators. (5) Since SAWs propagate elastically
on the surface of a solid within a depth of approximately one wavelength, the mode volume
mean of the relevant incoherent processes, i.e., the qubit’s decoherence rate and the cavity’s effective linewidth;
in direct analogy to cavity QED, it is a key figure of merit in our system as C > 1 marks the onset of coherent
quantum effects in a coupled spin-oscillator system [294].
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is intrinsically confined in the direction normal to the surface. Further surface confinement
then yields large zero-point fluctuations. (6) Yet another inherent advantage of our system
is the intrinsic nature of the coupling. In piezoelectric materials, the SAW is accompanied
by an electrical potential φ which has the same spatial and temporal periodicities as the
mechanical displacement and provides an intrinsic qubit-phonon coupling mechanism. For
example, recently qubit lifetimes in GaAs singlet-triplet qubits were found to be limited by
the piezoelectric electron-phonon coupling [307]. Here, our scheme provides a new paradigm,
where coupling to phonons becomes a highly valuable asset for coherent quantum control
rather than a liability.
3.4 SAW Properties
Elastic waves in piezoelectric solids are described by
ρu¨i − cijkl∂j∂luk = ekij∂j∂kφ, (3.2)
εij∂i∂jφ = eijk∂i∂kuj , (3.3)
where the vector u (x, t) denotes the displacement field (x is the cartesian coordinate vector),
ρ is the mass density and repeated indices are summed over (i, j = x, y, z); c, ε and e refer
to the elasticity, permittivity and piezoelectric tensors, respectively [308]; they are largely
defined by crystal symmetry [309]. For example, for cubic crystals such as GaAs there is
only one non-zero component for the permittivity and the piezoelectric tensor, labeled as ε
and e14, respectively [308]. Since elastic disturbances propagate much slower than the speed
of light, it is common practice to apply the so-called quasi-static approximation [309] where
the electric field is given by Ei = −∂iφ. When considering surface waves, Eq.(3.2) and (3.3)
must be supplemented by the mechanical boundary condition that there should be no forces
on the free surface (taken to be at z = 0 with zˆ being the outward normal to the surface),
that is Tzx = Tzy = Tzz = 0 at z = 0 (where Tij = cijkl∂luk + ekij∂kφ is the stress tensor),
and appropriate electrical boundary conditions [308].
If not stated otherwise, the term SAW refers to the prototypical (piezoelectric) Rayleigh
wave solution as theoretically and experimentally studied for example in Refs.[308, 302, 303,
310] and used extensively in different electronic devices [301, 300]. It is non-dispersive, decays
exponentially into the medium with a characteristic penetration depth of a wavelength and
has a phase velocity vs = ω/k that is lower than the bulk velocities in that medium, because
the solid behaves less rigidly in the absence of material above the surface [309]. As a result, it
cannot phase-match to any bulk-wave [311, 300]. As usual, we consider specific orientations
for which the piezoelectric field produced by the SAW is strongest [300, 311], for example a
SAW with wavevector along the [110] direction of a (001) GaAs crystal [cf. Refs.[308, 302]
and Appendices 3.A.1 and 3.A.2].
SAWs in quantum regime.—In a semiclassical picture, an acoustic phonon associated
with a SAW creates a time-dependent strain field, skl = (∂luk + ∂kul) /2 and a (quasi-
static) electrical potential φ (x, t). Upon quantization, the mechanical displacement be-
comes an operator that can be expressed in terms of the elementary normal modes as
uˆ (x) =
∑




are bosonic annihilation (creation) operators for
the vibrational eigenmode n and the set of normal modes vn (x) derives from the Helmholtz-
like equation Wvn (x) = −ρω2nvn (x) associated with Eq.(3.2) and (3.3). The mode normal-
ization is given by
∫
d3xρv∗n (x) · vn (x) = ~/2ωn [312, 307]. An important figure of merit
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in this context is the amplitude of the mechanical zero-point motion U0. Along the lines of
cavity QED [58], a simple estimate for U0 can be obtained by equating the classical energy





where we used the dispersion relation ω = vsk and the intrinsic mode confinement V ≈ Aλ
characteristic for SAWs. The quantity U0 refers to the mechanical amplitude associated with
a single SAW phonon close to the surface. It depends only on the material parameters ρ and
vs and follows a generic ∼ A−1/2 behaviour, where A is the effective mode area on the surface.
The estimate given in Eq.(3.4) agrees very well with more detailed calculations presented in
Appendix 3.A.3. Several other important quantities which are central for signal transduction
between qubits and SAWs follow directly from U0: The (dimensionless) zero-point strain can
be estimated as s0 ≈ kU0. The intrinsic piezoelectric potential associated with a single phonon
derives from Eq.(3.3) as φ0 ≈ (e14/ε)U03. Lastly, the electric field amplitude due to a single
acoustic phonon is ξ0 ≈ kφ0 = (e14/ε) kU0, illustrating the linear relation between electric field
and strain characteristic for piezoelectric materials [299]. In summary, we typically find U0 ≈
2fm/
√
A [µm2], yielding U0 ≈ 2fm for micron-scale confinement (cf. Appendix 3.A.4). This
is comparable to typical zero-point fluctuation amplitudes of localized mechanical oscillators
[313]. Moreover, for micron-scale surface confinement and GaAs material parameters, we
obtain ξ0 ≈ 20V/m which compares favorably with typical values of ∼ 10−3V/m and ∼
0.2V/m encountered in cavity and circuit QED, respectively [58].
For the sake of clarity, we have focused on piezo-electric materials so far. However, there
are also piezo-magnetic materials that exhibit a large magnetostrictive effect. In that case,
elastic distortions are coupled to a (quasi-static) magnetic instead of electric field [314, 315];
for details see Appendix 3.A.4. For typical materials such as Terfenol-D the magnetic field
associated with a single phonon can be estimated as B0 ≈ (2 − 6)µT/
√
A [µm2]. Finally,
we note that composite structures comprising both piezoelectric and piezomagnetic materials
can support magneto-electric surface acoustic waves [316, 317].
3.5 SAW Cavities & Waveguides
SAW cavities.—To boost single phonon effects, it is essential to increase U0. In analogy to
cavity QED, this can be achieved by confining the SAW mode in an acoustic resonator. The
physics of SAW cavities has been theoretically studied and experimentally verified since the
early 1970s [300, 318]. Here, we provide an analysis of a SAW cavity based on an on-chip
distributed Bragg reflector in view of potential applications in quantum information science;
for details see Appendix 3.A.5. SAW resonators of this type can usually be designed to host
a single resonance fc = ωc/2pi = vs/λc (λc = 2p) only and can be viewed as an acous-
tic Fabry-Perot resonator with effective reflection centers, sketched by localized mirrors in
Fig.3.1, situated at some effective penetration distance into the grating [300]. Therefore, the
total effective cavity size along the mirror axis is Lc > D, where D is the physical gap be-
tween the gratings. The total cavity line-width κ = ωc/Q = κgd + κbd can be decomposed
into desired (leakage through the mirrors) and undesired (conversion into bulk modes and
internal losses due to surface imperfections etc.) losses, labeled as κgd and κbd, respectively;
3The numerical values we obtain for φ0 agree very well with material-dependent constants cα = |Uα/φ| ≈
(0.1− 1)fm/µV for (α = x, z) tabulated in Refs.[301, 300].
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Figure 3.2: Characterization of a groove-based SAW cavity. (a) Quality factor Q for N = 100
(dashed blue) and N = 300 (red solid) grooves as a function of the normalized grove depth
h/λc. For shallow grooves, Q is limited by leakage losses due to imperfect acoustic mirrors
(Qr-regime, gray area), whereas for deep grooves conversion to bulk modes dominates (Qb-
regime); compare asymptotics (dash-dotted lines). (b) Ratio of desired to undesired decay
rates κgd/κbd. The stronger Q is dominated by Qr, the higher κgd/κbd. Here, w/p = 0.5,
D = 5.25λc, and fc = 3GHz; typical material parameters for LiNbO3 have been used [cf.
Appendix 3.A.5].
for a schematic illustration compare Fig.3.1. For the total quality factor Q, we can typi-
cally identify three distinct regimes [cf. Fig.3.2]: For very small groove depths h/λc . 2%,
losses are dominated by coupling to SAW modes outside of the cavity, dubbed as Qr-regime
(κgd  κbd), whereas for very deep grooves losses due to conversion into bulk-modes become
excessive (Qb-regime, κgd  κbd). In between, for a sufficiently high number of grooves N ,
the quality factor Q can ultimately be limited by internal losses (surface cracks etc.), referred
to as Qm-regime (κgd  κbd). For N ≈ 300, we find that the onset of the bulk-wave limit
occurs for h/λc & 2.5%, in excellent agreement with experimental findings [318, 319]. With
regard to applications in quantum information schemes, the Qr-regime plays a special role
in that resonator phonons leaking out through the acoustic mirrors can be processed further
by guiding them in acoustic SAW waveguides (see below). To capture this behaviour quan-
titatively, we analyze κgd/κbd [cf. Fig.3.2]: for κgd/κbd  1, leakage through the mirrors is
the strongest decay mechanism for the cavity phonon, whereas the undesired decay channels
are suppressed. Our analysis shows that, for gigahertz frequencies fc ≈ 3GHz, N ≈ 100
and h/λc ≈ 2%, a quality factor of Q ≈ 103 is achievable, together with an effective cavity
confinement Lc ≈ 40λc (for D . 5λc) and κgd/κbd & 20 (illustrated by the circle in Fig.3.2);
accordingly, the probability for a cavity phonon to leak through the mirrors (rather than
into the bulk for example) is κgd/ (κgd + κbd) & 95%. Note that the resulting total cavity
linewidth of κ/2pi = fc/Q ≈ (1− 3) MHz is similar to the ones typically encountered in cir-
3.6 Universal Coupling 117
cuit QED [56]. To compare this to the effective cavity-qubit coupling, we need to fix the
effective mode area of the SAW cavity. In addition to the longitudinal confinement by the
Bragg mirror (as discussed above) a transverse confinement length Ltrans (in direction yˆ) can
be provided, e.g., using waveguiding, etching or (similar to cavity QED) focusing techniques
[300, 320, 321]. For transverse confinement Ltrans ≈ (1− 5)µm and a typical resonant cavity
wavelength λc ≈ 1µm, the effective mode area is then A = LtransLc ≈ (40− 200)µm2. In the
desired regime κgd/κbd  1, this is largely limited by the deliberately low reflectivity of a
single groove; accordingly, the cavity mode leaks strongly into the grating such that Lc  D
[cf. Appendix 3.A.5 for details]. While we have focused on this standard Bragg design (due to
its experimentally validated frequency selectivity and quality factors), let us shortly mention
potential approaches to reduce A and thus increase single-phonon effects even further: (i)
The most straightforward strategy (that is still compatible with the Bragg mirror design) is
to reduce λc as much as possible, down to the maximum frequency fc = vs/λc that can still
be made resonant with the (typically highly tunable) qubit’s transition frequency ωq/2pi; note
that fundamental Rayleigh modes with fc ≈ 6GHz have been demonstrated experimentally
[322]. (ii) In order to increase the reflectivity of a single groove, one could use deeper grooves.
To circumvent the resulting increased losses into the bulk [cf. Fig.3.2(b)], free-standing struc-
tures (where the effect of bulk phonon modes is reduced) could be employed. (iii) Lastly,
alternative cavity designs such as so-called trapped energy resonators make it possible to
strongly confine acoustic resonances in the center of plate resonators [323].
SAW waveguides.—Not only can SAWs be confined in cavities, but they can also be guided
in acoustic waveguides (WGs) [300, 324]. Two dominant types of design are: (i) Topographic
WGs such as ridge-type WGs where the substrate is locally deformed using etching techniques,
or (ii) overlay WGs (such as strip- or slot-type WGs) where one or two strips of one material
are deposited on the substrate of another to form core and clad regions with different acoustic
velocities. If the SAW velocity is slower (higher) in the film than in the substrate, the film
acts as a core (cladding) for the guide whereas the unmodified substrate corresponds to the
cladding (core). An attenuation coefficient of ∼ 0.6dB/mm has been reported for a 10µm-
wide slot-type WG, defined by Al cladding layers on a GaAs substrate [320, 321]. This shows
that SAWs can propagate basically dissipation-free over chip-scale distances exceeding several
millimeters. Typically, one-dimensional WG designs have been investigated, but—to expand
the design flexibility—one could use multiple acoustic lenses in order guide SAWs around a
bend [311].
3.6 Universal Coupling
Versatility.—To complete the analogy with cavity QED, a non-linear element similar to an
atom needs to be introduced. In the following, we highlight three different exemplary systems,
illustrating the versatility of our SAW-based platform. We focus on quantum dots, trapped
ions and NV-centers, but similar considerations naturally apply to other promising quantum
information candidates such as superconducting qubits [303, 326, 299, 293], Rydberg atoms
[327] or electron spins bound to a phosphorus donor atom in silicon [322]. In all cases
considered, a single cavity mode a, with frequency ωc close to the relevant transition frequency,
is retained. We provide estimates for the single-phonon coupling strength and cooperativity
[cf. Tab.3.1], while more detailed analyses go beyond the scope of this work and are subject
to future research.
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charge qubit spin qubit trapped ion NV-center
coupling g (200− 450)MHz (10− 22.4)MHz (1.8− 4.0)kHz (45− 101)kHz
cooperativity C 11− 55 21− 106 7− 36 10− 54
Table 3.1: Estimates for single-phonon coupling strength g and cooperativity C. We have used
A = (1− 5)µm× 40λc, T = 20mK [303], (conservative) quality factors of Q = (1, 1, 3, 1)× 103
and frequencies of ωc = 2pi
(
6, 1.5, 2× 10−3, 3)GHz for the four systems listed. For the spin
qubit T ?2 = 2µs [325], and for the trapped ion scenario, gion(Cion) is given for d = 150µm due
to the prolonged dephasing time further away from the surface (Cion improves with increasing
d, even though gion decreases, up to a point where other dephasing start to dominate). Further
details can be found in the main text.
(i) QD Charge qubit: A natural candidate for our scheme is a charge qubit embedded in a
lithographically defined GaAs double quantum dot (DQD) containing a single electron. The
DQD can well be described by an effective two-level system, characterized by an energy offset
ε and interdot tunneling tc yielding a level splitting Ω =
√
ε2 + 4t2c [328]. The electron’s
charge e couples to the piezoelectric potential; the deformation coupling is much smaller than
the piezoelectric coupling and can therefore safely be neglected [329]. Since the quantum
dot is small compared to the SAW wavelength, we neglect potential effects coming from the
structure making up the dots (heterostructure and metallic gates); for a detailed discussion see
Appendix 3.A.9. Performing a standard rotating-wave approximation (valid for δ, gch  ωc),









where δ = Ω − ωc specifies the detuning between the qubit and the cavity mode, and S± =
|±〉 〈∓| (and so on) refer to pseudo-spin operators associated with the eigenstates |±〉 of
the DQD Hamiltonian (cf. Appendix 3.A.6). The Hamiltonian Hdot describes the coherent
exchange of excitations between the qubit and the acoustic cavity mode. The strength of this
interaction gch = eφ0F (kd) sin (kl/2) is proportional to the charge e and the piezoelectric
potential associated with a single phonon φ0. The decay of the SAW mode into the bulk
is captured by the function F (kd) [d is the distance between the DQD and the surface; see
Appendix 3.A.2 for details], while the factor sin (kl/2) reflects the assumed mode function
along the axis connecting the two dots, separated by a distance l. For (typical) values of
l ≈ λc/2 = 250nm and d ≈ 50nm λc, the geometrical factor F (kd) sin (kl/2) then leads to
a reduction in coupling strength compared to the bare value eφ0 (at the surface) by a factor
of ∼ 2 only. In total, we then obtain gch ≈ 2GHz/
√
A [µm2]. For lateral confinement Ltrans ≈
(1− 5)µm, the effective mode area is A = LtransLc ≈ (20 − 100)µm2. The resulting charge-
resonator coupling strength gch ≈ (200− 450)MHz compares well with values obtained using
superconducting qubits coupled to localized nano-mechanical resonators made of piezoelectric
material where g ≈ (0.4−1.2)GHz [299, 293] or superconducting resonators coupled to Cooper
pair box qubits (g/2pi ≈ 6MHz) [291], transmon qubits (g/2pi ≈ 100MHz) [330] and indium
arsenide DQD qubits (g/2pi ≈ 30MHz) [331]. Note that, in principle, the coupling strength
gch could be further enhanced by additionally depositing a strongly piezoelectric material such
as LiNbO3 on the GaAs substrate [302]. Moreover, with a LiNbO3 film on top of the surface,
also non-piezoelectric materials such as Si or Ge could be used to host the quantum dots [332].
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The level splitting Ω (t) and interdot tunneling tc (t) can be tuned in-situ via external gate
voltages. By controlling δ one can rapidly turn on and off the interaction between the qubit
and the cavity: For an effective interaction time τ = pi/2geff (geff = 2gchtc/Ω) on resonance
(δ = 0), an arbitrary state of the qubit is swapped to the absence or presence of a cavity
phonon, i.e., (α |−〉+ β |+〉) |0〉 → |−〉 (α |0〉 − iβ |1〉), where |n〉 labels the Fock states of the
cavity mode. Apart from this SWAP operation, further quantum control techniques known
from cavity QED may be accessible [39]. Note that below we will generalize our results to
spin qubits embedded in DQDs.
(ii) Trapped ion: The electric field associated with the SAW mode does not only extend
into the solid, but, for a free surface, in general there will also be an electrical potential
decaying exponentially into the vacuum above the surface ∼ exp [−k |z|] [308]; cf. Appendix
3.A.2. This allows for coupling to systems situated above the surface, without any mechanical
contact. For example, consider a single ion of charge q and mass m trapped at a distance
d above the surface of a strongly piezoelectric material such as LiNbO3 or AlN. The electric
dipole induced by the ion motion couples to the electric field of the SAW phonon mode. The







where b refers to the annihilation operator of the ion’s motional mode and ωt is the (axial) trap-
ping frequency. The single phonon coupling strength is given by gion = qx0 × kcφ0F (kcd) =
qφ0F (kcd) ηLD. Apart from the exponential decay F (kd) = exp [−kd], the effective coupling
is reduced by the Lamb-Dicke parameter ηLD = 2pix0/λc, with x0 =
√
~/2mωt, since the
the motion of the ion is restricted to a region small compared with the SAW wavelength
λc. For LiNbO3, a surface mode area of A = (1 − 5)µm × 40λc, the commonly used 9Be+
ion and typical ion trap parameters with d ≈ 30µm and ωt/2pi ≈ 2MHz [333], we obtain
gion ≈ (3−6.7)kHz. Here, gion refers to the coupling between the ion’s motion and the cavity.
However, based on Hion, one can in principle generalize the well-known protocols operating
on the ion’s spin and motion to operations on the spin and the acoustic phonon mode [334].
(iii) NV-center: Yet another system well suited for our scheme are NV centers in dia-
mond. Even though diamond itself is not piezoactive, it has played a key role in the con-
text of high-frequency SAW devices due to its record-high sound velocity [300]; for example,
high-performance SAW resonators with a quality factor of Q = 12500 at ωc & 10GHz were
experimentally demonstrated for AlN/diamond heterostructures [335, 336]. To make use of
the large magnetic coupling coefficient of the NV center spin γNV = 2pi × 28GHz/T, here
we consider a hybrid device composed of a thin layer of diamond with a single (negatively
charged) NV center with ground-state spin S implanted a distance d ≈ 10nm away from the
interface with a strongly piezo-magnetic material. Equivalently, building upon current quan-
tum sensing approaches [337, 338], one could use a diamond nanocrystal (typically ∼ 10nm
in size) in order to get the NV centre extremely close to the surface of the piezo-magnetic
material and thus maximize the coupling to the SAW cavity mode; compare Fig.3.3(a) for
a schematic illustration. In the presence of an external magnetic field Bext
4, the system is
4Here, the constant background field generated by the piezo-magnetic material is absorbed into the definition
of the external magnetic field Bext. For a typical situation as analyzed in Ref.[315] it is roughly a factor of
five smaller than |Bext| ≈ 0.235T.
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Fig. 12. Single-phase electrode array transducers. (a) Basic array struc- 
ture showing array of constant  pitch  and ground plane on piezoelectric 
plate. (b)  Approximate  distribution of  electric  fields  in plate at  one in- 
stant of time. (c) Array of varying pitch to form  broad-band nondisper- 
sive  delay line. (d) Dispersive  delay line. The  path  for  component  at 
frequency fi is longer than  at frequency X. (See text  for  references and 
discussion.) 
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Fig. 13. Interdigital electrode array transducers. (a) Array of constant 
period L on piezoelectric  crystal. (b) Sketch  showing approximate dis- 
tribution  of electric  fields in crystal at one  instant. (c) Array having 
variable pitch  for  broad-band  operation,  and heavier  weighting of mid- 
band frequency components provided  by variation  of lengths of  one set 
of electrodes.  (d) Coded  transducer  having both positive and negative 
supply  voltages;  phasing  of individual cells of transducer is represented 
by the binary  sequence above  the  transducer. (e) Unidirectional trans- 
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Fig. 14. Coupling to piezoelectric  fields at surface.  (a) Probing with  small 
flexible  tip attached to coaxial cable [156]. Absorber  attenuates wave 
launched to left. (b) Coupling to electrode array on nonpiezoelectric 
plate  [236] and  to another piezoelectric  crystal [21] both spaced  some 
distance  from  bottom piezoelectric. 
Fig. 15. Piezoelectric solid driven by moving domain of high electric 
field in Gunn effect oscillator. Waves emerge at Cherenkov angle 
Oc= cos ( D ~ , , ~ ~ / U , , ~ ~ ~ ) .  If polarity of voltage source is reversed, do- 
mains travel in direction opposite to  that shown and surface waves 
emerge at angle Oc with respect to new direction of domain  motion 
[122]. 
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Fig. 16. Magnetic surface-wave transduction. (a) Motor-generator effect 
at conducting  stripe on insulating plate  in static magnetic  field  [173]. 
(b) Magnetostrictive transduction with meander-line electrodes on 















Figure 3.3: (a) Schematic illustration for coupling to a NV center via a piezo-magnetic (PM)
material (see text for details); surface grooves (not shown) can be used to provide SAW phonon
confinement. (b) SAWs can be generated electrically based on standard interdigital transduc-
ers (IDTs) deposited on the surface. Typically, an IDT consists of two thin-film electrodes n
a piezo-electric material, each formed by interdigitated fingers. When an ac voltage is applied
to the IDT on resonance (defined by the periodicity of the fingers as ωIDT/2pi = vs/pIDT,
where vs is the SAW propagation speed), it launches a SAW across the substrate surface i














where D = 2pi × 2.88GHz is the zero-field splitting, gNV = γNVB0 is the single phonon
coupling strength and ηαNV is a dimensionless factor encoding the orientation of the NV spin
with respect to the magnetic stray field of the cavity mode. For d  λc, a rough estimate
shows that at least one component of ηαNV is of order unity [315]. For a NV center close to a
Terfenol-D layer of thickness h λc, we find gNV ≈ 400kHz/
√
A [µm2]. Thus, as compared to
direct strain coupling . 200Hz/
√
A [µm2], the presence of the piezomagnetic layer is found to
boost the single phonon coupling strength by three orders of magnitude; this is in agreement
with previous theoretical results for a static setting [315].
Decoherence.—In the analysis above, we have ignored the presence of decoherence which
in any realistic setting will degrade the effects of coherent qubit-phonon interactions. In this
context, the cooperativity parameter, defined as C = g2T2/ [κ (n¯th + 1)], is a key figure of
merit. Here, T2 refers to the corresponding dephasing time, while n¯th = (exp [~ωc/kBT ]−1)−1
gives the thermal occupation number of the cavity mode at temperature T . The parameter
C compares the coherent single-phonon coupling strength g with the geometric mean of the
qubit’s decoherence rate ∼ T−12 and the cavity’s effective linewidth ∼ κ (n¯th + 1); in direct
analogy to cavity QED, C > 1 marks the onset of coherent quantum effects in a coupled
spin-oscillator system, even in the presence of noise; cf. Ref.[294] and Appendix 3.A.8 for
a detailed discussion. To estimate C, we take the following parameters for the dephasing
time T2: For system (i) T2 ≈ 10ns has been measured close to the charge degeneracy point
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ε = 0 [328]. In scenario (ii) motional decoherence rates of 0.5Hz have been measured in a
cryogenically cooled trap for an ion height of 150µm and 1MHz motional frequency [333].
Since this rate scales as ∼ d−4 [339, 334], we take T2 [s] ≈ 2(d [µm] /150)4. Lastly, for the NV-
center (iii) T2 ≈ 0.6s has been demonstrated for ensembles of NV spins [340] and we assume
an optimistic value of T2 = 100ms, similarly to Ref.[341]. The results are summarized in
Tab.3.1. We find that C > 1 should be experimentally feasible which is sufficient to perform
a quantum gate between two spins mediated by a thermal mechanical mode [295].
Qubit-qubit coupling.—When placing a pair of qubits into the same cavity, the regime of
large single spin cooperativity C  1 allows for coherent cavity-phonon-mediated interactions





2 + h.c.), where gdr = g
2/δ  g in the so-called dispersive regime [292]. For the
estimates given in Tab.3.1, we have restricted ourselves to the Qr-regime with Q ≈ 103,
where leakage through the acoustic mirrors dominates over undesired (non-scalable) phonon
losses (κgd  κbd). However, note that small-scale experiments using a single cavity only
(where there is no need for guiding the SAW phonon into a waveguide for further quantum
information processing) can be operated in the Qm-regime (which is limited only by internal
material losses), where the quality factor Q ≈ Qm & 105 is maximized (and thus overall
phonon losses minimal).
As a specific example, consider two NV-centers, both coupled with strength gNV ≈ 100kHz
to the cavity and in resonance with each other, but detuned from the resonator. Since for





κ ≈ 10−2κ ≈ 1kHz (for fc = 3GHz, Q = 2 × 105), whereas the spin-spin
coupling is gdr ≈ 0.1gNV ≈ 10kHz. Therefore, T2 = 1ms is already sufficient to approach the
strong-coupling regime where gdr  κdr, T−12 .
Finally, we note that, in all cases considered above, one could implement a coherent,
electrical control by pumping the cavity mode using standard interdigital transducers (IDTs)
[300, 301, 303]; compare Fig.3.3(b) for a schematic illustration. The effect of the additional




can be accounted for by replacing the cavity state
by a coherent state, that is a→ α. For example, in the case of Eq.(3.5), one could then drive
Rabi oscillations between the states |+〉 and |−〉 with the amplified Rabi frequency ΩR = gα.
3.7 State Transfer Protocol
The possibility of quantum transduction between SAWs and different realizations of stationary
qubits enables a variety of applications including quantum information achitectures that use
SAW phonons as a quantum bus to couple dissimilar and/or spatially separated qubits. The
most fundamental task in such a quantum network is the implementation of a state transfer
protocol between two remote qubits 1 and 2, which achieves the mapping (α |0〉1 + β |1〉1)⊗
|0〉2 → |0〉1 ⊗ (α |0〉2 + β |1〉2). In analogy to optical networks, this can be accomplished via
coherent emission and reabsorption of a single phonon in a waveguide [297]. As first shown
in the context of atomic QED [49], in principle perfect, deterministic state transfer can be
implemented by identifying appropriate time-dependent control pulses.
Before we discuss a specific implementation of such a transfer scheme in detail, we provide
a general approximate result for the state transfer fidelity F . As demonstrated in detail in
Appendix 3.A.8, for small infidelities one can take
F ≈ 1− ε− CC−1, (3.8)
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Figure 3.4: (a) Average fidelity F¯ of the state transfer protocol for a coherent superposition
|ψ〉 = (|0〉 − |1〉) /√2 in the presence of quasi-static (non-Markovian) Overhauser noise, as a
function of the root-mean-square fluctuations σnuc in the detuning parameters δi (i = 1, 2),
for κbd/κgd = 0 (solid line, circles) and κbd/κgd = 10% (dash-dotted line, squares). (b) After
n = 100 runs with random values for δi, F¯ approximately reaches convergence. The curves
refer to σnuc/κgd = (0, 2, . . . , 10)% (from top to bottom) for κbd/κgd = 10%. (c) Pulse shape
g1 (t) for first node.
as a general estimate for the state transfer fidelity. Here, individual errors arise from intrinsic
phonon losses ∼ ε = κbd/κgd and qubit dephasing ∼ C−1 ∼ T−12 , respectively; the numerical
coefficient C ∼ O (1) depends on the specific control pulse and may be optimized for a given
set of experimental parameters [342]. This simple, analytical result holds for a Markovian
noise model where qubit dephasing is described by a standard pure dephasing term leading
to an exponential loss of coherence ∼ exp (−t/T2) and agrees well with numerical results
presented in Ref.[342]. For non-Markovian qubit dephasing an even better scaling with C can
be expected [295]. Using experimentally achievable parameters ε ≈ 5% and C ≈ 30, we can
then estimate F ≈ 90%, showing that fidelities sufficiently high for quantum communication
should be feasible for all physical implementations listed in Tab.3.1.
In the following, we detail the implementation of a transfer scheme based on spin qubits
implemented in gate-defined double quantum dots (DQDs)5. In particular, we consider
singlet-triplet-like qubits encoded in lateral QDs, where two electrons are localized in ad-
jacent, tunnel-coupled dots. As compared to the charge qubits discussed above, this system
5This system is a particulary promising physical realization as it provides a relatively high cooperativity C
even in the absence of spin-echo pulses, the spin-resonator Hamiltonian takes on the generic Jaynes-Cummings
Hamiltonian Eq.(3.1) in a rather straight-forward way (Appendix 3.A.7) [whereas Eq.(3.6) and (3.7) require
further ingredients such as a MW drive (compare for example Ref.[297]) to effectively obtain Eq.(3.1)], and,
outside of the state-transfer time window, it provides better control techniques such as spin-echo pulses than
the simple charge-qubit scenario.
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is known to feature superior coherence timescales [97, 120, 168, 98]; these are largely limited
by the relatively strong hyperfine interaction between the electronic spin and the nuclei in
the host environment [98], resulting in a random, slowly evolving magnetic (Overhauser) field
for the electronic spin. To mitigate this decoherence mechanism, two common approaches are
(i) spin-echo techniques which allow to extend spin-coherence from a time-ensemble-averaged
dephasing time T ?2 ≈ 100ns to T2 & 250µs [120], and (ii) narrowing of the nuclear field dis-
tribution [98, 155]. Recently, real-time adaptive control and estimation methods (that are
compatible with arbitrary qubit operations) have allowed to narrow the nuclear spin distribu-
tion to values that prolong T ?2 to T
?
2 > 2µs [325]. For our purposes, the latter is particularly
attractive as it can be done simply before loading and transmitting the quantum information,
whereas spin-echo techniques can be employed as well, however at the expense of more com-
plex pulse sequences (see Appendix for details). In order to couple the electric field associated
with the SAW cavity mode to the electron spin states of such a DQD, the essential idea is
to make use of an effective electric dipole moment associated with the exchange-coupled spin
states of the DQD [343, 123, 344, 345]. As detailed in Appendix 3.A.7, we then find that
in the usual singlet-triplet subspace spanned by the two-electron states {|⇑⇓〉 , |⇓⇑〉}, a sin-
gle node can well be described by the prototypical Jaynes-Cummings Hamiltonian given in
Eq.(3.1). As compared to the direct charge coupling gch, the single phonon coupling strength
g is reduced since the qubit states |l〉 have a small admixture of the localized singlet 〈S02|l〉
(l = 0, 1) only. Using typical parameters values, we find g ≈ 0.1gch ≈ 200MHz/
√
A [µm2]6. In
this system, the coupling g (t) can be tuned with great flexibility via both the tunnel-coupling
tc and/or the detuning parameter ε.
The state transfer between two such singlet-triplet qubits connected by a SAW waveguide
can be adequately described within the theoretical framework of cascaded quantum systems,
as outlined in detail for example in Refs.[49, 297, 346, 347]: The underlying quantum Langevin
equations describing the system can be converted into an effective, cascaded Master equation
for the system’s density matrix ρ. For the relevant case of two qubits, it can be written as
ρ˙ = Lidealρ+ Lnoiseρ, where
Lidealρ = −i
[















i , ρ] . (3.10)




is a Lindblad term with jump operator a and HS (t) =∑






i ] describes the coherent Jaynes-Cummings dynam-
ics of the two nodes. The ideal cascaded interaction is captured by Lideal which contains the
non-local coherent environment-mediated coupling transferring excitations from qubit 1 to
qubit 27, while Lnoise summarizes undesired decoherence processes: We account for intrinsic
phonon losses (bulk-mode conversion etc.) with a rate κbd and (non-exponential) qubit de-
phasing. Since the nuclear spins evolve on relatively long time-scales, the electronic spins in
quantum dots typically experience non-Markovian noise leading to a non-exponential loss of
6Note, however, that more elaborate optimization yields an optimal spot with an even larger coupling
g ≈ 0.3gch [343].
7In a perfect realization of the transfer scheme the system remains in a dark state throughout the evolution
and no field is scattered from the second mirror. Therefore, the assumption of unidirectional propagation is
not strictly needed; compare Ref.[49].
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coherence on a characteristic time-scale T ?2 given by the width of the nuclear field distribu-




2/σnuc [98, 325]. Recently, a record-low value of σnuc/2pi = 80kHz has
been reported [325], yielding an extended time-ensemble-averaged electron dephasing time of
T ?2 = 2.8µs. In our model, to realistically account for the dephasing induced by the quasi-
static, yet unknown Overhauser field, the detuning parameters δi are sampled independently
from a normal distribution p (δi) with zero mean (since nominal resonance can be achieved
via the electronic control parameters) and standard deviation σnuc [155]; see Appendix 3.A.7
for details. In Appendix 3.A.10 we also provide numerical results for standard Markovian
dephasing, showing that non-Markovian noise is beneficial in terms of faithful state transfer.
Under ideal conditions where Lnoise = 0, the setup is analogous to the one studied in
Ref.[49] and the same time-symmetry arguments can be employed to determine the optimal
control pulses gi (t) for faithful state transfer: if a phonon is emitted by the first node, then,
upon reversing the direction of time, one would observe perfect reabsorption. By engineering
the emitted phonon wavepacket such that it is invariant under time reversal and using a
time-reversed control pulse for the second node g2 (t) = g1 (−t), the absorption process in
the second node is a time-reversed copy of the emission in the first and therefore in principle
perfect. Based on this reasoning (for details see Ref.[49]), we find the explicit, optimal control
pulse shown in Fig.3.4(c).
To account for noise, we simulate the full master equation numerically. The results are
displayed in Fig.3.4(a), where for every random pair δ = (δ1, δ2) the fidelity of the protocol is
defined as the overlap between the target state |ψtar〉 and the actual state after the transfer
ρ (tf ), that is Fδ = 〈ψtar|ρ (tf ) |ψtar〉. The average fidelity F¯ of the protocol is determined
by averaging over the classical noise in δ, that is F¯ = ∫ dδ1dδ2p (δ1) p (δ2)Fδ. Taking an
effective mode area A ≈ 100µm2 as above and Q ≈ 103 to be well within the Qr-regime where
κbd/κgd ≈ 5%, we have g ≈ κgd ≈ 20MHz. For two nodes separated by millimeter distances,
propagation losses are negligible and κbd/κgd ≈ 5% captures well all intrinsic phonon losses
during the transfer. We then find that for realistic undesired phonon losses κbd/κgd ≈ 5%
and σnuc/2pi = 80kHz (such that σnuc/κgd ≈ 2.5%) [325], transfer fidelities close to 95%
seem feasible. Notably, this could be improved even further using spin-echo techniques such
that T2 ≈ 102T ?2 [120]. Therefore, state transfer fidelities F > 2/3 as required for quantum
communication [348] seem feasible with present technology. Near unit fidelities might be
approached from further optimizations of the system’s parameters, the cavity design, the
control pulses and/or from communication protocols that correct for errors such as phonon
losses [349, 350, 351]. Once the transfer is complete, the system can be tuned adiabatically into
a storage regime which immunizes the qubit against electronic noise and dominant errors from
hyperfine interaction with ambient nuclear spins can be mitigated by standard, occasional
refocusing of the spins [343, 120]. Alternatively, one could also investigate silicon dots: while
this setup requires a more sophisticated hetero-structure including some piezo-electric layer
(as studied experimentally in Ref.[322]), it potentially benefits from prolonged dephasing
times T ?2 > 100µs [165], since nuclear spins are largely absent in isotopically purified
28Si.
3.8 Conclusion and Outlook
In summary, we have proposed and analyzed SAW phonons in piezo-active materials (such
as GaAs) as a universal quantum transducer that allows to convert quantum information be-
tween stationary and propagating realizations. We have shown that a sound-based quantum
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information architecture based on SAW cavities and waveguides is very versatile, bears strik-
ing similarities to cavity QED and can serve as a scalable mediator of long-range spin-spin
interactions between a variety of qubit implementations, allowing for faithful quantum state
transfer between remote qubits with existing experimental technology. The proposed com-
bination of techniques and concepts known from quantum optics and quantum information,
in conjunction with the technological expertise for SAW devices, is likely to lead to further,
rapid theoretical and experimental progress.
Finally, we highlight possible directions of research going beyond our present work: First,
since our scheme is not specific to any particular qubit realization, novel hybrid systems could
be developed by embedding dissimilar systems such as quantum dots and superconducting
qubits into a common SAW architecture. Second, our setup could also be used as a transducer
between different propagating quantum systems such as phonons and photons. Light can
be coupled into the SAW circuit via (for example) NV-centers or self-assembled quantum
dots and structures guiding both photons and SAW phonons have already been fabricated
experimentally [320, 321]. Finally, the SAW architecture opens up a novel, on-chip test-bed
for investigations reminiscent of quantum optics, bringing the highly developed toolbox of
quantum optics and cavity-QED to the widely anticipated field of quantum acoustics [352,
296, 302, 303]. Potential applications include quantum simulation of many-body dynamics
[353], quantum state engineering (yielding for example squeezed states of sound), quantum-
enhanced sensing, sound detection, and sound-based material analysis.
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3.A.1 Classical Description of Nonpiezoelectric Surface Acoustic Waves
In this Appendix, we review the general (classical) theoretical framework describing SAW in
cubic lattices, such as diamond or GaAs. We derive an analytical solution for propagation in
the [110] direction. The latter is of particular interest in piezoelectric systems. The classical
description of SAW is explicitly shown here to make our work self-contained, but follows
standard references such as Refs.[308].
Wave equation.—The propagation of acoustic waves (bulk and surface waves) in a solid





where u denotes the displacement vector with ui being the displacement along the cartesian
coordinate xˆi (xˆ1 = xˆ, xˆ2 = yˆ, xˆ3 = zˆ), ρ gives the mass density and T is the stress tensor;
Tij is the ith component of force per unit area perpendicular to the xˆj-axis. Moreover, x
is the cartesian coordinate vector, where in the following we assume a material with infinite
dimensions in xˆ, yˆ, and a surface perpendicular to the zˆ-direction at z = 0. The stress tensor
obeys a generalized Hooke’s law (stress is linearly proportional to strain)
Tij = cijklukl, (3.12)
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c11 c12 c44 ρ[kg/m
3] e14
Diamond 107.9 12.4 57.8 3515 0
GaAs 12.26 5.71 6.00 5307 0.157
Table 3.2: Material properties [308] for both diamond and GaAs. The elastic tensor c has
three independent parameters, given in units of [1010N/m2], while the piezoelectric tensor e
has a single independent parameter e14 for cubic materials (units of C/m
2).











Figure 3.5: Dispersion relation ωn = vnk of the three (n = 1, 2, 3) Rayleigh-type SAW modes
for propagation along xˆ′|| [110]. If not stated otherwise, we refer to the the lowest frequency
solution as the SAW mode (solid line).





such that Eq.(3.11) takes the form of a set of three coupled wave equations




The elasticity tensor c obeys the symmetries cijkl = cjikl = cijlk = cklij and is largely defined
by the crystal symmetry.
Mechanical boundary condition.—The free surface at z = 0 is stress free (no external forces
are acting upon it), such that the three components of stress across z = 0 shall vanish, that




= 0 at z = 0. (3.16)
Cubic lattice.—For a cubic lattice (such as GaAs or diamond) the elastic tensor cijkl has
three independent elastic constants, generally denoted by c11, c12, and c44; compare Tab.3.2.
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at z = 0. In the following we seek for solutions which propagate along the surface with a
wavevector k = k (lxˆ+myˆ), where l = cos (θ), m = sin (θ) and θ is the angle between the






where the decay constant q describes the exponential decay of the surface wave into the bulk
and c is the phase velocity. Plugging this ansatz into the mechanical wave equations can be
rewritten as MA = 0, where
M =
 c11l2 + c44 (m2 − q2)− ρc2 lm (c12 + c44) lq (c12 + c44)lm (c12 + c44) c11m2 + c44 (l2 − q2)− ρc2 mq (c12 + c44)
lq (c12 + c44) mq (c12 + c44) c11q
2 − c44 + ρc2
 ,
(3.22)
and A = (U, V, iW ). Nontrivial solutions for this homogeneous set of equations can be found
if the determinant of M vanishes, resulting in the so-called secular equation det (M) = 0.
The secular equation is of sixth order in q; as all coefficients in the secular equation are real,




3, with the phase velocity c and
propagation direction θ as parameters. If the medium lies in the half space z > 0, the roots
with negative real part will lead to a solution which does not converge as z →∞. Thus, only
the roots which lead to vanishing displacements deep in the bulk are kept. Then, the most
general solution can be written as a superposition of surface waves with allowed qr values as
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where we have introduced the quantities
ξr =
∣∣∣∣ c11m2 + c44 (l2 − q2r)− ρc2 mqr (c12 + c44)mqr (c12 + c44) c11q2r − c44 + ρc2
∣∣∣∣ ,
ηr =




∣∣∣∣ lm (c12 + c44) c11m2 + c44 (l2 − q2r)− ρc2lqr (c12 + c44) mqr (c12 + c44)
∣∣∣∣ . (3.26)
Note that for each root qr and displacement ui there is an associated amplitude. The phase
velocity c, however, is the same for every root qr, and needs to be determined from the
mechanical boundary conditions as described below. Similarly to the acoustic wave equa-
tions, the boundary conditions can be rewritten as B (K1,K2,K3) = 0, where the boundary
condition matrix B is
B =
 lζ1 − q1ξ1 lζ2 − q2ξ2 lζ3 − q3ξ3mζ1 − q1η1 mζ2 − q2η2 mζ3 − q3η3
lξ1 +mη1 + aq1ζ1 lξ2 +mη2 + aq2ζ2 lξ3 +mη3 + aq3ζ3
 , (3.27)
with a = c11/c12. Again, nontrivial solutions are found for det (B) = 0. The requirements
det (M) = 0, det (B) = 0 together with Eq.(3.24) constitute the formal solution of the problem
[354]; det (M) = 0 and det (B) = 0 may be seen as determining c2 and q2, and Eq.(3.24) then
gives the the ratios of the components of the displacement. In the following, we discuss a
special case where one can eliminate the q-dependence in det (B) = 0, leading to an explicit,
analytically simple equation for the phase velocity c, which depends only on the material
properties.
Propagation in [110] direction.—The wave equations simplify for propagation in high-
symmetry directions. Here, we consider propagation in the [110]-direction, for which l = m =
1/
√
2; we define the diagonal as xˆ′ = (xˆ+ yˆ) /
√
2. Subtracting the second row from the first
in M, one finds that the common factor (c11 − c12) /2− c44q2 − ρc2 divides through the first
row, which then becomes (1,−1, 0). Thus, U = V and the wave equations can be simplified
to M110 (U, iW ) = 0, where
M110 =
(
c′11 − ρc2 − c44q2 q√2 (c12 + c44)√
2q (c12 + c44) c11q
2 − c44 + ρc2
)
, (3.28)
with c′11 = (c11 + c12 + 2c44) /2. Then, the secular equation det (M110) = 0 is found to be(
c′11 − ρc2 − c44q2
) (
c44 − ρc2 − c11q2
)
+ (c12 + c44)
2 q2 = 0, (3.29)
yielding the roots q21, q
2
2. We choose the roots commensurate with the convergence condition
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with ux = uy = ux′/
√




c44 − c11 (X + q2r )
, (3.31)














= 0. (z = 0) (3.33)
For the ansatz given in Eq.(3.30), they can be reformulated as B110 (U ′1, U ′2) = 0 with
B110 =
(
γ′1 − q1 γ′2 − q2













































































2 obtained from Eq.(3.29), one arrives at the


















which is cubic in X = ρc2/c11. If not stated otherwise, we consider the mode with the lowest
sound velocity, referred to as Rayleigh mode; compare Fig.3.5.
Using the secular equation given in Eq.(3.29) and the mechanical boundary conditions, the
ansatz given in Eq.(3.30) can be simplified as follows: The roots compatible with convergence
in the bulk are complex conjugate, i.e. q ≡ q1 = q∗2, and therefore γ ≡ γ′1 = γ∗2 . Then, using
the first row in the boundary condition matrix [compare Eq.(3.34)], we can deduce
U ′1 = Ue





γ − q . (3.37)
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Figure 3.6: Depth dependence of the (normalized) vertical displacement uz/U along xˆ
′|| [110]
for a Rayleigh surface acoustic wave propagating on a (001) GaAs crystal. The acoustic ampli-
tude decays away from the surface into the bulk on a characteristic length scale approximately
given by the SAW wavelength λ = 2pi/k ≈ 1µm.
where the material-dependent parameters c, q, γ and ϕ are determined by Eq.(3.35), Eq.(3.29),
Eq.(3.31) and Eq.(3.35), respectively. For the GaAs parameters given in Tab.3.2, we get
c = 2878m/s, q = 0.5 + 0.48i, γ = −0.68 + 1.16i and ϕ = 1.05, respectively. The correspond-
ing (normalized) transversal displacement is displayed in Fig.3.6.
3.A.2 Surface Acoustic Waves In Piezoelectric Materials
In a piezoelectric material, elastic and electromagnetic waves are coupled. In principle, the
field distribution can be found only by solving simultaneously the equations of both New-
ton and Maxwell. The corresponding solutions are hybrid elasto-electromagnetic waves, i.e.,
elastic waves with velocity vs accompanied by electric fields, and electromagnetic waves with
velocity c ≈ 105vs accompanied by mechanical strains. For the first type of wave, the mag-
netic field is negligible, because it is due to an electric field traveling with a velocity vs
much slower than the speed of light c; therefore, one can approximate Maxwell’s equations
as ∇ × E = −∂B/∂t ≈ 0, giving E = −∇φ. Thus, the propagation of elastic waves in a
piezoelectric material can be described within the quasi-static approximation, where the elec-
tric field is essentially static compared to electromagnetic fields [309]. The potential φ and
the associated electric field are not electromagnetic in nature but rather a component of the
predominantly mechanical wave propagating with velocity vs.
General Analysis
Wave equation.—The basic equations that govern the propagation of acoustic waves in a
piezoelectrical material connect the mechanical stress T and the electrical displacement D
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where e with (eijk = eikj) and ε are the piezoelectric and permittivity tensor, respectively.
Here, Hooke’s law is extended by the additional stress term due to the piezoelectric effect,
while the equation for the displacement Di includes the polarization produced by the strain.
















= 0, z > 0 (3.41)
4φ = 0, z > 0. (3.42)
Mechanical boundary conditions.—In the presence of piezoelectric coupling the mechanical







= 0 at z = 0. (3.43)
Using the symmetries cijkl = cjikl and ekij = ekji it is easy to check that this is equivalent to
Eq.(41) in Ref.[308].
Electric boundary condition.—In addition to the stress-free boundary conditions, piezo-
electricity introduces an electric boundary condition: The normal component of the electric










where by definition Dz = ezˆjk∂uj/∂xk − εzˆj∂φ/∂xj . Outside of the medium (z < 0), we
assume vacuum; thus, Dz = ε0Ez = −ε0∂φout/∂z, where the electrical potential has to




(−k2 + Ω2k2)φout = 0. Thus, for proper convergence far away from the
surface z → −∞, we take the decay constant Ω = 1; accordingly, the electrical potential
decays exponentially into the vacuum above the surface on a typical length scale given by the
SAW wavelength λ = 2pi/k ≈ 1µm. Therefore, for the electrical displacement outside of the











which allows us to determine the amplitude Aout. In summary, Eq.(3.44) ca be rewritten as
(ezˆjk∂uj/∂xk − εzˆj∂φ/∂xj + ε0kφ)|z=0 = 0. (3.47)
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Cubic lattice
Cubic lattice.—For a cubic, piezoelectric system there is only one independent nonzero com-
ponent of the piezoelectric tensor called e14 [308, 309]. With this piezoelectric coupling, the








































and cyclic for uy and uz. Here, 4 is the Laplacian and ε is the dielectric constant of the




















































In general, the wave equations can be formulated into a 4 × 4 matrix M; the condition
detM = 0 can then used to find the four decay constants. In addition, the mechanical
and electrical boundary conditions can be recast to a 4 × 4 boundary condition matrix B,
from which one can deduce the allowed phase velocities of the piezoelectric SAW by solving
detB = 0.
Perturbative treatment.—For materials with weak piezoelectric coupling (such as GaAs),
the properties of surface acoustic waves are primarily determined by the elastic constants
and density of the medium. Then, within a perturbative treatment of the piezoelectric cou-
pling, one can obtain analytical expressions for the strain and piezoelectric fields. Here, we
summarize the results for SAWs propagating along xˆ′||[110] of the zˆ||[001] surface following
Refs.[308, 310]. Since the piezoelectric coupling e14 is small, it follows from Eq.(3.49) that φ




This results in additional terms in the wave equations that are of order ∼ e214/ε ≈ 108N/m2.
Since the elastic constants are 2 to 3 orders of magnitude bigger than this piezoelectric
term, the wave equations Eqs.(3.48), and (cyclic versions for uy, uz) will be solved by the
nonpiezoelectric solution with corrections only at order e214. The nonpiezoelectric solution
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Figure 3.7: The dimensionless function F (z) determines the decay of the electrical potential
away from the surface into the bulk; the characterisitc length scale is approximately set by
the SAW wavelength λ = 2pi/k ≈ 1µm. Inset: Density plot of the (normalized) electric
potential Re [φ] /φ0 = −F (kz) sin (kx′ − ωt) along xˆ′|| [110] for a Rayleigh surface acoustic
wave propagating on a (001) GaAs crystal at t = 0.



























with c′11 = c44 + (c11 + c12) /2. The decay constant q is a solution of(
c′11 − ρv2 − c44q2
) (
c44 − ρv2 − c11q2
)
+ q2 (c12 + c44)
2 = 0. (3.57)
Lastly, the parameters γ, ϕ can be obtained from
γ =
(c12 + c44) q
c44 − c11q2 − ρv2 , e
−2iϕ = −γ
∗ − q∗
γ − q . (3.58)
Now, based on the nonpiezoelectric solution given in Eq.(3.55), the potential φ is constructed
such that both the wave equation in Eq.(3.49) and the electrical boundary condition in
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One can readily check that this is achieved by the form proposed in Ref.[308, 310]
φ =
{
iφ0F (kz) eik(x′−vt), z > 0
Aoute
kzeik(x
′−ct), z < 0,
(3.61)
where φ0 = (e14/ε)U and Aout = iφ0F (0). Here, we have introduced the dimensionless
function F (kz) which determines the length scale on which the electrical potential generated
by the SAW decays into the bulk. It is given by
F (kz) = 2 |A1| e−αkz cos (βkz + ϕ+ ξ) +A3e−kz, (3.62)
with A1 = |A1| e−iξ, q = α+ βi, and
A1 =
γ − 2q
q2 − 1 , (3.63)






−iϕ]+ ε0Re [A1e−iϕ]] .
For AlxGa1−xAs we obtain the following parameter values [compare Ref.[308]]: |A1| ≈ 1.59,
A3 = −3.1, α ≈ 0.501, β ≈ 0.472, ϕ = 1.06, and ξ = −0.33. The electric potential for this
parameter set is shown in Fig.3.7.
3.A.3 Mechanical Zero-Point Fluctuation
In this Appendix we provide more detailed calculations and estimates for the mechanical
zero-point motion U0 of a SAW. We show that they agree very well with the simple estimate
given in the main text. Finally, we provide details on the material parameters used to obtain
the numerical estimates.
Our first approach follows closely the one presented in Ref.[313]. The analysis starts out
from the mechanical displacement operator in the Heisenberg picture








To obtain the proper normalization of the displacement profiles, let us assume a single phonon
Fock state, that is |Ψ〉 = a†n |vac〉 = |0, . . . , 0, 1n, 0. . . . 〉, where |vac〉 =
∏
n |0〉n is the phonon
vacuum and compute the expectation value of additional field energy above the vacuum Emech,
defined as twice the kinetic energy, since for a mechanical mode half of the energy is kinetic,











where the last equality defines the effective mode-volume for mode n. Setting U0 = max [|vn (r)|],
and assuming the phonon energy as Emech = ~ωn, we arrive at the general result for a phonon
mode, U0 =
√
~/2ρV ωn; this confirms the simple estimate given in the main text.
Explicit example.—Next, we provide a calculation based on the exact analytical results
derived in Appendix 3.A.1 and 3.A.2. In what follows, we assume that, in analogy to cavity
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decay const. Ω γ = |γ| e−iΘ ϕ vs[m/s] δ
GaAs 0.50 + 0.48i −0.68 + 1.16i 1.05 2878 1.2
Diamond 0.60 + 0.22i −1.05 + 0.75i 1.26 11135 0.44
Table 3.3: Derived properties for Rayleigh surface waves, for both GaAs and diamond.
QED, cavity confinement leads to the quantization kn = npi/Lc, where A = L
2
c is the effective
quantization area. In a full 3D model, A = LxLy where Ly is related to the spread of the
transverse mode function as discussed (for example) in Refs.[300]. For simplicity, here we
take Lx = Ly. Surface wave resonators can routinely be designed to show only one resonance
k0 [300]. Within this single-mode approximation, based on results derived in Appendix 3.A.1
for a SAW traveling wave, we take the quantized mechanical displacement describing a SAW






 χ0 (z) cos (k0x′)0
ζ0 (z) sin (k0x
′)
[a+ a†] , (3.67)
Here, the functions χ0 (z) and ζ0 (z) describe how the SAW decays into the bulk,
χ0 (z) = 2e
−Ωrk0z cos (Ωik0z + ϕ) , (3.68)
ζ0 (z) = 2 |γ| e−Ωrk0z cos (Ωik0z + ϕ+ θ) , (3.69)
with material-dependent parameters Ω = Ωr + iΩi, γ = |γ| exp [−iθ] and ϕ; numerical values
are presented in Table 3.3. We note that for GaAs we find ζ (0) /χ (0) ≈ 1.33. This is in very
good agreement with the numerical values of cx = |ux/φ| = 0.98nm/V and cz = |uz/φ| =
1.31nm/V as given in Ref.[301]. Normalization of the mode-function allows us to determine









where the parameter δ depends on the material parameters; see Table 3.3. Using typi-
cal material parameters, we obtain for GaAs (diamond)
√
Ωr/δ = 0.64(1.17) and U0 ≈
1.2 (1.36) fm/
√
A[µm2]. This is in very good agreement with the numerical values presented
in the main text.
Estimates derived from literature.—In Ref.[308], it is shown that the SAW Rayleigh mode
studied in Appendix 3.A.1 has a classical energy density E (energy per unit surface area)
given by
E = kU2H, (3.71)
where U is the amplitude of the wave, k the wave vector and H a material-dependent factor
which is given as H ≈ 28.2 × 1010N/m2 for GaAs. By equating the classical energy of the
SAW given by EA, where A is the quantization area, with its quantum-mechanical analog
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U0 [fm] s0[10
−9] φ0 [µV] ξ0 [V/m] B0 [µT]
GaAs 1.9 11.7 3.1 19.2 —
LiNbO3 1.8 11.3 0.9− 25.8 5.8− 162.2 —
Quartz 2.75 17.3 2.8− 12.0 17.3− 75.4 —
Terfenol-D 2.2 13.8 — — 2.3
CoFe2O4 1.8 11.4 — — 6.3
Diamond 1.17 7.4 — — —
Table 3.4: Estimates for zero-point fluctuations (mechanical amplitude U0, strain s0, electrical
potential φ0, electric field ξ0 and magentic field B0) close to the surface (d λ) for typical
piezo-electric and piezo-magnetic (magnetostrictive) materials. All values must be multiplied
by the universal scaling factor 1/
√
A [µm2]; thus, they refer to an effective surface mode area
of size A = 1µm2. Lower (upper) bounds for φ0 and ξ0 comprise minimum (maximum) non-
zero element of e with maximum (minimum) non-zero element of ε. We have set k = 2pi/µm.
Details on cut-directions and material parameters are given in the text.
with U = U0
√
Nph. This estimate is also found to be in very good agreement with a result










where C is a normalization constant with numerical value C ≈ 0.45 for GaAs [321]. Therefore,
for an effective mode area of Lc =
√
A = 1µm we find a single phonon displacement of
U0 ≈ 1fm. This confirms the estimates given in the main text.
3.A.4 Zero-Point Estimates
In this Appendix we provide details on piezo-magnetic materials and numerical estimates
of the zero-point quantities for several relevant materials. The results are summarized in
Tab.3.4. The underlying input parameters are given below.
Theoretically, piezo-magnetic materials with a large magneto-strictive effect are typically
described in a 1:1 correspondence to Eqs.(3.2) and (3.3), with the appropriate replacements
(using standard notation) E→ H, D→ B, εij → µij and eijk → hijk [314]. Coupling between
mechanical and magnetic degrees of freedom is described by the piezomagnetic tensor h which
can reach values as high as ∼ 700T/strain [316]; for our estimates we have referred to Terfenol-
D, where h15 ≈ 167T/strain. The magnetic field associated with a single phonon can then be
estimated as B0 ≈ h15s0, where h15 refers to a typical (non-zero) element of h.
For the piezoelectric materials GaAs, LiNbO3 and Quartz all material parameters have
been obtained from Ref.[309]. Phase velocities for typical cut directions have been used, that
is (100)[001] GaAs, Y-Z LiNbO3 and ST Quartz. For the piezomagnetic (magnetostrictive)
materials CoFe2O4 and Terfenol-D all material parameters have been taken from Ref.[317].
We have used the phase velocities of the bulk shear waves given in there as vsh = 3.02×103m/s
and vsh = 1.19×103m/s for CoFe2O4 and Terfenol-D, respectively. This gives an conservative
estimate for U0, since Rayleigh modes have phase velocities that are lower than the ones of
bulk modes [300]. For example, in the case of CoFe2O4 in Ref.[316] wave velocities for
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Figure 3.8: Total reflection coefficient |R| as a function of the normalized groove-depth h/λc
for N = 100 (blue dashed) and N = 300 (red solid). Here, w/p = 0.5 and material parameters
for LiNbO3 have been used (see text).
Rayleigh-type surface waves in a piezoelectric-piezomagnetic layered half space are found to
be vs ≈ 2840m/s < vsh.
3.A.5 SAW Cavities
In this Appendix, we present a detailed discussion of the theoretical model describing the
SAW resonator.
Typically, a SAW cavity is based on an on-chip distributed Bragg reflector formed by a
periodic array of either metal electrodes or grooves etched into the surface; see Fig.3.1. In such
a grating, each strip reflects only weakly, but, for many strips N  1, the total reflection |R|
can approach unity if the pitch p equals half the wavelength, p = λc/2. This Bragg condition
defines the center frequency
fc = vs/2p. (3.74)
At f = fc, the total reflection coefficient is given by
|R| = tanh (N |rs|) , (3.75)
where N is the number of strips and rs is the reflection coefficient associated with a single
strip [301, 300]. The total reflection coefficient |R| goes to unity in the limit N |rs|  1;
see Fig.(3.8). Typically, N & 200 and |rs| ≈ (1− 2) % [300]. For f ≈ fc, |rs| increases
with the normalized groove depth as |rs| = C1h/λcsin (piw/p) + C2 (h/λc)2 cos (piw/p), with
material-dependent pre-factors [319]. For LiNbO3, C1 = 0.67 and C2 = 42 [319]. As argued
in Ref.[319], the first term ∼ C1 is due to a impedance mismatch, while the second one ∼ C2
is due to the stored energy effect.
Due to the distributed nature of the mirror, strong reflection occurs over a fractional
bandwidth only, given by δf/fc ≈ 2|rs|/pi. In practice, the cavity formed by two reflective
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gratings can be viewed as an acoustic Fabry-Perot resonator with effective reflection centers,
sketched by localized mirrors in Fig.3.1, situated at some effective penetration distance into
the grating, given by Lp = tanh [(N − 1) |rs|]λc/ (4 |rs|) ≈ λc/4|rs| [300, 318, 301]. Therefore,
the total effective cavity size along the mirror axis is Lc ≈ D + 2Lp, where D is the physical
gap between the gratings; compare Fig.3.1. For N ≈ 100 − 300, h/λc ≈ 2%, we then obtain
Lc ≈ 38λc and Lc ≈ 42λc for D = 0.75λc and D = 5.25λc, respectively. In analogy to an
optical Fabry-Perot resonator, the mode spacing can then by estimated as ∆f/fc = λc/2Lc ≈
|rs|. Since this is larger than δf/fc, SAW resonators can be designed to host a single resonance
only [300].
The total decay rate of this resonance κ can be decomposed into four relevant contributions
[319], κ = κbk + κd + κm + κr, which includes conversion into bulk modes ∼ κbk, diffraction
losses ∼ κd, internal losses due to material imperfections ∼ κm, and leakage (radiation) losses
due to imperfect mirrors ∼ κr. The associated Q-factors are given by Qi = ωc/κi. The
desired decay rate is κgd = κr, whereas the undesired one is κbd = κbk + κm + κd. Here, κd is
associated with diffraction losses due to spill-over beyond the aperture of the reflector. It can
be made negligible by lateral confinement using for example waveguide structures, focusing
or etching techniques [300, 321, 320]. Qm refers to losses due to interaction with thermal
phonons, losses due to defects in the material and propagation losses due to contamination
[319, 318]. These losses ultimately limit Q: Low temperature experiments on quartz have
demonstrated SAW resonators with Qm×f [GHz] > 105 [304, 306]. Another source of losses is
due to mode-conversion into bulk-modes. Measurements show that Qbk = 2piNeff/[Cb (h/λc)
2]
with Neff = Lc/λc and a material-dependent pre-factor Cb [355]; for LiNbO3 (Quartz), Cb =
8.7(10), respectively [356, 355]. Typically, κbk is found to be negligible for small groove
depths, h/λc < 2% [319]. Finally, κr arises from leakage through imperfectly reflecting
gratings (|R| < 1); in direct analogy to optical Fabry-Perot resonators, the associated Q-
factor is given by Qr = 2piNeff/
(
1− |R|2). Assuming negligible diffraction losses (that can
be minimized via waveguide-like confinement [300, 324]) and cryostat temperatures, the total
Q-factor is then given by





3.A.6 Charge Qubit Coupled to SAW Cavity Mode
We consider a GaAs charge qubit embedded in a tunnel-coupled double quantum dot (DQD)
containing a single electron. In the one-electron regime the single-particle orbital level spacing
is on the order of ∼ 1meV. Therefore, the system is well described by an effective two-level
system: The state of the qubit is set by the position of the electron in the double-well potential,
with the logical basis |L〉 , |R〉 corresponding to the electron localized in the left (right) orbital.






with the (orbital) Pauli-operators defined as σz = |L〉 〈L|−|R〉 〈R| and σx = |L〉 〈R|+ |R〉 〈L|,
respectively. In Eq.(3.5), ε refers to the level detuning between the dots, while tc gives
the tunnel coupling. The level splitting between the eigenstates of Hch is given by Ω =√
ε2 + 4t2c , with a pure tunnel-splitting of Ω = 2tc at the charge degeneracy point (ε = 0);
typical parameter values are tc ∼ µeV and ε ∼ µeV, such that the level splitting Ω ∼ GHz
lies in the microwave regime. At the charge degeneracy point, where to first order the qubit
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is insensitive to charge fluctuations (dΩ/dε = 0), the coherence time has been found to be
T2 ≈ 10ns [328].
We now consider a charge qubit as described above inside a SAW resonator with a single
resonance frequency ωc close to the qubit’s transition frequency, ωc ≈ Ω, that is the regime
of small detuning δ = Ω − ωc ≈ 0; note that single-resonance SAW cavities can be realized
routinely with today’s standard techniques [300]. Within this single-mode approximation, the
Hamiltonian describing the SAW cavity simply reads
Hcav = ωca
†a, (3.78)
where a† (a) creates (annihilates) a phonon inside the cavity. The electrostatic potential as-




, where the mode-function φ (x)
can be obtained from the corresponding mechanical mode-function w (x) via the relation
ε4φ (x) = ekij∂j∂kwi (x); here, 4 is the Laplacian, ekij the piezoelectric tensor and ε the per-
mittivity of the material. The electron’s charge e couples to the phonon induced electrical po-
tential φˆ. In second quantization, the piezoelectric interaction reads Hint = e
∫
dx φˆ (x) nˆ (x),




σ (x)ψσ (x) is the electron number density
operator and ψ†σ (x) creates an electron with spin σ at position x [307]. Since φˆ (x) varies
on a micron length-scale which is large compared to the spatial extension ∼ 40nm of the
electron’s wavefunction in a QD [98], the electron density is approximately given by a delta-
function at the center of the corresponding dots. For the DQD system under consideration
Hint is then approximately given by Hint = e
∑
i φˆ (xi)ni; here, xi refers to the center of the
electronic orbital wavefunction ψi (x) of dot i = L,R. Note that this form of Hint becomes
exact if the overlap integral vanishes, that is if
∫
dxφ (x)ψ∗L (x)ψR (x) = 0 is satisfied. As
shown below, for a mode-function φ (x) of sine-form, this condition maximizes the piezo-
electric coupling strength between the electronic DQD system and the phonon mode. For
the charge qubit system under consideration coupling to the cavity mode is then described




[φ (xL) |L〉 〈L|+ φ (xR) |R〉 〈R|]; here, xi refers to the center of the elec-
tronic orbital wavefunction ϕi (x) of dot i = L,R and the transverse direction yˆ has been
integrated out already. To obtain strong coupling between the qubit and the cavity, we as-
sume a mode profile φ (x) = ϕ0sin (kx), with a node tuned between the two dots, such that
φ (xL) = ϕ0sin (kl/2) = −φ (xR); here, l gives the distance between the two dots. Note that
the single phonon amplitude, defined as ϕ0 = φ0F (kd), with F (kd) ≈ 0 for d λ, accounts
for the decay of the SAW into the bulk. For λ = (0.5− 1)µm and a 2DEG (where the DQD
is embedded) situated a distance d = 50nm below the surface, however, the single phonon
amplitude is reduced by a factor of ∼ 2 only, ϕ0 ≈ (0.45− 0.52)φ0; see Appendix 3.A.2 for






where the single-phonon coupling strength is
gch = eφ0F (kd) sin (kl/2) ≈ 1.5µeV√
A [µm2]
. (3.80)
Here, we have assumed λ ≈ 2l such that the geometrical factor sin (pil/λ) ≈ 1 [329]. In
principle, the coupling strength gch could be further enhanced by additionally depositing a
strongly piezoelectric material such as LiNbO3 on the GaAs substrate. Moreover, comparison
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with standard literature shows that the piezoelectric electron-phonon coupling strength can
be expressed as gpe =
√
PU0 ≈ e (e14/ε)U0 = eφ0, where P = (ee14/ε)2 is a material
parameter quantifying the piezoelectric coupling strength in zinc-blend structures [357, 358].
Using P = 5.4 × 10−20J2m−2 for GaAs, the single phonon Rabi frequency can be estimated
as gpe ≈ 2.87µeV/
√
A[µm2]. This corroborates our estimate for gch.











This corresponds to the generic Hamiltonian for a qubit-resonator system [313]. It is instruc-
tive to rewrite H in the eigenbasis of Hch, given by
|+〉 = sin θ |L〉+ cos θ |R〉 , (3.82)
|−〉 = cos θ |L〉 − sin θ |R〉 , (3.83)
where the mixing angle θ is defined via tan θ = 2tc/ (ε+ Ω). In a rotating wave approximation
(δ, gch  ωc), H then reduces to the well-known Hamiltonian of Jaynes-Cummings form






where δ = Ω− ωc, Sz = (|+〉 〈+| − |−〉 〈−|) /2 and S± = |±〉 〈∓|.
3.A.7 SAW-Based Cavity QED with Spin Qubits in Double Quantum Dots
In this Appendix, we show in detail how to realize the prototypical Jaynes-Cummings dynam-
ics based on a spin qubit encoded in a double quantum dot (DQD) inside a SAW resonator.
We consider a double quantum dot (in the two-electron regime) coupled to the electrostatic
potential generated by a SAW. The system is described by the Hamiltonian
HDQD = H0 +Hcav +Hint, (3.85)
where H0, Hcav and Hint describe the DQD, the cavity and the electrostatically mediated
coupling between them, respectively. In the following, the different contributions are discussed
in detail.
Double Quantum Dot.—The DQD is modeled by the standard Hamiltonian
H0 = HC +Ht +HZ . (3.86)







ni↑ni↓ + ULRnLnR, (3.87)
where (due to strong confinement) both the left and right dot are assumed to support a
single orbital level with energy εi (i = L,R) only; U and ULR refer to the on-site and interdot
Coulomb repulsion, respectively. As usual, niσ = d
†
iσdiσ and ni = ni↑ + ni↓ refer to the
spin-resolved and total electron number operators, respectively, with the fermionic creation
(annihilation) operators d†iσ (diσ) creating (annihilating) an electron with spin σ =↑, ↓ in










Figure 3.9: Illustration of the relevant electronic levels under consideration. The triplet
levels with Sztot 6= 1 can be tuned off-resonance by applying a sufficiently large homogeneous
magnetic field.
the orbital i = L,R. We focus on a setting where an applied bias between the two dots
approximately compensates the Coulomb energy of two electrons occupying the right dot; that
is, εL ≈ εR +U −ULR. Thus, we restrict ourselves to a region in the stability diagram where
only (1, 1) and (0, 2) charge states are of interest. All levels with (1, 1) charge configuration
have an electrostatic energy of E(1,1) = εL + εR + ULR, while the (0, 2) configuration has
E(0,2) = 2εR + U . As usual, we introduce the detuning parameter ε = εL − εR + ULR − U .
In this regime, the relevant electronic levels are defined as |T+〉 = |⇑⇑〉, |T−〉 = |⇓⇓〉, |T0〉 =
(|⇑⇓〉+ |⇓⇑〉)/√2, |S11〉 = (|⇑⇓〉 − |⇓⇑〉)/
√
2 and |S02〉 = d†R↑d†R↓ |0〉 with |σσ′〉 = d†Lσd†Rσ′ |0〉.




d†LσdRσ + h.c., (3.88)




Bi · Si, (3.89)
where g is the electron g-factor and µB the Bohr magneton, respectively. In the presence of
a micro-/nanomagnet, the two local magnetic fields Bi are inhomogeneous, BL 6= BR. We
can then write Bi = B0 + Bm (xi), where B0 is the external homogeneous magnetic field,
while Bm (xi) is the micromagnet slanting field at the location of dot xi. In practice, B0 is a
few Tesla, at least larger than the saturation field of the micromagnet B0 & 0.5T, while the
magnetic gradient ∆B = ‖Bm (xR)−Bm (xL)‖ can reach ∆B ≈ 100mT, corresponding to an
electronic energy scale of |gµB∆B| ≈ 2µeV [359]. Field derivatives realized experimentally
are ∂Bm,z/∂x ≈ 1.5mT/nm. Alternatively, the magnetic gradient can be realized via the
Overhauser field, as experimentally demonstrated for example in Ref.[120].
Note that the Fermi contact hyperfine interaction between electron and nuclear spins reads
HHF =
∑
i hi · Si. Here, hi is the Overhauser field in QD i = L,R. When treating hi as
a classical (random) variable, HHF is equivalent to HZ and thus one can absorb hi into the
definition of the magnetic field Bi in Eq.(3.89); also see Ref.[359].
To facilitate the discussion, we introduce the magnetic sum field B = (BL + BR) /2
and the difference field ∆B = (BR −BL) /2. While B conserves the total spin, that is
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Figure 3.10: Spectrum of H0 for tc = 5∆. The three eigenstates |l〉 are displayed in green
dotted (l = 2), red solid (l = 1) and blue dashed (l = 0), respectively. The triplets |T±〉 are
assumed to be far detuned by a large external field and not shown. For large negative detuning
ε > −tc, the hybridized levels {|0〉 , |1〉} can be used as qubit.
[
B (SL + SR) , (SL + SR)
2
]
= 0, the gradient field ∆B does not. We set the quantization





R 6= 0 are far detuned and can be neglected for the remainder of the discussion.
Therefore, in the following, we restrict ourselves to the Sztot = 0 subspace. The components
∆Bx,y give rise to transitions out of the (logical) subspace Sztot = 0. Since these processes are
assumed to be far off-resonance, they are neglected leaving us with the only relevant magnetic
gradient ∆ = gµB∆B
z/2; compare also Refs.[120, 168]. For a schematic illustration, compare
Fig.3.9.




(|S02〉 〈S11|+ h.c.)− ε |S02〉 〈S02| (3.90)
−∆ (|T0〉 〈S11|+ h.c.) .






R = 0 subspace can be expressed as
|l〉 = αl |T0〉+ βl |S11〉+ κl |S02〉 , (3.91)
with corresponding eigenenergies εl (l = 0, 1, 2). The spectrum is displayed in Fig.3.10. For
large negative detuning −ε  tc, the level |2〉 is far detuned, and the electronic subsystem
can be simplified to an effective two-level system comprising the levels {|0〉 , |1〉}, that is
H0 ≈ ω0
2
(|1〉 〈1| − |0〉 〈0|) , (3.92)
which can be identified with a ’singlet-triplet’-like logical qubit subspace. Here, ω0 = ε1 − ε0
refers to the qubit’s transition frequency. Note that the magnetic gradient causes efficient
mixing between |T0〉 and |S11〉 for ∆ &
∣∣t2c/ε∣∣. In the regime of interest, the dominant
character of the qubit’s levels is |1〉 ≈ |⇓⇑〉, |0〉 ≈ |⇑⇓〉 (or vice versa) [168] and the transition
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Figure 3.11: The product κ0κ1 directly affects the effective single-phonon Rabi frequency
gQD/g0 = κ0κ1 [343], while the difference
∣∣κ21 − κ20∣∣ determines the robustness of the qubit
against charge noise. Here, tc = 5∆.
frequency is approximately ω0 ≈ 2∆. For ∆ ≈ 1µeV, the transition frequency ω0 = ε1− ε0 ≈
2µeV ≈ 3GHz matches typical SAW frequencies ∼ GHz.
Coupling to SAW phonon mode.—Along the lines of Appendix 3.A.6, again we consider a
SAW resonator with a single relevant confined phonon mode of frequency ωc close to the
qubit’s transition frequency ω0. For a DQD in the two-electron regime, in the basis of





⊗ |S02〉 〈S02| , (3.93)
where g0 = eϕ0ηgeo. Here, ηgeo is a geometrical factor accounting for the DQD’s position with
respect to the mode-function φ (x); it is defined according to ϕ0ηgeo = φ (xR) − φ (xL). For
example, taking a standing wave pattern along xˆ as demonstrated experimentally in Ref.[360],
together with a transverse mode function restricting the spread in the yˆ-direction [324, 320],
we obtain ηgeo = sin (2pixR/λ) − sin (2pixL/λ). It takes on its maximum value ηopt, when
tuning a node of the standing wave at the center between the two dots, that is xR = l/2,
xL = −l/2; this gives ηopt = 2sin (pil/λ), where l is the distance between the two dots [329];
as compared to the charge qubit described in Appendix 3.A.6, there is an additional factor
of two, since here we consider a DQD in the two-electron regime, whereas the charge qubit
consists of one electron only. For typical parameters (l = 220nm, λ ≈ 1.4µm) as used in
Ref.[329], we get ηopt ≈ 0.95, while l = 220nm, λ ≈ 0.5µm leads to the largest possible value
of ηopt ≈ 2.
In summary, within the effective electronic two-level subspace {|0〉 , |1〉}, the system is










+κ0κ1Vˆpe (|0〉 〈1|+ h.c.) + ωca†a,




. Applying a unitary transformation to a frame rotating at the cavity
frequency ωc, H˜DQD = UHDQDU




a†a+ 12 |1〉 〈1| − 12 |0〉 〈0|
)]
,
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cavity size A[µm2] gQD[MHz] Q C
small cavity 1 200 10 4.25
large cavity 500 9 104 8.5
Table 3.5: Estimates of the single spin cooperativity C for a DQD singlet-triplet qubit with
T ?2 ≈ 100ns, in a SAW cavity at gigahertz frequencies ωc/2pi ≈ 1.5GHz and cryostat temper-
atures where n¯th ≈ 0 for both a small, low Q and large, high Q SAW-resonator. The coupling
strength gQD could be further increased by additionally depositing a strongly piezoelectric
material such as LiNbO3 on the GaAs substrate and spin-echo (and/or narrowing) techniques
allow for dephasing times extended by up to three orders of magnitude [97, 325].
performing a rotating-wave approximation (RWA), and dropping a global energy shift ε˜ =








where we have introduced the spin operators S+ = |1〉 〈0| and Sz = (|1〉 〈1| − |0〉 〈0|) /2.
Moreover, δ¯ = ω0 − ωc is the detuning between the qubit’s transition frequency ω0 and the
cavity frequency ωc, and the effective single-phonon Rabi frequency is defined as
gQD = κ0κ1ηgeoeφ0F (kd) ≈ 2κ0κ1gch. (3.96)
The coupling between the qubit and the cavity mode is mediated by the piezoelectric po-
tential; therefore, it is proportional to the electron’s charge e and the single-phonon elec-
tric potential φ0. Due to the prolonged decoherence timescales, here we consider an effec-
tive (singlet-triplet like) spin-qubit rather than a charge qubit, such that the coupling gQD
is reduced by the (small) admixtures with the localized singlet κl = 〈S02|l〉. Increasing
κ0κ1 leads to a stronger Rabi frequency gQD, but an increased difference in charge config-
uration
∣∣κ21 − κ20∣∣ makes the qubit more susceptible to charge noise. For typical numbers
(tc ≈ 5µeV, ε ≈ −7µeV, ∆ ≈ 1µeV), we get κ0κ1 ≈ 5 × 10−2,
∣∣κ21 − κ20∣∣ ≈ 2 × 10−2; see




We take this coupling strength as a conservative estimate, since optimization against the
relevant noise sources as done in Ref.[343] yields an optimal point with κ0κ1 ≈ 0.3 and
ω0/2pi ≈ 1.5GHz. Resonance (δ = 0) yields a SAW wavelength of λ ≈ 2µm; accordingly, for
a fixed dot-to-dot distance l = 250nm, ηgeo ≈ 0.76 (whereas a larger DQD size l = 400nm
as used in Ref.[307] gives ηgeo ≈ 1.18). For l = 250nm, d = 50nm, we then obtain gQD/~ ≈
600MHz/
√
A[µm2], which is a factor of three larger than the estimate quoted above.
Cooperativity.—In this context, an important figure of merit is the single spin cooperativity
[341], C = g2QDT2/κ (n¯th + 1), where κ = ωc/Q is the mechanical damping rate and n¯th =
1/(e~ωc/kBT − 1) is the equilibrium phonon occupation number at temperature T ; here, since
~ωc  kBT for cryostatic temperatures, n¯th ≈ 0. For singlet-triplet qubits in lateral QDs,
T ?2 ≈ 100ns [97]; using spin-echo techniques, experimentally this has even been extended to
T2 = 276µs. Even in the absence of spin-echo pulses, with a far-from-optimistic dephasing
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Figure 3.12: Exact numerical simulations of the full (blue, solid line) and approximate
(cyan circles) Master equations as given in Eqs.(3.98) and (3.99) respectively. Plots are
shown for (a) the electronic inversion 〈Sz〉t, (b) the cavity occupation 〈n〉t and (c) the error
Tr [ρ |2〉 〈2|] quantifying the leakage to |2〉. The latter is found to be negligibly small ∼ 10−5.
We have set δ¯ = ω0 − ωc = 0. Numerical parameters: tc = 10µeV, ε = −7µeV, ∆ = 1µeV,
ηgeoeϕ0 = 5.2 × 10−2µeV such that gQD = 4 × 10−3µeV ≈ 6MHz. The cavity decay rate is
κ = gQD/2, corresponding to Q ≈ 103.
time T ?2 ≈ 100ns [325], for a moderately small cavity size A ≈ 100µm2, a quality factor of
Q = 900 is sufficient to reach C ≈ g2QDT ?2Q/ωc ≈ 3.8. Note that C > 1 allows to perform a
quantum gate between two spins mediated by a thermal mechanical mode [295].
Discussion of approximations.—To arrive at the effective Hamiltonian given in Eq.(3.95),
we have made two essential approximations: (i) first, we have neglected the electronic level
|2〉 yielding an effective two-level system (TLS), and (ii) second, we have applied a RWA
leading to a major simplification of HDQD; see Eq.(3.95) as compared to Eq.(3.94). In order
to corroborate these approximations, we now compare exact numerical simulations of the full
system where none of the approximations have been applied to the simplified, approximate
description described above. While the dynamics of the former is described by the Master
equation
ρ˙ = −i [H0 +Hcav +Hint, ρ] + κD [a] ρ, (3.98)
with H0, Hcav and Hint given in Eqs.(3.90), (3.78) and (3.93), respectively, the latter is










+ κD [a] ρ, (3.99)
with ρ referring to the density matrix of the combined system comprising the DQD and the
cavity mode. Here, we have also accounted for decay of cavity phonons out of the resonator




. As a figure of
merit to validate approximation (i) we determine the population of the level level |2〉, that is
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Figure 3.13: Transition frequency ω0 (blue solid) and its sensitivity against charge noise
induced fluctuations in ε for intermediate (a) and large (b) negative detuning; for large
negative detuning ω0 ≈ 2∆, and the sensitivity ∂ω0/∂ε practically vanishes leaving nuclear
noise as the dominant dephasing process. By occasional refocusing of the spin states, this
regime can be used for long-term storage of quantum information [343]. Other numerical
parameters: tc = 5∆.
Tr [ρ |2〉 〈2|], describing the undesired leakage out of the logical subspace; ideally, this should
be zero. Note that leakage into the triplet levels |T±〉 could be accounted for along the lines,
but they can be tuned far off-resonance by another, independent experimental knob, the
external homogenous magnetic field. The results are summarized in Fig.3.12: We find very
good agreement between the exact and the approximate model, with a negligibly small error
Tr [ρ |2〉 〈2|] ∼ O (10−5). This justifies the approximations made above and shows that (in
the regime of interest) the system can simply be described by Eq.(3.99).
Noise Sources for the DQD-based System
Charge noise.—In a DQD device background charge fluctuations and noise in the gate voltages
may cause undesired dephasing processes. In a recent experimental study [267], voltage
fluctuations in the intedot detuning parameter ε have been identified as the main source of
charge noise in a singlet-triplet qubit. Charge noise can be treated by introducing a Gaussian
distribution in ε, with a variance σε; typically σε ≈ (1− 3)µeV [359]. The qubit’s transition
frequency ω0, however, turns out to be rather insensitive to fluctuations in ε, with a (tunable)
sensitivity of approximately ∂ω0/∂ε . 10−2; see Fig.3.13. In agreement with experimental
results presented in Ref.[267], we find ∂ω0/∂ε ∼ ω0, indicating ω0 to be an exponential
function of ε. At very negative detuning ε, dephasing due to charge noise is practically absent,
and T ?2 will be limited by nuclear noise [267]. Fluctuations in the tunneling amplitude tc can
be treated along the lines: we find ω0 to be similarly insensitive to noise in tc, ∂ω0/∂tc ≈ 10−2.
Nuclear noise: Spin echo.—The electronic qubit introduced above has been defined for
a fixed set of parameters (tc, ε,∆); compare Eq.(3.90). Now, let us consider the effect of
deviations from this fixed parameters, H0 → H0 + δH, where δH can be decomposed as
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(|S02〉 〈S11|+ h.c.)− δε |S02〉 〈S02| , (3.100)
δHnuc = −δ∆ (|T0〉 〈S11|+ h.c.) , (3.101)
where δtc and δε can be tuned electrostatically and basically in-situ. In most practical
situations this does not hold for δ∆: The primary source of decoherence in this system has
been found to come from (slow) fluctuations in the Overhauser field generated by the nuclear
spins [120, 168, 325]. In our model, this can directly be identified with a random, slowly
time-dependent parameter δ∆ = δ∆ (t). In the relevant subspace {|0〉 , |1〉}, δHnuc is given
by δHnuc = −δ∆
∑
k,l αkβl [|k〉 〈l|+ h.c.]. Typically, δ∆ ≈ 0.1µeV ωc is fulfilled, such that
we can apply a RWA yielding δHnuc ≈ −2δ∆
∑
l αlβl |l〉 〈l|; physically, δHnuc is too weak to
drive transitions between the electronic levels |0〉 and |1〉 which are energetically separated
by ω0 ≈ ωc. Then, in the spin basis used in Eq.(3.95), we find
δHnuc = δ (t)S
z, (3.102)
where the gradient noise is given by δ (t) = 2δ∆ (t) (α0β0 − α1β1). For (tc, ε,∆) ≈ (5,−7, 1),
all in µeV, α0β0−α1β1 ≈ 0.9. Therefore, when also accounting for nuclear noise as described
by Eq.(3.102), the full model [compare Eq.(3.95)] reads
H˜DQD =
[







Since the nuclear spins evolve on timescales much longer than all other relevant timescales ∼
κ−1, g−1 [98], the Overhauser noise term can be approximated as quasi-static, that is δ (t) = δ.
As experimentally demonstrated in Ref.[120], the slow (nuclear) noise term ∼ δ (t)Sz can be
neutralized by Hahn-echo techniques. Here, the dephasing time of the electron spin qubit was
extended by more than three orders of magnitude from T ?2 ≈ (10− 100) ns to T2 = 276µs.
In the following, assuming nominal resonance δ¯ = 0, we detail a sequence of Hahn-
echo pulses that cancels the undesired noise term and restores the pure, resonant Jaynes-
Cummings dynamics: We consider four short time intervals of length τ , for which the uni-
tary evolution is approximately given by Ui ≈ 1 − iHiτ , interspersed by three pi-pulses.





, then we apply a pi-
pulse along xˆ (Sz → −Sz, Sx → Sx, Sy → −Sy) such that S± → S∓ and the system evolves




. Next, we apply a pi-





. Finally, a pi-pulse along yˆ (Sz → −Sz, Sx → −Sx, Sy → Sy) is




. In summary, the system
evolves over a time interval of 4τ according to Ueff = U4U3U2U1 ≈ 1− iτ
∑
iHi = 1− iHeff4τ








Thus, in order to cancel the noise term, the effective single-phonon coupling strength is only
lowered by a factor of 1/2.
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Different Spin-Resonator Coupling
In Appendix 3.A.7, we have shown how to realize the prototypical Jaynes-Cummings Hamil-
tonian for SAW phonons interacting with a DQD; see Eq.(3.95). Alternatively, if one does
not absorb the gradient ∆ into the definition of the qubit basis, one can identify the logical
subspace with the electronic states |T0〉 and |S〉, where |S〉 is one of the two hybridized sin-
glets (while the other one |S′〉 is far detuned and neglected) [120, 168, 325, 267]. Here, the
electronic Hamiltonian reads H0 = −J (ε) |S〉 〈S| − ∆˜ (|T0〉 〈S|+ h.c.), where ∆˜ = 〈S11|S〉∆
and J (ε) describes the exchange interaction. In this regime, the spin-resonator interaction






⊗ |S〉 〈S| , (3.105)
which can be viewed as a phonon-state dependent force, leading to a shift of the qubit’s tran-






2. Here, the single-phonon Rabi
frequency is gqd = κ
2
Sηgeoeφ0F (kd), with κS = 〈S02|S〉. Based on the coupling of Eq.(3.105),
one can envisage a variety of experiments known from quantum optics: For example, in the
limit of vanishing gradient ∆ = 0, the xˆ quadrature of the phonon mode could serve as a
quantum nondemolition variable, as it is a integral of motion of the coupled system of phonon
mode and electronic meter.
3.A.8 Generalized Definition of the Cooperativity Parameter
In this Appendix we provide a generalized discussion of the cooperativity parameter C which
in particular accounts for losses of the cavity mode other than leakage through the non-perfect
mirrors. Furthermore, we derive a simple, analytical estimate for the state transfer fidelity F
in terms of the parameter C and undesired phonon losses with a rate ∼ κbd.
We consider a single qubit {|0〉 , |1〉} coupled to a cavity mode. The system is described
by the Master equation
%˙ = (κgd + κbd)D [a] %︸ ︷︷ ︸
L0%
−i [HJC, %] + ΓdephD [|1〉 〈1|] %︸ ︷︷ ︸
V%
, (3.106)




. The first term describes decay of the cavity mode. The
corresponding decay rate can be decomposed into desired (leakage through the mirrors) and
undesired (bulk mode conversion etc.) contributions, labeled as κgd and κbd, respectively.




refers to the coherent interaction between qubit and cavity mode, while the last term describes
pure dephasing of the qubit with a rate Γdeph.
In the bad cavity limit (where κ  g,Γdeph), one can adiabatically eliminate the cavity
mode by projecting the system onto the cavity vacuum, P% = Trcav [%]⊗ρsscav = ρ⊗|vac〉 〈vac|.
Standard techniques (perturbation theory up to second order in V, compare Ref.[251]) then
yield the effective Master equation for the qubit’s density matrix ρ = Trcav [P%] only,
ρ˙ = κ˜D [S−] ρ+ ΓdephD [|1〉 〈1|] ρ, (3.107)
with the effective decay rate κ˜ = 4g2/κ.
For comparison, the same procedure in standard cavity QED, where κ = κgd and Γdeph×
D [|1〉 〈1|] ρ→ γD [S−] ρ yields the effective Master equation for the atom only, ρ˙ = κ˜D [S−] ρ+
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Figure 3.14: Success probability psuc for a qubit excitation to leak through the mirror, as a
function of the cooperativity C for ε = κbd/κgd = 0 (black solid) and ε = 5% (blue dashed).
γD [S−] ρ. Therefore, the atom decays with an effective spontaneous emission rate γtot en-




γ. Comparing good ∼ κ˜ to bad
∼ γ decay channels, here one defines the cooperativity parameter in a straightforward way as
Catom = g
2/κγ. This is readily read as the cavity-to-free-space scattering ratio, since the ef-
fective rate at which an excited atom emits an excitation into the cavity is given by κ˜ ∼ g2/κ.
For Catom > 1, the atom is then more likely to decay into the cavity mode rather than into
another mode outside the cavity. In cavity QED, large cooperativity Catom  1 has allowed
for a number of key experimental demonstrations such as an enhancement of spontaneous
emission [361], photon blockade [362] and vacuum-induced transparency [363].
The Master equation given in Eq.(3.107) describes a two-level system subject to purely
dissipative dynamics. The dynamics can be fully described in terms of a set of three simple rate
equations for the populations pk = 〈k|ρ|k〉 (k = 0, 1) and coherence ρ10 = 〈1|ρ|0〉, summarized




 −κ˜ 0 0+κ˜ 0 0
0 0 −γeff/2
 ~p, (3.108)
where γeff = (κ˜+ Γdeph). This allows for a simple analytical solution: For example, for
a system initially in the excited state ρ (t = 0) = |1〉 〈1| it reads p1 (t) = exp [−κ˜t], p0 =
1− exp [−κ˜t] and ρ10 (t) = 0.
Here, we aim for a theoretical description that singles out the desired trajectories, where
phonon emission through the mirrors happens first, from all others. To do so, we rewrite
Eq.(3.107) as
ρ˙ = −iHρ+ iρH† + Jgdρ+ Jbdρ, (3.109)
where we have defined an effective (non-hermitian) Hamiltonian H and jump operators ac-
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cording to
H = − i
2
γeff |1〉 〈1| = − i
2
(κ˜+ Γdeph) |1〉 〈1| , (3.110)
Jgdρ = κ˜gdS−ρS+, (3.111)
Jbdρ = κ˜bdS−ρS+ + Γdeph |1〉 〈1| ρ |1〉 〈1| . (3.112)
Here, we have decomposed the effective decay rate κ˜ as







Formally solving Eq.(3.109) gives
ρ (t) = U (t) ρ (0) +
∫ t
0
dτU (t− τ)J ρ (τ) , (3.114)
with the total jump operator J ρ = Jgdρ+ Jbdρ and
U (t) ρ = e−iHtρeiH†t (3.115)
The exact solution given in Eq.(3.114) can be iterated, giving an illustrative expansion in
terms of the jumps J . It reads
ρ (t) = U (t) ρ (0) +
∫ t
0







dτ1U (t− τ2)JU (τ2 − τ1)×
JU (τ1) ρ (0) + . . .
Here, the n-th order term comprises n jumps J with free evolution U between the jumps.
Now, we can single out the desired events where the first quantum jump is governed by Jgd.
This leads to the definition
ρ (t) = U (t) ρ (0) + ρgd (t) + ρbd (t) , (3.116)











dτ1U (t− τ2)JU (τ2 − τ1)×
JgdU (τ1) ρ (0) + . . .
We focus on a qubit, initially in the excited state, i.e., ρ (0) = |1〉 〈1|. Using the relations
U (τ1) ρ (0) = e−γeffτ1 |1〉 〈1| , JgdU (τ1) ρ (0) = κ˜gde−γeffτ1 |0〉 〈0| and
JgdU (τ2 − τ1)JgdU (τ1) ρ (0) = 0, (3.118)
JbdU (τ2 − τ1)JgdU (τ1) ρ (0) = 0, (3.119)
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the qubit’s density matrix evaluates (to all orders in J ) to





1− e−γeff t) |0〉 〈0| . (3.121)




|0〉 〈0|. The associated success probability psuc = Tr [ρgd] for faithful decay
through the mirrors is then
psuc =
κ˜gd









which is a simple branching ratio comparing the strength of the desired decay channel ∼ κ˜gd
to the undesired ones ∼ κ˜bd + Γdeph. In the limit where κbd = 0, i.e., κ = κgd, the expression







with the usual definition found in the literature, C = g2/ (κΓdeph) = g
2T2/κ; here, κ =
ωc/Qeff = (n¯th + 1)ωc/Q is understood to account for thermal occupation of the environment
n¯th in terms of a decreased mechanical quality factor (compare for example Refs.[294, 341]).







with ε = κbd/κgd. Based on this definition, it is evident that two conditions need to be
satisfied in order to reach psuc → 1 in the regime where κbd > 0: (i) a low undesired loss rate,





κ  1, with κ = κgd +κbd. For
an illustration, compare Fig.3.14. This shows, that the usual definition and interpretation
of the cooperativity C holds, provided that ε  1 is fulfilled. In order to quantify the
cooperativity C for SAW cavity modes both in the∼ MHz (n¯th  1) and the∼ GHz (n¯th  1)
regime, in the main text we take a (conservative) estimate as C ≡ g2T2Q/ [ωc (n¯th + 1)].
For artificial atoms (quantum dots, superconducting qubits, NV-centers, . . . ) with resonant
frequencies ∼ GHz, at cryostatic temperatures this definition reduces to C ≈ g2T2/κ as
discussed above, whereas for a trapped ion with ωt/2pi ≈ ωc/2pi ∼ MHz it correctly gives
C ≈ g2T2Q/ (ωcn¯th) with a decreased effective quality factor Qeff = Q/n¯th [364, 294, 365].
Fidelity estimate.—For small errors, the expression given in Eq.(3.124) can be approxi-
mated as psuc ≈ 1 − ε − 1/(4C). Since the absorption process is just the time-reversed copy
of the emission process in the state transfer protocol for two nodes, we can estimate the state
transfer fidelity as F ≥ psuc × psuc. For small infidelities, we then find
F & 1− 2ε− 1
2C
, (3.125)
where the individual errors arise from intrinsic phonon losses ∼ ε and qubit dephasing ∼
C−1 ∼ T−12 , respectively. This simple analytical estimate agrees well with numerical results
presented in Ref.[342], where (except for noise sources that are irrelevant for our problem)
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F ≈ 1 − (2/3)ε/ (1 + ε) − CC−1 with a numerical coefficient C = O (1) depending on the
specific pulse sequence. Since ε 1, this relation can be simplified to F ≈ 1−(2/3)ε−CC−1.
For the state transfer of the coherent superposition |ψ〉 = (|0〉 − |1〉) /√2 as described in detail
in Appendix 3.A.10, we have explicitly verified the linear scaling ∼ ε and find numerically
∼ 1/2ε for intrinsic phonon losses [compare also Fig.3.4 in the main text, where F ≈ 95% for
ε ≈ 10% and σnuc = 0] and take ∼ ε as a simple estimate in Eq.(3.8). Using experimentally
achievable parameters ε ≈ 5% and C ≈ 30, we can then estimate F ≈ 90%.
3.A.9 Effects due to the Structure Defining the Quantum Dots
In our analysis of charge and spin qubits defined in quantum dots, we have neglected any
potential effects arising due to the structure defining the quantum dots, that is (i) the het-
erostructure for the 2DEG and (ii) the metallic top gates for confinement of single electrons.
In this Appendix, we give several arguments corroborating this approximate treatment, show-
ing that the QD structure does not negatively influence the cavity nor the coupling between
qubit and cavity.
Heterostructure.—Following the arguments given in Ref.[308], the 2DEG is taken to be
a thin conducting layer a distance d away from the surface of a homogeneous AlxGa1−xAs
crystal with typically x ≈ 30%. This treatment is approximately correct since the relevant
material properties (elastic constants, densities and dielectric constants) of AlxGa1−xAs and
GaAs are very similar [308]. The mode-functions and speed of sound are largely defined
by the elastic constants [308] which are roughly the same for both AlxGa1−xAs and pure
GaAs; for example, the speed of the Rayleigh SAW for Al0.3Ga0.7As is vs ≈ 3010m/s which
differs from that of pure GaAs by only 5% [308]. Moreover, the numerical values for the
material-dependent parameter H entering the amplitude of the mechanical zero-point motion
U0 according to Eq.(3.72) differ by 2% only [308]; accordingly, the estimate for our key figure
of merit U0 should be rather accurate. Also, the piezo-electric coupling constants are rather
similar, with e14 ≈ 0.15C/m2 for pure GaAs and e14 ≈ 0.145C/m2 for Al0.3Ga0.7As [308, 307]
yielding an accurate estimate for φ0 and ξ0, respectively. Lastly, the heterostructure is not
expected to severely affect the Q-factor, since very high Q-values reaching Q > 104 have been
observed in previous SAW experiments on AlN/diamond heterostructures [336, 335], where
the differences in material properties are considerably larger than for the heterostructure
making up the 2DEG.
Top gates.—For the following reasons, we have disregarded effects due to the presence of
the metallic top gates: (i) In Ref.[310], a closed form analytic solution for the piezoelectric
potential φ (x, t) accompanying a SAW on the surface of a GaAs/AlxGa1−xAs in the presence
of a narrow metal gate has been obtained. In particular, it is shown that φ (x, t) is screened
right below the gate, but remains practically unchanged with respect to the ungated case
outside of the edges of the gate. Since the QD electrons are confined to regions outside of
the metallic gates, they experience the piezoelectric potential as calculated for the ungated
case (see Appendix 3.A.2 for details); therefore, our estimates—where this screening effect
has been neglected—remain approximately valid. (ii) In Ref.[329], the coupling of a traveling
SAW to electrons confined in a DQD has been experimentally studied. Here, in very good
agreement to the experimental results, the potential felt by the QD electrons has been taken
as Vpe ∼ sin (kl) (where l is the lithographic distance between the dots) confirming the sine-
like mode profile as used in our estimates. Moreover, with l = 220nm and λ = 1.4µm the
parameters used in this experiment perfectly match the ones used in our estimates. Intuitively
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(in the spirit of the standard electric dipole approximation in quantum optics), since λ  l,
the SAW mode cannot resolve the dot structure and thus remains largely unaffected. (iii)
In Ref.[302], single phonon SAW pulses have been detected via a single electron transistor
(SET) directly deposited on the GaAs substrate with time-resolved measurements clearly
identifying the coupling as piezo-electric. Similarly to a QD, the SET is defined by metallic
gates. Here, a relation between vertical surface displacement and surface charge induced on
the SET is theoretically derived. Using standard tabulated parameter values for GaAs and
neglecting any effects due to the presence of the metallic gates, very good agreement with
the experimental results is achieved. In particular, based on the results given in Ref.[302],
a straightforward estimate gives U0 ≈ 30am for the rather large cavity with A ≈ 106µm2,
whereas Eq.(3.4) yields a smaller, conservative estimate U0 ≈ 2am, due to the averaging over
the quantization area A. (iv) The Q-factor of the cavity is not expected to be severely affected
by the presence of the metallic gates since metallic Al cladding layers have been used on a
GaAs substrate to show basically dissipation-free SAW propagation over millimeter distances
[320, 321]. (v) Finally, there is a large body of previous theoretical works on electron-phonon
coupling in gate-defined QDs (see for example Refs.[307, 357, 358, 366]) where any effects
due to the structure defining the QDs have been neglected as well. As a matter of fact, our
description for the electron-phonon coupling emerges directly from these previous treatments
in the limit where the continuum of phonon modes is replaced by a single relevant SAW
cavity mode (similar to cavity QED, other bulk modes are still present and contribute to the
decoherence of the qubit on a timescale T2). For example, the piezoelectric electron-phonon














where a†k,µ creates an acoustic phonon with wave vector k and polarization µ and Mk
refers to the matrix element for electron-phonon coupling; for free bulk modes, Mk =∑
i,j
∑
σ 〈i| exp [ikr] |j〉 d†iσdjσ. In agreement with our notation, the coupling constant is
β = ee14/ε and the square-root factor can be identified with U0. Replacing the sum by
a single-relevant cavity mode a, we recover the Hamiltonian describing the cavity-qubit cou-
pling with g ∼ βU0 = eφ0; compare Eq.(3.77).
3.A.10 State Transfer Protocol
In this Appendix, we provide further details on the numerical simulation of the state transfer
protocol as described by Eqs.(3.9) and (3.10), in the presence of Markovian noise. In line
with previous theoretical studies [364], we show that the simple approximate Markovian
noise treatment results in a pessimistic estimate for the noise transfer fidelity F .
We first provide results of the full time-dependent numerical simulation of the cascaded
Master equation given in Eqs.(3.9) and (3.10), including an exponential loss of coherence
for Γdeph > 0; see Fig.3.15. In contrast to the non-Markovian noise model discussed in
the main text, the qubits are assumed to be on resonance throughout the evolution, that is




D [ai] ρ+ Γdeph
∑
i=1,2
D [Szi ] ρ. (3.127)
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Figure 3.15: Numerical simulation of state transfer for two different initial states |1〉1 (red
solid line) and (|0〉1 − |1〉1) /
√
2 (blue dashed line) in the presence of Markovian noise. Black
(dash-dotted) curves refer to the ideal, noise-free scenario (Lnoise = 0) where perfect transfer
is achieved, while colored curves take into account decoherence processes. (a) Transfer fidelity
F ; (b) Excited-state occupation 〈S+i S−i 〉t for first and second qubit. Numerical parameters:
g1 (t ≥ 0) = κgd, κbd/κgd = 5% and Γdeph/κgd = 5%.
(a) (b)




































































Figure 3.16: Quantum state-transfer protocol in the presence of Markovian noise. (a) State
transfer fidelity F for a coherent superposition |ψ〉 = (|0〉 − |1〉) /√2 as a function of the
qubit’s dephasing rate Γdeph for different values of intrinsic phonon losses κbd/κgd = 0 (black
solid), κbd/κgd = 5% (blue dashed) and κbd/κgd = 10% (red dash-dotted). (b) Pulse shape
g1 (t) for first node.
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Here, the second term refers to a standard Markovian pure dephasing term that leads to an
exponential loss of coherence ∼ exp (−Γdepht/2). As a reference we also show the results for
the ideal, noise-free scenario (Lnoise = 0), where perfect state transfer is achieved [49]. The
results of this type of time-dependent numerical simulations are then summarized in Fig.3.16.
For optimized, but experimentally achievable parameters T ?2 ≈ 3µs [325], and accordingly
Γdeph/κgd ≈ 3%, we then obtain F ≈ 0.85, in the presence of realistic undesired phonon
losses κbd/κgd = 5%.
This shows that our non-Markovian noise model yields even higher state transfer fidelities
than the Markovian noise model. Intuitively, this can be readily understood as follows:
The simple Markovian noise model gives a coherence decay ∼ exp (−t/T2), whereas our
non-Markovian noise model yields ∼ exp (−t2/T 22 ). Therefore, for Markovian noise one can
estimate the dephasing induced error on the relevant timescale for state transfer ∼ κ−1 as
∼ κ−1/T2 ≈ Γdeph/κ 1, whereas non-Markovian noise leads to a considerably smaller error
∼ (T−12 /κ)2.
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Chapter 4
Outlook
Both experimental and theoretical quantum optics has played a pioneering role for under-
standing the bizarre features of quantum mechanics. This Thesis is based on merging ideas
and methods originally rooted in the field quantum optics with modern solid-state semicon-
ductor systems, with a primary focus on gate-defined quantum dots. We have presented
specific examples where quantum optical concepts and systems, ranging from superradiance
to cavity-QED, find novel counterparts in the solid state, allowing for unique insights in these
kinds of systems. This list of examples is unlikely to have come to its end. Conversely, our
results motivate both (i) further research in to what extent the proposed analogies between
quantum optical and solid-state systems can be extended and generalized to other systems and
(ii) the search for novel, emergent relations between these two subfields of modern quantum
physics; with the ever improving control of mesoscopic solid-state systems further intriguing
insights can be expected.
More specifically, we conclude with potential directions of research going beyond the work
presented in this Thesis: In the first part of this Thesis, we have shown that electron transport
can serve as a means well-suited to design certain, desired nuclear states. While our analysis
has focused on single and double quantum dot systems, involving two nuclear ensembles at
most, quantum dot arrays comprising more than two dots [273, 274] may allow to generate
more complex nuclear states, such as multi-partite entangled states, even between QDs that
do not interact directly. Moreover, further theoretical studies might reveal more insights into
the role of electron current as a sensor for the state of the ambient nuclei, with potential con-
nections between current fluctuations and collective nuclear dynamics. Lastly, our work might
be the starting point for theoretical and experimental studies of dissipative phase transitions
in a transport setting, and therefore complement previous studies on dissipative phase tran-
sitions in self-assembled quantum dots, which have revealed multiple quantum effects such as
first- and second-order phase transitions as well as regions of bistability, squeezing and altered
spin pumping dynamics [177]. Dissipative phase transitions have been studied much less than
quantum phase transitions and may require the development of new theoretical and numerical
tools to find the complete phase diagram associated with the steady states of the system, in
particular when accounting for (dipole-dipole) interactions among the nuclei. From an applied
point of view, a clear understanding and identification of the different nuclear phases might
give access to advanced dynamical nuclear polarization schemes and thus potentially boost
electron spin coherence times, or make the nuclear system available as a quantum interface or
quantum memory for QIP purposes. In the second part of this Thesis, we have proposed and
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analyzed a novel quantum bus based on surface acoustic waves (SAWs) in piezo-active media.
Building upon this proposal, first of all many technological challenges are still to be addressed,
including, for example, improved cavity and waveguide designs, and the realization of hybrid
systems. The latter may not only contain different qubit designs such as quantum dots and
superconducting qubits, but also combine the established cavity design for microwave photons
with the delay-line effects of itinerant SAWs. In a broader context, besides its promise for
quantum information processing, the SAW platform gives access to an on-chip testbed for the
emergent field of quantum acoustics, where the highly developed toolbox of quantum optics is
combined with the unique features of the acoustic, on-chip SAW architecture. For example,
the realization of a Jaynes-Cummings system using solid-state qubits and SAWs would make
available a central tool of quantum optics and the ensuing methods (such as preparation of
non-classical states, phonon counting, ...) to the vibrant field of surface physics. While our
work has focused on the interaction of SAW phonons with effective two-level systems, giving
rise to an acoustic analog of the celebrated Jaynes-Cummings dynamics, multi-level systems
may give access to new acoustic versions of quantum optical effects such as electromagnetically
induced transparency (EIT). Moreover, SAWs could be used to create regular acoustic lattices
for charge carriers inside and outside the piezo-electric material, complementing (for exam-
ple) the study of many-body physics with ultra-cold atoms in optical lattices [38]. Lastly,
besides the phonon modes associated with SAWs, other approaches to interconnect (solid-
state) qubits over large distances definitely deserve further research. Promising candidates
for the coherent transport of electron spins over long distances could be QD arrays [273, 274],
quantum Hall edge channels [275, 276, 277, 278, 279] or semi-classical SAWs forming moving
quantum dots [280, 281, 282, 283]. Here, the nodes of the quantum network would be inter-
connected with electrons playing the role of photons in more conventional atomic, molecular,
and optical (AMO) based approaches [46], providing yet another example of the powerful
analogies between quantum optics and nanoscale solid-state systems.
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