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INTRODUCTION 
In this paper we give answers to the following question. If the weighted 
Wigner distribution of a (generalized) function vanishes in the points of a 
given lattice in the time-frequency plane, then does the function itself vanish 
everywhere? It turns out that the critical value for the size (area) of the 
elementary cells of the lattice equals I ; if this size is less than 1, then a 
function vanishes everywhere if its weighted Wigner distribution does so in 
the points of the lattice, and if this size is larger than 1, then there exist non- 
zero functions whose weighted Wigner distributions vanish in all points of 
the lattice. The case that the size of the elementary cells equals 1 is more 
delicate. If, e.g., we have a regular tempered distribution f whose weighted 
Wigner distribution vanishes in the points of the lattice, then f must be the 
null function, but the conclusion is not true if f is not regular or not tem- 
pered. 
We now turn to a more detailed description of what we are aiming at. Let 
F be a reasonably behaved function defined on R. The Wigner distribution 
W(F) of F, defined as 
(W(F))(l, A) = j” e p2”‘AxF(t + (l/2) x) F(t - (l/2) x) dx (1) 
-m 
for t E R, A E R, can be used to give a simultaneous description of the 
energy distribution of F in time and frequency (cf. 1, 2, 8). The expression in 
(1) is real for real values of t and A, but it may be negative, and this 
prevents, of course, an interpretation as a density function. It is therefore 
more appropriate to consider certain averages of W(F) instead of W(F) 
itself. 
*Part of the research leading to this paper was supported by the Netherlands Organization 
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If, e.g., g is a reasonably behaved function of one real variable, then 
= IKLq g)12 (XERVER) (2) 
(for notational simplicity we have assumed g to be even and real; cf. 18, 
Appendix 3, Theorem 2.41). Here TX denotes the time shift operator defined 
by (T,f)(t) = f(t + x), and R, denotes the frequency shift operator defined 
by (R,f)(t) = eCzni”‘f(t) (x E R, q E R; f some function defined on the 
real line). The function whose values are given by the expression in (2) is 
called a weighted Wigner distribution. 
In this paper we shall take g = g, in (2) where g, is given by 
g,w = wY)“4 exp( - rc-‘t2) for t E R. Then W(g) is given by 
(W(g))(t, 2) = 2 exp( - (2n/y) t2 - 27cyL’) for t E R, L E R. There are 
several reasons to take Gauss functions. First, they are easy to manipulate. 
Second, the “spread” of their Wigner distributions is minimal (cf. 121, 
Theorem 15.2 and 27.15.1), and finally W(F) can be reconstructed from the 
function whose values is given by the expression in (2). 
We note that for x E R, n E R 
(T&K s,> = e-nix’V, G,(x, rl)), 
where G&x, ‘I) is given by 
(3) 
(G&x, q))(t) = (2/y)‘14 exp(-ny- ’ (t - x)’ 
+ 27rirt - 7cixry) (t E R). 
That is, G&x, ‘I) is a Gabor function localized at the point (x, n) in the time- 
frequency plane (cf. [2, 27.12.1; 8, 3.5.11). 
For a very large class of functions F, the expression in (3) depends 
analytically on x and q. It therefore makes sense to look for certain appro- 
priate countable sets of points in the time-frequency plane with the property 
that if (3) vanishes in the points of such a set then (3) vanishes everywhere 
(as we shall see this means that F is equal to zero). In this paper we consider 
lattices V,,, in the time-frequency plane of points unm defined by 
a nm = (w mP) 
with integers n and m and with a > 0, /I > 0. 
Some of the results of this paper are already contained in [ 3,4, 111. It is 
proved there, e.g., that if FE L2(lR), if c$ = 1, and if the expression in (3) 
vanishes in every point of V,,, then F = 0 (a.e.). This theorem arises in 
connection with what are called Von Neumann lattices. If, however, F is 
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allowed to be a generalized function, the situation becomes essentially more 
complicated, especially in the case a/I = 1. 
1. NOTATIONS AND PRELIMINARIES 
We use Church’s lambda calculus notation, but instead of his L we have 
the symbol $J’ as suggested by Freudenthal: If S is a set, then putting $‘$,,, in 
front of an expression (usually containing x) means to incidate the function 
with domain S and with the function values given by the expression. We 
write $J, instead of vXEs if it is clear from the context which set S is meant. 
The set of all real numbers is denoted by R; the set of all complex 
numbers is denoted by 6. The set of all integers, all positive integers are 
denoted by L, N, respectively. 
We assume the reader to be familiar with the theory of (tempered) 
distributions of Schwartz (cf. [ 6, Chap. II, in particular sections 28-3 l]), and 
we employ the usual notations (e.g., ,Y denotes the class of all functions that 
are infinitely many times differentiable and that decrease rapidly to zero, and 
7 ’ denotes the class of all tempered distributions). 
An important role is played by the test function space S and the space S* 
of generalized functions. The readers not familiar with these spaces are 
referred to [2, 8, 9, lo]; we just mention here some of the main definitions 
and properties. The space S consists of all analytic functions f of one 
complex variable such that there exist M > 0, A > 0, B > 0 with 
1 f(x + &)I < A4 exp(-7uix2 + 7rB.v’) (XC R,yE R). (1) 
A sequence (f,JnE,kJ in S is said to converge to zero in S(f, +’ 0) if all f, 
satisfy an estimation as in (1) (with M, A, B possibly depending on the 
particular sequence (f,),,,) and if f, + 0 pointwise. A generalized function 
F is a continuous anti-linear functional defined on S; the action of F on 
f~ S is denoted by (F, f). The class of all generalized functions is denoted 
by S*. A sequence (F,JnelY in S* is said to converge to zero (F, +‘* 0) if 
(F,, f) -+ 0 (n + co) for all f E S. The class of all ordinary functions f: 
R + C that are measurable and that satisfy W, exp(--net2) f(t) E L,(lR) for 
all E > 0 is denoted by St. It is easy to see that v,,, SC”, f(f) g(t) dt is an 
anti-linear continuous functional of S if f E S+ ; this functional is denoted 
by emb (f). The space S is contained in -Y, and .Y’ can be embedded in 
S*. This is easily seen from [S, Appendix 1, 1.141 and [12, Appendix to V, 
3 1. If FE P”, then the embedding of F in S* is again denoted by F. Also, 
the space S is P-dense in .Y. This is easily proved by noting that S 
contains all Hermite functions and that the set of all finite linear 
combinations of Hermite functions is Y-dense in .Y. The operators T,, 
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R,(a E C, b E C) introduced above can be defined on the space S, and, by 
dualization, on the space S*. The same thing holds for the operator Z, 
defined as Z,f = v, L”*f(Lz), and for the Fourier transform .F and its 
inverse K*. (In this paper we define the Fourier transform flf of anfE S 
by 
.17 maps S onto itself.) If f E S, the Wigner distribution W(f) of f is an 
element of S2, that is, W(f) is an analytic function of two variables 
satisfying an estimation like (1) over C2. The Wigner distribution can also be 
defined for a generalized function, and it is an element of S“, that is, a 
generalized function of two variables (cf. [8, Appendix 31. If FE S’“, g E S 
and g is even, then 
(72:’ T’,z’ WFh W(g)) = IV’$$‘, s)l’ (xElR,qER). 
(The indices refer to the variable on which the operator concerned is acting.) 
We note that V,,,,,(T,R,F, g) is an analytic function of two variables. 
2. GENERALIZED FUNCTIONS WHOSE WEIGHTED WIGNER DISTRIBUTIONS 
VANISH ON LATTICES 
2.1. Let CL > 0,/I > O,pE (0, l),qE (0, I), and let va,B,p,q be the 
collection of all points anm = ((n + p) a, (m + q) /3) with n E L, m E 27. We 
consider the following question: if F E S*, then how must Y, a, P, P, and 4 be 
chosen such that (T,R,F, g,) = 0 ((a, b) E Va,o,p,q) * F = O? 
2.2. It is sufficient to consider only the cases with y = 1, p = q = l/2. 
To show this, let a>O, p>O, pE(O,l), qE(O,l), y>O. We have 
g, = z VP 1/2 gl y hence 
(Tcn+pd+rn+q~F~ g,> = (Zyl/~T(ntp)nR(,+,,~F, gJ 
Now 
T(n+PdontL7M 
_ e-2ni(p- 1/2)(n+ 1/2)a4 T 
(n+ ,,2,Jo?l+ 1/2MTCP- l/Z)a R (9- 1/2)L3. 
Hence, with F(‘) := T~p_,,2,,R~,-,,2,DF, 
(L+PkJL+c7u3~(1)~ &J = 0. 
409’80 I I I 
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if and only if 
(Z,,, To,+ w,J (m+ 1,2)P)~ 8,) = 0. 
Using the relations Z, T, = Td,Z, , Z, R, = R,,Z, for L > 0, a E R, b E R, 
we get 
(z,“J-,n+ 1,2)aRon+1/2)4~(‘)~ g1) 
= CT,,+ mav-d (m+ 1,2)~V”2zy”2~(1)~ gd. 
Hence (T,R,F, g,) = 0 for all points (a, b) E Va,b,P,q if and only if 
(T,R~ZvVIF(‘), g,) = 0 for all points (a, b) E Vcr,G,gs,1,2,,,2(8 = y”‘). And 
F=OifandonlyifZ,,,F(‘)=O. 
2.3. An important role is played by the functions H,,,(a > 0, j? > 0). 
DEFINITION. For a > 0, B > 0 the function H,,, is defined by 
H .- 0.5 *- i-kc f exp( - 7cn”a-‘p + 2nina-‘2). 
n=-CC 
2.4. The function H,,, is analytic and periodic with period a. Also, 
H a.4 is a multiplicator in the spaces S and S* (cf. [IO, 4.3 and 4.3, 
remark]). This is seen by noting that 
I&,(x + @>I ,< : exp( - xn’a-‘jl- 2ma-‘y) 
n=-00 
= exp(na-‘p-‘y*) T exp( - na-‘P(n + YP-I)*). (l) 
n=-ix 
Since $JYGp, Cr= -a, exp( - na-‘P(n + yp-‘)‘) is continuous and periodic 
(period /3), we conclude that there exists an M > 0 such that 
I H,,,(x + iy)l < M exp(na-‘P-‘y*) (XE RYE R). 
We see from ]lO], 4.5 that H,,, is a multiplicator in S and S*. 
We also see that there is equality in (1) whenever x is an integral multiple 
of a. Since C,“= --oo exp( - na-‘/3(n +y/3-I)‘) > 0 for all y E R we conclude 
that there is an m > 0 such that 
1 H,,Jna + iy)j > m exp(7ia-‘p-‘y2) (n E z,y E F?). 
2.5. The functions H,,, with a > 0,/l > 0 are theta functions. 
Employing the notation of [ 14, 2 1.111 we have for a > 0, /I > 0, z E C 
Ha,&) = @,(a-‘~, ecna-‘4). 
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We conclude from [ 14, 21.121 that the zeros of H,,, are all of first order, 
and that they constitute precisely the points of the lattice 
L a.o:={(n+~)a+(m+t)pilnEB,mEZ}inC. 
2.6. Let FE S*. It is convenient to rewrite the condition 
“(T, R,F, gi) = 0 for all points (a, b) of Va,o,1,2,1,2” slightly. 
We have for a E R, b E R 
(T&F, g,) = (R,K T-a g,>. 
Now T-, g, = exp( - ~a’) R, g,, whence (T,R,F, g,)=O if and only if 
(Rbti,F, g,) = 0 for a E R, b E R. We thus find that (T,R,F, g,) = 0 for all 
points (a, b) of the lattice Va,4,,,2,1,2 in R* if and only if (R,F, g,) = 0 for all 
points L of the lattice L,,, in C. 
2.7. Let FE S*. It is necessary to investigate the behavior of the 
function G := WZEc (RF, g) in detail. Here g := WrE;eP~‘* = 2p”4g,. 
THEOREM. The function G is analytic, and for every E, > 0, c2 > 0 there 
exists an M > 0 such that 
j G(x + iy)l < M exp(7rs,x2 t n( 1 t s2) y’) (xER,yER). 
Proof. For z E C we have G(z) = (jrF, T?jTg) since jrg == g and 
XRz = T-F. Analyticity of G easily follows from [ 10, Theorem 3.31. That 
the estimates given in the theorem hold can be proved in exactly the same 
way as [ 10, Lemma 5.21, and we therefore omit the proof. 
We note that the above theorem implies that G is of order < 2, an.d, if the 
order = 2, of type <II. 
2.8. THEOREM. Assume that a@ < 1, and that G(z) = 0 in all points 
z E L,,, (G is as in 2.7). Then F = 0. 
ProoJ It follows from Theorem 2.7 and [5, Chapter 9, Theorem 9.1.11 
that G = 0. It is seen from the definition of G and [ 10, 5.5 and 4.71 that 
.F*(emb(G)) = ST*(emb(WL (T,jrF, g,)) = Sr*(T,,XF) = g, . F. We thus 
see that g, . F = 0. We conclude from [ 10,4. lo] that F = 0. 
Remark. Compare this result with [3, 2A]. 
2.9. Now assume czfi > 1. We shall construct FE S*, F + 0 with 
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(R,F, gi) = 0 for all points z EL,,,. Therefore we solve F from the equation 
,;T(F . g,) = emb(H,,J (cf. the proof of Theorem 2.8). We note that 
,F*(emb(H,,,)) = 
and also that e-nn20-‘8Sna.., = (Wze-“‘*““). 6,,,-, for n E Z. By S*- 
convergence of the series CFF ~Lo 6,, , and by continuity of the multipli- 
cation operator v, ($‘ze-“‘*“4) e H (cf. [ 10, 4.3 remark]) we see that 
So if we Put F= &‘;2-“4e?‘a4~‘)z’)~ c,“=p, 6,, ,, then 
x(F . g, > = embVL,). 
Remarks. (1). It is also possible to find an f E Sf such that f # 0 and 
(R,(emb(f)), g,) = 0 for all points z E L,,, (ap > 1 assumed). We can take, 
e.g., 
In case a/I = 1 this f is embeddable in S* but not in 9’. 
(2). If c$? > 1, we can find an f E S with f # 0 and (R,f, g,) = 0 for 
ail points z E L,,,. We can take, e.g., 
f =VLexp 
( 
-rcz2 (k-kIt:$-k) 
X c exp --nap2 
“=-cc i 
(k+al))(n+&)‘), 
where k is such that (k - 1) ap - k > 0. 
(3). In [3, 2.B] examples like ours have also been given. However, the 
analytic functions occurring there are not proved to have the form (RS; g,) 
with some FE S*. Compare also [ 11, Assertion 11. 
2.10. We assume in the remainder of this section that a/l = 1, FE P’, 
and that G(z) = (R,F, g,) = 0 for all points z EL,,, (the operator R, is, in 
general, not defined on 9”; we consider, however, 9” as a subset of S* so 
that RJ makes sense if FE 9”). It is necessary again to investigate the 
behavior of G in detail. 
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THEOREM. There exist numbers C > 0, NE N such that 
I(R,F, g,)( < C( 1 + (Re z)‘)” (1 + (Im z)‘)” en(‘mz)2 (z E C). 
ProoJ Define K :=RF. 
(K, T_, gl)(z E C). Since K E 9’ 
that (11 lloo denotes supnorm over 
derivative of h) 
IK h)l G C, 2 II V,O + x2)*’ h(n)(x)ljm 
Then KEY’, and V~, 8,) = 
there exist numbers C, >O, NEN such 
[R and hen) means to indicate the ath 
(h E ,;“‘) 
a=0 
(cf. e.g., the proof of [6, Chapter II, Section 3, theorem on p. 15 11). 
If we apply this with h = Tp,g, , then we find 
(*)IV’,K g>l < C, 2 llW,(l + x’>“gl”‘(x - r)ll,. 
a=0 
Let a = 0, 1 ,..., N. We have g’,“‘(y) = P,(y) epny’ (y E c), where P, is a 
polynomial of degree (r (Hermite polynomial). There is an M, > 0 such that 
lP,(Y)l G M,(l + lY12Y (YE Cl. 
It is easy to check that 
/ gp)(x - Z)l < M,( 1 + (Im z)‘)” e”‘rm ‘I’ 
x (1 + @ - Re Z)*),~e-7+Re~)2 
for all x E iR. Hence (using the fact that // lIcc is translation invariant) we get 
il$J,(l +x’)“g’l*‘(x--z7~loo <M,(l + (Imz)2)Neno”Z)2 
x IIv,(l + (~+Rez)*)~(l +~*)~e~~~~ll~. 
Now 1 + (x + Re z)’ < 2( 1 + x2)( 1 + (Re z)‘) for all x E iR, z E G., and it 
follows that 
llV$,U + X21N g’l”‘(x - mc 
< 2M,D(l + (Imz)*)“(l + (Rez)2)Ne”(*mi’*, 
where D = ll$J1,(l +x2)2Ne~~X2~~oo. 
We have proved now that each of the terms occurring at the right hand 
side sum of (*) can be estimated by an expression 
C(l + (Im z)‘)” (1 + (Rez)2)Ne”“m”2. 
From this the lemma easily follows. 
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2.11. Since we assumed that G(z) = (RF, g,) = 0 for all points 
z E L,,D, and since G is analytic we infer the existence of an analytic 
function Q such that 
G(z) = Q(z) H,&) (z E C). 
It is not hard to prove that Q has order <2 (as Q = G/H,,,, where G and 
H,,, have order <2; cf. 7, Chap. VIII, Ex. 81). We shall prove now that Q is 
a polynomial. We note therefore that there exists an M > 0 such that 
H,,,(x) 2 ~4 (x E R), 
H,,,@ + iy) > ~4 exp(w*) bE&YER) 
by 2.6 (afi = 1 by assumption). 
It follows from 2.10 that there exists numbers C > 0, NE N such that 
I Q(x)1 < C( 1 + .‘>,’ (x E R), 
/ Q(na + iy)l < C( 1 + ~*cx*)~ (1 + JJ*)” (n E z, y E R). 
Now consider the function v,(z + i))4N Q(Z) in the strip 1 Re z] < n, 
Im z > 0, where n E N. We have ](z + i)-4N Q(Z)] < C on the boundaries of 
the strip, so if we apply the theorem in [ 13, 5-651 (note that the order of 
Q < 2), then we conclude that l(z + i))4N Q(Z)] < C in the strip / Re z] < n, 
Im z > 0. It follows that Q(Z) = O(]z 14N) in the upper half plane. Similarly, 
Q(Z) = O(]Z]~~) in the lower half plane. If follows from analyticity of Q that 
Q is a polynomial. 
We arrive at the following theorem. 
THEOREM. IfFEY’, a/?= 1 and (Rp,g,)=Ofor allpoints zEL,,,, 
then there exists a polynomial Q such that (R,F, g,) = Q(z) H,,,(z) (z E C). 
2.12. We next characterize the elements FE 9’ for which there exists 
a polynomial Q such that (R,F, g,) = Q(Z) H,,,(z) (z E C). We have as in 
the proof of 2.8 for such an F 
F. g, =Sr*(emb(Q . H,,b)) = c e-X”ya’T,,Sr*(emb(Q)). 
Since Q is a polynomial there is an integer m > 0 and complex numbers 
co,..., c, such that .F*(emb(Q)) = C;1=, cI#). It can be proved that there 
exists polynomials PO,..., P, such that 
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for 1= 0 ,..., m. So, if 
then 
F . g, = c g, . T7 c,G,,t, 
n=--(o /=I 
and hence (by Y’-convergence of the series CF=-oo c;1=, c,G,,,) 
Note that each G,., is concentrated in n/a(n E Z, 1= 0 ,..., m). 
We thus proved the following theorem. 
THEOREM. If F E jo’, a/? = 1 and (R,F, g,) = 0 for all points z of LnY4, 
then there exists an m E N U (O} and a sequence (F,),El of elements of 3” 
such that each F, is a linear combination of derivatives of order < m of 6,, 
and such that F = En”= --oo F,. The convergence is in Y’sense. 
2.13. COROLLARY. If F is a regular tempered distribution, ap = 1 and 
(RZ F, g,) = 0 for all points z E La,s, then F = 0. 
This corollary generalizes the result of [3, Section 31 considerably. 
2.14. In [ 1 l] the following problem is posed and solved. Does an 
FE L2(IR) vanish identically if (R,F, g,) = 0 for all z E Lc),, z # 0. Here 
Lbp\= ka+ilj3]kEZ,lEZ}anda>O,/?>O,a/3=1.Theanswerisyes. 1 
The corresponding problem for S* or 9” is ill-posed, of course, by 2.12. 
However, the following theorem holds. For notational and computational 
convenience we only consider the case a =/I = 1. 
THEOREM. Let FE Y’ satisfy (R,F, g,) = 0 for all z E LIP’,, z # 0. 
Then F can be written uniquely as F = F, + cF,, where F, E Y’ satisfies 
(R,F, , g) = 0 for all z E L\o), and F, is given by 
F, = emb 
( 
$JIexp(zt2) y 
n-1/2>t 
(-1)” exp(-n(n - l/2)‘)). 
Proof. As in 2.11 we conclude that there exists a polynomial Q, such 
that z(R,F, g,) = Qo(z) H,(z). Here Ho is given by 
Ho(z)= x exp(--n(n - 1/2)2 
“=--co 
+ 27ri(n - l/2)(2 - l/2)) @EC) 
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(note that we have to shift in the time-frequency plane over a distance (l/2, 
l/2)). By inverse Fourier transformation we get 
(the prime denotes differentiation). As Q, is a polynomial, there is an integer 
m > 0 and complex numbers co,..., c, such that 3*Q, = C;z:=o ckSbk). Now 
for k= 1 ,..., m we can write 
c (-1)” exp(-rc(n - +)‘) T,-,,26ik) = (Hk . g,)‘, 
n= --CT: 
where H, E 7 ’ satisfies (R,H,, g,) = 0 for all z E Liy{ (compare 2.12). If 
we put F, = 2ni CT=, ck H,, G := F-F,, then (RIF,, g,)=O for all 
z E L’,:‘, , and 
(G . gl)’ = Znic, c (-1)” exp(-n(n -4)‘) T,P,,,6,. 
n=-cc 
Integrating we see that there is a b E @ such that 
G. g, = 2zic0emb 
i 
$‘!, 1’ 
n-;Tz>t 
(-1)” exp(+r(n - +)‘)I + b. 
Now note that F, is a regular tempered distribution. To show this we observe 
that C,“=-, (-1)” exp(-rr(n - 1/2)2) = 0. Hence 
lF2W G \‘ exp(-z(n - 1/2)2 + nt2) 
n-1/2>t 
and 
< F exp(-2zkt- nk2) 
k-0 
if t > 0, 
IFz(t>l G \‘ exp(-z(n - l/2)* + nt2) 
n-L/Z<1 
< C exp(2nkt - zk’) 
k:O 
if t < 0. 
We easily see that b = 0, and that G = 2dc,F,. This proves the existence of 
a decomposition as required in the theorem. Uniqueness of such a decom- 
position follows from the fact that 
(Kg,)=-\‘(-I)” n exp(--7c(n - 1/2)2) # 0. 
n 
Hence c is uniquely determined by F. This completes the proof. 
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Remarks. (1) The K of the above theorem is bounded. So the theorem of 
Perelomov stated in the beginning of 2.14 does not hold if L’(R) is replaced 
by Lm(lF!). 
(2) It is proved in [ 1 l] that for any k E L, 1 E Z there exists an 
FEL*(lR), F#O such that (R,F,g,)=O for all zELF,\, z#O, 
z # ka + d/l. 
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