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Abstrat: A pedagogial introdution to olor superondutiv-
ity in the weak oupling limit is given. The fous is on the ba-
si tools of thermal eld theory neessary to ompute observ-
ables of olor superondutivity. The rih symmetry struture
and symmetry breaking patterns are analyzed on the basis of
the Anderson-Higgs mehanism. Some tehniques an also be
applied for omputing neutrino proesses in ompat stars.
As an example, we show how to obtain the neutrino emis-
sivity for Ura proesses in neutron stars by omputing the
polarization tensor of the W-boson. We also illustrate how a
spin-1 olor superonduting phase generates an anisotropi
neutrino emissions in ompat stars.
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s, Color Superondu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1 What is olor superondutivity?
Nowadays, superondutivity in a wide range of materials and superuidity
of Helium-3 an be generated with pratial equipments in laboratories. It
is well known that the underlying mehanism of all these 'super' phenom-
ena is the so-alled Cooper paring of fermions (eletrons in superondutors,
fermioni
3He atoms in Helium superuids) near the Fermi surfae of the or-
responding fermions. These phenomena are all of eletromagneti nature and
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at atomi level. In the regime of strong interation where quarks and gluons
are elementary partiles desribed by quantum hromodynamis (QCD), a
similar phenomena, the so alled olor superondutivity was rst proposed in
old dense quark matter by Barrois [1℄, Bailin and Love [2℄, and further devel-
oped by many others (for reviews, see [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14℄).
However olor superonduting quark matter annot be produed in any
laboratory in the foreseeable future. The reason is that this exoti phase
of matter requires extremely high baryoni densities and relatively low tem-
peratures. In nature, suh onditions are only realized in the ores of old
ompat stars, i.e. in relatively old remnants of supernova explosions.
In a olor superondutor, quarks form Cooper pairs similarly to eletrons
in a normal superondutor or to fermioni
3He atoms in a Helium superuid.
Quarks arry olor harges and interat via gluon exhange (the gluon is the
QCD gauge boson). At very high baryoni densities the quark hemial po-
tential µ is muh larger than the QCD sale ΛQCD ∼ 200 MeV, the running
oupling onstant αS(µ) is thus small, beause QCD is an asymptotially
free theory for quarks and gluons. This was rst shown by Gross, Politzer
and Wilzek in 1973 [15, 16℄ and awarded the Nobel Prize in 2004 [17, 18℄.
In this ase, the interation between quarks is dominated by one-gluon ex-
hange. As will be demonstrated expliitly at the end of this setion there is
an attrative hannel in one-gluon exhange providing the binding agent for
the quark Cooper pair. This is in ontrast to normal superondutors where
an eletron Cooper pair is formed indiretly via eletron-lattie interation
(diret eletron-eletron interation is repulsive). In this sense olor super-
ondutivity is simpler than the normal one. In hadroni matter quarks are
onned in olor-neutral hadrons. Only at suiently high baryoni densi-
ties when these hadrons overlap and eventually free the quarks out of their
hadroni domains, the quarks an move in muh larger spae-time volumes
than the size of hadrons. This phenomenon is alled deonnement. It is ex-
peted to our in the ore of some ompat stellar objets as neutron stars,
where the baryoni densities are a few times larger than the nulear matter
saturation density ρ0 ∼ 0.14 fm−3, whih orresponds to a quark hemial
potential µ ∼ 400 − 500 MeV.
Sine quarks are fermions, the Pauli exlusion priniple does not allow
two quarks to oupy the same quantum state. At zero temperature, they
ll up states up to the so-alled Fermi momentum kF (or the Fermi surfae)
above whih all states are empty. Due to Pauli bloking, only quarks near the
Fermi surfae are able to interat and exhange momenta. The exhanged
momenta in quark-quark sattering are of order kF . In the ultra-relativisti
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limit, we have EF =
√
k2F +m
2 ≈ kF ≈ µ. We know that the quark density
ρ ∼ k3F ≈ µ3, the high baryoni density means large Fermi momentum kF or
hemial potential µ. We will onsider asymptotially large quark hemial
potentials, µ ≫ ΛQCD, the so-alled weak oupling approah, whih means
high density and large mementum transfer. The weak oupling approah
enables one to study the phenomena in a rigorous or well-ontrolled way.
For reviews of the weak oupling appoah, see, for example, [5, 13℄. The
physial preditions of suh an approah ertainly have to be interpreted
very arefully, sine for realisti µ one has αs(µ) ∼ 1. But aided by the
resummation methods, the perturbative analysis an be extrapolated even
to realisti densities suh as those in the ores of neutron stars [13℄. Support
also omes from the NJL model [19, 20℄, a simple eetive theory of QCD
without gluons but with a loal four-quark interation. It predits olor
superondutivity also at moderate baryoni densities with gaps of order
of φ ∼ 100 MeV, whih mathes the gap value extropolated from the weak
oupling approah. Reently there are many developments in the NJL model
[21, 22, 23, 24℄ and in the random matrix model [25, 26℄, a more rigorous
eetive model, to desribe the olor superonduting phase diagram.
So at high baryoni densities where the strong oupling onstant is small,
the single gluon exhange dominates the quark-quark sattering, as shown
in Fig. (1), whose amplitude is proportional to
N2c−1∑
a=1
T ii
′
a T
jj′
a = −
Nc + 1
4Nc
(
δii′δjj′ − δij′δi′j
)
+
Nc − 1
4Nc
(
δii′δjj′ + δij′δi′j
)
. (1)
Here, Nc = 3 is the number of olors and Ta are generators of the SU(3)c
gauge group. Here Ta ≡ λa/2 where λa are the Gell-Mann matries. The
indies i, j are the fundamental olors of two quarks in the inoming han-
nel, while i′, j′ their respretive olors in the outgoing hannel, see Fig. (1).
Interhanging two olor indies in the inoming or outgoing hannel hanges
the sign of the rst term while the seond term remains intat. The minus
sign in front of the asymmetri term indiates that this hannel is attrative,
as it is similar to the Coulomb interation between a negative eletri harge
and a positive one (the produt of two harges is negative). This nding is
ruial, as due to Cooper's theorem any arbitrarily weak attrative intera-
tion will destabilize the Fermi surfae in favor of the formation of Cooper
pairs. Sine the pairs are of bosoni nature they will ondense at suiently
3
low temperatures into a Bose-Einstein ondensate (in a more rigorous way,
Cooper pairs are Bose-Einstein ondensate in strong oupling limit).
In group theory, Eq. (1) orresponds to deduing the diret produt of
two triplets into one olor antitriplet (anti-symmetri) and one olor sextet
(symmetri)
[3]c ⊗ [3]c = [3¯]ac ⊕ [6]sc . (2)
Now we illustrate how two triplets makes an anti -triplet. Denote ψi the
quark eld following the SU(3) transformation:
ψ′i = gijψj , (3)
where g is a SU(3) element. An anti-triplet an be written by ψ˜k = ǫijkψiψj ,
whih transforms as
ψ˜′k = ǫijkψ
′
iψ
′
j
= ǫijkgii′gjj′ψi′ψj′
= δk′kǫijk′gii′gjj′ψi′ψj′
= gk′lg
†
lkǫijk′gii′gjj′ψi′ψj′
= g†lkdet(g)ǫi′j′lψi′ψj′
= ψ˜lg
†
lk, (4)
where we have used ǫijk′gii′gjj′gk′l = det(g)ǫi′j′l and det(g) = 1. We see that
the anti-symmetri diquark eld ψ˜k transforms like an anti-quark.
From the anti-symmetry of the attrative hannel it follows that the two
quarks in a Cooper pair must arry dierent olors. In addition to olors,
quarks also ome along with spin and avor quantum numbers. Sine the
total wave funtion of a Cooper pair has to be anti-symmetri under the
exhange of two quarks, the ombined spin-avor part has to be symmetri.
This requirement will be used in the following setion to lassify various
possible olor superonduting phases.
2 Struture of diquark ondensate
In this setion we disuss the struture of diquark ondensate [8, 27℄. A
diquark ondensate is dened as an expetation value
M = 〈ψcOψ〉 , (5)
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Figure 1: One gluon exhange
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where ψ is the quark eld with all Dira, olor and avor indies, ψc is
its harge onjugate eld dened by ψc = ψ
TC with the harge onjugate
operator C = iγ2γ0. The operator O has Dira, olor and avor parts:
O = ODirac ⊗Ocolor ⊗Oflavor . (6)
The harge onjugate operator an be determined by transforming the Dira
equation of a fermion to that of an anti-fermion,
(pµγ
µ −m)ψ = 0
→ ψT (pµγµT −m) = 0
→ ψTC(pµC−1γµTC −m) = 0
→ ψc(pµC−1γµTC −m) = 0
→ ψc(pµγµ +m) = 0. (7)
One an verify that C = iγ2γ0 satises C
−1γµTC = −γµ or CγµTC = γµ
using γµT = γ0,−γ1, γ2,−γ3 for µ = 0, 1, 2, 3. Exploiting the anti-symmetri
property of the fermioni quark elds, one nds
M = 〈ψcOψ〉 = 〈ψTCOψ〉
= 〈ψi(CO)ijψj〉
= − 〈ψj(CO)Tjiψi〉 = − 〈ψT (CO)Tψ〉 . (8)
So the operator CO obeys
(CO)T = −CO. (9)
This means that the operator CO is anti-symmetri under transposition.
We an hoose all three parts of CO, i.e. Dira, olor and avor parts, anti-
symmetri or two of them symmetri and the third one anti-symmetri. In
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Table 1: Symmetri properties of O under transposition. In the row of Dira
part, 'S', 'P', 'V', 'A', 'T' means that the operator CO is a salar, pseudo-
salar, vetor, axial-vetor and tensor, respetively. In the U(2) row, σi are
Pauli matries, while in the U(3) row, λi are Gell-Mann matries.
Anti-symmetri Symmetri
Dira
(ombined with C)
γ5 1 γ
µγ5
S P V
γµ σµν
A T
U(2)
σ2
singlet [1℄
1, σ1, σ3
triplet [3℄
U(3)
λ2, λ5, λ7
anti-triplet [3℄
1, λ1, λ3, λ4, λ6, λ8
sextet [6℄
Tab. (1) a variety of hoies to build up the operator O is given together
with the orresponding symmetri properties under transposition.
Now we show how to determine the parity of the ondensate. Suppose
under parity transformation P, the eld ψ(t,x) hanges as follows
Pψ(t,x)P = ηγ0ψ(t,−x)
Pψ(t,x)P = η∗ψ(t,−x)γ0, (10)
where η is a omplex number. Then the onjugate elds transform as
Pψc(t,x)P = ηcγ0ψc(t,−x)
Pψc(t,x)P = η∗cψc(t,−x)γ0. (11)
So the ondensate transforms as
Pψc(t,x)Oψ(t,x)P = η∗cηψc(t,−x)γ0Oγ0ψ(t,−x)
= −ψc(t,−x)γ0Oγ0ψ(t,−x), (12)
where use was made of the fat that the parity of the onjugate partile is
opposite to that of the partile, i.e. η∗c = −η. Then O = γ5, 1, γµγ5, γµ, σµν
orrespond to a salar, pseudo-salar, vetor, pseudo-vetor and tensor, re-
spetively, as shown in the seond row of Tab. (1). For example, O = γµγ5
gives a vetor, sine
Pψc(t,x)γ0γ5ψ(t,x)P = ψc(t,−x)γ0γ5ψ(t,−x),
Pψc(t,x)γiγ5ψ(t,x)P = −ψc(t,−x)γiγ5ψ(t,−x), (13)
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Table 2: Struture of diquark ondensates M, the Dira part is refered to
that of the operator O (not that of CO). JP is the spin-parity. Note that
the olor part is always in anti-triplet for all ondensates.
pairing Dira part (JP ) avor multiplet (number of avor)
spin-0 γ5(0
+
),1 (0−) 1 (Nf = 2), 3 (Nf = 3)
spin-1 γµ (1−) 1 (Nf = 1), 3 (Nf = 2), 6 (Nf = 3)
spin-1 γµγ5 (1
+
) 1 (Nf = 2), 3 (Nf = 3)
whih transforms as a vetor.
From spin-0 pairing (see, e.g. [19, 20, 27, 28℄), we require that the olor
part is anti-symmetri with respet to exhanging two quarks, i.e. the olor
part is in the anti-triplet hannel, and that the Dira part must be a Lorentz
salar or pseudo-salar, i.e. the Dira part of O must be γ5 or 1 whih is
anti-symmetri ombined with C. Therefore the avor part should be anti-
symmetri too, i.e. it must be a avor singlet in the two-avor ase or a avor
anti-triplet in the three-avor ase. The ondensate is then a JP = 0+(spin-
parity) or JP = 0− bound state of two quarks depending on whether the
Dira part is γ5 or 1. For the spin-1 pairing (see, e.g. [29, 30, 31, 32, 33,
34, 35, 36, 37℄), the olor part must be anti-triplet (anti-symmetri) and the
Dira part an be a vetor (symmetri) or an axial-vetor (anti-symmetri),
so the avor part an be symmetri or anti-symmetri respetively. There
is another example for the spin-1 pairing in the single-olor ase where the
olor part is symmetri and avor one anti-symmetri [38℄. If the single
avor pairing ours (the avor part is symmetri), the Dira part must be
γµ. Therefore a spin-1 Cooper pair is a JP = 1− state. Tab. (2) summarizes
the struture of diquark ondensates in spin-0 and spin-1 pairings.
Generally the gap of a spin-0 pairing is muh larger than that of a spin-1
pairing. In the ideal ase there is more energy benet for the spin-0 pairing
ompared to the spin-1 pairing, so the spin-0 pairing is favorable. But in
the real world, there are many fators to disfavor the spin-0 pairing. For
example, when eletri neutrality is taken into aount, there is a dierene
between the hemial potential of the strange quark and that of light quarks
u and d due to the large strange quark mass. Additionally, the hemial
potentials of u and d quarks dier due to β-equilibrium. If the dierenes of
the hemial potentials are large enough, the spin-0 pairing, e.g. CFL phase,
is not favorable [39, 40, 41, 42℄, and the spin-1 pairing or LOFF pairing [43℄
might be the true ground state [44, 45℄. Another possibility to kill the spin-0
7
Figure 2: The ferromagnetism as an example of spontaneous symmetry
breaking.
T c T cTT
pairing is the presene of a strong magneti eld whih favors the symmetri
spin wave funtion [32℄.
3 Spontaneous symmetry breaking
A symmetry of the Lagrangian is said to be spontaneously broken if the
ground state or the vauum of the system is not invariant under the oper-
ations of that symmetry. We all this phenomenon spontaneous symmetry
breaking.
A well-known example is the ferromagnetism arising from the spin-spin
oupling, see Fig. (2). The Lagrangian desribing the ferromagnetism is
invariant with respet to a SO(3) rotation. Above the transition temper-
ature Tc, the vauum state of the spin system is invariant with respet to
SO(3) rotation sine the spin orientations are totally random and any rota-
tion does not hange the spin state marosopially. Below Tc the vauum
spontaneously hooses one magnetization diretion, so the groud state is no
longer invariant under SO(3) rotation. The SO(3) symmetry of the vauum
is spontaneously broken to SO(2) whih desribes the rotational symmetry
around the total spin diretion. We thus write this symmetry breaking pat-
tern as G = SO(3) → H = SO(2), where G is the total symmetry and H
the residual symmetry.
In the seond example of spontaneous symmetry breaking the onept of
the loking state is explained. Suppose we have a system omposed of red and
blue spins of U(1) symmetry, see Fig. (3). Above a transition temperature
Tc, the red and blue spin orientations are totally random. Below Tc, there
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Figure 3: The loking state as an example of spontaneous symmetry break-
ing.
H = H =
H = U( ) lock1U(1) U(1) H = 1
U(1) U(1)G =
are four possibilities of breaking the total symmetry spontaneously:
G = U(1)red ⊗ U(1)blue → H = U(1)blue
G = U(1)red ⊗ U(1)blue → H = U(1)red
G = U(1)red ⊗ U(1)blue → H = 1
G = U(1)red ⊗ U(1)blue → H = U(1)red+blue (14)
In the rst one the red spin symmetry is broken while the blue one remains.
In the seond one the blue spin symmetry is broken but the red one remains.
In the third breaking pattern, both the red and blue spin symmetries are
spontaneously broken. The fourth pattern is speial in that both the red
and blue spins point in any diretions but their relative angle is xed. This
symmetry breaking pattern is alled loking in the sense that the state is
invariant under the joint rotation of the red and blue spins with the same
rotational angle. The loking, for example, is the underlying mehanism for
various phases in the superuid Helium-3 [46℄.
The well-known Nambu-Goldstone theorem [47, 48℄ states that the spon-
taneous breaking of a ontinuous global symmetry implies a massless spin
zero or salar partile, and that eah broken generator of the symmetry
group gives rise to one suh partile. Consider the omplex salar eld as an
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example. The potential an be written as
V (|φ|2) = a|φ|2 + b|φ|4, (15)
where a ∼ a′(T − Tc) and a′, b > 0, see Fig. (4). The above potential is
invariant under U(1) transformation, φ′ = eiθφ. Above Tc the potential ex-
hibits a minimum at φ = 0 whih is intat under U(1) transformation. Below
Tc the potential is minimal along the irle with radius |φ| = φ0, beause
the oeient a has dierent signs below and above Tc. The symmetry of
U(1) is spontaneously broken beause the vauum is hanged after any U(1)
transformation φ′ = eiθφ = eiθ
′
φ0. One sees that below Tc there is a massless
mode (the so-alled Goldstone mode) along the irle of minima.
A general proof of the Goldstone theorem an be given as follows. Sup-
pose a given potential is invariant under the transformation of a ontinuous
group:
δΦ = iθaCaΦ, (16)
where Φ = [φ1, · · · , φnG ]T with φi being the real salar eld omponent and
nG the number of real salar elds. C
a
are operators of the orresponding
Lie algebra of the group. The innitesimal hange of the potential due to
δΦ should vanish
δV (Φ) =
δV
δφi
δφi = i
δV
δφi
θa(Ca)ijφj = 0. (17)
Sine θa are arbitrary we have
δV
δφi
(Ca)ijφj = 0 (18)
for a = 1, · · · , nG. Taking an additional derivative with respet to φk, we
obtain
δ2V
δφkδφi
(Ca)ijφj +
δV
δφi
(Ca)ik = 0. (19)
Evaluating the above equation at the vauum Φ = Φ0, the seond term
vanishes, and we have
M2ki(C
a)ijφ0j = 0, (20)
where the mass matrix is dened by M2ki =
δ2V
δφkδφi
∣∣∣
Φ=Φ0
. If the ground state
is invariant under a sub-group H of G, for eah generator belonging to this
sub-group H, we have
(Ca)ijφ0j = 0 (21)
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Figure 4: Potential for omplex salar eld
PSfrag replaements
V (|φ|2)V (|φ|2)
Re(φ)
Re(φ)
Im(φ)
Im(φ)
T > Tc T < Tc
massive
massless
for a = 1, · · · , nH . For the remaining nG − nH generators, we have
(Ca)ijφ0j 6= 0. (22)
So Eq. (20) shows that there are nG − nH zero eigenvalues for the mass
matrix whih means nG − nH massless Goldstone bosons.
Note that the above argument holds for a Lorentz invariant system. In
the ontext of dense quark matter where the Lorentz invariane is lost, the
Nambu-Goldstone bosons have many ne strutures, see, e.g. Ref. [49, 50,
51℄.
4 Salar QED as an example of superondutor
In the above setion we disussed the spontaneous breaking of a global sym-
metry. In this setion we will investigate the spontaneous breaking of a loal
gauge symmetry. We will show that it is also a good example for superon-
dutivity. To this end, we onsider a theory of a omplex salar and a U(1)
gauge eld where they ouple to eah other in a minimal way, the so-alled
salar quantum eletromagnetism or salar QED. The Lagrangian is
L = (Dµφ)†Dµφ− V (|φ|2)− 1
4
FµνF
µν , (23)
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where the ovariant derivative is dened by Dµ ≡ ∂µ + ieAµ and the guage
eld stength tensor by Fµν ≡ ∂µAν − ∂νAµ. The potential is given by
V (|φ|2) = λ(|φ|2 − φ20). The Lagrangian L is invariant under a U(1) loal
gauge transformation,
φ′ = eieθ(x)φ,
A′µ = Aµ − ∂µθ. (24)
One an verify that under the above transformation D′µφ′ = eieθ(x)Dµφ.
Therefore the term (Dµφ)
†Dµφ is invariant.
The Lagrangian equation for the gauge eld reads
∂µFµν = jν ,
jν = ie(φ
∗∂νφ− φ∂νφ∗)− 2e2|φ|2Aν . (25)
The urrent jµ satises the onservation law ∂
µjµ = 0 due to ∂
µ∂νFµν = 0.
The Lagrangian equation for the salar eld reads
(∂µ + ieAµ)(∂
µ + ieAµ)φ = 2λφ(φ20 − |φ|2). (26)
In the ovariant gauge ∂µA
µ = 0 and hoosing the real salar eld (unitary
gauge) φ∗ = φ = ρ, the equation for the gauge eld beomes
(∂µ∂µ + 2e
2ρ2)Aν = 0. (27)
Suppose ρ is very lose to the vauum value φ0, we an expand ρ = φ0 + η,
the linearized equation of motion for the salar eld beome
(∂µ∂µ + 4λφ
2
0)η = 0, (28)
where we have dropped higher order terms like Aµ∂µη and A
µAµ et..
5 Invariant subgroup for order parameter
Consider a symmetry group in a theory
G = G1 ⊗G2, (29)
where G1 and G2 are Lie groups (a generalization to more than two groups
is straightforward). The group elements an be expressed in terms of the
generators of the respetive Lie algebras
g = g1 ⊗ g2
g1 = e
iCa
1
θa
1 ∈ G1
g2 = e
iCa2 θ
a
2 ∈ G2, (30)
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where Ca1 (a = 1 · · · n1) and Ca2 (a = 1 · · · n2) are the generators of the Lie
algebras G1 and G2, respetively. θ
a
1 and θ
a
2 are rotational angles assoiated
with the operators Ca1 and C
a
2 respetively.
Now we investigate how the order parameter hanges under the transfor-
mation of the group G. After hoosing one representation for the group G,
the order parameter M an be written on its basis
M ∼ ∆ije1i ⊗ e2j, (31)
where the oeient ∆ij is the gap matrix, and e1i and e2j are basis vetors
for G1 and G2 representations, respetively. After transformation, the order
parameter beomes
M′ = g1 ⊗ g2MgT1 ⊗ gT2
∼ ∆ijg1e1igT1 ⊗ g2e2jgT2 . (32)
For innitesimal transformation
g1 ≈ 1 + iCa1θa1
g2 ≈ 1 + iCa2θa2 , (33)
Eq. (32) beomes
M′ = M+ iθa1∆ij(Ca1e1i + e1iCaT1 )⊗ e2j
+iθa2∆ije1i ⊗ (Ca2e2j + e2jCaT2 ) (34)
To nd the invariant subgroup for the order parameter, we requireM′ =M
and then
iθa1∆ij(C
a
1e1i + e1iC
aT
1 )⊗ e2j
+iθa2∆ije1i ⊗ (Ca2e2j + e2jCaT2 ) = 0 (35)
From this equation we an nd the subset of operators Ca1,2 whih make up
the sub-algebra of the residual symmetry.
For the SU(3) group, we have a simpler version of Eq. (35). We know
that the olor part of the order parameter is the anti-triplet. So the basis of
the olor part now should be Ji, the olor anti-symmetri matries dened by
(Ji)jk = iǫjik = −iǫijk. Now we look at g1JigT1 , where g1 is a SU(3) group
element in fundamental representation (a 3 by 3 unitary matrix), whih
satises g1g
†
1 = 1 and det(g1) = 1. Using these properties we an simplify
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g1Jig
T
1 as
g1ji[g1Jig
T
1 ]mn = g1jig1ml(Ji)lpg1np
= −iǫilpg1jig1mlg1np
= −iǫjmndet(g1). (36)
Multiplying (g†1)kj on both sides, we get
[g1Jkg
T
1 ]mn = −iǫjmn(g†1)kj
= (g†1)kj(Jj)mn, (37)
or in operator form
g1Jkg
T
1 = (g
†
1)kjJj . (38)
In the ase of the SU(2) group, for example, the number of avors is 2,
we will enounter g1σ2g
T
1 , where g1 is a SU(2) group element in fundamental
representation (a 2 by 2 unitary matrix). Using g1g
†
1 = 1 and det(g1) = 1,
we have
[g1σ2g
T
1 ]mn = g1ml(σ2)lpg1np
= −iǫlpg1mlg1np
= −iǫmndet(g1)
= (σ2)mn (39)
Therefore we obtain g1σ2g
T
1 = σ2.
We an also simplify g2κjg
T
2 for SO(3)J . Here κj with j = 1, 2, 3 are the
basis for the spin triplet. Beause g2 is a group element of SO(3), we have
gT2 = g
−1
2 . Then we obtain
g2κjg
T
2 = g2κjg
−1
2
≈ (1 + iθm2 κm)κj(1− iθn2κn)
≈ κj + iθm2 κmκj − iθn2κjκn
= κj + iθ
m
2 iǫmjlκl
= κj − iθm2 (Jm)jlκl
→ [e−iθm2 Jm]jlκl = (g†2)jlκl. (40)
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5.1 Symmetry patterns: 2SC phase
Our rst example for the spin-0 pairing is the 2SC phase with u and d quarks.
For simpliity we onsider the positive parity hannel, for the omplete ase,
see, e.g., Eq. (9) in Ref. [14℄. The order parameter for this olor-avor
oupling phase an be written in the following form
M = Ji∆ijIjγ5, (41)
where Ji is the olor anti-symmetri matries given by (Ji)jk = iǫjik =
−iǫijk. We an also express Ji in terms of Gell-Mann matries J1 = λ7,
J2 = −λ5 and J3 = λ2. Ii are the avor anti-symmetri matries dened
in the same way as Ji. The oeient of the order parameter ∆ij for 2SC
is ∆ij = ∆δj3δi3. Inorporating this expression for ∆ij into Eq. (41), we
obtain
M2SC = ∆J3σ2γ5, (42)
where (σ2)ij = (I3)ij = −iǫij with i, j = 1, 2.
The symmetry group for the 2SC phase is
G = G1 ⊗G2 ⊗G3, (43)
where G1 = SU(3)c is the olor group, G2 = SU(2)f the avor group, and
G3 = U(1)B the baryon number group. Note that the eletromagnetism
group U(1)em is a subgroup of SU(2)f and U(1)B , sine the eletri harge
satises
Q = diag(Qu, Qd) = diag(2/3,−1/3) = T3 +B/2, (44)
where B = 1/3 is the baryon number.
First we want to nd the invariant subgroup of SU(3)c and SU(2)f , so we
an safely drop G3 for simpliation of the notation. The symmetry group
now is
G = G1 ⊗G2 = SU(3)c ⊗ SU(2)f . (45)
The elements of SU(3)c and SU(2)f are
g = g1 ⊗ g2
g1 = e
iTaθa1 ∈ SU(3)c
g2 = e
iσaθa2 ∈ SU(2)f , (46)
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where σa with a = 1, 2, 3 are Pauli matries. Aording to Eq. (32), we
obtain
M′ = g1 ⊗ g2MgT1 ⊗ gT2
= ∆γ5g1J3g
T
1 ⊗ g2σ2gT2
= ∆γ5(g
†
1)3iJi ⊗ σ2 (47)
where we have used Eq. (38) and (39). By expanding g1 and g2 to the linear
term of θa1 and θ
a
2 respetively, and requiring M′ =M, we have
θa1(Ta)3iJi ⊗ σ2 = 0, (48)
For a = 1, 2, 3 Eq. (48) holds automatially, beause elements on the third
row of T1, T2, T3 are zero. This means that there is freedom to hoose any
values of θa1 with a = 1, 2, 3. For a = 4, 5, 6, 7, 8, we have
θa1(Ta)3iJi = (θ
4
1 + iθ
5
1)T7 − (θ61 + iθ71)T5 −
2√
3
θ81T2 (49)
where we see that θa1(Ta)3iJi is not zero. Therefore to make Eq. (48) hold,
θa1 must vanish. We see that the orginal SU(3)c symmetry is spontaneously
broken to SU(2)c spanned by operators T1, T2 and T3 as follows
SU(3)c ⊗ SU(2)f → SU(2)c ⊗ SU(2)f . (50)
In order to get the invariant U(1) group for the order parameter, we
onsider the transfromation of U(1)em for eletromagnetism in the avor
setor. The elements of SU(3)c and U(1)em are
g = g1 ⊗ g2
g1 = e
iTaθa1 ∈ SU(3)c
g2 = e
iQθ2 ∈ U(1)em, (51)
Eq. (35) beomes
−θa1(Ta)3iJi ⊗ σ2 + J3 ⊗ σ2
θ2
3
= 0. (52)
where we have used
[eiQθσ2e
iQθ]kl = −iǫij[eiQθ]ki[eiQθ]lj
= −iǫkl det[eiQθ]
= σ2e
i(Qu+Qd)θ = σ2e
iθ/3
(53)
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Table 3: Q˜ harge in 2SC and CFL phases. The olors are labelled by 1,2
and 3.
2SC 1 2 3
u 1/2 1/2 1
d -1/2 -1/2 0
CFL 1 2 3
u 0 1 1
d -1 0 0
s -1 0 0
The above equation beomes[
(−θ41 − iθ51)T7 + (θ61 + iθ71)T5
+
2√
3
θ81T2
]
⊗ σ2 + 2
3
θ2T2 ⊗ σ2 = 0. (54)
We obtain
θa1 = 0, a = 4, 5, 6, 7
θ81 = −
1√
3
θ2. (55)
With this relation between θ81 and θ2 we an ombine the group elements as
eiT8θ
8
1 ⊗ eiQθ2 = ei eQθ2 , (56)
with the new U˜(1) harge given by
Q˜ = 1⊗Q− 1√
3
T8 ⊗ 1, (57)
where T8 =
1
2
√
3
diag(1, 1,−2). So the original symmetry is broken as
SU(3)c ⊗ U(1)em → SU(2)c ⊗ U˜(1). (58)
The Q˜ harge in the 2SC phase for u and d quarks with dierent olors are
listed in Tab. (3). We see that the ondensate made of (u1d2, u2d1) is Q˜
neutral beause Q˜cond = Q˜(u1) + Q˜(d2) = Q˜(u2) + Q˜(d1) = 0.
5.2 Symmetry pattern: CFL phase
Our seond example for the spin-0 pairing CFL phase. For simpliity we
onsider the positive parity hannel, for the full ase, see, e.g., Eq. (6) in
Ref. [14℄. The order parameter an be written as
M = Ji∆ijIjγ5 = ∆J · Iγ5, (59)
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with ∆ij = ∆δij . The symmetry group is
G = G1 ×G2 ×G3 = SU(3)c × SU(3)f × U(1)B . (60)
Now we try to nd the invariant subgroup for the order parameter. We will
see U(1)B plays no role, so we only G1 and G2 in the following disussion.
Then the group elements are
g = g1 ⊗ g2
g1 = e
iTaθa1 ∈ SU(3)c
g2 = e
iTaθa2 ∈ SU(3)f . (61)
Eq. (35) for the CFL phase beomes
θa1(Ta)ijJj ⊗ Ii
+θa2Ji ⊗ (Ta)ijIj = 0. (62)
We use following formula to simplify the above equation
θa(Ta)1jJj = (−θ1 + iθ2)T5 + (θ4 − iθ5)T2
+(θ3 +
1√
3
θ8)T7
θa(Ta)2jJj = (θ
1 + iθ2)T7 + (θ
6 − iθ7)T2
+(θ3 − 1√
3
θ8)T5
θa(Ta)3jJj = (θ
4 + iθ5)T7 − (θ6 + iθ7)T5
− 2√
3
θ8T2 (63)
Then we obtain following onditions from Eq. (62)
θa1 = ηaθ
a
2 (64)
where ηa = 1 for a = 2, 5, 7 and ηa = −1 for a = 1, 3, 4, 6, 8. We see that in
order to make the order parameter invariant, we have to lok the rotaional
angles for SU(3)c and SU(3)f . The orginal symmetry SU(3)c × SU(3)f is
broken to SU(3)c+f .
To nd the new U(1) harge, we onsider the transfromation of U(1)em
in the avor setor with the generator of U(1)em given by
Q =
 Qu 0 00 Qd 0
0 0 Qs
 =
 2/3 0 00 −1/3 0
0 0 −1/3
 . (65)
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Note that U(1)em is a subgroup of SU(3)f sine Q = T3 + T8/
√
3. We use
[eiQθ]ii′ [e
iQθJi′e
iQθ]kl = −iǫi′mn[eiQθ]ii′ [eiQθ]km[eiQθ]ln
= −iǫikl det[eiQθ]
= Jie
i(Qu+Qd+Qs)θ = Ji (66)
to obtain
eiQθJie
iQθ = e−iQθJi. (67)
Then we derive the equation for determing the residue symmetry
θa1(Ta)ijJj ⊗ Ii + θ2Ji ⊗QiiIi = 0. (68)
Finally we obtain following onditions
θa1 = 0, a 6= 3, 8
θ31 = −θ2
θ81 = −
1√
3
θ2. (69)
We an rewrite the group element as
eiT3θ
3
1+iT8θ
8
1 ⊗ eiQθ2 = ei eQθ2 , (70)
where the new U(1) harge is
Q˜ = 1⊗Q−
(
T3 +
1√
3
T8
)
⊗ 1 (71)
The Q˜ harge in the CFL phase for u, d and s quarks with dierent olors are
listed in Tab. (3). One an hek that the ondensate made of (u1d2, u2d1),
(d2s3, d3s2) and (s3u1, s1u3) is neutral beause
Q˜cond = Q˜(u1) + Q˜(d2) = Q˜(u2) + Q˜(d1)
= Q˜(d2) + Q˜(s3) = Q˜(d3) + Q˜(s2)
= Q˜(s3) + Q˜(u1) = Q˜(s1) + Q˜(u3) = 0. (72)
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5.3 Symmetry pattern: spin-1 phases
The ondensate of spin-1 CSC transforms as an anti-triplet under SU(3)c
transformation, and as a vetor under spatial SO(3) rotation. It arries
a Ub(1) harge of the baryon number. The symmetry group of the theory
is then G = SU(3)c × Ub(1) × SO(3). The ondensate an be written as
M = ∆aiJa ⊗ γi, where γi with i = 1, 2, 3 are Dira matries. The order
parameter ∆ai is a omplex matrix of 3 × 3 dimension and transforms as,
∆ → g1∆g2, where g1 ∈ U(3) ≡ SU(3)c × Ub(1) and g2 ∈ SO(3). This an
be seen by the transformation of the ondensate,
∆aiJa ⊗ γi → ∆aig1JagT1 ⊗ g2γigT2 = ∆aiJb(g1)ba ⊗ (g2)ijγj
= [(g1)ba∆ai(g2)ij]Jb ⊗ γj. (73)
Here g2 = exp(i
1
2ǫijkθkγ
iγj) in g2γ
igT2 is the SO(3) representation in Dira
spae and g2 = exp(iθkJk) in (g2)ijγ
j
is the SO(3) representation in ve-
tor spae. By a suitable transformation, ∆ an be ast into the following
form, ∆ = S + iA, where S and A are real symmetri and anti-symmetri
matries respetively. Sine orthogonal rotation does not hange the sym-
mety of S and A, they an be after transformation written in the form
S = diag(∆1,∆2,∆3) and Aij = ǫijkωk, where ∆i, ωi are real numbers. The
ondensate then has the form,
∆ =
 ∆1 iω3 −iω2−iω3 ∆2 iω1
iω2 −iω1 ∆3
 . (74)
Generally a omplex matrix has 18 real parameters, 12 of whih an be
xed by a transformation of symmetry group G. We an lassify the order
parameter ∆ by its invariant subgroups of G, whih an be found by looking
for g1 and g2 satisfying g1g
T
2 ∆g2 = ∆, whih is equivalent to g1∆ = ∆ and
gT2 ∆g2 = ∆. Sine the matrix A denes a vetor
−→ω = ωiei, A is invariant
under a rotation g2 = e
iJiθi2 ∈ SO(3) with the axis in the diretion of −→ω ,
i.e.
−→
θ2 ‖ −→ω , i.e. gT2 Ag2 = A. One an verify that the same rotation g2 also
makes S invariant if S is in the form,
Sij = c1δij + c2
(
δij − ωiωj|−→ω |2
)
, (75)
To see that we note that Miωiωjωk = 0. The U(3) invariant subgroup whose
element g1 satises g1∆ = ∆ is determined by the number of zero modes
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order parameter unbroken symmetry name∆1 +ia 0−ia ∆1 0
0 0 ∆2
 SO(2)v oblate ∆ +ia 0−ia ∆ 0
0 0 0
 SO(2)v × U(1)L ylindrial ∆1 +i∆1 0−i∆1 ∆1 0
0 0 ∆2
 SO(2)v × U(1)L ε 1 +i 0−i 1 0
0 0 0
 SU(2)L × SO(2)v × U(1)L A1 0 00 1 0
0 0 1
 SO(3)v CSL0 0 00 0 0
0 0 1
 SU(2)L × SO(2)R × U(1)L polar 0 0 0z1 z2 z3
z4 z5 z6
 U(1)L N1 0 0 00 0 0
z1 z2 z3
 SU(2)L × U(1)L N2∆1 0 00 ∆1 0
0 0 ∆2
 SO(2)v axial1 0 00 1 0
0 0 0
 SO(2)v × U(1)L planar
Table 4: Classiation and the symmetry breaking patterns of the order
parameters, see Fig.1 of [34, 36℄. L/R denote the transformation matrix
ating on the left/right hand side of the ondensate, while SO(2)v denotes the
transformation that ats on both right and left hand side of the ondensate.
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of ∆. The subgroup is then U(n) for the ase of n zero modes of ∆. The
lassiation of the order parameters is listed in Tab. 4, see [34, 36℄.
We take a few examples. For the oblate phase, one an verify that the
order parameter has SO(2) residue symmetry, gT2 ∆g2 = ∆, for g2(oblate) =
eiJ3θ
3
2
. Note that det∆ 6= 0, so there is no residue symmetry inherited from
U(3). For the ylindrial phase, the residue symmetry is SO(2) × U(1),
whose transformation is
g1 = diag(1, 1, e
iθ), g2 = e
iJ3θ32 . (76)
Note that there is one zero eigenvalue for∆ so the invariant subgroup is U(1).
For the CSL phase, the residue symmetry is SO(3), whose transformation
matrix obeying gT2 ∆g2 = ∆ is any rotational matrix sine ∆ is a unit matrix,
i.e. g2(CSL) = e
iJiθ
i
2
with i = 1, 2, 3.
A more onvenient way of looking for invariant subgroup is by using
innitesimal transformation,
∆ = g1∆g2 = (1 + iθ + iT
aθa1)∆(1 + iJiθ
i
2)
≈ ∆+ iθ∆+ iθa1T a∆+ iθi2∆Ji, (77)
whih requires
θ∆+ θa1T
a∆+ θi2∆Ji = 0 (78)
for any subset of non-vanishing angles θ, θa1 and θ
i
2.
We analyze a few phases. The forms of order parameters ∆ are listed
in Tab 4. (1) The oblate phase. Sine J3∆ = ∆J3, we obtain the only
non-vansihing angles are θ21 and θ
3
1 and obey θ
2
1 = −2θ32. So we have veried
that the invariant subgroup is SO(2), whose generator is 2T 2 ⊗ 1− 1⊗ JT3 .
(2) The ylindrial phase. We have θ81 = −2
√
3θ and θ21 = −2θ32, whih
orresponds to residue symmetry SO(2) × U(1). The unbroken generators
are 2T 2 ⊗ 1− 1⊗ JT3 for SO(2) and − 12√3 + T 8 for U(1). (3) The ε phase.
We obtain θ21 = −2θ32 for SO(2) and (θ = 13θ21, θ81 = 1√3θ21) for U(1). The
invariant generators are 2T 2 ⊗ 1− 1⊗ JT3 for SO(2) and 13 + T 2 + 1√3T 8 for
U(1) (to see this one an verify that the generator behaves like a projetor).
(4) The A phase. It is a speial ase of the ylindrial phase. We obtain
θ21 = −2θ32 for SO(2) and θ81 = −2
√
3θ for U(1), whose generators are
2T 2 ⊗ 1 − 1 ⊗ JT3 and − 12√3 + T 8 respetively. Additionally we have θ11 =
−iθ31, θ21 = 1√3θ81 and θ41 = i(θ61 − θ51) − θ71 for SU(2), whose generators are
1
2
√
2
( 1√
3
T 2 + T 8),
√
3
4 (T
5 + T 6), and 1
2
√
2
(T 7 − T 4). It is more onvenient to
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transform the order parameter ∆ whih is Hermitian in Tab 4 by a unitary
matrix U into,
∆ =
 0 0 00 0 0
1 i 0
 = 1√
2
U
 1 i 0−i 1 0
0 0 0
 , U = 1√
2
 0 0 −√2i 1 0
1 i 0
 .
(79)
It is easy to hek that the unbroken generators are, T i with i = 1, 2, 3
for SU(2), 1√
3
+ T 8 =
√
3
2 P12 for U(1), and 1 + J3 for SO(2). Here we
dene P12 = diag(1, 1, 0) and P3 = diag(0, 0, 1). (5) The polar phase. The
unbroken generators are T i with i = 1, 2, 3 for SU(2), 1√
3
+ T 8 =
√
3
2 P12
for U(1), and J3 for SO(2). For more omprehensive analysis of symmetry
breaking features of the spin-1 pairings, see [34, 36, 37℄.
5.4 More physis related to symmetry patterns
There are a lot of interesting phenomena arising from symmetry patterns in
olor superondutivity. For example, the new U(1) harge orresponds to
the new photon in some superonduting phases, whih resembles W± and
Z0 bosons in eletroweak theory, see Tab. (5) for the omparison between
the eletroweak theory and olor superondutivity. One an do eletroweak
physis with the new photon [52, 53℄. In presene of the new photon, mag-
neti elds show a speial behavior in the neutron star ore [54℄. One an
study the transimission and reetion of the new photon at the interfae be-
tween dierent phases to reveal its onnetion to onnement [55℄. Espeially
the new photon in the CFL phase an propagate in the olor superondutor.
Therefore the external magneti eld an penetrate the olor superondut-
ing quark ore modifying the gap struture [56, 57℄, and produing dierent
phases with dierent symmetries and low-energy physis [58, 59℄. Another
interesting thing related to the residual SU(2)c symmetry in the 2SC phase
is that one an onstrut SU(2)c eetive theory, where the elementary exi-
tation is the glueball [60℄. Through deaying to photons these glueballs an
be possible soure of Gamma Ray Burst [61℄.
6 Deriving the gap equation
In the above symmetry analysis it was demonstrated that a multitude of
phases are possible when quarks form Cooper pairs. To deide whih of
those will be favorable at given T and µ one has to determine the phase
with the largest pressure. Generally, the pressure will grow with the gain of
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Table 5: Comparison to the standard model.
Weinberg-Salam CSC with Nf = 2, 3
group
SU(2)× U(1)
isospin, hyperharge
SU(3)c × U(1)em
olor, eletromagnetism
eld W1,W2,W3,W0
A1, · · · , A8, A
gluons, photon
oupling
onstant
g, g′ g, e
symmetry
breaking
SU(2)× U(1)
→ U(1)em
SU(3)c × U(1)em
→ U˜(1)
new eld W+,W−, Z0, A A1, · · · , A7, A˜8, A˜
new oupling
onstant
e = g′ cos θW e˜ = e cos θ
massless
eld
A A˜
ondensation energy of the Cooper pairs. This in turn will depend on the
magnitude of the respetive olor superonduting order or gap parameters.
In this setion we will derive the QCD gap equation and solve it in the weak
oupling limit.
We will use units in whih ~ = c = kB = 1. We denote a 4-vetor by
apital letters, Xµ = (x0,x), with x being a 3-vetor of modulus |x| ≡ x
and diretion x̂ ≡ x/x. For the summation over Lorentz indies, we use a
notation familiar from Minkowski spae, with metri gµν = diag(+,−,−,−),
although we exlusively work in ompat Eulidean spae-time with volume
V/T , where V is the 3-volume and T the temperature of the system. Spae-
time integrals are denoted as
∫ 1/T
0 dτ
∫
V d
3x ≡ ∫X .
The partition funtion for QCD in absene of external soures reads
Z =
∫
DA exp {SA[A]} Zq[A] . (80)
Here the (gauge-xed) gluon ation is
SA[A] =
∫
X
[
−1
4
Fµνa (X)F
a
µν(X)
]
+ Sgf [A] + Sghost[A] , (81)
where F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν is the gluon eld strength tensor,
Sgf is the gauge-xing part, and Sghost the ghost part of the ation.
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The partition funtion for quarks in presene of gluon elds is
Zq[A] =
∫
DψDψ exp{Sq[A,ψ, ψ]} , (82)
where the quark ation is
Sq[A,ψ, ψ] =
∫
X
ψ(X)
(
iγµD
µ
X + µγ0 −m
)
ψ(X) ,
with the ovariant derivative DµX = ∂
µ
X − igAµa(X)Ta. Note that we fous on
a single hemial poteintial and a single mass for simpliity. In fermioni sys-
tems at nonzero density, it is advantageous to additionally introdue harge-
onjugate fermioni degrees of freedom,
ψC(X) = Cψ
T
(X)
ψC(X) = ψ
T (X)C
ψ(X) = Cψ
T
C(X)
ψ(X) = ψTC(X)C (83)
where the harge-onjugation matrix satises C−1 = C† = CT = −C,
C−1γTµC = −γµ. We may then rewrite the quark ation in the form
Sq[A,Ψ,Ψ] =
1
2
∫
X,Y
Ψ(X)G−10 (X,Y )Ψ(Y )
+
g
2
∫
X
Ψ(X) ΓˆµaA
a
µ(X)Ψ(X) , (84)
where we dened the Nambu-Gor'kov quark spinors
Ψ ≡
(
ψ
ψC
)
, Ψ ≡ (ψ,ψC) ,
and the free inverse quark propagator in the Nambu-Gor'kov basis
G−10 (X,Y ) =
(
[G+0 ]
−1(X,Y ) 0
0 [G−0 ]
−1(X,Y )
)
,
with the free inverse propagator for quarks and harge-onjugate quarks
[G±0 ]
−1(X,Y ) ≡ (iγµ∂µX ± µγ0 −m) δ(4)(X − Y ) ,
The quark-gluon vertex in the Nambu-Gor'kov basis is dened as
Γˆµa ≡
(
γµTa 0
0 −γµT Ta
)
. (85)
25
The fators 1/2 in Eq. (84) ompensate the doubling of quark degrees of
freedom in the Nambu-Gor'kov basis.
As we shall work in momentum spae, we Fourier-transform all elds,
as well as the free inverse quark propagator. Sine spae-time is ompat,
energy-momentum spae is disretized, with sums (T/V )
∑
K ≡ T
∑
n(1/V )
∑
k.
For a large volume V , the sum over 3-momenta an be approximated by an
integral, (1/V )
∑
k ≃
∫
d3k/(2π)3. For bosons, the sum over n runs over
bosoni Matsubara frequenies ωbn = 2nπT , while for fermions, it runs over
fermioni Matsubara frequenies ωfn = (2n+1)πT . In our Minkowski-like no-
tation for four-vetors, x0 ≡ t ≡ −iτ , k0 ≡ −iωb/fn . The 4-dimensional delta-
funtion is onveniently dened as δ(4)(X) ≡ δ(τ)δ(3)(x) = −iδ(x0)δ(3)(x).
The Fourier transformations for the elds and free inverse quark propagator
are given by
Ψ(X) =
1√
V
∑
K
e−iK·X Ψ(K) ,
Ψ(X) =
1√
V
∑
K
eiK·X Ψ(K) ,
G−10 (X,Y ) =
T 2
V
∑
K,Q
e−iK·X eiQ·Y G−10 (K,Q) ,
Aµa(X) =
1√
TV
∑
P
e−iP ·X Aµa(P ) . (86)
The normalization fators are hosen suh that elds in momentum spae are
dimensionless. The free inverse quark propagator is diagonal in momentum
spae, too,
G−10 (K,Q) =
1
T
(
[G+0 ]
−1(K) 0
0 [G−0 ]
−1(K)
)
δ
(4)
K,Q , (87)
where [G±0 ]
−1(K) ≡ γµKµ ± µγ0 −m.
Due to the relations (83), the harge-onjugate quark eld in momentum
spae is related to the original eld via ψC(K) = Cψ
T
(−K) and ψC(K) =
ψT (−K)C. The measure of the funtional integral over quark elds an then
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Figure 5: Γ2 is the sum of all QCD two-partile irreduible vauum diagrams.
Here, only the two-loop ontributions are shown expliitly. Wavy lines or-
respond to gluon propagation and straight lines to quark propagation.
Γ2 + = + +
be rewritten in the form
DψDψ ≡
∏
K
dψ(K) dψ(K)
= N
∏
(K,−K)
dψ(K) dψ(K) dψ(−K) dψ(−K)
= N ′
∏
(K,−K)
dψ(K) dψ(K) dψC(K) dψC(K)
= N ′′
∏
(K,−K)
dΨ(K) dΨ(K) ≡ DΨDΨ , (88)
with the onstant normalization fators N , ,N ′ and N ′′. The last identity
has to be onsidered as a denition for the expression on the right-hand side.
Inserting Eqs. (86) - (88) into Eq. (82), the partition funtion for quarks
beomes
Zq[A] =
∫
DΨDΨexp
[
1
2
Ψ
(G−10 + gA)Ψ] .
Here, we employ a ompat matrix notation,
Sq[A,Ψ,Ψ] ≡ 1
2
Ψ
(G−10 + gA) Ψ
≡ 1
2
∑
K,Q
Ψ(K)
[G−10 (K,Q) + gA(K,Q)]Ψ(Q) , (89)
with the denition
A(K,Q) ≡ 1√
V T 3
ΓˆµaA
a
µ(K −Q) . (90)
Sine the binding of Cooper pairs is a non-perturbative eet we have to
resort to a non-perturbative, self-onsistent, many-body resummation teh-
niques to alulate the gap parameter. For this purpose, it is onvenient to
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employ the CJT formalism [62℄. The rst step is to add soure terms to the
QCD ation,
S[A,Ψ,Ψ] ≡ SA[A] + Sq[A,Ψ,Ψ]
→ S[A,Ψ,Ψ] + JA+ 1
2
AKA
+
1
2
(
ΨH +HΨ+ΨKΨ) , (91)
where we employed the ompat matrix notation dened in Eq. (89). J , H,
and H are loal soure terms for the soft gluon and relevant quark elds,
respetively, while K and K are biloal soure terms. The biloal soure K
for quarks is also a matrix in Nambu-Gor'kov spae. Its diagonal omponents
are soure terms whih ouple quarks to antiquarks, while its o-diagonal
omponents ouple quarks to quarks. The latter have to be introdued for
systems whih an beome superonduting, i.e. where the ground state
has a non-vanishing diquark expetation value, 〈ψTCOψ〉 6= 0. One then
performs a Legendre transformation with respet to all soures and arrives
at the CJT eetive ation [62, 63℄
Γ
[
A,Ψ,Ψ,∆,G] = S [A,Ψ,Ψ]− 1
2
Trg ln∆
−1 − 1
2
Trg
(
∆−10 ∆− 1
)
+
1
2
Trq lnG−1 + 1
2
Trq
(G−10 G − 1)
+Γ2
[
A,Ψ,Ψ,∆,G] . (92)
The tree-level ation S[A,Ψ,Ψ] now depends on the expetation values A ≡
〈A〉, Ψ ≡ 〈Ψ〉, and Ψ ≡ 〈Ψ〉 for the one-point funtions of gluon and quark
elds. The traes denoted by Trg run over gluoni degrees of freedom (i.e.
over adjoint olor) and momenta, while the traes Trq run over quark degrees
of freedom(i.e. fundamental olor), avor, Dira and Nambu-Gor'kov indies
as well as over momenta. The quantity
∆−10 ≡ −
δ2SA[A]
δAδA
in Eq. (92) denotes the free inverse gluon propagator. ∆ and G are the
expetation values for the two-point funtions, i.e., the full propagators, of
gluons and quarks, respetively. The funtional Γ2 is the sum of all two-
partile irreduible (2PI) diagrams. These diagrams are vauum diagrams,
so they have no external legs. They are onstruted from the verties dened
by S[A,Ψ,Ψ], linked by full propagators ∆, G, f. Fig. (5).
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The expetation values for the one- and two-point funtions of the theory
are determined from the stationarity onditions
0 =
δΓ
δA
=
δΓ
δΨ
=
δΓ
δΨ
=
δΓ
δ∆
=
δΓ
δG . (93)
The rst ondition yields the Yang-Mills equation for the expetation value
A of the gluon eld. The seond and third ondition orrespond to the Dira
equation for Ψ and Ψ, respetively. Sine Ψ and Ψ are Grassmann-valued
elds, their expetation values must vanish identially, Ψ = 〈Ψ〉 = Ψ =
〈Ψ〉 ≡ 0. On the other hand, for the Yang-Mills equation, the solution A is
in general non-zero but, at least for the two-avor olor superondutor on-
sidered here, it was shown [64, 65℄ to be parametrially small, A ∼ φ2/(g2µ),
where φ is the olor-superonduting gap parameter. Therefore, to sublead-
ing order in the gap equation it an be negleted.
The fourth and fth ondition (93) are Dyson-Shwinger equations for
the gluon and quark propagator, respetively,
∆−1 = ∆−10 +Π , (94)
G−1 = G−10 +Σ , (95)
where
Π ≡ −2 δΓ2
δ∆T
, (96)
Σ ≡ 2 δΓ2
δGT (97)
are the gluon and quark self-energies, respetively. The Dyson-Shwinger
equation for the quark propagator (95) is a 2×2 matrix equation in Nambu-
Gor'kov spae, sine
G−10 ≡
(
[G+0 ]
−1 0
0 [G−0 ]
−1
)
,
Σ ≡
(
Σ+ Φ−
Φ+ Σ−
)
, (98)
where Σ+ is the regular self-energy for quarks and Σ− the orresponding
one for harge-onjugate quarks. The o-diagonal self-energies Φ±, the so-
alled gap matries, onnet regular with harge-onjugate quark degrees
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Figure 6: The quark self-energy Σ written in the Nambu-Gor'kov basis,
f. Eq. (98). Single straight lines direting to the left/right orrespond
to
(
[G∓0 ]
−1 +Σ∓
)−1
. Double straight lines to the left/right orrespond to
G±. Full/empty dots symbolizes the Cooper pair ondensate Φ± absorb-
ing/emitting a quasipartile pair.
=
of freedom. A non-zero Φ± orresponds to the diquark ondensate. Only
two of the four omponents of this matrix equation are independent, say
[G+]−1 +Σ+ and Φ+. Charge onjugation invariane of the ation requires
[G−]−1 + Σ− = C{[G+]−1 + Σ+}TC−1. Furthermore, the ation has to be
real valued, yielding the relation Φ− ≡ γ0[Φ+]†γ0. The quark propagator G
an be formally inverted,
G ≡
( G+ Ξ−
Ξ+ G−
)
, (99)
where
G± ≡ {[G±0 ]−1 +Σ±
−Φ∓ ([G∓0 ]−1 +Σ∓)−1 Φ±}−1 (100)
is the propagator desribing normal propagation of quasipartiles and their
harge-onjugate ounterparts in presene of diquark ondensates, while
Ξ± ≡ − ([G∓0 ]−1 +Σ∓)−1Φ±G± (101)
desribes the anomalous propagation of quasipartiles. It an be interpreted
as the absorption (+) and the emission (−) of a quasipartile-pair by the
ondensate, for details, see Ref. [5℄.
In order to proeed one has to make an approximation for Γ2. We will
restrit to two-loop 2PIs. Furthermore, pure gluoni loops are proportional
to T 2 [66℄ and an be safely negleted in the limit of small temperatures.
Consequently, we will onsider only the rst diagramm in Fig. 5. It is
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an advantage of the CJT formalism, that trunating Γ2 will not destroy
the self-onsisteny of the solution. The gluon self-energy is omputed as
Π = −2 δΓ2/δ∆T , i.e., by utting a gluon line in the rst diagram of Fig.
(5). Thus, in our approximation Π is simply a quark loop with Nambu-
Gor'kov propagators G. Aordingly, the quark self-energy Σ ≡ 2 δΓ2/δGT ,
is obtained by utting a quark-line in the same diagram. Its Nambu-Gor'kov
struture is shown in Fig. 6. The diagonal omponents Σ± orrespond to
the ordinary self-energies for partiles and harge-onjugate partiles. The
self-energies Φ± symbolize the Cooper pair ondensate onneting partiles
and harge-onjugate partiles. In the following, also the term gap matrix
will be used for Φ+. Expliitly, the Nambu-Gor'kov omponents of Σ read
Σ+(K) = −g2 T
V
∑
Q
γµTa G+(Q) γνTb∆abµν(K −Q) , (102)
Σ−(K) = −g2 T
V
∑
Q
γµT Ta G−(Q) γνT Tb ∆abµν(K −Q) , (103)
Φ+(K) = g2
T
V
∑
Q
γµT Ta Ξ
+(Q) γνTb∆
ab
µν(K −Q) , (104)
Φ−(K) = g2
T
V
∑
Q
γµTa Ξ
−(Q) γνT Tb ∆
ab
µν(K −Q) . (105)
Inserting these self-energies (and the orresponding one for the gluons) into
the Dyson-Shwinger equations (94) and (95) one obtains a oupled set of
integral equations whih has to be solved self-onsistently. In partiular,
the Dyson-Shwinger equations for the o-diagonal omponents Φ± of the
inverse propagator G−1, i.e., Eqs. (104) and (105), are the gap equations for
the olor-superonduting ondensate.
Even in the mean-eld approximation applied here a ompletely self-
onsistent solution of the oupled set of Dyson-Shwinger equations is not
feasible. Therefore, we will refrain from determining the gluon propagator
self-onsistently but resort to its hard-dense loop approximation [66℄. Thus
we will obtain a well-ontrolled, approximate solution of the gap-equation as
it will be demonstrated in next setion.
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7 Quasi-partile exitations in olor superondu-
tor
In this setion we analyse how the presene of a Cooper pair ondensate
aets the exitation spetrum of quasipartiles. To this end, the poles of the
propagator G have to be determined. The exitation spetrum depends on
the spei symmetry broken pattern of the superonduing phase onsidered
here, f. Se. 3 and 5. To this end, we rst analyse the Dira, olor and
avor struture of the varios terms ontained in G, f. Eq. (100). As
we work in the ultra-relativisti limit, m = 0, we may expand the free
(harge onjugate) quark propagator G±0 in terms of positive and negative
energy states using the projetion operator Λek ≡ (1 + e γ0 γ · k̂)/2, where
e = + projets on (harge onjugate) quarks and e = − projets on (harge
onjugate) antiquarks. One obtains for the respetive free propagators
[G±0 ]
−1(K) = γ0
∑
e=±
[k0 − (ek ∓ µ)] Λek . (106)
Furthermore, [G±0 ]
−1
is diagonal in olor and avor spae. To simplify the
further analysis we antiipate that in weak oupling limit adopted here and
to subleading order, the regular self-energy Σ± may be approximated by its
one-loop approximation [67, 68, 69℄ in the leading logarithmi order (f. Ref.
[70℄ for result beyond the leading logarithmi order). In this approximation,
the self-onsistent propagators in Eqs. (102,103) are replaed by free propa-
gators. In partiular, this amounts to negleting the Cooper pair ondensate
in Σ±, so that Σ± is diagonal in olor and avor spae. In Dira spae one
nds [67, 68, 69℄
Σ+(K) = Σ−(K) ≈ γ0 g¯2
(
k0 ln
M2
k20
+ iπ|k0|
)
, (107)
where g¯ ≡ g/(3√2π) and M2 ≡ (3π/4)m2g (with m2g = Nf g
2µ2
6π2
). To sub-
leading order it is suient to inlude only the real part of Σ±(K) [68℄. Its
eet is simply a shift of the quasipartile poles, k0 → k0/Z(k0), where we
introdued the quark wave funtion renormalization funtion
Z(k0) ≡
(
1 + g¯2 ln
M2
k20
)−1
. (108)
The imaginary part of Σ±(K) an be shown to ontribute beyond sublead-
ing order [71℄ and therefore will be negleted in the following. Physially,
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Table 6: The struture of the matriesMk in various olor-superonduting
phases. The last two olumns show the two eigenvalues λr of Lk and their
degeneray dr (ounting olor-avor degrees of freedom in the 2SC and CFL
phases, and olor-Dira degrees of freedom in the three spin-one phases).
phase Mk λ1 (d1) λ2 (d2)
2SC γ5 σ2 J3 1 (4) 0 (2)
CFL γ5 I · J 4 (8) 1 (1)
CSL J ·
[
kˆ+ γ⊥(k)
]
4 (4) 1 (8)
polar J3
[
kˆz + γz⊥(k)
]
1 (8) 0 (4)
A J3
[
kˆx + ikˆy + γx⊥(k) + iγ
y
⊥(k)
]
2 (4) 0 (8)
the imaginary part of Σ±(K) gives rise to a nite life-time of the quasi-
partiles o the Fermi surfae, whih redues the magnitude of the gap at
sub-subleading order [71℄.
Turning to the struture of Φ± we introdue a ompat notation following
[30℄,
Φ+(K) =
∑
e=±
φe(K)Mk Λek , (109)
where φe, the so-alled gap funtion, is a salar funtion of 4-momentum K.
In general, the quantity Mk is a matrix in olor, avor, and Dira spae,
whih is determined by the symmetries of the olor-superonduting order
parameter. It an be hosen suh that
[Mk,Λek] = 0 . (110)
Note that the above is only valid in massless ase. For the spin-0 phases 2SC
and CFL the struure of Mk has been determined in Se. 5. In Tab. 6 the
orresponding strutures for three spin-1 phases, the CSL, the polar and the
A-phase, are shown. Note that these spin-1 phases are atually the mixtures
of longitudinal and transverse phases, and that the transverse phases have
the largest gaps.
With representation (109) for Φ+ one may rewrite the seond term on
the r.h.s. of Eq. (100)
Φ−G−Φ+[G−]−1 =
∑
e=±
|φe(K)|2LkΛ−ek ,
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where we introdued
Lk ≡ γ0M†kMkγ0 . (111)
Sine Lk is hermitian, it has real eigenvalues, λr, and an be expanded in
terms of a omplete set of orthogonal projetors, Prk,
Lk =
∑
r
λrPrk . (112)
In the ve phases onsidered here, there are only two distint eigenvalues
and therefore two distint projetors. The eigenvalues are also listed in Tab.
6, and the projetors an be expressed in terms of Lk via
P1,2k =
Lk − λ2,1
λ1,2 − λ2,1 . (113)
Note, that [Lk,Λ
e
k] = [P1,2k ,Λek] = 0. Sine the projetors Pr Λek form a basis
in olor, avor, and Dira spae, inverting the term in the urly brakets in
Eq. (100) is straightforward, yielding
G+(K) = [G−]−1(K)
∑
e,r
Prk Λ−ek
1
[k0/Z(k0)]2 −
[
ǫek,r(φ
e)
]2 , (114)
where
ǫek,r(φ
e) =
[
(ek − µ)2 + λr |φe|2
]1/2
. (115)
Inserting Eqs. (109,114) into Eq. (101) yields
Ξ+(K) = −
∑
e,r
γ0Mk γ0 Prk Λ−ek
φe(K)
[k0/Z(k0)]2 −
[
ǫe
k,r(φ
e)
]2 . (116)
Obviously, the poles of the propagators G+ and Ξ+ are loated at k0 ≡
±Z(k0) ǫek,r(φe) and the same result an be obtained for the propagators G−
and Ξ−. Eq. (115) is the relativisti analogue of the standard BCS dispersion
relation. The presene of the Cooper pair ondenstate has generated a gap
in the exitation spetrum of quasiquarks, e = +. Hene, even on the Fermi
surfae, k = µ, they arry a non-zero amount of energy, whih is of the
order of the gap funtion, ǫ+µ,r =
√
λr φ
+
. To exite (generate) a pair of
a quasipartile and a quasipartile hole therefore osts at least the energy
2
√
λr φ
+
. Suh an exitation proess an be interpreted as a break-up of a
Cooper pair and the required energy as the Cooper pair binding energy. To
investigate whih quasipartiles exhibit a gap in their exitation spetrum
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one has to determine the eigenvalues λr of the operator Lk. For the phases
onsidered here, Lk has one or two non-zero eigenvalues. For λr = 0 the
respetive quasi-partiles remain ungapped. The degeneray dr gives the
number of exitation branhes with the same gap,
√
λr φ
+
.
Finally, for quasi anti-quarks, e = −, the dispersion relation hardly diers
from the non-interating ase in the limit of large µ, ǫ−
k
≈ k + µ.
In the next setion, the gap equation (104) for the gap funtion φe(K)
will be solved for quasi-partile exitations, e = +, at zero temperature in
order to determine the magnitude of the gap in their exitation spetrum.
8 Solving the gap equation
To obtain the Dyson-Shwinger equation for the salar gap funtion φ+(K)
one inserts Eq. (116) into Eq. (104), multiplies from the right with M†
k
Λ+
k
,
and traes over olor, avor, and Dira spae. The result is the so-alled gap
equation
φ+(K) = g2 T
∑
n
∫
d3q
(2π)3
∑
e′,s
φe
′
(Q)
[q0/Z(q0)]
2 − [ǫe′q,s(φe′)]2
×∆abµν(K −Q)T µν,ee
′
ab,s (k,q) , (117)
where
T µν,ee′ab,s (k,q) ≡ −
Tr
[
γµT Ta γ0Mqγ0PsqΛ−e
′
q γ
νTbM†kΛek
]
Tr
[
MkM†kΛek
] . (118)
The power ounting sheme for the various ontributions arising on the r.h.s.
of the gap equation (117) is the same for all phases onsidered here. Due
to the fator g2 the integral must give terms proportional to φ/g2 in order
to fulill the equality. They ontribute to the gap funtion at the largest
possible order, O(φ), and are therefore referred to as leading order ontribu-
tions. Terms of order φ/g from the integral ontribute at the order O(gφ) to
the gap funtion and are alled subleading order orretions. Sub-subleading
order orretions ontributing at O(g2φ) to the gap funtion have not been
alulated yet and will be negleted in the following.
In priniple it is possible to proeed without deiding on one of the spei
phases onsidered here. However, to keep the alulation as transparent as
possible we restrit to the 2SC phase. The results for the other phases will
be summarized at the end of this setion.
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As already mentioned in the previous setion, the Dyson-Shwinger equa-
tion for the gluon propagator will not be solved self-onsistently. Instead we
will adopt the gluon propagator in its HDL approximation. In pure Coulomb
gauge they an be deomposed into a eletri (or longitudinal) and a mag-
neti (or transversal) part as [5, 66℄
∆00(P ) = ∆ℓ(P )
∆0i(P ) = 0
∆ij(P ) = ∆t(P ) (δij − pˆipˆj) .
with P ≡ K−Q and the longitudinal and transverse propagators ∆ℓ,t. Sine
the HDL propagators are diagonal in adjoint olor spae, ∆µνab = δab∆
µν
, the
olor indies an safely be suppressed. The expliit forms of the propagators
∆ℓ,t an be found in Ref. [5, 66℄. For our purposes the approximative forms
of ∆ℓ,t given below are suient. As will be substantiated in the following
the leading order ontribution to the gap arises from almost stati magneti
gluons with
∆LDMt (P ) ≃
p4
p6 +M4 ω2
Θ(M − p). (119)
The term M4ω2 arises from Landau-damping whih dynamially sreens
magneti gluons at the sale p ∼ M2/3ω1/3. Consequently almosr stati
magneti gluons dominate the interation between quarks at large distanes.
Subleading order orretions ome from non-stati magneti gluons with
∆NSMt (p) ≃
1
p2
Θ(p−M) , (120)
and from stati eletri gluons with
∆SEℓ (p) ≃ −
1
p2 + 3m2g
, (121)
where the onstant mass term m2g = Nf
g2µ2
6π2
provides Debye-sreening at the
sale p ∼ gµ. As the gap equation (117) requires a self-onsistent solution,
we may proeed by rst giving the known result and onrming it in the
following. At zero temperature the 2SC gap funtion assumes for on-shell
quasipartiles (e = +) with momenta k ≈ µ the value
φ2SC0 = 2b˜b
′
0µ exp
(
− π
2g¯
)
, (122)
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where
b˜ ≡ 256π4
(
2
Nfg2
)5/2
b′0 ≡ exp
(
−π
2 + 4
8
)
. (123)
The term in the exponent of Eq. (122) was rst determined by Son [72℄ via
a renormalization group analysis taking into aount the long-range nature
of almost stati, Landau-damped magneti gluons, f. Eq. (119). Before
that, a non-zero magneti mass (analogous to the Debye-mass for eletri
gluons) was assumed leading to the standard BCS exponent, exp
(
−3π2Λ2
2µ2g2
)
,
where Λ2 is the the typial momentum of the exhanged gluon and g2/3 the
eetive oupling in the anti-triplet hannel. This nding was ruial sine
in the orret exponential (122) the parametri suppression beomes muh
weaker for small values of g, i.e. for large values of µ. The fator b˜ in front
of the exponential is generated by the exhange of non-stati magneti (120)
and stati eletri (121) gluons [28, 73, 74℄. The prefator b′0 is due to the
real part of the quark self-energy as given by Eq. (108) [67, 68℄.
From Tab. (6) we read o
Mk = γ5σ2J3
and hene with Eqs. (111,113) one nds the projetors P1,2k to be
P1k = J23 ,
P2k = 1− J33 ,
with the eigenvalues λ1 = 1 (4-fold) and λ2 = 0 (2-fold). This yields
T ℓ,ee′1 (k,q) =
1
3
(
1 + ee′kˆ · qˆ
)
,
T t,ee′1 (k,q) =
1
3
[
3− ee′kˆ · qˆ .
−(ek − e
′q)2
p2
(
1 + ee′kˆ · qˆ
)]
. (124)
and T µν,ee′2 (k,q) ≡ 0. Hene, the gapless quasi-partiles orresponding to P2k
do not enter the gap equation. Performing the Matsubara sum in Eq. (117)
one then obtains for the gapped branh with the projetor P1k to subleading
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order
φ+(ǫek, k) =
g2
16π2k
∫ µ+δ
µ−δ
dq q
∑
e′
Z(ǫe
′
q )
φe
′
(ǫe
′
q , q)
ǫe′q
× tanh
(
ǫe
′
q
2T
)
1∑
m=0
∫ k+q
|k−q|
dp p
(
p2
kq
)m
{
−2∆SE00 (p) ηℓ2m +
[
2∆NSMt (p)
+∆LDMt
(
ǫe
′
q + ǫ
e
k, p
)
+∆LDMt
(
ǫe
′
q − ǫek, p
)]
ηt2m
}
. (125)
To subleading order the oeients ηℓ,t2m are given by η
ℓ
0 = η
t
0 = 2/3 and
ηℓ2 = −ηt2 = −1/6 . (Other phases than 2SC have dierent oeients ηℓ,t2m
and possibly have an additional exitation branh. To subleading order,
however, the oeients ηℓ,t2m (with −1 ≤ m ≤ 2) beome simple numbers of
order O(1) for all phases onsidered here. It follows that the values of the
respetive gap funtions dier only at subleading order [30℄.) To obtain Eq.
(125) several sub-subleading ontributions are dropped. For example, the
integration over q an be onned to a narrow interval of length 2δ around
the Fermi surfae, δ ∼ gµ, sine the gap funtion peaks strongly around the
Fermi surfae. Furthermore, use was made of the fat, that the gap funtion
must be an even funtion in K, φe(K) = φe(−K). This property follows
from the antisymmetry of the fermioni quark wave-funtions. One has with
ψC(K) = Cψ¯
T (−K), ψ¯C(K) = ψT (−K)C and C = −C−1 = −CT∑
K
ψ¯C(K)Φ
+(K)ψ(K) ≡ −
∑
K
ψT (K)
[
Φ+(K)
]T
ψ¯TC(K)
=
∑
K
ψ¯C(K)C
−1 [Φ+(−K)]T Cψ(K) .
Hene, the gap matrix must fulll
CΦ+(K)C−1 =
[
Φ+(−K)]T .
Sine in the 2SC ase we have Cγ5Λ
e
kC
−1 = [γ5Λe−k]
T
and [J3τ2]
T = J3τ2, it
follows that φe(K) = φe(−K). Moreover, the gap funtion was assumed to
be isotropi in momentum spae, φe(k) ≡ φe(k) [30℄. Finally, all imaginary
ontributions arising from the energy dependene of the gluon propagators
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and the gap funtion itself are negleted. It follows, that the energy depen-
dene of the gap funtion ouring in the nal result has not been determined
self-onsistently. In Ref. [73℄ it is argued that imaginary ontributions are
negligible to subleading order.
Using the well-known solution Eq. (122) for the 2SC gap funtion it is
now straightforward to onrm that the various gluon setors ouring in
Eq. (125) indeed ontribute at the laimed orders of magnitude. For the
stati eletri and the non-stati magneti gluons the integral over q gives
for e′ = + and m = 1
g2φ+
∫ µ+δ
µ−δ
dq
ǫ+q
= 2g2φ+ ln
(
δ +
√
δ2 + (φ+)2
φ+
)
≃ 2g2φ+ ln
(
2 δ
φ+
)
∼ g2φ+ ln
[
g
exp(−1/g)
]
∼ gφ+, (126)
where for simpliity the gap funtion is moved out of the integral and the
fat was used that δ ∼ gµ ≫ φ+ ∼ µ exp(−1/g). Note that this result
does not depend on the spei hoie of δ, as long as δ is of the order
δ ∼ gc(µaφb) 1a+b with some numbers a 6= 0 and b, c. The integral over p in
ombination with the fator 1/k ∼ µ is of order O(1). It follows that stati
eletri and non-stati magneti gluons atually ontribute at subleading
order to the gap funtion. The above integral and the logarithm that follows
from it also appear in normal BCS theory [75℄. Therefore we will refer to it
as the BCS-logarithm. For e′ = −, one has ǫ−q ≃ q + µ and the ontribution
orresponding to Eq. (126) is of order g2φδ/µ ∼ g3φ, i.e. beyond subleading
order.
In the ase of almost stati, Landau-damped magneti gluons the integra-
tion over q an be estimated as in Eq. (126). Choosing the term with e′ = +
and m = 0 and aneling q ≃ µ in the integral with the fator 1/k ∼ 1/µ
at the front one obtains the BCS-logarithm. In order to render the total
ontribution of leading order, the p−integral must yield an additional fator
1/g. Using the notation ω± ≡ ǫ+q ±ǫ+k one nds as the dominant ontribution
the term ∫ M
k−q
dp
p5
p6 +M4ω2±
=
1
6
ln
[
M6 +M4ω2±
(k − q)6 +M4ω2±
]
∼ ln
(
M2
ω2±
)
∼ 1
g
. (127)
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The last two steps are justied if one hooses for the ut-o δ in the q integral
δ = (M2φ)1/3. Consequently, in ombination with the BCS-logarithm (126)
this indeed is a leading order ontribution.
After having identied the leading and subleading order ontributions,
one evaluates the p integral in Eq. (125) and nds to subleading order
(supressing all the supersripts e = e′ = +)
φ(ǫk, k) = g¯
2
∫ δ
0
d(q − µ)Z(ǫq)φ(ǫq, q)
ǫq
× tanh
( ǫq
2T
) 1
2
ln
(
b2µ2
|ǫ2q − ǫ2k|
)
. (128)
How to solve Eq. (128) to subleading order is demonstrated expliitly in [68℄.
In the following, only some important steps are presented. As rst proposed
by Son [72℄ one approximates
1
2
ln
(
b2µ2
|ǫ2q,s − ǫ2k,r|
)
≃ Θ(ǫq,s − ǫk,r) ln
(
bµ
ǫq,s
)
+Θ(ǫk,r − ǫq,s) ln
(
bµ
ǫk,r
)
.
Rewriting Eq. (128) in terms of the new variables [68℄
x ≡ g¯ ln
(
2bµ
k − µ+ ǫk
)
,
y ≡ g¯ ln
(
2bµ
q − µ+ ǫq
)
(129)
and dierentiating twie with respet to x one an transform the gap equa-
tion into the form of Airy's dierential equation. Its solution an be written
as
φ(x) ≡ φ2SC0 F (x) , (130)
where φ2SC0 is given by Eq. (122) and F (x) is a ombination of dierent
Airy-funtions [68℄. The situation simplies onsiderably when one neglets
the eet of the normal quark self-energy, i.e. the fator Z(ǫq) in Eq. (128).
Besides b′0 ≡ 1 in Eq. (123), one then nds F (x) ≡ sinx [72, 73℄, as the
dierential equation for φ simplies to that of an harmoni oszillator. For
|k−µ| ∼ φ one obtains x = π/2+O(g¯), while for |k−µ| ∼ gµ it is x ∼ O(g¯).
Hene, for momenta exponentially lose to the Fermi surfae, |k − µ| ∼ φ,
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the on-shell gap funtion is φ(ǫk, k) = φ
2SC
0 [1 + O(g¯
2)], i.e. onstant to
subleading order. Otherwise, for example for momenta |k−µ| ∼ gµ, one has
already φ(ǫk, k) = g¯φ
2SC
0 . Hene, the on-shell gap-funtion is sharply peaked
around the Fermi surfae.
The gap for on-shell quasi-partiles at the Fermi surfae in the 2SC phase
as given by Eq. (122) is valid for asymptoti densities where g(µ) ≪ 1. At
hemial potentials of physial relevane, however, one has g(µ) ∼ O(1).
Then sub-subleading terms whih are orretions of order O(g) to the pref-
ator of the gap funtion in priniple have to be aounted for. So far, they
have not been alulated. Keeping this aveat in mind, it is still instrutive
to extrapolate the present result down to physial quark-hemial potentials
of several hundred MeV. As explained in more detail in Ref. [5℄ one nds
φ2SC0 ≃ 10 MeV.
As already mentioned before, the solution of the gap equation in all
phases onsidered here [30, 34℄ an be written in a general form. For all
onsidered phases it is found that dierenes arises only in the prefator in
front of the exponential, i.e. are only of subleading order [30, 34℄:
φ0 = 2b˜b
′
0µe
−de−ς exp
(
− π
2g¯
)
, (131)
where d = 0 and ς = ln(〈λ1〉a1〈λ2〉a2)1/2 for all spin-zero phases. Here the
oeients a1, a2 are positive onstants obeying a1 + a2 = 1. In spin-one
phases d 6= 0 and ς are given by
ς =
1
2
〈n1λq,1 lnλq,1 + n2λq,2 lnλq,2〉bq
〈n1λq,1 + n2λq,2〉bq
where nr is the degeneray fator for the exitation branh. Generally the
eigenvalues λr depend on the diretion of the quark momentum, so the angu-
lar average 〈〉 is taken for all diretions q̂. For all spin-one phases onsidered
in this paper, d is about 5, it means e−d ∼ 10−2 − 10−3, whih strongly
redue spin-one gaps relative to spin-zero-gaps. Tab. (7) give an overview
of the gaps of the dierent phases in units of the 2SC gap, φ2SC0 .
Tab. (7) also lists the ritial temperatures Tc for all onsidered phases
[30, 34, 68, 73℄. Generally the ratio of the ritial temperatures to the zero
temperature gaps on the Fermi surfae is given by
Tc
φ0
=
eγ
π
e−ς ≃ 0.57e−ς (132)
where γ ≃ 0.577 is the Euler-Masheroni onstant. An important feature is
that in suh single-gapped phases as the 2SC, polar or A phase, the ratio is
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Table 7: The value of the gap funtion at the Fermi surfae, φ0 in units of
its value in the 2SC phase, and the ritial temperature, in units of its value
expeted from BCS theory, and in units of the ritial temperature in the
2SC phase, T 2SCc .
phase d φ0/φ
2SC
0 Tc/T
BCS
c Tc/T
2SC
c
2SC 0 1 1 1
CFL 0 2−1/3 21/3 1
CSL 5 2−1/6 e−d 21/6 e−d
polar 5 e−d 1 e−d
A 21/4 e−d 1 e−d
the same as in BCS theory (the so-alled BCS ratio Tc/φ0 = 0.57) [73℄. For
phases with more than two dierent exitations, suh as the CFL or CSL
phase, one has e−ς 6= 1, whih violats the BCS ratio [29, 30℄, f. the third
olumn in Tab. (7). Another situation where the BCS ratio is violated is
that the gap is anisotropi in momentum diretion. Expressing the respetive
ritial temperatures Tc in terms of T
2SC
c the fator e
−ς
in Eq. (131) anels
the fator e−ς in Eq. (132) yielding Tc/T 2SCc = e−d, whih is listed in the
forth olumn of Tab. (7). The transition temperature of a superonduting
phase is normally regarded as the temperature where the gap disappears
in the gap equation. This is justied in the mean eld approximation. If
one goes beyond the mean eld approximation by inluding the utuation
of the diquark elds, even above the transition temperature the 'gap' (the
so-alled pseudogap) is not vanishing [76, 77℄. The transition temperature
an also be modied by the gluon utuation whih is beyond the mean eld
approximation [78℄.
We know that in the gap equation there are gluon propagators. If one
hanges the gauge parameter of the gluon propagator, the question arises if
the gap would be invariant. The answer is yes under the following onditions
[64℄: (a) the gap equation is put on the mass-shell, and (b) the poles of
the gluon propagator do not overlap with those of the quark propagator.
However in the mean eld approximation the gap depends on the gauge
parameter at the sub-subleading level if one imposes the on-shell ondition
[79, 80℄.
In intermediate oupling regime, the superonduting phases an be in-
vestigated within a Dyson-Shwinger approah for the quark propagator in
QCD [81, 82℄. It was found that at moderate hemial potentials the quasi-
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partile pairing gaps are several times larger than the extrapolated weak-
oupling results.
9 Debye and Meissner masses
In this setion we will address another two important energy sales in su-
perondutivity: Debye and Meissner masses. The Debye mass for gluons/
photons haraterizes the sreening of the hromoeletri/eletri harge in
the medium, while the Meissner mass leads to expelling the hromomag-
neti/magneti eld out of the type-I olor/normal superondutor. We
onsider the weak oupling limit where the gap is parametrially smaller
than the Debye or Meissner mass, so the oherene length (inverse of the
gap) is muh larger than the penetration length (inverse of the Meissner
mass), whih means in the weak oupling limit, all olor superondutors
are of type-I.
The Debye and Meissner masses for gluons or photons an be alulated
through gluon or photon polarization tensors and taking the stati limit
(p0 = 0, p→ 0). The polarization tensors depend on the diquark ondensate
through the quark propagators in the quark loop. The self-energies with
full momentum dependene and the spetral densities of longitudinal and
transverse gluons at zero temperature in olor-superonduting quark matter
was studied in detail in [83, 84, 85℄. In some olor superonduting phases
the U(1) harge whih an propagate in the medium is the rotated or new
photon. It an be found by symmetry analysis shown in previous setion or
by diagonalizing polarization tensors for both the photon and gluons. We
an treat the photon in the same footing as eight gluons by enlarging gluon's
olor indies to denote the photon by a = 0. Diagonalizing the polarization
tenors with respet to new 'olor' indies a = 0, 1 − 8, we an nd Deybe
and Meissner masses of the rotated photon and gluon whih are eigenvalues
of the resulting mass matries. The detail alulation is arried out in Ref.
[86℄. The results are listed in Tab. (8-10).
We distinguish between the normal-onduting and the superonduting
phase. In the normal-onduting phase, i.e. for temperatures larger than
the ritial temperature for the superonduting phase transition, T ≥ Tc,
Meissner mass is vanishing , i.e., as expeted, there is no Meissner eet in
the normal-onduting state. However, there is eletri sreening for tem-
peratures larger than Tc. Here, the Debye mass solely depends on the num-
ber of quark avors and their eletri harge. We nd for T ≥ Tc (with
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Table 8: Zero-temperature Debye masses. All masses are given in units of
Nfµ
2/(6π2), where Nf = 2 in the 2SC phase, Nf = 3 in the CFL phase,
and Nf = 1 in the polar and CSL phases. We use the abbreviations ζ ≡
(21 − 8 ln 2)/54, α ≡ (3 + 4 ln 2)/27, and β ≡ (6− 4 ln 2)/9.
m2D,aa m
2
D,aγ = m
2
D,γa m
2
D,γγ
a 1 2 3 4 5 6 7 8 1-7 8 0
2SC 0 3g2/2 3g2 0 0 2e2
CFL 3ζg2 0 −2√3ζeg 4ζe2
polar 0 3g2/2 3g2 0 0 18q2e2
CSL 3βg2 3αg2 3βg2 3βg2 3αg2 3βg2 3αg2 3βg2 0 0 18q2e2
Table 9: Zero-temperature Meissner masses. All results are given in the
same units as the Debye masses in Table 8. The abbreviations of Table 8
are used.
m2M,aa m
2
M,aγ = m
2
M,γa m
2
M,γγ
a 1 2 3 4 5 6 7 8 1-7 8 0
2SC 0 g2/2 g2/3 0 eg/(3
√
3) e2/9
CFL ζg2 0 −2ζeg/√3 4ζe2/3
polar 0 g2/2 g2/3 0 2qeg/
√
3 4q2e2
CSL βg2 αg2 βg2 βg2 αg2 βg2 αg2 βg2 0 0 3q2e2
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Table 10: Zero-temperature rotated Debye and Meissner masses in units of
Nfµ
2/(6π2) and mixing angles for eletri and magneti gauge bosons. The
onstants ζ, α, and β are dened as in Tables 8 and 9.
m˜2D,88 m˜
2
D,γγ cos
2 θD m˜
2
M,88 m˜
2
M,γγ cos
2 θM
2SC 3 g2 2 e2 1 1
3
g2 + 1
9
e2 0 3g2/(3g2 + e2)
CFL (4e2 + 3g2)ζ 0 3g2/(3g2 + 4e2)
(
4
3
e2 + g2
)
ζ 0 3g2/(3g2 + 4e2)
polar 3g2 18q2e2 1 1
3
g2 + 4q2e2 0 g2/(g2 + 12q2e2)
CSL 3βg2 18q2e2 1 βg2 6q2e2 1
a = 1, · · · , 8)
m2D,aa = 3Nf
g2µ2
6π2
m2D,aγ = 0
m2D,γγ = 18
∑
n
q2n
e2µ2n
6π2
.
where qn is the eletri harge for the quark avor labled by n. Consequently,
the 9×9 Debye mass matrix is already diagonal. Eletri gluons and eletri
photons are sreened.
The masses in the superonduting phases are more interesting. The
results for all phases are olleted in Tab. (8) (Debye masses) and Tab. (9)
(Meissner masses). The physially relevant, or rotated, masses are obtained
after a diagonalization of the 9× 9 mass matries. We see from these tables
that all o-diagonal gluon masses, a, b = 1 − 8, as well as all mixed masses
for a = 1− 7 vanish. Furthermore, in all ases where the mass matrix is not
diagonal, we nd m28γ = m88mγγ . We ollet the rotated masses and mixing
angles for all phases in Tab. (10).
Let us rst disuss the spin-zero ases, 2SC and CFL. In the 2SC phase,
due to a anellation of the normal and anomalous parts, the Debye and
Meissner masses for the gluons 1,2, and 3 vanish. Physially, this is easy to
understand. Sine the ondensate piks one olor diretion, all quarks of the
third olor, say blue, remain unpaired. The rst three gluons only interat
with red and green quarks and thus aquire neither a Debye nor a Meissner
mass. We reover the results of Ref. [87℄. For the mixed and photon masses
we nd the remarkable result that the mixing angle for the Debye masses is
dierent from that for the Meissner masses, θD 6= θM . The Meissner mass
matrix is not diagonal. By a rotation with the angle θM , given in Tab. (10),
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we diagonalize this matrix and nd a vanishing mass for the new photon.
Consequently, there is no eletromagneti Meissner eet in this ase. The
Debye mass matrix, however, is diagonal. The o-diagonal elements m2D,8γ
vanish, sine the ontribution of the ungapped modes anels the one of the
gapped modes. Consequently, the mixing angle is zero, θD = 0. Physially,
this means that not only the olor-eletri eighth gluon but also the eletri
photon is sreened. Had we onsidered only the gapped quarks, we would
have found the same mixing angle as for the Meissner masses and a vanishing
Debye mass for the new photon. This mixing angle is the same as predited
from simple group-theoretial arguments. The photon Debye mass in the
superonduting 2SC phase diers from that of the normal phase, whih, for
q1 = 2/3 and q2 = −1/3 is m2D,γγ = 5Nfe2µ2/(6π2).
In the CFL phase, all eight gluon Debye and Meissner masses are equal.
This reets the symmetry of the ondensate where there is no preferred
olor diretion. The results in Tab. (8) and (9) show that both Debye and
Meissner mass matries have nonzero o-diagonal elements, namely m28γ =
m2γ8. Diagonalization yields a zero eigenvalue in both ases. This means that
neither eletri nor magneti (rotated) photons are sreened. Or, in other
words, there is a harge with respet to whih the Cooper pairs are neutral.
Espeially, there is no eletromagneti Meissner eet in the CFL phase,
either. Note that the CFL phase is the only one onsidered in this paper in
whih eletri photons are not sreened. Unlike the 2SC phase, both eletri
and magneti gauge elds are rotated with the same mixing angle θD = θM .
This angle is well-known [54, 88, 89℄.
Let us now disuss the spin-one phases, i.e., the polar and CSL phases.
For the sake of simpliity, all results in Tab. (8), (9), and (10) refer to a
single quark system, Nf = 1, where the quarks arry the eletri harge q.
After disussing this most simple ase, we will omment on the situation
where Nf > 1 quark avors separately form Cooper pairs. The results for
the gluon masses show that, up to a fator Nf , there is no dierene between
the polar phase and the 2SC phase regarding sreening of olor elds. This
was expeted sine also in the polar phase the blue quarks remain unpaired.
Consequently, the gluons with adjoint olor index a = 1, 2, 3 are not sreened.
Note that the spatial z-diretion piked by the spin of the Cooper pairs has
no eet on the sreening masses. As in the 2SC phase, eletri gluons do
not mix with the photon. There is eletromagneti Debye sreening, whih,
in this ase, yields the same photon Debye mass as in the normal phase.
The Meissner mass matrix is diagonalized by an orthogonal transformation
dened by the mixing angle.
46
In the CSL phase, we nd a speial pattern of the gluon Debye and
Meissner masses. In both ases, there is a dierene between the gluons
orresponding to the symmetri Gell-Mann matries with a = 1, 3, 4, 6, 8
and the ones orresponding to the antisymmetri matries, a = 2, 5, 7. The
reason for this is, of ourse, the residual symmetry group SO(3)c+J that
desribes joint rotations in olor and real spae and whih is generated by a
ombination of the generators of the spin group SO(3)J and the antisymmet-
ri Gell-Mann matries, T2, T5, and T7. The remarkable property of the CSL
phase is that both Debye and Meissner mass matries are diagonal. In the
ase of the Debye masses, the mixed entries of the matrix, mD,aγ , are zero,
indiating that pure symmetry reasons are responsible for this fat (remem-
ber that, in the 2SC phase, the reason for the same fat was a anellation of
the terms originating from the gapped and ungapped exitation branhes).
There is a nonzero photon Debye mass whih is idential to that of the polar
and the normal phase whih shows that eletri photons are sreened in the
CSL phase. Moreover, and only in this phase, also magneti photons are
sreened. This means that there is an eletromagneti Meissner eet. Con-
sequently, there is no harge, neither eletri harge, nor olor harge, nor
any ombination of these harges, with respet to whih the Cooper pairs
are neutral.
Finally, let us disuss the more ompliated situation of a many-avor
system, Nf > 1, whih is in a superonduting state with spin-one Cooper
pairs. In both polar and CSL phases, this extension of the system modies
the results in Tab. (8), (9), and (10). We have to inlude several dierent
eletri quark harges, q1, . . . , qNf , and hemial potentials, µ1, . . . , µNf . In
the CSL phase, these modiations will hange the numerial values of all
masses, but the qualitative onlusions, namely that there is no mixing and
eletri as well as magneti sreening, remain unhanged. In the ase of the
polar phase, however, a many-avor system might hange the onlusions
onerning the Meissner masses. While in the one-avor ase, diagonalization
of the Meissner mass matrix leads to a vanishing photon Meissner mass, this
is no longer true in the general ase with arbitrary Nf . There is only a
zero eigenvalue if the determinant of the matrix vanishes, i.e., if m2M,8γ =
mM,88mM,γγ . Generalizing the results from Tab. (9), this ondition an be
written as ∑
m,n
qn(qn − qm)µ2nµ2m = 0. (133)
Consequently, in general and for xed harges qn, there is a hypersurfae in
the Nf -dimensional spae spanned by the quark hemial potentials on whih
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there is a vanishing eigenvalue of the Meissner mass matrix and thus no ele-
tromagneti Meissner eet. All remaining points in this spae orrespond
to a situation where the (new) photon Meissner mass is nonzero (although,
of ourse, there might be a mixing of the eighth gluon and the photon). Eq.
(133) is trivially fullled when the eletri harges of all quarks are equal.
Then we have no eletromagneti Meissner eet in the polar phase whih
is plausible sine, regarding eletromagnetism, this situation is similar to
the one-avor ase. For spei values of the eletri harges we nd very
simple onditions for the hemial potentials. In a two avor system with
q1 = 2/3, q2 = −1/3, Eq. (133) reads µ21µ22 = 0. In a three-avor system
with q1 = −1/3, q2 = −1/3, and q3 = 2/3, we have (µ21 + µ22)µ23 = 0. Con-
sequently, these systems always, i.e., for all ombinations of the hemial
potentials µn, exhibit the eletromagneti Meissner eet in the polar phase
exept when they redue to the above disussed simpler ases (same eletri
harge of all quarks or a one-avor system).
In the weak oupling limit, the gap values are parametrially smaller than
the Meissner masses, therefore the oherene length (inverse of the gap) is
muh larger than the penetration length (inverse of the Meissner mass).
So the spin-1 olor superondutor is a type-I superondutor in the weak
oupling limit [32℄. In the intermediate densities, this statement might not
be valid. A natural way of studying superondutivity in external magneti
eld is to make use of the Ginzburg-Landau eetive theory, see e.g. Ref.
[90, 91, 92, 93, 94, 95, 96℄. An introdution to the Ginzburg-Landau theory
an be found in Se. 11.
10 General eetive theory for olor superondu-
tivity
As we mentioned before, quark matter at small temperature T and large
quark hemial potential µ is a olor superondutor. In a olor super-
ondutor, there are several energy sales: the quark hemial potential µ,
the inverse gluon sreening length mg ∼ gµ, and the superonduting gap
parameter φ. In weak oupling these three sales are naturally ordered,
φ≪ gµ≪ µ. The ordering of sales implies that the modes near the Fermi
surfae, whih partiipate in the formation of Cooper pairs, an be on-
sidered to be independent of the modes deep within the Fermi sea. This
suggests that the most eient way to ompute properties suh as the olor-
superonduting gap parameter is via an eetive theory for quark modes
near the Fermi surfae. Suh an eetive theory has been originally pro-
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posed by Hong [97℄ and was subsequently rened by others [97, 98, 99, 100℄.
In order to onstrut suh an eetive theory, we pursue a dierent venue
and introdue ut-os in momentum spae for quarks, Λq , and gluons, Λg.
These ut-os separate relevant from irrelevant quark modes and soft from
hard gluon modes. We then expliitly integrate out irrelevant quark and
hard gluon modes and derive a general eetive ation for hot and/or dense
quark-gluon matter [101, 102℄.
We show that the standard HTL and HDL eetive ations are ontained
in our general eetive ation for a ertain hoie of the quark and gluon ut-
os Λq, Λg. We also show that the ation of the high-density eetive theory
derived by Hong and others is a speial ase of our general eetive ation.
In this ase, relevant quark modes are loated within a layer of width 2Λq
around the Fermi surfae.
The two ut-os, Λq and Λg, introdued in our approah are in priniple
dierent, Λq 6= Λg. We show that in order to produe the orret result
for the olor-superonduting gap parameter to subleading order in weak
oupling, we have to demand Λq ≤ gµ ≪ Λg ≤ µ, so that Λq/Λg ∼ g ≪ 1.
Only in this ase, the dominant ontribution to the QCD gap equation arises
from almost stati magneti gluon exhange, while subleading ontributions
are due to eletri and non-stati magneti gluon exhange.
The olor-superonduting gap parameter is omputed from a Dyson-
Shwinger equation for the quark propagator. In general, this equation or-
responds to a self-onsistent resummation of all one-partile irreduible (1PI)
diagrams for the quark self-energy. A partiularly onvenient way to derive
Dyson-Shwinger equations is via the Cornwall-Jakiw-Tomboulis (CJT) for-
malism. In this formalism, one onstruts the set of all two-partile irre-
duible (2PI) vauum diagrams from the verties of a given tree-level ation.
The funtional derivative of this set with respet to the full propagator then
denes the 1PI self-energy entering the Dyson-Shwinger equation. Sine it
is tehnially not feasible to inlude all possible diagrams, and thus to solve
the Dyson-Shwinger equation exatly, one has to resort to a many-body
approximation sheme, whih takes into aount only partiular lasses of
diagrams. The advantage of the CJT formalism is that suh an approxima-
tion sheme is simply dened by a trunation of the set of 2PI diagrams.
However, in priniple there is no parameter whih ontrols the auray of
this trunation proedure.
The standard QCD gap equation in mean-eld approximation studied
in Refs. [27, 28, 67, 68, 103, 104℄ follows from this approah by inluding
just the sunset-type diagram whih is onstruted from two quark-gluon ver-
ties of the QCD tree-level ation. We also employ the CJT formalism to
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derive the gap equation for the olor-superonduting gap parameter. How-
ever, we onstrut all diagrams of sunset topology from the verties of the
general eetive ation derived in this work. The resulting gap equation
is equivalent to the gap equation in QCD, and the result for the gap pa-
rameter to subleading order in weak oupling is idential to that in QCD,
provided Λq ≤ gµ ≪ Λg ≤ µ. The advantage of using the eetive theory
is that the appearane of the two sales Λq and Λg onsiderably failitates
the power ounting of various ontributions to the gap equation as ompared
to full QCD. We expliitly demonstrate this in the ourse of the alulation
and suggest that, within this approah, it should be possible to identify the
terms whih ontribute beyond subleading order to the gap equation. Of
ourse, for a omplete sub-subleading order result one annot restrit oneself
to the sunset diagram, but would have to investigate other 2PI diagrams as
well. This shows that an a priori estimate of the relevane of dierent on-
tributions on the level of the eetive ation does not appear to be feasible
for quantities whih have to be omputed self-onsistently.
11 Ginzburg-Landau theory for CSC
In this setion we will introdue the Ginzburg-Landau theory for CSC. The
starting point is the thermodynami potential Ω, whih an be expanded
in the seond and fourth power of the diquark ondensate in the viinity of
ritial temperature. We have
Ω = − T
2V
log detG−1 = − T
2V
Tr log G−1, (134)
where G−1 is the inverse of the full propagator and the trae runs over
Nambu-Gorkov, momentum, Dira, olor and avor spae. We an expand
Ω to the fourth power of Σ,
Ω = − T
2V
Tr log(G−10 +Σ)
= − T
2V
Tr log[G−10 (1 + G0Σ)]
= − T
2V
Tr log G−10 −
T
2V
Tr log(1 + G0Σ). (135)
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Here the free part G−10 is given by
G−10 =
(
[G+0 ]
−1 0
0 [G−0 ]
−1
)
=
(
γµK
µ + µγ0 −m 0
0 γµK
µ − µγ0 −m
)
=
(
(k0 + µ− eEk)γ0Λek 0
0 (k0 − µ+ eEk)γ0Λ−ek
)
≈
(
(k0 + µ−Ek)γ0Λ+k 0
0 (k0 − µ+ Ek)γ0Λ−k
)
, (136)
where we only keep the positive energy exitation in the last line. Here
the energy projetors are dened by Λek =
1
2
(
1 + eγ0(~γ·k+m)Ek
)
with Ek =√
k2 +m2. The free propagator is then
G0 =
(
G+0 0
0 G−0
)
≈
(
(k0 + µ− Ek)−1Λ+k γ0 0
0 (k0 − µ+ Ek)−1Λ−k γ0
)
.
(137)
The ondensate part is
Σ ≡
(
0 Φ−
Φ+ 0
)
, (138)
where Φ− ≡ γ0[Φ+]†γ0. To simplify the last term in Eq. (135), we use
log(1 + G0Σ) =
∑
n
(−1)n+1
n
(G0Σ)n, (139)
Eq. (135) an be expanded as,
Ω− Ωn ≈ T
V
[
1
4
Tr(G0Σ)2 + 1
8
Tr(G0Σ)4
]
, (140)
where the odd terms are vanishing due to zero trae in Nambu-Gorkov spae.
First we evaluate the quarti term of the ondensate. Sine we onsider
the small momentum expansion, we assume that Σ is onstant in the quarti
term. Then we have
1
8
T
V
Tr(G0Σ)4 = 1
4
T
∑
n
∫
d3k
(2π)3
Tr[(Λ+k γ0Φ
−Λ−k γ0Φ
+)2]
[k20 − (Ek − µ)2]2
=
1
4
T
∑
n
∫
dk
2π2
k2
[k20 − (Ek − µ)2]2
∫
dΩ
4π
Tr[(Λ+k γ0Φ
−Λ−k γ0Φ
+)2]
=
∫
dk
2π2
k2
(Ek − µ)3
{
tanh
β(Ek − µ)
2
− β(Ek − µ)/2
cosh[β(Ek − µ)/2]
}
× 〈Tr[(Λ+k γ0Φ−Λ−k γ0Φ+)2]〉kˆ (141)
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where we have used k0 = i(2n + 1)πT and∑
n
1
[(2n+ 1)2π2 + x2]2
=
1
4x3
[
tanh
x
2
− x/2
cosh(x/2)
]
.
About the momentum integral in Eq. (141), we see that the integrand exept
k2 is entered at µ, if we limit the momentum range around µ we an replae
k2 with µ2 and pull it out of the integral. The rst term inside the urly
braket dominates the momentum integral, then we have
1
8
T
V
Tr(G0Σ)4 = µ
2
2π2T 2
∫
dx
tanh(x/2)
x3
〈
Tr[(Λ+k γ0Φ
−Λ−k γ0Φ
+)2]
〉
kˆ
≈ µ
2
2π2T 2
〈
Tr[(Λ+k γ0Φ
−Λ−k γ0Φ
+)2]
〉
kˆ
. (142)
The dependene on olor superonduting phases ontains in the average
over momentum diretion.
Now let's evaluate the quadrati term,
1
4
T
V
Tr(G0Σ)2 = 1
2
T
V
Tr(G+0 Φ
−G−0 Φ
+)
=
1
2
TV
∑
n
∫
d3k
(2π)3
∫
d3q
(2π)3
Tr[Λ+k−q/2γ0Φ
−
q Λ
−
k+q/2γ0Φ
+
−q]
× 1
(k0 + µ− Ek−q/2)(k0 − µ+ Ek+q/2)
, (143)
where we have kept the momentum dependene of ondensate. To the leading
order the trae term invloves an angular integral over kˆ. We an make Taylor
expansion with respet to q for the last line of Eq. (143),
1
k0 ± µ∓ Ek∓q/2
≈ 1
k0 ± µ∓ Ek + k·q2Ek ∓
q2
8Ek
≈ 1
k0 ∓ (Ek − µ)
1− k·q2Ek ∓ q28Ek
k0 ∓ (Ek − µ)
+
(
k·q
2Ek
)2
(k0 ∓ (Ek − µ))2
 . (144)
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Then the last line of Eq. (143) beomes
1
k20 − (Ek − µ)2
1− k·q2Ek − q28Ek
k0 − (Ek − µ) −
k·q
2Ek
+ q
2
8Ek
k0 + (Ek − µ)
+
(
k·q
2Ek
)2
(k0 − (Ek − µ))2 +
(
k·q
2Ek
)2
(k0 + (Ek − µ))2 +
(
k·q
2Ek
)2
k20 − (Ek − µ)2
 . (145)
The seond and third terms inside the square brakets are vanishing when
arrying out integral over k sine the term with
k·q
2Ek
is odd in k and the term
with
q2
8Ek
is proportional to (Ek − µ). Then the quadrati term beomes,
1
4
T
V
Tr(G0Σ)2 = 1
2
TV
∫
d3q
(2π)3
〈
Tr[Λ+k−q/2γ0Φ
−
q Λ
−
k+q/2γ0Φ
+
−q]
〉
kˆ
×
∑
n
∫
d3k
(2π)3
1
k20 − (Ek − µ)2
{
1 +
k2q2
12E2k
×
[
1
(k0 − (Ek − µ))2 +
1
(k0 + (Ek − µ))2
× + 1
k20 − (Ek − µ)2
]}
. (146)
Note that the onstant term inside the urly brakets gives the quadrati
term in the ondensate. The term proportional to
k2q2
12E2
k
gives the gradient
term ∼ |∇Φ|2.
By inserting the onrete forms of the diquark ondensates into Eq. (142)
and (146) one an have the Ginzburg-Landau free energy from whih one an
study a variety of problems [90, 91, 92, 93, 94, 95, 96℄.
12 BCS-BEC rossover in a boson-fermion model
In weak ouplings the Cooper pairing is well desribed within Bardeen-
Cooper-Shrieer (BCS) theory. Cooper pairs are typially of a size muh
larger than the mean interpartile distane. The piture hanges for su-
iently large interation strengths. In this ase, Cooper pairs beome bound
states, and superuidity is realized by a Bose-Einstein ondensation (BEC)
of moleular bosons omposed of two fermions. A rossover between the
weak-oupling BCS regime and the strong-oupling BEC regime is expeted.
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In order to desribe the rossover from BCS to BEC in olor superon-
dutivity, one an use Nambu-Jona-Lasinio model [105, 106, 107, 108, 109,
110, 111, 112, 113℄, a purely fermioni model. Here we shall not onsider a
purely fermioni model whih may desribe this rossover as a funtion of
the fermioni oupling strength. We rather set up a theory with bosoni and
fermioni degrees of freedom. Here, fermions and bosons are oupled through
a Yukawa interation and required to be in hemial equilibrium, 2µ = µb,
where µ and µb are the fermion and boson hemial potentials, respetively.
We treat the (renormalized) boson massmb,r and the boson-fermion oupling
g as free parameters. Then, tuning the parameter x = −(m2b,r − µ2b)/(4g2)
drives the system from the BCS to the BEC regime. The fermioni hemial
potential shall be self-onsistently determined from the gap equation and
harge onservation. This piture is inspired by the boson-fermion model
of superondutivity onsidered in Ref. [114℄, whih has been used in the
ontext of old fermioni atoms. It also has possible appliations for high-
temperature superondutivity. For simpliity, we only disuss the evalua-
tion of the model in a mean-eld approximation (MFA) [115℄, for the ase
beyond MFA, see Ref. [116℄.
We use a model of fermions ψ and omposite bosons ϕ oupled to eah
other by a Yukawa interation. With mean eld approximation, the La-
grangian an be written as
L = 1
2
ΨS−1Ψ+ Lb[µ2b −m2b ]|φ|2
+|(∂t − iµb)ϕ|2 − |∇ϕ|2 −m2b |ϕ|2 , (147)
S−1(P ) =
(
Pµγ
µ + µγ0 −m 2igγ5φ∗
2igγ5φ Pµγ
µ − µγ0 −m
)
. (148)
Here harge onjugate spinors are dened by ψC = Cψ
T
and ψC = ψ
TC with
C = iγ2γ0, and Nambu-Gorkov spinors are denes byΨ =
(
ψ
ψC
)
, Ψ =
(ψ,ψC), S−1 is the inverse fermion propagator whih reads in momentum
spae, the fermion (boson) mass is denoted by m (mb). We hoose the bo-
son hemial potential to be twie the fermion hemial potential, µb = 2µ.
Therefore, the system is in hemial equilibrium with respet to the onver-
sion of two fermions into one boson and vie versa. This allows us to model
the transition from weakly-oupled Cooper pairs made of two fermions into
a moleular difermioni bound state, desribed as a boson. The intera-
tion term aounts for a loal interation between fermions and bosons with
oupling onstant g. In order to desribe BEC of the bosons, we have to
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separate the zero mode of the eld ϕ. Moreover, we shall replae this zero-
mode by its expetation value φ ≡ 〈ϕ0〉 and neglet the interation between
the fermions and the non − zero boson modes. This orresponds to the
mean-eld approximation.
We an ompute the partition funtion
Z =
∫
[dΨ][dΨ][dϕ][dϕ∗] exp
[∫ 1/T
0
dτd3xL
]
, (149)
to obtain the thermodynami potential density Ω = −T/V lnZ, where T is
the temperature and V is the volume of the system. After performing the
path integral and the sum over Matsybara frequenies one may get
Ω = −
∑
e=±
∫
d3k
(2π)3
{
ǫek + 2T ln
[
1 + exp
(
−ǫ
e
k
T
)]}
+
(m2b − µ2b)∆2
4g2
+
1
2
∑
e=±
∫
d3k
(2π)3
{
ωek + 2T ln
[
1− exp
(
−ω
e
k
T
)]}
. (150)
with quasi-partile energy for fermions (e = +1) and antifermions (e =
−1) denoted by ǫek =
√
(ǫk0 − eµ)2 +∆2, withǫk0 =
√
k2 +m2, and the
(anti)boson energy denoted by ωek =
√
k2 +m2b − eµb.
Then the harge onservation equation and gap equation an be derived
by n = −∂Ω∂µ , and 0 = ∂Ω∂∆ , whih an be writen as n = nF + n0 + nB, with
nF , n0, nBpresent the fermioni, ondensate bosoni and thermal bosoni
ontribution to the total partial density respetively, and for non-zero on-
densation, the gap equation reads
− x =
∑
e=±
∫
d3k
(2π)3
(
1
2ǫek
tanh
ǫek
2T
− 1
2ǫk0
)
, (151)
with rossover parameter dened by x ≡ −m
2
b,r
−µ2
b
4g2
, and
m2b,r = 4g
2 ∂Ω
∂∆2
∣∣∣∣
∆=µ=T=0
= m2b − 4g2
∫
d3k
(2π)3
1
ǫk0
. (152)
This parameter x an be varied from negative values with large modulus
(BCS) to large positive values (BEC). In between, x = 0 is the unitary limit.
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Solving these two oupled equations to determine the gap∆ and the hemial
potential µ as funtions of the rossover parameter x and the temperature T
at xed eetive Fermi momentum pF , fermion mass m, and boson-fermion
oupling g (in numerial alulation, we x pFΛ = 0.3,
m
Λ = 0.2, g = 4, with
Λ the uto in the momentum integrals). The solution [∆(x, T ), µ(x , T )]
an then, in turn, be uesed to ompute the densities of fermions and bosons
in the x− T plane.
The numerial results for the solution of the oupled equations are shown
in Fig. 7. The left panel shows the fermion hemial potential µ0 and the
gap ∆0 as funtions of x. In the weak-oupling regime (small x) we see that
the hemial potential is given by the Fermi energy, µ0 = ǫF . For the given
parameters, ǫF/Λ ≃ 0.36. The hemial potential dereases with inreasing
x and approahes zero in the far BEC region. The gap is exponentially small
in the weak-oupling region, as expeted from BCS theory. It beomes of
the order of the hemial potential around the unitary limit, x = 0, and
further inreases monotonially for positive x. In the unitary limit, we have
µ/ǫF ≃ 0.37, while in nonrelativisti fermioni models µ/ǫF ≃ 0.4− 0.5 was
obtained [117, 118, 119℄.
The orresponding fermion and boson densities are shown in the right
panel of Fig. 7. These two urves show the rossover: at small x all
Cooper pairs are resonant states, whih is haraterized by a purely fermioni
density,n = nF ; at large x, on the other hand, Cooper pairs are bound states
and hene there are no fermions in the system. The harge density is rather
dominated by a bosoni ondensate, n = n0. The rossover region is loated
around x = 0. We an haraterize this region quantitatively as follows. We
write the boson mass as mb = 2m−Ebind. Then, a bound state appears for
positive values of the binding energy Ebind, i.e., for 2m > mb.
Let us disuss the quasi-fermion and quasi-antifermion exitation energies
given by ǫ+k and ǫ
−
k . Inserting the numerial solutions for µ and ∆ into these
energies results in the urves shown in Fig. 8. These exitation energies show
that, for large values of x, quasi-fermions and quasi-antifermions beome
degenerate due to the vanishingly small hemial potential. Beause of the
large energy gap, we expet neither quasi-fermions nor quasi-antifermions to
be present in the system.
The ondensate and the fermion and boson density frations at xed
rossover parameter x/x0 = 0.2 are shown in Fig. 9. At the left end, T = 0,
one reovers the results shown in Fig. 7 at the partiular value x/x0 = 0.2,
at the point T/Tc = 1 the seond-order phase transition manifests itself in a
kink in the density frations and a vanishing ondensate. Below Tc we ob-
serve oexistene of ondensed bound states, ondensed resonant states, and,
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Figure 7: Crossover at zero temperature from the BCS regime (small x) to
the BEC regime (large x). Left panel: fermion hemial potential µ0 (blue
dotted) and gap ∆0 (red dashed) in units of eetive Fermi energy ǫF . Right
panel: ondensate fration (red solid), fermion fration (blue solid).
Figure 8: Fermion and antifermion exitation energies ǫ+k and ǫ
−
k for three
dierent values of the rossover parameter x/x0 at T = 0 as a funtion of
the momentum k (both ǫek and k are given in units of ǫF ). In the BCS
regime (left panel) the energy gap is small and the fermion exitations are
well separated from antifermion exitations. Both exitations approah eah
other in the unitary regime (middle panel), and beome indistinguishable in
the far BEC regime (right panel). Note in partiular that the minimum of
the antipartile exitation is not a monotoni funtion of x.
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Figure 9: Density frations in the rossover regime at xed x/x0 = 0.2
as funtions of temperature: ondensed bosons (red solid), fermions and
unondensed bosons (blue dotted and red dashed, respetively).
for suiently large temperatures, unondensed bound states. We obtain
thermal bosons even above the phase transition. They an be interpreted as
preformed pairs, just as the unondensed pairs below Tc. This phenomenon
is also alled pseudogap in the literature [77℄. It suggests that there is a
temperature T ∗(x) whih marks the onset of pair formation. This temper-
ature is not neessarily idential to Tc. In the BCS regime, T
∗(x) = Tc(x),
while for x & 0, T ∗(x) > Tc(x). Of ourse, our model does not predit any
quantitative value for T ∗ beause thermal bosons are present for all tem-
peratures. Therefore, we expet the model to be valid only for a limited
temperature range above Tc.
With the mean eld appoximation, the boson-fermion model an be em-
ployed to desribe the BCS-BEC rossover. An important property of the
model is the oexistene of weakly-oupled Cooper pairs with ondensed
and unondensed bosoni bound states. In the rossover regime as well as
in the BEC regime, strongly-bound moleular Cooper pairs exist below and
above the ritial temperature Tc. Above Tc, they are all unondensed (pre-
formed Cooper pairs) while below Tc a ertain fration of them forms a
Bose-Einstein ondensate. In ontrast, in the BCS regime, pairing and on-
densation of fermioni degrees of freedom (in the absene of bosons) both
set in at Tc.
It is straightforward to extend our boson-fermion model to two fermion
speies with ross-speies pairing [120, 39℄. This allows us to introdue a
mismath in fermion numbers and hemial potentials whih imposes a stress
on the pairing [121, 122℄. This kind of stressed pairing takes plae in a variety
of real systems. For example, quark matter in a ompat star is unlikely to
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exhibit standard BCS pairing in the olor-avor loked (CFL) phase, i.e.,
pairing of quarks at a ommon Fermi surfae. The ross-avor (and ross-
olor) pairing pattern of the CFL phase rather suers a mismath in hemial
potentials in the pairing setors bu−rs and bd−gs (r, g, b meaning red, green,
blue, and u, d, s meaning up, down, strange). This mismath is indued by
the expliit avor symmetry breaking through the heaviness of the strange
quark and by the onditions of olor and eletri neutrality. Our system
shall only be an idealized and simplied model of this ompliated senario.
However, as in the previous setions, we shall allow for arbitrary values of
the rossover parameter and thus model the strong oupling regime of quark
matter. We shall x the overall harge and the dierene in the two harges.
This is omparable to the eet of neutrality onditions for matter inside a
ompat star, whih also impose onstraints on the various olor and avor
densities. Our fous will be to nd stable homogeneous superuids in the
rossover region and, by disarding the unstable solutions, identify parameter
values where the rossover in fat beomes a phase transition.
We denote the average hemial potential and the mismath in hemial
potentials by µ ≡ µ1+µ22 , δµ ≡ µ1−µ22 . Then, the bosoni hemial potential
is µb = 2µ . The thermodynami potential diers from the one-fermion ase
in the dispersion relation for the fermions,
Ω =
m2b − µ2b
4g2
∆2 +
1
2
∑
e
∫
d3k
(2π)3
[
ωek + 2T ln
(
1− e−ωek/T
)]
−
∑
e
∫
d3k
(2π)3
{
ǫek + T ln
[
1 + e−(ǫ
e
k
+δµ)/T
]
+T ln
[
1 + e−(ǫ
e
k
−δµ)/T
]}
, (153)
With oupled gap equaiton (0 = ∂Ω∂∆) and xed sum (n¯ ≡ n1+n2 = −∂Ω∂µ¯ ) and
dierene (δn ≡ n1 − n2 = − ∂Ω∂δµ ) of the partile number density equations,
the variables µ¯ , δµ and∆ an be solved out.
In order to hek the gapless states for their stability, we have to ompute
the number suseptibility matrixχij ≡ dnidµj , i = 1, 2. Note that we x n and
δn (or equivalently n1 and n2) in our solution. Hene χ an be regarded as
measuring the response of the system to a small perturbation away from this
solution. In partiular, a stable solution requires the mismath in density
to inrease for an inreasing mismath in hemial potentials. Therefore, a
negative eigenvalue of this 2×2 matrix indiates the instability of a given
solution.
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Figure 10: The phase diagram in the plane of the rossover parameter x
and the density dierene δn/n. Shaded areas have unstable homogeneous
solutions with negative number suseptibility. NS denotes normal state; in
this region, no solution for the gap equation is found. gSF denotes gapless
superuid; in this region a stable gapless superuid state is found with two
dierent Fermi surfae topologies, divided by the right dashed-dotted line.
Roman numbers II, III and IV denote three types of Fermi surfae topologies
[115℄.
We nally present a phase diagram in Fig. 10 for arbitrary (positive)
values of δn/n. Sine we do not onsider spatially inhomogeneous phases,
this phase diagram is inomplete. Its main point is to identify regions where
homogeneous gapless superuids may exist. We nd that for suiently
large mismathes, δn/n & 0.02 there is a region where no solution with
nonzero ∆ an be found. We see that the region of stable superuids shrinks
with inreasing δn/n, as expeted. Note that the horizontal axisδn/n = 0 is
not ontinuously onneted to the rest of the phase diagram. For vanishing
mismath in densities a stable, fully gapped superuid exists for all x. One
should thus not be misled by the instability for arbitrarily small mismathes.
We onlude with emphasizing the two main qualitative dierenes to
analogous phase diagrams in nonrelativisti systems: (i) within the stable
region of homogeneous gapless superuids there is a urve that separates two
dierent Fermi surfae topologies; this is the right dashed-dotted line in Fig.
10. (ii) for large x the gapless superuid beomes unstable even in the far
BEC region; this is the shaded area on the right side in Fig. 10.
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13 Phenomenologial impliation: neutrino proesses
in ompat stars
Generally the olor superonduting quark matter annot be easily produed
in laboratory. The most possible plae for the olor superondutor is in the
ore of some ompat stars where the high baryon density is realized. In
reent years, people have been looking for the onnetion of olor superon-
dutivity to observations. The ompat stars are born from supernova ex-
plosions where neutrino proesses play ruial roles. Looking for evidenes of
olor superondutivity from neutrino proesses is a natural hoie. One pos-
sible way is to study the ompat star ooling through the neutrino emission,
whih is the major ooling proess for proto-neutron stars and ompat stars
with relatively high internal temperature in the neutrino dominant stage. In
this stage star bodies are transparent to neutrinos while opaque to photons.
When the ompat stars ool down by the neutrino emission, the photon
emission gradually takes over for the later ooling. The ompat star ool-
ing models depend heavily on models for the neutron star interior espeially
the ore. The star ore ould be nuleon matter, hyperon matter, pion or
kaon ondensate, or quark matter. There is huge amount of literature about
ompat star ooling sine it was rst studied by Tsuruta and Cameron in
1966 [123℄. For a reent review of the neutron star ooling, see, e.g. [124℄.
For a review of neutron star evolution, see e.g. [125℄. A reent systemati
work in neutron star ooling based on hadroni models an be found in Ref.
[126℄.
Calulating neutrino proesses in normal quark matter is part of eort
to desribe the ooling behavior of ompat stars with quark matter ores.
Roughly speaking there are three kinds of the neutrino proesses in quark
matter: the Ura, the modied Ura and the bremsstrahlung proesses, see
Fig. (11). The rst systemati and omplete alulation for the Ura proess
in normal quark matter was done by Iwamoto addressing the importane of
Fermi liquid behavior for relaxing the strit onstraint of energy-momentum
onservation [127℄. The reent work by Shafer and Shwenzer [128℄ extends
Iwamoto's work by taking into aount of the non-Fermi liquid behaviors
[67, 68, 129, 130℄. For the neutrino emission in fully gapped superonduting
phases, the Ura proess is exponentially suppressed [131, 132, 133, 134℄.
The possible relevant proesses for the neutrino emission would be from the
Goldstone mode [135℄ or from the pair breaking and reombination proesses
[136, 137℄. For gapless phases the Ura proesses are not suppressed and like
in the normal quark matter [138, 139, 140, 141℄.
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Figure 11: Neutrino proesses in quark matter. (a) Ura; (b) Modied Ura;
() Bremsstrahlung
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Figure 12: Ordering along the lose-time path in Green funtion.
t 0
t 0
C
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In this setion we will use lose-time-path method to derive the Kadno-
Baym equation. Based on the Kadno-Baym equation, we will obtain the
kineti equation for the neutrino emissivity for the normal and superondut-
ing quark matter. There are other appliations of lose-time-path method,
see, e.g. Ref. [142, 143℄ in the transport equation of the quark gluon plasma.
For the derivation of Kadno-Baym equation and kineti equation for other
neutrino proesses in ompat star, see, e.g. Ref. [144, 145℄. If the neutron
star has a olor superonduting quark matter ore whih is in the so-alled
spin-1 A-phase, we will show that the neutrino emission is asymmetri in
spae.
13.1 Covariant Kadno-Baym equation
The two-point Green funtion for a fermion an be dened in the following
way
iG(1, 2) =
〈
T [ψH(1)ψH(2)]
〉
,
where '1' and '2' denote all indies inluding spatial oordinates of the two
elds. T is the ausal time-ordering operator whih orders an operator at
an earlier time to the right of an operator at a later time. The eld opera-
tors ψH(t) and ψH(t) in the Heisenberg piture are related to those in the
Shödinger piture by
ψH(t) = exp[iH(t− t0)]ψS(t) exp[−iH(t− t0)]
ψH(t) = exp[iH(t− t0)]ψS(t) exp[−iH(t− t0)],
where H is the Hamiltonian of the system.
In the same way, we an dene the two-point Green funtion on the
lose-time path C as shown in Fig. (12),
iG(1, 2) =
〈
TC [ψH(1)ψH(2)]
〉
=
〈
TC
{
exp
[
i
∫
C
d4xL′I
]
ψI(1)ψI(2)
}〉
, (154)
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where L′I is the interating part of the Lagrangian in the interation piture
and TC is the ordering operator along the lose-time path C. G(1, 2) an be
written as
G(1, 2) = ΘC(t1 − t2)G>(1, 2) + ΘC(t2 − t1)G<(1, 2), (155)
where G>,< are orrelation funtions. We also need the retarded and ad-
vaned Green funtions as follows
GR(1, 2) = G(1, 2) −G<(1, 2) = ΘC(t1 − t2)[G>(1, 2) −G<(1, 2)]
GA(1, 2) = G(1, 2) −G>(1, 2) = ΘC(t2 − t1)[G<(1, 2) −G>(1, 2)].
The series expansion of the exponential funtion in Eq. (154) generates
the perturbation expansion for the two-point Green funtion. In lowest order
one obtains the non-interating Green funtion G0 whose inverse G
−1
0 is
G−10 (1, 2) = (iγµ∂
µ
1 −m)δ(1, 2).
The relation between a Green funtion and its inverse is∫
C
d3G−1(1, 3)G(3, 2) =
∫
C
d3G(1, 3)G−1(3, 2) = δ(1, 2).
Dyson-Shwinger equation is
G−1(1, 2) = G−10 (1, 2) − Σ(1, 2), (156)
whih an be further written as
G−10 G = 1 + ΣG
GG−10 = 1 +GΣ, (157)
whose expliit form is
(iγµ∂
µ
1 −m)G(1, 2) = δ(1, 2) +
∫
C
d3Σ(1, 3)G(3, 2) (158)
G(1, 2)(−iγµ←−∂ µ2 −m) = δ(1, 2) +
∫
C
d3G(1, 3)Σ(3, 2), (159)
After simpliation by translating the ontour integrals into normal ones we
get Dyson-Shwinger equations
(iγµ∂
µ
1 −m)G<(1, 2) = −
∫ t2
t0
d3Σ<(1, 3)
[
G>(3, 2) −G<(3, 2)]
−
∫ t1
t0
d3
[
Σ<(1, 3) − Σ>(1, 3)]G<(3, 2),(160)
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G<(1, 2)(−iγµ←−∂ µ2 −m) = −
∫ t2
t0
d3G<(1, 3)
[
Σ>(3, 2) − Σ<(3, 2)]
−
∫ t1
t0
d3
[
G<(1, 3) −G>(1, 3)]Σ<(3, 2),(161)
where we have used the orrelation parts of the self-energy Σ> and Σ< in
analogy to Eq. (155). Making gradient expansion and Fourier transforma-
tion, taking the dierene of the above two Dyson-Shwinger equations, and
nally taking traes for the resulting equations, we obtain Kadano-Baym
equation
∂µXTr[γµiG
<(X,P )] = −Tr [iG>(−iΣ<)− (−iΣ>)iG<] (X,P ). (162)
where X = (X1 + X2)/2 and P is the momentum variable onjugate to
X. Note that our onvention for the sign of selfenergy is implied in G−1 =
G(0)−1 − Σ, whih means −iΣ in the Feynman rules.
13.2 Kineti equation
We an derive the kineti equation from Eq. (162). The fermioni Green
funtions (here we mean the eletron and the neutrino or their anti-partiles)
an be expressed in terms of distribution funtions as follows
iG<(X,P ) = −γµPµπ
p
{
fe−/ν(t,p)δ(p0 + µe−/ν − p)
−[1− fe+/ν(t,−p)]δ(p0 + µe−/ν + p)
}
. (163)
where we have shifted p0 by the hemial potential p0 → p0 + µe−/ν . In the
same way, we an obtain G> as follows
iG>(X,P ) = γµPµ
π
p
{
[1− fe−/ν(t,p)]δ(p0 + µe−/ν − p)
−fe+/ν(t,−p)δ(p0 + µe−/ν + p)
}
. (164)
We assume that the distribution funtion f only depends on X0 = t, so that
G(X,P ) an be written as G(t, P ). This approximation is well justied for
neutrinos in the ompat star with mean free paths omparable or larger
than size of the star.
We are interested in the neutrino ooling stage in the ompat star. When
neutrinos are produed they esape the star immediately. The neutrino
density an not be built up in the star. So we an put the hemial potentials
of the neutrino and anti-neutrino zero. Substituting Eq. (163) and (164) into
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Figure 13: Self-energy in lose-time-path formalism for the neutrino Ura
proess.
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Eq. (165), and arrying out the integral
∫∞
0 dp0, we obtain the equation for
the time variation rate of the neutrino distribution:
∂
∂t
fν(t,p) =
1
4π
∫ ∞
0
dp0Tr
[
iG>ν (−iΣ<ν )
−(−iΣ>ν )iG<ν
]
(t, P ), (165)
whih piks up the ontribution orresponding to the term with support at
p0 = p in the left hand side. In the same way, we an extrat the kineti
equation for the anti-neutrinos by arrying out the integral
∫ 0
−∞ dp0
∂
∂t
fν(t,−p) = − 1
4π
∫ 0
−∞
dp0Tr
[
iG>ν (−iΣ<ν )
−(−iΣ>ν )iG<ν
]
(t, P ), (166)
whih piks up the ontribution orresponding to the term with support at
p0 = −p.
In order to evaluate Σ>,<, we need the Feynman diagram as shown in
Fig. (13). The onvention about the order of fermioni elds in the Feynman
diagram is along the diretion of momentum ow. From the diagram Fig.
(13)(a), the neutrino self-energy reads:
−iΣ<ν (Pν) = −
∫
d4Pe
(2π)4
(−iΓµe )iG<e (Pe)iΓνe
×[−iΠ>µ′ν′(Pe − Pν)]iDF ,µ
′
µ (Pe − Pν)iDF,ν
′
ν (Pe − Pν)
=
G2F
2
∫
d4Pe
(2π)4
γµ(1− γ5)γσPe,σγν(1− γ5)
×[−iΠ>µν(Pe − Pν)]
π
pe
fe(t,pe)δ(p
′
e0 − pe),
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where the overall sign is due to the quark loop. Note that Pe ≡ (p′e0,pe) with
p′e0 ≡ pe0+µe, then integral element is d4Pe ≡ dp′e0d3pe. We have dened the
order of '>' and '<' in Π>,< along the momentum diretion. For example,
in the rst Feynman diagram Fig. (13)(a), the W-boson polarization tensor
is dened by from µ′ to ν ′ following the momentum ow, i.e. µ′ as the rst
entry and ν ′ as the seond one. The rst entry on the negative branh has a
time later than the rst entry on the lose-time-path ontour C. Therefore
we have Π>µ′ν′ . In the same way, Fig. (13)(b) reads
−iΣ>ν (Pν) = −
∫
d4Pe
(2π)4
iΓµe iG
>
e (Pe)(−iΓνe )
×[−iΠ<µ′ν′(Pe − Pν)]iDF,µ
′
µ (Pe − Pν)iDF ,ν
′
ν (Pe − Pν)
= −G
2
F
2
∫
d4Pe
(2π)4
γµ(1 − γ5)γσPe,σγν(1− γ5)
×[−iΠ<µν(Pe − Pν)]
π
pe
[1− fe(t,pe)]δ(p′e0 − pe).
Inserting −iΣ>ν (Pν) and −iΣ<ν (Pν) into Eq. (165), we get
∂
∂t
fν(t,pν) =
1
4π
G2F
2
∫
d3pe
(2π)4
π
pν
π
pe
Lµν(Pν , Pe)
×[1− fν(t,pν)]fe(t,pe)[−iΠ>µν(Pe − Pν)], (167)
where Pν = (pν ,pν) and Pe = (pe,pe). Note that the denition for Pe has
been hanged from the original one. The leptoni tensor Lµν is dened by
Lµν(Pν , Pe) ≡ Tr
[
γλPν,λγ
µ(1− γ5)γσPe,σγν(1− γ5)
]
.
For the anti-neutrino, we still use P to denote its momentum, only the
seond term ∼ (−iΣ>ν )iG<ν in Eq. (166) ontributes. Finally we obtain
∂
∂t
fν(t,−pν) = − 1
4π
G2F
2
∫
d3pe
(2π)4
π
pν
π
pe
Lµν(Pν , Pe)
×[1− fν(−pν)][1 − fe(pe)][−iΠ<µν(Pe − Pν)], (168)
where Pν = (−pν ,pν). We an rewrite Eq. (168) by ipping the momentum
sign: pν → −pν ,
∂
∂t
fν(t,pν) = − 1
4π
G2F
2
∫
d3pe
(2π)4
π
pν
π
pe
Lµν(Pν , Pe)
×[1− fν(pν)][1− fe(pe)][−iΠ<µν(Pe − Pν)], (169)
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where Pν is hanged to Pν = (−pν ,−pν). We will see that the negative sign
in front of Eq. (169) will anel the negative sign due to Pν = (−pν ,−pν)
in the matrix element. Thus the result for the anti-neutrino is the idential
to the neutrino.
Using the following relations between Π>µν and Π
R
µν
Π<(K) = −2inB(k0)ImΠR(K)
Π>(K) = −2i[1 + nB(k0)]ImΠR(K),
where nB(k0) = 1/(e
βk0−1) is the Bose-Einstein distribution, Eq. (167) an
be expressed in terms of ImΠR(Pe − Pν) as
∂
∂t
fν(t,pν) =
1
4π
G2F
∫
d3pe
(2π)4
π
pν
π
pe
Lµν(Pν , Pe)nB(pν − pe + µe)
×[1− fν(t,pν)]fe(t,pe)ImΠRµν(Pe − Pν),
where we have used nB(k0)+nB(−k0) = −1. Taking the momentum integral
d3pν
(2π)3
and noting that nν =
∫ d3pν
(2π)3
fν(t,pν), we obtain the number emissivity
per volume for neutrinos:
∂
∂t
nν(t) =
1
2
G2F
∫
d3pe
(2π)3
d3pν
(2π)3
1
2pν
1
2pe
Lµν(Pν , Pe)nB(pν − pe + µe)
×[1− fν(t,pν)]fe(t,pe)ImΠRµν(Pe − Pν). (170)
The emissivity for anti-neutrinos is the same as that of neutrinos. The energy
emissivity an be obtained by inluding pν into the integrand in Eq. (170).
13.3 u-d-W vertex in Nambu-Gorkov basis
Beause we are interested in Ura proesses, we have to write down the
u-d-W interation vertex in NG basis. The u-d-W vertex diers from the
quark-gluon one in Nambu-Gorkov forms due to the avor hanging nature
of the W-boson interation. So we expliitly keep the avor indies f for the
quark elds:
ψC(f) = Cψ
T
(f), ψC(f) = ψ
T (f)C
ψ(f) = Cψ
T
C(f), ψ(f) = ψ
T
C(f)C.
where we assume f = 1, 2 for u, d respetively. We need for the u-d-W
oupling an additional avor matrix τ± to guarantee that W± ouples to u
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Figure 14: u-d-W verties. The momenta of W-bosons ow into the verties.
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W−
iΓNG−
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and d instead of the same avor, where τ± are dened by
τ+ =
(
0 1
0 0
)
, τ− =
(
0 0
1 0
)
.
Here we assume the spinor order of the vertex is d−W−−u and u−W+−d,
where the momenta of W-bosons ow into verties, see Fig. (14). Then we
have
iΓµ± = −
ie
2
√
2 sin θW
γµ(1− γ5)τ±,
where θW is the Weinberg's angle. Here we have taken CKM matrix element
for u and d quark Vud ≈ 1. The Fermi weak oupling onstant GF is related
to θW by
GF√
2
= e
2
8M2 sin2 θW
.
Then we an write down the u-d-W interation term
ψ(f1)Γ
µ
±ψ(f2) = ψ
T
C(f1)CΓ
µ
±Cψ
T
C(f2)
= −
[
ψC(f2)C
TΓµT± C
TψC(f1)
]T
= −ψC(f2)CTΓµT± CTψC(f1)
≡ ψC(f2)Γµ±ψC(f1),
where we have dened Γ
µ
± ≡ −CΓµT± C. Therefore the u-d-W vertex in
Nambu-Gorkov basis is given by
iΓµ±;NG = −
ie
2
√
2 sin θW
(
γµ(1− γ5)τ± 0
0 −γµ(1 + γ5)τ∓
)
≡ − ie
2
√
2 sin θW
ΓµNGτ±;NG, (171)
where we have dened
ΓµNG ≡
(
γµ(1− γ5) 0
0 −γµ(1 + γ5)
)
, τ±;NG ≡
(
τ± 0
0 τ∓
)
.
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13.4 Polarization tensor for W-boson from quark loop in su-
peronduting phase
Now we an alulate the polarization tensor Πµν(Q) for the W-boson from
the quark loop in imaginary time formalism for superonduting phases.
Here Q = Pe − Pν . Then we make analytial extension to get retarded
polarization tensor. The quark propagator with ondensate an be written
as Gij = Guijτ11 + Gdijτ22 where i, j are Nambu-Gorkov indies and τ11 =
diag(1, 0) and τ22 = diag(0, 1) in the avor spae of u and d quark. Guij
and Gdij are given by Eq. (98). Let's look at one ase where the left vertex
is τ−;NG while the right must be τ+;NG, as illustrated orresponding to the
fermion loop diretion in Fig. (13). Then the polarization tensor of the
W-boson in imaginary time formalism reads
Πµν(Q) =
1
2
T
∑
pu0
∫
d3pu
(2π)3
TrNG,c,f,s[Γ
µ
NGτ−;NGGu(Pu)ΓνNGτ+NGGd(Pd)]
=
1
2
T
∑
pu0
∫
d3pu
(2π)3
Trc,f,s[γ
µ(1− γ5)τ−Gu11(Pu)
×γν(1− γ5)τ+Gd11(Pd)]
+
1
2
T
∑
pu0
∫
d3pu
(2π)3
Trc,f,s[γ
µ(1 + γ5)τ+Gu22(Pu)
×γν(1 + γ5)τ−Gd22(Pd)]
−1
2
T
∑
pu0
∫
d3pu
(2π)3
Trc,f,s[γ
µ(1− γ5)τ−Gu12(Pu)
×γν(1 + γ5)τ−Gd21(Pd)]
−1
2
T
∑
pu0
∫
d3pu
(2π)3
Trc,f,s[γ
µ(1 + γ5)τ+Gu21(Pu)
×γν(1− γ5)τ+Gd12(Pd)]. (172)
where Pd ≡ Pu + Q, and pu0 = −i(2l + 1)πT with integer l are Matsubara
frequenies. The order in the trae is against the diretion of fermion line in
Fig. (13). The last two terms in Eq. (172) proportional to the o-diagonal
propagators are zero due to the presene of two idential τ− or τ+ leading to
vanishing avor traes. This a spetaular feature for single avor pairing.
Taking the avor trae and Matsubara sum, and noting that the rst and
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seond terms are idential, we obtain
Πµν(Q) = T
∑
pu0
∫
d3pu
(2π)3
Trc,s[γ
µ(1− γ5)Gu11(Pu)γν(1− γ5)Gd11(Pd)]
=
∫
d3pu
(2π)3
Trc,s[γ
µ(1− γ5)γ0PruΛ−eupu γν(1− γ5)γ0PrdΛ−edpd ]
×
{[
nu(1− nd)
−q0 + ǫu + ǫd −
(1− nu)nd
−q0 − ǫu − ǫd
]
[1− nF (ǫu)− nF (ǫd)]
+
[
(1− nu)(1− nd)
−q0 − ǫu + ǫd −
nund
−q0 + ǫu − ǫd
]
[nF (ǫu)− nF (ǫd)]
}
(173)
where Pru is the projetor orresponding to the exitation branh with index
ru. A sum over the exitation branh ru is implied (the funtion inside
the urly brakets depends on the exitation branh ru). Λ
e
p is the energy
projetor dened by Λep = (1 − eγ0p̂ · γ)/2. n and 1 − n are Bogoliubov
oeients for quasi-hole and quasi-partile respetively. They are given by
B− ≡ n = 1
2
− ξ
2ǫ
B+ ≡ 1− n = 1
2
+
ξ
2ǫ
(174)
where ξ = k−eµ and ǫ =
√
ξ2 + φ2. Note that the gap parameter φ depends
on the exitation branh. In Eq. (173) we only keep partile exitations, i.e.
with eu = ed = +. For the derivation of the Matsubara sum, see, for example,
[87, 146℄.
Then we are in the position of obtaining the imaginary part of the re-
tarded polarization tensor ImΠµνR by making analyti extension q0 → q0− iδ
in Eq. (172):
ImΠµνR (Q) = π
∫
d3pu
(2π)3
Trc,s[γ
µ(1− γ5)γ0PruΛ−puγν(1− γ5)γ0PrdΛ−pd ]
×n−1B (−q0)BauBadδ(−q0 − auǫu + adǫd)
×nF (auǫu)[1 − nF (adǫd)], (175)
where a denotes the nature of the exitations: a = + for quasi-partiles and
a = − for quasi-holes. The fator n−1B (−q0) will anel nB(p − p1 + µe) in
Eq. (170). A sum over au and ad is implied.
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13.5 Evaluation of neutrino emissivity
Substituting Eq. (175) into Eq. (170), we get the number emissivity for
neutrinos:
∂
∂t
nν = 2π
∫
d3pν
(2π)32pν
d3pe
(2π)32pe
d3pu
(2π)32pu
1
2pd
|M |2
×BauBadδ[pν − (pe − µe)− a1ǫu1 + a2ǫd2]
×nF (pe − µe)nF (auǫu)[1− nF (adǫd)]. (176)
We have dened the matrix element
|M |2 = G2F pupdTrc,s[γµ(1− γ5)γ0PruΛ−pu
×γν(1− γ5)γ0PrdΛ−pd ]Lµν(Pν , Pe)
≈ G2FTrc,s[γµ(1− γ5)γ0PruPu,σγσ
×γν(1− γ5)γ0PrdPd,ργρ]Lµν(Pν , Pe) (177)
where we have used the mass-shell ondition for the u and d quark. The
energy emissivity for the e-apture proess is then
∂Eν
∂t
= 2π
∫
d3pν
(2π)32pν
d3pe
(2π)32pe
d3pu
(2π)32pu
1
2pd
|M |2pν
×BauBadδ[pν − (pe − µe)− auǫu + adǫd]
×nF (pe − µe)nF (auǫu)[1− nF (adǫd)]. (178)
One an also obtain the time rate for the momentum emitted along any
diretion by replaing pν with pν cos θ, where θ is the angle between the
neutrino momentum and this diretion.
Before we evaluate Eq. (178), we analyze the phase spae given by the
energy onservation for quasi-partiles, i.e. restrited by the delta funtion.
If we don't take any interations into aount, for exitations near the Fermi
surfae, the energy onservation ondition reads
0 = pν − (pe − µe)− auǫu + adǫd
≈ pν − auφu + adφd
≈ pν ,
where we have used pi ≈ µi for i = u, d, e and pν ≫ φu,d. We see in the
above equation that in order to make the energy onserved, the neutrino
energy must vanish, whih means the phase spae for the neutrino emission
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Figure 15: Phase spae for Ura proess.
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pFu,d = (1− CFαs2π )µu,d
cosθue ≈ 1− CFαs2π
cosθud ≈ 1− CFαs2π µ
2
e
µuµd
is very muh suppressed. So inluding the interations for quasi-partiles
is neessary. The Fermi liquid orretion to the non-interating degenerate
Fermi gas is a better desription of interating degenerate Fermi gas, whih
opens the phase spae for neutrino emission. The Fermi liquid orretion to
the quark Fermi momentum is due to the quark-quark sattering via gluon
exhange. The eet is that it redues the Fermi momentum by an amount
linearly proportional to the strong oupling onstant as below:
pF i = (1− CFαS
2π
)µF i,
where i = u, d. Atually the Fermi liquid orretions make it possible to
form the triangle by pFu, pFd and pFe, as shown in Fig. (15). We an then
determine the angles θud, θue and θde by the triangle relation. For example,
cos θud is given by
cos θud =
p2Fd + p
2
Fu − p2Fe
2pFupFd
≈ (µ
2
d + µ
2
u)(1− 2κ)− µ2e
2µdµu(1− 2κ)
=
(2µ2u + 2µeµu)(1− 2κ) + µ2e(1− 2κ) − µ2e
2µdµu(1− 2κ)
≈ 1− µ
2
eκ
µdµu
,
where we dened κ ≡ CFαS2π . One an see that if one sets κ = 0 by turning
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Figure 16: One way of simplifying the ollision integral
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ollinear limit: θd ≈ θu
dpνdpddpudθd
numerial
o the interation, we have θud = 0, whih means the momenta of u and d
are ollinear.
Another diulty we have to takle is the ollision integral. Before inte-
grating out energy-momentum onservation and making any simpliations,
the integral is of 12 dimension. Carrying out the energy-momentum on-
servation, we are still left with an 8-dimensional integral. For the normal
quark matter, the rest integral an be arried out analytially. But for the
olor superonduting quark matter, one an only use numerial method to
evaluate it. One way of simplifying the ollision integral is illustrated in Fig.
(16).
The neutrino emission and ooling rates for some of spin-1 phases are
alulated in [133, 134, 147℄. The observational impliation for the CSL
phase has been studied in Ref. [148, 149℄. The basi ingredients in the
alulation are the quasipartile dispersion relations, ontaining the spin-
one gap funtions. We have studied in detail the eet of an isotropi gap
funtion (CSL phase) as well as of anisotropi gap funtions (planar, polar,
A phases). The emissivity and the spei heat an be expressed in terms
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Figure 17: Left panel: The funtions G(ϕ,ϕ) of the neutrino emission on-
tributions due to gapped modes in the CSL, planar, polar and A phases.
Right panel: The funtions K(ϕ) for four spin-one olor superondutors.
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of the saled gap parameter, f = f/T ,
ǫν =
457
630
αsG
2
FT
6µeµuµd
[
1
3
+
2
3
G(ϕu, ϕd)
]
,
cV = T
∑
f=u,d
µ2f
[
1
3
+
2
3
K(ϕf )
]
, (179)
where ǫν and cV are the emissivity and heat apaity respetively, the nu-
merial results for the funtions G and K are presented in Fig. 17.
In all four phases, also analytial expressions have been derived in the
large f limit (i.e., in the limit of small temperatures). In the ase of an
isotropi gap funtion (CSL phase), the well-known exponential suppression
of the emissivity and the spei heat is observed. We nd that anisotropi
gaps give rise to dierent asymptotes in general. For example, the phases in
whih the gap has point nodes (i.e., polar and A phases) show a power-law
instead of an exponential suppression at f → ∞. The atual form of the
power-law depends on the behavior of the gap funtion in the viinity of
the nodes. While a linear behavior gives rise to a suppression ∼ 1/f2, a
quadrati behavior leads to ∼ 1/f.
13.6 Anisotropi neutrino emissions in spin-1 transverse A
phase
As we mentioned that we an get the time rate of the momentum emitted
along any diretion due to the neutrino emission by replaing pν with pν cos θ
in Eq. (178). We an use the resulting formula to alulate the momentum
hanging rate for any olor superonduting phases. Of partiluar interest
is the transverse A phase of spin-1 pairing. This phase shows an asymmetry
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Figure 18: Eetive gap of transverse A phase in neutrino proesses, shaded
area shows the magnitude of the gap.
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in neutrino emission along one spatial diretion, whih an be regarded as
an example of parity violation in marosopi stellar objets [150℄. What
makes the transverse A phase so speial is that it shows a very spetaular
heliity property in oupling with the neutrino emission.
Let's look at the order parameter of the A phase:
M = J3
[
γ
1
⊥(k̂) + γ
2
⊥(k̂)
]
,
where γ⊥ = γ − k̂γ · k̂. In the A phase, one diretion is hosen to break
the olor and spin symmetry. This diretion is assumed to be along the z-
axis. '1' and '2' are two transverse diretions to the z-axis. The exitation
branhes are haraterized by eigenvalues λr of M†M. Here are exitation
energies
ǫr =
√
(k − µ)2 + λrφ2,
where λr are given by
λ1,2 = (1 + | cos θk|2)
λ3 = 0,
where θk is the angle between the momentum and the z-axis. So we have
spetral representation for M†M
M†M = λ1P1 + λ2P2,
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where the projetors are
P1,2 = 1
2
J23
[
1± sgn(cos θk)γ0γ5γ · k̂
]
=
1
2
J23 [1∓ sgn(cos θk)]H+(k̂)
+
1
2
J23 [1± sgn(cos θk)]H−(k̂).
Here the heliity projetors are given by:
H±(k̂) =
1
2
[1± γ5γ0γ · k̂]
=
1
2
[1±Σ · k̂],
where Σ = diag(σ, σ). We see that for the rst exitation branh λ1, the
mometum modes with the positive z-omponent must be negative in heliity,
while the modes with negative z-omponent is positive in heliity. The se-
ond exitation branh just shows an opposite heliity orrelation. Sine the
Ura proesses involve exhanging W-bosons, only the partiles with neg-
ative heliity an partiipate. This fat an be seen by inserting Hh with
h = ± into Eq. (177) where the Dira trae beomes
Quark Trace = Trs[γ
µ(1− γ5)γ0Hhu(p̂u)Λ−pu
×γν(1− γ5)γ0Hhd(p̂d)Λ−pd ]. (180)
We use
Σ · p̂Λ−p = −γ5Λ−p
Hhu(p̂)Λ−p =
1
2
(1− huγ5)Λ−p
to rewrite the trae (180) as
Quark Trace ∼ Trs[γµ(1− γ5)γ0(1− huγ5)(p̂u)Λ−pu
×γν(1− γ5)γ0(1− hdγ5)Λ−pd ]
= 0, for hu,d = +.
We see that omponents with positive heliity hu,d = + vanish. This selets
upper part of the rst branh and the lower part of the seond branh, whih
gives an eetive mode showing asymmetry along the z-diretion, see Fig.
(18). We know that the larger the gap is, the more suppression the neutrino
77
emission gets. So from the right graph of Fig. (18) we see that the eetive
gap is larger in the upper half plane (positive z-omponent) than in the
lower one (negative z-omponent). This means that the neutrino emission
along the positive z-axis is more suppressed than in the negative z-axis. This
asymmetry an be regarded as an example for parity violation in marosopi
sales.
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