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Resumen 
 
Actualmente, la mayor problemática en cuanto a la telemática en las grandes 
instalaciones, radica en su arquitectura de red. Las redes convencionales se 
basan en un nodo central desde el que se distribuye y/o se controla la 
información de la red.  
 
Precisamente esto, cabe considerarlo como el punto débil del sistema, ya que 
ante una futura ampliación con nuevos dispositivos, se debe ampliar dicho nodo 
central a nivel de hardware sin que esto pueda garantizar un correcto 
funcionamiento a corto/medio plazo. Además, cabe tener en cuenta que a nivel 
de seguridad, la centralización del sistema haría que fuera un sistema muy frágil 
con una dependencia excesiva de la seguridad que el nodo central nos pudiera 
ofrecer. 
 
Mediante el proyecto que a continuación se presenta, se pretende tener un 
sistema totalmente descentralizado en el que cada nodo es independiente del 
resto y actuará en función de la situación en la que se encuentre la red. Así, de 
una manera asíncrona, se podrá contar con un sistema en el que habrá 
elementos que se vayan incorporando a nuestra red y se vayan detectando de 
forma automática. Sobre estos nuevos elementos, el resto de nodos del sistema 
se podrán ir subscribiendo para saber en todo momento su estado y poder 
actuar en consecuencia. 
 
Esto será posible debido a que se contará con uno o varios nodos de 
monitorización que estarán compuestos por un servidor lógico que actuará a 
modo de nodo inteligente capaz de tomar decisiones en función de ciertos 
parámetros que el propio administrador del sistema podrá configurar. Éste 
servidor lógico valorará diferentes aspectos, como la situación del nodo o el 
horario y actuará en consecuencia. 
 
Esta reacción descentralizada a eventos y con una cierta inteligencia, permitirá 
tener un control absoluto del sistema además de contar con una arquitectura 
que permitirá controlar el sistema sin presencia física de forma eficaz y sin la 
necesidad de unos recursos de hardware elevados. 
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Overview 
 
At the moment, the most problematic one as the Telematics in big installation is 
in its network architecture. The conventional networks are based on a central 
node from which it is distributed and/or the information of the network is 
controlled.  
 
Indeed this, is possible to consider it like the weak point of the system because 
thinking about a future extension with new devices, this central node at 
hardware level is due to extend without this can guarantee a correct short 
operation to/half term. In addition, it is possible to consider that at security 
level, the centralization of the system would do that outside a very fragile 
system with an excessive dependency of the security that the central node 
could offer to us.  
 
By means of the project that next appears, is tried to have a system totally 
decentralized in which each node is independent of the rest and will act based 
on the situation in which is the network. Thus, of an asynchronous way, it will 
be possible to be counted on a system in which will be elements that are gotten 
up to our network and they are detected automatically. On these new 
elements, the rest of nodes of the system could be subscribing to know their 
state and power in any moment to act consequently.  
 
This will be possible because will count one or several monitoring nodes that 
will be made up of a logical server that it will act as a intelligent node able to 
make decisions based on certain parameters that the own administrator of the 
system will be able to form. This one logical servant will value different aspects, 
like the situation of the node or the schedule in and will act consequently.  
 
This decentralized reaction and with intelligence to events, will allow to have an 
absolute control of the system besides to count on an architecture that will 
allow to control the system without physical presence of effective form and 
without high resources of hardware. 
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INTRODUCCIÓN 
 
El sistema que se presenta a continuación se basa en la posibilidad de realizar 
una  constante monitorización de ciertas zonas problemáticas situadas en una 
gran instalación que consta de diversos puntos críticos en los que se pueden 
dar condiciones peligrosas que puedan afectar a la seguridad y la estabilidad 
del sistema, tales como fugas, filtraciones, o inundaciones en el sistema. 
Además, cabe tener en cuenta la posibilidad de sufrir ataques inesperados, por 
lo que el sistema deberá constar de cámaras de vigilancia que permitan, desde 
un centro de monitorización, visualizar todo lo que acontezca en el sistema. 
 
Con tal de conseguir este sistema, se debe contar con una red de sensores 
mediante los cuales podamos constatar en todo momento diferentes valores de 
temperatura, presión o niveles de agua, además de diferentes cámaras de 
vigilancia a lo largo de todo el sistema. Además, se ha de tener en cuenta que 
todos estos dispositivos deberán estar controlados desde un punto central de 
monitorización, donde el operario encargado de dicha monitorización deberá 
estar atento a lo que acontezca en el sistema además de los posibles avisos 
que pueda recibir de los operarios de seguridad que se encuentren repartidos 
por los diferentes puntos de la instalación. 
 
Sin embargo, debido a la responsabilidad que debería tener este operario en 
caso de que ocurriera cualquier accidente o cualquier sensor detectara alguna 
anomalía, parece necesario dotar al sistema de la suficiente “inteligencia” para 
responder a las posibles alarmas que los sensores puedan generar, de manera 
que el sistema sea capaz de actuar en función de los problemas detectados. 
Para esto se empleará Amzi! Prolog, que se basa en la utilización de técnicas 
de inteligencia artificial que nos permitirá gestionar y monitorizar los eventos 
producidos así como su reacción. Además, se debe tener en cuenta a la hora 
de crear dicho sistema que dado que el tratamiento de los eventos se realizará 
en el nodo de monitorización, no se ha de sobrecargar de información 
constante, por lo que se ha de realizar un sistema en el que la carga en el nodo 
de monitorización sea mínima. Así, se propone una arquitectura en la que los 
sensores y las cámaras de vigilancia tan sólo se comuniquen con el centro de 
monitorización cuando estas generen un evento. 
 
En el primer capítulo se analiza la situación actual y los problemas que esto 
conlleva, mientras que en el segundo capítulo se explica la arquitectura 
utilizada a la hora de realizar el proyecto. En el tercer capítulo se muestra 
mediante un esquema muy sencillo un esquema global del proyecto, de 
manera que en el cuarto y quinto capítulo podamos entrar a valorar en mayor 
profundidad nuestro núcleo (controlador) conformado por una parte en Java y 
otra en Prolog. Por su parte, en el capítulo 6 se explica el entorno gráfico que 
nos permitirá comprender el sistema a nivel de usuario. Seguidamente, en los 
capítulos 7, 8 y 9, se realiza una breve explicación de las pruebas realizadas y 
la implementación del sistema, la planificación y costes y las conclusiones a las 
que se llegan con la finalización del proyecto.  
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CAPÍTULO 1: PROBLEMÁTICA EN LAS GRANDES 
INSTALACIONES 
 
Tal y como se ha comentado en el resumen previo, el mayor problema 
existente actualmente en las grandes instalaciones se basa en la escalabilidad 
y la centralización. 
 
La dependencia de un nodo central no hace tan sólo que el sistema sea frágil a 
nivel de seguridad, sino que reduce en gran medida la posibilidad de una futura 
ampliación del sistema. En caso de querer añadir en una red centralizada un 
gran número de nuevos elementos se debe, como poco, aumentar la potencia 
del nodo central, lo que supone un coste a nivel de hardware que tampoco 
puede garantizar la mejora real del sistema. 
 
1.1. Estado Actual 
   
Actualmente las redes se basan en PLCs1 programables que son controlados 
monitorizados mediante un a estación central que contiene un SCADA2. Así, 
estos autómatas programables remotos se encuentran monitorizados en lo que 
a su vez se puede considerar como el punto central de una red virtual en forma 
de estrella, donde se puede controlar todos los eventos del sistema [1]. 
 
Estos eventos se informan hacia el nodo central utilizando polling3 de forma 
continuada mediante radiofrecuencia. Así parece fácil ver que el mayor 
problema de este sistema se encuentra precisamente en este nodo central, ya 
que no sólo es el punto más débil del sistema en cuanto a seguridad se refiere, 
sino que además necesita un ancho de banda demasiado amplio debido a que 
constantemente está recibiendo el estado de todos los nodos. 
 
Por este motivo, se debe hacer un sistema en el que tan sólo se envíen 
mensajes hacia el nodo central en el momento en el que los nodos periféricos 
(entendiendo como éstos todos aquellos sensores y cámaras pertenecientes al 
sistema) sufran algún cambio o emitan alguna alarma, momento en el cual el 
nodo central analice dicho evento [2]. 
1.1.1 Motivo del Cambio 
 
Debido a la posible existencia de un “cuello de botella” a la hora de plantearse 
una ampliación del sistema o la evolución hacia nuevos servicios, nace la 
necesidad de crear una nueva estructura que nos permita la constante 
                                            
1 PLC: un equipo electrónico programable que permite almacenar una secuencia de ordenes 
(programa) en su interior y ejecutarlo de forma cíclica con el fin de realizar una tarea 
2 SCADA: es un sistema basado en computadores que permite supervisar y controlar a 
distancia una instalación de cualquier tipo de forma cerrada. 
3 Polling: análisis manual individualizado. En este caso sería de cada uno de los nodos del 
sistema 
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evolución típica de esta clase de sistemas y que sea capaz de ofrecernos 
ciertas garantías en el envío/recepción de datos. 
 
En este sistema, no sería viable permitir un corte de las comunicaciones con un 
operario que haya detectado una fuga en el sistema, o que no llegara una 
alarma detectada en un sensor. Así, se antoja inaceptable que desde el monitor 
hubiera momentos en los que las imágenes emitidas desde las diferentes 
cámaras de seguridad se perdieran, sin saber si se trata de un error en la 
comunicación o de un error provocado por un ataque al sistema. 
 
Por esto, Controlvisión propone un sistema peer to peer4 (p2p), basado en 
incorporar nuevas estaciones a lo largo de todo el sistema, capaces de poder 
saber en todo momento los nodos que se encuentran conectados en tiempo 
real y la situación de dichos nodos así como los posibles eventos que estos 
puedan generar y afectar activamente. Así, se propone un escenario similar al 
que se muestra a continuación ([3], [4] y [5]). 
 
 
 
Fig: 1.1 Arquitectura de ControlVision. 
1.1.2.  Coste y asignación de Recursos 
 
A la hora de elegir el sistema a utilizar, no sólo se puede tener en cuenta la 
mejor arquitectura en el momento de la iniciación del sistema, sino la probable 
ampliación a medio plazo que este puede tener.  
 
Basándonos en esta premisa, cabe valorar el sistema cliente-servidor. En una 
primera instancia puede parecer un sistema eficaz, ya que se trata de un 
sistema rápido con una conexión punto a punto que evita la perdida de tiempo 
                                            
4 Peer to peer: término utilizado en las redes punto a punto en las que dos usuarios 
intercambian datos sin necesidad de utilizar nodos intermedios 
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que se puede ocasionar al pasar por diferentes dispositivos (así como los 
posibles controles de flujo y congestión que éstos puedan tener).  
 
Sin embargo, el hecho de querer evitar estos posibles problemas (que en 
cuestiones de tiempo son valores minúsculos) conlleva tener un sistema que a 
la larga será caro. Con un crecimiento del sistema normal, la abundancia de 
dispositivos supondría un aumento en el hardware y en el software tanto por 
parte del servidor, como por parte del cliente. Como ejemplo práctico por el que 
esta arquitectura es inviable, se ha de pensar en un sistema de intercambio de 
archivos como puede ser Emule, en el que para poderlo hacer funcionar a nivel 
de usuario, cada cliente particular necesitara mejorar su ordenador. A la larga 
este proyecto no tendría ningún futuro. 
 
Así, se debe utilizar una arquitectura descentralizada que evite malgastar tres 
conceptos básicos que se han de tener en cuenta a la hora de plantear un 
sistema de estas características: 
 
• Ancho de banda (proporcionada típicamente por el ISP) 
• Recursos de computación (hardware) 
• Almacenaje (buffers y discos duros) 
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1.1.3. Ventajas e inconvenientes 
 
Si analizamos las ventajas e inconvenientes que nos ofrece el sistema actual, 
se puede ver que no todo son inconvenientes. El hecho de que el sistema se 
encuentre centralizado, proporciona la seguridad de, no sólo detectar desde el 
nodo central cualquier caída de los dispositivos periféricos, sino que en caso de 
un error global del sistema, tan sólo se debe analizar el centro de 
monitorización, mientras que en un sistema distribuido total o parcialmente, se 
deberían analizar cada uno de los nodos hasta saber el punto exacto del error. 
 
 
Fig. 1.2: Ejemplo de Sistema Centralizado 
 
Además, visto desde el punto económico, en el caso de querer mejorar la 
potencia del sistema, siempre resultará mucho más barato mejorar un sólo 
nodo que varios de ellos, si bien es cierto que por coherencia, esta ampliación 
deberá ser mucho más necesaria en un sistema centralizado debido a la 
necesidad de dicho nodo de contar con un ancho de banda mayor. De igual 
manera pasará en cuanto al resto de infraestructura, ya que si se quiere 
ampliar toda la red, y contamos con diversos hosts5, el numero de canales que 
se deben crear para interconectarlos en cualquier momento de forma directa 
llegará a ser igual al doble de numero de elementos del sistema, tal y como se 
muestra en la imagen posterior, mientras que de ser centralizado, 
necesitaríamos la mitad.  
 
 
 
                                            
5 Host: cada uno de los nodos que funcionan como punto inicial o final de una transmisión de 
datos 
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Fig. 1.3: Sistema de conexiones punto a punto 
 
 
Sin embargo, el hecho de que se mejore el nodo central no asegurará una 
mejora total en el sistema, porque siempre estará condicionado en función de 
los dispositivos que se quieran conectar, el ancho de banda disponible o en 
este caso cuyo funcionamiento es mediante radiofrecuencia, a factores 
externos propios de la comunicación inalámbrica. 
 
Además, gracias a la arquitectura p2p se pueden compartir contenidos desde 
cualquier punto de la red sin que esto suponga un paso intermedio por el nodo 
central ([6] y [7]). 
 
Otras características que ofrece una red peer-to-peer frente a una arquitectura 
de red basada en un cliente-servidor son la comunicación multipunto, la 
posibilidad de compartir recursos desde máquinas diferentes y  la mejora 
evidente que supone en una comunicación en tiempo real (RTC Real Time 
Comunication). 
 
Otra característica importante que proporciona esta clase de arquitecturas se 
basa en la fiabilidad y la robustez. Mediante una red p2p no se tiene una 
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dependencia total de una sola máquina hecho que si que ocurre mediante una 
arquitectura cliente-servidor.  
 
 
 
 
Fig 1.4: Arquitectura Cliente-Servidor 
 
Tampoco cabe obviar la seguridad que esto proporciona, de manera que se 
puede argumentar que un sistema distribuido es más seguro tanto a fallos 
propios de la máquina  como caídas o errores internos; como frente a ataques 
de spoofing6 o poisoning7 que pueden generar en un DoS8 total o parcial del 
sistema [8]. 
 
1.1.4. Protocolos de descubrimiento de servicios 
 
Pero no sólo se debe valorar la arquitectura de nuestra red, sino que también 
se ha de tener en cuenta los protocolos que se utilizan [9]. En este aspecto, 
quizás lo más importante en nuestro sistema será como se puede descubrir a 
los peers9 del sistema y a los servicios que estos nos pueden proporcionar. Así, 
se optará por utilizar un protocolo ya existente. Básicamente se puede optar 
                                            
6 Spoofing: Suplantación. Ataque que consiste en suplantar la identidad del emisor. 
7 Poisoning: Envenenamiento. Modificación de datos que se suele usar para que los datos 
emitidos por un host se envíen al atacante. 
8 DoS: Deny of Service, negación del srvicio. Ataque que nos permite negar el acceso a una 
máquina o servicio concreto 
9 Peer: Cada uno de los nodos de nuestro sistema 
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entre 3 grandes opciones: JXTA ([10] y [11]), UPnP10 y JIni11. Cada uno de 
ellos plantea un escenario completamente diferente, por lo que pese a servir 
para lo mismo, su correcta aplicación en un escenario concreto es básico. 
 
• JIni: Mediante un servidor central de lookup, pone en contacto todos los 
clientes con los servicios ofrecidos en la red. Como puntos fuertes se 
puede destacar su resistencia a las topologías totalmente en cambio y 
que permite la redundancia de los servidores de lookup12. Además, al 
tratarse de Java, un cliente se ha de descargar un objeto proxy para 
acceder al servidor y éste puede incluir tareas de preprocesado. Como 
puntos débiles por contra destacan la obtención automática de IP’s (lo 
que hace al sistema bastante vulnerable en cuanto a seguridad) y si 
incapacidad para cruzar firewalls13 y NATS14. 
 
• UPnP: Este sistema de descubrimiento tampoco tiene la capacidad de 
cruzar NAT’s ni firewalls pero implementa sistemas que facilitan la 
obtención de un identificador IP mediante DHCP15 o Auto-IP16. Además, 
otra gran diferencia respecto a JIni es la independencia de los nodos de 
lookup, lo que permite valorar la red como una red p2p real [12]. Sin 
embargo, como mayor contrapunto es la poca escalabilidad de esta 
arquitectura, ya que se trata de un sistema pensado para LAN’s17; 
concretamente para instalaciones domóticas de un tamaño inferior al 
sistema que se quiere implementar. 
 
• JXTA: Proporciona una aproximación al problema del p2p a nivel de 
instalaciones más grandes que UPnP. Ofrece un abanico de 
posibilidades mucho más grande en cuanto a nodos se refiere, 
permitiendo que dispositivos con una capacidad de procesamiento 
escaso como puede ser un móvil o una PDA puedan realizar funciones 
más básicas y sean otros los nodos que se encarguen de realizar 
funciones más específicas de búsqueda y retrasmisión de datos ([13] y  
[14]). 
 
                                            
10 UPnP: Universal Plug & Play. Protocolo utilizado basicamente en domótica que nos permite 
que un dispositivo que utilice dicho protocolo funcione tan solo concetándolo 
11 JIni: Protocolo de red utilizado en redes cambiantes. 
12 Lookup: Es un método o función especial de los compiladores que se encarga de buscar en 
el árbol de métodos en memoria (suite de métodos) cuál es el correspondiente a ejecutar 
13 Firewall: Programa que sirve para filtrar lo que acontece en una red 
14 NAT: Network Address Translation, es un mecanismo utilizado por routers IP para 
intercambiar paquetes entre dos redes con direcciones incompatibles 
15 DHCP: Dynamic Host Configuration Protocol, es un protocolo de red que permite a los nodos 
de una red IP obtener sus parámetros de configuración automáticamente 
16 Auto-IP: es una alternativa a DHCP que permite a los hosts obtener direcciones IP en 
las redes pequeñas en las que puede no haber un servidor DHCP. Pertenecen a un rango 
concreto (desde 169.254.0.1 hasta 169.254.255.1) y no es utilizable en Internet.  
17 LAN: Local Area Network. Red local de un tamaño reducido 
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CAPÍTULO 2. ARQUITECTURA PROPUESTA 
 
En el siguiente capítulo se realizará una explicación de la arquitectura 
planteada y los elementos que la compondrán. También se explicará el 
concepto de grupo lógico y las posibles aplicaciones que esto puede ofrecer. 
Además se realizará una breve descripción de un peer y de las funcionalidades 
básicas que estos pueden ofrecer. 
2.1. Definición del sistema 
 
Una vez analizados los pros y los contras de la arquitectura actual, se propone 
una arquitectura basada en varios nodos capaces de saber en todo momento el 
estado de cada uno de los elementos del sistema, de manera que se consiga  
descentralizar la estructura el sistema para permitir todas las ventajas que el 
peer-to-peer proporciona. 
 
De este modo, desde un nodo de monitorización, se podrán visualizar en todo 
momento los diferentes elementos existentes sin que esto suponga que hayan 
de estar conectados a nivel lógico a dicho centro de monitorización, con lo cual, 
tal y como se ha comentado con anterioridad, facilitamos la ejecución del 
sistema y a la vez ahorramos muchos mensajes que mediante éste mecanismo 
se pueden considerar negligibles. 
 
Entre los posibles elementos que se pueden encontrar dentro de nuestro 
sistema, se puede contar con diferentes cámaras de vigilancia a lo largo de 
nuestra instalación así como diferentes sensores que nos permitan controlar 
temperaturas, capacidades de depósitos o simplemente sensores de posición 
capaces de detectar la presencia de objetos inesperados en el sistema. 
 
Sin embargo, nuestro sistema deberá contar además con la posibilidad de 
implementar la posibilidad de contar con empleados que se encontrarán 
registrados dentro del sistema. Esto implica que toda esta instalación será 
mixta a nivel físico, ya que funcionará por radio para los empleados y mediante 
cable o fibra para los sistemas fijos como pueden ser sensores y cámaras de 
video.  
 
Teniendo en cuenta estos dispositivos, el proyecto se basará en una política de 
grupos que nos permita agrupar a todos los componentes permitiéndonos tratar 
ciertas alarmas en función del grupo que las emite y evitar tráfico durante el 
intercambio de mensajes que puede llegar a saturar la red. Esto se encuentra 
explicado de forma más detallada en el capítulo 4.  
 
Además, tal y como se ha comentado con anterioridad, esta arquitectura p2p[8] 
constará de un servidor central inteligente, que permitirá, no tan sólo 
monitorizar los eventos que se reciben desde los diferentes puntos del sistema, 
sino que además ofrecerá la posibilidad de reaccionar ante ellos en función de 
la situación que se esté dando en ese momento en el sistema y de unos 
parámetros variables. 
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Éstos, se deberán introducir de manera manual en el programa a través de una 
interfaz gráfica de manera que cualquier empleado autorizado pueda facilitar 
ciertos datos que en conjunción con la inteligencia propia del servidor generará 
la reacción del sistema frente a los diferentes eventos que puedan acontecer 
en el sistema.  
 
Para realizar esto, y con tal de lograr que se puedan configurar ciertas reglas 
en función de diferentes circunstancias y diferentes reacciones a los eventos 
que se produzcan, se contará con una interfaz gráfica en la que se podrán 
configurar dichos parámetros. 
 
2.1.1. Elementos 
 
El sistema global contará con diversos elementos claramente diferenciables: 
operarios, que pueden ser de seguridad o no; sensores y cámaras de 
vigilancia. 
 
 
 
Fig. 2.1 Esquema del sistema global. 
 
2.1.2. Cámaras 
 
El sistema de seguridad contará con cámaras de seguridad repartidas por 
puntos estratégicos de la instalación a fin de visualizar de forma controlada los 
acontecimientos que se vayan produciendo. Desde el centro de monitorización 
será posible visualizar las diferentes imágenes que estas proporcionen de 
forma que el administrador del sistema que se encuentre en el centro de 
operaciones sea capaz de avisar a los operarios que se encuentren en las 
instalaciones. 
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Las cámaras de por si no generarán ningún evento de manera que la detección 
de movimiento en zonas vigiladas por cámaras deberá correr a cargo del 
usuario responsable del centro de control. Tan sólo se debe tener en cuenta 
que si realmente esa zona es importante como para poner una cámara, tal vez 
sea importante conectar también un sensor de movimiento que sea capaz de 
enviar los eventos adecuados que nos permitan actuar. 
2.1.3. Sensores 
 
Los sensores se podrán utilizar para diferentes propósitos. Se puede entender 
como necesario un conjunto de sensores destinados a asegurar unos niveles 
mínimos y máximos de agua dentro de las instalaciones. Sin embargo parece 
coherente pensar que si se desea darle una mayor consistencia al sistema 
también sería conveniente instalar dispuestos por a lo largo de la instalación 
otros sensores que nos indiquen las diferentes temperaturas que alcanza el 
agua en puntos clave. De igual manera, también se debe contar con los típicos 
sensores de presencia, que nos permitirán saber si los sensores han detectado 
alguna presencia desconocida. 
 
Todos estos sensores, serán la principal fuente para obtener información con la 
que actuar en caso de que sea necesario de una manera u otra, y nos servirán 
como principal referencia a la hora de relacionar a los vigilantes con los 
eventos que acontezcan.  
 
A nivel de implementación, en el proyecto se ha realizado sólo la 
implementación de un sensor genérico que emite una alarma. Dicha alarma, es 
enviada hacia el centro de monitorización, que al recibirla actúa en función de 
la situación y la configuración que en ese momento esté seleccionada. Así, se 
puede entender la alarma generada por cada uno de estos sensores en 
situación errónea, como una alarma general en el sistema.  
 
Pero no sólo esta alarma será tratada por el centro de monitorización, sino que 
siempre que uno de los sensores se apague, o no se encuentre conectado, el 
monitor será consciente de esta situación y actuará. 
2.1.4. Operarios 
 
Los operarios se deberían dividir en dos grandes grupos en función de si 
pertenecen a la seguridad de las instalaciones o si tan sólo son operarios de 
mantenimiento. Pese a esto, deberían mantener varios puntos en común, por lo 
que en una primera instancia se pueden tratar como semejantes. 
 
Según el proyecto, se deberían considerar como elementos del sistema con tal 
de poder saber en todo momento la situación fija de los empleados, de manera 
que deberíamos recibir de forma continua un evento de la posición en la que se 
encuentran para que en caso de que ocurra alguna incidencia en la instalación 
poder avisar a aquellos operarios que se encuentren mas cerca del “problema”.  
 
De este modo, todos los usuarios deberán disponer cada uno de ellos de un 
terminal móvil por el que puedan recibir diferentes mensajes de alarma siempre 
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que la situación lo requiera. Esto debería ser implementado mediante unas 
PDA o unos teléfonos X-lite18 o de tercera generación, compatibles con SIP19 
que serán capaces de VoIP20. De esta manera, podríamos comunicarles a los 
operarios el nivel de alarma, la situación exacta del problema o la acción a 
realizar de una forma sencilla.  
 
Sin embargo esta implementación no se ha podido realizar debido a la 
dificultad que implica, que sumada a la propia del sistema haría el proyecto 
inviable. Sin embargo esta propuesta de ampliación y mejora del sistema se 
encuentra explicada en mayor detalle en el punto 9.2. 
2.2. Zonas 
 
Al plantearnos la ampliación del sistema como motivo principal para el cambio 
en la arquitectura agregando componentes, se plantea la posibilidad de una 
ampliación aún mayor que incluso incumbiese a diferentes ciudades. Esto 
supondría un crecimiento global del sistema que obviamente no seria 
escalable. Sin embargo, se ha de tener en cuenta que tampoco seria viable 
hacer que la conexión de un monitor generara paquetes hacia todos los peers 
conectados en ese instante, suponiendo una carga global del sistema durante 
un espacio de tiempo variable y difícil de escalar (cable y radio). 
 
Si nos planteamos como posible este crecimiento cabe considerar si realmente 
es necesario que todos los dispositivos sepan de la existencia del resto. Parece 
lógico pensar que para la mayoría de peers tan sólo sería necesario saber los 
dispositivos referentes a nuestra propia ciudad, ya que en consecuencia, son 
los únicos que pueden afectar a nuestro subsistema. 
 
Para otros en cambio, tal vez sea imprescindible saber el estado de ciertos 
nodos de otras ciudades, sin que sea necesario conocer el estado completo de 
toda la red.  
 
                                            
18 X-Lite: Software de telefonia basado en SIP 
19 SIP: Session Initiation Protocol, es un protocolo desarrollado por el IETF MMUSIC Working 
Group con la intención de ser el estándar para la iniciación, modificación y finalización de 
sesiones interactivas de usuario donde intervienen elementos multimedia como el video, voz, 
mensajería instantánea, juegos online y realidad virtual. 
20 VoIP: Voz sobre Protocolo de Internet 
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Fig. 2.2 Esquema de zonas ampliadas. 
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2.2.1. Grupo Lógico 
 
Así, se puede intuir el concepto de grupo lógico como aquel conjunto de 
elementos con unas características similares. Éstas características comunes no 
tienen porque ser tan sólo las referentes a la proximidad, ya que dentro de un 
grupo se podrá incluso crear mas grupos, de manera que se pueda crear un 
grupo lógico que contenga todas las cámaras de una misma ciudad, pero 
también podríamos crear un grupo con todos los sensores, pese a que estén 
situados en diferentes ciudades. 
 
 
Fig. 2.3 Grupos lógicos. 
 
Esto es beneficioso a la hora de realizar anuncios y captar eventos, ya que 
permite el registro dentro de un grupo tan sólo enviando un mensaje, sin tener 
que avisar a todos los componentes del grupo uno a uno de la incursión en el 
sistema. Además, de igual manera, permite generalizar un grupo de alarmas. 
Se podría por ejemplo, llamar a la policía siempre que cualquier miembro del 
grupo de sensores enviara una alarma, sin saber exactamente cual ha sido. 
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2.3. Peers 
 
Cada uno de los elementos del sistema se pueden llamar peers, y se ha de 
tener en cuenta, que todos estos elementos, tendrán unas características y 
unas funciones básicas estandarizadas comunes, independientemente del tipo 
concreto que sea. Estas funciones básicas, se corresponden con las 
posibilidades que ofrece el servicio de mensajería: 
 
• Presencia: Servicio que permite avisar a cada uno de los nodos de 
monitorización de si nos encontramos conectados o no. 
 
• Obtención de datos: Para todos los nodos de la red será necesario 
tener la posibilidad de pedir y dar información al resto de nodos. Esto 
será necesario para configurar y saber en todo momento como han de 
actuar en función de los peers que precise. 
 
• Configuración remota: Deberán ser configurables de forma remota por 
otros peers. De igual manera deberán realizar un mecanismo de 
seguridad para que cualquier nodo no los pueda configurar y tan sólo 
sea posible para ciertos peers. 
 
• Control Remoto: De igual manera ha de ser posible, realizar peticiones 
o dar instrucciones sin que esto suponga aceptarlas necesariamente 
como en el caso anterior. 
 
• Alarmas: Cada peer deberá ser capaz de enviar y recibir alarmas y 
actuar en función de ellas. Esto implica que no sólo deberá responder a 
sus propias situaciones, sino a las de ciertos peers a los que se deberá 
registrar con anterioridad. 
 
• Localización: Cada peer deberá ser consciente en todo momento de su 
situación y además deberá informar a aquellos peers que necesiten 
saber su localización, bien sea para mostrarlos por pantalla (peer de 
monitorización) o para actuar. Podrá ser variable a lo largo del tiempo y 
se deberá actualizar de forma periódica. 
 
Además, basándonos en que todos los peers tendrán estas características 
comunes, en función de la función que realicen se pueden clasificar en: 
 
• Peer mínimo: La mínima unidad de red. Tan sólo puede recibir y enviar 
mensajes. No puede guardar información y algunos de ellos ni siquiera 
tendrán la posibilidad de acceder directamente a la red, sino que 
deberán hacerlo a trabes de otros nodos relay. Típicamente podría 
tratare de una PDA. 
 
• Peer simple: Más complejo que el peer mínimo, se encuentra en 
máquinas de mayor potencia (ordenadores de sobremesa...) y nos 
permite guardar información además de permitirnos el acceso a la red 
de forma directa sin que sea necesario ningún peer relay. 
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• Peer de Búsqueda: Realiza funciones especificas dentro de la red. Este 
peer es avisado siempre que cualquier peer se conecta a la red o sale 
de ella. Así,  un peer de búsqueda es capaz de resolver con mayor 
eficiencia que el resto la búsqueda de peers y servicios dentro de la red, 
descongestionándola así de otros mensajes que la saturan como puede 
ser la petición de un servicio replicado. 
 
• Peer Relay: Permiten el descubrimiento dinámico de las rutas entre los 
diferentes peers de la red de manera que podamos enviar mensajes 
entre ellos sin difundir mensajes innecesarios a lo largo de la red. 
 
2.3.1. Peer de Monitorización 
 
Para realizar la monitorización se necesitará un peer especial, que contendrá 
las mismas características que los generales (herencia en java) pero que 
además constará de funciones especiales que permitirá saber información de 
todos los peers que se hayan registrado a él. 
 
Se debe inicializar este peer de forma distinta al resto, ya que este deberá 
crear una pipe para recibir información a través de ella y estar a la espera de 
los eventos que le puedan llegar de otros peers. 
 
Así se deben implementar funciones adicionales de descubrimiento, 
notificación y petición de datos. 
 
• Descubrimiento: Será necesario solicitar notificaciones a los peers del 
grupo para poder tener una visión global de la situación de la red. 
 
• Notificaciones: Se deberá habilitar un servicio de notificaciones que nos 
permita saber el estado de los peers en todo momento. Gracias a este 
servicio se podrá saber si los peers se encuentran conectados o no, 
además de estar al corriente de los eventos que estos puedan generar y 
que puedan afectar al sistema. 
 
• Petición de datos: Dichas funciones facilitarán saber información de los 
peers asociados de manera que se pueda actuar en el sistema en 
función del estado de estos.  
 
Además de estas funciones características del peer de monitorización, se 
dispondrá de un controlador que proporcionará el estado de la red y una 
interfaz de usuario que permitirá visualizar esta situación. 
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2.4. Funcionalidades 
 
Gracias a la arquitectura del p2p, se podrán añadir nuevas funciones además 
de las ya propias del sistema ControlVisión. 
2.4.1. Notificaciones de presencia 
 
Cuando el dispositivo se conecta envía una petición multicast a los peers de su 
entorno para saber los peers de monitorización de la red. Cuando ya los 
conoce, les envía un anuncio de su dispositivo, y estos, mediante la GUI 
(Graphic User Interface) informan al administrador. 
 
 
 
Fig 2.4 Notificación de presencia 
 
 
(1)   El operario inicia el dispositivo 
(2) El dispositivo envía una petición multicast, en busca del peer de 
monitorización, al que ha de informar de su presencia. 
(3) El peer de monitorización contesta a la petición y responde al dispositivo 
informándole a su vez de su presencia. 
(4) ahora que el dispositivo recién arrancado sabe de la existencia del peer 
de monitorización, le envía una notificación de presencia al peer de 
monitorización. 
(5) El peer de monitorización recibe la notificación, registra el peer e informa 
al administrador, típicamente mediante la GUI. 
 
Sin embargo, cabe tener en cuenta que con tal de “ahorrar” en mensajes que 
puedan saturar a la larga la red (sobretodo en caídas globales del sistema en el 
que todos los dispositivos vuelven a notificar su presencia), se aprovechará el 
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proceso de notificación para incluir información que necesitará el peer de 
monitorización. Así, constará de los siguientes atributos: 
 
• Tipo de dispositivo 
 Cámara, sensor, termómetro, etc. 
 
• Posición 
Posición donde se encuentra y que servirá al monitor para poder 
dibujarlo en el plano que visualizará el administrador.  
 
• Servicio de Mensajería 
Especificación del servicio de mensajería del dispositivo. Será necesario 
por el peer de monitorización para el envío de instrucciones y datos.  
 
• Descripción de Peer 
Mediante este campo, el dispositivo le envía una descripción del mismo 
al peer de monitorización. 
o Nombre del peer 
o Descripción de la función del peer 
o PeerID: Identificador unívoco del peer. 
 
También cabe tener en cuenta que si un peer se desconecta del sistema por su 
propia voluntad, antes deberá avisar al peer de monitorización. 
 
 
 
Fig 2.5 Notificación de perr_off 
2.4.2. Búsqueda de peers 
 
Un peer de monitorización también deberá conocer todos los dispositivos 
presentes en su red. Una aplicación muy coherente de esto será en el caso de 
que un peer desaparezca del sistema de forma no voluntaria, como podría ser 
por ejemplo un fallo eléctrico. 
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En este caso el peer de monitorización enviará una petición multicast de 
manera que todos los peers al recibirla contestarán mediante un mensaje de 
notificación de presencia. 
 
 
 
Fig. 2.6 Descubrimiento de peers 
 
(1) El administrador inicia la  búsqueda de los peers que se encuentran 
arrancados. 
(2) El peer de monitorización envía una petición multicast a todos los peers. 
(3) Los peers reciben la petición multicast y acto seguido la contestan 
notificando su presencia mediante el mensaje adecuado al peer de 
monitorización. 
(4) El peer de monitorización registra a los peers de los que recibe 
notificación e informa al administrador mediante la GUI 
2.4.3. Obtener información 
 
Otra de las funciones que ofrece el sistema es la obtención de información de 
los peers. Se trata de una función que se compone básicamente de dos 
mensajes que se intercambian el peer en cuestión con el peer de 
monitorización. 
 
21__________________Implementación de un Agente Inteligente en Java para la supervisión de grandes instalaciones 
 
 
 
Fig. 2.7 Obtención de información 
 
(1) El administrador ordena la petición de parámetros de un sensor. 
(2) El peer de monitorización envía un mensaje de petición de parámetros 
donde especifica los parámetros que necesita. 
(3) El sensor responde con un mensaje que contiene todos los parámetros 
pedidos. 
(4) El peer de monitorización actualiza los valores que tenia de los 
parámetros con los valores contenidos en el mensaje 
 
2.4.4. Suscripción y Alarmas 
 
Los peers disponen de un sistema de suscripción de alarmas. Esta 
funcionalidad será muy útil para poder detectar anomalías en el funcionamiento 
del dispositivo o para informar de situaciones críticas. 
 
Si un nodo se quiere suscribir a todas las alarmas que un dispositivo pueda 
enviar, se le enviará al peer un mensaje con el código SUBSCRIBE. El peer 
que recibe dicho mensaje añadirá al peer interesado (típicamente un peer de 
monitorización) en su lista de suscriptores. De este modo, siempre que se 
produzca una alarma le enviará un mensaje de alarma con el código de alarma 
indicado, a todos aquellos peers que se encuentren en su lista. 
 
En nuestro caso, para suscribirnos a las alarmas de un peer, tan sólo se 
deberá seleccionar en el árbol de peers que sale en nuestra pantalla de 
monitorización y presionar el botón de suscripción que se encuentra en la parte 
inferior de la ventana. 
 
La reacción a dichas alarmas se encuentra explicada en mayor profundidad en 
el capítulo 5, en el que no sólo esta detallada la reacción en mayor profundidad 
sino que también se encuentran explicados las diferentes variantes en las que 
se basa su reacción. 
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Fig. 2.8 Suscripción y evento 
 
(1) El administrador ordena la suscripción a los eventos del sensor 
(2) El peer de monitorización envía el mensaje SUBSCRIBER 
(3) el sensor añade al peer de monitorización en cuestión a la lista de peers 
suscriptores para enviarles en su momento  el mensaje de alarma. 
(4) Se produce una alarma y el sensor envía un mensaje a sus suscriptores. 
(5) Al peer de Monitorización le llega un mensaje al que reacciona en 
función de su configuración. 
2.4.5. Localización 
Sirve básicamente para poder situar de manera gráfica donde están situados 
los diferentes dispositivos dentro del mapa. 
 
 
 
Fig. 2.9 Localización de peers en un mapa 
23__________________Implementación de un Agente Inteligente en Java para la supervisión de grandes instalaciones 
 
CAPÍTULO 3. DISEÑO INTERNO 
 
Una vez se ha planteado la arquitectura que deberá tener el sistema se debe 
modular nuestra programación de manera que en futuras ampliaciones del 
sistema se pueda trabajar de manera independiente cada uno de estos 
módulos sin que esto suponga tener que “invadir” otras partes del programa. 
Para esto se ha utilizado el patrón de diseño MVC (Modelo-Vista-Controlador), 
que se encuentra explicado de una forma mas completa en el Anexo 7. Así, en 
futuras ampliaciones del sistema, o en caso de realizar una programación entre 
varias personas, se podrá dividir el trabajo en cada uno de los módulos 
existentes de forma paralela tan sólo fijando unas reglas básicas. De acuerdo 
con esta filosofía, el proyecto se ha basado en el diseño interno que se muestra 
en la imagen inferior. 
 
 
 
Fig. 3.1 Visión global del diseño interno 
 
Tal y como se muestra en la imagen superior se puede ver que sobre un núcleo 
basado en la tecnología JXTA, existen los 3 módulos anteriormente 
mencionados (modelo-vista-controlador). Identificar el modulo de vista resulta 
sencillo ya que es fácilmente identificable con lo que entenderíamos con la 
parte gráfica del programa. Sin embargo identificar los módulos de modelo y 
controlador puede tratarse de una tarea algo mas complicada.  
 
En los dos capítulos siguientes se explicará en mayor profundidad ambos 
módulos pero cabe entender el modelo como la red de peers implementada y el 
controlador como el nexo de unión entre el modelo y la vista. Además, el 
controlador será el encargado de decidir que métodos en java se han de llamar 
en función de los mensajes recibidos y enviados en la red. También se ha de 
tener en cuenta que se englobará dentro del controlador nuestro LogicServer 
(Servidor Lógico) que permitirá decidir en función de los eventos que se 
reciben, la reacción a estos y un pequeño manager.  
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CAPÍTULO 4. DISEÑO DE PEERS Y FUNCIONES 
 
Tal y como se ha comentado con anterioridad, la mayor parte de la aplicación 
está programada en Java. Mediante la potencia que Java proporciona, se 
puede crear un tipo de variable a nuestra medida que se denomina Clase y 
mediante herencia, ir creando nuevas clases basadas en anteriores ya 
creadas. Así se consigue crear un modelo de peers genérico que permite 
estandarizar la implementación de los principales servicios del nuevo modelo 
de red. 
 
Una vez se consiga generar un modelo de peers correcto, se implementan dos 
tipos de peers diferentes. El primero de ellos realizará funciones de 
monitorización, mientras que el segundo será un peer más genérico que 
corresponderá a los diferentes peers de la red. 
 
Con tal de implementar de la forma más eficiente posible dicho sistema, se ha 
utilizado la API21 de Java correspondiente a la plataforma de JXTA (ver 
Anexo1).  
4.1. Modelo de Peers 
 
A la hora de generar todos los nodos existentes en la red de la aplicación, se 
ha creado una clase principal que contiene aquellas características que todos 
los peers tendrán en común. Esta clase se llama Test_peer: 
4.1.1. Peer simple 
 
Esta clase se puede considerar la clase madre de todos los nodos existentes 
en el sistema por lo que a la hora de crearla se debe hacer con una serie de 
atributos comunes a todos los nodos y que permiten diferenciarlos y 
relacionarlos entre ellos. Algunos de estos atributos son el nombre, los 
servicios de descubrimiento de peers, el socket22 que van a utilizar o el 
netPeerGroup al que pertenecen. 
 
En cuanto a los métodos existentes en esta clase, se puede ver que contamos 
con un constructor que asignará el nombre y una breve descripción, en el caso 
de que la haya; el método startJXTA() que permitirá arrancar todo el servicio de 
red en el que se basa el sistema (la arquitectura de la aplicación se encuentra 
explicada en mayor detalle en el capítulo 2) y el método inverso: stopJXTA(), 
que permite detener todo el sistema.  
                                            
21 API: Application Programming Interface, conjunto de especificaciones 
22 Socket: designa un concepto abstracto por el cual dos programas (posiblemente situados en 
computadoras distintas) pueden intercambiarse cualquier flujo de datos. 
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4.1.1.1. netPeerGroup 
Las  función más importante de esta clase, se podría decir que es la de darse a 
conocer dentro del netPeerGroup. El funcionamiento básico de dicho proceso 
es el siguiente: 
 
• Iniciación i join al netPeerGroup: Todos los peers de la plataforma JXTA 
pertenecen a este grupo, así que se ha de hacer que este peer también 
forma parte de este grupo. 
 
• Eliminar los anuncios antiguos guardados en la memoria caché. Esto se 
hará siempre, ya que, pese a que en un principio puede parecer que 
podría ser mejor no borrarlos para basarnos en información que ya 
tengamos en nuestra memoria y así ganar memoria, estos mensajes 
podrían inducir a errores que después resultarían mas costosos de 
subsanar. 
 
• Registrarnos en un peer de encuentro (Rendezvous Peer). Se debe 
informar a unos de los peers de encuentro de que se ha entrado al 
sistema y se quiere relacionar con otros peers. En el caso de que no se 
encuentre ningún peer de estas características, este peer asumirá el rol 
de rendezvous peer.  
 
Cabe tener en cuenta que uno de los errores mas comunes en el sistema es 
precisamente este paso; por lo que se debe arrancar el peer de monitorización 
como primer paso, de manera que este asuma el rol de rendezvous. Sin 
embargo hay veces que esto no es suficiente y otros peers no detectan al 
rendezvous peer, por lo que cabe inicializar nuevamente el peer y borrar de 
forma manual la memoria caché del sistema. 
4.1.1.2. Peer básico 
 
Hereda de Test_peer (el peer más simple) y además de tener todos los 
atributos de la anterior clase, consta de un constructor que permite añadir otros 
parámetros al nodo que anteriormente no habíamos asignado. Estos 
parámetros como la posición vertical y horizontal y el tipo de peer del que se 
trata serán muy útiles porque a medida que la programación vaya avanzando y 
el sistema se vuelva más complejo permitirá saber en todo momento del nodo 
al que estamos haciendo referencia.  
 
Dos de los parámetros que serán muy importantes a la hora de trabajar con 
dicho nodo, son 2 vectores que informan de todos los monitores que se 
encuentran conectados así como todos los peers a los que estamos subscritos. 
Estos dos vectores son de vital importancia, ya que siempre que se produzca 
un cambio en alguno de los nodos del sistema el resto de nodos han de ser 
conscientes del posible cambio de arquitectura que se haya producido o de que 
se ha sufrido una alarma.  
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Así se debe saber en todo momento a que nodos se ha de avisar y de que 
nodos resulta importante la información que puedan proporcionar para así 
poder implementar las funciones básicas estandarizadas: 
 
• Presencia y Localización 
• Obtención de datos 
• Configuración remota 
• Control remoto y Alarmas 
 
En cuanto a los métodos más significativos de ésta clase cabe destacar el 
constructor que permitirá crear el peer a nuestro antojo, los métodos 
addMonitoring() y addSubscribed() que hacen referencia a los vectores 
anteriormente descritos; los múltiples getters23 que permitirán saber el estado 
de las variables en cualquier momento y los métodos que permiten 
interconectar con los otros peers.  
 
De este modo, mediante los métodos notificaAlarma(), notificaOnLine() y 
notificaOffLine(); se informa al monitoringPeer nuestro estado siempre que 
varíe así como se enviarán las alarmas pertinentes en caso de que sea 
necesario. Así, y atendiendo a la explicación de estas dos clases, se puede 
entender el gráfico UML que se muestra a continuación, en el que se ve 
reflejado como la clase Valencia_Peer hereda de la clase Test_peer. 
 
                                            
23 Getters: Conjunto de métodos de acceso que nos permiten obtener datos de un objeto 
concreto. 
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Fig. 4.1 Diagrama de clases del ValenciaPeer. 
 
4.1.1.3. ValenciaPeerGroup 
 
Para todos los nodos que hereden de esta clase, se minimizará el ámbito de 
trabajo sobre el que actúan, de manera que limitamos el grupo a un grupo 
privado que se llamará ValenciaPeerGroup. Una de las posibles mejoras que 
podríamos hacer en la aplicación sería la de filtrar los dispositivos en función de 
una clave para poder acceder al grupo privado. De esta manera, podríamos 
limitar las funciones del grupo a sólo los peers que ingresaran la contraseña 
correcta: 
 
Inicialización y join a ValenciaPeerGroup: Tal y como ocurría con el 
netPeerGroup, buscaríamos a ValenciaPeerGroup y de no encontrarlo lo 
crearíamos nosotros y formaríamos parte de él. 
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Registro en un Rendezvous Peer del ValenciaPeerGroup: Como anteriormente 
buscaríamos un peer de encuentro y de no encontrarlo nosotros mismos 
asumiríamos las funciones de un peer de encuentro. 
4.1.1.4. Servicios 
 
Se ha de tener en cuenta que todos los servicios que ofrecen los peers hacen 
uso del sistema de mensajería, por lo que lo primero que se ha de hacer es 
entender correctamente el funcionamiento de dicho sistema. 
 
4.1.1.4.1. Sistema de Mensajería 
 
Básicamente está implementado en dos clases: 
 
 
  
Fig. 4.2 Clases de la mensajería 
 
La clase MessageSender envía mensajes de cualquier tipo en función de la 
información que es capaz de interpretar de cualquiera de los peers. Para 
realizar este proceso, implementa los siguientes métodos: 
 
• sendMessage(): Envía un mensaje con el código deseado a un peer 
concreto. 
• sendInstruction(): Envía un mensaje con código INSTRUCTION al peer 
deseado 
• sendAlarm(): Envía un mensaje con el código ALARM a todos los peers 
que se encuentran suscritos a dicho peer 
• sentToAllMonitorings(): Envía un mensaje con un código concreto a 
todos los peers de monitorización. 
 
Si se analiza esta clase y sus métodos, se puede ver que tan sólo se encarga 
de enviar el mensaje, no de elaborarlo. Para esto se utiliza la clase 
MessageFactory, que es la clase que realmente sabe como ha de generarse el 
mensaje y la información que esta ha de contener (Este patrón de diseño se 
encuentra mejor explicado en el capítulo 3). 
 
El peer ordena a MessageSender el envío de un tipo de mensaje a un peer 
determinado (o varios). MessageSender creará el mensaje mediante 
MessageFactory y utilizando una pipe24 de salida (outputpipe) comunicará el 
mensaje al peer destinatario. Esto se encuentra mejor explicado en el gráfico 
                                            
24 Pipe: Tubería, canal asíncrono de datos 
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inferior, en el que se muestra un ejemplo del envío de un mensaje 
INSTRUCTION. 
 
Fig. 4.3 Secuencia de envío de un mensaje 
 
(1) ValenciaPeer ordena al MessageSender el envío de un mensaje con el 
código INSTRUCTION 
(2) MessageSender se comunica con MessageFactory y generan el 
mensaje INSTRUCTION 
(3) MessageFactory devuelve el mensaje creado 
(4) MessageSender crea una outputpipe 
(5) MessageSender envía el mensaje INSTRUCTION a través de la pipe 
MessageFactory MessageSender Peer 2 ValenciaPeer 
(1) 
(2) 
(3) 
(4) 
(5) 
sendInstruction( ) 
buildMessage( ) 
msg 
createOutputPipe( ) 
send( ) 
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4.1.1.4.2. Mensajes 
 
En este apartado se describen los posibles mensajes existentes de forma muy 
sencilla centrándonos en los atributos propios de cada mensaje que han de 
contener para que el mensaje sea totalmente correcto. 
 
PEER_ON 
 Code (int) – código numérico correspondiente al mensaje PEER_ON. 
 Tipo de dispositivo  (int) – Cámara, sensor... 
 Name (String) - Nombre del peer original del mensaje. 
 Descripción (String) - Breve descripción de la función del peer 
 Área (String) - Nombre de la zona donde se encuentra el peer. 
Posición  (int, int) – Servirán para dibujar la posición del peer en el mapa 
que tiene como nombre el descrito en el campo anterior. 
Input-pipe (document XML) - Informa de su pipe para recibir mensajes. 
PeerAdvertisement (document XML) -  El peer enviará su propio peer 
advertisement. El peer de monitorización lo utilizará para extraer el peerID 
que lo identificará de forma unívoca. 
 
PEER_OFF 
 Code (int) - código numérico correspondiente al mensaje PEER_OFF. 
 Name (String) - Nombre del peer origen del mensaje. 
Área (String) – Nombre de la zona donde se encuentra el peer. Acelerará 
la búsqueda del peer al limitar la búsqueda a una sola zona. 
PeerAdvertisement (document XML) - El peer envía su propio peer 
advertisement. Como en el caso anterior el peer de monitorización lo 
utilizará para extraer el PeerID y buscarlo por su identificador. 
 
PEER_REQUEST 
Code (int) - código numérico que identifica el mensaje como un mensaje 
PEER_REQUEST. 
 Name (String) - Nombre del peer origen del mensaje. 
Input-pipe (document XML) - Informa de su pipe para recibir mensajes. 
 
PEER_REPLY 
 Code (int) - código numérico correspondiente al mensaje PEER_REPLY. 
 Tipo de dispositivo  (int) – Cámara sensor… 
 Name (String) – Nombre del peer origen del mensaje. 
 Descripción (String) – Breve descripción de la función del peer 
 Área (String) - Nombre de la zona donde se encuentra situado el peer. 
 Posición  (int, int) – Permitirá a la GUI dibujarlo en el mapa que tiene 
como nombre el descrito en el campo anterior. 
Input-pipe (document XML) - Informa de su pipe para recibir mensajes. 
PeerAdvertisement (document XML) - El peer enviará su propio peer 
advertisement. El peer de monitorización lo utilizará para extraer el peerID 
que lo identificará de forma unívoca. 
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PARAMETER_REQUEST 
Code (int) - código numérico correspondiente al mensaje 
PARAMETERS_REQUEST. 
 Name (String) - Nombre del peer origen del mensaje. 
 Parametro1 (String) - Nombre del (primer) parámetro solicitado. 
 Parametro2 (String) - Nombre del (segundo) parámetro solicitado. 
 ParametroN (String) - Nombre del (enésimo) parámetro solicitado. 
Input-pipe (document XML) - Informa de su pipe para recibir mensajes. 
  
PARAMETER _REPLY 
Code (int) - código numérico correspondiente al mensaje 
PARAMETERS_REPLY. 
 Name (String) - Nombre del peer origen del mensaje. 
 Nombre del parámetro (?) - Valor del parámetro. 
 
SET_PARAMETERS 
Code (int) - código numérico que identifica al mensaje 
PARAMETERS_REQUEST. 
 Name (String) - Nombre del peer origen del mensaje. 
 Parametro1 (String) - Nombre del (primer) parámetro solicitado. 
 Parametro2 (String) - Nombre del (segundo) parámetro solicitado. 
 ParametroN (String) - Nombre del (enésimo) parámetro solicitado. 
Input-pipe (document XML) - Informa de su pipe para recibir mensajes. 
 
SUBSCRIBE 
Code (int) - código numérico correspondiente al mensaje SUBSCRIBE. 
Input-pipe (document XML) - Informa de su pipe para recibir mensajes. 
 
INSTRUCTION 
Code (int) - código numérico correspondiente al mensaje INSTRUCTION. 
Instruction Code (int) – código numérico correspondiente a la orden. 
 
ALARM 
Code (int) - código numérico correspondiente  al mensaje ALARM. 
Alarm Code (int) - código numérico correspondiente a la alarma. 
 Name (String) - Nombre del peer origen del mensaje. 
Área (String) - Nombre de la zona donde se encuentra el peer. Es útil 
para limitar la búsqueda del peer a una única zona. 
PeerAdvertisement (document XML) - El peer enviará su propio peer 
advertisement. El peer de monitorización lo utilizará para extraer el peerID 
que lo identificará de forma unívoca. 
 
OK 
Code (int) - código numérico correspondiente al mensaje OK. 
Área (String) - Nombre de la zona donde se encuentra el peer. Es útil 
para limitar la búsqueda del peer a una única zona. 
PeerAdvertisement (document XML) - El peer enviará su propio peer 
advertisement. El peer de monitorización lo utilizará para extraer el peerID 
que lo identificará de forma unívoca. 
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ERROR 
Code (int) - código numérico correspondiente al mensaje ERROR. 
Área (String) - Nombre de la zona donde se encuentra el peer. Es útil 
para limitar la búsqueda del peer a una única zona. 
PeerAdvertisement (document XML) - El peer enviará su propio peer 
advertisement. El peer de monitorización lo utilizará para extraer el peerID 
que lo identificará de forma unívoca. 
4.1.1.4.3. Servicios Básicos 
Teniendo en cuenta que se disponen de estos mensajes, se pueden ofrecer los 
siguientes mensajes. 
 
• Presencia: Mediante los mensajes PEER_ON/PEER_OFF se puede 
informar de nuestra conectividad o no en el sistema. 
• Obtención de datos: Consiste en el envío y la recepción de los 
mensajes PARAMETERS_REQUEST y PARAMETERS_REPLY 
• Configuración remota: Consiste en el envió de un mensaje 
SET_PARAMETERS y su respuesta positiva (OK) o negativa (ERROR). 
• Control remoto: Consiste en el envío de un mensaje INSTRUCTION y 
su respuesta positiva (OK) o negativa (ERROR). 
• Alarmas: Consiste en el envió de un mensaje SUBSCRIBE solicitando 
la suscripción a un peer. Cuando el evento acontece, el peer envía un 
mensaje ALARM a cada peer suscrito. 
• Localización: Se podrá saber la localización de los peers mediante 
mensajes como PEER_ON o PEER_OFF 
 
Una vez se tienen estos servicios básicos que se pueden ofrecer mediante este 
peer, se tendrá la posibilidad de ofrecer nuevos servicios específicos de cada 
peer. 
 
Para hacer esto el siguiente paso que se debe seguir es el de generar todas las 
clases de peers especificas que se necesiten pero basándonos en el modelo ya 
existente. Esto se puede hacer gracias a la potencia de java que facilita dicha 
posibilidad mediante herencia. Tal y como se hizo con anterioridad al importar 
todos los atributos y métodos de la clase Test_Peer para poder utilizarla en la 
clase Valencia_Peer; se debe hacer lo mismo para crear nuevas clases 
basadas en la ya existente. 
 
Uno de los peers que se deberán crear será el peer de monitorización que 
además de las funciones básicas que ofrece el Test_Peer y de algunas no tan 
generales como son las del Valencia_Peer, deberán tener unas funciones más 
específicas propias del monitor. Sin embargo, a la hora de realizar la herencia, 
el nuevo peer de monitorización tan sólo deberá heredar de la clase 
Valencia_Peer, ya que esta ya contiene por si misma los métodos y atributos 
de Test_Peer.* 
 
*Además de la explicación de la herencia tan sólo de Valencia_Peer, cabe destacar que 
Java por si misma no permite la multiherencia, propia de otros lenguajes de 
programación como C#. 
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En el gráfico inferior se muestra como se puede representar la herencia en 
Java mediante gráficos UML, tanto de la clase MonitoringPeer (peer de 
monitorización), como de una clase genérica de componentes externos que se 
irán añadiendo al sistema (DevicePeer). 
 
 
 
Fig. 4.4 Diagrama de herencia de ValenciaPeer. 
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4.2. MonitoringPeer y Aplicación de Monitorización 
 
Tal y como se ha explicado en el punto anterior, se creará una nueva clase con 
el nombre de MonitoringPeer y que heredará de Valencia_Peer. Dada la propia 
definición de herencia en java, la nueva clase podrá utilizar los métodos propios 
de la Valencia_Peer  pero además contará con sus propios métodos. 
4.2.1. Peer de monitorización 
 
El primer paso que ha de realizar dicho peer es inicializar su servicio de 
mensajería con tal de darse a conocer dentro del sistema. Para esto se deberá 
abrir la pipe de entrada (inputpipe) para que el resto de peers cuando se 
inicialice el peer puedan enviar los mensajes pertinentes. Una vez publicada la 
pipe, se debe añadir un PipeMsgListener que permita atender a los mensajes 
entrantes para poder procesarlos y reaccionar ante ellos. Una vez inicializado 
dicho mecanismo, se podrán implementar diversas funciones mediante los 
métodos específicos. 
 
• Descubrimiento: Solicitar notificaciones de los peers de la red para 
poder tener una visión global 
o buscaPeersArrancados( ) 
Mediante el DiscoveryService del ValenciaPeerGroup se podrán 
descubrir los peers que se encuentran conectados y se le enviará 
una petición de información PEER_REQUEST para que cada 
peer le informe de sus características. 
Fig. 4.5 buscaPeersArrancados( ) 
 
DiscoveryService MonitoringPeer 
(1) 
(2) 
(3) 
(4) 
(5) 
getRemoteAdvertisements( ) cerca 
createOutputPipe( ) 
PEER_REQUEST 
anuncis 
notify( ) 
(6) 
PEER_REPLY 
newPeerNotify( ) 
RED 
Peer 2 
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o sendMessage( ) 
Envía un mensaje a un peer concreto con el código deseado. 
 
• Notificaciones: Se podrán recibir mensajes de los diferentes 
dispositivos de la red. 
 
o newPeerNotify( ) 
Informa a la aplicación de monitorización de la aparición de un 
nuevo peer 
 
o downPeerNotify( ) 
El método inverso al anterior, informa de la caída de un peer. 
 
o subscribeTo( ) 
Lo usaremos para suscribirnos a las posibles alarmas de un peer. 
 
o muestraAlarma( ) 
Informa a la aplicación de Monitorización de la alarma de un peer. 
 
o sendMessage( ) 
Envía un mensaje a un peer concreto con el código deseado. 
 
• Petición de datos: Mediante MessageSender podremos solicitar 
información de los peers conocidos 
 
o sendParameterRequest( ) 
Envía un mensaje de petición de parámetros al peer deseado 
(PARAMETER_REQUEST). 
 
o sendMessage( ) 
Envía un mensaje a un peer concreto con el código deseado. 
 
• Control remoto: Utilizando también el MessageSender enviaremos 
instrucciones a los dispositivos conocidos, 
 
o sendInstruction( ) 
Envía una orden (mensaje INSTRUCTION) al peer deseado. 
 
o sendMessage( ) 
Envía un mensaje a un peer concreto con el código deseado. 
 
• Configuración Remota: Podremos configurar los dispositivos conocidos 
gracias nuevamente al MessageSender. 
 
o sendSetParameters( ) 
  Envía un mensaje SET_PARAMETERS al peer deseado. 
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4.2.2. Aplicación de Monitorización 
 
Como aplicación de monitorización se entiende el conjunto formado por el 
MonitoringPeer, el modelo de datos del estado de la red, la GUI25 que servirá 
para interconectar con el usuario y la relación entre todos los componentes: 
Controlador 
 
En cuanto al de datos del estado de la red, se puede diferenciar entre las 4 
clases que lo forman y mediante las cuales con una simple interfaz de usuario 
se puede controlar todos los peers del sistema: 
 
• VirtualNet: Se trata de la representación virtual de la red de peers. A su 
vez se encuentra separada en todas las VirtualAreas que se deseen y 
que gráficamente se representan como zonas diferentes. 
• VirtualArea: Cada una de las zonas diferenciadas de nuestra VirtualNet 
• VirtualNetManager: Hace transparente al MonitoringPeer todas las 
tareas de administración, búsqueda y borrado de todos los peers de al 
red virtual 
• VirtualPeer: Representación virtual de un peer con su correspondiente 
representación en el Mapa y en el árbol de nodos. 
 
 
 
Fig. 4.6 Aplicación de monitorización 
                                            
25 GUI: Graphic User Interface. Interface Gráfico de Usuario. 
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4.3. Peer dispositivo 
 
Como un peer dispositivo (Device Peer) se ha de entender la clase intermedia 
que actúa de pasarela entre el centro de monitorización y cada uno de los 
peers. Cabe entenderlo como el encargado de obtener datos directamente de 
cada uno de los peers que sean dispositivos propios del sistema como pueden 
ser cámaras, sensores o cualquier otro dispositivo que mas adelante se 
implemente. Una vez obtenidos estos datos se los ofrecerá al resto de peers 
como servicio. 
 
Así parece lógico intuir que cualquiera de los dispositivos en el párrafo anterior 
comentados deberá heredar de dicha clase, a fin de conseguir implementar 
unas funciones propias de todos los peers a parte de las suyas propias 
implementables. 
 
 
 
Fig. 4.7 Diagrama de clases del DevicePeer 
 
Estas funciones a las que nos referimos serán básicamente aquellas 
relacionadas con: 
 
Inicializar el sistema de mensajería: Tal y como ocurría con el MonitoringPeer 
deberá crear una pipe de entrada y publicarla en la red para que el resto de 
peers le puedan enviar información así como añadir un PipeMsgListener que le 
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permita recibir dichos eventos para que mas tarde pueda proceder a 
analizarlos. 
 
Arrancar/Parar el peer: Sin que esto suponga el inicio o la desconexión total del 
sistema. 
 
En cuanto a los métodos implementados, cabe destacar el método abstracto 
procesaInstruccion(). Este método servirá para que cada dispositivo 
implemente de una forma diferente como deberá procesar cada una de las 
instrucciones.
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CAPÍTULO 5. DISEÑO DEL SERVIDOR LÓGICO 
 
Hasta este momento se ha programado toda la política de grupos y las 
diferentes clases existentes en el programa que diferenciarán las 
características y las funciones que estas tendrán.  
 
Sin embargo, a lo largo del capítulo 4, tan sólo se han estado relacionando las 
clases entre ellas, y se ha ofrecido la posibilidad a los componentes de nuestro 
sistema de relacionarse entre ellos (principalmente el centro de monitorización 
con cada uno de los sensores y cámaras del sistema). 
 
Poniendo por ejemplo una relación entre un sensor del sistema y un centro de 
monitorización, al realizarse la suscripción por parte del sensor, el monitor 
siempre será avisado de una posible alarma que este emita. En este capítulo 
se tratará la reacción a estos posibles eventos. Sin embargo, para realizar todo 
el análisis de eventos, y como se debe actuar, no se hará mediante una serie 
de condicionales en Java, sino que se hará mediante un sistema experto como 
es Prolog ([20] y [21]).  
 
Si tratamos de definir que es un sistema experto, lo debemos hacer como aquel  
que es capaz de hacer una tarea compleja de forma eficaz y sencilla. 
Precisamente esta es la labor esencial de prolog y el motivo principal por lo que 
se hace imprescindible. Si realizáramos nuestra reacción a eventos mediante 
java, deberíamos realizar una serie de bucles y comparativas que supondrían 
un gasto en tiempo y recursos innecesario.  
 
A continuación, se muestra una breve descripción de la historia de prolog y su 
funcionamiento. 
 
5.1. Programación Lógica: Amzi! Prolog + Logic Server 
 
La Programación Lógica tiene sus orígenes más cercanos en los trabajos de 
prueba automática de teoremas de los años sesenta. J. A. Robinson propone 
en 1965 una regla de inferencia a la que llama resolución, mediante la cual la 
demostración de un teorema puede ser llevada a cabo de manera automática 
[22]. 
 
La resolución es una regla que se aplica sobre cierto tipo de fórmulas del 
Cálculo de Predicados de Primer Orden, llamadas cláusulas y la demostración 
de teoremas bajo esta regla de inferencia se lleva a cabo por reducción al 
absurdo. 
 
Prolog se trata de un lenguaje de programación ideado a principio de los años 
70 desarrollado en la Universidad de Marsella como una herramienta práctica 
para programación lógica por los profesores Alain Colmerauer y Phillipe 
Roussel.  
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Inicialmente se trataba de un lenguaje totalmente interpretado hasta que, a 
mediados de los 70, David H.D. Warren desarrolló un compilador capaz de 
traducir Prolog en un conjunto de instrucciones de una máquina abstracta 
denominada Warren Abstract Machine, o abreviadamente, WAM. Desde 
entonces Prolog es un lenguaje semi-interpretado. 
 
Desde el punto de vista del usuario, la ventaja principal es la facilidad para 
programar, ya que se pueden escribir rápidamente y con pocos errores, 
programas claramente leíbles pese a que en su día fue desarrollado en el 
Departamento de Inteligencia Artificial de la Universidad de Edimburgo 
expresamente para el DECsystem-10. Este sistema se compone de un 
intérprete y un compilador, ambos escritos también en Prolog. A nivel del 
usuario, el compilador se puede considerar como un procedimiento integrado 
en el sistema que puede ser llamado por el intérprete. 
 
Ya compilado, un procedimiento se puede correr a una velocidad de 10 a 20 
veces más rápida, así como su almacenamiento también se ve reducido. Sin 
embargo, se recomienda que los usuarios nuevos ganen experiencia con el 
intérprete antes de intenten usar el compilador. El intérprete facilita el desarrollo 
y la prueba de programas así como también provee facilidades muy poderosas 
para la depuración del código.  
 
Actualmente, la programación lógica ha despertado un creciente interés que va 
mucho más allá del campo de la Inteligencia Artificial (IA) y sus aplicaciones. 
Los japoneses, con sus proyectos de máquinas de la quinta generación, dieron 
un gran impulso a este paradigma de programación. Sin embargo, antes que 
ellos existían ya en Estados Unidos y en Europa grupos de investigación en 
este campo en países como Inglaterra, Holanda, Suecia y Francia. 
 
La Lógica de Primer Orden, es uno de los formalismos más utilizados para 
representar conocimiento en IA. La Lógica cuenta con un lenguaje formal 
mediante el cual es posible representar fórmulas llamadas axiomas, que 
permiten describir fragmentos del conocimiento y, además consta de un 
conjunto de reglas de inferencia que aplicadas a los axiomas, permiten derivar 
nuevo conocimiento [23]. El Alfabeto del Lenguaje de la Lógica de Primer 
Orden contiene dos tipos de símbolos: 
 
• símbolos lógicos: entre los que se encuentran los símbolos de 
constantes proposicionales true y false; los símbolos de operadores 
proposicionales para la negación, la conjunción, la disyunción y las 
implicaciones (=>, <=); los símbolos de operadores de cuantificación 
como el cuantificador universal; el cuantificador existencial; y los 
símbolos auxiliares de escritura como corchetes [,], paréntesis (,) y 
coma;  
 
• símbolos no lógicos: agrupados en el conjunto de símbolos 
constantes; el conjunto de símbolos de variables individuales; el 
conjunto de símbolos de funciones n-arias; y el conjunto de símbolos de 
relaciones n-arias.  
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A partir de estos símbolos se construyen las expresiones válidas en el 
Lenguaje de Primer Orden: los términos y las fórmulas. Un término es 
cualquiera de las tres expresiones siguientes: una constante, por ejemplo, el 
número "100", la palabra "alfredo" y la letra "c"; o una variable, por ejemplo, "X" 
o bien una expresión de la forma "f(t1,...,tn)" donde "f" es un símbolo de función 
n-aria y t1,...,tn son términos ([24] y [25]). 
 
Ejemplos de funciones son: f(100,X), padre(Y) y sucesor(X). 
 
Las fórmulas atómicas o elementales son expresiones de la forma R(t1,...,tn) 
donde R es un símbolo de relación n-aria y t1,...,tn son términos. Por ejemplo, 
recibe(maria,beso) es una fórmula atómica, en donde recibe es un símbolo de 
relación binaria y, maria y beso son términos constantes. La fórmula anterior 
establece el hecho de que María es besada, mientras que dar(X, beso, maria) 
establece que alguien, representado por la variable X, besa a María. A partir de 
estas fórmulas es posible construir otras más complejas como: 
 
recibe(maria,beso)<=dar(x,beso, maria) 
 
que establece que María recibe un beso, si existe una X que se lo da. Otros 
ejemplos de fórmulas son: positivo(3),not(igual(4,doble(2))), 
recetar(X,aspirina)<=tiene(X,fiebre), tiene(X,cefalea). Esta última establece una 
regla que dice que, si X tiene fiebre y cefalea (dolor de cabeza), X debe tomar 
una aspirina. 
 
El Lenguaje de Primer Orden posee un amplio poder de expresión, los términos 
permiten nombrar los objetos del universo, mientras que las fórmulas permiten 
afirmar o negar propiedades de éstos o bien establecen las relaciones entre los 
objetos del universo. Puede decirse que la Programación Lógica utiliza la 
Lógica de Primer Orden como lenguaje de programación. Prolog es un ejemplo 
de lenguaje basado en la Lógica de Primer Orden y aunque toma su nombre de 
este término ("PROgramming in LOGic"), no abarca toda la riqueza de la 
Lógica de Primer Orden para resolver problemas, pues está restringido al uso 
de cierta clase de fórmulas denominadas cláusulas definidas o cláusulas de 
Horn. 
 
Ejemplos de este tipo de cláusulas son: el hecho que establece que positivo(3) 
y la regla del tipo recibe(Y,beso)<=dar(X,beso, Y), para toda X y para toda Y.  
 
Un programa lógico está formado por un conjunto finito de cláusulas de 
programa que son hechos o reglas. Por ejemplo: 
 
padre(luis,miguel). 
padre(miguel,jose). 
padre(jose,juan). 
abuelo(X,Y):-padre(X,Z), padre(Z,Y). 
...Hecho 
...Hecho 
...Hecho 
...Regla 
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Donde se ha substituido la implicación "<= " por el símbolo ":-". Este programa 
está formado por cuatro cláusulas de programa, las tres primeras son del tipo 
hecho y definen la relación padre/2 y la cuarta una regla que define la relación 
abuelo/2. Nótese el uso de las variables X,Y y Z en esta cláusula, las cuales 
permiten definir de manera general en Prolog la relación "ser abuelo de", pues 
la lectura declarativa de dicha cláusula es la siguiente: "Para cualesquiera 
X,Y,Z se cumple que: X abuelo de Y, si X padre de Z y Z padre de Y". 
 
En Prolog es posible hacer preguntas sobre objetos y relaciones del dominio y 
estas preguntas se formulan como objetivos o metas, que son evaluadas por el 
intérprete de Prolog utilizando su mecanismo de inferencia interno, el cual 
determina si la meta a demostrar es una consecuencia lógica del programa, 
aplicando reglas de deducción para obtener la respuesta. Por ejemplo, del 
programa anterior, utilizando la cláusula de tipo meta ?abuelo(X,juan), para 
preguntar quién es el abuelo de Juan? o bien quiénes son los abuelos de 
Juan?, es posible deducir que Luis es abuelo de Juan, aunque implícitamente 
no existe en el programa ningún hecho que así lo afirme. En este caso la 
ejecución del programa, para dicha meta, arrojaría como resultado que X=luis.  
 
El método de deducción utilizado por Prolog, para dar respuesta a los objetivos 
planteados, se basa en el uso de una única regla de inferencia: el Principio de 
Resolución. Los primeros trabajos de prueba automática de teoremas utilizaban 
la resolución, aplicada a cláusulas cualesquiera, pero el problema de las 
deducciones con cláusulas generales es el gran número de combinaciones 
posibles para llevar a cabo las resoluciones. Por ello Prolog restringe el 
conjunto de cláusulas, lo que le permite llevar a cabo una prueba dirigida y, en 
la mayoría de los casos, con un universo de posibilidades explorable en tiempo 
de ejecución. 
 
A continuación, se comentan las clases que se han utilizado para la ejecución 
de prolog juntamente con java.  
5.2. Diálogo de configuración 
 
Mediante esta clase, se fijan unos parámetros sobre los que se han de basar a 
la hora de realizar la asignación “inteligente” de la respuesta que se debe 
tomar. Se trata de un JFrame26 que consta de 5 JPanels27 bien diferenciados: 
 
                                            
26 JFrame: Estructura utilizada en Java que hace referencia a una ventana. 
27 JPanel: Estructura utilizada en Java que hace referencia a un panel. Comparándolo sería 
similar al frame de una página Web 
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Fig. 5.1 Captura del frame de configuración 
 
Esta clase la encueadraríamos dentro del anteriormente explicado patrón de 
diseño MVC28 dentro de la vista y que permitirá seleccionar el nivel de riesgo 
que consideramos que hay que se produzca una alarma y el administrador 
existente seleccionando el JCheckBox29 correspondiente.  Además, mediante 
un JList, se puede seleccionar el rango de temperaturas en el que nos 
encontramos. También se puede seleccionar la franja horaria gracias a 2 
JRadioButtons. Una vez seleccionados estos parámetros, se han de 
seleccionar mediante los 4 JComboBox que se encuentran en la parte más 
derecha del frame, la prioridad en las alarmas. Esto servirá para, en función de 
la gravedad de la alarma según el sistema, elegir entre una de las 4 prioridades 
que existen. 
 
Una vez guardada la configuración, mediante un singleton se fijará la 
configuración realizada de manera que desde cualquier punto del programa 
podamos llamar a la instancia de nuestra clase y podamos cargar la 
configuración. Este mecanismo resultará básico, tanto a la hora de volver a 
cargar el menú de configuración, para que se carguen las opciones ya 
guardadas, como para el análisis de las alarmas en función de los parámetros. 
De esta manera se ahorrará lo costoso que resultaría para el sistema la carga 
del panel de configuración cada vez que se produjera una alarma. 
 
                                            
28 MVC: Patron de diseño explicado en más detalle en el anexo correspondiente. 
29 JCheckBox, JList, JComboBox… Conjunto de componentes gráficos de Java 
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5.3. Recepción de alarmas 
 
Como en el caso anterior, se trata de una clase que extiende directamente de 
la clase JFrame y cuya función principal es la de mostrarnos un mensaje 
cuando se produzca alguna alarma. Cabe tener en cuenta que básicamente 
esta clase se utilizará cuando uno de los sensores o las cámaras de nuestro 
sistema emitan una alarma. 
 
Sin embargo otro de los motivos por los que se utilizan las funciones que puede 
ofrecer esta clase es para simular lo que podría ser un sensor de presencia. De 
forma ya predefinida hay una zona del mapa marcada en la que se detectará 
cuando se encuentre cualquier elemento del sistema.  
 
En nuestro caso, para hacer saltar esta alarma uno de nuestros dispositivos 
que se conecta al sistema (concretamente la cámara) se inicializará dentro de 
esta misma zona, tal y como se muestra en la imagen siguiente. 
 
 
 
 
Fig. 5.2 Alarma captada en espacio restringido 
5.4. Configuración 
 
Esta clase podríamos decir que se trata del nexo de unión por excelencia entre 
las clases existentes en el controlador. No sólo relaciona las 2 clases 
anteriormente mencionadas, sino que además es la clase que une la 
programación dinámica de java con un programa realizado en prolog realizado 
de forma paralela. 
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Principalmente, esta clase consta de una tabla hash30 que servirá para guardar 
la configuración que anteriormente hayamos seleccionado y un LogicServer. El 
LogicServer nos será de principal ayuda en el método principal de dicha clase. 
5.4.1. Análisis de Alarmas 
 
Este método necesita de 5 argumentos, todos ellos Strings31. En función del 
primero de dichos argumentos (el tipo de alarma) se divide el método en 2 en 
función del tipo de elemento que envía la alarma. Éstos dos fragmentos son 
básicamente iguales tal y como se verá a continuación. 
 
Primero de todo se ha de instanciar el LogicServer e inicializarlo mediante su 
método correspondiente. A continuación se carga mediante el método Load 
propio de LogicServer el archivo compilado y linkado de prolog (“IA.xpl”). 
 
 
 
 
 
 
A continuación se ha de ejecutar mediante el método ExecStr la cadena de 
caracteres correcta para que el programa en Prolog devuelva el resultado del 
análisis. 
 
En este análisis que pedimos a Prolog se puede ver que hay una variable, “Z”, 
que no conoce y precisamente será el resultado que proporcione prolog, bien 
se trate de una cámara (“avisar_alarma1”) o de un sensor (“avisar_alarma2”).  
 
A continuación se realizará la lectura del proceso que se ha ejecutado, y esta 
variable será la que se utilizará, ya que será la respuesta que se debe tomar. 
 
 
Como se puede ver, se pide el quinto término del proceso ejecutado, ya que es 
la variable que ha respondido prolog. 
 
 
 
                                            
30 Tabla de Hash: Una colección de listas enlazadas que nos permite guardar pares clave-valor, 
y luego recuperar esos datos utilizando la clave 
31 String: Cadena de caracteres 
ls.ExecStr("avisar_alarma1(" + admin + "," + riesgo + "," + horario + "," + temp + ",Z)"); 
 
ls.ExecStr("avisar alarma2(" + admin + "," + riesgo + "," + horario + "," + temp + ",Z)"); 
ls = new LogicServer(); 
ls.Init(""); 
ls.Load("IA.xpl"); 
resulta = ls.GetStrArg(term, 5); 
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5.5. Reglas en Prolog 
 
El archivo en el que se pueden ver las reglas intrínsecas del programa se llama 
IA.pro y está escrito desde el propio editor Eclipse. Servirá para programar 
nosotros mismos nuestro programa en prolog y poder ver en cualquier 
momento las funciones que se han generado. Sin embargo se ha de tener en 
cuenta que este programa es un simple archivo de texto, por lo que cualquier 
modificación efectuada en dicho archivo no repercutirá en el programa a no ser 
que de forma paralela se compile otra vez. El programa ya linkado y compilado 
se llama IA.xpl y está totalmente codificado por lo que sería imposible entender 
las normas escritas.  
 
A continuación, se comenta de forma muy breve dicho programa: 
5.5.1. Predicados 
 
Para entender como ha sido diseñado este programa, cabe destacar la 
sencillez de sus predicados. Para poder realizar comparativas, se deberen 
crear predicados que tengan dos elementos totalmente iguales, de manera que 
en las posteriores funciones se puedan llamar a los predicados y utilizar los 
predicados a modo de comparadores.  
 
Así, algunos de los predicados existentes de nuestro programa en prolog son: 
 
admin(manu,manu).  – Comparativa usada para certificar la identidad del 
administrador del sistema 
  
riesgo_alto(alto,alto).  – Servirá para comprobar si se encuentra 
seleccionada la opción que indica el riesgo alto  
 
horario(mañana,mañana). – Servirá para certificar la franja horaria 
 
res(p1,p1).  – Este predicado servirá para, a la hora de realizar 
las comparaciones, fijar el resultado de nuestro 
análisis.  
 
5.5.2. Estructura de las reglas 
 
Las funciones del programa en prolog permitirán realizar las comparativas 
necesarias hasta conseguir hallar la regla que hayamos fijado que 
proporcionará la reacción a la alarma. Esto se puede ver de una forma mas 
clara mediante un ejemplo: 
 
avisar_alarma1(ADMIN,RIESGO,HORA,TEMP,X):-  
admin(manu,ADMIN),riesgo_ma(ma,RIESGO), 
horario(mañana,HORA),res(p2,X). 
47__________________Implementación de un Agente Inteligente en Java para la supervisión de grandes instalaciones 
 
Esta regla se ejecutará sólo para las cámaras, ya que los sensores llamarán a 
las reglas con nombre avisar_alarma2. Pongamos por ejemplo que se ha 
seleccionado en la configuración a manu como administrador, un riesgo en el 
sistema medio alto, una temperatura de 5 a 10ºC y que estamos por la noche. 
Cuando desde la clase Config se ejecute el método ExecStr, los 5 parámetros 
que se pasan serán  manu, medio_alto, noche, 5-10 y Z. Cabe destacar que 
prolog entenderá como variables a comparar todos aquellos parámetros que se 
pasan en minúsculas, y todos aquellos parámetros en mayúsculas los 
entenderá como incógnitas sobre las que no hay que analizar los predicados. 
 
Teniendo en cuenta esto, al realizar la comparativa, a efectos internos del 
programa, se analizará lo siguiente. 
 
  
Prolog comenzará a comparar en función de los predicados que se han dado 
como correctos anteriormente. Así verá que los predicados admin y riesgo_ma 
son correctos, pero que el predicado horario es inexistente, por lo que dará 
esta regla como invalida. 
 
Por el contrario, supongamos que se ha seleccionado en la configuración que 
nos encontramos en la franja horaria correspondiente a la mañana; se 
comparará lo siguiente. 
 
En este caso, se puede ver que una vez sustituidas las variables todos los 
predicados existen por lo que se puede dar esta regla como correcta. Sin 
embargo, seguimos manteniendo la incógnita del último de los paréntesis, que 
relaciona “p2” y “Z”. 
 
A continuación, el siguiente paso que se realiza desde la clase Config es leer el 
termino que se relaciona en nuestra regla con el termino 5. Se puede 
comprobar así que dicho término es la incógnita “Z” que se relaciona con “p2”. 
 
Así se debe entender como el resultado de nuestro análisis al recibir la alarma 
“p2”. El significado de este “p2” no es otro que el del texto que hayamos 
seleccionado en el frame de configuración en el JComboBox como prioridad 2.  
 
 
 
 
 
 
avisar_alarma1(manu,ma,noche,5-10,Z):-  
admin(manu,manu),riesgo_ma(ma,ma), 
horario(mañana,noche),res(p2,Z). 
avisar_alarma1(manu,ma,mañana,5-10,Z):-  
admin(manu,manu),riesgo_ma(ma,ma), 
horario(mañana,mañana),res(p2,Z). 
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CAPÍTULO 6. DISEÑO GRÁFICO 
 
En el siguiente capítulo se realiza un pequeño manual del usuario, de manera 
que se explica de una forma sencilla el funcionamiento del programa para 
cualquier operario ajeno totalmente a la programación del sistema. 
6.1. Sensores 
 
La interfaz grafica que se muestra cada vez que se ejecuta es la siguiente: 
 
    
 
Fig. 6.1 Capturas de Sensor en funcionamiento y apagado 
 
Como se puede ver en la imagen anterior, se trata de una pequeña ventana 
que, de forma muy sencilla muestra que el sensor se ha arrancado 
correctamente. Se puede ver que consta de una imagen en el centro de la 
ventana, un botón situado en la parte superior izquierda y dos botones 
inferiores.  
 
Cuando se presiona el botón superior izquierdo, podemos ver el estado de 
nuestra ventana cambiará a la captura superior derecha. Esto se debe a que 
mediante este botón simulamos nuestra desconexión del peer, bien de forma 
voluntaria o por razones ajenas a nuestra voluntad. Siempre que esto suceda, 
dicho peer, en este caso el sensor, generará un evento que será entendido 
como un cambio de estado por el nodo central y actuará en consecuencia, 
aplicando la reacción configurada previamente. 
 
Los dos botones inferiores se encargarán de generar alarmas que el monitor 
central recibirá de forma automática y sobre el que actuará. En este caso el 
botón inferior izquierdo no tiene ninguna funcionalidad, sin embargo se 
encuentra añadido para no tener que cambiar la GUI de los sensores si en un 
futuro se desea ampliar sistema. Como en este caso se trata de un sensor con 
un sólo tipo de alarma, tan sólo se generará mediante el botón de la derecha. 
Así un pequeño resumen de lo explicado anteriormente se podría ver en la 
imagen inferior: 
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Fig. 6.2 Sensor Resumen 
6.2. Cámara 
 
Las cámaras del sistema se simulan mediante una GUI similar a la del sensor 
por el mero hecho de falta de recursos para implementar diferentes cámaras a 
la vez desde un mismo dispositivo. Sin embargo, se realiza la implementación 
de una cámara tal y como sería en realidad, pese a que el resto de dispositivos 
marcados como cámaras sean peers arrancados con una imagen fija.  
 
Para realizar esto se ha utilizado JMF. Mediante esta librería se pueden 
capturar las imágenes desde diferentes dispositivos y mostrarlas por pantalla. 
Así, al arrancar la cámara, el peer se añadirá a nuestro sistema, pero además 
saldrá una ventana que permitirá elegir entre todos los dispositivos sobre los 
que se pueden realizar la captura. En nuestro caso, la ventana que se abrirá 
será la siguiente: 
 
 
 
Fig. 6.3  Seleccionar device in 
 
Una vez se haya abierto esta ventana se selecciona la tercera de las opciones, 
que nos indica el modelo de Web-cam que tenemos instalada. 
 
Automáticamente, se cargará un frame que permitirá visualizar lo que se vería 
por la Web-cam pero como si una cámara propia de la instalación se tratase. 
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6.3. Monitor 
 
El monitor será la interfaz gráfica que utilizará el administrador del sistema para 
interactuar con el sistema. Mediante el centro de monitorización se puede ver 
representados cada uno de los nodos del sistema, saber la información más 
importante del sistema en tiempo real, así como configurar las reglas definidas 
por cada uno de los administradores y subscribirnos a los dispositivos que 
vayan apareciendo en el sistema, tal y como se muestra en la imagen inferior 
 
 
 
Fig. 6.4 Captura de la Aplicación de monitorización 
 
Para poder llevar a cabo un control coherente y eficiente de todo lo que 
acontezca en el sistema la GUI se encuentra dividida en cuatro zonas bien 
diferenciadas. 
6.3.1. Jerarquía de Peers 
 
El árbol de Peers que se muestra en la imagen anterior, muestra una 
representación jerárquica en función de las diferentes zonas que representa el 
mapa, de todos los nodos activos en el sistema. Así se puede ver la zona en la 
que se encuentra y el tipo de peer así como las características, el identificador, 
la descripción y la posición exacta del éste. 
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Fig. 6.5 Árbol de Peers 
 
Este esquema en el que se muestran todos los peers, se actualiza de forma 
automática con los cambios internos del sistema. Así, siempre que un nuevo 
nodo se conecte al sistema el árbol de peers se actualizará automáticamente. 
De igual manera, si se quiere eliminar uno de los peers existentes en el 
sistema, se debe seleccionar y borrarlo para que desaparezca 
automáticamente, tanto de la jerarquía como de su situación existente en el 
mapa. 
 
6.3.2. Mapa 
 
El mapa se basa en una serie de pestañas en las que a medida q van 
apareciendo nodos en el sistema, se van dibujando los nodos. Además, cabe 
destacar que se trata de un mapa cuadriculado en el que se insertan los 
dispositivos y que además de permitirle al usuario ver las distancias 
aproximadas entre los diferentes dispositivos, muestra la información de los 
nodos al deslizar el ratón sobre dicho nodo, tal y como se muestra en la 
siguiente captura. 
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Fig. 6.6  Mapa 
 
6.3.3. Consola 
 
Se trata de un pequeño panel donde se va informando al administrador de la 
red de los acontecimientos que pasan en la red y en función de los colores se 
puede diferenciar el tipo de mensaje del que se trata. 
 
• Negro: Notificaciones de eventos de la red, tales como suscripciones a 
nodos 
• Azul: Mensajes propios de la Aplicación 
• Rojo: Mensajes de Alarma 
 
 
Fig. 6.7 Consola 
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6.3.4. Panel Inferior 
 
En la parte inferior de la interfaz ofrecida por el monitor, se pueden diferenciar 5 
botones inferiores así como un breve formulario que servirá para añadir peers 
virtuales. Estos peers han sido muy útiles a la hora de testear el sistema.  
 
 
 
Fig. 6.8  Formulario 
 
Además consta de 5 botones: 
 
• Nuevo Peer: Permite crear un Peer con las características expresadas  
• Borrar Peer: Permite eliminar el peer que se encuentra seleccionado en 
el árbol de peers. 
• Suscribir: Mediante este botón se pueden suscribir a todos los eventos 
que el peer seleccionado genere. Este botón resulta fundamental porque 
en el caso que el monitor no esté subscrito a los eventos de un nodo, no 
se puede actuar en caso que este emita una alarma porque no 
pertenecemos a su subgrupo. 
• Actualizar Red: Realiza una búsqueda en la red virtual con el fin de 
encontrar peers que se encuentren dentro del netPeerGroup y no se 
hayan podido visualizar. 
• Configuración Alarmas: Este botón será el que primero se debe pulsar, 
ya que permitirá realizar la configuración de cómo se actuará y que 
parámetros se valorará a la hora de aplicar las políticas de actuación en 
la recepción de eventos. Mediante este botón se abrirá la ventana que 
se muestra a continuación: 
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Fig. 6.9  Config 
 
Esta pantalla consta de 5 paneles claramente diferenciados. En ellos se puede 
seleccionar, tanto el nivel de riesgo que existe en la instalación, el 
administrador que se encarga de controlar el centro de monitorización, un 
rango de temperaturas y la franja horaria en la que estamos trabajando. El 
cuarto de los paneles servirá para guardar la configuración o para salir sin 
guardar. Por ultimo, se puede ver que en la zona superior derecha, existen 4 
menús desplegables que permiten seleccionar como se actuará en función de 
la gravedad de las alarmas que se registren en el sistema. 
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CAPÍTULO 7. IMPLEMENTACIÓN Y PRUEBAS 
 
En este capítulo se comentan las herramientas utilizadas para la realización del 
proyecto así como algunas de las pruebas realizadas para comprobar el 
funcionamiento individualizado de las diferentes clases y módulos del 
programa. 
 
7.1. Entorno de desarrollo 
 
A la hora de realizar este sistema, así como de comprobar su correcto 
funcionamiento, se han utilizado entre otras herramientas, las que se mostraran 
a continuación junto con una breve descripción: 
 
• Eclipse: La aplicación básica que se ha utilizado para editar el proyecto. 
Sin duda una de las plataformas más utilizadas por los desarrolladores 
de Java que permite, no sólo realizar programas, sino que también otros 
componentes y paginas Webs. En nuestro caso nos ha servido de 
entorno de desarrollo de java y gracias a los módulos adecuados, se ha 
podido combinar con otras aplicaciones multimedia o servicios 
específicos. Su funcionamiento y como instalarlo se encuentra explicado 
en el Anexo 5 
• Java API’s: Básicas a la hora de programar en Java, constituyen un 
conjunto de especificaciones y métodos ya predefinidos que permiten 
realizar mediante una llamada a un sólo método funciones que serían 
muy costosas de programar. 
• JSDK1.5: Se trata de un kit de desarrollo Java que contiene un 
compilador y un conjunto de herramientas de desarrollo que permiten de 
forma independiente la creación de aplicaciones Java 
• Java Media Framework 2.1.1e: Permite mediante las librerías de Java y 
los propios métodos que ofrecen estas librerías, el tratamiento 
multimedia bajo Java. Nos ha resultado indispensable su utilización para 
implementar la visualización y transmisión de los datos multimedia que 
capturamos mediante la Web-cam. 
• AmZi Prolog y por extensión las librerías que permiten implementar 
Prolog dentro del entorno Java. Ha permitido realizar diversos 
programas de prueba hasta finalmente llegar a realizar un programa 
consistente que poder incorporar al proyecto final.  
• Hardware: Este sistema se ha hecho funcionar en un Pentium 1500 con 
512 megas de Ram y aproximadamente unos 50 MBS de espacio en 
disco duro. 
 
7.2. Pruebas 
 
En cuanto a las pruebas realizadas, deberíamos dividir entre tres clases de 
pruebas: 
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7.2.1. Pruebas de Hardware:  
 
• Para realizar dicho proyecto nos planteamos varias posibilidades a nivel 
de hardware. Una de ellas implicaba arrancar cada uno de los nodos en 
un terminal diferente. Esto implicaba que para arrancar una simple 
simulación con un nodo de monitorización y dos elementos externos, 
necesitábamos el uso de tres terminales. Este alto coste para realizar 
pruebas, sumado a la imposibilidad de poder montar un escenario 
similar en otro sitio que no fuera el laboratorio de la universidad 
desencadenó en intentar montar otra clase de escenario 
 
• El siguiente escenario sobre el que comenzamos a trabajar fue mediante 
2 ordenadores, montar en uno de ellos el nodo de monitorización y en el 
otro terminal el resto de nodos. Esto implicaba un correcto 
funcionamiento, pese a que en un principio se pudiera pensar que al 
trabajar mediante Eclipse el coste de recursos sería demasiado alto. 
 
• Dado el buen resultado de la prueba anterior, y a fin de poder trabajar 
desde un sólo terminal, se han realizado todas las pruebas desde un 
mismo terminal. Así, se ha conseguido arrancar de forma correcta hasta 
5 nodos diferentes. Con más nodos, se han detectado saturaciones 
puntuales en el sistema dada la potencia reducida del terminal donde se 
han efectuado las pruebas. 
 
7.2.2. Pruebas en Java. 
 
• En cuanto a las pruebas realizadas en java, se han utilizado el propio 
compilador de eclipse para detectar errores varios. Además en aquellas 
clases que se han creído convenientes, se han generado métodos para 
arrancar ciertas partes del programa que podían ser conflictivas, sin que 
sea necesario arrancar todo el sistema para testear un método concreto. 
 
• Algunos ejemplos de esto son la carga del servidor lógico, la interacción 
del usuario y los parámetros configurables para la actuación del sistema 
en caso de alarma. 
 
• Otra de las herramientas que se han utilizado en Java ha sido la consola 
propia de eclipse. Mediante ésta, se puede ver todo lo que acontece en 
el sistema y si realmente los peers se ven entre ellos, pertenecen al 
mismo grupo o son capaces de ver los eventos que generan unos y 
otros. 
7.2.3. Pruebas en Prolog 
 
Posiblemente se trata del modulo sobre el que se han realizado mas pruebas. 
Se ha de tener en cuenta que prolog se trata de un sistema ajeno a java, por lo 
que se han debido hacer múltiples pruebas de carga del programa hasta dar 
con la configuración adecuada. 
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Tal y como se ha comentado, se trata de un sistema ajeno a java, por lo que se 
han debido utilizar unas librerías facilitadas por java para relacionar java y 
prolog. Sin embargo, a fin de realizar múltiples simulaciones sin tener que 
cargar todo el sistema, se ha tenido que instalar un programa que corra de 
forma totalmente independiente para poder testear el programa que mas tarde 
correrá en prolog. 
 
Se ha de tener en cuenta que prolog es un lenguaje que en un principio no 
habíamos utilizado nunca, por lo que cabe contar como pruebas, no sólo todos 
los intentos de programa que hemos hecho, sino también otros programas más 
sencillos como los que se adjuntan en el Anexo 3  
 
7.3. Manual de Instalación 
 
En este apartado se define un pequeño manual con los pasos previos para 
hacer funcionar cualquiera de los peers o la aplicación de monitorización por 
alguien totalmente ajeno al sistema. 
 
Requisitos y pasos para la puesta en marcha 
 
• Instalación del Java 2 SDK versión 1.5. (o superior) que se puede 
obtener de http://java.sun.com/j2se/1.4.2/download.html. 
 
• Tener las librerías de JXTA (son jxta.jar i log4j.jar) al classpath32. 
 
• Eliminar caché. Antes de cada ejecución se debe eliminar la memoria 
caché de todos los peers. 
 
• Arrancar el peer. Se puede elegir entre el peer de monitorización o un 
dispositivo. Para arrancar el peer de monitorización se debe entrar en el 
directorio MyMonitoringProject y ejecutar la clase  
Prova_simple.class con la maquina virtual Java. Si por el contrario se 
quiere ejecutar un dispositivo diferente al peer, hemos de abrir el 
package correspondiente (por ejemplo MyProjectA) y ejecutar la clase 
correspondiente (en este caso ArrancarPeerA.class). 
 
• Configuración. La primera vez que se arranca un peer aparecerá una 
guía de instalación rápida para configurar las características iniciales 
JXTA del peer. La guía de configuración constará de diferentes pasos, 
tal y como se muestra a continuación: 
1) Basic settings 
 
                                            
32 Classpath: sirve para indicar al compilador de Java dónde tiene que ir a buscar las clases 
que utiliza el programa compilado 
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Fig. 7.1 Guía de configuración de JXTA 
 
Se deben rellenar los campos referentes al nombre, al password y su 
verificación. En nuestro caso, dichos parámetros no tendrán ninguna 
importancia, ya que el nombre del peer no lo rescatamos de dicha 
configuración, sino que lo se ha puesto por defecto en el main del programa. 
En cuanto al password, en nuestro caso no lo utilizamos pero tal y como 
explicamos en el Anexo 1, podría servir para dotar de una mayor seguridad al 
sistema. 
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2) Advanced Settings 
 
 
 
Fig 7.2 Guía de configuración de JXTA 
 
De este apartado, a lo único a lo que se debe prestar atención será a la 
configuración de los puertos TCP y HTTP que debe utilizar la aplicación, de 
manera que no se intente utilizar el mismo puerto para dos nodos diferentes. 
 
3) Rendezvous / Relays settings 
 
Se debe dejar la configuración por defecto. 
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CAPÍTULO 8. PLANIFICACIÓN Y COSTES 
 
En este capítulo he realizado una pequeña tabla en la que he intentado mostrar 
las horas de trabajo dedicadas en función de los temas a los que me he tenido 
que dedicar para conseguir el correcto funcionamiento del sistema propuesto. 
 
Tema Comentarios Horas 
Estudio proyectos 
anteriores 
Lectura del proyecto de mi compañero 
Aimar y lectura y estudio de la bibliografía 
utilizada 
20 horas 
Estudio JXTA 
Estudio de la tecnología JXTA y 
comparación con las diferentes 
alternativas existentes. 
25 horas 
Instalación de 
software Instalación de Eclipse, JDK, Amzi… 5 horas 
Carga del proyecto 
Carga del proyecto realizado por Aimar y 
testeo. En este periodo también se ha de 
contabilizar las modificaciones 
necesarias en ciertos métodos 
incorrectos en nuestra versión de Amzi. 
30 horas 
Testeo 
Diversos tests efectuados sobre el 
proyecto de Aimar para saber las 
limitaciones que podríamos tener por 
hardware. También se han de 
contabilizar las diferentes pruebas de 
hardware realizadas. 
20 horas 
Comprensión Comprensión de código y limpieza de impurezas 50 horas 
Programación Java 
Programación de funcionalidades de red, 
implementación de nuevos nodos en el 
sistema y mejoras gráficas 
80 horas 
Generación de 
eventos 
Mejora de la generación de eventos y 
estudio de lenguajes y posibilidades de 
reacción a eventos 
30 horas 
Estudio de Prolog 
Estudio de prolog y pruebas de 
funcionamiento. De forma independiente 
a Java. 
20 horas 
Prolog en Java Implementación del lenguaje Prolog en Java para realizar la reacción a eventos. 10 horas 
Programación 
Prolog 
Programación en Prolog y diferentes 
pruebas para la reacción a eventos 40 horas 
Memoria Realización de la memoria del trabajo 150 horas 
Horas Totales dedicadas al proyecto: 480 horas 
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CAPÍTULO 9. CONCLUSIONES 
 
En cuanto a las conclusiones que se pueden sacar de dicho proyecto, cabe 
destacar que mediante java se ha podido montar una red p2p que es capaz de 
gestionar los elementos de la red y que mediante un peer de monitorización se 
puede visualizar todos los peers de nuestro sistema, además de subscribirse a 
los eventos que estos puedan producir. De esta manera se puede conocer el 
estado de los peers de toda la red sin la necesidad de que la red se encuentre 
centralizada. También cabe entender que este proyecto se trata de una base 
sobre la que si se trabaja en una mayor profundidad se pueden añadir nuevas 
funcionalidades de una forma no demasiada compleja que permita añadir las 
mejoras que posteriormente se enumeran. 
 
Con esto cabe decir que ahora mismo se encuentran sentadas las bases para 
lo que puede llegar a ser un proyecto muy sólido en caso de añadir pequeños 
detalles que permitan gestionar de una forma eficaz una red distribuida como 
esta pero que de momento este proyecto se puede entender como una 
herramienta sobre la que trabajar para añadir nuevas funcionalidades que se 
han desarrollado en otros tfc’s por parte de otros compañeros. 
9.1. Estudio medioambiental 
 
En cuanto a la repercusión medioambiental del proyecto, cabe destacar que 
pese a que en un principio puede parecer que su repercusión es mínima, hay 
que recordar que el objetivo principal de este proyecto es la mejora del sistema 
acuífero de Valencia. Además, el hecho de que gracias a la arquitectura 
descentralizada no sea necesaria la presencia física del administrador en un 
lugar concreto, deriva en un ahorro de instalaciones, traslados e 
infraestructuras. Así, podemos entender que se trata de un proyecto que 
permite, no solo ahorrar en infraestructuras con todo lo que esto representa, 
sino que además ayuda a mejorar el sistema de seguridad de las instalaciones 
acuíferas. 
9.2. Futuras mejoras 
 
Entre las futuras mejoras que se podrían acometer sobre este proyecto, se 
debe tener en cuenta la posible fusión con algunos de los proyectos de mis 
compañeros, de manera que se puedan implementar dispositivos móviles 
(típicamente vigilantes de seguridad) que se suscriban de forma automática al 
resto de dispositivos y en caso de que ocurra una alarma en el sistema, se les 
avise mediante la integración con servicios VoIP y se envíe una locución 
avisando del dispositivo que ha generado la alarma así como el código que la 
identifica.. 
 
Otra de las futuras mejoras que podría tener este proyecto sería dotar a los 
administradores de una interfaz más amigable de manera que se pudieran 
definir las reglas de forma dinámica y no basarlas en un fichero previamente ya 
compilado.  
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CAPÍTULO 12. ACRÓNIMOS Y DEFINICIONES 
 
• PLC: Un equipo electrónico programable que permite almacenar una 
secuencia de ordenes (programa) en su interior y ejecutarlo de forma 
cíclica con el fin de realizar una tarea 
• SCADA: Es un sistema basado en computadores que permite supervisar 
y controlar a distancia una instalación de cualquier tipo de forma 
cerrada. 
• Polling: Análisis manual individualizado. En este caso sería de cada uno 
de los nodos del sistema  
• Peer to peer: Término utilizado en las redes punto a punto en las que 
dos usuarios intercambian datos sin necesidad de utilizar nodos 
intermedios. 
• P2P: Versión abreviada de peer to peer (peer “two” peer) 
• Host: Cada uno de los nodos que funcionan como punto inicial o final de 
una transmisión de datos 
• Spoofing: Suplantación: Ataque que consiste en suplantar la identidad 
del emisor. 
• Poissoning: Envenenamiento. Modificación de datos que se suele usar 
para que los datos emitidos por un host se envíen al atacante. 
• DoS: Deny of Service, negación del srvicio. Ataque que permite negar el 
acceso a una máquina o servicio concreto  
• Peer: Cada uno de los nodos de nuestro sistema  
• UPnP: Universal Plug & Play. Protocolo utilizado basicamente en 
domótica que permite que un dispositivo que utilice dicho protocolo 
funcione tan sólo concetándolo  
• JIni: Protocolo de red utilizado en redes cambiantes  
• Lookup: Es un método o función especial de los compiladores que se 
encarga de buscar en el árbol de métodos en memoria (suite de 
métodos) cuál es el correspondiente a ejecutar 
• NAT: Network Address Translation, es un mecanismo utilizado por 
routers IP para intercambiar paquetes entre dos direcciones 
incompatibles 
• Firewall: Programa que sirve para filtrar lo que acontece en una red.
• DHCP: Dynamic Host Configuration Protocol, es un protocolo de red que 
permite a los nodos de una red IP obtener sus parámetros de 
configuración automáticamente 
• Auto-IP: Es una alternativa a DHCP que permite a los hosts obtener 
direcciones IP en las redes pequeñas en las que puede no haber un 
servidor DHCP. Pertenecen a un rango concreto (desde 169.254.0.1 
hasta 169.254.255.1) y no es utilizable en Internet.  
• LAN: Local Area Network. Red local de un tamaño reducido  
• X-Lite: Software de telefonia basado en SIP 
• SIP: Session Initiation Protocol, es un protocolo desarrollado por el IETF 
MMUSIC Working Group con la intención de ser el estándar para la 
iniciación, modificación y finalización de sesiones interactivas de usuario 
donde intervienen elementos multimedia como el video, voz, mensajería 
instantánea, juegos online y realidad virtual. 
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• VoIP: Voz sobre Protocolo de Internet  
• API: Application Programming Interface, conjunto de especificaciones 
• Socket: designa un concepto abstracto por el cual dos programas 
(posiblemente situados en computadoras distintas) pueden 
intercambiarse cualquier flujo de datos. 
• Getters: Conjunto de métodos de acceso que permiten obtener datos de 
un objeto concreto. 
• Pipe: Tubería, canal asíncrono de datos 
• GUI: Graphic User Interface. Interface Gráfico de Usuario. 
• JFrame: Estructura utilizada en Java que hace referencia a una ventana. 
• JPanel: Estructura utilizada en Java que hace referencia a un panel. 
Comparándolo sería similar al frame de una página Web 
• MVC: Patron de diseño explicado en más detalle en el anexo 
correspondiente. 
• JCheckBox, JList, JComboBox… Conjunto de componentes gráficos 
de Java 
• Tabla de Hash: Una colección de listas enlazadas que permite guardar 
pares clave-valor, y luego recuperar esos datos utilizando la clave 
• String: Cadena de caracteres 
• Classpath: sirve para indicar al compilador de Java dónde tiene que ir a 
buscar las clases que utiliza el programa compilado 
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ANEXO 1 – JXTA Y OTROS PROTOCOLOS SDP 
 
JXTA es una plataforma modular que provee bloques de construcción simples y 
esenciales para el desarrollo de un amplio rango de servicios y aplicaciones 
distribuidas. JXTA específica un conjunto de protocolos mejor que una API. Así, 
la tecnología JXTA puede ser implementada en cualquier lenguaje o sistema 
operativo. 
 
La plataforma JXTA provee de un ambiente descentralizado que minimiza los 
puntos únicos de falla y no es  dependiente de ningún servicio centralizado. 
Ambos, los servicios centralizados y descentralizados pueden ser desarrollados 
en la parte superior de la plataforma JXTA. Los servicios JXTA pueden ser 
implementados para interoperar con otros servicios dando nacimiento a nuevas 
aplicaciones P2P. Por ejemplo, un servicio de comunicación P2P de 
mensajería instantánea puede ser fácilmente agregado a una aplicación de 
compartimiento de recursos P2P si es que ambos soportan protocolos JXTA. 
 
La tecnología JXTA es un conjunto de protocolos peer-to-peer simples y 
abiertos que permiten que cualquier dispositivo en la red se comunique, 
colabore y comparta recursos. Los puntos JXTA crean una red virtual ad-hoc 
por sobre las redes existentes, escondiendo la complejidad de sus capas. En la 
red virtual JXTA, todo punto puede interactuar con otros puntos sin importar 
ubicación, tipo de dispositivo, o ambiente operativo incluso cuando algunos 
puntos están ubicados detrás de Firewalls o en diferentes transportes de red. 
Así, el acceso a los recursos en la red no esta limitado a las incompatibilidades 
de plataforma o a las restricciones de la arquitectura jerárquica cliente-servidor. 
 
La tecnología JXTA expone los objetivos en términos de ubicuidad, 
independencia de plataforma, interoperabilidad y seguridad. JXTA corre en 
cualquier dispositivo, incluyendo teléfonos celulares, PDAs, sensores 
electrónicos, PCs y servidores. Basado en tecnologías ya probadas y 
estándares como HTTP, TCP/IP y XML. La tecnología JXTA no depende de un 
lenguaje de programación particular, plataforma de red o plataforma de 
sistema, y puede trabajar con cualquier combinación de éstas. 
1.1. Arquitectura 
 
JXTA Core: También llamada Capa de Plataforma, encapsula las primitivas 
mínimas y esenciales que son comunes a las redes P2P. Incluye bloques de 
construcción para habilitar mecanismos de claves para aplicaciones P2P, las 
que incluyen búsqueda, transporte, creación de peers y grupos de peers, y 
primitivas de seguridad asociadas. 
 
Capa de Servicios: Incluye servicios de red que pueden no ser absolutamente 
necesarios para que una red P2P opere, pero que sí son necesarias en el 
ambiente P2P. Ejemplos de servicios tales como búsqueda e indexación, 
autenticación, traducción de protocolos y servicios PKI (Public Key 
Infraestructure). 
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Capa de Aplicación: Incluye la implementación de aplicaciones integradas, 
como mensajería instantánea P2P, intercambio de recursos y datos, despacho, 
entre otras. 
 
 
 
Los límites entre las capas de servicios y aplicación no son tan rígidos. Es 
decir, una aplicación para un usuario puede ser vista como servicio para otro 
usuario. El sistema entero esta diseñado para ser modular, permitiendo a los 
desarrolladores que escojan una colección de servicios y aplicaciones que se 
adecuen a sus necesidades. 
 
1.2. Conceptos 
 
• Peer: Es cualquier dispositivo que implementa uno o mas protocolos 
JXTA. Cada peer opera de forma independiente y asincrónica de los 
otros peers, y es identificado con un Peer ID único. Los peers publican 
una o más interfaces de red para usarlas con los protocolos JXTA. Cada 
interfaz publicada es anunciado como un peer endpoint, el cual identifica 
únicamente a la interfaz de red. Los `peer endpoints' son utilizados por 
otros peers para establecer conexiones punto a punto entre dos peers. 
Generalmente los peers están configurados para encontrarse 
espontáneamente entre ellos en la red, para formar relaciones 
transigentes o persistentes llamadas Grupos de Peers. 
 
• Grupo de Peers: Es un grupo de peers que se han puesto de acuerdo a 
través de un conjunto de servicios. Se agrupan por sí mismos, siendo 
identificados con un único Peer Group ID. Cada grupo de peers puede 
establecer sus propias políticas de membresía yendo desde abiertos 
(cualquiera puede unirse) hasta extremadamente seguros y protegidos 
(se requieren suficientes credenciales para poder unirse). Por otra parte, 
los peers pueden pertenecer a más de un grupo simultáneamente. Por 
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defecto, el primer grupo que es instanciado es la Net Peer Group, así 
todos los peers pertenecen a la NPG, pudiendo elegir si se unen a otros 
grupos de peers. Los protocolos JXTA describen como los peers pueden 
publicar, descubrir, unirse y monitorear grupos de peers. Un grupo de 
peers puede ser creado para crear ambientes seguros, alcanzables o de 
monitoreo. 
 
• Servicio de Red: Los peers cooperan y se comunican para publicar, 
descubrir e invocar servicios de red. Los peers pueden publicar múltiples 
servicios, mientras que descubren servicios de red vía Peer Discovery 
Protocol. Los protocolos JXTA reconocen dos niveles de servicios de 
red: 
 
• Servicios de Peer: Un servicio peer es sólo accesible en el peer que esta 
publicando ese servicio. Si el peer falla, el servicio también. Múltiples 
instancias del servicio pueden ser corridas en diferentes peers, pero 
cada instancia publica su propio aviso. 
 
• Servicios de Grupo de Peers: Están compuestos de una colección de 
instancias del servicio corriendo en múltiples miembros del grupo de 
peers. Si un peer falla, el servicio de grupo de peers colectivo no es 
afectado (asumiendo que el servicio aun esta disponible en otro peer del 
grupo) 
 
• Módulos: Los módulos JXTA son abstracciones utilizadas para 
representar cualquier pieza de código usado para implementar el 
comportamiento en el mundo JXTA. Los servicios de red son el ejemplo 
mas común de comportamiento que puede ser instanciado en un peer. 
La abstracción del modulo no especifica que es el código (puede ser una 
clase Java, un Java jar, una DLL dinámica, un conjunto de mensajes 
XML o un script). Los módulos proveen una abstracción genérica para 
permitir que un peer instancie un nuevo comportamiento. Mientras un 
peer busca y se une a un grupo de peers, puede encontrar nuevos 
comportamientos que quiera instanciar, es decir, puede ser que tenga 
que aprender comportamientos que sólo utiliza ese grupo de peers (un 
servicio de búsqueda por ejemplo), por lo que tendrá que instanciarlo. 
Así, un peer tiene la habilidad de instanciar comportamientos 
independiente de la implementación de este (sea en C, Java, etc.). 
 
• Tuberías (Pipes): Los peers JXTA usan pipes para comunicarse entre 
ellos. Las tuberías son un mecanismo de transferencia de mensajes 
asincrónico y unidireccional para la comunicación y la transferencia de 
datos, además no discriminan entre que tipo de objeto se transfiera. Los 
puntos de finalización de las tuberías (pipe endpoints) son referenciados 
como input pipe (fin de recepción) y como output pipe (fin de envío). Los 
pipe endpoints están dinámicamente ligados a los peer endpoints en 
tiempo de ejecución. Un peer endpoint corresponde a interfaces de red 
disponibles de un peer (por ejemplo un puerto TCP y una dirección IP 
asociada) que pueden ser utilizadas para enviar o recibir mensajes. Los 
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pipes JXTA pueden tener endpoints que están conectados a diversos 
peers a diferentes tiempos, o puede que no estén conectados a ninguno. 
 
• Canales Bidireccionales de Comunicación Confiable: Mientras que las 
tuberías proveen de canales de comunicación unidireccionales y no-
confiables, es necesario implementar canales de comunicación 
confiables y bidireccionales. Para esto la plataforma provee: JxtaSocket, 
JxtaServerSocket, JxtaServerPipe y JxtaBiDiPipe. 
 
• Mensajes: Es un objeto enviado entre peers JXTA, es la unidad básica 
de intercambio de datos entre peers. Los mensajes son enviados y 
recibidos por el Servicio de Pipes y el Servicio de Endpoints. 
Generalmente las aplicaciones usan el Servicio de Pipes para crear, 
enviar y recibir mensajes. Un mensaje es una secuencia ordenada de 
elementos, esencialmente es un conjunto de pares nombre/valor, donde 
el contenido puede ser de tipo arbitrario. Existen dos representaciones 
para los mensajes: XML y binario. La plataforma JXTA J2SE liga usando 
una envoltura en formato binario para encapsular la carga útil del 
mensaje. Los servicios usan el formato mas apropiado para el transporte 
de este. Al usar mensajes XML para definir protocolos permite que 
muchos peers distintos puedan participar en un protocolo. Como los 
datos son etiquetados, cada peer es libre de implementar el protocolo de 
la forma mas adecuada a sus habilidades y roles. 
 
• Avisos: Son estructuras de meta datos en lenguaje neutral 
representados como documentos XML. Los protocolos JXTA usan 
avisos para describir y publicar la existencia de recursos de un peer. Un 
peer descubre recursos buscando para sus correspondientes avisos, y 
puede dejar en caché cualquier aviso descubierto en forma local. Cada 
aviso es publicado con un tiempo de vida que especifica la disponibilidad 
del recurso asociado. Los tiempos de vida permiten la eliminación de 
recursos obsoletos sin requerir de un control central. Un aviso puede ser 
republicado para extender el tiempo de vida de un recurso. 
 
• Seguridad: Las redes dinámicas P2P como JXTA requieren dar soporte 
a diversos niveles de acceso a los recursos. Los peers JXTA operan en 
un modelo de confianza basado en el rol, en el cual un peer actúa bajo 
la autoridad concedida por otro peer confiado para realizar una tarea 
específica. 
 
• IDs: Los peers, los grupos de peers, las tuberías y otros recursos JXTA 
necesitan ser identificados de manera única. Un ID JXTA únicamente 
identifica una entidad y sirve como una forma canónica para referirse a 
una entidad. Actualmente existen seis tipos de entidades JXTA que 
tienen un tipo de ID JXTA definido: peers, grupo de peers, tuberías, 
contenidos, clases de módulos y especificaciones de módulos. 
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1.3. Arquitectura de Red 
 
Una red JXTA es una red ad-hoc, multi-hop (multi salto) y adaptativa, 
compuesta de peers conectados. Las conexiones en la red pueden ser 
transigentes y el enrutamiento de mensajes entre peers puede ser no 
determinístico. Los peers pueden unirse o dejar la red en cualquier momento. 
Los peers pueden tomar cualquier forma mientras puedan comunicarse a 
través de protocolos JXTA. En la práctica existen cuatro tipos de peers: 
 
• Minimal Edge Peer: Un peer de borde mínimo puede enviar y recibir 
mensajes, pero no guarda en caché avisos ni enruta mensajes de otros 
peers. Peers en dispositivos con recursos limitados (como teléfonos 
celulares o PDA's) podrían ser peers de borde mínimo. 
 
• Full-featured Edge Peer: Un peer de borde de `funcionalidad completa' 
puede enviar y recibir mensajes y generalmente guarda avisos en caché. 
Un peer simple contesta a peticiones de descubrimiento con información 
encontrada en sus avisos almacenados en caché, pero no redirige 
peticiones de descubrimiento. La mayoría de los peers son de este tipo. 
 
• Rendezvous Peer: Un peer rendezvous es como cualquier otro peer, y 
mantiene en caché los avisos. Sin embargo, también redirigen peticiones 
de descubrimiento para ayudar a otro peers a descubrir recursos. 
Cuando un peer se une a un grupo de peers, automáticamente busca un 
peer rendezvous, si no encuentra alguno, se transforma en uno para el 
grupo de peers. Cada peer rendezvous mantiene una lista de los demás 
peers rendezvous conocidos y también de los peers que lo están 
utilizando como rendezvous. Cada grupo de peers mantiene su propio 
conjunto de peers rendezvous, y puede tener tanto de este tipo de peers 
como necesite. sólo los peers rendezvous que son miembros de un 
grupo de peers podrán ver las peticiones de búsqueda específicas. Los 
peers de borde envían peticiones de búsqueda y descubrimiento a los 
peers rendezvous. 
 
• Relay Peer: Un relay peer guarda información acerca de las rutas a otros 
peers y enruta mensajes a peers. Un peer primero busca en su caché 
local información de ruta. Si es que no encuentra, el peer envía 
peticiones a relay peers preguntando por información de ruta. Relay 
peers incluso redirigen mensajes en favor de peers que no pueden 
direccionar directamente otro peer (por ejemplo, entornos NAT), 
haciendo de puente entre diferentes redes lógicas o físicas. Cualquier 
peer puede implementar los servicios requeridos para ser un peer 
rendezvous o relay. Los servicios de relay y rendezvous pueden ser 
implementados como un par en el mismo peer. 
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En la Figura 2 es posible visualizar: 
 
• Edge Peers 
o Comunican, comparten y acceden contenidos. 
• Relay Peers (red de conectividad): 
o Guardan y Envían mensajes a través de dominios de NAT y 
Firewall. 
o Router Virtual (multicast lógico) 
o Landmark routing Access Point 
• Rendevouz Peers (red de descubrimiento de anuncio) 
o Indexa anuncios de Edge Peers 
o Pregunta de la búsqueda de la ruta (DHT) 
 
1.4. Protocolos JXTA 
 
JXTA define una serie de formatos de mensajes XML o protocolos para la 
comunicación entre peers. Los peers utilizan estos protocolos para descubrirse 
entre ellos, avisarse y descubrir recursos de red, y para comunicar y enrutar 
mensajes. 
 
Todos los protocolos JXTA [2] son asincrónicos y están basados en el modelo 
de petición/respuesta. Un peer JXTA envía una petición a uno o más peers en 
el grupo de peers. Puede así recibir cero, una o más respuestas. Existen seis 
protocolos JXTA, aunque no es necesario que los peers JXTA los implementen 
todos, sólo los que usaran. Estos son: 
 
• Protocolo de Descubrimiento de Peer (PDP): Usado por los peers para 
avisar sus propios recursos y descubrir recursos de otro peers. Cada 
recurso de un peer es descrito y publicado usando avisos. 
 
• Protocolo de información de Peer (PIP): Usado por los peers para 
obtener información de estado de otros peers. 
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• Protocolo de Resolución de Peers (PRP): Permite a los peers a enviar 
peticiones genéricas a uno o más peers y recibir una o múltiples 
respuestas. Las peticiones pueden ser direccionadas a todo el grupo de 
peers o a peers específicos en el grupo. En contraste a PDP y PIP que 
son usados para pedir información específica predefinida, este protocolo 
permite a los servicios de peers definir e intercambiar información 
arbitraria como deseen. 
 
• Protocolo de Ligado de Tuberías (PBP): Usado por los peers para 
establecer un canal de comunicación virtual o pipe, entre dos o más 
peers. PBP es usado por un peer para ligar dos o mas extremos de una 
conexión (pipe endpoints). 
 
• Protocolo de Enrutamiento de Endpoint (ERP): Usado por los peers para 
encontrar rutas (paths) a puertos de destino en otros peers. información 
de ruta incluye una secuencia ordenada de IDs de relay peers que 
pueden ser utilizados para enviar un mensaje a destino. 
 
• Protocolo Rendezvous (RVP): Mecanismo por el cual los peers pueden 
suscribir o ser un suscriptor de un servicio de propagación. Dentro de un 
grupo de peers, los peers pueden ser peers rendezvous o peers que 
están escuchando a peers rendezvous, RVP permite a un peer enviar 
mensajes a todas las instancias de un servicio que están escuchando. 
RVP es usado por PRP y PBP para propagar mensajes. 
 
1.5. Usos 
 
Los protocolos JXTA permiten a los desarrolladores a construir y programar 
servicios y  aplicaciones P2P. Ya que los protocolos son independientes tanto 
del lenguaje de programación como de los protocolos de transporte, 
dispositivos heterogéneos con software completamente distintos pueden 
interoperar entre ellos. Usando la tecnología JXTA, los desarrolladores pueden 
crear aplicaciones interoperables a través de la red, las cuales pueden: 
 
• Encontrar otros peers en la red con búsquedas dinámicas a través de 
Firewalls. 
• Fácilmente compartir documentos con quien sea en la red. 
• Crear grupos de peers que provean un servicio. 
• Monitorear remotamente las actividades de peers específicos. 
• Comunicarse de forma segura con otro peer de la red. 
 
1.6. Conclusiones JXTA 
 
• El modelo P2P es un modelo distribuido que necesita un manejo para 
asegurar la garantía de los niveles de servicios. 
 
• JXTA es un framework genérico para el desarrollo de servicios P2P. 
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• El desempeño y la escalabilidad de las redes JXTA no es bien 
entendida. 
• Quedan algunas preguntas abiertas con respecto a JXTA: 
o Latencia de búsqueda, descubrimiento y conectividad. 
o RTT (round-trip time) de mensajes y throughput. 
o Overhead de peers intermedios (relay peers). 
o Impacto de tamaño y composición de mensajes XML. 
• La complejidad de JXTA hace difícil que abarque todos los aspectos 
relevantes. 
• Los algoritmos Chord pueden aumentar en forma considerable el 
desempeño de la red en términos de localización de nodos. A su vez 
DHT es ya utilizado por los peers rendezvous, quienes al implementar a 
su vez algoritmos Chord, podrían y/o pueden disminuir aún más los 
tiempos de búsqueda. 
• Diferencias notables entre JXTA, Gnutella, Napster y Freenet/Chord.  
o Primero: Diferencia de Claves (keys), JXTA es una plataforma 
P2P que permite el desarrollo de cualquier servicio P2P, mientras 
que Gnutella es un protocolo P2P que está acotado a las 
necesidades de quienes comparten archivos (con búsqueda 
basada en el nombre de archivos) al igual que Napster, 
Freenet/Chord son algoritmos para la localización de objetos en 
sistemas P2P (búsqueda basada en keys).  
 
o Segundo: Arquitectura, JXTA soporta arquitecturas puras, 
centralizadas o híbridas, Gnutella soporta arquitecturas puras/ 
híbridas (empezó como pura con Limewire y luego pasó a 
híbrido), Napster es de arquitectura P2P centralizada, y 
Freenet/Chord trabaja bajo redes estructuradas P2P (los peers 
están posicionados en lugares bien conocidos). Tercero: 
Transporte, JXTA permite transporte vía HTTP o TCP/IP, 
mientras que Gnutella y Napster permite transportar sólo vía 
TCP/IP y Freenet/Chord preferentemente utiliza TCP/IP. Cuarto: 
Comunicación, JXTA permite comunicación sincrónica y 
asincrónica, Gnutella comunica en forma asincrónica, Napster de 
forma sincrónica, y Freenet/Chord asincrónica. Quinto: 
Replicación de Datos, en JXTA es completamente abierta 
(depende de la aplicación), Gnutella y Napster no permiten 
replicación de datos, y en Freenet/Chord es requerida. 
 
• Ahora como trabajo a futuro, una posibilidad es enfocarse en el 
desempeño de grandes grupos de peers, en redes wide-area y sobre 
links de velocidad baja. Así como el enfoque en el performance sobre 
aplicaciones específicas, ya que al parecer JXTA vendría a ser una 
solución perfecta a futuro para enfrentar la computación colaborativa, en 
términos de proyectos de investigación como SETI@Home o de 
computación Grid, que requieren de clusters de computadores alrededor 
de todo el mundo para poder computar los datos que generan y que 
desean sean transformados en información valiosa. Se mencionó el 
término `futuro' ya que aún JXTA está muy en bruto como para 
extenderlo a grandes redes, debido más que nada por las preguntas que 
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quedaron abiertas un par de puntos atrás (tiempos de comunicación 
mayoritariamente). 
 
1.7. Otros protocolos SDP 
 
Los protocolos de descubrimiento de servicios, Service Discovery Protocol) 
permiten a los usuarios seleccionar servicios i/o hosts por un nombre que se 
descubre de forma dinámica.  
 
Pongamos por ejemplo un servicio de impresora. Las impresoras de red 
permiten, a diferentes clientes, enviar trabajos de impresión. Se han de 
“adivinar” sus características (localización, resolución, estado, color, etc.) sin 
protocolos particulares de impresión 
1.7.1. Requisitos 
 
Los requisitos de un SDP son: 
• Ha de permitir que un servicio sea descubierto 
• Ha de descubrir a través de un identificador o tipo de servicio 
• Ha de descubrir servicios sin utilizar protocolos de servicio específicos 
• Ha de descubrir las características del servicio propio 
• Ha de completar el servicio de forma puntual. 
1.7.2 SLP (Service Location Protocol) 
Componentes principales 
 
• User Agent (UA) 
- Descubre los servicios que los dispositivos ofrecen 
 
• Service Agent (SA) 
- Informa de los servicios a los que representa 
 
• Directory Agent (DA) 
- Guarda las descripciones de servicios enviadas por el SA 
- Contesta las peticiones de servicio de los UA 
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Implementación 
 
• Utiliza DA 
 
 
 
• No utiliza DA 
 
 
 
  
UA DA SA
SrvAck
AttrRqst
SrvRqst service:d
DAAdvert
service:da://129.187.222.10
SrvReg service:printer: 
//129.187.222.134 
color=true, 
DAAdvert
service:da: 
//129.187.222.10
SrvRqstservice:printe
r 
SrvRply
service:printer: 
//129.187.222.13
AttrRply
color=true, 
postscript=true,
  
UA SA
AttrRqs
SAAdver
service:da: 
//129.187.222.102 
SrvRqsservice:printer 
color=true 
SrvRpl
service:printer: 
//129.187.222.134 
AttrRpl
color=true, 
postscript=true,… 
SrvRqsservice:da 
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1.7.3. UPnP (Universal Plug and Play) 
Componentes principales 
• Dispositivo (dispositivo lógico) 
- Contiene uno o más servicios i/o dispositivos. 
• Servicio (unidad funcional lógica) 
- Ofrece actividades y modelado del estado de un dispositivo físico 
a través de las variables de estado. 
• Punto de control 
- Busca otros dispositivos (servicios). 
 
 
Pas 1. Discovery 
 
 
 
 
 
Fig 1.1 Discovery 
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Pas 2. Descripción 
 
 
 
Fig 1.2 Descripción 
 
 
 
Pas 3. Control 
 
 
 
Fig 1.3 Control 
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Pas 4. Eventing 
 
 
Fig 1.4 Eventing 
 
 
 
 
 
Pas 5. Presentation 
 
 
Fig 1.5 Presentation 
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1.1.2. Jini 
 
? service  
 
? devices (printers, displays, disks) 
 
? software (applications, utilities) 
 
? information (databases, files) 
 
? users of the system 
 
? lookup service 
 
? maps interfaces indicating service functionality to sets of objects 
implementing the service 
 
? RMI (Java Remote Invocation Method) 
 
? service proxy object 
 
? can be a complete implementation of a service 
 
? once a service is located, its proxy object will be uploaded by 
lookup service 
 
? client object contacts lookup service to download the proxy object 
 
? events 
 
? objects register with other objects to get notifications 
 
? when services join or leave, events are signaled  
 
A service provider seeks a lookup service. 
 
 
 
service 
provider  client 
 
lookup service
service object 
service attributes 
85__________________Implementación de un Agente Inteligente en Java para la supervisión de grandes instalaciones 
 
 
A service provider registers a service object (proxy) and its service 
attributes with the lookup service.  
 
 
 
 
The client interacts directly with the service provider via the service proxy 
object. 
 
 
 
 
 
 
service 
provider  client 
 
lookup service
service object 
service attributes
service object 
service attributes 
service 
provider  
client 
 
lookup service
service object 
service attributes
service attributes 
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ANEXO 2 – FUNCIONAMIENTO DE PROLOG 
 
En este anexo, realizaremos una explicación detallada del funcionamiento de 
Prolog basándonos en uno de los programas básicos para aprender dicho 
lenguaje de programación. 
 
Este programa, que se podría considerar como el símil del Hola Mundo en java, 
nos servirá para paso a paso, entender el funcionamiento de prolog; sus 
hechos, sus reglas y las consultas. 
2.1. Ejemplo: Abuelos en Prolog 
 
Tal y como hemos comentado anteriormente este lenguaje contiene tres tipos 
de instrucciones: Hechos, Reglas y Consultas. En este apartado del anexo 
veremos un programa y sobre el definiremos que parte es cada una de las tres 
mencionadas. 
 
padre(miguel,manuel). 
padre(manuel,eliseo). 
madre(miguel,lupe). 
madre(lupe,amalia). 
 
abuelo(X,Z) :- padre(X,Y),padre(Y,Z). 
abuela(X,Z) :- madre(X,Y),padre(Y,Z). 
 
En este código en prolog los hechos pues son que el padre de miguel es 
manuel y que el padre de manuel es eliseo y así sucesivamente. Las reglas 
son las de abuelo y abuela , en las cuales prolog asocia miembros de los 
hechos con determinadas relaciones dentro de ese dominio( padres, hijos y 
abuelos). 
 
Así, las consultas se formulan sobre las reglas que tiene prolog, por ejemplo 
una consulta seria: 
 
abuelo(miguel,Z). 
 
a lo que prolog responde: 
Z = eliseo  
Yes 
 
Esto indica que la variable Z que en un principio era la incógnita ahora tiene el 
valor del resultado de nuestra búsqueda o de la consulta y el yes del final indica 
que la regla abuelo(miguel,Z) se cumplió o sea que no fallo ningún hecho 
dentro del predicado. Analizando las reglas vemos que tanto para abuelo y 
abuela es igual, pregunto por abuelo(X,Z), a X la paso como parámetro a 
madre(X,Y) y Y tomara el valor del padre de X, ahora a esa Y la paso a 
padre(Y,Z) y entonces Z tomara el valor del padre de Y y por lo tanto del abuelo 
de X, sencillo no? 
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Ahora bien, como le hago para llamar esto dentro de Java?? pues muy fácil, 
veamos los requisitos antes de seguir: 
• edición personal de Amzi Prolog 4.0 o 5.0 beta  la puedes descargar de 
www.amzi.com 
• Compilador de Java 
 
Una vez descargada a edición personal de Amzi prolog la descompactamos y 
veremos que hay un directorio llamado lsapis\java20  dentro del directorio 
principal en donde descompactamos el Amzi prolog, este directorio contiene 
una serie de clases indispensables para el llamado Logic Server. Este Logic 
Server utiliza JNI (java Native Interface) para comunicarse con un DLL de Amzi 
prolog el cual ejecuta todo lo relacionado con Prolog y regresa los resultados a 
la aplicación que lo llama (es decir, java)  
 
Entonces para poder usar el Logic Server deberemos de incluir en nuestro 
CLASSPATH la ruta c:\instale Amzi>\lsapis\java20\;%CLASSPATH%, de esta 
forma al compilar y ejecutar el programa podremos incluir las librerías de el 
LogicServer. Después deberemos incluir en el path de nuestro sistema el 
directorio bin de la instalación de amzi  SET PATH=c:\\bin;%PATH%   de tal 
forma que el sistema pueda encontrar el dll del servidor lógico cuando nuestra 
clase lo llame. 
 
Con esto hecho pues hacemos nuestro primer programita en java con prolog, 
pero antes habrá que compilar y enlazar el programa de prolog. Para esto 
desde donde guardamos nuestro programa .pro (extensión de programas 
prolog) tecleamos en MSDOS: 
 
acmp abuelos  
 
y resultara lo siguiente: 
 
Amzi! Prolog Compiler 5.0.18g Windows 
Jul 13 2000 14:37:38 
 
Copyright (c)1987-2000 Amzi! inc. All Rights Reserved. 
 
 
Compiling... abuelos.pro 
|-- padre / 2 
|-- padre / 2 
|-- madre / 2 
|-- madre / 2 
|-- abuelo / 2 
|-- abuela / 2 
 
[CodeSize 576 Bytes, Compile time 0.05 seconds.] 
Done 
esto indica que el programa abuelos.pro fue compilado, ahora lo enlazaremos 
con las librerías necesarias con: 
alnk abuelos abuelos 
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a lo que resulta: 
Amzi! Prolog Linker 5.0.18g 
Linking... abuelos.xpl 
Reading Atom Table: alib.plm 
Reading Atom Table: abuelos.plm 
Reading Code Segments: alib.plm 
Reading Code Segments: abuelos.plm 
237 Global Atoms, 155 Local Atoms 
Done 
 
Con esto tenemos nuestro programa de abuelos ya compilado y enlazado a lo 
cual resulta un archivo llamado abuelos.xpl, este archivo lo usaremos dentro 
del código Java, así que hagamos el código no? 
 
import amzi.ls.*; 
class Abuelos { 
LogicServer ls; 
static String x; 
public static void main(String args[]) { 
Abuelos a = new Abuelos(); 
x="miguel"; 
a.run(); } 
public void run() { 
try { 
ls = new LogicServer(); 
ls.Init(""); 
ls.Load("abuelos.xpl"); 
long term=ls.ExecStr("abuelo("+x+",Z)"); 
String resulta = ls.GetStrArg(term, 2); 
System.out.println("El abuelo de "+x+" es "+resulta); 
} 
catch(LSException e) { 
e.printStackTrace(); 
System.exit(1); } } 
} 
Lo primero que hacemos es crear un objeto LogicServer con el cual 
procesaremos todas las llamadas a prolog, lo inicializamos y cargamos nuestro 
archivo de abuelos.xpl: 
ls = new LogicServer(); 
ls.Init(""); 
ls.Load("abuelos.xpl"); 
 
ya cargado el archivo simplemente llamamos a ls.ExecStr con la consulta a 
realizar 
long term=ls.ExecStr("abuelo("+x+",Z)"); 
 
El long term nos indica si se ejecuto la consulta o no, si fallo algo esta nos 
devolverá un 0. ya que ejecutamos la consulta llamamos: 
 
String resulta = ls.GetStrArg(term, 2); 
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ANEXO 3: PROGRAMACIÓN EN PROLOG 
 
3.1. Programas en Prolog 
 
>Valioso(oro). 
Valioso es un predicado, Oro es el elemento (constantes en minúsculas). 
>Valioso. 
Este predicado no tiene elementos, tiene aridad 0. 
>Valioso(plata). 
>Valioso(bronce). 
"La plata es valioso", "el bronce es valioso". Todos estos predicados se 
escriben en un "programa" de Prolog. 
Tras "correr" el programa, se pueden hacer estas consultas: 
?- Valioso(oro). ¿Es valioso el oro? Esta es una meta 
Yes  Si, es la respuesta 
 
?- Valioso(X.). X es una variable, por ello va en mayúscula 
X=oro;  Esta es una respuesta. Al agregar el punto y coma se le 
X=plata;  está pidiendo otra respuesta que satisface la meta 
X=bronce; 
no  Cuando ya no encuentra más respuestas responde con "no". 
En el programa se ponen marcas acerca de los predicados que ya han servido 
de respuesta. Al resatisfacer la meta, las marcas se acumulan. Al solicitar una 
meta nueva las marcas se "olvidan". A este mecanismo se le conoce como 
algoritmo de Robinson. 
Ejemplos: 
>Le_gusta(juan,maria). A Juan le gusta María 
>Le_gusta(pedro,carla). 
>Le_gusta(jorge,maria). A estos predicados (de aridad 2) también se les 
conoce como hechos. 
 
?- Le_gusta(X,maria). Meta: ¿A quién le gusta María? 
X=juan; 
X=jorge; 
no 
 
?- Le_gusta(X,Y). Responde con todas las combinaciones. 
 
le_gusta_por(juan,maria,ojos grandes). A Juan le gusta María por sus grandes 
ojos. 
     Tiene Aridad 3. 
:- 
Es el equivalente a un "if": 
>Valioso(bronce). 
>Valioso(X):-X=oro. Si X=oro entonces X es valioso. 
>Valioso(plata). 
 
?- Valioso(oro). 
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Yes; 
no 
Otros ejemplos: 
>alguien_es_inteligente. Un predicado de aridad 0 
>alumno(X,inteligente).  X es alumno inteligente 
 
Así se podría generar una lista de juegos con todas las combinaciones: 
 
>Nino(1). 
>Nino(2). 
>Nino(3). 
>Nino(4). 
>Nino(5). 
>Nino(6). 
>Juegan(X,Y):-nino(X), nino(Y), X<>Y, write(X, " juega vs. ", Y), nl. 
 
Dentro de una declaración como la anterior a X y a Y se les conocen como 
parámetros formales. El punto y coma (;) representa un OR lógico. La coma (,) 
representa un AND lógico. "nl" representa un código de "nueva linea". 
?- Juegan(X1,Y1). 
1 juega vs. 2; 
... 
6 juega vs. 5; 
no 
Dentro de la meta a X1 y a Y1 se les conoce como parámetros de meta. 
3.1.1. Fail 
"fail" es un predicado que siempre falla. Con esto se obliga a Prolog a buscar 
una nueva meta. Con ello se evita el tener que poner un punto y coma (;) para 
pedir que se busque una nueva meta. 
>Pinta:-write("hola"), fail. 
 
?- Pinta. 
hola 
Solo está un "hola" por que el fail no satisface predicados de entrada-salida. 
"not" es la negación del predicado. Ejemplo: 
"El barbero es el que rasura a todas las personas que no se rasuran" 
 
>Rasura(juan,juan). 
>Rasura(barbero,X):-not(Rasura(X,X)). 
 
¿Quién rasura a Juan? 
?- Rasura(X,juan). 
X=juan; 
no 
 
¿Quién rasura a Pedro? 
?- Rasura(X,pedro). 
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X=barbero; 
no 
 
¿Quién rasura al barbero? 
?- Rasura(X,barbero). 
 Se queda sin memoria. 
Prolog discrimina mayúsculas y minúsculas sólo en la primera letra. 
3.1.2. Simbolo _ 
_ (guión bajo) es una variable anónima: 
>Le_gusta(juan,maria). 
>Le_gusta(pedro,carla). 
 
?- Le_gusta(_,X). 
X=maria; 
X=carla; 
no 
3.1.3. Functor 
>Pred1(nombre, Gustos(leer,escribir,nadar)). 
 
?- Pred1(X,Y). 
X=nombre 
Y=Gustos(leer,escribir,nadar); Y se instancia al predicado "Gustos". 
no 
no 
 
?- Pred1(X,Y(Q,R,S)). Si es válido en Prolog pero no en TurboProlog. 
   Esto es porque TurboProlog es tipificado. 
Ejemplos: 
>Hermana(X,Y):-Sexo(X,femenino), Padre(X,Z), Padre(Y,Z), X<>Y. 
>Suma(X,Y,Z):-Z is X+Y. 
>Igual(X,Y):-X=Y. 
3.2. La simbología 
, AND 
; OR 
\= Distinto en Prolog 
is Igualdad en Prolog 
<> Distinto en TurboProlog 
= Válido en TurboProlog con las siguientes reglas: 
X=4 Si X está instanciado se realiza una comparación. 
 Si X no está instanciado entonces se realiza la instancia. 
Ejemplo: 
>Pop(usa,203). 
>Pop(india,548). 
>Pop(china,800). 
>Pop(brasil,108). 
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>Area(usa,3). 
>Area(india,1). 
>Area(china,4). 
>Area(brasil,3). 
>Density(X,Y):-Pop(X,P),Area(X,A), Y is P/A. 
 
?- Density(china,X). 
x=200 
Otro ejemplo: 
>Padre(juan,luis). 
>Padre(juan,pedro). 
>Hermanos(luis,andres). 
>Hermanos(luis,joaquin). 
>Madre(maria,carmen). 
>Madre(laura,marta). 
 
?- Padre(X,Y), fail. 
X=juan 
Y=luis 
X=juan 
Y=padre 
no 
 
?- Padre(juan,pedro), hermanos(luis,jorge), madre(maria,carmen). 
si Primero se ejecuta Padre(juan,pedro) y responde si 
no Como hermanos(luis,jorge) falla, regresa un no y ya no se ejecuta la 
última. 
3.3. Recursión 
>repeat. Función de salida, condición terminal. No hace nada. 
>repeat:-repeat. Función recursiva, al solicitar una nueva 
  meta se limpian las marcas. 
Al no guardar variables no se le acaba la memoria ya que no debe de 
"regresar". 
>Escribe:-repeat,write("hola"),nl,fail. 
 
?-Escribe. 
hola 
?-repeat 
hola 
... 
Un ejemplo de la recursión es la función factorial. En el factorial 0!=1 es la 
condición de salida, mientras que n!=n*(n-1)! es el predicado recursivo. 
Una definición circular no tiene condición de salida y se le acaba la memoria. 
Ejemplo: 
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>Padre(X,Y):-Hijo(Y,X). 
>Hijo(A,B):-Padre(B,A). 
3.4. Listas 
Las listas son las únicas estructuras de datos dentro de Prolog. 
[] Es una lista vacía, no tiene elementos. 
[a,b,c] Es una lista de tres elementos. "a" es la cabeza de la lista, el primer 
elemento. [b,c] es el "resto", es una lista con los demás elementos. 
Ejemplos: 
[a,b,c,[X,Z,Y]]  [1,a,Z,[a],b,[c,[d,[e]]]] 
 
>P([1,2,3]) El predicado P es una lista de tres elementos. 
 
?-P([X|Y]). 
X=1  X es la cabeza 
Y=[2,3]  Y es el resto 
 
?-P([X,Y|Z]). 
X=1 
Y=2 
Z=[3] 
Ejemplo: 
>Member(X,[X|_]).   Condición de salida 
>Member(X,[_|Y]):-Member(X,Y). Predicado recursivo 
 
?-Member(a,[a,b,c]). 
X=a 
yes 
 
?-Member(a,[b,a,c]). 
X=a 
no 
 Y=[a,c] 
 ?-Member(a,[a,c]). 
yes 
Ejemplo: 
>P([1]). 
 
?-P([X|Y]). 
X=1 
Y=[] 
Ejemplo: 
>Imprime_lista([]). 
>Imprime_lista([X|Y]):-write(X),nl,Imprime_lista(Y). 
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?- Imprime_lista([a,b,c]). 
a 
b 
c 
Ejemplo: 
Q - You are a computer 
A - I am not a computer 
Q - Do you speak french 
A - no, I speak german 
 
>Change(You,I). 
>Change(are,[am,not]). 
>Change(french,german). 
>Change(do,no). 
>Change(X,X). 
>Alter[[],[]). 
>Alter([H|T],[X,Y]):-Change(H,X),Alter(T,Y). 
 
?- Alter(You,are,a,computer],Z). 
 H=You 
 T=[are,a,computer] 
 Z=[X,Y] 
 ?- Change(You,X) 
  X=I 
 ?- Alter([are,a,computer],Y) 
  H=are 
  T=[a,computer] 
  Y=[X,Y] 
  ?-Change(are,X) 
   X=[am,not] 
  ?-Alter([a,computer],Y) 
 . 
  . 
   . 
3.5. Corte 
El corte (cut, !) es un predicado ya establecido en Prolog, corta la ejecución del 
programa. Ya no regresa de la recursión. 
>Member(X,[X|_]):-!,fail. 
>Member(X,[_|Y]):-Member(X,Y). 
Da la primera solución que encuentra y luego termina. 
Turbo Prolog es un compilador/intérprete orientado a tipos, por ello, antes de 
usar una variable debe ser declarada. Un intérprete checa la sintáxis antes de 
ejecutar cada línea, por eso es más lenta su ejecución a diferencia de un 
programa compilado. El intérprete es fácil de debuggear (modificación de los 
valores de las variables durante la ejecución). 
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3.6. Tipos de datos en Prolog 
Domains son los tipos de datos con los que se van a trabajar. 
Predicates es la definición de los dominios usados por los predicados. 
Clauses es la definición de lo que hacen los predicados. 
Goal es la meta que el programa debe alcanzar. Existen dos tipos: Una meta 
interna está dentro del programa, sólo da una respuesta, Por otra parte una 
meta externa no está dentro del programa, da todas las respuestas posibles. 
Dominios posibles: symbol, string, integer, real, symbol* (lista de símbolos), 
integer* (lista de enteros). 
Domains 
 nombre,direccion,telefono=string 
 edad=integer 
Predicates 
 imprime 
 repeat 
 persona(nombre,direccion,telefono,edad) 
Clauses 
 imprime:-persona(X,Y,Z,E), 
  write(X),nl, 
  write(Y),nl, 
  write(Z),nl, 
  write(E),nl,fail. 
 repeat. 
 repeat:-repeat. 
 persona("juan","alabama 1","123",23). 
 persona("pablo","alabama 2","23123",24). 
 persona("maria","alabama 3","343123",20). 
Goal 
 imprime. 
3.7. Assert y Retract 
Añade cláusulas al código. Al principio: asserta. Donde se encuentre el 
apuntador: assert. Al final: assertz. En Turbo Prolog sólo se pueden añadir 
hechos y no reglas. Durante la ejecución del programa se genera una base de 
datos en donde se almacenan los hechos. 
Borra un hecho o predicado. Hablando propiamente lo inhibe. Ejemplo: 
Prolog: 
Suicidio:-repeat, retract(_), fail. 
 
TurboProlog: 
retralall(_). 
Ejemplo de conjugación de verbos regulares: 
/* Conjugación de verbos */ 
 
Domains 
 Lista=string* 
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Predicates 
 pide_verbo 
 member(Symbol,Lista) 
 encuentra_sufijo(string,string,integer) 
 encuentra_prefijo(integer,string,string) 
 toma_elemento(lista,string) 
 conjuga(symbol,string,string) 
Goal 
 clearwindow,pide_verbo. 
Clauses 
 toma_elemento([],_):-nl,!. 
 toma_elemento([Head|Tail],Prefijo):-write(Prefijo,Head),nl, 
     toma_elemento(Tail,Prefijo). 
  
 pide_verbo:-write("Dame un verbo regular "),readln(Verbo), 
  str_len(Verbo,LongVerbo),encuentra_sufijo(Verbo,Sufijo2,2), 
  Numpref=LongVerbo-
2,encuentra_prefijo(Numpref,Verbo,Prefijo),!, 
  conjuga(preterito,Prefijo,Sufijo2),readchar(_),!,nl, 
  conjuga(presente,Prefijo,Sufijo2),readchar(_),!,nl, 
  conjuga(futuro,Prefijo,Sufijo2),readchar(_),!,nl, 
  pide_verbo. 
 pide_verbo. 
  
 encuentra_prefijo(Numero,Palabra,Prefijo):-
frontstr(Numero,Palabra,Prefijo,_). 
 encuentra_prefijo(_,_,""). 
  
 encuentra_sufijo(Palabra,Sufijo,Cuantos):-str_len(Palabra,Longitud), 
   Longitud>=(Cuantos+1),PosInicial=Longitud-Cuantos, 
   frontstr(PosInicial,Palabra,_,Sufijo). 
 encuentra_sufijo(_,"",_). 
  
 conjuga(preterito,Prefijo,ar):-
toma_elemento([é,astes,ó,amos,astíis,aron],Prefijo). 
 conjuga(presente,Prefijo,ar):-
toma_elemento([o,as,a,amos,aís,an],Prefijo). 
 conjuga(futuro,Prefijo,er):-toma_elemento([o,es,e,emos,eís,en],Prefijo). 
1.-Considere el siguiente programa: 
 a:-b,write("Exito"). 
 a:-write("Falla"). 
 b:-c(X),d(X),!,e(X),f(X). 
 b. 
 c(1). 
 c(2). 
 c(3). 
 d(3). 
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 e(1). 
 e(2). 
 f(1). 
Si se pide al intérprete la meta ?-a. ¿Qué responde el sistema? Describase 
paso a paso el funcionamiento de Prolog para resolverlo. 
2.-Supóngase que se tiene una lista: [a,b,c,d,e,f,g], háganse los siguientes 
predicados recursivos: 
quinto(Lista,X), el cual entrega el quinto elemento de una lista dada 
ultima(Lista,X), el cual entrega el último elemento de una lista dada 
enesimo(Lista,posicion,X), entregará el enésimo elemento de una lista 
Los errores deben ser manejados. 
3.-Supóngase que tenemos el siguiente predicado: 
delete(_,[],[]). 
delete(Head,[Head|Tail],Tail). 
delete(Token,[Head|Tail],[Head|Result]:-delete(Token,Tail,Result). 
Este predicado remueve sólo la primera ocurrencia de un elemento específico 
dentro de una lista. Escríbase un predicado recursivo que remueva todas las 
ocurrencias de un elemento en una lista. Ejemplo: 
?- nuevo_del(a,[a,c,b,a,d,a],X). 
X=[c,b,d] 
3.8. Sistemas Expertos 
Un sistema experto es un programa de computadora que trata de emular la 
acción de un experto en un campo dado. El programa trabaja en un dominio 
limitado (micro-cosmos). Ejemplos: 
3.8.1. Medicina 
Infección en sangre (Mycin) 
Enfermedades pulmonares (Infermo) 
3.8.2. Geología 
Prospector. Encontró molibdeno con valor de 6 mdd. 
3.8.3. Computadoras 
R. Un sistema de Digital que propone sistemas de redes. Tiene 7000 
reglas. 
Reconocer fallas en equipos 
Administración 
HearSay. Reconocimiento de voz y escritura 
3.8.4. Partes de un sistema experto 
Interfaz con el usuario. Es la manera con la que se comunica con el 
usuario 
Motor de inferencias (lógica)´ 
Base de conocimientos 
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Un sistema experto debe explicar sus diagnósticos y conocimientos. También 
debe poder trazar su línea de razonamiento (inferencias). 
3.8.5. Antecedentes de sistemas expertos 
Parry (paranóico) y Eliza (psicologo) Usaban palabras claves y 
preguntaban por palabras relacionadas. 
SHRLOU (Escrito por Winograd y Weizenbaum en 1972) Entendía 
semántica y sintáxis, es decir lenguaje natural. Realizaba acciones sobre 
su microcosmos: "Poner un cubo sobre la esfera", "poner una pirámide 
bajo la mesa". 
La simulación de la inteligencia es sencilla. 
3.8.6. Motor de inferencias 
Blackboard: "Módulos" expertos que se ayudan entre sí hasta conseguir 
la respuesta. HearSay no los usa. 
Reglas de producción: Backward chaining (encadenamiento hacia atrás) 
y Forward chaining (encadenamiento hacia adelante). Siguen los If-Then 
es decir causas y efectos. 
Frames (Minsk.) Se topa con el problema de ramificación de 
información. Información arquetípica. No se puede describir algo al 
100%. No se usa ya que puede dar información irrelevante. 
Las formas de llegar al resultado: 
Backward: Intenta llegar al resultado usando las preguntas como guía. 
Forward: Intenta comprobar un resultado a base de preguntas. 
3.8.7. Base de conocimientos 
Información relevante para la solución de un problema. La debe de 
proporcionar un humano experto en la materia. La diferencia entre un sistema 
experto y un humano radica en que a mayor datos un sistema experto toma 
más tiempo para analizarlos todos, el humano necesita menos tiempo porque 
se concentra en los datos más relevantes según su experiencia. 
El sistema experto debe poder decir qué hizo y cómo lo hizo. Debe ser capaz 
de "recordar" los datos ya dados y usarlos; ya sean estos atemporales 
(nombre) o temporales (temperatura). 
3.8.8. Función Hash 
Creación de índices para ordenar rápidamente datos, asigna valores 
reproducibles para los elementos que se desean ordenar: 
a puede valer 1 
m puede valer 13 
o puede valer 24 
 
"amo" valdría 38. 
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Pero pueden existir colisiones: 
o puede valer 24 
m puede valer 13 
a puede valer 1 
 
"oma" valdría 38. 
Por lo que no se podría distinguir entre una y otra. Una solución es asignar 
peso a la posición: 
amo = 1 + 13 * 2 + 24 * 3 = 99 
oma = 24 + 13 * 2 + 1 * 3 = 53 
A este tipo de asignación de valores se le conoce como función Hash. 
3.8.9. Búsqueda binaria 
En Pascal: 
Program BusquedaBinaria; 
Const 
 NumeroDeDatos=100; 
Type 
 str80 = string[80]; 
 str20 = string[20]; 
 RecDic = record 
   palabra:str20; 
  end; 
Var 
 cadena:str80; 
 i,j,k,m:integer; 
 j1:real; 
 flag:boolean; 
 NombreEnArreglo:str80; 
 Diccionario:RecDir; 
 Entrada,Salida:file; 
 
Procedure BusquedaLineal(cadena:str80); 
BEGIN 
 flag:=false; 
 Assign(Entrada,"Dic.txt"); 
 Reset(Entrada); 
 m:=filesize(Entrada); 
 for i:=1 to m do 
 begin 
  read(Entrada,Diccionario); 
  NombreEnArreglo:=Diccionario.palabra; 
  if NombreEnArreglo=cadena Then flag:=TRUE; 
 end; 
 if flag=TRUE Then writeln("Encontrado!"); 
 close(Entrada); 
END; 
 
Procedure Busca(cadena:str80); 
BEGIN 
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 flag:=FALSE; 
 k:=0; 
 Assign(Entrada,'Dic.txt'); 
 Reset(Entrada); 
 m:=filesize(Entrada); 
 repeat 
  j:=(k+m) div 2; 
  seek(Entrada,j); 
  read(Entrada,Diccionario); 
  NombreEnArreglo:=Diccionario.palabra; 
  if cadena=NombreEnArreglo then 
  begin 
   flag:=TRUE; 
   writeln("Encontrado en la posición ",j+1); 
  end; 
  if cadenaNombreEnArreglo then k:=j+1; 
  if k>m then 
  begin 
   j:=0; 
   writeln("Nombre no encontrado"); 
   flag:=TRUE; 
  end; 
 until flag=TRUE; 
 close(Entrada); 
END; 
 
BEGIN 
 clrscr; 
 write(´Dame la palabra: ´); readln(cadena); 
 Busca(cadena); 
 BusquedaLineal(cadena); 
END. 
3.8.10. Factorial 
El factorial de 0 es 1. 
El factorial de n>0 (entero) es igual a n veces el factorial de n-1. 
En Pascal: 
function factorial(N:integer):integer; 
begin 
 if N=0 then 
  factorial:=1; 
 else 
  factorial=N*factorial(N-1); 
end; 
En Prolog: 
factorial(0,1). 
factorial(N,FactN):-N>0,M=N-1,factorial(M,FactM),FactN=N*FactM. 
3.8.11. Raíz cuadrada 
Imprimir la raíz cuadrada de 1 a 5. 
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En Pascal: 
for i:=1 to 5 
 writeln(i+" "+sqrt(i)); 
En Prolog: 
print_square_root(I):-I>5,!. 
print_square_root(I):-R=sqrt(I),write(I),write(" 
"),write(R),nl,NewR=I+1,print_square_root(NewR). 
3.9. Símbolo -:- 
Una definición circular como: 
perro(X):-canino(X). 
canino(X):-perro(X). 
No funciona ya que no tiene salida. Para evitar este tipo de situaciones existe el 
operador bicondicional (-:-): 
prove(Goal):-call(Goal). 
prove(GoalA):-(GoalA-:-GoalB),call(GoalB). 
prove(GoalB):-(GoalA-:-GoalB),call(GoalA). 
Con esto podemos redefinir perro y canino: 
perro(fido) 
canino(rolf) 
perro(X)-:-canino(X). 
 
?- perro(X) 
X=fido 
 
?- canino(X) 
X=rolf 
 
?- prove(perro(X)) 
X=fido 
Ejemplo, derivadas: 
d(X,X,1). 
d(C,X,0):-atomic(C). 
d(u+v,X,A+B):-d(u,X,A),d(v,X,B). 
d(u*V,X,B*u+A*V):-d(u,X,A),d(v,X,B). 
d(n*X,X,n):-atomic(n). 
3.10. Entrada y salida 
3.10.1. write 
write(x1,x2,x3,...), write("Hola ",X). Ejemplo: 
Domains 
 integerlist=integer* 
Predicates 
 writelist(integerlist) 
 write5(integerlist,integer) 
Clauses 
 writelist(NL):-nl,write5(NL,0),nl. 
 write5(TL,5):-!,nl,write5(TL,0). 
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 write5([H|T],N):-!,write(H," "),NL=N+1,write5(T,NL). 
 write5([],_). 
3.10.2. file_str 
file_str(FileName,Text) Text es una variable tipo string de 64kb. FileName es el 
nombre del archivo. El archivo debe ser abierto antes de poder escribir en él: 
openwrite(SymbolicFN,DosFN). 
openappend(SymbolicFN,DosFN). 
openmodify(SymbolicFN,DosFN). 
También se puede abrir para lectura con: openread(SymbolicFN,DosFN). 
Ejemplo: 
Domains 
 file=entrada 
Clauses 
 openread(entrada,"datos.dat"). 
 filestr(entrada,Texto). 
3.10.3. filemode 
filemode(SFN,FileMode). FileMode puede ser 0 para archivos de texto y 1 para 
archivos binarios. Así mismo es necesario cerrar el archivo una vez que se han 
terminado de hacer operaciones en él. closefile(SFN). 
También existen nombres de "archivos" especiales que se refieren a 
dispositivos (DFN. Device File Name), estos son: 
com1 
keyboard 
printer 
screen 
Se pueden redireccionar la salida o la entrada estándar con: readdevice(SFN) o 
writedevice(SFN). SFN=Symbolic File Name. Ejemplos: 
Domains 
 file=destination 
Goal 
 openwrite(destination,"mydata.dat"), writedevice(destination), 
write("Hola"), 
 writedevice(screen), closefile(destination). 
Otro ejemplo: 
Domains 
 file=myfile 
Predicates 
 readloop 
Goal 
 openwrite(myfile,"try.txt"), writedevice(myfile),readloop,closefile(myfile). 
Clauses 
 readloop:-readchar(X),X<>'#',!,write(X),readloop. 
 readloop. 
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3.10.4. filepos 
filepos(SFN,Filepos,Modo). FilePos es un real redondeado positivo con la 
posición en la que se encuentra el apuntador del archivo. Modo puede ser 0: 
relativo al principio del archivo, 1: a partir de la posición actual y 2: relativo al 
final del archivo. Ejemplo: 
Domains file=input 
Predicates  inspect_position 
Goal  readln(Filename), openread(input,Filename),inspect_position. 
Clauses  inspect_position:-readdevice(keyboard),nl,write("position 
number?"),readreal(X), readdevice(input), filepos(input,X,0), 
readchar(Y), write("char is ",Y), inspect_position. 
3.10.5. eof, existfile, deletefile, renamefile, disk 
• eof(SFN) Es verdadera si el apuntador del archivo ya está al final 
del mismo. 
• existfile(DosFileName) Es verdadero si existe un archivo con ese 
nombre. 
• deletefile(DosFileName) Borra el archivo. 
• renamefile(DosFileNameOld,DosFileNameNew) Renombra el 
archivo. 
• disk(Path) Cambia el path (camino) donde se buscarán los 
archivos. Si Path no está instanciado, entonces se iguala al path 
actual. 
3.11. Recursividad en Prolog 
 
El concepto de recursividad en el paradigma lógico no sólo puede ser aplicado 
a listas, como en los paradigmas procedurales o funcionales. La relación 
recursiva entre elementos de un mismo tipo no tiene por qué estar contenida en 
una lista. Un ejemplo de relación recursiva es la relación antepasado. 
 
Defino antepasado de una persona X a: 
Y tal que Y es progenitor de X; 
Y tal que Z es progenitor de X e Y es antepasado de Z. 
 
Es decir, un antepasado mío o es mi padre o bien es una persona que es 
antepasado de mi padre (su padre, o el padre de su padre, etc...). 
 
progenitor (daniel, papa). 
progenitor (papa, abuelo). 
progenitor (abuelo, bisa). 
antepasado(X,Y):- progenitor(X, Y). 
antepasado(X,Y):- progenitor(X,Z), antepasado(Z,Y). 
 
Para este caso, la relación progenitor es el CORTE DE LA RECURSIVIDAD. 
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Otro ejemplo: 
 
Tengo habitaciones conectadas entre sí por puertas (como en el DOOM), y 
quiero llegar de una habitación a otra, es decir, hallar un paso entre las 
habitaciones. 
Veo entonces las relaciones: 
 
puerta(Habitacion1, Habitacion2) 
paso(Habitacion1, HabitacionN). 
 
El paso entre dos habitaciones A y B es que haya una puerta entre las 
habitaciones (este es el CORTE DE LA RECURSIVIDAD), o bien que haya una 
puerta entre A y otra habitación C y que desde esta haya paso a B. 
 
Por ejemplo: 
 
puerta(cuarto, pasillo). 
puerta(pasillo, banio). 
puerta(pasillo, cocina). 
puerta(cocina, living). 
paso(Habitacion1, Habitacion2):- puerta(Habitacion1, Habitacion2). 
paso(Habitacion1, Habitacion2):- puerta(Habitacion1, Habitacion3),   
paso(Habitacion3,Habitacion2). 
  
Otros ejemplos de funciones recursivas:  
Objetos que están apoyados en objetos: 
Un objeto se encuentra sobre otro objeto si: 
Está apoyado en ese objeto (corte recursivo). 
Está apoyado en algún objeto que está sobre el otro objeto. 
 
predicates 
apoyado(symbol, symbol). 
sobre(symbol, symbol). 
 
clauses 
sobre(UnObj, OtroObj):- apoyado(UnObj, OtroObj), !. 
sobre(UnObj, OtroObj):- apoyado(UnObj, ObjAuxiliar), sobre(ObjAuxiliar, 
OtroObj). 
 
Cosas dentro de cosas (idem). 
Personas atrás unas de otras (idem):  
 
Una persona está detras de otra si 
Esta "justo atras" de la otra. 
Está detras de una persona que está "justo atras" de la otra. 
 
Yo tengo un amigo que... si los amigos de mis amigos son mis amigos 
entonces... 
amigo(Yo, Otro):- MiAmigo(Yo, Otro),!. 
amigo(Yo, Otro):- MiAmigo(Yo, AlguienMas), amigo(AlguienMas, Otro). 
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ANEXO 4: INSTALACION JDK 
 
4.1. Instalación de Java en Windows 
El primer paso es descargar el JDK desde http://java.sun.com/. Para la versión 
1.5 vamos a http://java.sun.com/j2se/1.5.0/download.jsp y elegimos la versión 
más reciente, que en el momento de escribir este documento es la 1.5.06, 
etiquetada como: 
JDK 5.0 Update 6  includes the JVM technology 
The J2SE Development Kit (JDK) supports creating J2SE applications. 
Escogiendo ese enlace y aceptando la licencia, llegamos a la lista de ficheros 
entre los que se encuentra el siguiente: 
 
Antes de descargar, puede ser buena idea comprobar si el fichero ya está 
disponible en algún repositorio de la intranet. 
 
Ejecutamos el instalador y se nos presentará la siguiente pantalla: 
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Una vez que el instalador se ha auto-desempaquetado, presenta la licencia 
para que digamos que la aceptamos. 
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A continuación se nos piden detalles de la instalación. Las opciones de que 
vienen por defecto están bien. Es muy conveniente anotar el directorio de 
instalación pues vamos a necesitarlo más tarde. Por defecto es: 
C:\Archivos de programa\Java\jdk1.5.0_06\ 
 
 
 
Durante un rato se descomprimen y copian ficheros: 
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En cierto momento, dentro de la instalación del JDK se inicia la instalación del 
JRE, que tiene un aspecto muy parecido a la instalación madre, lo que despista 
un poco. Las opciones por defecto también son adecuadas. Nuevamente hay 
que tomar nota del directorio donde se instala porque vamos a necesitarlo más 
tarde para instalar otros programas. El que viene por defecto es: 
C:\Archivos de programa\Java\jr31.5.0_06\ 
 
 
 
La instalación del JRE pregunta si queremos asociarlo con los navegadores 
que tenemos instalados para poder ejecutar en ellos bonitos applets. En el 
proyecto no se usa ningún applet, pero tampoco estorba. 
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A partir de aquí, simplemente termina de desempaquetar ficheros... 
 
 
 
... y finalmente nos informa de que la instalación ha terminado. 
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4.2. Instalación de Java en Unix 
Primero bajamos de Sun el JDK 1.5 para el sistema actual. La última versión 
por ejemplo era jdk-1_5_0_05-xxxx.bin (xxxx = plataforma elegida). La 
instalación se puede hacer para un usuario o para todo el sistema. En este 
último caso necesitaremos acceso de root. En estas instrucciones suponemos 
que instalamos como root. Haremos todas las instalaciones en /opt, tanto en 
Linux como en Solaris, aunque desde luego se puede cambiar. Desde opt 
ejecutamos el instalador lo que creará un subdirectorio con el nombre de la 
versión que vamos a usar, que simplificamos con un enlace simbólico:  
$ cd /opt 
$ ./jdk-1_5_0_04-linux-i586.bin 
$ ln -s /opt/jdk1.5.0_05 /opt/java 
En varios manuales se aconseja meter la variable JAVA_HOME en el entorno 
desde /etc/profile:  
JAVA_HOME=/opt/java export JAVA_HOME 
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ANEXO 5: ECLIPSE 
 
Eclipse es un entorno de desarrollo integrado de IBM. El origen del nombre se 
ha especulado en numerosas ocasiones que se debe simplemente al hecho de 
llevar la contraria a Sun (sol). Eclipse tiene algunas características muy 
interesantes: 
 
• Es libre 
• Nos permite mucha más versatilidad que otros IDE’s para depurar 
nuestros programas puesto que tienen debbugers mucho más 
avanzados 
• Es multiplataforma 
• Nos proporciona la mejor relación calidad-facilidad entre todos los IDE’s 
existentes 
• Permite desarrollar en distintos lenguajes (Java, C y C++ entre otros) 
• Es moderno, rápido, extensible, fácil de utilizar y muy flexible 
 
5.1. Instalación en Windows 
 
Su instalación es muy sencilla, podemos descargárnoslo de www.eclipse.org 
en forma de archivo ZIP y sólo tenemos que descomprimirlo en la carpeta 
donde queramos tenerlo instalado. Para ejecutarlo sólo hay que arrancar el 
fichero Eclipse.exe . Una vez arrancado lo único que nos pedirá es que le 
demos la ruta por defecto donde queramos que eclipse nos vaya guardando los 
proyectos que creemos: 
 
5.2. Instalación en Linux 
Se ha de bajar el fichero eclipse-SDK-3.1M2-linux-gtk.zip. Lo copiamos en 
/opt y allí lo descomprimimos mediante unzip.  
Ya hemos hecho la instalación, ahora sólo hay que lanzar el entorno mediante 
/opt/eclipse/eclipse, eso sí, conviene tener declaradas en el shell algunas 
variables de entorno para indicar el JDK a utilizar y el camino a los binarios 
java y javac entre otros. En este caso: 
 
Si se quiere tener disponible las dos variables de entorno en todas las 
sesiones, lo mejor es incluirlas en el fichero .bashrc junto con un alias tal que 
alias eclipse=/opt/eclipse/eclipse que nos permita lanzar el entorno de 
desarrollo cómodamente. Otra posibilidad es crear un Icono en el escritorio o 
en la barra de tareas. 
export JAVA_HOME=/opt/jdk1.5.0 
export PATH=/opt/jdk1.5.0/bin:$PATH /opt/eclipse/eclipse 
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Funcionamiento 
Al cargar Eclipse por primera vez, nos pregunta por un directorio en el que se 
guardarán los proyectos. Por defecto en Linux es /opt/eclipse/workspace 
mientras que en Windows es la propia carpeta donde hayamos descomprimido 
el zip descargado. Así, podremos poner este directorio por defecto marcando la 
casilla correspondiente. 
 
 
 
Después de esto nos aparecerá la ventana principal de Eclipse:  
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De Eclipse, lo primero que sorprende es que está programado en Java pero la 
interfaz tiene un aspecto nativo. Esto es porque utiliza la librería SWT que 
utiliza un toolkit implementado nativamente en la plataforma anfitrión, en 
nuestro caso GTK. 
 
Al cargar, Eclipse muestra unas opciones desde las que se puede ir al tour 
guiado de características, a los ejemplos de código o bien, con Workbench 
pasar al entorno de trabajo. 
 
Eclipse puede usar varias perspectivas en su ventana principal dependiendo 
del tipo de desarrollo que vayamos a realizar. Ahora abriremos la perspectiva 
"Java":  
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Es conveniente que todos los desarrollos que hagamos los hagamos dentro de 
un proyecto y por mucho que nuestro ejercicio sea tan simple como útil a estas 
alturas, vamos a hacerlo como tal. Por lo tanto vamos a crear un proyecto para 
nuestro desarrollo:  
 
Para esto le damos a "File New Proyect".  
 
 
 
Como podemos ver hay muchos tipos de proyectos para poder crear para 
nuestro desarrollo. Elegimos "Java project" y le damos a siguiente, cuando 
instalemos otros plugins para el desarrollo de prolog o para la programación en 
C y C++ tendremos otros tipos de proyecto disponibles. En la ventana en la que 
estamos ahora podemos darle un nombre a nuestro proyecto y nos aparecen 
dos opciones relativas a la organización de nuestro proyecto. Las dejamos tal y 
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como está para que simplemente nos coloque nuestros archivos .java y .class 
(fuentes y ejecutables java) en la carpeta que hemos escogido para el entorno 
de trabajo al arrancar eclipse, y le damos a "Finish".  
 
 
El siguiente paso es ir añadiendo nuestras clases al proyecto. Pinchando con el 
botón derecho en la carpeta del proyecto que se nos ha creado en la parte 
izquierda de la ventana principal podemos darle a "New Class". 
 
Esta ventana tiene varias opciones que nos permitirán seleccionar la visibilidad 
del objeto, el constructor o las herencias de forma automática, si bien se 
pueden realizar de forma posterior manualmente.  
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Como hemos podido comprobar al escribir los nombres de la clase y del 
paquete nos avisa de ciertas reglas para la nomenclatura de estos. Deberemos 
tener en cuenta que los nombres de las clases siempre empiezan en 
mayúscula y que los de los paquetes en minúscula según la estandarización 
que se sigue. 
 
Al darle a finalizar nos crea una plantilla que podemos ver en el centro de la 
pantalla. Esta área es la que corresponde al editor y aquí es donde 
escribiremos nuestros programas en Java. La plantilla creada nos añade las 
líneas básicas en el tipo de clase Java que hemos creado con todos los pasos 
anteriores. 
 
En este punto escribimos dentro de la clase correspondiente System.out.println 
("Hola Mundo\n"); dentro del método "main" de la clase. 
 
Ya sólo nos queda ejecutar el programa para ver que funciona. Para hacerlo 
funcionar podemos utilizar el menú "run" o directamente mediante los iconos de 
la barra de herramientas.  
 
 
Al ejecutar el "run" un asistente nos dará a elegir el tipo de ejecución que 
queremos para nuestro código en Java. Simplemente escogemos "Java 
Application" en el menú con un doble click y nos creará un apéndice de 
configuración de ejecución para nuestro código en concreto, como podemos 
ver:  
 
 
En principio y sin más detalles le damos a "Run" y vemos los resultados:  
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Como podemos comprobar, abajo hay una pestaña que pone "console". Esa 
pestaña nos muestra una consola que hace las veces de la línea de comandos 
desde la que ejecutamos nuestro programa de Java en el primer ejemplo. Por 
tanto es en ese espacio en el que podemos ver la salida del programa: "Hola 
Mundo". 
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ANEXO 6: TIPOS DE ARQUITECTURAS P2P 
 
En función de si un sistema p2p se encuentra formado en su totalidad por 
nodos con el mismo rol, o si por el contrario cuentan con nodos que realizan 
tareas especiales tales como administrativas o funciones específicas; se 
clasificarán en redes puras o híbridas. 
 
6.1. Redes Puras 
 
Se puede decir que en una red pura, el grupo se encuentra totalmente 
democratizado ya que todos los nodos poseen las mismas capacidades que los 
demás siendo puramente una red de iguales. Algunos de los programas que 
han utilizado estas redes en los últimos años son Frente y Gnutella, que lejos 
de tener unos recursos centralizados no cuentan con ningún punto crítico en el 
sistema que en caso de caer cause el caos en la red. 
 
Sin embargo, el mayor inconveniente de esta clase de redes es su ineficacia a 
la hora de realizar una búsqueda activa de los nuevos nodos que se puedan 
adherir al sistema así como la búsqueda de la información. 
 
 
 
Fig. 6.1 Red p2p Pura 
 
6.2. Redes Hibridas 
 
Algunos de los sistemas más polémicos de la última década se basan en este 
tipo de redes. En el ejemplo que veremos a continuación, analizaremos 
Napster. En este sistema, veremos que entre todos los nodos de la red, existen 
unos ciertos nodos especializados que ofrecen al resto de nodos unos servicios 
de forma centralizada. En este caso, un servidor central contiene todos los 
datos de los recursos que comparte cada usuario y que a su vez puede ofrecer 
al resto. 
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Sin embargo no debemos confundir este sistema con una arquitectura de 
cliente servidor, ya que también cabe remarcar la existencia de nodos con una 
función extra, que nos permiten tener un listado de direcciones a fin de facilitar 
la interacción entre los diferentes nodos del sistema. Estos nodos que reciben 
el nombre de nodos encaminadotes, pueden implementarse de dos maneras: 
 
1.- El nodo encaminador responde a las peticiones con la dirección del 
peer que tiene el recurso deseado. De este modo, el nodo que ha 
establecido la petición inicialmente al nodo encaminador, realizará la 
petición del recurso directamente al peer que contiene el recurso 
deseado. 
 
 
 
Fig. 6.2 Funciones de direccionamiento 1. 
 
 
2. El nodo encaminador redirecciona automáticamente las peticiones al 
peer que tiene el recurso deseado y el mismo ofrece el recurso solicitado 
al peer solicitante. 
 
 
Fig. 6.3 Funciones de direccionamiento 2. 
 
Las aplicaciones que esta clase de direccionamientos implican, nos permiten 
realizar diferentes sistemas tal y como se muestran a continuación: 
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6.2.1. Sistema con servidor de descubrimiento simple 
 
En esta clase de sistema, los peers pueden aprovecharse de un nodo que 
actúe tanto como servidor como nodo de descubrimiento. Mediante este 
servicio que se ofrece, todas las aplicaciones de los nodos nuevos, al iniciarse 
y al finalizar deberán registrar su presencia y futura ausencia respectivamente 
al servidor. De esta manera un nodo podría consultar en cualquier momento los 
nodos que se encuentran activos en ese momento puntual. 
 
Gracias a esto, una vez ya somos conscientes de la existencia de dicho peer, 
deberíamos contactar con él, a fin de poder disponer de ellos. 
 
 
 
Fig. 6.4 Descubrimiento simple. 
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6.2.2. Sistema de servidor con índices 
 
Este sistema se puede considerar una evolución del sistema que hemos 
explicado anteriormente. De aplicar esta arquitectura, los nodos, no sólo 
deberán informar de su llegada al sistema así como de su salida, sino que 
además deberán informar en el momento de su conexión de los recursos que 
están dispuestos a compartir. 
 
De esta manera, cualquier nodo, además de tener la posibilidad de saber en 
todo momento los nodos que se encuentran activos, dispone de la posibilidad 
de “preguntar” al servidor central sobre que nodo le puede ofrecer un recurso 
determinado. 
 
 
 
Fig. 6.5 Servidor con índice de recursos. 
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6.2.3. Sistema de servidor con contenidos 
 
Este sistema es similar al anteriormente mencionado de cliente-servidor. La 
principal variación respecto al sistema anterior es que además de las 
especificaciones propias del servidor, se añade la posibilidad de que el servidor 
contenga réplicas de los recursos que comparten los usuarios.  
 
 
 
Fig. 6.6 Servidor con réplica de contenidos. 
 
De este modo, a la hora de querer obtener un recurso de la red, puede optar 
entre descargarlo del propio servidor central o por el contrario hacerlo desde 
alguno de los peers que también lo tengan. 
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ANEXO 7: PATRONES DE DISEÑO 
 
Como patrón de diseño entendemos la solución experta a un problema 
habitual. Para realizar este proyecto hemos utilizado dos patrones de diseño 
bien diferentes pero que posiblemente sean dos de los más utilizados a la hora 
de programar. 
7.1. MVC (Modelo-Vista-Controlador) 
 
Dicho patrón de diseño nos permitirá diferenciar entre las 3 partes básicas de 
cualquier programa, de manera que la modificación de una parte del programa 
sea totalmente independiente de todo el programa. A continuación 
mostraremos los tres bloques independientes de este patrón de diseño:  
  
 
 
Este patrón de diseño es muy importante a la hora de programar, sobretodo si 
se realiza un proyecto en grupo o que creemos que a posteriori puede tener 
modificaciones. Sin embargo cabe tener muy claro los conceptos que definen 
cada uno de estos componentes. 
 
• Controlador – Mantiene conectividad constante con el modelo, del que 
sabe sus atributos y métodos, dominando el flujo total de la aplicación. 
Mediante los mensajes de red pertinentes delega las funciones 
llamando al método del modelo adecuado para que este realice la tarea 
y, si es necesario interactúe con la vista para que el usuario compruebe 
que la operación ha acontecido en el sistema. 
 
• Modelo – Intenta reflejar de la forma mas factible la realidad. En 
nuestro caso entenderíamos el modelo del proyecto como la red de 
peers que implementamos. Hemos de tener en cuenta que 
normalmente recibirá peticiones del controlador a las que deberá 
“responder”. Es por esto que ha de implementar métodos de acceso así 
como diferentes mecanismos que permitan la actualización del sistema. 
 
• Vista – Quizás el aspecto más sencillo de todo programa pero el que 
más modificaciones puede sufrir. Recibirá instrucciones del modelo de 
manera que tan sólo se dedicará a mostrar lo que este le demande. 
 
MODELO 
 
VISTA 
 
CONTROLADOR 
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En nuestro caso, encontraremos estos tres bloques claramente diferenciados 
tal y como se muestra en el gráfico inferior: 
 
 
 
 
 
Fig. 7.1 Modelo  - Vista - Controlador 
 
• Eventos que llegan al controlador directamente del sistema: Cuando una 
notificación llega al controlador, éste se encarga de delegar la tarea de 
reaccionar al modelo. Un ejemplo sería la recepción de una notificación 
PEER_ON. Al recibirla el controlador se relacionaría con el modelo 
informándole de que ha recibido dicha notificación pero éste sería el 
encargado de analizar si realmente se trata de un peer nuevo en el 
sistema o simplemente ha sido un error en el sistema de mensajería o 
una actualización. Supongamos que el resultado del análisis por parte 
del modelo acaba concluyendo que dicha notificación proviene de un 
peer nuevo. En este momento el modelo se encargaría de avisar a la 
GUI, que debería añadir al mapa el nuevo objeto. 
 
• Eventos que llegan al controlador desde la GUI: Pongamos por caso la 
operación inversa. En este caso sería el usuario el que interacciona 
directamente con el programa, no un dispositivo. Supongamos que el 
usuario añade un peer virtual al mapa. El evento que generaría el 
administrador al presionar el botón para crear un peer se relacionaría 
directamente con el controller, informando de lo que ha ocurrido. El 
MODELO
CONTROLADOR
VISTA
FUENTE  
DE 
EVENTOS 
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controller analizaría la acción recibida y se pondría en contacto con el 
modelo indicándole el método a utilizar de manera que este analizaría la 
nueva situación (en este caso añadir un peer virtual) e informaría 
nuevamente a la GUI para que esta dibuje nuevamente como en el caso 
anterior un nuevo peer en el sistema. 
 
Así, podríamos entender los tres módulos del modelo MVC como 3 módulos 
independientes en el que uno de ellos decide como se ha de analizar una 
notificación (controller), otro analiza (modelo) y finalmente otro interactúa con el 
usuario siempre y cuando el resultado del análisis lo requiera (vista). 
 
7.1.2. Ventajas de utilizar MVC 
 
La principal ventaja que este patrón de diseño es sin ninguna duda la 
separación entre la lógica y la presentación. Esta separación nos permite 
opciones diversas que serían impensables sin utilizar este patrón de diseño 
domo diferentes diseños de presentación o utilizar diferentes lenguajes de 
programación (como en nuestro caso, tal y como mostraremos más adelante). 
 
La separación de capas nos permite tener una arquitectura consistente y 
reutilizable además de fácilmente mantenible. Esto deriva en un ahorro de 
tiempo a la hora de realizar modificaciones y futuras ampliaciones. 
 
Como ejemplo cabe destacar que este proyecto se basa en un proyecto 
anteriormente empezado por otro compañero y que ha sido más fácil ampliarlo 
y desarrollarlo gracias a éste modelo, que me ha permitido realizar las 
ampliaciones y mejoras en el código de forma organizada sin que un cambio 
significara trastocar diversas partes del código. 
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7.2. Factory  
 
Otro de los patrones más utilizados a la hora de programar y que nos permite 
realizar diferentes tipos de objetos dinámicamente. En nuestro caso, 
utilizaremos este modelo a la hora de crear los mensajes de nuestra red. 
 
A la hora de utilizar un mensaje instanciaremos un objeto “Message” y lo 
inicializaremos según el código del mensaje especificado por parámetro 
(message_code). Así, mediante MessageFactory podremos crear cualquier tipo 
de mensaje de manera rápida y transparente, únicamente indicando el código 
del mensaje adecuado para su creación. 
 
 
 
 
Fig. 7.2 Factory 
 
 
 
 
 
  
 
