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Abstrat
Given a point and an expanding map on the unit interval, we onsider
the set of points for whih the forward orbit under this map is bounded
away from the given point. For maps like multipliation by an integer
modulo 1, suh sets have full Hausdor dimension. We prove that suh
sets have a large intersetion property, i.e. that ountable intersetions
of suh sets also have full Hausdor dimension. This result applies to
maps like multipliation by integers modulo 1, but also to nonlinear
maps like x 7→ 1/x modulo 1. We prove that the same thing holds for
multipliation modulo 1 by a dense set of non-integer numbers between
1 and 2.
1 Introdution
1.1 Multipliation by integers modulo 1
It is well-know that for maps like fb : [0, 1) → [0, 1) where f : x 7→ bx mod 1
and b is an integer larger than one, the forward orbit (fn(x))∞n=0 is dense for
almost all points with respet to the Lebesgue measure. It follows that sets
like
Gfb(x) :=
{
y ∈ [0, 1) : x /∈ ∪∞n=0f
n
b (y)
}
,
where x ∈ [0, 1], have zero measure. On the other hand, it is not diult
to see that suh sets have full Hausdor dimension. In this paper we will
onsider what happens if we start interseting suh sets. For example we
will prove a theorem that implies
dimH(Gf2(x) ∩Gf3(x)) = 1
and even
dimH
( ∞⋂
b=2
Gfb(xb)
)
= 1,
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where xb ∈ [0, 1] for all b. The key property of fb is that it generates a
symboli representation of [0, 1). Indeed, any number x ∈ [0, 1) an be
represented as a sequene (xi)
∞
i=1 ∈ {0, 1, . . . b − 1}
N
, where x =
∑∞
i=1
xi
bi
.
This representation is unique exept on a ountable set. Sine we are
only interested in Hausdor dimension this ambiguity an be disregarded.
Now, we have a orrespondene between [0, 1) and Σb := {0, 1, . . . b − 1}
N
where fb : [0, 1) → [0, 1) orresponds to the left shift σ : Σb → Σb, where
σ : (xi)
∞
i=1 7→ (xi+1)
∞
i=1. Now, instead of onsidering the set Gfb(x) diretly,
we an onsider the set
∪∞n=1
{
(yi)
∞
i=1 ∈ Σb : x1 . . . xn 6= yk . . . yk+n−1∀k ≥ 1
}
.
We an handle muh more general maps than these, but to state the main
theorems we need to dene the main tool of this paper, the (α, β)-game.
1.2 The (α, β)-game
We will use a one dimensional version of a set theoreti game that was
introdued by W. Shmidt in [3℄. In our ase, the game is played on the unit
interval [0, 1] equipped with Eulidean metri. There are two players, Blak
and White, and two xed numbers α, β ∈ (0, 1). The rules are as follows.
• In the initial step Blak hooses any losed interval B0, and then White
hooses a losed interval W0 ⊂ B0 suh that |W0| = α|B0|.
• Then the following step is repeated. At step k Blak hoses a losed
interval Bk ⊂Wk−1 suh that |Bk| = β|Wk−1|. Then White hooses a
losed interval Wk ⊂ Bk suh that |Wk| = α|Bk|.
It is lear that the set
∞⋂
k=0
Wk =
∞⋂
k=0
Bk
will always onsist of exatly one point. A set E is said to be (α, β)-winning
if White always an ahieve that
∞⋂
k=0
Wk ⊂ E.
A set E is said to be α-winning if it is (α, β)-winning for all β.
For us, the key property of α-winning sets proved by Shmidt [3℄ an be
summarised as follows.
Proposition 1.1. If the set E ⊂ [0, 1] is α-winning for some α > 0, then
dimH(E) = 1.
Proposition 1.2. Let α > 0 and let (Ei)
∞
i=1 be a sequene of α-winning sets.
Then the set ∩∞i=1Ei is also α-winning.
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1.3 Expanding maps generating full shifts
Let f : [0, 1) → [0, 1) be suh that there are nitely or ountably many
disjoint intervals [a, b) ⊂ [0, 1) suh that
∑
|[a, b)| = 1 and f |[a,b) is monotone
and onto for eah of these intervals. Note that we do not assume that f is
well dened on [0, 1), only on eah of the intervals [a, b).
We take an enumeration of the intervals and assoiate eah interval to
the orresponding number so that we an refer to an interval as [n] where
n is the appropriate number. Assume that for eah of the intervals [a, b) it
holds that |f(x) − f(y)| ≥ |x − y| for all x, y ∈ [a, b). Then we an dene
ylinders
C x1...xn :=
{
x ∈ [0, 1) :
n⋂
i=1
f−(i−1)(x) ∈ [xi]
}
.
If limn→∞ |Cx1...xn | = 0 for all (xi)
∞
i=1 ∈ Σ := {0, 1, . . . b− 1}
N
or {0, 1, . . . }N
depending on if [0, 1) was split into nitely or innitely many parts, we an
represent [0, 1) by Σ. If the alphabet is innite, some points in [0, 1) may
not have a well-dened expansion. For example, with f : x 7→ 1
x
mod 1
we annot represent the set
⋃∞
n=0 f
−n({0}) in Σ. It is lear that at least
Lebesgue almost every point has a well dened expansion.
To study sets like
Gf (x) :=
{
y ∈ [0, 1) : x /∈ ∪∞n=0f
n(y)
}
,
we will use their representation in Σ whih in this ase is
∞⋃
n=1
{
(yi)
∞
i=1 ∈ Σ : x1 . . . xn 6= yk . . . yk+n−1 ∀k ≥ 1
}
.
The key theorem of this paper is the following. We will disuss onditions
(i) and (ii) in Setion 2.
Theorem 1.3. Let f be as desribed above and suh that it satises the
following onditions.
(i) There exists an α0 > 0 suh that for eah k ∈ N, eah losed interval
I ⊂ [0, 1) and eah β > 0, when playing the (α0, β) game with B0 = I,
after a nite number of turns White is able put his set Wj in a genera-
tion k ylinder for some j, thereby avoiding all endpoints of generation
k ylinders.
(ii) There is a positive funtion g : N → [0,∞) suh that g(m) → 0 as
m→∞ and
|Cx1...xn+m |
|Cx1...xn |
≤ g(m)
for all (xi)
∞
i=1 ∈ Σ and all n,m ∈ N.
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Then for any x ∈ [0, 1) whih has a well-dened expansion there is an α > 0
suh that the set
Gf (x) =
{
y ∈ [0, 1) : x /∈ ∪∞n=0f
n(y)
}
,
is α-winning in [0, 1]. In fat α = min{α0,
1
4} is small enough.
The main result of the paper is the following orollary whih follows after
using Proposition 1.1 and Proposition 1.2.
Corollary 1.4. Let (fi)
∞
i=1 be a sequene of funtions as in Theorem 1.3
and let (xi)
∞
i=1 be a sequene of points in [0, 1) with well-dened expansions.
Then
dimH
( ∞⋂
i=1
Gfi(xi)
)
= 1.
1.4 β-shifts where the expansion of 1 terminates
The following method to expand real numbers in non-integer bases was in-
trodued by Rényi [2℄ and Parry [1℄. For more details and proofs of the
statements below, see their artiles.
Let [x] denote the integer part of the number x. Let β ∈ (1, 2). For
any x ∈ [0, 1] we assoiate the sequene d(x, β) = {dn(x, β)}
∞
n=0 ∈ {0, 1}
N
dened by
dn(x, β) := [βf
n
β (x)],
where fβ(x) = βx mod 1. The losure of the set
{ d(x, β) : x ∈ [0, 1) }
is denoted by Sβ and it is alled the β-shift. It is invariant under the left-
shift σ : {in}
∞
n=0 7→ {in+1}
∞
n=1 and the map d(·, β) : x 7→ d(x, β) satises
σn(d(x, β)) = d(fnβ (x), β). If we order Sβ with the lexiographial ordering
then the map d(·, β) is one-to-one and monotone inreasing. The subshift
Sβ satises
Sβ = { {jk} : σ
n{jk} < d(1, β) ∀n }. (1)
If x ∈ [0, 1] then
x =
∞∑
k=0
dk(x, β)
βk+1
.
We let piβ be the map piβ : Sβ → [0, 1) dened by
piβ : {ik}
∞
k=0 7→
∞∑
k=0
ik
βk+1
.
Hene, piβ(d(x, β)) = x holds for any x ∈ [0, 1) and β > 1.
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A ylinder s is a subset of [0, 1) suh that
s := piβ({ {jk}
∞
k=0 : ik = jk, 0 ≤ k < n })
holds for some n and some sequene {ik}
∞
k=0. We then say that s is an
n-ylinder or a ylinder of generation n and write
s = [i0 · · · in−1].
Consider β suh that the expansion of 1 terminates, i.e. suh that d(1, β) =
j0 . . . jk−10
∞
. The set of suh β is dense in (1, 2) and for suh β we an use
(1) to onstrut Sβ from the full shift Σ2 = {0, 1}
N
as follows. There are
nitely many words w of length k suh that w < d(1, β). If we start with Σ2
and remove all elements that ontain any of these words, then by (1) we get
Sβ. Thus Sβ is a subshift of nite type. Suh shifts have have well-known
properties that we an use to prove the following theorem.
Theorem 1.5. Let β ∈ (1, 2) be suh that the expansion of 1 terminates.
Then for any x ∈ [0, 1] there is an α > 0 suh that the set
Gfβ (x) =
{
y ∈ [0, 1) : x /∈ ∪∞n=0f
n(y)
}
,
is α-winning in [0, 1]. In fat α = 14 is small enough.
Using Proposition 1.1 and Proposition 1.2 we get
Corollary 1.6. Let (βi)
∞
i=1 be a sequene in (1, 2) suh that that the expan-
sion of 1 terminates for eah βi and let (xi)
∞
i=1 be a sequene of points in
[0, 1]. Then
dimH
( ∞⋂
i=1
Gfβi (xi)
)
= 1.
2 Conditions on the maps
2.1 Condition (i)
Assume that we did not have ondition (i). Depending on f , there might be
points in [0, 1) whih do not have well-dened representations as sequenes.
We will be playing the (α, β) game, trying to show that our sets are α-
winning. But if no further restritions are put on f this will not be possible,
as the following example illustrates.
Example 2.1. We are going to onstrut a funtion f suh that for eah
α > 0 there is a β > 0 for whih the set of points with well-dened rep-
resentations as sequenes is not (α, β)-winning. First divide (0, 1) into the
intervals [ 1
2i
, 1
2i−1
) where i ∈ N. For eah i onsider the orresponding in-
terval. Split the interval into 4i subintervals of equal size. On every seond
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of these let f be linear onto [0, 1). Take all of the remaining subintervals
and split them into 4i parts and ontinue this proedure indenitely. After
doing this for eah i we have dened a funtion f exept on a set of Lebesgue
measure zero. Although this set is small with respet to Lebesgue measure
we get into trouble.
For any α > 0, pik an i ∈ N suh that 1
i
< α. Let β be suh that
αβ = 14i . Let the player Blak hoose B0 as the interval [
1
2i
, 1
2i−1
). Then no
matter how White hooses W0, it is always possible for Blak to hoose B1
as one of the 2i intervals on whih f was not dened until at smaller sale.
The player Blak an play so that this situation is repeated indenitely. So,
the points at whih f is well-dened is not (α, β)-winning. Sine α > 0 was
arbitrary, this set is not α-winning for any α > 0. So, with this f , we annot
use the (α, β)-game.
It is lear that we avoid ases like this if we impose ondition (i) on f .
For a given funtion f , ondition (i) may not be that easy to hek so we
give a suient ondition for it to be satised.
Lemma 2.2. Let f be a funtion as desribed in Setion 1.3 and let E(f)
be the set of endpoints of generation 1 ylinders. Let Acc(E) denote the
set of points of aumulation for a set E. If there is an n ∈ N suh that
Accn(E(f)) = ∅, then ondition (i) is satised.
Proof. Assume that White is given an interval I and wants to avoid all
endpoints of generation k ylinders. Sine Accn(E(f)) is empty we know
that Accn−1(E(f)) is nite. It is then easy for White to avoid this set in
nitely many turns if α ≤ 12 . When this is done, White has plaed a set
Wj1 suh that it does not ontain any points from Acc
n−1(E(f)). But then
it an at most ontain nitely many points from Accn−2(E(f)). Of ourse
White an avoid these in the same way. By indution, White an avoid all
points from E(f) in a nite number of turns. This means that White an
hoose a setWjn inside a generation 1 ylinder Cx1 after nitely many turns.
Let E(f2) denote the set of endpoints of generation 2 ylinders in Cx1 . If
n ≥ 2, White wants to avoid this set as well. But E(f2) is the inverse image
of E(f) under the homeomorphism f |Cx1 : Cx1 7→ [0, 1). Thus, E(f
2) has
the same topologial properties as E(f). In partiular, Accn(E(f2)) = ∅,
so just as he avoided E(f), White an avoid E(f2) in nitely many turns if
α ≤ 12 . Repeating this argument, we get that White an avoid all endpoints
of generation k ylinders after a nite number of turns and plae his set Wj
inside a generation k ylinder for some nite j.
Note that while the ondition in Lemma 2.2 is suient to ensure ondi-
tion (i) it is by no means neessary. For example onsider the middle third
Cantor set. It is dened by repeatedly removing the middle third of eah
interval, starting with [0, 1]. Let f be the funtion obtained by letting f be
linear from 0 to 1 on eah removed interval. Then f is well-dened exept
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on the middle third Cantor set whih is a perfet set. Thus the onditions of
Lemma 2.2 are not fullled but it is obvious that in the (α, β)-game, White
only needs one turn to avoid the middle third Cantor set if α = 19 . The set
of endpoints of ylinders from higher generation will only be salings of E(f)
sine f is linear on eah ylinder. Thus, White an avoid the endpoints of
the ylinders of any given generation in nitely many turns.
2.2 Condition (ii)
To be able to prove Theorem 1.3 we need the ylinders to shrink in some
uniform way. One way to get this is of ourse to require uniform expansion,
i.e that for some λ > 0 it holds that |f(x) − f(y)| ≥ (1 + λ)|x − y| for all
x, y in the same generation 1 ylinder. We use the weaker Condition (ii) to
allow funtions like f : x 7→ 1
x
mod 1.
Lemma 2.3. The ontinued fration expansion of numbers x ∈ [0, 1) whih
is given by the map f : x 7→ 1
x
mod 1, satises Condition (ii).
Proof. Let x ∈ (0, 1) \ f−1(0). Then f ′(x) = − 1
x2
and |f ′(x)| ≥ 1. So, with
x ∈ (0, 1) \ (f−1(0) ∪ f−2(0)) we have that if |f ′(x)| ≤ 94 , then
|f ′(x)| ≤
9
4
⇒ x ≥
2
3
⇒ f(x) ≤
1
2
⇒ f ′(f(x)) ≥ 4.
So |(f2)′(x)| ≥ 94 > 2 for all x ∈ (0, 1) \ (f
−1(0) ∪ f−2(0)). This implies
|Cx1...xn+m |
|Cx1...xn |
≤ sup
x∈C˜x1...xn+m
1
(fm)′(x)
≤ 2−⌊
m
2
⌋ = g(m)
where C˜x1...xn+m means the interior of the ylinder Cx1...xn+m and ⌊
m
2 ⌋ means
the integer part of
m
2 .
3 Proofs
The idea we use to prove Theorem 1.3 and Theorem 1.5 is to translate the
(α, β)-game into a game where the players are hoosing symbols in a sequene
rather than hoosing intervals. By using a simple ombinatorial argument
we an then onlude that our sets are α-winning.
3.1 A game of sequene building
Consider the following game for two players B˜ and W˜ with two parameters
c and n. The players are building a one sided innite sequene y = (yi)
∞
i=1
in a nite or ountable alphabet. First B˜ hooses y = (yi)
b0
i=1, where he an
hoose b0 as large as he likes. Then, (yi)
∞
i=b0+1
is divided into bloks of n
symbols.
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y :
b0 n n n
The game is arried out in one blok at a time, so we start in the rst
blok. Consider a list of all possible words of length n. This might be
innite depending on whether or not the alphabet is nite. The player B˜
hooses two disjoint subsets of this list and lets W˜ pik any one of these
two. After W˜ has made his hoie, we have a new list of remaining words.
Then B˜ hooses two disjoint subsets of this list and W˜ hooses one of these.
The players ontinue like this and the game requires that B˜ plays so that
regardless of how W˜ plays, this proess ends after a nite number of turns,
i.e., that sooner or later only one word remains. This word is then put as
(yi)
b0+n
i=b0+1
. The same proedure is arried out in eah blok and we get the
sequene y = (yi)
∞
i=1. The game requires that W˜ gets to play at least cn
times in eah blok regardless of how he plays. This puts restritions on how
B˜ an onstrut his subsets. For example, at the rst turn in a blok, B˜
annot hoose one of his two subsets to onsist of only one word.
Proposition 3.1. Given any sequene x = (xi)
∞
i=1 and any c > 0, there is a
blok size n suh that no matter how B˜ plays in the sequene building game,
W˜ an make sure that there is a number N suh that (xi)
N
i=1 6= (yi)
k+N−1
i=k
for all k ∈ N.
Proof. Assume that B˜ hooses the symbols (yi)
b0
i=1 and onsider (xi)
b0+2n
i=1 .
If we want y = (yi)
∞
i=1 to be suh that (xi)
b0+2n
i=1 does not our anywhere
in y, then it is enough to make sure that none of the n-bloks in y our in
(xi)
b0+2n
i=b0+1
.
(xi)
b0+2n
i=b0+1
y
b0 n n n
There are at most n + 1 dierent words of length n in (xi)
b0+2n
i=b0+1
and it
is suient for W˜ to avoid all these in eah n-blok. We will refer to the
words that we want to avoid as dangerous words. In eah n-blok W˜ gets to
make at least cn hoies between disjoint olletions of words and thereby he
an avoid many of the dangerous words. Indeed, the rst time W˜ plays in a
blok he onsiders the two disjoint lists of words he is given by B˜. Sine they
are disjoint, at least one of the lists ontains half or less of the dangerous
words. By hoosing this list, W˜ has avoided at least half of the dangerous
words in just one play. The next time W˜ plays he is given two new disjoint
lists of words to hoose between. Remember that only at most half of the
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dangerous words are left among these, so W˜ an avoid at least half of the
remaining dangerous words, leaving only at most
1
4 of the original dangerous
words after his seond play. Continuing like this, if 2cn > n+1 he an avoid
all the dangerous words in the cn turns he has at eah blok. Sine c is xed
we an always nd large enough n suh that this is true. It follows that if W˜
plays aording to this strategy we have that (xi)
b0+2n
i=b0+1
6= (yi)
k+2n−1
i=k for any
k ≥ b0 + 1, so (xi)
b0+2n
i=1 6= (yi)
k+b0+2n−1
i=k for any k ≥ 1. Thus, N = b0 + 2n
will do the job.
3.2 Proof of Theorem 1.3
The idea of this proof is to reate a strategy for White in the (α, β)-game so
that White an play the role of W˜ in the sequene building game of Setion
3.1. We an then use Proposition 3.1 to nish the proof. It might take
several turns by White to be able to do what W˜ is supposed to do in one
play. Eah turn by W˜ will be divided into two phases onsisting of turns by
White. In the rst phase, the task is to hoose between disjoint olletions
of ylinders of some generation ki+k. In the next phase, the task is to make
sure that the game ontinues inside only one ylinder of generation ki + k.
This is to make sure that when we start over with phase one, the ylinders
we are hoosing between, all have the same oding up to the position ki+ k.
Then hoosing between disjoint olletions of ylinders of generation ki+1+k
is in fat the same thing as hoosing between disjoint olletions of odings
of positions ki + k + 1, . . . , ki+1 + k.
The (α, β)-game starts when the player Blak hooses his interval B0 ⊂ [0, 1].
Phase1 : Let k0 be the largest generation for whih there is a ylinder
Cx1...xk0 interseting B0 suh that |Cx1...xk0 | ≥ |B0|. It might for exam-
ple be that k0 = 0, so that Cx1...xk0 = [0, 1). By the maximality of k0, all
generation k0 + 1 ylinders interseting B0 are smaller than |B0|. By ondi-
tion (i) we know that all ylinders of generation k0 + k interseting B0 are
smaller than g(k − 1)|B0|. Let k be a number suh that g(k − 1) <
1
4 . This
is possible sine g(n) → 0 as n→∞, and it implies that the largest ylinder
of generation k0 + k interseting B0 is smaller than
|B0|
4 .
Let C ′ be the generation k0 + k ylinder ontaining the enter point of
B0. It follows that B0 \ C
′
onsists of two intervals, eah of length larger
than
|B0|
4 . Eah of these intervals intersets a family of generation k0 + k
ylinders and these two families are disjoint. Eah family of generation k0+k
ylinders orresponds to a family of odings of positions 1, . . . , k0+k. Reall
that in the (α, β)-game, after Blak hooses B0, the other player, White,
hooses a ball W0 ⊂ B0 suh that |W0| = α|B0|. So, with α ≤
1
4 , White an
hoose between two disjoint olletions of odings at positions 1, . . . , k0 + k
by plaing W0 to the left or right of C
′
.
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︷ ︸︸ ︷B0
C ′
Phase2 : After this is done Blak will hoose an interval B1 ⊂ W0 and it
is up to White to plae W1 inside it. We want White to plae W1 inside a
ylinder of generation k0 + k. It might happen that these generation k0 + k-
ylinders are so small that White annot do this right away. But by ondition
(ii), we know that with α ≤ α0 then for every β > 0 there is a strategy for
the (α, β)-game that White an use to plae his set inside a generation k0+k
ylinder after a nite number of turns, no matter how Blak plays.
︷ ︸︸ ︷B1
generation k0 + k-ylinders
If White an plae his set W1 inside a ylinder Cx1...xk0+k , then he does.
If he annot, then he uses the following strategy.
First he plaes W1 so that it only intersets ylinders Cx1...xk0+k that
are ontained in B1. This is possible sine if there are subsets of ylin-
ders Cx1...xk0+k in B1, then these parts together annot onstitute more than
2α|B1|, otherwise White would have hosen W1 inside one of them. At his
next play, if he an plae W2 inside a ylinder Cx1...xk0+k he does. Otherwise
White hooses his set W2 aording to a (α,αβ
2)-game strategy that allows
him to avoid endpoints of generation k0 + k ylinders after nitely many
turns. At his next turn if White ould not t W3 inside a ylinder Cx1...xk0+k
he plays W3 so that he avoids generation k0 + k ylinders that are not on-
tained in B3. As long as he annot plae his set inside a ylinder Cx1...xk0+k
White ontinues like this, every seond turn playing to avoid endpoints of
generation k ylinders and the rest of the turns playing to avoid ylinders
not ontained in the set hosen but Blak. Then sooner or later White will
be able to plae his set inside a ylinder Cx1...xk0+k and he stops.
Let j0 be the number of the turn at whih White ould play so that his
set Wj ⊂ Cx1...xk0+k . If White needed more than one turn to aomplish
this, it means that Cx1...xk0+k ⊂ Bj0−2. Indeed, at every seond play, White
makes sure that all ylinders Cx1...xk0+k that are not fully ontained in the
set hosen by Blak are avoided. We onlude that in this ase we have
|Cx1...xk0+k | ≤ |Bj0−2|.
Now, White has used the turns 0, 1, 2, . . . , j0 to make the rst turn by W˜
in the sequene building game by hoosing between disjoint olletions of
odings of positions 1, . . . , k0+k. He also uses these turns to make sure that
the oding of positions 1, . . . , k0 + k is xed after turn number j0. Later on,
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this fat will allow White to to reate the next turn by W˜ .
After turn j0 by White, Blak will hoose an interval Bj0+1 ⊂ Wj0 and
we start reating the next turn by W˜ in the sequene building game.
Phase1 : Let k1 be the largest generation for whih there is a ylinder
Cx1...xk1 interseting Bj0+1 suh that |Cx1...xk1 | ≥ |Bj0+1|. Repeating what
we did after nding k0, we get that with α ≤
1
4 , White an hoose between
two disjoint olletions of generation k1 + k ylinders. We know that all
of these are in the same generation k0 + k ylinder, so White an hoose
between two disjoint olletions of odings at positions k0+k+1, . . . , k1+k.
Phase2 : We an then ontinue as before with α ≤ α0, nding a minimal
j1 suh that Wj1 an be plaed in a ylinder |Cx1...xk1+k |. Again, if it took
more than one turn by White to do this we have |Cx1...xk1+k | ≤ |Bj1−2|.
Now, White has used the turns j0 + 1, . . . , j1 to make the seond turn by
W˜ in the sequene building game by hoosing between disjoint olletions of
odings of positions k0 + k + 1, . . . , k1 + k and prepared so that he will be
able to make the next turn by W˜ later on.
We an ontinue repeating this proedure for eah i ≥ 0 onstruting a
turn by W˜ in whih W˜ gets to hoose between disjoint olletions of odings
at positions ki + k + 1, . . . , ki+1 + k.
y :
k0 k1 k2 k3 k4
Next we will show that ki+1 − ki is bounded. We begin by realling
that we had a funtion g that gave us a speed at whih ylinders shrunk in
size as the generation inreased. We used this funtion to nd a onstant
k suh that when we inreased the generation by k the size shrunk by at
least a fator 4. Sine the number k originates from potentially very rude
estimates it tells us nothing about the size of ki+1 − ki. In some ases, it
might well happen that ki+1 − ki = 1 while for example k = 10. When
looking for a uniform bound on ki+1 − ki it will be onvenient to onsider
only the ase ki+1 − ki > k. Sine we are looking for an upper bound, the
ase ki+1 − ki ≤ k is uninteresting.
We start at phase 1 when onstruting turn number i for W˜ in the
sequene building game. First Blak plays by hoosing a set B1, then White
hooses between two disjoint olletions of generation ki+k ylinders. Then
phase 2 starts as Blak plays again. Assume now that White is able to plae
his set inside a generation ki + k ylinder at his rst turn in phase 2. This
ends phase 2 and means the end of turn number i for W˜ in the sequene
building game.
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After this, it is time to onstrut turn number i+ 1 by W˜ . Blak starts
phase 1 by hoosing a set B2. Then we nd the maximal generation ki+1
suh that B2 intersets a ylinder Cx1...xki+1 suh that |Cx1...xki+1 | ≥ |B2|.
Sine |B2| = (αβ)
2|B1| we get
|B2| ≤|Cx1...xki+1 | ≤ g(ki+1 − ki − k)|Ck1...xki+k |
<g(ki+1 − ki − k)|B1| =
g(ki+1 − ki − k)|B2|
(αβ)2
so g(ki+1 − ki − k) < (αβ)
2
. Sine g(n) → 0 as n → ∞ this puts a bound
on ki+1 − ki.
Assume instead that when onstruting turn number i for W˜ in the
sequene building game, White needed more than one turn in phase 2, to
plae his set inside a generation ki + k ylinder. We reall that if Wj is the
last set hosen by White in this phase, then |Cx1...xki | < |Bj−2|. After this,
it is time to onstrut turn number i + 1 by W˜ . Blak starts phase 1 by
hoosing a set Bj+1. Then we nd the maximal generation ki+1 suh that
Bj+1 intersets a ylinder Cx1...xki+1 suh that |Cx1...xki+1 | ≥ |Bj+1|. We get
|Bj+1| ≤|Cx1...xki+1 | ≤ g(ki+1 − ki − k)|Cx1...xki+k |
<g(ki+1 − ki − k)|Bj−2| =
g(ki+1 − ki − k)|Bj+1|
(αβ)3
,
so g(ki+1 − ki − k) < (αβ)
3
. Sine g(n) → 0 as n → ∞ this puts a bound
on ki+1 − ki.
What we have proven this far is that if we hoose α ≤ min{α0,
1
4}, then
the sequene ki has a maximal distane between its elements. This implies
that if the blok size n is large enough, then in the following piture
y :
b0 n n n
there is at least one ki in eah n-blok. Inreasing n we an learly make
sure that there are at least cn dierent ki in eah n-blok for some c > 0.
This implies that if we play the (α, β)-game in [0, 1] with α ≤ min{α0,
1
4},
then White an use a strategy that transforms the game into the sequene
building game. By Proposition 3.1 the player W˜ an make sure that we get
a number in
{
z ∈ [0, 1) : x /∈ ∪∞n=1f
n(z)
}
for any given x ∈ [0, 1) with
well-dened expansion, by hoosing the blok size n in the sequene building
game. Sine this an be done for any α ≤ min{α0,
1
4} and any β > 0 we
onlude that
{
z ∈ [0, 1) : x /∈ ∪∞n=1f
n(z)
}
is α-winning for all x ∈ [0, 1)
with well-dened expansion, if α ≤ min{α0,
1
4}. This proves the theorem.
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3.3 Proof of Theorem 1.5
Sine the symbol β is already used in the (α, β)-game we will use b instead
of β to denote the base in the β-shift.
The method used to prove Theorem 1.3 works in this ase as well, but
now we do not have to worry about ountable alphabets and points without
well-dened expansions. Sine Sb is of nite type there is a onstant Cb suh
that
C−1b <
Cx0...xn−1
bn
< Cb
for all n and all (xi)
∞
i=0 ∈ Sb. This implies that
|Cx0...xn+m |
|Cx0...xn |
≤
C2b
bm
for all m,n and all (xi)
∞
i=0 ∈ Sb. Thus we an let
C2
b
bm
play the role of g(m)
from the proof of Theorem 1.3.
We will now briey desribe how White plays in the (α, β)-game to on-
strut turn number i in the sequene building game. It all begins as usual
with the player Blak hoosing a set Bi.
Phase1 : We do as in proof of Theorem 1.3. We nd a minimal ki. Then we
hoose k large enough so that by plaing Wi White an hoose between two
disjoint olletions of generation ki + k ylinders. For example, k ≥ 1 +
4C2
b
log b
will be enough.
Phase2 : We do as in the proof of Theorem 1.3. We let White alternate
between avoiding ylinders not ontained in the sets hosen by Blak and
avoiding endpoints of generation ki + k ylinders until White an plae his
set in a generation ki + k ylinder.
Just as in the proof of Theorem 1.3 we onlude that with this sequene
of turns, White is able to hoose between disjoint olletions of odings of
positions ki−1 + k + 1, . . . ki + k. We then do as in proof of Theorem 1.3 to
show that ki+1 − ki is bounded. We then apply Proposition 3.1 to onlude
that
{
z ∈ [0, 1) : x /∈ ∪∞n=1f
n
b (z)
}
is α-winning for all x ∈ [0, 1] and all
α ≤ 14 . This proves the theorem.
3.4 A note on the (α, β)-game
We note that in the proofs of Theorem 1.3 and Theorem 1.5, the strategies
we desribe for White use the fat that Blak an not zoom in more than a
xed fator γ at eah turn in eah given game. It would not matter at all
for the strategies if Blak was allowed at eah turn to hoose γ ∈ [γ0, 1] for
some xed γ0. If we also allow White to hoose α ∈ [α0, 1], White an still
13
use the same strategy. This leads us to onsider the following modiation
of the (α, β)-game.
Let α0, γ0 ∈ (0, 1) be xed.
• In the initial step Blak hooses any losed interval B0, and then White
hooses an α ∈ [α0, 1] and a losed interval W0 ⊂ B0 suh that |W0| =
α|B0|.
• Then the following step is repeated. At step k Blak hoses γ ∈ [γ0, 1]
and a losed interval Bk ⊂ Wk−1 suh that |Bk| = γ|Wk−1|. Then
White hooses a new α ∈ [α0, 1] and a losed interval Wk ⊂ Bk suh
that |Wk| = α|Bk|.
The following observation now follows.
Remark 3.2. In Theorems 1.3 and 1.5 with orollaries, the (α, β)-game an
be replaed by the modied (α, β)-game desribed in this setion.
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