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Abstract
This paper classi-es all cyclic codes over Z4 of length 2n; n odd. Descriptions are given
in terms of discrete Fourier transforms, generator polynomials, parity check matrices, and the
concatenated (a+b|b) construction. Some results about the minimum Lee weights of these codes
and self-dual codes are also included. ? 2003 Elsevier Science B.V. All rights reserved.
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0. Introduction
Recently the discovery of good nonlinear binary codes that come from Z4-linear
codes via the Gray map (developed in [6]) motivated the study of codes over rings in
general. In particular, much has been written about cyclic and extended cyclic codes
over rings. Calderbank and Sloane [3], Rajan and Siddiqui [10], and Kanwar and Lopez-
Permouth [7] give complete presentations of cyclic codes over integer residue rings Zm
using generator polynomials and discrete Fourier transforms, respectively. Blackford
[1] and Wan [14] give a description of cyclic codes over the Galois rings GR(pa; m).
Bonnecaze and Udaya [11] describe cyclic codes over the ring F2 +uF2, where u2 =0.
Cyclic codes over Z4 of odd length were thoroughly examined by Pless and Qian [9].
However, in all of these cases, it is assumed that the codelength is relatively prime to
the characteristic of the ring. In this paper, we wish to study a class of codes in which
the characteristic of the ring’s residue -eld divides the codelength, namely the cyclic
codes over Z4 of length 2n, when n is odd.
Cyclic codes of length n over a -eld of characteristic p, where p divides n are
called repeated-root cyclic codes and have been studied by Castagnoli et al. [5] and
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Van Lint [13] among others. They have shown that these codes have a concatenated
construction and are asymptotically bad. However, in a few cases they are optimal,
and in some cases they are subcodes of Reed–Muller codes with the same minimum
weight as their parent code. Cyclic codes over Z4 also have interesting properties, in
part because of their algebraic structure. In particular, not all cyclic codes of this type
are principally generated. We classify these codes using a transform approach, and we
will show that they can be viewed as coming from constacyclic codes over a local ring
via an analogue of the Gray map. We will also give information about their size, duals,
minimum Lee distances and generator polynomials. We also give some examples of
self-dual codes.
It should be noted that a certain subclass of cyclic codes over Z4, namely the minimal
cyclic codes, was discussed in [2,12] in the context of quadriphase sequence design.
Throughout this paper, n is an odd positive integer.
1. Basic structure
Recall a linear code of length N over a commutative ring R is constacyclic if for
some unit a∈R, the code is invariant under the automorphism
(c0; c1; : : : ; cN−1) → (acN−1; c0; : : : ; cN−2):
In the case a=1, we say that the code is cyclic. Constacyclic codes of length N over
R can be identi-ed as ideals in the quotient ring R[X ]=(XN − a) via the isomorphism
from RN to R[X ]=(XN − a) de-ned by
(c0; c1; : : : ; cN−1) → c0 + c1X + · · ·+ cN−1XN−1:
In the case where R=Fq, a=1 and (N; q)=1, the ideals are of the form 〈f〉, where f
is a divisor of XN − 1 in Fq[X ]. In the case R=Z4 and N is odd, every cyclic code is
of the form 〈f; 2g〉, where g|f|XN − 1 in Z4[X ] and f; g are monic polynomials [3].
(It has been shown that these ideals are principal.) These codes are easy to classify
since XN − 1 has a unique factorization in Z4[X ]. However, Z4[X ] is not a unique
factorization ring, and XN − 1 can factor diKerent ways if N is even. For example,
X 4 − 1 = (X − 1)(X + 1)(X 2 + 1);
= (X − 1)2(X 2 + 2X − 1):
Thus classifying cyclic codes of even length using generator polynomials can be dif-
-cult. Instead, we begin by using a transform approach, and return to generator poly-
nomials later.
This paper will focus on codes over Z4 of length 2n, in which n is an odd integer.
(This is called an oddly even length.)
We introduce the polynomial residue ring R, de-ned by
R :=
Z4[u]
(u2 − 1) :
There exists a natural isomorphism  : Rn → (Z4)2n, de-ned by the rule
 (a0 + b0u; a1 + b1u; : : : ; an−1 + bn−1u) = (a0; a1; : : : ; an−1; b0; b1; : : : ; bn−1):
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A cyclic shift of a vector in (Z4)2n corresponds to a constacyclic shift of its  -preimage
under the constant u.
 (u[an−1 + bn−1u]; a0 + b0u; : : : ; an−2 + bn−2u)
=  (bn−1 + an−1u; a0 + b0u; : : : ; an−2 + bn−2u)
= (bn−1; a0; a1; : : : ; an−2; an−1; b0; : : : ; bn−2)
Thus we get the following theorem.
Theorem 1. Cyclic codes over Z4 of length 2n correspond to constacyclic codes over
R modulo X n − u via the isomorphism de7ned by the commutative diagram.
R[X ]
(X n − u)
 → Z4[X ]
(X 2n − 1)
↓ ↓
Rn
 → (Z4)2n
where the vertical maps correspond to the bijections between vectors and polynomials.
We shall see shortly that R is a -nite local ring, and so by Hensel’s Lemma,
X n − u factors uniquely as f1 : : : fr in R[X ], where the fi’s are monic, irreducible
and pairwise relatively prime. By the Chinese Remainder Theorem,
R[X ]
(X n − u)
∼= R[X ]
(f1)
⊕ · · · ⊕ R[X ]
(fr)
:
We would like to study the rings R[X ]=(fi) in more detail.
1.1. Galois rings
We begin by recalling the Galois rings of characteristic 4 described in [6,8], and
several other sources. If h(X ) is a monic basic irreducible polynomial in Z4[X ] of
degree m that divides X 2
m−1 − 1, then
GR(4; m) =
Z4[X ]
(h(X ))
:
It is a local ring with maximal ideal 〈2〉 and residue -eld GF(2m). The polynomial h
can be chosen so that = X + (h(X )) is a primitive (2m − 1)st root of unity, and the
set Tm = {0; 1; ; : : : ; 2m−2}, called the Teichmuller set of representatives of GR(4; m),
is a complete set of coset representatives of GR(4; m) modulo 2. Each ∈GR(4; m)
has a unique 2-adic expansion a+ 2b, where a; b∈Tm. The Frobenius automorphism
f of GR(4; m) is de-ned f = a2 + 2b2, and it generates the group of automorphisms
of GR(4; m) -xing Z4, which is cyclic of order m. The trace map from GR(4; m) to Z4
is de-ned as follows:
Tm() = + f + · · ·+ fm−1 :
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Next, we de-ne an extension ring, R4(u; m), to be
R4(u; m) =
GR(4; m)[u]
(u2 − 1) :
Note that R4(u; 1) = R, and that R4(u; m) can also be de-ned to be GR(4; m) ⊕
uGR(4; m), with u2 = 1. Of course any element of this ring must be of the form
=a0+a1u, where a0; a1 ∈GR(4; m), and =0 if and only if a0=a1=0. If ∈R4(u; m),
let N denote  reduced modulo 2.
We now give some results about the ideal structure of this ring.
Lemma 1. Let R=R4(u; m).
1. R is a local ring with maximal ideal 〈2; u− 1〉 and residue 7eld GF(2m).
2. The ideals of R consist of 〈0〉; 〈1〉; 〈2〉; 〈2; u− 1〉; 〈2u+ 2〉, and 〈u− 1 + 2t〉, where
t ∈Tm.
3. Every element ∈R can be uniquely expressed in the form
= a+ 2b+ (u− 1)c + (2u+ 2)d;
where a; b; c; d∈Tm:
Proof. (1) Clearly R=2R ∼= GF(2m)[u]=(u2 + 1). It is well known that this is a local
ring with maximal ideal 〈u+ 1〉 and residue -eld GF(2m).
(2) Let I be a nonzero proper ideal of R. If I ⊆ 2R, then either I = 〈2〉 or 〈2u+2〉,
since in general the ideals of GF(2m)[X ]=(X 2
a −1) are precisely of the form 〈X −1〉k ,
for 06 k6 2a. Suppose I * 2R. Then NI , the ideal of I reduced modulo 2 must be
〈u+ 1〉, Therefore, I must include some element of the form u − 1 + 2b, for some
b∈Tm (by the division algorithm for local commutative rings). Thus 〈u−1+2b〉 ⊆ I .
If I = 〈u − 1 + 2b〉, then u − 1 + 2c∈ I for some c∈Tm, c = b; then 2(c − b)∈ I ,
which implies 〈2〉 ⊆ I , which implies I=〈2; u−1〉. Thus the list of ideals is exhaustive
and distinct.
(3) Every element of R can be expressed in the form 0 + 1(u − 1), where
0; 1 ∈GR(4; m). Using the 2-adic expansions of i, we get the desired expansion.
We can extend the Frobenius automorphism from GR(4; m) to R4(u; m) by de-ning
(0 +1u)f =
f
0 +
f
1 u. We can also extend the trace map to de-ne Tm : R(u; m) → R
by the rule
Tm() = + f + · · ·+ fm−1 :
1.2. A discrete Fourier transform
We now introduce a discrete Fourier transform that will help in classifying cyclic
codes over Z4 of length 2n (n odd) and determine their concatenated structure. For the
remainder of this paper, assume m to be the order of 2 modulo n, let  be a primitive
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nth root of unity in the Galois ring GR(4; m). Also, let cl2(i) be the 2-cyclotomic coset
of i modulo n, and let mi be the size of this coset.
Denition 1. Let a∈ (Z4)2n. The discrete Fourier transform of a is the vector
[A0; A1; : : : ; An−1]∈R4(u; m)n, where
Ai = a(ui) =
2n−1∑
j=0
ajujij;
for 06 i6 n. De-ne the Mattson–Solomon (MS) polynomial of a to be the polynomial
n−1∑
i=0
An−iZ i:
It is easy to check that Ai ∈R4(u; mi), and that A2i = Afi for all i, where subscripts
are calculated modulo n.
De-ne the discrete Fourier transform and Mattson–Solomon polynomial of an ele-
ment of Z4[X ]=(X 2n − 1), to be the transform and Mattson–Solomon polynomial of its
corresponding vector in (Z4)2n, respectively.
Lemma 2 (Inversion formula). Suppose a∈ (Z4)2n, and A(Z) is its MS polynomial.
Then
a =  [(1; u; 1; u; : : : ; 1) ∗ 1
n
(A(1); A(); : : : ; A(n−1))];
where ∗ denotes componentwise multiplication of vectors.
Proof. Let 06 t6 n− 1. Then
A(t) =
n−1∑
i=0
Ai−it
=
n−1∑
i=0

2n−1∑
j=0
ajujij

 −it
=
2n−1∑
j=0
ajuj
n−1∑
i=0
i( j−t)
= n[atut + at+nut+n]:
The last line follows from the well known fact that
∑n−1
i=0 
ki = 0 unless k ≡ 0mod n.
Hence u−t(1=n)A(t) = at + uat+n. Noting that u−t = u if t is odd and u−t = 1 if t is
even, we get the result.
Lemma 3. If a(X ); b(X )∈Z4[X ]=(X 2n − 1), and A(Z); B(Z) are their respective MS
polynomials, then
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1. The MS polynomial of a(X ) + b(X ) is A(Z) + B(Z).
2. The MS polynomial of a(X )b(X ) (mod X 2n − 1) is A(Z) ∗ B(Z) = ∑AiBiZi
(∗ denotes componentwise multiplication.)
3. The MS polynomials of 0 and 1 are 0 and
∑n−1
i=0 Z
i, respectively.
4. The MS polynomial of Xa(X ) is uA(−1Z).
Proof. (1) and (3) are clear. (2) follows from the fact that ui is a root of X 2n − 1.
(4) is a speci-c case of (2) with b(X ) = X .
Let A be the set of all transform vectors [A0; : : : ; An−1]∈R4(u; m)n such that A2i=Afi
for all i. We make A a ring via componentwise addition and multiplication. Then
A ∼= ⊕i∈I R4(u; mi);
where I is a complete set of 2-cyclotomic coset representatives modulo n. Indeed, this
is true by noting that for every i∈ I , Ai ∈R(u; mi) and Ai2k is completely determined
by Ai.
Theorem 2. The map #: Z4[X ]=(X 2n−1) →A is a ring isomorphism, where #(a(X ))=
[A0; : : : ; An−1].
Proof. # is a ring homomorphism by Lemma 3, and the Inversion Formula shows
that # is one-to-one. To show that # is surjective, let A = [A0; : : : ; An−1]∈A, and
A(Z) =
∑n−1
i=0 AiZ
i. We need only show that the vector
a =  [(1; u; 1; : : : ; 1) ∗ 1
n
(A(1); A(); : : : ; A(n−1))]
has components in Z4, and then if a(X ) is the corresponding polynomial of a, #(a(X ))=
A. In fact, it is suOcient to show that A(t)∈R4(u; 1). But this is clear, since
A(t) =
∑
i∈I
Tmi(Ai
it)∈R4(u; 1):
This completes the proof.
We now wish to use this fact to describe a cyclic code in terms of its generator
polynomials. First, recall that if n is odd, the polynomial X n − 1 factors uniquely into
monic irreducible polynomials fi in Z4[X ],
X n − 1 = f1f2 : : : fr;
where r is the number of 2-cyclotomic cosets modulo n. We de-ne f(X ) to be the
minimal polynomial of i over Z4 if f is the unique monic irreducible polynomial
divisor of X n − 1 that has i as a root. It is also the only monic polynomial of least
degree having i as a root.
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Lemma 4. Let fj be the minimal polynomial of j in Z4[X ]. Then
1. fj(uj) ≡ 0 (mod 〈u− 1〉),
2. fj([uj]2) = 0,
3. If g∈Z4[X ] is a monic polynomial such that g=fj+2h, where deg(h)¡deg(fj),
then g(uj) ≡ 0 (mod 〈u− 1 + 2t〉) for some unique t ∈Tm.
Proof. (1) Write fj(X )=f0; j(X )+Xf1; j(X ), where f0; j ; f1; j are polynomials in X 2.
Note neither f0; j nor f1; j can have j as a root, since this contradicts the minimality
of fj. Then
fj(uj) =f0; j(j) + ujf1; j(j)
=−jf1; j(j) + ujf1; j(j)
= (u− 1)jf1; j(j):
This proves (1). (2) is clear since fj(2j)=fj(j)f =0. To prove (3), note 2h(uj) ≡
0 (mod 〈u − 1〉), since otherwise h(j) ≡ 0mod 2, again contradicting the minimality
of fj. Thus using this fact and the division algorithm for GR(4; m)[u], we have that
for some A; B; C ∈Tm; A = 0, we have
g(ui) = (A+ 2B)(u− 1) + 2C
= (A+ 2B)(u− 1) + 2CA−1(A+ 2B)
= (A+ 2B)[(u− 1) + 2CA−1]:
So g(uj)∈ 〈u− 1 + 2CA−1〉. In fact, C is uniquely determined by h, so the proof is
complete.
Theorem 3. Let n be odd and C be an ideal in Z4[X ]=(X 2n − 1). Then C is of the
form
〈a1(X 2)a2(X 2)a3(X 2)b˜(X )c(X ); 2a1(X 2)a2(X )b(X )〉;
where X n−1=a1a2a3bcd, a1; a2; a3; b; c and d are monic and pairwise relatively prime
in Z4[X ], and b˜(X ) is a monic polynomial such that b˜ ≡ b (mod 2Z4[X ]).
Proof. Let I be the set of distinct 2-cyclotomic coset representatives modulo n. Via
the map #, we know C is isomorphic to the direct sum
⊕
i∈I
Ci ;
where Ci is an ideal of the ring R4(u; mi), and this ideal consists of all elements g(ui),
where g(X )∈C. (Hereafter this sum will be called the decomposition of C.) De-ne
the polynomials a1; a2; a3; b; c to be products of monic divisors fi of X n − 1 based
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on the following rules:
• fi | a1 if Ci = 〈0〉,
• fi | a2 if Ci = 〈2u+ 2〉,
• fi | a3 if Ci = 〈2〉,
• fi | c if Ci = 〈2; u− 1〉,
• fi | b if Ci = 〈u− 1 + 2t〉 for some t ∈Tm.
If g(X ) is in the ideal
〈a1(X 2)a2(X 2)a3(X 2)b˜(X )c(X ); 2a1(X 2)a2(X )b(X )〉;
then by using the previous lemma, we see that g(ui)∈Ci for all i∈ I . (The choice of
t depends on the choice of b˜.)
Corollary 1. If I is a complete set of 2-cyclotomic coset representatives modulo n (n
odd) and mi is the size of the 2-cyclotomic coset containing i, then the number of
cyclic codes over Z4 of length 2n is∏
i∈I
(5 + 2mi):
Proof. The number of ideals in ring R4(u; mi) is 5 + 2mi . (The 2mi ideals are of the
form 〈u− 1 + 2t〉, t ∈Tmi .)
It is interesting to note that the class of cyclic codes of even length is a much larger
class than the cyclic codes of odd length. For example, there are only 27 cyclic codes
of length 7, but 1183 cyclic codes of length 14. Also, there are 31,525,197,391,593,507
distinct cyclic codes of length 106 over Z4. This is largely due to the fact that there
are 252 possible monic liftings of the polynomial X 52 + · · · + X + 1 in Z4[X ], which
in turn correspond to the 252 choices of t ∈T52. However, as we shall see in Section
3, this does not necessarily guarantee codes with good weight properties.
2. The size and dual of cyclic codes
2.1. The size of cyclic codes
Lemma 5. If C is a cyclic code of length 2n over Z4, and
C = 〈a1(X 2)a2(X 2)a3(X 2)b˜(X )c(X ); 2a1(X 2)a2(X )b(X )〉;
where a1a2a3bcd= X n − 1 and b˜ is monic and b˜ ≡ b (mod 2Z4[X ]), then C has size
4k12k2 , where
k1 = 2deg(d) + deg(b) + deg(c);
k2 = deg(a2) + 2deg(a3) + deg(c):
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Proof. If I is a complete set of 2-cyclotomic coset representatives modulo n, then the
size of C is∏
i∈I
|Ci|;
where Ci is the ideal of R4(u; mi) generated by the set {g(ui): g(X )∈C}. Note
• if Ci = 〈1〉, then d(i) = 0 and |Ci|= 42mi ,
• if Ci = 〈2; u− 1〉, then c(i) = 0 and |Ci|= 4mi2mi ,
• if Ci = 〈2〉, then a3(i) = 0 and |Ci|= 4mi ,
• if Ci = 〈u− 1 + 2t〉, then b(i) = 0 and |Ci|= 4mi ,
• if Ci = 〈2u+ 2〉, then a2(i) = 0 and |Ci|= 2mi ,
• if Ci = 〈0〉, then a1(i) = 0 and |Ci|= 1.
Calculating the product, we get the exponents k1 and k2.
2.2. The duals of cyclic codes
To calculate the dual of a cyclic code of length 2n, we make several preliminary
observations. First, note that if U and V are constacyclic codes in R[X ]=〈X n−u〉, then
U and V are dual if and only if  (U) and  (V) are dual in (Z4)2n. Indeed, if u∈U
and v∈V, where u= (a0 + b0u; : : : ; an−1 + bn−1u) and v= (r0 + s0u; : : : ; rn−1 + sn−1u),
then
〈u; v〉=
n−1∑
i=0
(airi + bisi) + u
n−1∑
i=0
(ribi + aisi):
The -rst sum is 〈 (u);  (v)〉 and the second sum is 〈 (u); (( (v))〉, where ( represents
a cyclic shift of n coordinates. Thus we see that if  (U) and  (V) are cyclic and U
and V are dual, then  (U) and  (V) are also dual. Therefore we see it is suOcient
to -nd the dual of the corresponding constacyclic code over R.
Lemma 6. If u; v∈Rn, and U (Z) =∑UiZi and V (Z) =∑ViZi are the respective
MS polynomials of  (u) and  (v), and UiVn−i = 0 for 06 i6 n, then 〈u; v¿= 0:
Proof. Recall from the Inversion Formula that if U (Z) is the MS polynomial for  (u),
then for 06 t6 n− 1,
ut = ut
1
n
U (t):
Thus,
n−1∑
i=0
uivi =
1
n2
n−1∑
i=0
U (i)V (i)
=
1
n2
n−1∑
i=0

n−1∑
j=0
Uj−ij

(n−1∑
k=0
Vk−ik
)
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=
1
n2
n−1∑
j=0
Uj
n−1∑
k=0
Vk
n−1∑
i=0
i( j+k)
=
1
n2
n−1∑
j=0
UjVn−jn
= 0:
Thus if C and D are cyclic codes of length 2n over Z4, and if they have the property
that CiDn−i = 0 for MS polynomials
∑
CiZi of C and
∑
DiZi of D, then D ⊆ C⊥.
Note that the coeOcient Ci comes from the ideal Cn−i of R4(u; mi).
We also remark that in the ring R4(u; m), 〈0〉 is the largest annihilator of 〈1〉,
〈2; u− 1〉 is the largest annihilator of 〈2u+ 2〉, 〈2〉 is the largest annihilator of itself,
and if t ∈Tm, then 〈u−1+2t〉 is the largest annihilator of 〈u−1+2s〉, where s∈Tm
is the unique element such that s ≡ t + 1 (mod 2).
Lemma 7. Let C be a cyclic code over Z4 of length 2n (n odd), C⊥ be its dual, and
let
C = ⊕
i∈I
Ci ; C⊥ = ⊕
i∈I
Di
be their respective decompositions. Then C⊥ is de7ned by the properties
• Di = 〈1〉 if Cn−i = 〈0〉,
• Di = 〈2; u− 1〉 if Cn−i = 〈2u+ 2〉,
• Di = 〈2〉 if Cn−i = 〈2〉,
• Di = 〈u− 1 + 2t〉 if Cn−i = 〈u− 1 + 2s〉 and s ≡ t + 1mod 2,
• Di = 〈2u+ 2〉 if Cn−i = 〈2; u− 1〉,
• Di = 〈0〉 if Cn−i = 〈1〉.
Proof. Since CiDn−i =0 for all i, then if
∑
CiZi and
∑
DiZi are MS polynomials of
C and D, respectively, CiDn−i = 0 for all 06 i6 n. Thus D ⊆ C⊥ by the previous
lemma. Also, |Ci‖Dn−i|=42mi for all i∈ I , so that |C‖D|=42n. Hence D=C⊥.
Lemma 8. If b(X ) is a monic divisor of X n − 1 in Z4[X ], n odd, b˜(X ) is monic and
b˜(X ) ≡ b(X ) (mod 2Z4[X ]), then there is a unique monic polynomial b˜# ∈Z4[X ] such
that b(X 2) = b˜(X )b˜#(X ).
Proof. Without loss of generality, assume that b is irreducible, so that it is the minimal
polynomial of some element i. By the Division Algorithm for Z4[X ], there exist
q(X ); r(X ) such that
b(X 2) = q(X )b˜(X ) + r(X )
with deg(r)¡deg(b). Reducing modulo 2, we see that since Nr must be a multiple
of Nb and deg( Nr)¡deg( Nb), r(X )∈ 2Z4[X ]. This also shows that Nb ≡ Nq (mod 2). This
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implies that q(ui)b˜(ui)∈ 〈2u+2〉, and hence r(ui)∈ 〈2u+2〉. Since the degree of r
is less than that of the minimal polynomial of i, r(X ) = 0. So b˜#(X ) can be de-ned
to be q(X ).
To show uniqueness, assume that there are two monic polynomials f; g such that
b˜f = b˜g = b(X 2). If b˜(ui)∈ 〈u − 1 + 2A〉 for some A∈Tm, then there is a unique
B∈Tm such that (u− 1 + 2A)(u− 1 + 2B) = 0, and so f(ui) and g(ui) must both
be in 〈u− 1+2B〉. But since f− g is of degree strictly less than the degree of b, then
f = g.
Recall that if f(X ) is a polynomial of degree m, the reciprocal polynomial of f
is f∗(X ) = Xmf(X−1), so that the roots of f∗ are the reciprocals of the roots of f.
Note that if b˜ is a lift of a divisor of X n − 1, then (b˜∗)# = (b˜#)∗.
We are now ready to give the dual of a cyclic code C in terms of its polynomial
generators.
Theorem 4. If C is a cyclic code of length 2n (n odd) over Z4, and
C = 〈a1(X 2)a2(X 2)a3(X 2)b˜(X )c(X ); 2a1(X 2)a2(X )b(X )〉;
where a1a2a3bcd= X n − 1, b˜ is monic and b˜ ≡ b (mod 2Z4[X ]), then
C⊥ = 〈d∗(X 2)c∗(X 2)a∗3 (X 2)b˜∗# (X )a∗2 (X ); 2d∗(X 2)c∗(X )b∗(X )〉:
Proof. Let D be the second ideal given above, and let Di = {g(ui): g(X )∈D}, and
de-ne Ci in the same way. If Ci = 〈2u+2〉, then a2(i)=0, which means a∗2 (−i)=0,
which means g(u−i) ≡ 0mod 〈2; u−1〉 for all g(X )∈D, which means Dn−i=〈2; u−1〉.
Similarly, if Ci = 〈u− 1 + 2t〉, then b˜(ui)∈ 〈u− 1 + 2t〉, b˜∗(u−i)∈ 〈u− 1 + 2t〉, and
b˜∗# (u
−i)∈ 〈u− 1+ 2s〉, where s ≡ t+1 (mod 2), and thus Dn−i = 〈u− 1+ 2s〉. Using
the same argument for the other cases, we see that CiDn−i = 0 for all i. According to
the previous lemma, D= C⊥.
2.3. Parity check matrices
Parity check matrices can be used to describe and decode cyclic codes. For cyclic
codes of oddly even length over Z4, we can determine the parity check matrix by
writing a codeword of the form g(X ) = g0(X ) + Xg1(X ), where g0; g1 are polynomials
in X 2, and analyzing the quantity
g(ui) = g0(i) + uig1(i):
For example, if g(ui) = 0, then g0(i) = g1(i) = 0. If g(ui)∈ 〈u− 1 + 2t〉 for some
t ∈Tm, and s= t + 1 (mod 2), then since (u− 1 + 2s)(g0(i) + uig1(i)) = 0, we see
that
g0(i) + (−1 + 2s)ig1(i) = 0;
g0(i) + (1 + 2t)ig1(i) = 0:
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Continuing in this way, we see that if
C = 〈a1(X 2)a2(X 2)a3(X 2)b˜(X )c(X ); 2a1(X 2)a2(X )b(X )〉
and c∈C, we can use the following rules for determining the parity check matrix.
• if a1(s) = 0, then c is orthogonal to[
1 0 2s 0 4s 0 · · · (2n−2)s 0
0 s 0 3s 0 5s · · · 0 (2n−1)s
]
;
• if a2(s) = 0, then c is orthogonal to[
1 −s 2s −3s · · · (2n−2)s −(2n−1)s
2 0 22s 0 · · · 2(2n−2)s 0
]
;
• if a3(s) = 0, then c is orthogonal to[
2 0 22s 0 · · · 2(2n−2)s 0
0 2s 0 23s · · · 0 2(2n−1)s
]
;
• if c(s) = 0, then c is orthogonal to[
2 2s 22s 23s · · · 2(2n−1)s ] ;
• if b(s) = 0, then c is orthogonal to[
1 #s 2s #3s · · · (2n−2)s #(2n−1)s ] ;
where #= 1 + 2t, for the unique t ∈Tm such that b˜(us)∈ 〈u− 1 + 2t〉.
2.4. Some examples
Example 1. Suppose the codelength is N=6, so n=3. Let C=〈(X 2−1)(X 2+X −1)〉,
and let  be a primitive 3rd root of unity so that 2 +  + 1 = 0. The parity check
matrix for this code is

1 0 1 0 1 0
0 1 0 1 0 1
1 # 2 #3 4 #5

 ;
where # = 1 + 22. This is because g(u)∈ 〈u − 1 + 22〉 for all g(X )∈C. The dual
of C is ¡X 2 − X − 1¿, and by the ring version of Delsarte’s Theorem, we obtain a
trace description of C⊥:
C⊥ = {(a; b; a; b; : : : ; b) + (T2((#)i))2n−1i=0 : a; b∈Z4; ∈GR(4; 2)}:
Example 2. Suppose the codelength is N = 30, so n= 15.
X 15 − 1 = f0f1f3f5f7 ∈Z4[X ];
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where fi is the minimal polynomial of i (via the Hensel lift), and  is a primitive
15th root of unity, and 4 + + 1 ≡ 0 (mod 2). Let C be the ideal
〈f1(X 2)f5(X 2)f˜ 3(X ); 2f1(X 2)f3(X )〉:
The lift of f3 is de-ned in such a way that
f˜ 3(u3) ≡ 0 (mod 〈u− 1 + 2〉):
Then the parity check matrix for C is

1 0 2 0 4 0 · · · 28 0
0  0 3 0 5 · · · 0 29
1 #3 6 #9 12 #15 · · · (28)3 #(29)3
2 0 210 0 220 0 · · · 2(28)5 0
0 25 0 215 0 225 · · · 0 2(29)5


;
where #= 1 + 2.
The dual of C is D, where D is de-ned to be the cyclic code such that for all
d∈D,
d(u) = d(u) = 0; d(u5) ≡ 0 (mod 2)
d(u3) ≡ 0 (mod 〈u− 1 + 24〉):
Thus
C⊥ = 〈f0(X 2)f1(X 2)f5(X 2)f˜ 3 #(X ); 2f0(X 2)f1(X 2)f3(X )〉:
Note f3 is its own reciprocal polynomial.
2.5. Self-dual cyclic codes
It is now straightforward to determine the self-dual cyclic codes of length 2n over
Z4, where n is odd.
Lemma 9. If C is a cyclic code of length 2n (n odd) over Z4, and C ∼= ⊕Ci is its
decomposition, then C is self-dual if and only if CiCn−i =0 and |Ci‖Cn−i|=42mi for
all i.
Proof. Clear.
This means that if Ci = 〈1〉, Cn−i = 〈0〉. If Ci = 〈2; u − 1〉, then Cn−i = 〈2u + 2〉.
If Ci = 〈2〉, then Cn−i = 〈2〉. If Ci = 〈u − 1 + 2t〉, then Cn−i = 〈u − 1 + 2s〉, where
s= t + 1 (mod 2).
Observing the relationship between the ideals Ci and the generator polynomials given
in the proof of Theorem 3, it is easy to deduce the next theorem.
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Theorem 5. If C is a cyclic code of length 2n (n odd) over Z4, and
C = 〈a1(X 2)a2(X 2)a3(X 2)b˜(X )c(X ); 2a1(X 2)a2(X )b(X )〉;
where a1a2a3bcd = X n − 1, b˜ is monic and b˜ ≡ bmod 2Z4[X ], then C is self-dual if
and only if a1 = d∗, a2 = c∗, a3 = a∗3 , and b˜= b˜
∗
# .
Corollary 2. If −1 ≡ 2a (mod n), for some a, then the only cyclic self-dual code of
length 2n over Z4 is 2(Z4)2n.
Proof. In this case Ci = Cn−i for all i, so Ci = 〈2〉 for all i.
Example. There are 13 self-dual codes of length 14 over Z4. In the decomposition of
each of these codes, C0 = 〈2〉, C1 and C3 are chosen so they annihilate each other. If
X 7− 1=f0f1f3, where f0 =X − 1, f1 =X 3 + 2X 2 +X − 1, f3 =X 3−X 2 + 2X − 1,
then the -rst -ve self-dual codes are
〈f1(X 2)f0(X 2); 2f1(X 2)〉; 〈f3(X 2)f0(X 2); 2f3(X 2)〉;
〈f1(X 2)f0(X 2)f3(X ); 2f1(X )〉; 〈f3(X 2)f0(X 2)f1(X ); 2f3(X )〉;
〈2〉
and the other eight are of the forms 〈f0(X 2)f˜ 1(X )(f˜ 1)∗# (X )〉. For example, the
code
〈X 8 + X 7 + 2X 6 + 2X 4 + 2X 2 − X + 1; 2(X 6 + X 5 + X 4 + X 3 + X 2 + X + 1)〉
is self-dual (but has a minimum Lee weight of only 4).
3. Minimum Lee weights of cyclic codes
We now present some results on the minimum Lee weights of cyclic codes of length
2n over Z4. Unfortunately, like their binary counterparts, quaternary cyclic codes of
even length turn out to be asymptotically bad, and in many cases their weights are no
better than the weight of a cyclic code of odd length. However, the fact that the class
of oddly even cyclic codes over Z4 is quite large should give some hope that some
good codes exist for certain lengths.
Recall that in the ring Z4, the Lee weight of 0,1,2 and 3 is 0,1,2 and 1 respectively.
The Lee weight of a vector in ZN4 is the rational sum of the Lee weights of its
components. The smallest nonzero Lee weight among the codewords of C is called
the minimum Lee weight of C. It is signi-cant because the minimum Lee weight of
C is equal to the minimum Hamming distance of the .(C), the binary Gray image of
C [6]. A code over Z4 of length N with M codewords and minimum Lee weight d is
an (N;M; d) code.
As with repeated-root cyclic codes, codes of oddly even length over Z4 have a con-
catenated structure, in which codewords are composed of codewords from cyclic codes
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of length n. To avoid confusion, we make the following notation: if f is a polynomial
of degree less than n, let 〈f〉n denote the ideal generated by f in Z4[X ]=(X n − 1). If
no subscript is given, then 〈f〉 is the ideal generated by f in Z4[X ]=(X 2n − 1).
Let c∈ (Z4)2n have MS polynomial A(Z)+ (u− 1)B(Z), where A(Z) and B(Z) have
coeOcients in GR(4; m). By the Inversion Formula, c is permutation equivalent to a
vector of the form (a − b|b), where a and b are vectors of length n corresponding to
polynomials A(Z) and B(Z), respectively.
Now assume that c is a codeword of the code
〈a1(X 2)a2(X 2)a3(X 2)b(X )c(X ); 2a1(X 2)a2(X )b(X )〉;
where a1a2a3bcd= X n − 1. We can determine which cyclic codes that a and b come
from by looking at the coeOcients of their MS polynomials.
To begin, if i is a root of a1, then A−i = B−i = 0, and a; b∈ 〈a1〉n. If i is a root
of a2, then A−i = 0 and B−i ≡ 0 (mod 2), so a∈ 〈a2〉n and b∈ 〈a2; 2〉n. Continuing in
this way, we also see that a must lie in 〈a3; 2〉n; 〈b〉n, and 〈c; 2〉n, whereas b must lie
in 〈a3; 2〉. Summarizing, we get the following.
Theorem 6. If C is a cyclic code of length 2n (n odd) over Z4, and
C = 〈a1(X 2)a2(X 2)a3(X 2)b(X )c(X ); 2a1(X 2)a2(X )b(X )〉;
where a1a2a3bcd=X n − 1, then every codeword of C is of the form (a− b|b), where
a∈ 〈a1a2a3bc; 2a1a2b〉n, and b∈ 〈a1a2a3; 2a1〉n.
Corollary 3. If C is a cyclic code of length 2n (n odd) over Z4, and
C = 〈a1(X 2)a2(X 2)a3(X 2)b(X )c(X ); 2a1(X 2)a2(X )b(X )〉;
where a1a2a3bcd=X n− 1, and d1 is the minimum Lee weight of 〈a1a2a3bc; 2a1a2b〉n,
and d2 is the minimum Lee weight of 〈a1a2a3; 2a1〉n, then the minimum Lee weight
of C is equal to min {d1; 2d2}.
Proof. Both a− b and b are codewords of 〈a1a2a3; 2a1〉n. When b= 0 or a= b, then
the Lee weight of c is at least d1.
Thus the weight of a code of this type is never better than the weight of a cyclic code
of length n. We do get a slight improvement when the polynomial b(X ) is replaced
with a lift.
Theorem 7. Let C be a cyclic code of length 2n (n odd) over Z4, and
C = 〈a1(X 2)a2(X 2)a3(X 2)b˜(X )c(X ); 2a1(X 2)a2(X )b(X )〉;
where a1a2a3bcd=X n−1 and b˜ is a monic polynomial such that b˜ ≡ b (mod 2Z4[X ]).
Then every codeword of C is of the form (a − b|b), where a∈ 〈a1a2a3bc; 2a1a2〉n,
b∈ 〈a1a2a3; 2a1〉n, and a + 2((b)∈ 〈b〉n, where ( is a shift of a 7xed number of
coordinates.
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Proof. If i is a root of b, then g(ui)∈ 〈u−1+2j〉, for all g(X )∈C, for some -xed
integer j, 06 j6 n− 1. This means that if A(Z) + (u− 1)B(Z) is an MS polynomial
of C,
A−i = 2B−ij;
so that a∈ 〈b; 2〉. Also, noting that B(−jZ) is the MS polynomial of b shifted by j
positions, we see that a+2((b)∈ 〈b〉n, where ( is the shift by n− j coordinates. (Note
that a diKerent choice of b˜(X ) will produce a diKerent value of j.) The results for
when i is not a root of b carry through as before. This completes the proof.
Corollary 4. If C is a cyclic code of length 2n (n odd) over Z4 with minimum Lee
weight d, and
C = 〈a1(X 2)a2(X 2)a3(X 2)b˜(X )c(X ); 2a1(X 2)a2(X )b(X )〉;
where a1a2a3bcd= X n − 1 and b˜ is monic with b˜ ≡ b (mod 2Z4[X ]), then
min {d1; 2d2}6d6 4d3;
where d1 is the minimum Lee weight of 〈a1a2a3bc; 2a1a2〉n, d2 is the minimum Lee
weight of 〈a1a2a3; 2a1〉n, and d3 is the minimum Hamming weight of the binary code
〈a1〉 of length n.
Proof. It is clear that d¿min{d1; 2d2}; the argument is the same as in Corollary 3.
If b=2v, where v is a minimum weight codeword of 〈a1〉n, then b∈ 〈a1a2a3; 2a1〉 and
then (b|b) is a codeword of C of Lee weight 4d3.
The fact that the lower bound is not always sharp comes from the fact minimum
Lee weight codewords from the two codes of length n might not satisfy the condition
that a + 2((b)∈ 〈b〉n. However, it may be that there is no code whose weight attains
the upper bound.
3.1. Minimal cyclic codes
A minimal cyclic code of length 2n over Z4 is a cyclic code Ms such that for some
s, 06 s6 n− 1,
c(ur) = 0 ∀c(X )∈Ms; ∀r ∈ cl2(s):
A minimal cyclic code is isomorphic to an ideal of R4(u; ms) via the map
R4(u; ms) →Ms;
 →  
(
1
n
[1; u; 1; u; : : : ; 1] ∗ (A(1); : : : ; A(n−1))
)
;
where
A(Z) = Z−s + fZ−2s + · · ·+ f
ms−1
Z−2
ms−1s:
These codes seem to be among the best cyclic codes to consider, and their minimum
Lee weights are easy to compute.
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Table 1
Minimal cyclic codes of length 2n (f(X ) = (X n − 1)=fs(X ))
Ms Size C1 C2 Min. Lee wt.
〈f(X 2)〉 42ms 〈f〉n 〈f〉n d(Ds)
〈f(X 2)fs(X ); 2f(X 2)〉 4ms2ms 〈2f〉n 〈f〉n 2d(Hs)
〈f(X 2)fs(X )〉 4ms 0 〈f〉n 2d(Ds)
〈2f(X 2)〉 4ms 〈2f〉n 〈2f〉n 2d(Hs)
〈2f(X 2)fs(X )〉 2ms 0 〈2f〉n 4d(Hs)
Let fs(X ) be the minimal polynomial of s over Z4, which is also a monic divisor
of X n − 1. In terms of polynomial generators, a minimal cyclic code is of the form
Ms = 〈a1(X 2)a2(X 2)a3(X 2)b˜(X )c(X ); 2a1(X 2)a2(X )b(X )〉;
where a1(X )= (X n− 1)=fs(X ), and at most one of the polynomials a2; a3; b; c is equal
to fs, the rest are equal to 1 (b˜ is still a monic lift of b).
Let Ds = 〈a1〉n and hs = Ds reduced modulo 2. Note that Ds is a minimal cyclic
code over Z4 of length n and Hs is a binary minimal cyclic code of length n. Let
d(Ds) be the minimum Lee distance of Ds, and let d(Hs) be the minimum Hamming
distance of Hs. A codeword of Ms is of the form
(a − b|b);
where a∈C1 and b∈C2, and C1 and C2 are certain cyclic codes of length n that
are equal to either Ds, 2Hs, or 〈0〉. We summarize the results for codes in which
Ms ∼= 〈u− 1 + 2t〉, where t ∈T∗ms in Table 1.
Now we consider minimal codes of the form 〈f(X 2)f˜s(X )〉, where f˜ s(X )=fs(X )+
2g(X ), where deg(g)¡deg(fs). Such a code is isomorphic to an ideal 〈u− 1 + 2j〉,
where j is some integer, 06 j6 n − 1. In this case, a codeword is of the form
(a + b|b), where a∈ 2Hs, b∈Ds, and a + 2((b)∈¡fs〉n, ( being some cyclic shift
of coordinates depending on j. But this means that every nth root of unity is a root of
the polynomial corresponding to a+2((b), so this vector must be zero. Thus a typical
codeword must be permutation-equivalent to the form
(2((b) + b|b):
Both the left and right halves of this vector are codewords of Ds, and if b∈ 2Hs, then
(b|b) is a codeword. From these remarks and Corollary 4, we get the following.
Theorem 8. If Ms=〈f(X 2)f˜ s(X )〉, where f(X )fs(X )=X n−1 and f˜ s(X )=fs(X )+
2g(X ), deg(g)¡deg(fs), and d is the minimum Lee distance of Ms, then
2d(Ds)6d6 4d(Hs);
where d(Ds) is the minimum Lee distance of 〈f(X )〉n and d(Hs) is the minimum
Hamming distance of the binary cyclic code 〈f(X )〉n.
As an example of a minimal code that is better than the lower bound 2d(Ds),
consider the code from Example 1, C = 〈(X 2 − 1)(X 2 + X − 1)〉. This code has
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minimum Lee weight 6, whereas the code 〈(X 2 − 1)(X 2 + X + 1)〉 has minimum
Lee weight 4. The Gray image of C yields a nonlinear binary (12; 24; 6) code, which
equals the performance of the best-known binary linear code with the same parameters.
This example indicates that these are the types of codes that are worth investigating, by
using various choices for f˜. This example also shows that codes with diKerent choices
of f˜ do not necessarily give equivalent codes.
Finally, it is worth noting that a speci-c class of minimal cyclic codes has been
studied in [12,2] in the context of quadriphase sequence design. There the codes
〈f(X 2)f˜(X )〉 are given by the trace description
{(Tms((#−s)i))2n−1i=0 : ∈GR(4; ms)}
with # = 1 + 20, 0∈Tm. (This description can also be obtained from the Inversion
formula.) The authors of [12,2] give interesting weight properties of these codes.
3.2. Idempotents
Let Ne(X ) be the idempotent generator of the cyclic code 〈 Nf〉n in F2[X ]=(X n + 1),
where Nf is a divisor of X n + 1 in F2[X ], and let f(X ) be the Hensel lift of Nf. Now
let e(X ) = [ Ne(X )]2 calculated in Z4[X ] modulo (X n − 1). It has been shown that e(X )
is the idempotent generator of 〈f〉n in Z4[X ]=(X n − 1). Since
e(X )2 = e(X ) + a(X )(X n − 1)
for some a(X ), substituting X 2 for X gives
e(X 2)2 = e(X 2) + a(X 2)(X 2n − 1):
Thus e(X 2) is an idempotent in Z4[X ]=(X 2n − 1), and since the transform vector cor-
responding to e(X 2) consists of only 0’s and 1’s, we get that e(X 2) is the idempotent
generator of 〈f(X 2)〉. Hence we have shown that
Theorem 9. If f is a divisor of X n − 1 in Z4[X ], the code 〈f(X 2)〉 has a unique
idempotent generator, namely e(X 2), where e(X ) is the idempotent generator of 〈f〉n
in Z4[X ]=(X n− 1). Furthermore, 〈f(X 2)〉 is the only type of cyclic code of length 2n
that has an idempotent generator.
This last statement is true since any other type of code will have nonzero nonunits in
its transform vector, and idempotents only have 0’s and 1’s in their transform vector.
3.3. The asymptotic badness of cyclic codes
As stated in the beginning of this section, despite the fact that the class of cyclic
codes over Z4 of length 2n is quite large, it is still asymptotically bad; their Gray
images do not perform well against optimal binary codes. This follows from the upper
bounds given in Corollaries 3 and 4. In one case, the minimum distance is no better
than the minimum Lee weight of the quaternary cyclic code 〈a1a2a3bc; 2a1a2b〉. In the
other case, the minimum distance is no better than 4 times the minimum Hamming
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Table 2
Some optimal codes of oddly even length
Length Code Parameters
6 〈(X 2 − 1)(X 2 + X − 1)〉 (6; 42; 6)
10 〈(X 2 − 1)(X 4 + X 3 − X 2 + X + 1)〉 (10; 44; 8)
14 〈(X 2 − 1)(X 6 + 2X 4 + X 2 − 1)(X 3 + X 2 + 2X + 1)〉 (14; 43; 12)
distance of 〈a1〉. In this case, a sequence of good quaternary cyclic codes of length n
implies the existence of a sequence of good binary cyclic codes (but not vice versa).
Even minimal cyclic codes are asymptotically bad. This is because the lengths and
minimum distances are increasing much faster than the rates. For example, take the
minimal cyclic code Cm= 〈f(X 2)f˜ 1(X )〉, of length 2(2m−1), m odd, where f1(X ) is
the minimal polynomial of a primitive element ∈GR(4; m) and f(X )f1(X )=X n−1.
It is known [6] that the minimum Lee weight of 〈f(X 2)〉 is 2m − 2(m−1)=2. From
Corollary 4, if d is the minimum Lee distance of Cm, then
2m+1 − 2(m+1)=26d6 2m+1 − 4:
Yet the size of the code is still 4m. This means the Gray image .(C) performs no
better than a binary linear [2m+2− 4; 2m; 2m+1− 4] code. The dimension increases at a
polynomial rate, while the lengths and distances increase exponentially.
Nonetheless, there are a few cases when cyclic codes of oddly even length are
optimal. Three examples we have found are given in Table 2. It is interesting to note
that for the case of length 10, diKerent codes of the form 〈(X 2 − 1)f˜(X )〉, where f˜
is a lift of X 4 + X 3 + X 2 + X + 1, were found whose minimum Lee weights were 4,
6, and 8.
It would be interesting to see what other optimal codes exist in this class.
4. Conclusion
We have classi-ed all codes of oddly even length over Z4, and have found that
this is a relatively large class of codes (compared to cyclic codes of odd length). It
would be interesting to see what applications could come from the size of this class. It
remains to be seen if it contains any optimal codes. Open problems include the study
of cyclic codes over Z4 of other even lengths and the study of cyclic codes over Zpa
of lengths divisible by p. In particular, it would be interesting to study oddly even
cyclic codes over Z2k and the generalized Gray map images [4] of these codes.
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