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Abstract. Algorithms on computations on abelian permutation groups are presented here. An 
algorithm for computing the complete structure, algorithms for membership-inclusion testing and 
an algorithm for computing the intersection of abelian permutation groups are given. Their 
worst-case time complexity iF a polynomial of degree 4 in terms of n, the number of points moved 
by the group. The upper bounos on the running time of the algorithms shown here improve the 
bounds on the above problems cited in the literature. 
1. Iatroductisn 
Here computational problems on permutation groups represented by a set of 
generators are investigated. In general, computing the order, the canonical structure, 
a set of defining relations, a basis, etc. for abstract abelian groups requires exponen- 
tial tir,:he (see [7, S]), but it will be shown that such computations in abelian 
permutation groups require polynomial time in terms of the number of points moved 
by the group. Furst-Hopcroft-Luks (abbreviated FHL) in [4] showed that computing 
the order and membership testing in a permutation group can be done in polynomial 
time. 
The running time of the algorithms is measured in terms of elementary operations, 
where an elementary operation is a boolean operation between two binary bits or 
a shift. Also it is assumed that every permutation is represented as a product of 
disjoint cycles and each point moved by the permutation group requires a constant 
number of memory bits for computer epresentation. 
An algorithm for computing the complete structure (and order) of an abelian 
permuta!ion group is presented here. Given k generators for an abelian permutation 
group G acting on n points, the alg (kn“ log n log log n) elementary 
operations in the worst case. The mputes the order of the group 
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and a set of ‘strong generators’ for 
operations. 
a permutation group in 0( kn2+ n6) elementary 
Algorithms testing membership and inclusion are presented; their worst-case 
complexity is of 0(kE4 log n log log n) elementary operations, where k is the number 
of group generators. The FHL membership test in general permutation groups 
requires 0( kra2 + n6) elementary operations. 
‘Ihe well-known problem of graph isomorphism is polynomial time reducible to 
the problem of the permutation group intersection. Here we give two algorithms 
for computing a solution of a special case of the latter problem, that is, the 
intersection of abelian permutation groups; one algorithm is for the case in which 
the union of the groups (whose intersection is desired to be computed) is abelian 
and another one for the nonabelian case. Both the algorithms require 0(( k + m + 
n)n4 log n log log n) elementary operations, where k and m are the cardinality 
numbers of the generating sets of the groups involved and n is the number of points 
moved by the groups. Hoffman in [S] gave an algorithm for computing the intersec- 
tion of normal permutation groups requiring 0(( k + m)n2 + n6) elementary 
operations; our intersection problem is a special case of Hoffman’s problem. 
In [lo] another intersection algorithm is analysed; its worst-case time complexity 
is asymptotically the same as the time complexity of the algorithms presented here, 
but it makes use of combinatorial techniques in comparison to the group-theoretic 
technique? used here. We believe that the intersection algorithms-the one in [lo] 
and the one presented here-can lead to a polynomial time solution of the open 
problem of the ‘abelian graph isomorphism’ proposed by Hoffman in [5]; that is, 
the graph isomorphism problem under the constraint hat the automorphism group 
of the graph is abelian. 
Also recently McKenzie and Cook in 1123 studied the abelian membership 
problem; they investigated the problem from the ‘parallel computation’ point of 
view and as a starting point of research for classifying ‘in parallel’ the graph 
isomorphism problem. All algorithms presented here can be modified to give fast 
parallel ones and also it can be shown that all problems studied here belong to 
RN (see [ 121, for definition); i.e., they require random polynomial parallel time 
and they are polylog time reducible to the problem of solving (in parallel) systems 
of linear equations (see [9]). 
inaries 
2.1. Some group-theoretic results 
Let G be a permutation group acting on the set of points a. A set A E 0 is called 
a jIXe4i block if 
={g(S):dkA,g~G}. 
f g moves all t oints of F into r, then gr 
duct of the cycles of g which move points of r, otherwise 
Algorithms for rlrbelian permutation groups 213 
gr is not defined; the permutation gr is called the restriction of g on E ket r E In 
and let 
Gr = {gr : gr is well defined and g E C}. 
If r is a fixed block, then Gr is called constituent, otherwise it is called pseudo- 
constituent. Note that Gr is a group. 
If the only fixed blocks of a group G are the trivial fixed blocks 0 and Q then 
G is called transitive. Also a minimal nonempty fixed block of a group is called an 
orbit. 
Proposition 2.1. Suppose that G is an abelian permutation group acting on n points. 
7hen 
(i) IGl s 3”j3; 
(ii) if G is transitive, then 1 G( = n. 
Proof. (i) See 13, exercise 2.411. 
(ii) See [13]. 0 
2.2. Some complexity results 
Two algorithms for computing the order of an abelian group represented by an 
explicit set of generators (not necessarily permutations) are examined in the follow- 
ing two propositions; these algorithms are usually applied to groups like the 
multiplicative group of integers modulo n, the Form Class group (binary quadratic 
forms) etc. Both propositions assume that each generator can be represented by 
O(log 1 GI) binary bits and the time required for a group operation is denoted by & 
Proposition 2.2 (Iliopoulos [8]). Given a set of k explicit generators for an abelian 
group G, there exists an algorithm for computing the complete structure of G in 
w~I “2+ee) lementary operations. 
Propositioa 2.3 (I!iopoulos 191). Given an explicit basis for an abelian group F and 
a set of k generators for an subgroup G of F expressed in terms of the basis elements 
of F, there exists an algorithm for computing a complete basis for G in 
O(k log31 FIM(log IFI) + k log21 FI[) 
elementary operations, where (1) = 0( 1 log 1 log log 1) denotes the time required for 
multiplication of two 1 bit integers. 
Given a set of k generators for a permutation group G acting on n 
there exists an algorithm for computing the orbits of G in 0( kn log%) ele 
operations. 
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roof. Suppose that gi = n j CJI or -- f 1 s i s k is a generating set for G, where the Cji’s 
are disjoint cycles for fixed j. Then one can compute all orbits ri of G, starting with 
i = 1 as follows: 
(1) Initialize ri = {S : 6 is a point moved by Cam}, where r and s are some fixed 
indices randomly chosen. 
(2) Search for all cycles cl”, which move points of ri (use ‘binary search’, see 
[l]). Then let 
ri := & v (6 : 8 is moved by clv and ~1~ moves at least one point of ri}. 
(3) If I”i is increased, then go to step (2), otherwise the computation of the orbit 
ri has been completed and then ‘cross out’ all cycles moving points of &, increase 
i by one and go to step (1). 
The computation of an orbit ri requires kl&l applications of the ‘binary search’ 
algorithm. Hence, the computation of all orbits requires 
0 
( 
k C l&l log*n = O(kn log*n) 
i > 
elementary operations, where we have used that ‘binary search’ requires O(log*n) 
elementary operations. El 
orollmy 2.5. Given the orbits and k generators for an abelian permutation group G 
acting on n points, one can construct generating sets for all constituents of G on its 
orbits in 0( kn log*n) elementary operations. 
roof. The computation of a generating set for a constituent of G on an orbit is 
done by restricting G’s generators on that orbit. The product of all cycles of a 
generator that move points of an orbit yields the required restriction on that orbit. 
Hence, for each point of an orbit, we search (using ‘binary search’) for cycles of 
the generator that move that point, and their product gives us the restriction. 
The analysis is similar to Proposition 2.4. Cl 
Now we consider the following result due to [6] on solving a linear system of 
equations over rings. 
roposition 2.6. There exists an algorithm for solving a linear system of n equations 
and m variables over d in O((n + m)*M(log d)) elementary operations. 
sition .7 (Power algorithm; see Knuth [ 111). 7here exists an algorithm for 
computing the k-th power of an integer, which requires O(log k) multiplications. 
re 
e computatiom of t e order of a group represented by a 
e hard requiring 0 I’/*+‘) steps (see 17, $1). Since the or 
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an abelian permutation group can be as big as 3”13, algorithms for general abelian 
groups are not useful for computations in permutation groups. Moreover, the FHL 
algorithm for computing the order of a permutation group runs in polynomial time, 
but in the case of an abelian group it does not yield information about its complete 
structure and therefore, an efficient algorithm is needed for that case. 
Algorithm 3.1. 
Input: An abelian permutation group G = (g, , . . . , g,J acting on n points. 











all orbits ri for 1 s i s t of G; 
use the algorithm of Proposition 2.4. 
a generating set for Gq for 1 s i s t; 
use the algorithm of Proposition 2.5. 
a basis for Gri for 1 s is t; 
use the algorithm of Proposition 2.2. 
Gra x . . .xG’;; 
the structure of G as subgroup of G*; 
use the algorithm of Proposition 2.3. Note that G is a subgroup of 
G* and the structure of G* is known. 
end. 
Proposition 3.2. Algorithm 3.1 correctly computes the complete structure of G in 
0( k log31 G*IM( log I G*J) + kn log*) G*I + kn log’n + n3’*+&) 
elemen tar-y operations. 
Proof. The correctness of the algorithm follows from Propositions 2.2-2.5. 
Steps (1) and (2) require 0( kn log*n) elementary operations from Propositions 
2.4 and 2.5. 
One group operation in G requires at most n elementary operations and the order 
of each constituent Gfi is of 0(1&l) ( see Proposition 2.1 (ii)). Therefore, step (3) 
requires 
0 
elementary operations, using Proposition 2.2. 
From Proposition 2.3 it follows that step (3) requires 
O(k log31G*(M(log IG*I)+ k log*lG*ln) 
elementary operations. Cl 
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Corollary 3.3. Algorithm 3.1 correctly computes the structure of G in 0( kn4 log n log 
log n) elementary operations. 
roof. T&is follows from Proposition 3.2 where we have used that IG*I s 3”‘3 
(Proposition 2.1(i)). Cl 
One may compare Algorithm 3.1 and the FHL algorithm in the following points: 
(i) The FHL algorithm does not compute the structure of abelian permutation 
groups. 
(ii) It is reasonable to assume that the number of generators k =J O(log 1 G() = O(n) 
(see [5] and [6, Theorem 51). Under this assumption the FHL algorithm requires 
0(n6) elementary operation and thus, in the abelian case, the upper bound is 
improved by a factor of O(n*-&) elementary operations. 
(iii) The FHL algorithm depends on the number of points moved by the group 
since it computes all the cosets Gj for 1 s is n, where Gi is the subgroup G which 
contains all permutations fixing the points { 1, . . . , i). From Proposition 3.2 one can 
see that Algorithm 3.1 depends on the size of the orbits rather than on the points 
moved by G. It is not difficult to see that Algorithm 3.1 is faster than the FHL 
algorithm in the case that the group has ‘large’ orbits. For example, in the case of 
an abelian permutation group with l&l = fn, ICI = in, iI’31 = in, Algorithm 3.i requires 
O(n 3’2+E) elementary operations in comparison to the O(d) running time of the 
FHL algorithm. 
4. embership-inclusion testing 
The following algorithm tests whether or not a permutation h belongs to an 
abelian permutation group G, given that G = (gl , . . . , gk). The algorithm has poly- 







compute all orbits ri of G for 1 s i s t; 
comment use the algorithm of Proposition 2.4. 
compute a basis {yli, yzi,. . . } for the constituent Gfi for 1 s is t; 
comment find the generating set by means of Proposition 2.5 and then use the 
algorithm of Proposition 2.3. 
compute IGl and a basis {b, , . . . , b,} for G; 
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(2) 
if such an expression does not exist t ‘h does not belong to F’ 
en 
let 
comment this is done by combining the results from (1). 
compute 
p!!+s* V l b,=fl y$(;) for 1QvSr; 
i.i 
(3) 
comment compute the expression in a manner similar to loop (4)-(6) 
if the system CL=, &,!‘)x~ =cvii +JJ&& Vi, j otler ZlGl is solvable then ‘h E G’ 
comment The system above follows from (1) and 
h= i b3. 
u=l 
(4 
else ‘h does not belong to 6’ 
end. 
Proposition 4.2. Algorithm 4.1 correctly tests whether or not h belongs to G in 
0( kn410g n log log n) elementary operations. 
Proof. In order to establish membership, it suffices to show the existence of the Xi’s 
of equation (4). One can see that the equations (2)-(4) imply 
and therefore, the system of step (8) and the correctness of the algorithm follows. 
Step (1) requires 0( kn log*n) elementary operations from Propositions 2.4 and 2.5. 
Step (2) requires t applications of the algorithm of Proposition 2.3. Therefore, it 
requires 0( k Cl=, lri11’2+E) = 0( kn’/*+‘) group operations b >tr pri;ing 
elementary operations. Moreover step (3) requires 0( kn410g n log log n) elementary 
operations by Corollary 3.3. 
Step (5) requires O(fl, Iymil) = O(lGl) group operations and thus loop (4)-(6) 
requires 0(x:,, IriI) = O(n) group operations, comprising 0( n*) elementary 
operations. Similarly, step (7) requires 0( kn*) elementary operations. 
The solvability of the system of step (8) can be done by means of the algorithm 
of Proposition 2.6; it requires 0(( r + n)n*M(log IGI)) elementary operations. Now 
using that r - = log IGl and that log ICI = O(n) (by Proposition 2.1(i)), it follows that 
step (8) requires at most 0( n410g n log log n) elementary operations. Cl 
. Given k generators for an abelian permutation group G acting on n 
an element h E G, there exists an algorithm for computing an expression o&f 
h in terms of the generators in 
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of. This follows from Proposition .2 and the expression is given by (4). 0 
Given generating sets for two abelian permutation groups acting on n 
points, there exists an algorithm for equality-inclusion testing which requires 0(( k + 
m)n%g n log log n) elementary operations, where k and m are the cardinality numbers 
of the generating sets. 
roof. The equality-inclusion testing can be done by using Algorithm 4.1 for testing 
each generator of the one group for membership in the second group. Cl 
emark. The above bound can easily be improved to 0(( kn + m)n310g n log log n) 
elementary operations by observing that 
(i) in every membership test after the first one, only the computation of loop 
(4)-(6) and step (8) of Algorithm 4.1 are necessary since all other steps carry out 
computations done in the first test; 
(ii) the coefficient matrix of the system of step (8) remains the same in all 
membership tests. 
Hence, knowing the Hermite normal form of the coefficient matrix provided by 
Hu’s algorithm by the first test, one can decide solvability by means of 0(n2) 
divisions. Therefore, the improved bound follows from the analysis of loop (4)-(6) 
in Proposition 4.3. 
5. Computing the intersection 
ere we investigate the problem of computing the intersection of two abelian 
permutation groups in two separate cases 
(i) when their union is abelian and 
(ii) when their union is noncommutative. 
In order to be able to separate the above cases, one needs an algorithm for testing 
the group F w G for commutativity. This can be done in G(km) group operations 
by merely testing whether or not fg = gf for each of the k generators of F and the 
m generators of G. 
5.1. Case of F v G abelian 
We shall compute the structure of the group F n G as a subgroup of the grcg.g? 
F u G using the algorithm of Proposition 2.3. This is done by first computing the 
complete structure of F n G and secondly by reducing the computation of the 
generating set of F n G to a linear diophantine system of equations. 
nerking sets {f, , . . . , fm} and {g, , . . . , gk} for the groups F and G respec- 
u G is abelian. 
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compute a basis { hl , . . . , h,} for F u G; 
ent apply Algorithm 3.1 on the union of the generating sets of F and G. 
compute (Y$S and &‘s such that 
comment use the algorithm of Corollary 4.3. 
solve the system 
f aiflj= i P+j+yilhil for 1s is v, over (6) 
j=l j=l 
comment the system 
m k 
n fi”i = n g;1 
j=l j=l 
let (Xl ,..., Xm, 21,. 
follows from (5) and 
(7) 
..,Zk, y ,,..., &)=s(l,,..., &)* With s an (m+v+k)xr 
matrix and the Zi’s free variables, which yields the set of all solutions of (6). 
then { 4 := n: 1 _f fu for 1 s j G r} is a generating set for F n 6. 
compute the structure of F n G as subgroup of F u G 
comment use Algorithm 2.3, since the structure of F u G is known. 
end. 
Proposition 5.2. Algorithm 5.1 correctly computes the structure of the intersection of
F and G in 0( (m + k)n410g n log log n) elementary operations. 
Proof. It is not difficult to see that all matches of relation (7) yield the total number 
of elements of the group F n G. Now from equations (5) and (7) one can deduce 
the system 
which implies system (6) of step (3). oreover, if the set of all solutions of the 
system (6) is that of step (4), then it follows that 
which implies that (6,) . . . , 6,) is a generating set for F n G. en=, the correctness 
of the algorithm follows. 
Step (1) requires o( (m -I- k)n410g 11 bg log n) elemen 
lso, step (2) requires the same title as ste 
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Step (3) makes use of Hu s algorithm for solving equations over rings comprising 
0( (nr + k)n3 log n log log n) elementary operations by Proposition 2.6 and the fact 
that vsm+k 
The computation of the generators 4$ of F n C at step (5) is done by means of 
the ‘power algorithm’; from Proposition 2.7 and the facts that sii E 
lFu Glc3”” (by Proposition 2.1(i)), step (5) requires O(rn)aO(n2) group 
operations. 
Step (6) requires 0( (m + k)n410g n log log n) elementary operations by Proposi- 
tion 2.3. 0 
5.2. The case of nonabelian union 
We shall reduce this case to the one described-in Section 5.1 by constructing two 
groups whose union is abelian and their intersection contains the intersection of F 
and G. The following theorem establishes these groups with the required properties. 
Theorem 5.3. Suppose that F, , . . . , F, and G1, . . . , G, are subgroups ofthe constituents 
of F and G respectively on their orbits rI, . . . , rr and AI, . . . , A,. Moreover, let 
F*=F,x-•xF,, G*=G,x-xG,, 
F’ = r;l, n Center( Fi v G”) and G’ = Gj n Center( Gj v F’), 
where E” is the pseudo-constituent ofFi on Aj and G” is the pseudo-constituent of Gj 
on ri. Further 




(i) %‘he group F” u 6’ is abelian; 
iii) F*nG*=fin 
roof. (i): Let y E F’ and S E G’. We shall show that yS = 8y. Now, assume that 
the commutativity does not hold and thus the restriction y’ of’ y on Aj doe: not 
belong to F”, Then there is a cycle c of y’ which moves at least one element of the 
orbit .E and at least one element of the orbit Aj. Therefore, it is not difficult to see 
thet d‘ does not commute with the elements of G” and, consequently, y does not 
com’mute with them. Hence, y does not belong to Center( Fi u G”), which implies 
that y does not belong to F’, a contradiction. 
(ii): It is obvious that 
h&F*nG*. (8) 
en a = y1 . . . y’, for some yi E Fi, and S = 5152, for 
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some S1 E G”. It is obvious that cu6 = Sa, which implies that 
k=l k=l 
Therefore, yi E Center( I;1: n G”) and consequently, Q! E 2 
By expressing cy in terms of elements of the Gi’s, one can show in a similar 
manner as above that cy E G. Hence, 
F*nG*&n&. (9) 















compute the orbits ri for 1 s is r, Aj for 1 sj s s of the groups F and G; 
compute generating sets for Fi := F’i and Gj := G*j vi, j; 
comment use the algorithms of Propositions 2.4 and 2.5. 
for each orbit of F and G do 
begin 
compute a generating set for G”:= Gp 
Fi * Fi n Center( Fi u G”); 
compute a generating set for F”:= Ffj; 
Gj + Gj n Center( Gi u F”); 
comment this is done by direct search, since 1 FiJ = O(n) = 1 Gjl* 
end 
F*+F,xe l XF, and G*+G,x***xG,; 
compute a basis for K := F* n G*; 
comment use Algorithm 5.1 since the group F* u G* is abelian; 
commutativity follows from Theorem 5.3. 
compute a basis for M := F n K ; 
comment use Algorithm 5.1 since the group F u K is abelian. 
compute a basis for M n G; 
comment use Algorithm 5.1 since the group Mu G is abelian. 
commentnotethat MnG=FnGnF*nG*=FnG. 
reposition 5.5. Algorithm 5.4 correctly computes the intersection of F and G in 
0(( m + k + n)n410g n log log n) elementary operations. 
of. It is not difficult to see the correctness of the algorithm, which follows from 
eorem 5.3, the ‘comments’ above and Proposition 5.2. 
Steps (l)-(2) require 0( (k + m)n log*n) elementary operations by Propositions 
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Steps (4) and (6) require merely O(llr_l’log*lril) and O(~A~~‘lOg’~A~~) elementary 
operations respectively by Proposition 2.5 and the fact that t e generating sets are 
of cardinality less than II’il and IAjl respectively by Proposition 2.l(ii). 
Steps (5) and (7) require O(lriI*) and O(lAjl’) group operations respectively for 
direct computations, using the fact that the groups involved are subgroups of 
transitive groups (see comment below step (7) and Proposition 2.l(ii)). 
Therefore, loop (3)-(8) requires 
0 i I&(*+ i lAjl* =O(n3) 
i=l j=l > 
group operations comprising O(rr4) elementary operations. 
The cardinality number of the generating set of F* and G* is O(n) since it can 
be at most the union of all elements of the constituents of F and G on their orbits. 
Moreover, the cardinality numbers of the generating sets of the groups K and A# 
is O(n) since they form bases for K and A4 Hence, using Proposition 5.2 and the 
above cardinality numbers, one can derive that the time required by steps (9), (10) 
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