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Abstract - - In  order to reconstruct a bandlimited signal f from its sampled values, it is a standard 
practice to construct a step function from the samples, and then to smooth this step function by 
restricting its Fourier transform. The resulting function is used as an approximation for f. The 
aim of this paper is to generalize this process in order to decrease the approximation error. © 2000 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
A bandlimited function (signal), i.e., a function f with Fourier transform f^ vanishing outside an 
interval (-~rW, 7rW) can be represented by the Whittaker-Kotel 'nikov-Shannon sampling series 
in terms of values at the points k/W in the form (cf. [1-3], see also [4; 5, Chapter 6; 6]) 
f(t) = Z f sinc(Wt - k), t e R, (1.1) 
where the sinc function is defined by 
sin 7rt if t ~ 0, 
sinc t := 7rt ' 
1, i f t  = 0. 
This result has been extended to functions with Fourier transform vanishing outside an arbitrary 
measurable set A satisfying the "disjoint translates" condition 
An(A+2:k)=o, k E Z \ (0} ,  (1.2) 
for some s > 0. In this case, the sampling series expansion of f is given by 
OO 
8 /(t) = ~ ~ /(sk)x~(t - sk), t e R, (1.3) 
k---- -co 
where XA is the characteristic function of the set A and v denotes the inverse Fourier transform; 
see [7,8], and Corol lary 2 below. 
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In practice, however, one does not make use of (1.1) or (1.3), but a standard technique is first to 
construct a step function in terms of the samples f (k /W) ,  and then to smooth this step function 
by restricting its Fourier transform to (-TrW, 7rW) or A, respectively. The resulting function is 
then used as an approximation to f.  
In [9], Beaty et al. studied the error involved in this type of approximation by showing that 
the smoothed step function can be rewritten in terms of a convolution integral. 
The first aim here is to replace the step function by more general functions built up from the 
samples of f .  It will be shown that the connection to convolution integrals remains valid in this 
frame and that one can deduce error estimates in a similar fashion. Furthermore, we will give 
examples of approximation processes providing smaller errors than the approximation by step 
functions. 
A second aim of this paper is to show that all results can be deduced by using some basic facts 
of Fourier analysis such as Parseval's (Plancherel's) identity for Fourier integrals and Fourier 
series, and the famous Poisson summation formula. This method of proof was used for (1.1), e.g., 
in [6] and for (1.3) in [8], and is indicated in the latter paper for some of our results below. 
The close connection between the sampling series (1.1) and Poisson's formula was also investi- 
gated in [10], where it was shown that these basic formulae of analysis as well as Cauchy's integral 
formula are equivalent. For the interconnections between the sampling theorem, Poisson's for- 
mula, and Parseval's equation, see [11,12]. 
Concerning notations, N, Z, R, C denote the sets of all naturals, integers, reals and complex 
numbers, respectively. Let LP(R), 1 _< p < co, be the space of all measurable functions f : R --+ C 
for which the norm 
{/2 Ilfllp := ly(u)l p du , 1 < p < co, (1.4) 
I l f l l~ := esssup If(u)l, 
uER 
is finite. We also deal with the subspaces LP(A) := {f • LP(R); f(u) = 0 for u ~ A}, A being a 
measurable subset of R. 
The Fourier transform of f • LI(R) is defined by 
£ 1 f(u)e - iw  du, v • ~, (1.5) 
the same notation being used for the Fourier transform of f 6 L2(R), where the integral in (1.5) 
is to be understood in the sense of L2(R)-convergence. The inverse Fourier transform is denoted 
by v, i.e., (f^)v = f.  The space L~ consists of those functions f E L2(R), the Fourier transform 
of which vanishes outside the set A C R, i.e., L~ := {f 6 L2(]R); f^(v) = 0 for v ~ A}. Note the 
difference between L2(A) and L~. 
For functions f, g : R --+ C, the convolution f*g is defined by (f*g)(t) := (1 /x /~)  f _~ f (u)g(t -  
u) du, t 6 R, whenever the integral exists. If f 6 Ll(l~), g E L2(R), then f ,  g belongs to L2(~), 
and one has the convolution theorem (f  * g)^(v) -- fA(v)gA(v), a.e. If f,  g E L2(R), then f * g is 
continuous and bounded on R. (See, e.g., [13, Section 0.2].) We will need the following addition 
to the above. 
LEMMA 1. I f f ,¢  6 L2(R) with ¢^ 6 L°°(R), then f *¢  6 L2(R) and l]f* ¢112 -< [Ifil2[[¢^n~ • 
Furthermore, f*¢  is continuous and there holds the convolution theorem ( f ,¢)^ (v) = fA(v)¢^(v), 
a.e. if, in addition, f e L2A or ¢ • L2A, then f * ¢ • L2A, too. 
PROOF. First, note that f * ¢ is continuous by the properties of the convolution listed above. 
Now, the generalized Parseval formula (cf. [13, p. 212]) 
£ F f~(u)f2(u)du = fl(u)f~(u)du, oo  oo  A, f2 6 L2(R), 
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yields 
1: 1:  
(f * ¢)(t) -- ~ ~ f(t - u)~(u)du - ~ 00 [f(t - .)]^(u)¢V(u) du 
1: 
- v~ ~ S^(u)¢^(u)e  "~ du = [ f^¢^l  ^  ( - t ) ,  a.e. 
Since by assumption fAcA E L2(R) and the Fourier transform maps L2(R) into itself, one has 
that f * ¢ C L2(R). Moreover, 
(f • ¢)A(v ) = [(sAc^)^ (_.)] ^ (V) = fA(v)CA(v), a.e., (1.6) 
and the estimate for the norm follows from 
I I f  * ¢112 = I I ( f  * ¢)^112 = I I fAcAl l2  < I I fAl l2 11¢^11~ = Ilfl12 11¢^11~ • 
If f E L 2 or ¢ E L~t, then one has in view of (1.6) that ( f *  ¢)A(v) = fA(v)¢A(v) = O, a.e., 
outside A, and hence f * ¢ • L~t. | 
L~ denotes the space of A-periodic measurable functions f : • --* C with norms 
IlfllL~ :---- I f (u) lP du , 1 < p < ~,  
I l f l l~ := esssup IS(u)l. 
~e(0,~) 
For f • L~, the k th Fourier coefficient f^(k) is defined by 
1 fo :~ f(u)e_i2rrku/) ~du, k • Z. fX(k) := X (1.7) 
2. THE POISSON SUMMATION FORMULA 
For a function S • L I (R) and £ > 0, we consider 
oo  
_~oof(x + )~k) ~ x • ~. (2.1) f•(x) := V  k--  
The series converges absolutely a.e., thus defines a function in f~ • L 1 with 
/: )~ f ;  (u) du = f(u) du. (2.2) 
oo 
By replacing f by f .  g where g • L~, one obtains 
)~ g(u)f;(u) du = g(u)f(u) du, (2.3) 
oo 
and choosing in particular g(u) = exp{-i27rku/)~} in (2.3) yields 
(f~)A (k) = fA (~)  , k•Z .  (2.4) 
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Here, the hat on the left-hand side denotes the Fourier coefficient of the A-periodic function f~ 
defined by (1.7), and the hat on the right-hand side is the Fourier transform of f C LI(]~) defined 
by (1.5). Thus, f~ has the Fourier series expansion 
: ;(x) ~ ~ f^ e '2~k~/~, z e R. (2.5) 
k~-oo  
Under suitable conditions upon f ,  there even holds equality in (2.5), which then can be rewrit- 
ten for. x = 0 as 
OO OO 
This equation is often referred to as Poisson's summation formula (cf. [13, pp. 123-124, Sec- 
tion 5.1.5; 5, Section 2.3]). It should be noted that it can already be found in a note written by 
Gauss on the cover of a book between 1799 and 1813 (cf. [14, p. 88]). 
In the following, we will not make use of (2.6) but of the weak form (2.5) or (2.4) and the 
preceding equation (2.3) only. 
3. POISSON'S  FORMULA IN  L2(A) AND L 2 
Below, A will always be taken to be a measurable subset of the real line satisfying (1.2) for 
some s > 0. This condition implies that A has finite measure, more precisely, meas(A) _< 27r/s, 
but A might be unbounded. If A is bounded, with say Ix I < M for all x c A, then (1.2) holds 
for all s <:_ 7rU -1 (cf. [8,9]). 
When dealing with functions in L2(A) where A and s > 0 satisfy (1.2), one has f (x  + 
27rk/s)f(x + 27rj/s) = 0 for k ~ j, the bar denoting the complex conjugate. So, there holds 
for A = 27r/s 
= s- ~ ~ f x+ f x+ s 
j,k=-oc 
x + = (If[)2~/~ (x), 
7k= - S 
and it follows from (2.3) with f replaced by If[ 2 and g = 1 that 
s~ F:l~ f~.l~(u)~ S: - -  * du = [f(u)lU du. 
27r J0 oc 
(3.1) 
LEMMA 2. 
(a) For f E L2(A) and s > 0 satisfying (1.2), there holds 
} IIfl[~(~) = ^(sk)l ~ ~/2 
(b) For f E L2A and s > 0 satisfying (1.2), one has 
] 1/2 
'[fJ 'L2(R) - -  ! s ~ [f(sk)[ 2)  • 
k k=-oo  
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PROOF. Concerning the proof of part (a), Parseval's equation (cf. [13, p. 175]) and (2.4) yield 
f~*is(u) du=- -  .Is (k) s 
JO 8 k=-  k=-oo 
The assertion now follows from (3.1). Note that since meas(A) < co, the function f belongs to 
LI(R) as well, so that one can apply (2.4). As to part (b), one replaces f by f^ and uses the fact 
that fhA(v) = f(--V) and that the Fourier transform is an isometry on L2(R) (cf. [13, p. 217]). ] 
Lemma 2 shows, in particular, that under the given assumptions, the sequences {f^ (sk)}k=_oo 
and {f(sk)}C~=_co, respectively, belong to the sequence space/2(Z) :-- {{ck}; ~k~=_oc I kl 2 < ~}.  
This can be generalized as follows. 
COROLLARY 1. 
(a) Let f E L2(A) for some bounded set A and A > 0. Then, there xists aconstant C > 0 
such that 
^(v + ,~k)l 2 <- CllfllL~(m, v E R. 
k 
(b) Let f E L2A for some bounded set A and A > O. Then, there exists a constant C > 0 such 
that { £ }1/2 
If(t + Ak)[ 2 <_ CllfllL~(m, t E R. 
k-~ - oo 
PROOF. Choose n E N such that A C (-nlr/A,n~r/A). Then, (1.2) holds for s = A/n and 
Lemma 2(a) applied to f (x)e  -ivx yields 
IS^@ + ~k)l ~ _< ~ v + 
k=--oo k=-oo 
~kn I 2 n 2 < "fllfllL=(R), VE~.  
This proves part (a), and (b) follows similarly. ] 
Results corresponding to Corollary 1 hold in other LP(R)-spaces; see [15, p. 122 ff.]. Lemma 2 
can be easily extended from [f[2 = f f  to the product f~ of two functions using the representation 
4f~ - [f + g[2 _ if _ g[2 -I- i[f + ig[ 2 - i[f - ig[ 2. (3.2) 
LEMMA 3. For f, g E L2A and s > 0 for which (1.2) holds, one has 
F £ f(u)g(u) du = s f(sk)g(sk), (3.3) oo k=--oo 
where the sum is absolutely convergent. 
The absolute convergence of the series follows from the Cauchy-Schwarz inequality in view of 
{f(sk)}kez E /2(Z) and (g(sk)}keZ E /2(Z). Note that one cannot replace ~ by g in general, 
since g E L~4 ¢==* ~ E L~_A). However, one can replace g(.) by g(t - .). 
THEOREM 1. I f  f ,  g E L2A and s > 0 satisfies (1.2), then 
(x) 8 
(Y * g)(t) = ~ ~ y(sk)g(t - sk), 
k=--oo 
tER ,  
where the series is absolutely and uniformly convergent. 
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PROOF. For t E R fixed, replace g(.) in Lemma 3 by g(t - .). This is possible, since [g(t - .)]n(v) 
= e-iVtg^(v), and thus g(t - .) E L~A . The absolute and uniform convergence follow from 
If(sk)[ Ig(t - sk)l _< ~ If(sk)[ 2 ~ ~ [g(t - sk)l ~ 
Ikl>N tkl> N ) k=-c¢ 
= ~ ~ [f(sk)l 2 Ilgll2, 
Ikl>N 
where we have again used the Cauchy-Schwarz inequality and Lemma 2(b). 1 
This theorem shows that the convolution integral of two functions f, g ~ L 2 can indeed be 
rewritten as a convolution sum. For A = (-TrW, IrW) this can be found in [16,17] already. As 
a particular case, we obtain a generalization of the Whittaker-Kotel'nikov-Shannon sampling 
theorem due to Lloyd [7] and Dodson-Silva [8]. 
COROLLARY 2. Let f E L2A and s > 0 be such that (1.2) holds; then 
(30 
f(t) -- s_ E f(sk)XVA(t-- sk), 
V~ k=-oo  
t e R, (3.4) 
the series being absolutely and uniformly convergent. 
PROOF. Since A has finite measure, one has that fA E L 1 (R) and 
/? 1 J'^(V)XA(V)d "t dv = [ffXA] v (t) = (f  * X~) (t), s(t)  = tER ,  
the last equality being valid in view of the convolution theorem of Lemma 1. Now, apply Theo- 
rem 1 to f E L 2 and X~ E L 2, and the assertion follows. | 
For A = (-TrW, lrW), one can choose s = 1/W which yields the classical sampling theorem (1.1) 
V since X(-~w,~rw)(t) = x/~'~W sinc(Wt). 
4. MORE GENERAL CONVOLUTION SUMS 
In Theorem 1, we have shown that the convolution integral of two functions in L 2 equals a 
convolution sum. Of course, this cannot hold for arbitrary functions in L2(R), because the series 
need not be convergent in this case even if one assumes that the functions involved are continuous. 
Nevertheless, one can consider convolution sums of more general functions. 
LEMMA 4. Let f E L2A and s > 0 satis~ (1.2). If h E L2(R) is such that 




ah(t) := f ( sk lh ( t  - 8k), t R, 
k .-~- -- oo 
converges in L2(R). 
PROOF. Since the Fourier transform is isometric on L2(R), it suffices to prove that 
I ~_, f ( sk ) [h ( ' - sk ) ]^(v)2  = hA( v ) ~_, f(sk)e -~skv 2<e,  
n<_lkl<_m n<lk l<m 
(4.2) 
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X-~ ~: /sk ~e-iskv. for n ,m large enough. Let Sn,m(V):= Z-,n<lkl<_m J~ J , then, since {f(sk)} E /2(Z), the 
Riesz-Fischer theorem implies 
o 2~/8 ISn,m(V)l 2 dv < ~, n ,m > No, 
and it follows from (2.3) with f = Ih^] 2, g = ]s~,,~l 2 and A = 27r/s that 
Ih (v)s,,m(v)l dv = Is~,m(v) ~ v + dv 
oo J0  k=-cx~ 
< ~esssup v+ - , n ,m>No.  
v6R k=-oc  
This proves the assertion. II 
If h E L~ for some bounded set A and h A E L~(]R), then (4.1) is obviously satisfied. Similarly, 
if h E L2(A) with A bounded, then (4.1) holds by Corollary 1. This yields in particular that for 
bounded sets A, the series (3.4) in Corollary 2 converges in L2(~), too. This is well known in 
the case of the Whittaker-Kotel'nikov-Shannon series (1.1). 
In view of the L2(R)-convergence of the series (4.2), the Fourier transform of a h is given by 
oo 
at (v )= s v~ ~ f(sk)h^(v)e-"kv' ~ • R, (4.3) 
k=- -oo  
where the series converges in L2(R) again. This representation shows that in general, at does not 
vanish outside the set A as ( f  • h) ^  does. Hence, the convolution integral f • h is different from 
the convolution sum (4.2). If one, however, restricts the Fourier transform of ah to the set A, 
then the resulting function equals f * h as will be seen below. Now, we are at the stage to prove 
the main result of this paper. 
THEOREM 2. Let f • L2A, s > 0 satisfy (1.2), and h • L2(R) such that (4.1) holds; then 
oo  
S 
(ah*XVA)(t)= vf ~ ~ f ( sk ) (h*XVA) ( t - sk )=( f*h) ( t ) ,  t•R ,  
k=-oo  
where the series converges uniformly and in L2(R). 
PROOF. Since the series (4.2) converges in L2(R), and since the convolution with X~ is a bounded 
operator from L2(R) into itself (cf. Lemma 1), one has 
- k ( t )  
oo 
k =-~ 
On the other hand, h * X~ belongs to L~ by Lemma 1, and one can apply Theorem 1 to obtain 
c~ 
( f , (h ,x~) ) ( t ) -  ~ ~  f(~k)(h,x~)(t-~k), t•s ,  
where the series is uniformly convergent. So far we have shown that 
oo 
s ~y(sk ) (h .  XVA) ( t _sk )=(y . (h .  XVA))(t) ' teR .  (ah • x~) (t) - v~ k=- 
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Here, the first equality now holds for all t E l~, since ah * X~, as well as the infinite series are 
continuous. 
It remains to show that f * (h • X~) = f * h. Since the assumption (4.1) upon h implies h A E 
L~(R) ,  one has again by Lemma 1 that ( f *  h) ^  = f^h n. Similarly, there holds ( f *  (h ,  X~)) ^  = 
f^h^XA = fAh^, the latter equality being valid since f^(v)  = 0 outside A. The assertion ow 
follows from the uniqueness theorem of the Fourier transform, noting that f * (h • X~) and f * h 
are continuous functions. | 
Theorem 2 generalizes a result of Beaty et al. [9] who considered h = (vf~/s)x[_s/2,s/2). In 
this case, f * h are the integral or Steklov-means 
x/2-~ ( f  • X[-s/2,s/2))(t) 1 f~/2  - -  = - f ( t  - u )  du ,  t E IR, S 8 J-s~2 
and ah is the step function coinciding with f at the midpoints of the intervals [s(k - 1/2), s(k + 
1/2)], k • Z; i.e., 
OO 
ah(t) = E f(sk)x[-s/2,s/2)(t-  sk), t • R. 
As shown in Lemma 1, the convolution f * X~ can be written in terms of Fourier transform as 
( f  * X VA) (t) =( fAxA)  v (t), a.e., 
i.e., the convolution with X~ is the operator that restricts the Fourier transform of f to the set A. 
Restricting the Fourier transform of a function f to a set A of finite measure means smoothing f ,  
since in this case fAxA • LI(R), and hence (fnxA)V equals, a.e., a continuous function. If A is 
even assumed to be bounded, then f * X~ = (f^XA) v is a so-called Paley-Wiener function, i.e., 
it can be extended to the whole complex plane as an entire function of exponential type. 
5. ERROR EST IMATES 
The representation f ah * xvA as f * h enables one to deduce estimates for the error 
I If - a l ,  * x~l l ,  
measured in the L2(R)-norm or in the uniform norm. 
THEOREM 3. Let f C L2A, s > 0 satisfy (1.2), and h E L2(R) such that (4.1) holds. Then, 
{/A )1/2 nf - ah * X~U2 ~-- [1 - hA(v)] 2 IfA(v)l 2 dv~ , 
1 {/A dv} 1/2 
llf - ah * X~[]oo ~ ~I11112 11 - h^(v)l: • 
(5.1) 
(5.2) 
PROOF. Equality (5.1) follows immediately from Theorem 2, since 
/A IIf - ah * XAIJ2 = I[f -- f * hll 2 = IIf ^  (1 - h^)1122 = I1 -- hA(V){ 2 I fA(v) j  2 dv, 
where it was used again that h A E L°°(]~) and ( f  * h) ^  = f^h  ^  by Lemma 1. 
Concerning (5.2), we make use of the Fourier inversion formula to deduce 
ev I f ( t )  - ah * X.~(t)l = 1 [ i f (v )  - fA (v )h^(v) ]e  ivt 
I f :  < ~ ~ I f^(v ) l  tl - h^(v) l  dr, t e I~. 
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Since f^ vanishes outside A, this can be estimated further by the Cauchy-Schwarz inequality as 
I /A  I f (t)  - (an * X~)( t ) l  < ~ IfA(v)J l1 - h^(v)l  dv 
1 {L < ~ IIf^ l12 ]1 - h^(v)] 2 dv} 1/2 , t ~ R. 
This establishes inequality (5.2). | 
When dealing with particular functions h and sets A, the above error estimates can be made 
more concrete. In the following, we will consider lowpass signals, i.e., A = ( -~W, nW) for some 
W > 0, and for h we will take linear combinations of convolutions of characteristic functions. Let 
h3(t) := [-8/2,8/2) * " "  * ~[-8/2,8/2~ (t), t ~ R, 
Y 
h(t) = ~ (:)(-1)J+lhj(t), teR;  
j= l  
then h E L2(R) and h has compact support, thus satisfying the assumptions of Theorem 3. 
Noting that (v/~/s)x~_8/2,s/2)(v) = sinc(sv/2r), the Fourier transform of h turns out to be 
±(;) s ,3 ( 
hA(v)=-- (--1) j [s inc~-~) =1- -  1 - - s inc2r ]  ' vE]~.  
j=l 
For the error estimates, we need an upper bound for (1 - sinc(sv/2~r))  on A = ( -~W, 7rW). 
From the Taylor expansion of the sine function, we obtain 
s. l(V)  
1 -s inc  ~-~] < ~ = ~(sv)  . 
Inserting this inequality into (5.1) and (5.2), respectively, ields the following estimates. 
2 COROLLARY 3. Let f E L(_,w,,~w ) for some W > 0 and 0 < s < 1/W. For h given by (5.3), 
there hold 
71-2r 
Ill - an * x~ll~ < s2rW2r - - I l f l l 2 ,  -- 24 r 
7~ 2r 
I l l  - ah * x~llo~ <- 82rw2r-t-1/224r(ar _{_ 1)1/~'11f11=" 
In the lowpass case considered above, all results are valid provided the sampling rate 1Is 
satisfies 1Is > W, since this condition guarantees (1.2). The error estimates of Corollary 3, 
however, show that the error can be reduced by "oversampling", i.e., by sampling at rates which 
considerably exceed W. Indeed, oversampling is a common technique in electrical engineering. 
It should be pointed out that our results can easily be placed into a multidimensional setting 
without any modifications, ince Poisson's ummation formula as well as Parseval's formula are 
valid in this frame, too. For further generalizations to locally compact Abelian groups, see [9]. 
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