Abstract. Let K be a field of characteristic zero, X and Y be smooth K-varieties, and let V be a finite dimensional K-vector space. For two algebraic morphisms ϕ : X → V and ψ : Y → V we define a convolution operation, ϕ * ψ : X × Y → V , by ϕ * ψ(x, y) = ϕ(x) + ψ(y). We then study the singularity properties of the resulting morphism, and show that as in the case of convolution in analysis, it has improved smoothness properties.
is at most D. The notion of complexity can be similarly defined for non-affine varieties and for morphisms (see Section 7).
As a corollary of Theorem 1.9, one can then show that given a complexity class D ∈ N, there exists N (D) ∈ N such that the convolution of any n > N (D) morphisms of complexity at most D is (FRS).
Corollary 1.11. Let V be a K-vector space of dimension not greater than D ∈ N. Then there exists an integer N (D) ∈ N such that for every n > N (D) the morphism ϕ 1 * · · · * ϕ n is (FRS) for any n strongly dominant morphisms ϕ i : X i → V of complexity at most D, from smooth K-varieties X i to V .
1.3.
A brief discussion of the (FRS) property. The notion of rational singularities can be regarded as a certain approximation of smoothness of varieties. Thus, we can view the (FRS) property, which is its relative analogue, as an approximation to smoothness of morphisms. In this sense, Theorem 1.7 supports the claim that the convolution operation improves the singularity properties of morphisms. To explain our particular interestin the (FRS) property, we present it from several different points of view:
(1) The number-theoretic point of view: Let X be a finite type Z-scheme such that X Q = X × Spec(Z) Spec(Q) is a local complete intersection. By [AA, Theorem 3.0.3] and [Gla, Theorem 1.3], it turns out that X Q has rational singularities if and only if there exists a positive constant C ∈ R such that for any prime p and any k ∈ N we have X(Z/p k Z) p k·dim(X Q ) < C. (1.1) Now, given a Z-morphism ϕ : X → Y , between finite type, reduced Z-schemes such that ϕ Q := ϕ × Spec(Z) Spec(Q) is (FRS), then for any element y ∈ Y (Z), the fiber X y satisfies that (X y ) Q is a reduced, local complete intersection variety with rational singularities. By the above arguments we see that the size of the fiber X y (Z/p k Z), where y ∈ Y (Z), behaves asymptotically as if ϕ were smooth. Combining the above with Remark 1.2 allows one to interpret the (FRS) property from a probabilistic point of view. ( 2) The probabilistic point of view: Let X be a smooth finite type Z-scheme, let G be an algebraic group over Z, let ϕ : X → G be a morphism, and let A be a finite ring. Recall we have defined F ϕ A (t) = |ϕ −1 A (t)|. We then saw that taking the size of the fiber commutes with convolution, that is F ϕ n A = F ϕ A * . . . * F ϕ A . Now, taking the uniform probability measure 1 X(A) on X(A) gives rise to a random walk on G(A) with probability distribution ϕ * (1 X(A) ), whose m-th step has the following probability distribution:
Thus, for A = Z/p k Z, existence of m large enough such that ϕ m Q is (FRS) would imply by Formula 1.1 that after m steps the probability distribution of the random walk is not too far from being uniform on G(A). Consequentially, verifying Conjecture 1.6 leads to interesting uniform results on random walks on families of finite groups and compact p-adic groups. Further work in this direction is in progress, and will appear in upcoming papers. These applications and different characterizations supply us with enough evidence that the (FRS) property encodes valuable information, and that Conjecture 1.6 is of interest. We believe that the case of a vector group G = V (Theorems 1.7 and 1.11) is an important step towards proving Conjecture 1.6.
1.4. Sketch of the proof of the main result and structure of the paper. In Section 2 we recall relevant background material: in Subsections 2.1 and 2.2 we give necessary preliminaries from model theory, and in Subsection 2.3 we mainly review required notions from algebraic geometry and analysis on manifolds. The definition of the (FRS) property and the statement of the equivalent analytic criterion for the (FRS) property also appear in Subsection 2.3.
The scheme of the proof of the main result, Theorem 1.7, is as follows. Our goal is to show that when raised to high enough convolution power, ϕ : X → A m K satisfies the analytic criterion for the (FRS) property as given in Theorem 2.17. We first prove Proposition 3.5 to reduce our problem to the case of a strongly dominant morphism. We then prove the theorem in the case where K = Q in the following way. We construct a family of non-negative Schwartz measures {µ p } p prime such that µ p is a measure on Q p and supp(µ p ) = X(Z p ) for each prime p (this is Proposition 3.14). By [AA16, Corollary 3.6], for any p, we deduce that ϕ * (µ p ) is a compactly supported measure which is absolutely continuous with respect to the normalized Haar measure λ on Q m p and consequentially its density lies in L 1 (Q m p ). We now want to show there exists n ∈ N, such that for any prime p, the pushforward under the n-th convolution power ϕ n * (µ p × · · · × µ p ) = ϕ * (µ p ) * · · · * ϕ * (µ p ) has continuous density with respect to λ. This implies Theorem 1.7 for K = Q, since for any point x ∈ (X × · · · × X)(Q) there exists a prime p such that x ∈ supp(µ p × . . . × µ p ), and we can then apply the analytic criterion for the (FRS) property as given in Theorem 2.17 (see Proposition 3.16 for the precise statement). Two main difficulties now arise:
(1) It is not true in general that every compactly supported, L 1 -measure on Q m p results in a measure with continuous density after finitely many self convolutions. This means we need to choose a measure µ p that is well behaved with respect to pushing forward by ϕ.
(2) The required number of self convolutions needed for ϕ * (µ p ) to become (FRS) might depend on the prime p, while we want this number to be independent of p. Thus, we need to construct a collection of measures {µ p } p prime that behave well in a uniform manner.
We deal with these two difficulties using methods from the theory of motivic integration; in Subsection 3.3, we define a notion of a motivic measure on a Q-variety, based on the notion of motivic functions in the Denef-Pas language (see [CL08, CL10, CGH14a, CGH16] , or Subsection 2.1). The Denef-Pas language allows us to obtain results over Q p , which are uniform in p for p large enough, using specialization arguments (see e.g [CGH14a, Section 4] and Lemma 2.4), thus dealing with the second difficulty mentioned above.
To overcome the first difficulty, we show in Theorem 4.2 that the class of motivic measures behaves well under pushforward by algebraic morphisms. We then show that any motivic measure σ on Q m p whose density lies in L 1 (Q m p ) and is compactly supported has continuous density after sufficiently many self convolutions. We prove this by studying the decay properties of the Fourier transform F(σ) of such motivic measures (this is Theorem 5.2). An application of the results to σ = ϕ * (µ p ) finishes the proof of Theorem 1.7 for the case K = Q.
Finally, we show in Section 6, that it is indeed enough to prove Theorem 1.7 for K = Q, thus finishing the proof of the theorem. In Section 7, we prove the relative version of Theorem 1.7, i.e Theorem 1.9 and as a consequence, obtain Corollary 1.11. 1.5. Conventions. Throughout the paper we use the following conventions:
• Unless explicitly stated otherwise, K is a field of characteristic 0 and F is a non-Archimedean local field of characteristic 0 whose ring of integers is O F .
• For an integral subscheme A ⊆ X we denote by K(A) its function field.
• For a morphism ϕ : X → Y of algebraic varieties, the scheme theoretic fiber at y ∈ Y is denoted by either ϕ −1 (y) or Spec(K({y})) × Y X.
• For a field extension K ′ /K and a K-variety X (resp K-morphism ϕ : X → Y ), we denote the base change of X (resp. ϕ) by
• If X is a K-variety, we set the N -fold product of X by X N := X × · · · × X.
• If ϕ : X → G is a morphism to an algebraic group G we denote its n-th convolution power by ϕ n := ϕ * . . . * ϕ.
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Preliminaries
In this section we review definitions and results on which we rely in this work. 2.1. The Denef-Pas language, definable sets and functions, motivic functions and integration. In this section, we recall the definitions of the Denef-Pas language, definable sets, definable functions and motivic functions, and review an integration result concerning motivic functions.
2.1.1. The Denef-Pas language. The Denef-Pas language, denoted L DP , is a first order language with three sorts of variables: the valued field sort VF, the residue field sort RF, and the value group sort VG. The L DP language consists of the following:
• The language of rings L Val = (+, −, ·, 0, 1) for the valued field sort VF.
• The language of rings L Res = (+, −, ·, 0, 1) for the residue field sort RF.
• The language L ∞ Pres = L Pres ∪ {∞} for the value group sort VG, where ∞ is a constant, and L Pres = (+, −, ≤, {≡ mod n } n>0 , 0, 1) is the Presburger language consisting of the language of ordered abelian groups along with constants 0, 1 and a family of 2-relations {≡ mod n } n>0 of congruence modulo n.
• A function val : VF → VG for a valuation map.
• A function ac : VF → RF for an angular component map.
Altogether, we write
2.1.2. The angular component map. Let K be a complete, discretely valued field, with valuation map val : K → Γ∪{∞}, where Γ is an ordered abelian group which we usually take to be Z. Let O K be the ring of integers of K with maximal ideal m K = {x ∈ K : val(x) > 0}, and let k K = O K /m K denote its residue field and Res : O K → k K be the canonical quotient map. We define the angular component map ac : K → k K as the unique map satisfying the following:
2.1.3. Definable sets, definable functions and motivic functions. Any pair (F, π) of a non-Archimedean local field F and a uniformizer π of O F has a natural L DP -structure. Let Loc be the set of all such pairs, and Loc M be the set of (F, π) ∈ Loc such that F has residue characteristic larger than M . Usually, we just write F ∈ Loc, omitting the second term, as our results are independent of the choice of a uniformizer.
Given a formula φ in L DP , with n 1 free valued field variables, n 2 free residue field variables and n 3 free value group variables we can naturally interpret it in F ∈ Loc, yielding a subset φ(
F × Z n 3 . We would like to study families of subsets of F n 1 × k n 2 F × Z n 3 which arise from a fixed L DP -formula φ. To do so, we introduce the following definitions: Definition 2.1 (See [CGH16, definitions 2.3-2.6]). Let n 1 , n 2 , n 3 and M be natural numbers.
(
(2) We denote by VF and RF the definable sets (F ) F ∈Loc and (k F ) F ∈Loc respectively. (3) Let X and Y be definable sets. A definable function is a collection
motivic (or constructible) function on X, if there exists M ′ ∈ N such that for all F ∈ Loc M ′ it can be written in the following way (for every x ∈ X F ):
where,
• N, N ′ and N ′′ are integers and a il are non-zero integers.
• α i : X → Z and β ij : X → Z are definable functions.
•
sets and r i ∈ N.
• The integer q F is the size of the residue field k F . The set of motivic functions on a definable set X forms a ring, which we denote by C(X).
2.1.4. Integration of motivic functions. We want to show that the ring of motivic functions is preserved under integration. In order to do so, we first need to explain what does it mean to integrate a motivic function.
Take {µ 1,F } F ∈Loc to be the family of normalized Haar measures on VF, that is (µ 1,F ) F (O F ) = 1 for every F ∈ Loc, and let {µ 2,F } F ∈Loc and {µ 3,F } F ∈Loc be the families of counting measures on RF and Z respectively. Given a definable set X ⊆ VF n 1 × RF n 2 × Z n 3 , we can consider the family of measures (µ F ) F ∈Loc induced from the collection (µ . Let X and Y be L DP -definable sets, f be in C(X×Y ) and let µ be a motivic measure on Y . Then there exist a function g ∈ C(X) and an integer M > 0 such that for every F ∈ Loc M and
Remark 2.3. In Section 3.3 we extend the definition of motivic functions and motivic measures to smooth algebraic Q-varieties.
2.2.
Elimination of quantifiers and uniform cell decomposition. In this subsection we state a quantifier elimination result and a uniform cell decomposition theorem for the L DP -theory T H,ac,0 which is defined below, and a Presburger cell decomposition theorem.
2.2.1. Uniform cell decomposition in T H,ac,0 . Denote by T H,ac,0 the L DP -theory of Henselian valued fields K of residue characteristic zero such that there is an angular component map ac : K → k K . The theory T H,ac,0 has quantifier elimination (in the valued field sort), and there is a uniform cell decomposition theorem. This allows us, using specialization arguments, to obtain uniform results about non-Archimedean local fields with residue characteristic large enough: We now wish to state the uniform cell decomposition theorem. (1) Let y ∈ VF and x = (x 1 , . . . , x m ) ∈ VF m be valued field sort variables, ξ = (ξ 1 , . . . , ξ n ) ∈ RF n be residue field sort variables and let λ ∈ Z >0 . Furthermore take a definable subset C ⊆ VF m × RF n , and definable functions b 1 , b 2 , c : C → VF. We also denote by 1 , 2 the relations <, ≤ or no condition. For each ξ ∈ RF n , let A(ξ) denote the definable set • A non-negative integer n and definable sets
such that,
A i,F , where the cells A i are defined by the cell data
where the integers w ij and the maps µ i do not depend on x, ξ and y.
The following uniform cell decomposition theorem was proved by Pas for the L DP language: . Let y and x = (x 1 , . . . , x m ) be valued field sort variables, and f 1 (x, y), . . . , f r (x, y) be polynomials in y whose coefficients are definable functions in x. Then,
(1) The class of all models of T H,ac,0 has uniform cell decomposition of dimension m with respect to the functions 
a finite disjunction of formulas of the form
where χ is an L Res formula, θ is an L Pres formula and
) for its data, where ψ is equivalent to a formula
2.2.3. Presburger cell decomposition. We conclude our discussion of cell decomposition results with a result in the Presburger language. We begin with a definition.
(1) We call a definable function f : X → VG linear if there is a constant γ ∈ VG and integers
We call a definable function f : X → VG piecewise linear if there exists a finite partition of
The following cell decomposition result will be used in the proof of Theorem 5.2:
Definition 2]), such that the restriction f | A : A → VG is linear for each cell A ∈ P .
2.3.
Resolution of singularities, rational singularities and the (FRS) property. In this section we recall necessary notions from algebraic geometry, as well as define the (FRS) property and state an analytic criterion for the (FRS) property.
Resolution of singularities, rational singularities and definition of the (FRS) property.
Definition 2.12. Let X be an algebraic variety over a field K.
(1) A resolution of singularities of X is a proper map p : X → X such that X is smooth and p is a birational equivalence. A strong resolution of singularities of X is a resolution of singularities p : X → X which is an isomorphism over the smooth locus of X, denoted X sm . It is a theorem of Hironaka [Hir64] , that any X over a field K of characteristic zero admits a strong resolution of singularities. (2) (See [KKMSD73, I.3 pages 50-51] or [AA16, Definition 6.1]) We say that X has rational singularities if for any (or equivalently, for some) resolution of singularities p : X → X, the natural morphism O X → Rp * (O X ) is a quasi-isomorphism, where Rp * (−) is the higher direct image functor.
We now define the notion of an (FRS) map, which is the relative version (i.e. for morphisms) of having rational singularities: (1) We say that ϕ : X → Y is (FRS) at x ∈ X(K) if it is flat at x, and there exists an open x ∈ U ⊆ X such that U × Y {ϕ(x)} is reduced and has rational singularities. (2) We say that ϕ : X → Y is (FRS) if it is flat and it is (FRS) at x for all x ∈ X(K).
A useful theorem is given in [Elk78] , and implies in particular that the (FRS)-locus of a morphism is open.
Theorem 2.14 (See [AA16, Theorem 6.3] or [Elk78, Theorem 4,5]). Let ϕ : X → S be a flat morphism of finite type K-schemes and let x ∈ X be such that ϕ(x) is a rational singularity in S.
Assume that x is a rational singularity of its fiber ϕ −1 (ϕ(x)), then we have the following:
(1) x is a rational singularity in X.
2.3.2.
Measures on p-adic analytic varieties and an analytic criterion for the (FRS) property. Let X be a d-dimensional smooth algebraic variety over K. We denote by Ω r X the sheaf of differential r-forms on X and by Ω r X [X] (resp. Ω r X (X)) the regular r-forms (resp. rational r-forms). Given a non-Archimedean local field F ⊃ K, then X(F ) has a structure of an F -analytic manifold.
For ω ∈ Ω top X (X), we can define a measure |ω| F on X(F ) as follows. Let U ⊆ X(F ) be a compact open set and let φ be an F -analytic diffeomorphism from an open subset W ⊆ F d to U . We can write φ * ω = gdx 1 ∧ . . . ∧ dx d , for some g : W → F , and define
where | · | F is the normalized absolute value on F and λ is the normalized Haar measure on
Note that this definition is independent of the diffeomorphism φ, and that the measure |ω| F obtained in this way is unique after fixing ω. Definition 2.15. Let X be as above.
(1) A measure µ on X(F ) is called smooth if every point x ∈ X(F ) has an analytic neighborhood U and an (F -analytic) diffeomorphism φ :
A measure on X(F ) is called Schwartz if it is smooth and compactly supported. (3) A measure µ on X(F ) has continuous density, if there is a smooth measure µ and a continuous function f :
Schwartz measures and measures with continuous density can be characterized in the following way:
Proposition 2.16. [AA16, Proposition 3.3] Let X be a smooth variety over a non-Archimedean local field F .
(1) A measure µ on X(F ) is Schwartz if and only if it is a linear combination of measures of the form f |ω| F , where f is a locally constant and compactly supported function on X(F ), and ω ∈ Ω top X (X) has no zeroes or poles in the support of f . (2) A measure µ on X(F ) has continuous density if and only if for every point x ∈ X(F ) there is a neighborhood U of x, a continuous function f : U → C, and ω ∈ Ω top X (X) with no poles in U such that µ = f |ω| F on U .
We can now state an analytic criterion which is equivalent to the (FRS) property. It is often much easier to use this criterion (specifically the third condition) than to use Definition 2.13 directly.
Theorem 2.17. [AA16, Theorem 3.4] Let ϕ : X → Y be a map between smooth algebraic varieties defined over a finitely generated field K of characteristic 0, and let x ∈ X(K). Then the following conditions are equivalent:
There exists a Zariski open neighborhood x ∈ U ⊆ X such that, for any non-Archimedean local field F ⊇ K and any Schwartz measure µ on U (F ), the measure (ϕ| U (F ) ) * (µ) has continuous density. (3) For any finite extension K ′ /K, there exists a non-Archimedean local field F ⊇ K ′ and a non-negative Schwartz measure µ on X(F ) that does not vanish at x such that (ϕ| X(F ) ) * (µ) has continuous density.
3. Reduction of Theorem 1.7 to an analytic problem 3.1. Convolution of morphisms preserves smoothness properties. We would like to show that the convolution operation preserves certain properties of morphisms, and in particular that it preserves the (FRS) property (see Definition 1.5). We use the following proposition:
Proposition 3.1. Let X and Y be varieties over a field K, let G a K-algebraic group and let S be a property of morphisms that is preserved under base change and compositions. If ψ : Y → G is arbitrary, ϕ : X → G is a morphism that satisfies property S, and the natural map i K : Y → Spec(K) has property S, then ϕ * ψ has property S.
Proof. Since i K satisfies S and S is preserved under base change, the projection to the first coordinate π G : G × Y → G satisfies S. Now consider the following fibered diagram:
where α(x, y) = (ϕ * ψ(x, y), y) and β(g, y) = g · ψ(y) −1 . This implies that α satisfies S, and since ϕ * ψ = π G • α we are done.
Proposition 3.2 (The (FRS) property is preserved under compositions and base change). Let X, Y and Z be smooth K-varieties, and let ϕ : X → Y be an (FRS) morphism.
(2) Consider the following base change diagram,
Proof.
(1) Since flatness is preserved by compositions, we have that ψ • ϕ is flat. As a consequence, for any z ∈ Z the fiber X z := (ψ • ϕ) −1 (z) is a local complete intersection scheme, and in particular Cohen-Macauley. By the (S 1 + R 0 )-criterion (see e.g. [Sta, Lemma 10.151 .3]), in order to show that X z is reduced it is enough to show that X z is generically reduced, or equivalently, that its non-smooth locus is of codimension ≥ 1. By [Har77, III.10.2], since ψ•ϕ is flat, the smooth locus of X z is equal to the set X sm,ψ•ϕ z := {x ∈ X z : ψ•ϕ is smooth at x}. Thus, we would like to show that X sm,ψ•ϕ z is dense in X z . As above, define X y , Y z and X is non empty. This shows that X sm,ψ•ϕ z is dense in X z , and hence X z is reduced. We therefore showed that ψ • ϕ is flat, with reduced fibers. Now for z ∈ Z, let x ∈ X z and consider the map ϕ| Xz : X z → Y z . By our assumption, y := ϕ(x) is a rational singularity of Y z and x is a rational singularity of X y . Since ϕ is flat and ϕ| Xz is a base change of ϕ, it follows that ϕ| Xz is flat as well. By Theorem 2.14, x is a rational singularity of X z . Hence, the fibers of ψ • ϕ have rational singularities and we are done. (2) First, notice that the fibers of ϕ are the base change of the fibers of ϕ. Indeed, for every y ∈ Y and z ∈ Z such that ψ(z) = y, we have:
Since reduceness, having rational singularities and flatness are preserved under base change (recall that char(K) = 0), we deduce that the fibers of ϕ are reduced and have rational singularities and that ϕ is flat. Therefore that ϕ is (FRS).
By Propositions 3.1 and 3.2 above, it is immediate that the convolution operation preserves the (FRS) property. The same holds for dominance, flatness and smoothness.
Corollary 3.3. Let G be an algebraic K-variety, and suppose that ϕ : X → G is (FRS) (resp. dominant/flat/smooth) and let ψ : Y → G be any morphism. Then the morphisms ϕ * ψ : X ×Y → G and ψ * ϕ : X × Y → G are (FRS) (resp. dominant/flat/smooth).
3.2.
Reduction of Theorem 1.7 to the case of strongly dominant morphisms. We want to show that under reasonable assumptions, high enough convolution power of a given morphism yields a morphism whose restriction to every absolutely irreducible component is dominant. This will imply it is enough to prove Theorem 1.7 for such morphisms.
Definition 3.4. Let G be a K-algebraic group, let ϕ : X → G be a morphism of K-varieties and let {X i } l i=1 be the absolutely irreducible components of X.
(1) We say that ϕ is generating if ϕ(X) ⊆ gH for any algebraic subgroup H ≤ G and g ∈ G(K).
(2) We say that ϕ is strongly generating if ϕ |X i is generating for all 1 ≤ i ≤ l.
Proposition 3.5. Let X be a smooth K-variety, G be a commutative K-algebraic group and ϕ : X → G be a strongly generating morphism. Then there exists n ∈ N such that ϕ n is strongly dominant.
Proof. Assume that X is absolutely irreducible. By exchanging ϕ with its translation by g ∈ G(K), we may assume that e ∈ ϕ(X). Set U n := Im(ϕ n ) and note that U n ⊆ U n+1 for all n ∈ N. By dimension considerations, there exists n 0 ∈ N such that U n = U m for all m, n > n 0 , and in particular
Now, since the multiplication map m :
contains an open set in U n 2 , and thus by the irreducibility of U n 2 = m(Imϕ n × Imϕ n ) we get that
Setting H := U n for n large enough, we get that H · H = H, so H is a closed algebraic semigroup.
is an injective map, by the AxGrothendieck theorem ([Ax68, Gro67]) we deduce that it is also surjective (over K). As e ∈ ImL h for all h ∈ H(K), we get that H is an algebraic group. Our assumption implies that H = G, and hence ϕ n is dominant.
We now move to prove the general case. Let {X i } l i=1 be the absolutely irreducible components of X. By the above argument, since ϕ is strongly generating there exist n i ∈ N such that ϕ
is dominant for all i. Set n = max i {n i }, we claim that ϕ nl is strongly dominant. Indeed, all the absolutely irreducible components of X nl are of the form X i 1 × . . . × X i nl , where 1 ≤ i k ≤ l, and therefore there exists some 1 ≤ j ≤ l such that X j appears at least n times in X i 1 × . . . × X i nl . Since dominance is preserved by convolution, and G is commutative, we are done.
As a corollary, we get the desired reduction:
Corollary 3.6. It is enough to prove Theorem 1.7 for ϕ : X → V strongly dominant.
3.3.
Motivic measures on Q-algebraic varieties. The goal of this subsection is to define the notion of a motivic measure on a smooth Q-algebraic variety X. This will allow us to construct a collection of measures {µ p } p prime on {X(Z p )} p which behave well with respect to pushforward under a strongly dominant map ϕ : X → V . For such a collection {µ p } p prime , we will be able to show (in Section 5) that after sufficiently many self convolutions of ϕ * (µ p ), we get a measure with continuous density, and that the number of convolutions required does not depend on p. Using Proposition 3.16, we will then deduce our main theorem (Theorem 1.7) for the case K = Q.
Let X be a reduced, finite type affine Z-scheme. An embedding ψ : X ֒→ A N Z naturally gives rise to an L DP -definable subset {ψ(X)(F )} F ∈Loc of VF N . This allows us to define definable subsets and motivic functions on Q-varieties.
Definition 3.7.
(1) Let X be a finite type, affine Z-scheme.
and denoted h ∈ C(X), if there exists an embedding ψ :
is a definable subset of X. We denote the set of definable subsets of X by D(X).
if there exists a Z-model X of X such that h ∈ C( X).
Remark 3.8. Note that the notions above are independent of the embedding ψ into affine space. Given two embeddings ψ : X ֒→ A Z , we have an algebraic Z-isomorphism between ψ(X) and ψ ′ (X), which induces a definable isomorphism {ψ(X)
Lemma 3.9. Let X be a Q-algebraic variety, let Y = {Y F } F ∈Loc be a collection of subsets Y F ⊆ X(F ) and let h = (h F ) F be a collection of functions h F : X(F ) → R.
(1) {Y F } F ∈Loc is a definable subset of X if and only if for any Z-model X of X, we have that
F is a motivic function on X if and only if for any Z-model X of X, we have that h ∈ C( X).
Proof. We prove (1), the proof for (2) is similar. For any two Z-models X 1 and X 2 there exists a Q-isomorphism ϕ :
We want to show that {ϕ −1 (Y F )} F ∈Loc is a definable subset of X 1 . It is enough to prove for the case where X 1 and X 2 are affine with
Z . By Theorem 2.8, Y is defined by an L DP -formula φ which is a disjunction of formulas of the form
The problem which arises is that {g j • ϕ} s j=1 ⊂ Q[y 1 , . . . , y N 1 ] do not necessarily have integral coefficients. In order to solve this, define
we only need to take care of {χ i } r i=1 . It is left to show that for any L Res -formula χ(t 1 , . . . , t s ) there exists an L Res -formula χ ′ such that χ ′ (t 1 , . . . , t s ) = χ(N · t 1 , . . . , N · t s ), and then we are done, by setting Ξ(φ ′′ ) :
, and observing that φ ′′ defines {ϕ −1 (Y F )} F ∈Loc . Firstly, every L Res -formula χ(t 1 , . . . , t s ) is defined by zeros of polynomials P j (t 1 , . . . , t s ), and possibly has quantifiers. Let D j be the maximal degree in each P j and consider the polynomials P j which are obtained by replacing each monomial
. ., t s ), and define χ ′ by replacing each P j by P j in χ. It is easy to see that χ ′ satisfies χ ′ (t 1 , . . ., t s ) = χ(N · t 1 , . . ., N · t s ) and we are done.
As a conclusion, we can pull back definable sets and motivic functions with respect to Q-morphisms.
Lemma 3.10. Let X and Y be two Q-algebraic varieties and let ϕ : X → Y be a Q-morphism. Then for any definable subset {Z F } F ∈Loc of Y we have that {ϕ −1 (Z F )} F ∈Loc is a definable subset of X and for any f ∈ C(Y ) we have f • ϕ ∈ C(X).
Proof. We may assume that ϕ : X → Y is defined over S −1 Z, the localization of Z by a finite set of primes S. Since S −1 Z is of finite type over Z we may choose a Z-model ϕ : X → Y of the morphism ϕ (which includes Z-models of X and Y ). Since in the setting of the L DP language pullbacks are well defined, by reducing to the affine case, we have well defined pullbacks ϕ * : C( Y ) → C( X) and
Since X × Spec(Z) Spec(Q) ≃ X and Y × Spec(Z) Spec(Q) ≃ Y , and since Q ⊂ F for any F ∈ Loc, there are identifications X(F ) ≃ X(F ) and Y (F ) ≃ Y (F ), under which ϕ and ϕ induce the same map X(F ) → Y (F ). This implies the lemma.
The next lemma follows easily by reducing to the affine case and choosing a Z-model. Lemma 3.11. Let X be a Q-algebraic variety.
(1) Any Q-subvariety Y ⊆ X is definable.
(2) D(X) is closed under intersections, unions and complements.
Definition 3.12. Let X be a smooth Q-algebraic variety. We say that a collection of measures µ = {µ F } F ∈Loc on {X(F )} F ∈Loc is a motivic measure on X if there exists an open affine cover
f j,F · |ω j | F for some f j ∈ C(U j ) and ω j non-vanishing top forms on U j respectively.
non-vanishing regular function on U i ∩ U j . Hence we have
Since f j,F ·|h ji | F is a motivic function, we see that µ is motivic. The other direction is similar.
Proposition 3.14. Let X be a smooth Q-algebraic variety, then there exists a motivic measure µ = {µ F } F ∈Loc on X, such that for every F ∈ Loc, µ F is a non-negative Schwartz measure and supp(µ F ) = X(O F ).
Proof. Choose an affine open cover
Q and non-vanishing top forms ω i on U i (it is possible since X is smooth). We can construct a disjoint open cover
Then by Proposition 2.16, µ F is a Schwartz measure and it is clearly non-negative and supported on X(O F ) for any F ∈ Loc. It is left to show that {µ F } F ∈Loc is motivic. By Lemmas 3.11 and 3.13, it is enough to show that U i (O F ) is a definable subset of U i for each i.
Choose Z-models U i of U i and ψ i :
be the L DP -definable set whose points over F ∈ Loc are the unit disc in F N i . Clearly, the set
is L DP -definable for any i. This proves the proposition.
3.4. Reduction to an analytic problem. Our next goal is to use the equivalent characterization of the (FRS) property given in Theorem 2.17 in order to reduce our main problem, as stated in Theorem 1.7 (with K = Q), to an analytic question (see Proposition 3.16). To do so, we need the following lemma:
Lemma 3.15. Let X be a smooth Q-algebraic variety and let x 1 , . . . , x k ∈ X(Q). Then for any finite extension K/Q such that x 1 , . . . , x k ∈ X(K) there exist infinitely many prime numbers p with
Proof. Let K be such that x 1 , . . . , x k ∈ X(K) and let K ′ be the Galois closure of K. We can write
where α is a root of a monic minimal polynomial
. Denote q(x) for the reduction modulo p of q(x), then by a conclusion of Chebotarev's density theorem, q(x) splits in F p for infinitely many primes p. Set
Now, use Hensel's lemma for each p ∈ S N to lift a root ofq(x) ∈ F p [x] to a root α ′ of q(x) in Z p . This gives rise to an embedding i p : K ′ ֒→ Q p by α → α ′ , where α maps to Z p as α ′ lies in Z p , which in turn gives rise to a map i p * :
Finally, for each x i ∈ X(K) ⊂ X(K ′ ) take an open affine neighborhood U i of x i and let ψ :
K ′ be a closed embedding, for some N i ∈ N. We may write each
Using Theorem 2.17 and Lemma 3.15 we can now reduce our main problem to the following. Proposition 3.16. Let X be a smooth Q-algebraic variety, µ be a motivic measure on X as in Proposition 3.14, and let ϕ : X → A m Q be a strongly dominant morphism. Assume that there exists n ∈ N, such that for every large enough prime p the measure ϕ n * (µ Qp × . . . × µ Qp ) has continuous density with respect to the normalized Haar measure on (Q p ) m . Then the map ϕ n : X ×. . .×X → A m Q is (FRS).
Proof. Let x = (x 1 , . . . , x n ) ∈ (X × . . . × X) (Q). There exists a finite extension K/Q such that x 1 , . . . , x n ∈ X(K). By [AA16, Theorem 3.4], in order to show that ϕ n is (FRS) at x it is enough to show that for any finite extension K ′ /K, there exists a non-Archimedean local field F containing K ′ and a non-negative Schwartz measure µ on (X × . . . × X) (F ) that does not vanish at x, such that ϕ n * (µ) has continuous density. Given such K ′ /K, by Lemma 3.15, we can choose F = Q p for large enough p such that K ′ ֒→ Q p and i p * (x 1 ), . . . , i p * (x n ) ∈ X(Z p ). By our assumption, ϕ n * (µ Qp × . . . × µ Qp ) has continuous density with respect to the normalized Haar measure on (Q p ) m , and µ Qp × . . . × µ Qp does not vanish at x, so we are done.
Pushforward of a motivic measure under a strongly dominant map
In the last section we have reduced Theorem 1.7, in the case K = Q, to an analytic question on the pushforward of motivic Schwartz measures under a strongly dominant morphism ϕ : X → A m Q (Proposition 3.16), where X is a smooth Q-algebraic variety. In this section, we show that the pushforward under ϕ of a motivic Schwartz measure µ = {µ F } F ∈Loc yields a motivic measure {ϕ * (µ F )} F ∈Loc with L 1 -density with respect to the normalized Haar measure on F m (see Corollary 4.3). This will be a conclusion of the more general Theorem 4.2, whose proof relies on the following consequence of [CL08, Theorem 10.1.1]:
Lemma 4.1. Suppose that X and Y are smooth algebraic Q-varieties, ϕ : X → Y is a morphism with finite fibers and let f ∈ C(X). Then the function I f,
Proof. Let U ji of ϕ −1 (V j ). By the definition of a motivic function on a Q-variety, it is enough to prove the lemma for
, their intersections, and the morphisms between these objects, we can assume they are all defined over Z. Construct a definable disjoint cover of ϕ −1 (V j ) by setting U ′ j1 = U j1 , and
U jk , and let ϕ ji := ϕ| U ′ ji and f ji := f | U ′ ji . Then we have the following:
Since by [CL08, Theorem 10.1.1] every summand of the RHS of the above formula is a constructible function on Y , we are done.
Using Lemma 4.1, we can now show the following variant of [AA16, Proposition 5.6 and Corollary 3.6]:
Theorem 4.2. Let X and Y be smooth algebraic Q-varieties, let M ∈ N, and let ϕ : X → Y be a strongly dominant morphism. Let µ X be a motivic measure on X such that µ X,F is a Schwartz measure for every F ∈ Loc M , and let µ Y be a motivic measure on Y such that µ Y,F is smooth and non-vanishing on Y (F ) for every F ∈ Loc M .
(1) ϕ * (µ X ) is a motivic measure, and ϕ * (µ X,F ) is absolutely continuous with respect to µ Y,F for any F ∈ Loc M . (2) In particular, if Y has a non-vanishing top form ω Y , then there exists g ∈ C(Y ) such that ϕ * (µ X,F ) is absolutely continuous with respect to |ω Y | F with density g F , for any F ∈ Loc M .
Proof. Since Y is smooth, by Definition 3.12 we may assume that Ω top Y /Q is free, and in particular that Y has a non-vanishing top form ω Y . Hence, it is enough prove part 2) of the theorem. By Lemma 3.13 and the smoothness of X, we may assume that Ω top X/Q is free and that there exists f ∈ C(X) such that µ X,F = f F |ω X | F for some top form ω X .
Denote by X sm,ϕ the smooth locus of ϕ and by i sm : X sm,ϕ ֒→ X the inclusion. Since ϕ is strongly dominant, we have by [AA16, Corollary 3.6] that for any F ∈ Loc M , the measure ϕ * (f F |ω X | F ) is absolutely continuous with respect to |ω Y | F and has an L 1 -density g F such that
To finish the theorem, we need to show that g ∈ C(Y ). 
where π is the projection, and ϕ is an étale map. Since U is open and dense in X sm,ϕ , we have that ψ(U (F )) is dense in X sm,ϕ (F ) for any F ∈ Loc. This implies
and therefore
Now, by Lemma 3.10, we have that f • ψ ∈ C(U ). As ϕ is étale, it has finite fibers, so we can write:
where ω is a top form on A dimX−dimY Q which induces the normalized Haar measure λ = |ω| F on F dimX−dimY , and
By Lemma 4.1, we have that
Using [CGH14a, Theorem 4.3.1], we have g = {g F } F ∈Loc M ∈ C(Y ) and we are done.
As a conclusion, we obtain the following result, which is the main goal of this section:
Corollary 4.3. Let X be a smooth algebraic Q-variety, ϕ : X → A m Q be a strongly dominant morphism and µ a motivic measure on X as in Proposition 3.14. Then there exist M ∈ N and f ∈ C(A m Q ), such that for every p > M the measure ϕ * (µ Qp ) is absolutely continuous with respect to the normalized Haar measure on Q m p with density f Qp ∈ L 1 .
Uniform bounds on decay rates of Fourier transform of motivic measures
In this section we finish the proof of Theorem 1.7 for the case k = Q:
Theorem 5.1. Let X be a smooth Q-variety and let V = A m Q be the m-dimensional affine space. Let ϕ : X → V be a strongly generating morphism (Definition 3.4), then there exists N ∈ N such that for any n > N , the n-th convolution power ϕ n is (FRS).
Let µ be a motivic measure on X as in Proposition 3.14. We saw in Corollary 3.6 that ϕ can be taken to be a strongly dominant morphism. We have further showed, using Proposition 3.16, that it is enough to show that there exists n ∈ N, such that for large enough prime p, the measure ϕ n * (µ Qp × . . . × µ Qp ) has continuous density with respect to the normalized Haar measure on
, and that by Corollary 4.3, the measure {ϕ * (µ F )} F is motivic, and for any F ∈ Loc we have that ϕ * (µ F ) is compactly supported and has L 1 -density. Hence, our next goal is to show that given a motivic measure σ = {σ F } F ∈Loc on VF m such that σ F is compactly supported and has L 1 -density for all F ∈ Loc, then there exists N ∈ N, such that the N -th convolution power {σ N F } F ∈Loc has continuous density for any F ∈ Loc M and M large enough.
Recall that the Fourier transform F(f ) of an L 1 -function f : Q n p → C is a continuous function, and that F • F(f )(x) = f (−x). Thus, in order to show that σ F * · · · * σ F is continuous, it is enough to show that F(σ F * · · · * σ F ) = F(σ F ) N is in L 1 for some N that does not depend on F ∈ Loc, but firstly, we need to make sense of the Fourier transform of a motivic function (or measure). 
Then there exist a real constant α < 0 and a natural number M > M ′ , such that for any
for some constant d(F ) which depends on F .
Corollary 5.3. Theorem 5.2 implies Theorem 5.1.
Proof. Let µ be a motivic measure on X as in Proposition 3.14. By Theorem 5.2, there exists a real constant α < 0 such that for any
α , then we have
and in particular it is L 1 . Thus ϕ N * (µ F × · · · × µ F ) has continuous density for any F ∈ Loc M , for some M ∈ N, and by Proposition 3.16 this implies Theorem 5.1.
We now prove Theorem 5.2. Firstly, it is clear that
We prove this by reducing to a one dimensional analogue of the problem (see Lemma 5.4) which is easier to solve (Proposition 5.5). Proof. By Theorem 2.8, the function h ∈ C(VF m ) is determined by finitely many polynomials
. ., x m−1 ). By uniform cell decomposition applied to the functions {g j } s j=1 (see Theorem 2.7), there exist cells
, where each fiber A i (ξ) is as in Definition 2.5. Furthermore, for any 1 ≤ i ≤ N and 1 ≤ j ≤ s, and any (x, x m ) ∈ A i (ξ), we have
where µ i , w ij , h ij are as in Definition 2.6. Hence, for y = (ŷ, y m ) ∈ F m−1 × F we have,
Let A ∈ {A 1 , . . . , A N } be one of the above cells. For simplicity, we assume it has datum Θ(A) = (C, b 1 , b 2 , c, λ), and similarly we replace µ i , w ij and h ij with µ, w j and h j . Note that
and 1,2 are either ≤, < or no condition, as in the cell A F (recall Definition 2.5). Calculating the integral over A F yields:
Note that h F (x, x m ) depends only onx when val(x m −c(x, ξ)) = l, since for any j we have val(g j,F (x, x m )) = val(h j,F (x, ξ)) + w j · l and ac(g j,F (x, x m )) does not depend on x m . Therefore after a linear change of variables u := x m − c(x, ξ) we can write (5.1) as:
for some a ∈ O × F . Set uy m = aπ −1−j + zπ −j where z ∈ O F depends on u, and recall that ψ F (O F ) = 1. For any y m with val(y m ) ≤ −val(u) − 2, we obtain B F (l,ξ,0,x) ψ F (u · y m ) du = 0, since this integral is essentially a sum of a non-trivial character over a finite group:
where ψ F is the character induced on
. By the above computation,
We get,
Note that |h| is a motivic function, and that |h F | is integrable on B ′ F (y m ) for any F ∈ Loc M ′ and any y m ∈ F . Recall we assumed there exists a definable set L such that supp(h F ) ⊂ L F for all F ∈ Loc M ′ . By Theorem 2.2, there exist a motivic function g A ∈ C(VF) and an integer M > M ′ such that for any F ∈ Loc M we have,
This implies,
Now, for any F ∈ Loc M , the set L F is compact, and since the measure of L F ∩ B ′ F (y m ) tends to zero as |y m | tends to infinity, we get that lim |ym|→∞ g A F (y m ) = 0. By repeating these arguments for the other cells, and possibly enlarging M , we obtain that for any
where lim
The following proposition, along with Lemma 5.4, finishes the proof of Theorem 5.2. Indeed, for g ∈ C(VF) as in Lemma 5.4, Proposition 5.5 yields constants d and α such that,
Proposition 5.5. Let f ∈ C(VF) and suppose that lim |y|→∞ f F (y) = 0 for any F ∈ Loc M . Then there exists a real number α < 0 such that for any
where d(F ) > 0 is a constant that depends only on F .
Recall that f F is of the following form, where α i ,β ij and Y i are as in Definition 2.1:
By quantifier elimination (Theorem 2.8), there exist polynomials {g l } s l=1 ∈ Z[y] such that (recall Notation 2.9):
By the uniform cell decomposition theorem, we can decompose VF as a finite disjoint union of cells, where each cell is of the form A = ξ∈RF r A(ξ) with datum Θ(A) = (C, b 1 (ξ), b 2 (ξ), c(ξ), λ) for a definable set C ⊆ RF r and definable functions b 1 , b 2 and c from C to VF. Moreover, we have
Since there are finitely many cells, it is enough to prove Proposition 5.5 for f | A and any cell A. We do the latter by proving several smaller lemmas.
Lemma 5.6. We may assume that val(
Proof. For a given cell A, consider the definable sets
Since we are interested in asymptotic behavior (i.e when val(y) → −∞), it is enough to prove the claim for f | L and each such L, but notice that for any y ∈ L we have (1) The functions β ij and α i can be written as compositions
where α i and β ij are L ∞ Pres -definable functions from L ∞ Pres -definable subsets of Z s to Z. (2) |Y i,F,y | depends only on ξ (and F ). In particular, for any ξ ∈ k r F , the value |Y iF (y)| is constant on A b (ξ).
Proof. We prove for α i , the proof for β ij is similar. We start with constructing a partition of A which satisfies (1). Recall that α i is defined by the formula g 1 (y) ), . . . , val(g s (y)), t).
For simplicity we set ac(g(y)) := ac(g 1 (y)), . . . , ac(g s (y))), and use similar notation for val(g(y)). (y) ), l ′ )} for any l ′ ∈ Z. Let I ∈ {0, 1} N i and consider the set
If we restrict to A I , we get that α i (y) = l ′ if and only if σ i (y, l ′ ) :=
true. Since α i is a definable function, for any y ∈ A I there is at most one l ′ such that σ i (y, l ′ ) holds, and thus σ i (y, l ′ ) is a graph of a definable function. Now, note that σ i (z) :=
Thus, it is a graph of a definable function into Z when restricted to the (y) ), l ′ ), we get that α i | A I is of the required form.
To prove the second property, recall that Y i is defined by the formula (g(y) )).
By a process similar to before, we can find a partition A = Recall we are trying to bound the decay rate of a motivic function f ∈ C(VF) which tends to zero at infinity. The following lemma allows us, after further refining our cover, to give a simple description of f on each piece. b=1 , we can assume the restriction of f to each cell is of the form
where a i (ξ) are real numbers, t 1i (ξ) and t 2i are rational numbers, P i,ξ ∈ Q[x] are polynomials with coefficients that may depend on ξ, and Q i (q F ) is an expression of the form A ′ b ′ . By Lemmas 5.6 and 5.7, and the linearity of α i and
∩L F is a sum of terms of the following form:
(3) The constants b t , n t , c t , γ, b jt , n jt , c jt and γ j are integers.
(4) It holds that 0 ≤ c t < n t and 0 ≤ c jt < n jt for all 1 ≤ t ≤ s and 1 ≤ j ≤ N and furthermore,
Now for a fixed F ∈ Loc M and ξ ∈ k r F , the functions |Y F,y | and
the required form.
We are ready to prove Proposition 5.5:
Proof of Proposition 5.5. Fix F ∈ Loc M and ξ ∈ k r F . By Lemma 5.8, we have a partition of VF into cells, such that on each cell A the function f F is of the form
for any y ∈ A with val(c(ξ)) > val(y). Denote the above summands of f F by f i . If t = max i {t 2i } > 0, consider the sum i:t 2i =t f i of all terms f i such that t 2i = t. We want to show this sum is zero. Since q t·val(y) F = 0 it is enough to prove
Note that the above sum is polynomial in val(y), and denote it by P ′ t (val(y)). If P ′ t ≡ 0, then we have lim The above argument implies that for any F ∈ Loc M , any ξ ∈ k r F , and any y ∈ A we have:
for some constant d(F, ξ) > 0 that depends on ξ and F . Since there are finitely many cells A (and fibers A(ξ)), by taking the maximum over all α A above, there exists α < 0 such that for any
for some constant d(F ) > 0.
Reduction of Theorem 1.7 to the case of Q-morphisms
In this section we complete the proof of Theorem 1.7, by reducing to the case K = Q which we have proved in the last section (Theorem 5.1). Explicitly, we show the following:
Proposition 6.1. It is enough to prove Theorem 1.7 for K = Q and ϕ : X → V strongly dominant.
We prove the claim by a series of reductions:
Lemma 6.2. It is enough to prove Theorem 1.7 for a field K ′ which is finitely generated over Q, and ϕ : X → V a strongly dominant K ′ -morphism.
Proof. Let K be a field of characteristic 0. We have already seen in Corollary 3.6 that we may assume that ϕ is strongly dominant. Notice that since Q ⊆ K, we have that ϕ is defined over a finitely generated field K ′ /Q. Since the (FRS) property is preserved under base change (Proposition 3.2), we are done.
Proposition 6.3. Let K ′ and ϕ : X → V be as in Lemma 6.2. Assume there exists N ∈ N such that the N -th convolution power ϕ N is (FRS) at (x, . . ., x) for any x ∈ X(K ′ ). Then ϕ 2N is (FRS).
Proof. We use the analytic criterion for the (FRS) property (see Theorem 2.17) to show that ϕ 2N is (FRS) at any point (x 1 , . . .,
. We need to show that for any finite extension K ′′′ of K ′′ , there exist K ′′′ ⊆ F ∈ Loc and a non-negative Schwartz measure µ on X 2N (F ) that does not vanish at (x 1 , . . ., x 2N ), such that ϕ 2N * (µ) has continuous density. Fix such K ′′′ , and let U i ⊂ X N be a Zariski open neighborhoods of (x i , . . ., x i ) such that ϕ N is (FRS) at any x ∈ U i (it is possible by Theorem 2.14). Notice that for any K ′′′ ⊆ F ∈ Loc the set U i (F ) contains a set of the form V i,F × · · · × V i,F , where V i,F ⊆ X(F ) is open and x i ∈ V i,F . For any i ∈ {1, . . ., 2N }, let µ i be a non-negative Schwartz measure on X(F ) supported on V i,F , that does not vanish at
Since ϕ N is (FRS) at (x i , . . ., x i ), the measure ϕ N * (µ i × · · · × µ i ) has continuous density with respect to the normalized Haar measure on V (F ) = F m . Now, use the standard identification between measures and functions on a locally compact group, and recall that the Fourier transform
is a compactly supported measure with continuous density, its density is L 2 , and hence
has L 2 -density. This implies F (ϕ * µ i ) has L 2N -density. By a generalization of Hölder's inequality, it follows that
has L 1 -density, and hence (ϕ * µ 1 ) * · · · * (ϕ * µ 2N ) has continuous density. As a consequence, we get that ϕ 2N is (FRS) at (x 1 , . . ., x 2N ).
Let ϕ : X → V be a strongly dominant K ′ -morphism. Any finitely generated field K ′ /Q is a finite extension of some Q(t 1 , . . ., t n ). Since X and ϕ are defined using finitely many polynomials with coefficients in K ′ , there exists f ∈ Q[t 1 , . . ., t n ], such that X and ϕ are defined over a ring A, which is finite over Q[t 1 , . . ., t n , f −1 ]. Since X is smooth over the generic point Spec(K ′ ), by further localizing, we may assume that X is smooth over A. We denote the resulting A-model for the diagram ϕ by ϕ A : X A → V A , i.e. X, V and ϕ are base changes of X A , V A and ϕ A to Spec(K ′ ).
Since A is finite type over Q, the morphisms X A → Spec(A) → Spec(Q) and V A → Spec(A) → Spec(Q) endow X A and V A with a natural structure of Q-varieties, denoted by X A and V A (and we similarly denote ϕ A ). Hence, X A (resp. V A ) is a family of smooth Q-varieties (resp. Q-vector spaces) over Spec(A). Notice that the convolution operation can be generalized to such Spec(A)-families by ϕ * ϕ := mult A • (ϕ, ϕ), where mult A : G × Spec(A) G → G is the multiplication map over Spec(A), and (ϕ, ϕ) : X × Spec(A) X → G × Spec(A) G. With the above terminology, we can now prove the following:
Lemma 6.4. Let X a and V a be the fibers of the varieties X and V over a ∈ Spec(A)(Q). It is enough to show that for every a ∈ Spec(Q) there exists n a ∈ N such that ϕ na a :
Proof. Notice that ϕ n a is the fiber of ϕ n A over a ∈ Spec(A)(Q). Let π : X A → Spec(A) be the Q-structure map and consider π n : X n A → Spec(A), where 
is open for any n ∈ N. By our assumption, X A (Q) = ∞ n=1 U n , and by the fact that the {U n } ∞ n=1 are increasing combined with quasi-compactness, there exists N ∈ N such that U N = X A , implying that ϕ N A is (FRS) at (x, . . ., x) for any x ∈ X A (Q). By the last proposition, the morphism ϕ 2N A is (FRS). Since ϕ 2N : X 2N → V is the generic fiber of ϕ 2N
A , then ϕ 2N is (FRS) as well.
The next lemma is the final reduction before we can prove Proposition 6.1.
Lemma 6.5. It is enough to prove Theorem 1.7 for a number field K and ϕ : X → V a strongly dominant K-morphism.
Proof. Let a ∈ Spec(A)(Q). Then there exists a finite extension K/Q such that a ∈ Spec(A)(K). By our assumption, there exists n ∈ N such that the morphism ϕ n a : X a × · · · × X a → V a is (FRS) and by Lemma 6.4 we are done.
We can now finish the proof of Proposition 6.1.
Proof of Proposition 6.1. Let ϕ : X → V be a strongly dominant K-morphism, where K is a number field. We may assume that K/Q is Galois. By restriction of scalars we obtain a Qmorphism Res
some n ∈ N. Since the (FRS) property is preserved under base change to K, we obtain that
. ., X l (resp. K-vector spaces V 1 , . . ., V l ), each of which is Q-isomorphic to X (resp. V ), and that Res K Q (ϕ) n K can be written as,
where each ϕ i is a twist of ϕ K by some Galois element σ i ∈ Gal(K/Q), with ϕ 1 := ϕ. This allows us to deduce that for each i, the morphism ϕ n i is (FRS), and in particular ϕ n is (FRS) as well.
7. Convolution properties of algebraic families of morphisms -a uniform version of Theorem 1.7
Let K be a field of characteristic 0. Our goal in this section is to prove Theorem 1.9:
Theorem 7.1 (Theorem 1.9). Let Y be a K-variety, set V = A m K , let X be a family of varieties over Y and let ϕ :
(1) The set Y ′ := {y ∈ Y : X y is smooth and ϕ y : X y → V is strongly dominant} is constructible. (2) There exists N ∈ N such that for any n > N , and any n points y 1 , . . . , y n ∈ Y ′ (K), the morphism ϕ y 1 * · · · * ϕ yn :
We first reduce to a similar statement about self convolutions:
Theorem 7.2. Let Y, V, X, ϕ and Y ′ be as in Theorem 7.1. Then Y ′ is constructible and there exists N ∈ N such that for any n ≥ N and any y ∈ Y ′ (K), the morphism ϕ n y : X n y → V is (FRS).
Lemma 7.3. Theorem 7.2 implies Theorem 7.1.
Proof. Let ϕ, Y, V, Y ′ and N ∈ N be as in Theorem 7.2, and let y 1 , . . ., y 2N ∈ Y ′ (K). Notice that for any 1 ≤ i ≤ 2N we have that ϕ N y i is (FRS). For each i, let µ i be a non-negative Schwartz measure on X y i (F ) for a non-Archimedean field K ⊆ F ∈ Loc, supported on y i , such that N -th convolution power ( ϕ y i ) * (µ i ) N has continuous density. By an argument similar to the one in Proposition 6.3, we can deduce that F( ϕ y i * (µ i )) has an L 2N -density and that ( ϕ y 1 ) * (µ 1 ) * · · · * ( ϕ y 2N ) * (µ 2N ) has continuous density. As a consequence, we get that ϕ y 1 * · · · * ϕ y 2N is (FRS).
We now wish to prove Theorem 7.2. We start by proving Lemmas 7.4 and 7.5 in order to deduce that Y ′ is constructible.
Lemma 7.4. Let X, ϕ, Y, V and Y ′ be as in Theorem 7.1. Then the setŶ := {y ∈ Y : X y is smooth} is constructible.
Proof. Let π X : X → Y be the structure morphism. By Chevalley's Theorem, it is enough to show that the set π −1 X (Ŷ ) = {x ∈ X : X π X (x) is smooth} is constructible. Consider the following functions from X to Z:
(1) There is a bijection Φ η,s between the number of irreducible components X η,1 , . . . , X η,t of X η and the number of irreducible components of X s . (2) All irreducible components of X s are absolutely irreducible.
The bijection Φ η,s is constructed as follows. For each irreducible component X η,j of X η , we have that X η,j ∩ X s is an irreducible component of X s . Under this bijection, we deduce that the set X j := {x ∈ π −1 X (U ) : x ∈ j-th irreducible component of X π X (x) } is locally closed. For s ∈ U , the condition that ϕ s is strongly dominant is equivalent to (ϕ j ) s := ϕ| X j s : ( X j ) s → Z × Spec(K) Spec(K({s})) being dominant for any 1 ≤ j ≤ t. Hence, it is enough to show that the set U j := {s ∈ U such that (ϕ j ) s is dominant}, is constructible. Notice that (ϕ j ) η is dominant if and only if ϕ j ( X j ) η = (ϕ j ) η (( X j ) η ) is dense in Z × Spec(K) Spec(K({η})). It now follows from [Sta, Lemma 36.22.3 and 36.22 .4] that we may find an open set V ⊆ U such that,
(1) If (ϕ j ) η is dominant then (ϕ j ) s is dominant for any s ∈ V .
(2) If (ϕ j ) η is not dominant then (ϕ j ) s is not dominant for any s ∈ V .
By Noetherian induction we deduce that U j is constructible for any j and thus we are done.
Combining the above lemmas, we obtain that the set Y ′ := {y ∈ Y : X y is smooth, and ϕ y : X y → V is strongly dominant} is constructible. For the proof of the second part of Theorem 7.2 we need the following lemma: → V is (FRS) for any y ∈ W . We can now repeat the process for the closed subvariety Y 1 := Y \W . By Noetherian induction, we can deduce the existence of N ∈ N such that ϕ N y : X N y → V is (FRS) for any y ∈ Y as required.
We are now ready to prove Corollary 1.11. We first introduce the notion of complexity.
Definition 7.7. Denote by C D the class of all K-schemes and K-morphisms of complexity at most D, which is defined in the following way:
(1) An affine K-scheme X has complexity at most D (i.e X ∈ C D ) if X has a closed embedding 
