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Abstract
In this article we prove a set of preservation properties of the
reticulation functor for residuated lattices (for instance preservation
of subalgebras, finite direct products, inductive limits, Boolean po-
wers) and we transfer certain properties between bounded distributive
lattices and residuated lattices through the reticulation, focusing on
Stone, strongly Stone and m-Stone algebras.
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1 Introduction
In this paper we continue the study we began in [24] and [25] on the
reticulation of a residuated lattice. All the definitions and properties from
the previous two articles that we need in the sequel can be found in Section
2, together with other known results and a few simple new ones that will
also be necessary in the following sections.
In [25] we proved certain preservation properties of the reticulation func-
tor for residuated lattices, L. In Section 3 we continue this study, proving
that L preserves subalgebras and finite direct products, does not preserve
quotients (but there exists a surjective morphism from the quotient of the
reticulation to the reticulation of the quotient), preserves inductive limits
1
2and Boolean powers. Our goal is to use such preservation results for a
transfer of properties between residuated lattices and bounded distributive
lattices through the reticulation.
We begin the research of such properties that can be transferred through
the reticulation in Section 4, which is focused on Stone and strongly Stone
lattices and residuated lattices. Here, we prove that a residuated lattice is
Stone (respectively strongly Stone, respectively m-Stone) iff its reticulation
is Stone (respectively strongly Stone, respectively m-Stone). We also show
that the Boolean algebra of the co-annihilator filters of a residuated lattice
and that of its reticulation are isomorphic. Through the reticulation, we
transfer a known characterization of m-Stone bounded distributive lattices
to m-Stone residuated lattices. We conclude by two remarks related to a
characterization of Stone pseudocomplemented distributive lattices that is
not valid for residuated lattices.
In future articles we will continue our research on the transfer of pro-
perties between the category of bounded distributive lattices and that of
residuated lattices through the reticulation functor. This transfer of pro-
perties between different categories is the very purpose of the reticulation.
2 Preliminaries
Definition 2.1. Let L be a distributive lattice with 0. An element l of L
is said to be pseudocomplemented iff there exists a maximal element m of
L which satisfies: l ∧m = 0; such an element m is denoted l∗ and called
the pseudocomplement of l. L is said to be pseudocomplemented iff all its
elements are pseudocomplemented.
Definition 2.2. Let L be a lattice. A nonempty subset F of L is called a
filter of L iff it satisfies the following conditions:
(i) for all l,m ∈ F , l ∧m ∈ F ;
(ii) for all l ∈ F and all m ∈ L, if l ≤ m then m ∈ F .
The set of all filters of L is denoted F(L).
Let L be a lattice and F a filter of L. For all l,m ∈ L, we denote
l ≡ m(mod F ) and say that l and m are congruent modulo F iff there
exists an element e ∈ F such that l ∧ e = m ∧ e. Obviously, ≡ (mod F )
is a congruence relation on L. The quotient lattice with respect to the
congruence relation ≡ (mod F ) is denoted L/F and its elements are denoted
l/F , l ∈ L.
3Definition 2.3. A residuated lattice is an algebraic structure (A,∨,∧,⊙,→
, 0, 1), with the first 4 operations binary and the last two constant, such that
(A,∨,∧, 0, 1) is a bounded lattice, (A,⊙, 1) is a commutative monoid and
the following property, called residuation, is satisfied: for all a, b, c ∈ A,
a ≤ b → c ⇔ a ⊙ b ≤ c, where ≤ is the partial order of the lattice
(A,∨,∧, 0, 1).
For any residuated lattice A and any a, b ∈ A, we denote a↔ b = (a→
b) ∧ (b→ a) and ¬ a = a→ 0.
Definition 2.4. Let A be a residuated lattice. A nonempty subset F of A
is called a filter of A iff it satisfies the following conditions:
(i) for all a, b ∈ F , a⊙ b ∈ F ;
(ii) for all a ∈ F and all b ∈ A, if a ≤ b then b ∈ F .
The set of all filters of A is denoted F(A).
Definition 2.5. Let A be a lattice (residuated lattice), X ⊆ A and a ∈ A.
The least filter of A that includes X (that is: the intersection of all filters
of A that include X) is called the filter of A generated by X and is denoted
by < X >. The filter of A generated by {a} is denoted by < a > and is
called the principal filter of A generated by a. For lattices, the notations
mentioned above can be replaced by [X) and respectively [a).
Lemma 2.6. [24, Lemma 2.1]
Let A be a residuated lattice and a ∈ A. Then < a >= {b ∈ A|(∃n ∈
IN∗) an ≤ b}.
Notation 2.7. Let A be a lattice (residuated lattice). For all filters F ,
G of A, we denote < F ∪ G > by F ∨ G. More generally, for any family
{Ft|t ∈ T} of filters of A, we denote <
⋃
t∈T
Ft > by
∨
t∈T
Ft.
Proposition 2.8. [24, Proposition 3.5]
Let A be a bounded distributive lattice or a residuated lattice. Then (F(A),
∨,∩, {1}, A) is a bounded distributive lattice, whose order relation is ⊆.
Proposition 2.9. [24, Proposition 4.3]
Let A be a residuated lattice. Then, for all a, b ∈ A, < a > ∩ < b >=<
a ∨ b >.
Let A be a residuated lattice and F a filter of A. For all a, b ∈ A,
we denote a ≡ b(mod F ) and say that a and b are congruent modulo F
iff a ↔ b ∈ F . Obviously, ≡ (mod F ) is a congruence relation on A.
The quotient residuated lattice with respect to the congruence relation
≡ (mod F ) is denoted A/F and its elements are denoted a/F , a ∈ A.
4Remark 2.10. [26]
Let A be a residuated lattice and a, b, c, d ∈ A. Then:
(i) a⊙ (b ∨ c) = (a⊙ b) ∨ (a⊙ c);
(ii) if a ∨ b = 1, then a⊙ b = a ∧ b;
(iii) if a ≤ b and c ≤ d, then a⊙ c ≤ b⊙ d;
(iv) a ≤ b iff a→ b = 1.
If A is a residuated lattice, we call the Boolean center of A the set of
the complemented elements of A, which we denote by B(A). It is known
that this subset of A is a Boolean algebra with the operations induced by
those of A.
In [24] we gave the following definition of the reticulation of a residuated
lattice.
Definition 2.11. [24]
Let A be a residuated lattice. A reticulation of A is a pair (L, λ), where L
is a bounded distributive lattice and λ : A→ L is a function that satisfies
conditions 1)-5) below:
1) for all a, b ∈ A, λ(a⊙ b) = λ(a) ∧ λ(b);
2) for all a, b ∈ A, λ(a ∨ b) = λ(a) ∨ λ(b);
3) λ(0) = 0; λ(1) = 1;
4) λ is surjective;
5) for all a, b ∈ A, λ(a) ≤ λ(b) iff (∃n ∈ IN∗) an ≤ b.
Lemma 2.12. [24, Lemma 3.1]
If A is a residuated lattice and L is a bounded distributive lattice, then a
function λ : A→ L that verifies conditions 1)-3) also satisfies:
a) λ is order-preserving;
b) for all a, b ∈ A, λ(a ∧ b) = λ(a) ∧ λ(b);
c) for all a ∈ A and all n ∈ IN∗, λ(an) = λ(a).
We shall use the notations of the conditions 1)-5) and of the properties
a)-c) in the following sections also.
Until mentioned otherwise, let A be a residuated lattice and (L, λ) a
reticulation of A.
Lemma 2.13. [24, Lemma 3.4]
For any filter F of A and any a ∈ A, we have: λ(a) ∈ λ(F ) iff a ∈ F .
Lemma 2.14. For any filters F , G of A, we have: λ(F ) = λ(G) iff F = G.
Proof. By double inclusion, using Lemma 2.13.
5Remark 2.15. For all a ∈ A, λ(< a >) =< λ(a) >.
Proof. This is an obvious consequence of Lemmas 2.6 and 2.14 and condi-
tions 4) and 5).
Lemma 2.14 could have been obtained as a corollary of the following
proposition.
Proposition 2.16. [24, Proposition 3.6]
The function F(A)→ F(L), F → λ(F ), is well defined and it is a bounded
lattice isomorphism.
Lemma 2.17. [24, Lemma 3.3]
For all a, b ∈ A, λ(a) = λ(b) iff < a >=< b >.
Notice that Lemma 2.17 could easily have been obtained as a conse-
quence of Lemma 2.14 and Remark 2.15.
The following theorem states the existence and uniqueness of the reti-
culation for any residuated lattice.
Theorem 2.18. [24]
Let A be a residuated lattice. Then there exists a reticulation of A. Let
(L1, λ1), (L2, λ2) be two reticulations of A. Then there exists an isomor-
phism of bounded lattices f : L1 → L2 such that f ◦ λ1 = λ2.
We denote by RL the category of residuated lattices and by D01 the
category of bounded distributive lattices.
In [24] and [25], we defined the reticulation functor L : RL → D01. If A
is a residuated lattice and (L(A), λA) is its reticulation, then L(A) = L(A).
If B is another residuated lattice, (L(B), λB) is its reticulation and f :
A → B is a morphism of residuated lattices, then L(f) : L(A) = L(A) →
L(B) = L(B), for all a ∈ A, L(f)(λA(a)) = λB(f(a)).
In [24] we constructed the reticulation of a residuated lattice in two
different ways. Here is the second construction of the reticulation that we
showed in that article. Let A be a residuated lattice and let us denote by
PF(A) the set of principal filters of A. Also, we denote by λ : A→ PF(A)
the function given by: for all a ∈ A, λ(a) =< a >. Then, according to
Theorem 4.2 in [24], ((PF (A),∩,∨, A, {1}), λ) is a reticulation of A. The
definition of functor L using this construction is obvious: L(A) = PF(A)
and, if f : A→ B is a morphism of residuated lattices, then, for all a ∈ A,
L(f)(< a >) =< f(a) >.
For the definitions related to the inductive limit, that we present below,
we are using the terminology of [8].
6A partially ordered set (I,≤) is called a directed set iff, for any i, j ∈ I,
there exists an element k ∈ I such that i ≤ k and j ≤ k.
Definition 2.19. Let (I,≤) be a directed set and C a category. We call
inductive system of objects in C with respect to the directed index set I a
pair ((Ai)i∈I , (φij)i,j∈I
i≤j
) with (Ai)i∈I a family of objects of C and, for all
i, j ∈ I with i ≤ j, φij : Ai → Aj a morphism in C, such that:
(i) for every i ∈ I, φi i = 1Ai ;
(ii) for any i, j, k ∈ I with i ≤ j ≤ k, φjk ◦ φij = φik.
If there is no danger of confusion, an inductive system like above will
be denoted (Ai, φij).
Definition 2.20. Let (Ai, φij) be an inductive system of objects in a ca-
tegory C relative to a directed index set I. A pair (A, (φi)i∈I), with A an
object in C and, for all i ∈ I, φi : Ai → A a morphism in C, is called
inductive limit of the inductive system (Ai, φij) iff:
(i) for every i, j ∈ I with i ≤ j, φj ◦ φij = φi;
Ai ✲Aj
φij
❄
φj
A
❅
❅❘
φi
(ii) for any object B of C and any family (fi)i∈I of morphisms in C such
that, for all i ∈ I, fi : Ai → B and, for all i, j ∈ I with i ≤ j, fj ◦ φij = fi,
there is a unique morphism f : A → B in C such that, for every i ∈ I,
f ◦ φi = fi.
Ai ✲A
φi
❄
f
B
❅
❅❘
fi
It is immediate that the inductive limit of a given inductive system is
unique up to an isomorphism, that is, if (A, (φi)i∈I) and (B, (ψi)i∈I) are two
inductive limits of the same inductive system, then there exists a unique
isomorphism f : A→ B such that, for every i ∈ I, f ◦ φi = ψi.
We say that a category C is a category with inductive limits iff every
inductive system in C has an inductive limit. The category of sets, the
7category of residuated lattices and the category of bounded distributive
lattices are categories with inductive limits.
In the following, we shall present a construction for the inductive limit
in the category of residuated lattices. As we believe that this construction
is known, we shall not give any proofs here. See also [8].
Let (Ai, φij) be an inductive system in RL. We denote by
∐
i∈I
Ai the
disjoint union of the family (Ai)i∈I . Let us consider the following relation
on
∐
i∈I
Ai: for all i, j ∈ I, all a ∈ Ai and all b ∈ Aj , a ∼ b iff there exists
k ∈ I such that i ≤ k, j ≤ k and φik(a) = φjk(b). It is immediate that
∼ is an equivalence relation on
∐
i∈I
Ai. We denote by A the quotient set(∐
i∈I
Ai
)
/ ∼ and by [a] the equivalence class of an element a ∈
∐
i∈I
Ai. For
any i ∈ I, let φi : Ai → A, for all a ∈ Ai, φi(a) = [a].
Let us define residuated lattice operations on A. We define 0 = [0] and
1 = [1]. Obviously, this definition does not depend on the residuated lattice
Ai the 0 and the 1 are taken from. Let [a], [b] ∈ A. Let i, j ∈ I such that
a ∈ Ai and b ∈ Aj . Then, by the definition of the directed set, there exists
k ∈ I such that i ≤ k and j ≤ k. We define [a] ∨ [b] = [φik(a) ∨ φjk(b)] and
[a]∧ [b] = [φik(a)∧φjk(b)]. The same for ⊙ and→. Here is the definition of
the partial order relation: for all a, b ∈ A with a ∈ Ai and b ∈ Aj for some
i, j ∈ I, we define: [a] ≤ [b] iff there exists k ∈ I such that i ≤ k, j ≤ k and
φik(a) ≤ φjk(b).
Then (A, (φi)i∈I) is an inductive limit of the inductive system (Ai, φij)
in the category RL.
A similar construction can be done for inductive limits in the category
D01.
In the following, let (A,F ) be a universal algebra (we will use the defi-
nitions and notations from [7] here) and B a Boolean algebra. We denote
by A[B] the set of the functions X : A → B which verify: X(A) is finite,∨
a∈A
X(a) = 1 and, for all a, b ∈ A, if a 6= b then X(a)∧X(b) = 0. A[B] is an
algebra of the same type as A, with the operations defined this way: if f is a
n-ary operation in F and X1, . . . ,Xn ∈ A[B], then f(X1, . . . ,Xn) ∈ A[B],
for all a ∈ A, f(X1, . . . ,Xn)(a) =
∨
{X1(a1) ∧ . . . ∧ Xn(an)|a1, . . . , an ∈
A, f(a1, . . . , an) = a}. We call A[B], with these operations, a Boolean
power of A.
Now let P (B) be the set of the finite partitions of B, that is P (B) =
8{{x1, . . . , xn}|n ∈ IN
∗, x1, . . . , xn ∈ B \ {0},
n∨
i=1
xi = 1, (∀i, j ∈ 1, n)i 6=
j ⇒ xi ∧ xj = 0}. We define the partial order ≤ on P (B) by: for all
p, q ∈ P (B), p ≤ q iff q is a refinement of p, that is: p = {x1, . . . , xn} and
q = {yij |i ∈ 1, n, (∀i ∈ 1, n)j ∈ 1, ki}, where n, k1, . . . , kn ∈ IN
∗ and, for all
i ∈ 1, n,
ki∨
j=1
yij = xi. For all p, q ∈ P (B) with p ≤ q, we define kpq : q → p,
for all a ∈ q and b ∈ p, kpq(a) = b iff a ≤ b (with the notations above for the
elements of p and those of q, for all i ∈ 1, n and all j ∈ 1, ki, kpq(yij) = xi).
The fact that the functions kpq are well defined is obvious (if, for an a ∈ q,
there exist b1, b2 ∈ p, b1 6= b2 and a ≤ b1, a ≤ b2, then a ≤ b1 ∧ b2 = 0, so
a = 0, which is a contradiction to the definition of P (B)).
For every p ∈ P (B), we define Ap = {X|X : p → A}, organized as
a universal algebra of the type of A like this: if f is a n-ary operation
in F and X1, . . . ,Xn ∈ A
p, then f(X1, . . . ,Xn) ∈ A
p, for all a ∈ A,
f(X1, . . . ,Xn)(a) =
∨
{X1(a1)∧. . .∧Xn(an)|a1, . . . , an ∈ A, f(a1, . . . , an) =
a}. For all p, q ∈ P (B) such that p ≤ q, kpq induces a morphism of uni-
versal algebras of the type of A, fpq : A
p → Aq, for all X ∈ Ap and a ∈ q,
fpq(X)(a) = X(kpq(a)). It is easily seen that ((A
p)p∈P (B), (fpq)p,q∈P (B)
p≤q
) is
an inductive system. We shall denote by limB(A) its inductive limit.
Theorem 2.21. [1, Theorem 3]
With the notations above, limB(A) exists and it is isomorphic to A[B] as
universal algebras of type F .
Until mentioned otherwise, let A be a bounded distributive lattice or a
residuated lattice; the definitions we are about to give are valid for both
types of structures. For any non-empty subset X of A, the co-annihilator
of X is the set X⊤ = {a ∈ A|(∀x ∈ X)a ∨ x = 1}. In the case when X
consists of a single element x, we denote the co-annihilator of X by x⊤ and
call it the co-annihilator of x.
Proposition 2.22. For any X ⊆ A, X⊤ is a filter of A.
Proof. This result can be found in [12, Proposition 4.38] for BL-algebras.
The proof there is valid also for bounded distributive lattices and for resi-
duated lattices.
Definition 2.23. A is said to be Stone (respectively strongly Stone) iff, for
all a ∈ A (respectively all X ⊆ A), there exists an element e ∈ B(A) such
that a⊤ =< e > (respectively X⊤ =< e >).
9Obviously, any complete Stone lattice (residuated lattice) is strongly
Stone, as is shown by Proposition 2.9 and the fact that, with the notations
in the previous definition, X⊤ =
⋂
x∈X
x⊤.
We have chosen the previous definition of Stone residuated lattices over
the definition from [9] for a reason that is explained by Remark 4.10.
For any bounded distributive lattice or residuated lattice A, we shall
denote Co−Ann(A) = {X⊤|X ⊆ A} and, for all F,G ∈ Co−Ann(A), we
shall denote F ∨⊤ G = (F⊤ ∩G⊤)⊤.
Proposition 2.24. Let A be a bounded distributive lattice or a residuated
lattice. Then (Co−Ann(A),∨⊤,∩,⊤ , {1}, A) is a complete Boolean alge-
bra.
Proof. This result can be found in [23] for BL-algebras. Its proof is also
valid for bounded distributive lattices and residuated lattices.
Proposition 2.25. Let A be a residuated lattice and (L(A), λ) the reti-
culation of A. Then λ : B(A) → B(L(A)) is an isomorphism of Boolean
algebras.
Proof. This result can be found in [23] for BL-algebras. The proof there is
also valid for the more general case of residuated lattices.
Definition 2.26. Let m be an infinite cardinal. An m-complete lattice is
a lattice L with the property that any subset X of L with |X| ≤ m has an
infimum and a supremum in L.
Theorem 2.27. [10, Theorem 1]
Let L be a bounded distributive lattice and m an infinite cardinal. Then the
following are equivalent:
(i) for each subset X of L with |X| ≤ m, there exists an element e ∈ B(L)
such that X⊤ =< e >;
(ii) L is a Stone lattice and B(L) is an m-complete Boolean algebra;
(iii) L⊤⊤ = {(l⊤)⊤|l ∈ L} is an m-complete Boolean sublattice of F(L);
(iv) for all l, p ∈ L, (l ∧ p)⊤ = l⊤ ∨ p⊤ and, for each subset X of L with
|X| ≤ m, there exists an element x ∈ L such that X⊤⊤ = x⊤;
(v) for each subset X of L with |X| ≤ m, X⊤ ∨X⊤⊤ = L.
A bounded distributive lattice will be called an m-Stone lattice iff the
conditions of Theorem 2.27 hold for it.
10
3 Further Preservation Properties of the Reticu-
lation Functor
In this section we continue the study we began in [25] on preservation
properties of L.
Proposition 3.1. L preserves subalgebras. Namely, if A and B are residu-
ated lattices such that B is a subalgebra of A and (L(A), λ) is a reticulation
of A, then (λ(B), λ |B) is a reticulation of B.
Proof. From properties 2), 3) and b) it follows that λ(B) is a bounded
lattice. Properties 4) and 1) and Remark 2.10, (i), ensure us that it is also
distributive.
The fact that λ verifies properties 1), 2), 3), 5) implies that λ |B satisfies
these properties. Obviously, λ |B : B → λ(B) satisfies condition 4).
Proposition 3.2. L preserves finite direct products.
Proof. Let A1, A2, . . . An be residuated lattices and A =
n∏
i=1
Ai. Let (L(Ai),
λi) be a reticulation of Ai, for each i ∈ 1, n, and λ : A→
n∏
i=1
L(Ai), for all
(a1, . . . , an) ∈ A, λ(a1, . . . , an) = (λ1(a1), . . . , λn(an)).
We shall prove that (
n∏
i=1
L(Ai), λ) is a reticulation of A.
The fact that λ1, . . . , λn satisfy conditions 1)-4) implies that λ satisfies
conditions 1)-4).
Let us now prove that λ satisfies condition 5). Let a = (a1, . . . , an), b =
(b1, . . . , bn) ∈ A. Assume that there exists m ∈ IN
∗ such that am ≤ b,
which is equivalent to: for all i ∈ 1, n, ami ≤ bi. This implies that, for all
i ∈ 1, n, λi(ai) ≤ λi(bi), that is: λ(a) ≤ λ(b). Conversely, suppose that
λ(a) ≤ λ(b), that is: for all i ∈ 1, n, λi(ai) ≤ λi(bi), which is equivalent
to: for all i ∈ 1, n, there exists mi ∈ IN
∗ such that amii ≤ bi. If we denote
m = max{mi|i ∈ 1, n}, we get: for all i ∈ 1, n, a
m
i ≤ bi, that is: a
m ≤ b
(See Remark 2.10, (iii)).
Proposition 3.3. L does not preserve quotients.
Proof. Here is an example of residuated lattice from [20]: A = {0, a, b, c, d, 1},
with the structure described below.
11
r
0
✓
✓
rd
rc❙
❙
ra
❅
❅
❅
rb  
 
 
r
1
→ 0 a b c d 1
0 1 1 1 1 1 1
a 0 1 b c c 1
b c 1 1 c c 1
c b 1 b 1 a 1
d b 1 b 1 1 1
1 0 a b c d 1
⊙ 0 a b c d 1
0 0 0 0 0 0 0
a 0 a b d d a
b 0 b b 0 0 b
c 0 d 0 d d c
d 0 d 0 d d d
1 0 a b c d 1
We choose the filter F =< a >= {a, 1} and show that L(A/F ) and
L(A)/λ(F ) are not isomorphic.
For determining the image of the reticulation functor we shall use the
second construction of the reticulation from [24], that we reminded in Sec-
tion 2.
< 0 >= A, < a >= {a, 1}, < b >= {b, a, 1}, < c >=< d >= {c, d, a, 1},
< 1 >= {1}, so L(A) = {< 0 >,< a >,< b >,< c >,< 1 >}, with the
following lattice structure:
r
< 0 >
r
< b >
 
 
r< c >
❅
❅
r< a >
❅
❅
 
 
r
< 1 >
λ(F ) = {< a >,< 1 >}. L(A)/λ(F ) = {< 0 > /λ(F ), < a > /λ(F ), <
b > /λ(F ), < c > /λ(F ), < 1 > /λ(F )}. For all x ∈ A, < x > /λ(F ) =
{< y >∈ L(A)|(∃ < e >∈ λ(F )) < x > ∧ < e >=< y > ∧ < e >}.
< 0 > /λ(F ) = {< 0 >}, < b > /λ(F ) = {< b >,< c >} =< c > /λ(F ),
< a > /λ(F ) =< 1 > /λ(F ) = λ(F ). So L(A)/λ(F ) = {< 0 > /λ(F ), <
b > /λ(F ), < 1 > /λ(F )}, which is the bounded distributive lattice with
three elements.
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The table of the operation ↔ on A shows that: 0/F = {0}, a/F =
1/F = F = {a, 1}, b/F = {b}, c/F = {c, d} = d/F , hence A/F =
{0/F, b/F, c/F, 1/F} and L(A/F ) = {< 0/F >,< b/F >,< c/F >,<
1/F >}. For all x ∈ A, < x/F >= {y/F ∈ A/F |(∃n ∈ IN∗)(x/F )n ≤
y/F} = {y/F ∈ A/F |(∃n ∈ IN∗)xn/F ≤ y/F} = {y/F ∈ A/F |(∃n ∈
IN∗)xn → y ∈ F}. We get: < 0/F >= A/F , < b/F >= {a/F, b/F, 1/F},
< c/F >= {a/F, c/F, 1/F}, < 1/F >= {1/F}. Therefore L(A/F ) has
four distinct elements.
So L(A/F ) and L(A)/λ(F ) are not isomorphic, as their cardinalities
are different.
Remark 3.4. Let A be a residuated lattice, F a filter of A and (L(A), λ) the
reticulation of A. Then there exists a surjective bounded lattice morphism
from L(A)/λ(F ) to L(A/F ).
Proof. Let (L(A/F ), λ1) be the reticulation of A/F . Let h : L(A)/λ(F )→
L(A/F ), for all a ∈ A, h(λ(a)/λ(F )) = λ1(a/F ). The surjectivity of λ
implies that h is completely defined.
Let a, b ∈ A. By Lemma 2.13, λ(a)/λ(F ) = λ(b)/λ(F ) iff λ(a) ↔
λ(b) ∈ λ(F ) iff λ(a↔ b) ∈ λ(F ) iff a↔ b ∈ F iff a/F = b/F , which implies
λ1(a/F ) = λ1(b/F ). Hence the function h is well defined. Obviously, the
converse implication is not necessarily satisfied, so h is not always injective.
Since λ1 is surjective, we have that h is surjective.
The fact that λ and λ1 satisfy conditions 1), 2) and 3) implies that h
is a bounded lattice morphism.
Proposition 3.5. L preserves inductive limits.
Proof. Let ((Ai)i∈I , (φij)i,j∈I
i≤j
) be an inductive system of residuated lattices
and (A, (φi)i∈I) its inductive limit, constructed like in Section 2. For all
i ∈ I, let (L(Ai), λi) be the reticulation of Ai and (L(A), λ) the reticulation
of A. Then, obviously, ((L(Ai))i∈I , (L(φij))i,j∈I
i≤j
) is an inductive system of
bounded distributive lattices. We shall prove that (L(A), (L(φi))i∈I) is its
inductive limit.
For all i ≤ j, we have φj ◦ φij = φi, thus L(φj) ◦ L(φij) = L(φi).
Now let M be a bounded distributive lattice and, for all i ∈ I, fi :
L(Ai) → M be bounded lattice morphisms such that, for every i ≤ j,
fj ◦ L(φij) = fi. Let us define a function f : L(A) → M . Let a ∈ A.
Then, by the construction of A, there exist i ∈ I and ai ∈ Ai such that
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a = [ai] = φi(ai). Set f(λ(a)) = fi(λi(ai)). The surjectivity of λ shows
that f is completely defined.
Let a, b ∈ A such that λ(a) = λ(b). Let i, j ∈ I, ai ∈ Ai and bj ∈ Aj
such that a = [ai] = φi(ai) and b = [bj ] = φj(bj). By condition 5),
λ(a) = λ(b) iff there exist n, p ∈ IN∗ such that an ≤ b and bp ≤ a. an ≤ b
iff [ai]
n ≤ [bj ] iff φi(ai)
n ≤ φj(bj) iff φi(a
n
i ) ≤ φj(bj) iff there exists k ∈ IN
∗
such that i ≤ k, j ≤ k and φik(a
n
i ) ≤ φjk(bj). Property c), the commutative
diagrams below and the fact that fk and λk are order-preserving show
that: fi(λi(ai)) = fi(λi(a
n
i )) = fk(L(φik)(λi(a
n
i ))) = fk(λk(φik(a
n
i ))) ≤
fk(λk(φjk(bj))) = fk(L(φjk)(λj(bj))) = fj(λj(bj)). Analogously, b
p ≤ a
implies that fj(λj(bj)) ≤ fi(λi(ai)). Therefore fi(λi(ai)) = fj(λj(bj)),
which is equivalent to f(λ(a)) = f(λ(b)). Hence f is well defined.
Ai ✲
φik
Ak
L(Ai) L(Ak)✲
L(φik)
❄
λi ❄
λk
❄
fk
❍❍❍❍❥fi
M
Let a, b ∈ A and i, j ∈ I, ai ∈ Ai and bj ∈ Aj such that a = [ai]
and b = [bj ]. There exists k ∈ I such that i ≤ k and j ≤ k. Then
a ∨ b = [φik(ai) ∨ φjk(bj)], with φik(ai) ∨ φjk(bj) ∈ Ak, so f(λ(a) ∨ λ(b)) =
f(λ(a∨b)) = fk(λk(φik(ai)∨φjk(bj))) = fk(λk(φik(ai)))∨fk(λk(φjk(bj))) =
fk(L(φik)(λi(ai)))∨fk(L(φjk)(λj(bj))) = fi(λi(ai))∨fj(λj(bj)) = f(λ(a))∨
f(λ(b)), by condition 2) and the fact that fk, φik and φjk are bounded lattice
morphisms. Analogously, but using property b) instead of condition 2), we
get that f(λ(a) ∧ λ(b)) = f(λ(a)) ∧ f(λ(b)). For all i ∈ I, 0 = φi(0) = [0],
so f(0) = f(λ(0)) = fi(λi(0)) = 0, by condition 3) and the fact that fi is a
bounded lattice morphism. Analogously, f(1) = 1. Hence f is a bounded
lattice morphism. We have used the surjectivity of λ.
Now let us prove the uniqueness of f . Let g : L(A) → M , such that,
for all i ∈ I, g ◦ L(φi) = fi.
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Ai ✲
φi
A
L(Ai) L(A)✲
L(φi)
❄
λi ❄
λ
❄
g
❍❍❍❍❥fi
M
The diagrams above are commutative, which justifies the following
equalities. Let a ∈ A and i ∈ I, ai ∈ Ai, such that a = [ai] = φi(ai).
Then g(λ(a)) = g(λ(φi(ai))) = g(L(φi)(λi(ai))) = fi(λi(ai)) = f(λ(a)).
By the surjectivity of λ, we get that g = f .
Proposition 3.6. L preserves Boolean powers.
Proof. Let A be a residuated lattice and B a Boolean algebra. By using
in turn Theorem 2.21, Proposition 3.5 and again Theorem 2.21, we get:
L(A[B]) ∼= L(limB(A)) ∼= limB(L(A)) ∼= L(A)[B].
4 Stone Algebras
This section contains other preservation properties of L, along with
several properties transferred between D01 and RL through L.
Concerning Stone and strongly Stone structures (by structure we mean
here bounded distributive lattice or residuated lattice), the first question
that arises is whether they exist. Naturally, any strongly Stone structure is
Stone and any complete Stone structure is strongly Stone. The answer to
the question above is given by the fact that the trivial structure is strongly
Stone and, moreover, any chain is strongly Stone, because a chain A clearly
has all co-annihilators equal to {1}, except for 1⊤, which is equal to A.
Until mentioned otherwise, let A be a residuated lattice and (L(A), λ)
its reticulation.
Remark 4.1. For any a ∈ A, we have: λ(a) = 1 iff a = 1, and λ(a) = 0
iff there exists n ∈ IN∗ such that an = 0.
Proof. By conditions 3) and 5), we get: λ(a) = 1 iff 1 ≤ λ(a) iff λ(1) ≤ λ(a)
iff there exists n ∈ IN∗ such that 1n ≤ a iff 1 ≤ a iff a = 1.
Again by conditions 3) and 5), we have: λ(a) = 0 iff λ(a) ≤ 0 iff
λ(a) ≤ λ(0) iff there exists n ∈ IN∗ such that an ≤ 0 iff there exists n ∈ IN∗
such that an = 0.
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Remark 4.2. For any subset X of A, λ(X⊤) = λ(X)⊤.
Proof. By conditions 4) and 2) and Remark 4.1, we have: λ(X)⊤ = {λ(a)|a ∈
A, (∀x ∈ X)λ(a) ∨ λ(x) = 1} = {λ(a)|a ∈ A, (∀x ∈ X)λ(a ∨ x) = 1} =
{λ(a)|a ∈ A, (∀x ∈ X)a ∨ x = 1} = λ(X⊤).
Proposition 4.3. A is a Stone residuated lattice iff L(A) is a Stone lattice.
Proof. Assume that A is a Stone residuated lattice and let l ∈ L(A). λ is
surjective, hence there exists a ∈ A with λ(a) = l. By Definition 2.23, there
exists e ∈ B(A) such that a⊤ =< e >. The fact that e ∈ B(A) obviously
implies that λ(e) ∈ B(L(A)) (see also Proposition 2.25). By Remarks 4.2
and 2.15, l⊤ = λ(a)⊤ = λ(a⊤) = λ(< e >) =< λ(e) >. Therefore L(A) is
a Stone lattice.
Now conversely: assume that L(A) is a Stone lattice and let a ∈ A. By
Definition 2.23, the surjectivity of λ and Remark 4.2, there exists e ∈ A,
such that λ(e) ∈ B(L(A)) and λ(a⊤) = λ(a)⊤ =< λ(e) >. The fact that
λ(e) ∈ B(L(A)) and the surjectivity of λ imply that there exists f ∈ A such
that λ(e) ∧ λ(f) = 0 and λ(e) ∨ λ(f) = 1. By condition 1) and Remark
4.1, the following equivalences hold: λ(e) ∧ λ(f) = 0 iff λ(e ⊙ f) = 0
iff there exists n ∈ IN∗ such that (e ⊙ f)n = 0. Let us fix one such n.
Hence en ⊙ fn = 0. By property c), condition 2) and Remark 4.1, we
get the following equivalences: λ(e) ∨ λ(f) = 1 iff λ(en) ∨ λ(fn) = 1 iff
λ(en ∨ fn) = 1 iff en ∨ fn = 1. By Remark 2.10, (ii), we get en ∧ fn =
en ⊙ fn = 0. Therefore en ∈ B(A). By property c) and Remark 2.15,
λ(a⊤) =< λ(e) >=< λ(en) >= λ(< en >). By Proposition 2.22 and
Lemma 2.14, we get a⊤ =< en >. So A is a Stone residuated lattice.
Proposition 4.4. A is a strongly Stone residuated lattice iff L(A) is a
strongly Stone lattice.
Proof. Similar to the proof of Proposition 4.3.
Proposition 4.5. Let A be a residuated lattice. Then Co−Ann(A) and
Co−Ann(L(A)) are isomorphic Boolean algebras.
Proof. Let (L(A), λ) be the reticulation of A and µ : Co−Ann(A) →
Co−Ann(L(A)), for all F ∈ Co−Ann(A), µ(F ) = λ(F ). Proposition 2.16
and Remark 4.2 show that µ is an injective morphism of Boolean algebras.
For all F ∈ Co−Ann(L(A)), there exists X ⊆ L(A) such that F = X⊤.
By the surjectivity of λ, there exists Y ⊆ A such that λ(Y ) = X. Y ⊤ ∈
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Co−Ann(A) and, by Remark 4.2, µ(Y ⊤) = λ(Y ⊤) = λ(Y )⊤ = X⊤ = F .
So µ is also surjective, hence it is a Boolean isomorphism.
Theorem 4.6. Let A be a residuated lattice and m an infinite cardinal.
Then the following are equivalent:
(i) for each subset X of A with |X| ≤ m, there exists an element e ∈ B(A)
such that X⊤ =< e >;
(ii) A is a Stone residuated lattice and B(A) is an m-complete Boolean
algebra;
(iii) A⊤⊤ = {(a⊤)⊤|a ∈ A} is an m-complete Boolean sublattice of F(A);
(iv) for all a, b ∈ A, (a ∧ b)⊤ = a⊤ ∨ b⊤ and, for each subset X of A with
|X| ≤ m, there exists an element x ∈ A such that X⊤⊤ = x⊤;
(v) for each subset X of A with |X| ≤ m, X⊤ ∨X⊤⊤ = A.
Proof. Let (L(A), λ) be the reticulation of A. By Theorem 2.27, it is suf-
ficient to prove that condition (i) for A is equivalent with condition (i) for
L(A) and the same is valid for conditions (ii)-(v).
So let us denote the following conditions:
(i-A) for each subsetX of A with |X| ≤ m, there exists an element e ∈ B(A)
such that X⊤ =< e >,
(i-L(A)) for each subset X of L(A) with |X| ≤ m, there exists an element
e ∈ B(L(A)) such that X⊤ =< e >,
and let us prove that (i-A) is equivalent to (i-L(A)).
First, let us assume that (i-A) is satisfied and let X ⊆ L(A) with
|X| ≤ m. The fact that λ is surjective implies that there exists Y ⊆ A with
|Y | = |X| ≤ m and λ(Y ) = X. By (i-A), there exists e ∈ B(A) such that
Y ⊤ =< e >. Obviously, λ(e) ∈ B(L(A)) (see also Proposition 2.25). By
Remarks 4.2 and 2.15, X⊤ = λ(Y )⊤ = λ(Y ⊤) = λ(< e >) =< λ(e) >.
Now let us assume that (i-L(A)) is satisfied and let X ⊆ A with |X| ≤
m. Then |λ(X)| ≤ |X| ≤ m, so there exists f ∈ B(L(A)) such that
λ(X)⊤ =< f >. λ is surjective, so there exists e ∈ A such that λ(e) = f .
As in the proof of Proposition 4.3, it follows that there exists n ∈ IN∗
such that en ∈ B(A). Using Remarks 4.2 and 2.15 and property c), we
get λ(X⊤) = λ(X)⊤ =< λ(e) >=< λ(en) >= λ(< en >), which, by
Proposition 2.22 and Lemma 2.14, implies X⊤ =< en >.
We denote:
(ii-A) A is a Stone residuated lattice and B(A) is an m-complete Boolean
algebra;
(ii-L(A)) L(A) is a Stone lattice and B(L(A)) is an m-complete Boolean
algebra.
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Propositions 4.3 and 2.25 ensure us that (ii-A) and (ii-L(A)) are equiv-
alent.
Let us denote:
(iii-A) A⊤⊤ = {(a⊤)⊤|a ∈ A} is anm-complete Boolean sublattice of F(A);
(iii-L(A)) L(A)⊤⊤ = {(l⊤)⊤|l ∈ L(A)} is anm-complete Boolean sublattice
of F(L(A)).
Let ψ : A⊤⊤ → L(A)⊤⊤, for all a ∈ A, ψ(a⊤⊤) = λ(a)⊤⊤ = λ(a⊤⊤),
where the last equality was obtained from Remark 4.2. By Propositions
2.22 and 2.16, ψ is an injective morphism of bounded lattices. The fact that
λ is surjective implies that ψ is surjective. Hence ψ is a bounded lattice
isomorphism.
Let L : F(A) → F(L(A)) be the bounded lattice isomorphism from
Proposition 2.16: for all F ∈ F(A), L(F ) = λ(F ). If there exists an in-
jective morphism of bounded lattices f : A⊤⊤ → F(A), then the function
g : L(A)⊤⊤ → F(L(A)), defined by g = L◦f ◦ψ−1, is an injective morphism
of bounded lattices. If there exists an injective morphism of bounded lat-
tices g : L(A)⊤⊤ → F(L(A)), then the function f : A⊤⊤ → F(A), defined
by f = L−1 ◦ g ◦ ψ, is an injective morphism of bounded lattices.
F(A) ✲
L
F(L(A))
A⊤⊤
❄
f
✲ψ L(A)⊤⊤
❄
g
The above show the equivalence between (iii-A) and (iii-L(A)).
We denote:
(iv-A) for all a, b ∈ A, (a∧ b)⊤ = a⊤ ∨ b⊤ and, for each subset X of A with
|X| ≤ m, there exists an element x ∈ A such that X⊤⊤ = x⊤;
(iv-L(A)) for all l, p ∈ L(A), (l ∧ p)⊤ = l⊤ ∨ p⊤ and, for each subset X of
L(A) with |X| ≤ m, there exists an element x ∈ L(A) such that X⊤⊤ = x⊤.
Let us assume that (iv-A) is satisfied and let a, b ∈ A. We will use the
surjectivity of λ. By property b), Remark 4.2 and condition 2), (λ(a) ∧
λ(b))⊤ = λ(a ∧ b)⊤ = λ((a ∧ b)⊤) = λ(a⊤ ∨ b⊤) = λ(a⊤)∨ λ(b⊤) = λ(a)⊤ ∨
λ(b)⊤. Let X ⊆ L(A) with |X| ≤ m. By the surjectivity of λ, there exists
Y ⊆ A with λ(Y ) = X and |Y | = |X| ≤ m. This implies that there exists
y ∈ A such that Y ⊤⊤ = y⊤, which in turn, by Remark 4.2, implies that
X⊤⊤ = λ(Y )⊤⊤ = λ(Y ⊤⊤) = λ(y⊤) = λ(y)⊤.
Now let us assume that (iv-L(A)) is satisfied and let a, b ∈ A. We have:
(λ(a)∧λ(b))⊤ = λ(a)⊤∨λ(b)⊤, which, by computations similar to the ones
above, is equivalent to: λ((a ∧ b)⊤) = λ(a⊤ ∨ b⊤). This, by Proposition
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2.22 and Lemma 2.14, implies that (a ∧ b)⊤ = a⊤ ∨ b⊤. Let Y ⊆ A with
|Y | ≤ m. Then |λ(Y )| ≤ |Y | ≤ m, so, by the surjectivity of λ, there exists
y ∈ A such that λ(Y )⊤⊤ = λ(y)⊤. By computations similar to the ones
above, this is equivalent to λ(Y ⊤⊤) = λ(y⊤), which, by Proposition 2.22
and Lemma 2.14, is equivalent to Y ⊤⊤ = y⊤.
We denote:
(v-A) for each subset X of A with |X| ≤ m, X⊤ ∨X⊤⊤ = A;
(v-L(A)) for each subset X of L(A) with |X| ≤ m, X⊤ ∨X⊤⊤ = L(A).
Let us assume that (v-A) is satisfied. Let X ⊆ L(A) such that |X| ≤ m.
The surjectivity of λ implies that there exists Y ⊆ A with λ(Y ) = X and
|Y | = |X| ≤ m. Therefore Y ⊤∨Y ⊤⊤ = A. By Remark 4.2, Proposition 2.16
and the surjectivity of λ (which is actually implied by Proposition 2.16),
this implies that X⊤ ∨ X⊤⊤ = λ(Y )⊤ ∨ λ(Y )⊤⊤ = λ(Y ⊤) ∨ λ(Y ⊤⊤) =
λ(Y ⊤ ∨ Y ⊤⊤) = λ(A) = L(A).
Conversely, let us assume that (v-L(A)) is satisfied. Let Y ⊆ A such
that |Y | ≤ m. Then |λ(Y )| ≤ |Y | ≤ m, so λ(Y )⊤ ∨ λ(Y )⊤⊤ = L(A). By
computations similar to the ones above, this is equivalent to λ(Y ⊤∨Y ⊤⊤) =
λ(A), which, by Lemma 2.14, is equivalent to Y ⊤ ∨ Y ⊤⊤ = A.
A residuated lattice will be called an m-Stone residuated lattice iff the
conditions of Theorem 4.6 hold for it.
Proposition 4.7. A is an m-Stone residuated lattice iff L(A) is an m-
Stone lattice.
Proof. By the proof of Theorem 4.6.
The following two remarks show that Stone residuated lattices do not
have a characterization like the one in [2, Theorem 8.7.1, page 164] for
Stone pseudocomplemented distributive lattices.
Remark 4.8. There exist Stone residuated lattices A with elements a ∈ A
that do not satisfy the identity ¬ a ∨ ¬¬ a = 1.
Proof. Let us consider the following residuated lattice: A = {0, a, b, c, 1},
with the structure described below. This is an example of residuated lattice
from [16, Section 11.1], which can also be found in [18].
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❅
❅
 
 
 
 
❅
❅
r
r r
r
r
0
a b
c
1
→ 0 a b c 1
0 1 1 1 1 1
a b 1 b 1 1
b a a 1 1 1
c 0 a b 1 1
1 0 a b c 1
and ⊙ = ∧.
B(A) = {0, 1}, < 0 >= A, < 1 >= {1}, 0⊤ = a⊤ = b⊤ = c⊤ = {1},
1⊤ = A, therefore A is a Stone residuated lattice. But ¬ a = b, ¬¬ a =
¬ b = a, so ¬ a ∨ ¬¬ a = b ∨ a = c 6= 1.
Notice that A from the proof above is strongly Stone.
Remark 4.9. There exist residuated lattices A that satisfy the identity
¬ a ∨ ¬¬ a = 1 for all a ∈ A and that are not Stone.
Proof. Let A = {0, n, a, b, i, f, g, h, j, c, d, 1}, with the residuated lattice
structure presented below. This is an example of residuated lattice from
[17, Section 15.2.1], which can also be found in [18].
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 
 
❅
❅
❅
❅
 
 
 
 
❅
❅
❅
❅
 
 
r
r
r
r
r
r
r
r
r
r
r r
0
n
i
f
g
h
j
a b
c d
1
→ 0 n a b i f g h j c d 1
0 1 1 1 1 1 1 1 1 1 1 1 1
n 0 1 1 1 1 1 1 1 1 1 1 1
a 0 d 1 d 1 1 1 1 1 1 1 1
b 0 c c 1 1 1 1 1 1 1 1 1
i 0 j c d 1 1 1 1 1 1 1 1
f 0 h h h h 1 1 1 1 1 1 1
g 0 g g g g h 1 1 1 1 1 1
h 0 f f f f h h 1 1 1 1 1
j 0 i i i i f g h 1 1 1 1
c 0 b i b i f g h d 1 d 1
d 0 a a i i f g h c c 1 1
1 0 n a b i f g h j c d 1
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⊙ 0 n a b i f g h j c d 1
0 0 0 0 0 0 0 0 0 0 0 0 0
n 0 n n n n n n n n n n n
a 0 n n n n n n n n a n a
b 0 n n n n n n n n n b b
i 0 n n n n n n n n a b i
f 0 n n n n n n n f f f f
g 0 n n n n n n f g g g g
h 0 n n n n n f f h h h h
j 0 n n n n f g h j j j j
c 0 n a n a f g h j c j c
d 0 n n b b f g h j j d d
1 0 n a b i f g h j c d 1
A satisfies the identity in the enunciation. B(A) = {0, 1}, < 0 >= A,
< 1 >= {1}, but c⊤ = {d, 1}, hence A is not Stone.
Remark 4.10. There exist residuated lattices A that do not satisfy the
identity ¬ a ∨ ¬¬ a = 1 for all a ∈ A, but whose reticulation L(A) is a
pseudocomplemented lattice and satisfies this identity: l∗ ∨ l∗∗ = 1 for all
l ∈ L(A).
Proof. Let us consider the example from the proof of Remark 4.8. In this
residuated lattice, that we denote by A, ⊙ = ∧, hence, as shown by [25,
Proposition 3.1], A and L(A) are isomorphic bounded lattices. One can see
that, therefore, L(A) is pseudocomplemented. As we have seen in Remark
4.8, A is Stone, so L(A) is also Stone, which can be seen from Proposition
4.3 or from the fact that these two algebras are isomorphic as bounded
lattices and the fact that ⊙ = ∧ in A, which ensures us that their principal
filters coincide. Since L(A) is Stone, it follows by [2, Theorem 8.7.1, page
164] that it satisfies the identity in the enunciation. But, as shown in
Remark 4.8, A does not satisfy this identity.
The remark above shows that the alternate definition of Stone algebras,
from [9], is not transferrable through the reticulation, which is the reason
why we have chosen our definition over it.
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