Proper scoring rules provide a theoretically principled framework for the quantitative assessment of the predictive performance of probabilistic forecasts. While a wide selection of such scoring rules for univariate quantities exists, there are only few scoring rules for multivariate quantities, and many of them require that forecasts are given in the form of a probability density function. The energy score, a multivariate generalization of the continuous ranked probability score, is the only commonly used score that is applicable in the important case of ensemble forecasts, where the multivariate predictive distribution is represented by a finite sample. Unfortunately, its ability to detect incorrectly specified correlations between the components of the multivariate quantity is somewhat limited. In this paper we present an alternative class of proper scoring rules based on the geostatistical concept of variograms.
ranked probability score, is the only commonly used score that is applicable in the important case of ensemble forecasts, where the multivariate predictive distribution is represented by a finite sample. Unfortunately, its ability to detect incorrectly specified correlations between the components of the multivariate quantity is somewhat limited. In this paper we present an alternative class of proper scoring rules based on the geostatistical concept of variograms.
We study their sensitivity to incorrectly predicted means, variances, and correlations in a number of examples with simulated observations and forecasts, and show that the variogram-based scoring rules are distinctly more discriminative with respect to the correlation structure. This conclusion is confirmed in a case study with post-processed wind speed forecasts at five wind park locations in Colorado, U.S.A. 
which shows that γ 2 depends not only on the first and second moments of the individual compo- 
Pairs of squared variogram differences can be emphasized or down-weighted through the choice 141 of the weights. This might be motivated by a subjective decision of an expert to put focus on mean in all components. Defining σ 2 i j := σ 2 i − 2σ i σ j ρ i j + σ 2 j we then have
This shows that in both cases, both magnitude and variability of pairs of weakly correlated com- units. In that situation, one could apply S γ p to standardized components all to a scale in which they can be compared, one example being the total-energy norm (e.g. Hamill the (2p)-th moments of all components are finite. To see this, consider first a single pair (i, j).
176
For any such pair, the mean of the random variable Z := |Y i −Y j | p minimizes the expected squared 177 deviation of Z from any fixed number a ∈ R, i.e.
This means that the inequality (1) holds separately for any pair (i, j), but then it also holds for 179 the weighted sum over all pairs, for any choice of non-negative weights. introduces quite a bit of additional sampling error, but the effects on the score's propriety and 189 discrimination ability will be shown to be much less severe as for the Dawid-Sebastiani score.
190
This makes the VS-p a favorable score in the context of ensemble forecasting, on which we focus 191 in the rest of this paper.
192
Before comparing it with the ES and DSS in simulations, we shall mention that the VS-p can 193 be viewed as a special case of a much larger class of scoring rules. Consider the mapping g p,w :
Choosingw i j = √ w i j , we can rewrite the VS-p from eq. (3) as variate vectors g p,w (X) and g p,w (y), rather than to X and y directly. These generalizations will 202 also be studied in the subsequent section. forecasts, we will conclude that the scoring rule that produced these outcomes cannot reliably 221 detect this particular type of miscalibration.
222

Miscalibrated marginal distributions
223
Although we contend that multivariate verification should focus on the correlations between scores with respect to their ability to detect biases and over-or underdispersion of the forecasts.
227
We already noted that the VS-p is unable to detect a bias that is the same for all components, but 
In this experiment we take r = 3. If we associate each component with a time point, Y can be The corresponding boxplots are shown in Fig. 1 
This way, additional structural information could be exploited and an increase of d would then 302 likely reduce sampling error and improve the discrimination ability of the score. In the present 303 example, the simulated AR(1) process is stationary and proceeding as described above with I k := 304 {(i, j) : |i − j| = k} would be justified. In general, however, such information is not available, and 1. draw a random number ν from a Poisson distribution with parameter λ = 8
One can think of t 1 , . . . ,t ν as storm centers which have an influence on all locations within a Σ Σ Σ F we would expect the DSS to be indifferent towards the particular forecast generation process.
367
The same is true for the VS-2, while the effect of the generation process on the VS-1 and VS- have a more favorable signal to noise ratio, and so it is not surprising that the localization weight-390 ing scheme has the best, and the unweighted VS-0.5 has the worst discrimination ability. The 391 same conclusion holds in the experiment where the correlation function of the observations has 392 a periodic component. Even at short lags, this correlation functions differs quite strongly from
As explained above, the ensemble forecasts f 1s , . . . , f 11s , s ∈ S , where S denotes the set of 
455
The post-processing scheme just described only addresses the marginal distributions. In our 456 particular example, however, power network operators might be interested in whether low wind 457 speeds (and hence low wind power production) at one wind park will be compensated by higher 458 wind speeds at the other wind parks, or whether wind speeds will be low at all wind parks simul- , . . . ,f 11s = F −1 s
where ρ s (k) = rank( f ks ), k = 1, . . . , 11. With other words, the original forecasts are replaced by 466 quantiles (this particular way of sampling is referred to as ECC-Q) of the calibrated marginal dis-
467
tributions in such a way that the ordering of the ensemble member forecasts remains unchanged.
468
In this way, the (flow-dependent) rank correlation information of the raw GEFS ensemble is pre-and covariance matrix have to be used. In spite of being proper, the DSS can then lead to entirely predictive performance, which suggests that it is much closer to being fair than the DSS. Moreover,
513
it is more successful than the ES in distinguishing forecasts with different correlation structures.
514
Three different choices of powers p were studied for the VS-p, and it was found that the best results however, then smaller powers may indeed be favorable to obtain a near symmetric distribution of
522
In Section 4 we considered a data example with statistically post-processed wind speed forecasts.
523
Scoring rules in general, and the VS-p in particular, may however also be useful diagnostic tools be seen if the signal to noise ratio in those applications is large enough for this score to be still 538 sufficiently discriminative.
539
We think that the class of VS-p proposed here is a useful contribution to address the above The two right boxplots correspond to the experiments where the observation is generated according to model ii).
