Abstract-In the field of business management many prediction problems such as prediction of market demand, product prices, project cost flow, product quality, etc., are very complex, uncertain, dynamic, mutable, and usually they are not adequately modeled by statistical or classical mathematical methods based on crisp sets and traditional logic. This paper shows benefits that could be achieved by applying a model based on Artificial Neural Network (ANN) for solving certain type of prediction problems, because it can better deal with uncertainty, partial truth, incomplete data and complexity. A model based on ANN for solving prediction problems is first defined and explained. A case study for price estimation of the apartments in the city Budva, Montenegro, is considered and the results are discussed. The main factors influencing the apartment prices are established and analyzed. The benefits of the ANN model are pointed out.
I. INTRODUCTION
Prediction problems are very frequent class of problems encountered in many fields of management. For example: calculation of product prices, forecasting time of building construction, prediction of market demand, project cost flow, prediction of product quality, etc. These problems can be mathematically defined as the problems of finding the relationship between two sets of variables.
Most of the traditional methods used to solve this kind of problems are based on regression techniques whereby the best fit is sought. In practice, these methods usually are not capable of giving satisfactory solution because the relations between the considered variable (market demand, product price, etc.) and the factors on which those variables depend on are very complex. Apart from this, the factors that determine the shape of relations are often difficult to quantify or it is not clear which factors the considered variable depends on and degree of effect such factors may have. Also, the relationship between the inputs and outputs in the regression models are very complex since there could be some unknown combined effect.
Further, one of the difficulties in applying these models is accounting for the existing correlation among the input variables modeled as random variables, even if the correlation among random variables is known. Thus, it is difficult to perform such multi-attribute nonlinear mapping by using a regression model. It has been proved that problems with multi-attributes can be solved better by ANNs then by traditional methods [1] . Also, it has been proved that any arbitrarily irregular patterns can be mapped by ANNs [2] . Apart from this, ANNs can learn by themselves, generalize solutions, and respond adequately to highly correlated and incomplete data.
II. DEFINITION OF THE ANN MODEL
The model for solving prediction problems is defined following the logic shown in Fig. 1 . A sample three-layer neural network illustrated in Fig. 2 , is used in this model. There are many publications describing development and theory of ANN from the introductory level to more advanced stages. A detail and comprehensive description of several types of ANNs is given in [3] , [4] . A clear summary of the feed-forward network and the back-propagation method for network training is presented in [5] . A statistical interpretation of the methods used to train ANN is given in [6] . In the model proposed, a feed-forward ANN with back propagation training algorithm is used. Several phases (steps) are distinguished in order to facilitate problem solving.
A. First Step: Definition of Input and Output Data
Definition of the input and output variables is a delicate part of the problem solving process. It is important to choose only the input variables which are influencing the output in order not to overload the network. depends on (quantities of the materials, characteristics of the product, characteristics of the technology production, etc). Generally, for each project the number of input/output variables, (m and n) are different. In special cases, the output vector can have only one variable (construction time, market demand or degree of the product quality). It should be pointed out that the input or output variables need not to be mutually independent which gives a great flexibility to this model in solving practical problems.
B. Second Step: Gathering a Set of Data for Network Training
After defining the set of input and output variables, the next step is the collection of a set of training data. That is, for each vector of the input values a corresponding set of the output values should be collected as well. In other words, a set of data for network training consists of the pairs of values
where q is the total number of training vectors. On the basis of these vectors the ANN model learns to approximate required output variables by determining the strengths of connections (weights) between the networks nodes [7] , [8] .
The number of training vectors to be supplied depends on the total number of input-output variables and complexity of their interrelationships. Generally, the greater the number of variables the greater the training set is required. It is recommended that training data cover whole expected field of input values as evenly as possible.
C. Third Step: Network Design, Training and Testing
Network design directly depends on the number of input-output variables as well as the complexity of their interrelationships. The number of input/output nodes of the network is equal to the number of input/output variables, i.e., to each variable is assigned one node, Fig. 2 . Number of the hidden layers and number of their nodes is determined experimentally during the phase of network training and depends on the number of input and output variables as well as the complexity of their interrelationships [4] . Overall, the greater the number of variables the greater is the number of hidden layers and their nodes. For the practical problems, in most cases, two hidden layers with an appropriate number of nodes are usually sufficient for successful modeling and problem resolving.
Satisfactory level of the network training is checked by the testing data (contains both input and output values). When the output values calculated by the model "are close" to the output values from the testing set of data, i.e. the error is within an assigned interval, the training process is finished and the model is ready to be used. Otherwise, the number of the hidden nodes and/or layers should be modified until the satisfactory results are reached. A degree of required precision for the ANN models is established in advance (before network training) and for each problem can be different.
III. CASE STUDY
A problem of the apartment price estimation in the city Budva, Monte Negro, is considered. Evaluation of the apartment prices is important for all those who have intention to invest money in real estate, construct new flats or sell one, as well as for the banks allowing loans to the clients investing in the real estate sector. There are many factors influencing apartment price. The most important are given in Table I . They are divided into three categories: General characteristics, Interior apartment quality, and Building quality.
In general, evaluation of all factors influencing the apartment price, Table I , is a very demanding and expensive task and therefore is rarely executed. Also, many of the listed characteristics (maintenance of the building, quality of the bath and kitchen furnishing, quality of the faç ade and roof construction, apartments view, etc.), are subjective categories and could vary significantly depending on the estimators preferences. Therefore, an approximate value as close as possible to the real value is usually sought. 
Building quality
Maintenance of the building, Year of construction, Quality of the faç ade, Quality of the roof construction, Global quality of the building.
Apart from the listed characteristics (factors), a great influence on the apartments prices has political and economical situation in the country. Also, global economical and political situation is starting to have an increasing impact on the real estate sector of almost each single country in the world. These factors are not considered in this paper but they could be the topic of further research.
Taking into account the availability of the data recorded by the Real Estate Agencies in Budva, Monte Negro, on one side, and the most important characteristics of the apartments regarding the costumers opinion on the other, the following factors are taken into consideration for the apartment price prediction: 1) Apartment area, 2) City zone, 3) Number of bedrooms, 4) Interior apartment quality, 5) Building age.
Total number of the data collected in the Real Estate Agencies in Budva, Monte Negro, was 237. A part of them is shown in Table II . For the assessment of the interior apartment quality, the agencies were used descriptions "excellent", very good, and "good", but in cases of a poor quality, they left out any description. It meant that the interior apartment quality was poor. In order to quantify these qualitative ratings: excellent, very good, good and poor, the numbers 6, 4, 3 and 1 are ascribed to them respectively. Quantification of the city zones is given as follows: 1 for downtown, 2 and 3 for the zones less attractive. For the "building age", quantification is made as follows: number 1 for the building less than 10 years old, 2 for less than 20 years old building, and so on, up to 7 meaning more than 60 years old building. The values of the apartments area and their number of bedrooms are taken in their original state. For the calculation of the apartments prices, the network with 5 nodes in the input layer, 1 in the output layer and 15 in the hidden layer is designed. In the hidden nodes the sigmoid transfer function is used and for the output node the linear one. For the network training the back-propagation algorithm is applied. During network training, the number of nodes in the hidden layer was modified from 15 to 12 in order to decrease learning error. All calculations were done using the computer software for ANNs which is incorporated in the computer package Matlab 6.5.
IV. RESULT ANALYSIS
On the basis of the results obtained for the set of testing data, Table II , it can be concluded that the ANN model is well trained because 85% of the results have deviations less than 5% and the rest of them have maximal deviation no more than 8%. This is a satisfactory solution for the problem in question. A greater accuracy could be obtained by providing a set of data covering more evenly the field of input data for the "interior apartment quality" and "building age".
From the results obtained, it is shown that variables "apartment area" and "city zone" have the greatest impact on the apartment price while the "interior apartment quality" has a moderate one and the "building age" little less of it. Variable "number of bedrooms "has the smallest impact on the apartment price. These results can be explained by the fact that "apartment area" and "city zone" are the most important criteria (attributes) for the costumers and they are not willing to compromise on them. Conversely holds for the "interior apartment quality". The impact of the "building age" on the apartment prices is complex, because a durability of the building depends also on its maintenance, type of materials used, construction process applied, etc., and therefore inexpert costumers could be easily confused with external appearances of facades. Regarding the low impact of the variable "number of bedrooms", it can be concluded that for the majority of costumers this is the least important factor and that they are willing to pay for apartment adaptation according to their needs if the other factors are satisfactory.
V. CONCLUSION
Application of the ANN model is convenient for solving prediction problems where the multi-attribute nonlinear mapping is required. The input variables need not be mutually independent. This fact is very important because majority of the practical problems are presented in that way. Complexity of the relations between input/output variables is not a limiting factor for the ANN model, which can therefore be applied for solving a large number of practical problems. Apart from this, one of important advantages of this method is its capacity to solve problems even if the set of input data is not complete. This has been demonstrated in the case study regarding the prediction of apartments prices. Namely, for the apartment price estimation seventeen characteristics are proposed to be examined, in Table I . However, for the model in question only five of them were taken into consideration and the results were satisfactory, as shown in Table II . This facilitates the problem solving to a great extent.
Another important fact is the simplicity of the model application. On the software market place there are many computer programs for the ANN calculations which facilitate the model use.
The main disadvantage of the ANN model is in the difficulty of providing input data. However, this limitation in the "computer era" is decreasing as the electronic way of data storage is becoming prevalent.
