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Abstract
The problem whether a given pair of functions can be used as the
kernels of a generalized fractional derivative and the associated gen-
eralized fractional integral is reduced to the problem of existence of a
solution to the Sonine equation. It is shown for some selected classes
of functions that a necessary condition for a function to be the ker-
nel of a fractional derivative is an integrable singularity at 0. It is
shown that locally integrable completely monotone functions satisfy
the Sonine equation if and only if they are singular at 0.
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Notations.
[a, b[ = {x | a ≤ x < b},
f ∗ g =
∫ t
0 f(s) g(t− s) ds,
θα(t) = tα/Γ(1 + α).
1 Introduction
A few generalized fractional derivatives (GFD) with regular kernels have
been recently recently suggested beginning with the Caputo-Fabrizio and the
Atangana-Baleanu derivatives [3, 1]. They were followed by an avalanche of
applications in various disciplines although critical assessments of their ap-
plicability are lacking. These papers can be found by scholar.google search
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using the keywords “fractional derivative” and “regular” or in the bibliog-
raphy of [17].
Several paradoxes involving the GFD with regular kernels have been
pointed out in [21, 14, 22, 5]. In [15] it has been shown that the models
involving the GFD with regular kernels poorly reflect the real world data.
All these paradoxes stem from the fact the GFD with regular kernels are
equivalent to Volterra integral operators, while the associated generalized
fractional integrals are not integral operators. The generalized fractional in-
tegral of the Caputo-Fabrizio [3] or Atangana-Baleanu type [1] is a weighted
sum of an identity operator and an integral, with the weights determined by
a parameter α ∈ [0, 1[, misleadingly called order. For α→ 0 the generalized
fractional integral of the Caputo-Fabrizio or Atangana-Baleanu type tends
to the identity operator, while for α→ 1 it tends to a pure integral operator.
In several papers the GFD with regular kernels were substituted for
ordinary time derivatives in several evolution equations. Stynes [21] showed
that this procedure leads to ill-posed initial-value problems. Here is his
argument in a simplified form. A Caputo-type GFD with a kernel bounded
in a right neighborhood [0, ε], ε > 0, of 0 has the form Dg ϕ(t) = g ∗ ϕ
′ and
|g| ≤ K <∞. If ϕ′|[0,ε] ∈ L
1([0, ε]), then
|Dgϕ(t)| ≤ K
∣∣∣∣∫ t
0
ϕ′(s) ds
∣∣∣∣→ 0
for t→ 0. Hence an initial-value problem
Dg u(t, x) = Lxu(t, x) + k(t, x), u(0, x) = h(x),
where Lx is an operator involving spatial derivatives, does not have solutions
unless Lx h(x) + k(0, x) = 0.
In the case of the Caputo-Fabrizio derivative [3] the derivative g′ is locally
integrable and Dg ϕ(t) ≡ g(0)ϕ(t) + g
′ ∗ ϕ with g(0) > 0. The Caputo-
Fabrizio fractional equation Dg ϕ = F (t) is thus equivalent to a Volterra
integral equation of the second kind and therefore cannot be interpreted as
an evolution equation.
Specific fractional-differential equations were considered by Giusti [5],
who showed that they are equivalent to differential equations of integer
order or fractional order equations with Caputo fractional derivatives.
The objections raised in the critical papers cited above concern the short-
comings of the Caputo-Fabrizio and Atangana-Baleanu derivatives. In con-
trast to the above-mentioned papers we investigate here the conditions to
be met by the kernel of a generalized fractional derivative. Our definition of
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a GFD assumes that the kernels of the derivative and the associated integral
are both locally integrable functions. It follows that the two kernels should
satisfy the Sonine equation, defined below. It will be concluded from this
fact that under an additional assumption the kernels must be singular at 0.
The proof of the singularity of the solutions of the Sonine equation in the
class of locally integrable functions requires a technical assumption which is
difficult to verify without knowing both functions (Section 3). The situation
is much easier if one of the functions is a priori known to be locally inte-
grable and completely monotone (LICM). Every singular LICM function is
a Sonine function (Section 4). In this case both associated Sonine functions
are singular LICM.
The kernels of fractional derivatives and integrals as well as the kernels
of the Caputo-Fabrizio, Atangana-Baleanu derivatives and other fractional
derivatives with regular kernels put forward so far are LICM. Consequently
as for now the results of Section 4 cover all the candidates for generalized
fractional derivatives discussed in the literature.
It may be still a complicated task to find the associated Sonine function
for a given singular LICM function. In the last section we show how the
theory of completely monotone functions may be used to find the associated
Sonine function for a given singular LICM function (Section 5).
2 What is a generalized fractional derivative?
In this paper we shall consider a generalization of Riemann-Liouville deriva-
tives of order < 1. This generalization includes some operators of practical
interest, viz. distributed-order fractional derivatives obtained by averag-
ing fractional derivatives over orders α ∈ [0, 1] [4, 8] and shifted fractional
derivatives [11]. The object of our study, which is the relation between the
kernels of the generalized fractional derivatives and generalized fractional
integral and its implications, is identical in the case of Caputo-type gener-
alized fractional derivatives studied in [13].
A generalized fractional derivative Dg (in the Riemann-Liouville sense)
and an associated generalized fractional integral If is a pair of operators of
the following form
Dg ϕ := D(g ∗ ϕ); If ϕ = f ∗ ϕ (2.1)
satisfying the relations
Dg If ϕ = ϕ ∀ϕ ∈ L
1
loc(]0,∞[), (2.2)
If Dg ϕ = ϕ ∀ϕ ∈ AC([0,∞[), (2.3)
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where AC([0,∞[) denotes the set of absolutely continuous functions on
[0,∞[.
A sufficient condition for equation (2.2) is the identity
(g ∗ f)(t) = 1 (t ≥ 0) (2.4)
because D(1∗ϕ)(t) = D
∫ t
0 ϕ(s) ds = ϕ(t) for t ≥ 0 and every ϕ ∈ L
1
loc([0,∞[).
If for a given function g ∈ L1loc(]0,∞[) equation (2.4) has a solution f ∈
L1loc(]0,∞[), then the solution f is unique in L
1
loc([0,∞[), because g ∗F = 0,
F ∈ L1loc([0,∞[), implies that (f ∗ g ∗F )(t) = (g ∗ f ∗F )(t) =
∫ t
0 F (s) ds = 0
for all t > 0, hence F (t) ≡ 0 almost everywhere in ]0,∞[.
Equation (2.4) for f, g ∈ L1loc(]0,∞[) is known as the Sonine equation
[18] and its solutions have been studied in [19, 13]. The two functions g, f
satisfying the Sonine equation are called a Sonine pair. If g, f is a Sonine
pair, then f, g is a Sonine pair and f is said to be the associated Sonine
function of g. If g has a Sonine associated function then it is said to be a
Sonine function.
We shall show that either of the relations (2.2,2.3) is equivalent to equa-
tion (2.4). This result has some important consequences for the kernels g
and f .
Theorem 2.1 If f, g ∈ L1loc, then
(i) Dg If = If Dg;
(ii) Dg If ϕ = ϕ for all ϕ ∈ C
1[0,∞[) if and only if g and f satisfy equa-
tion (2.4).
Proof.
The left-hand side of equation (2.2) equals
D
∫ t
0
g(s) (f ∗ ϕ)(t − s) ds = g(t)(f ∗ ϕ)(0) +
∫ t
0
g(s)D(f ∗ ϕ)(t − s) ds
The first term equals 0 because limt→0
∫ t
0 f(ξ)ϕ(t−ξ) dξ = 0 by the Lebesgue
Dominated Convergence Theorem. The second term equals∫ t
0
g(s)
[
f(t− s)ϕ(0) +
∫ τ
0
f(ξ)ϕ′(τ − ξ) dξ
∣∣∣∣
τ=t−s
]
ds =
ϕ(0) (g ∗ f)(t) + (g ∗ f ∗ ϕ′)(t). (2.5)
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We now calculate the left-hand side of equation (2.3):
(If Dg ϕ)(t) =
∫ t
0
f(t− s)D
∫ s
0
g(ξ)ϕ(s − ξ) dξ =∫ t
0
f(t− s)
[
g(s)ϕ(0) +
∫ s
0
g(s− ξ)ϕ′(ξ)
]
dξ =
f ∗ g ∗ ϕ′(t) + ϕ(0) (f ∗ g)(t) = Dg Ifϕ(t)
This proves (i).
If equation (2.4) holds then the expression on the right of (3.5) equals
ϕ(0) + (1 ∗ ϕ′)(t) ≡ ϕ(t), which proves (ii).

3 Some necessary conditions for a function
to satisfy the Sonine equation
It is easy to see that a Sonine function is not bounded on any neighborhood
of 0. Indeed, if |g| ≤M on [0, ε], for some M,ε > 0, then∣∣∣∣∫ t
0
g(s) f(t− s) ds
∣∣∣∣ ≤M ∫ t
0
|f(s)|ds→ 0
for t→ 0, which is incompatible with (2.4).
It follows that the kernel of a GFD cannot be bounded at 0.
Under an additional assumption it can be proved that the functions f ,
g have the following limits at 0 ([19]):
Theorem 3.1 If g, f ∈ L1loc([0,∞[) is a Sonine pair and
(∗) the functions g, f are non-increasing over some interval ]0, ε], ε > 0,
then
a)
lim
t→0
g(t) =∞; lim
t→0
f(t) =∞, (3.1)
b)
lim
t→0
[t g(t)] = 0; lim
t→0
[t f(t)] = 0. (3.2)
Proof.
Ad a)
On account of Assumption (∗) the function g(t) is non-increasing and un-
bounded on [0, ε], hence it tends to infinity for t→ 0.
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Similarly for f(t).
Ad b)
On account of Assumption (∗) in the Sonine equation∫ t
0
g(s) f(t− s) ds = 1
g(s) ≥ g(t) and f(t−s) ≥ f(t), hence g(t) f(t) t ≤ 1. Since f(t) is unbounded
at t→ 0, limt→0[t g(t)] = 0. Similarly limt→0[t f(t)] = 0.

Remark. Assumption (∗) is satisfied by all the FD definitions proposed
so far, including the CF and AB derivatives.
If f, g ∈ L1loc([0,∞[) and f˜ , g˜ denote their Laplace transforms, then equa-
tion (2.4) is equivalent to
f˜(p) g˜(p) = 1/p, p > 0. (3.3)
If the locally integrable functions g, f have regular variation at 0, then
g(t) = G(t) t−α; f(t) = F (t) t−β; α, β < 1, (3.4)
where the functions G and F have slow variation at 0 [2]. By the Karamata
Abelian Theorem
g˜(p) = H(p) pα−1, f˜(p) = K(p) pβ−1,
where the functions H,K have slow variation at infinity. Equation (3.3)
implies that β = 1− α.
If α ≤ 0 then β ≥ 1, which contradicts local integrability of f .
We have thus proved that the following theorem.
Theorem 3.2 Suppose that the two locally integrable functions g and f on
[0,∞[ have regular variation at 0 with indices −α and −β and satisfy the
Sonine equation.
If 0 < α < 1, then β = 1 − α and both g and f have an integrable
singularity at 0:
g(t) = G(t) t−α; f(t) = F (t) tα−1, 0 < α < 1, (3.5)
where the functions F,G have slow variation at 0.
If the function f is regular at 0 (α ≤ 0), then its associated Sonine
function g is not integrable in any right neighborhood [0, ε] of 0, ε > 0.
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In particular the slowly varying factors G,F can have a finite value at 0
and be given by convergent power series:
G(t) =
∞∑
n=0
an t
n; F (t) =
∞∑
n=0
bn t
n (3.6)
with a0 6= 0. Given the coefficients an, n = 0, . . . , the coefficients bn, n =
0, . . . can be determined by a solving sequence of equations [23, 19]. The
series for F is assumed convergent, hence in this case we can assert that g
satisfies the Sonine equation with the associated Sonine function f given by
equations (3.5) and (3.6).
4 Completely monotone Sonine pairs
All the specific examples of generalized fractional derivatives put forward so
far as well as the fractional derivatives involve locally integrable completely
monotone (LICM) kernels. Consequently completely monotone solutions of
the Sonine equation deserve a separate analysis.
The definition of LICM functions is recalled in Appendix A. The LICM
function g is said to be a singular LICM (sLICM) function if g is unbounded
near 0 and LICM.
Here is a simple example of a Sonine pair in the sLICM class in closed
form:
g(t) = tβ−1Eα,β (−t
α) ; f(t) = t−β/Γ(1− β) + tα−β/Γ(α− β + 1),
β ≥ 0, 0 < α ≤ β,
as can be verified using the Laplace transform∫
∞
0
exp(−p t) tβ−1Eα,β (−t
α) dt =
pα−β
pα + 1
([16], equation (1.79)). Theorem 2.6 (i-iv) in [6] implies that g is sLICM if
β ≥ 0, α ≤ β. The last inequalities entail that f is sLICM.
Counterexample.
There are Sonine pairs which are not CM, for example (pi t)−1/2 cos
(
2 t1/2
)
and (pi t)−1/2 cosh
(
2 t1/2
)
. The corresponding Laplace transforms are p−1/2
exp(−1/p) and p−1/2 exp(1/p), hence equation (3.3) is satisfied. The first
function changes sign, hence it is not CM. It follows from Theorem 4.1 that
the second one is not CM.
The following theorem holds for LICM functions:
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Theorem 4.1 Every sLICM function g : ]0,∞[→ R is a Sonine function
and the associated Sonine function f is sLICM.
If g is LICM and regular at 0 then there are a unique positive number a
and a unique LICM function ϕ such that
a g + g ∗ ϕ = 1, (4.1)
Proof.
The functions f, g are a Sonine pair if and only if their Laplace transforms
f˜ and g˜ satisfy equation (3.3).
If g is a LICM function, then Bernstein’s theorem (Appendix A) implies
that
g(t) =
∫
[0,∞[
exp(−r t)µ(dr),
where µ is a Borel measure on [0,∞[ satisfying the inequality (A.1). Hence
g˜(p) =
∫
[0,∞[
µ(dr)
p+ r
is a Stieltjes function (A.2).
On account of equation (3.3) the function g˜ is not identically 0. Hence
g˜(p)−1 is a complete Bernstein function (Theorem A.2). Equation (A.3)
implies that
1
p g˜(p)
= a+
∫
[0,∞[
ν(dr)
p+ r
, (4.2)
where ν is a Borel measure satisfying the inequality∫
[0,∞[
ν(dr)
1 + r
<∞ (4.3)
and a ≥ 0.
On account of inequality (4.3) and the Lebesgue Dominated Convergence
Theorem
lim
p→∞
1
p g˜(p)
= a.
If a > 0 then equation (3.3) implies that
lim
t→0
g(t) = lim
p→∞
[p g˜(p)] = 1/a <∞,
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hence g(t) is not singular at 0. Thus if g is singular at 0 then a = 0, and
f(t) =
∫
[0,∞[ exp(−r t) ν(dr) is a LICM solution of the Sonine equation.
If g is regular at 0 then, in view of the monotonicity of g, 0 < g(0) <∞,
a = 1/g(0) > 0 and from (4.2)
a g˜(p) + g˜(p) ϕ˜(p) = 1/p,
which is equivalent to equation (4.1), where
ϕ(t) :=
∫
[0,∞[
e−rt ν(dr)
is a LICM function.
If f is LICM and regular at 0 then it has a positive finite limit b at 0
and
lim
p→∞
[p f˜(p)] = b.
If f is also the solution of the Sonine equation, then it follows from equa-
tion (3.3) that
lim
p→∞
g˜(p) = 1/b.
Hence
lim
t→0
∫ t
0
g(s) ds = 1/b > 0
which is impossible because g is assumed locally integrable. Therefore if f
is a LICM Sonine function then it is unbounded at 0.

In view of the uniqueness of the solution (a, ϕ) of equation (4.1) the
inequality a > 0 implies that g is not a Sonine function and equations (2.2),
(2.3) do not hold for any f ∈ L1loc([0,∞[).
Examples.
1. If g(t) = exp(−t) then g˜(p) = 1/(1+ p). Note that 1/[p g˜(p)] = 1+1/p is
not the Laplace transform of a function, but equation (4.1) is satisfied with
a = 1 and ϕ(t) = 1.
2. If g(t) = Eα (−t
α), 0 < α ≤ 1, then g˜(p) = pα−1/ (pα + 1) and thus
equation (4.1) holds with a = 1 and ϕ(t) = tα−1/Γ(α).
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Corollary 4.2 (1) A LICM function is a Sonine function if and only if it
is singular at 0;
(2) the associated Sonine function of an sLICM function is an sLICM func-
tion.
Corollary 4.2 provides a rich class of generalized fractional derivative and
integral kernels. This class of kernels encompasses fractional derivative ker-
nels as well as two classes of non-fractional GFD with practical applications:
distributed-order derivatives [8] and shifted fractional derivatives [11, 12].
The fractional derivatives of order α < 1 are GFD with
g(t) = θ−α (4.4)
f(t) = θα−1 (4.5)
In this case we shall use the standard notation in Fractional Calculus:
Dα ϕ := Dg ϕ, I
α ϕ := If ϕ
Clearly
D˜α ϕ(p) = pα ϕ˜(p) (4.6)
I˜α ϕ(p) = p−α ϕ˜(p) (4.7)
A distributed-order derivative [4, 8] is a GFD with an sLICM kernel w:∫
]0,1]
Dα ϕ(t)m(dα) = D(w ∗ ϕ)(t), (4.8)
where m is a Borel measure on ]0, 1] and
w(t) :=
∫
]0,1]
θα−1(t)m(dα). (4.9)
Indeed, limt→0 w(t) =∞, limt→0[t w(t)] = 0, w ∈ L
1
loc(]0,∞[) and
Dnw(t) =
∫
]0,1]
tα−1−n
Q(n)
m(dα), n = 0, 1, 2, . . .
whereQ(n) := Γ(α) (α−1) . . . (α−n), sgnQ(n) = (−1)n. Hence (−1)nDn w(t)
≥ 0 for n = 0, 1, 2 . . . and w is sLICM.
For m(dα) = Γ(α) dα,
w(t) = (t− 1)/[t ln(t)] = O [1/|t ln(t)|] for t→ 0.
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Shifted Fractional Derivatives (SFD) are defined by the formula
D(α,a) ϕ(t) := exp(−a t)Dα [exp(a t)ϕ(t)] , a > 0 (4.10)
The Laplace transform of the left-hand side can be readily calculated using
equation (4.6):∫
∞
0
exp(−(p+ a) t)Dα (exp(a t)ϕ(t)) dt =
(Dα (exp(a t)ϕ(t))) (˜p + a) = pα ϕ˜(p− a)|p→p+a =
(p+ a)α ϕ˜(p) (4.11)
Shifted fractional integrals (SFI) are defined by the formula
I(α,a) ϕ(t) := exp(−a t) Iα [exp(a t)ϕ(t)] . (4.12)
The Laplace transform of the SFI I(α,a) is given by the equation
˜I(α,a) ϕ(p) = (p + a)−α (4.13)
From equations (4.11,4.13) it follows that
I(α,a)D(α,a) ϕ = D(α,a) I(α,a) ϕ = ϕ (4.14)
We shall now show that the shifted fractional derivative is a GFD. In-
deed, define the kernel g(α,a) by its Laplace transform g˜(α,a)(p) = (p+a)
α/p.
Hence
g(α,a)(t) =
1
2ipi
∫ i∞
−i∞
exp(p t) (p + a)α dp/p
Deforming the Bromwich contour to a line running from −∞ below the
branching cut ]−∞,−a] and above the cut from −a to −∞ we obtain the
following formula
g(α,a)(t) = exp(−a t) θ
−α Φ(t, a, α) (4.15)
where
Φ(t, a, α) :=
1
Γ(α)
∫
∞
0
sα exp(−s) ds/(s+ a t). (4.16)
is the superposition of completely monotone functions and therefore it is
completely monotone. The function g(α,a) is a product of three CM func-
tions, hence it is CM. Since Φ(t, a, α) ≤ 1, the function g(α,a) is singular
LICM.
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The SFD is thus a GFD with the kernel g(α,a):
D(α,a) ϕ = Dg(α,a) ϕ (4.17)
where g(α,a) is given by equation (4.15).
In view of equation (3.3) the Sonine associated function of g(α,a) is de-
fined by its Laplace transform f˜(α,a)(p) = (p + a)
−α. Inverting the Laplace
transformation we obtain the formula
f(α,a)(t) = exp(−a t) θ
α−1(t) (4.18)
This fact has a provides a useful formula for the inverse of a SFD:
f(α,a) ∗D
(α,a) ϕ = ϕ. (4.19)
5 An existence proof for a Sonine pair
It may often be difficult to determine the associated Sonine function. We
shall consider here a particular generalized fractional derivative with an
sLICM kernel g.
We shall prove that
g(t) := t−α exp(−tβ), 0 < α, β < 1 (5.1)
is a Sonine function and thus it is eligible as a kernel of a generalized frac-
tional derivative.
We begin with noting that g is sLICM. The function g is completely
monotone because (1) tβ, 0 < β < 1, is a Bernstein function; (2) the com-
position of the completely monotone function exp(−x) with the Bernstein
function tβ is CM [20], (3) the product of two completely monotone functions
is completely monotone [20], (4) g(t) is integrable on [0, 1]. Furthermore g
is singular at 0.
Theorem 4.1 implies that the Sonine equation g ∗ f = 1 has a unique
solution f and f is an sLICM function.
The function g defined by equation (5.1) is the product of t−α and the
function G(t) := exp(−tβ) slowly varying at 0. Consequently g has regular
variation at 0 with the index −α. The Karamata Abelian Theorem [2]
implies that g˜(p) = L(p) pα−1, where L(p) is slowly varying at ∞. In view
of equation (3.3) the Laplace transform of f is f˜(p) = L(p)−1 p−α. Note
that L(p) 6= 0 because in view of the inequality g(t) > 0 the function g˜(p) =
12
∫
∞
0 e
−pt g(t) dt is positive for every p > 0. By the Karamata Tauberian
Theorem [2] f(t) = F (t) tα−1, where F is slowly varying at 0.
We now make a working hypothesis that F (t) can be expressed by a
convergent power series
F (t) = C
(
1 +
∞∑
n=1
an t
nγ
)
for some constants C, γ, an, n = 1, 2, . . .. The functions f, g are given by the
power series
g(t) = t−α
[
1− tβ + t2β/2! − t3β/3! + . . .
]
, (5.2)
f(t) = C tα−1
[
1 + a1 t
γ + a2 t
2γ/2! + a3 t
3γ/3! + . . .
]
, (5.3)
and their Laplace transforms are given by the formulae
g˜(p) = pα−1 Γ(1− α)
[
1− pα−β−1 Γ(1− β + α) + . . .
]
, (5.4)
f˜(p) = C p−α Γ(α)
[
1 + a1 p
−α−γ Γ(γ + α) + . . .
]
. (5.5)
We now calculate the left-hand side of the equation p f˜(p) g˜(p) = 1 term
by term and choose the index γ and the coefficients an in such a way that
all the terms cancel except for the first term, which is equal to 1. We then
obtain γ = β, C = sin(piα)/pi, a1 = Γ(α) Γ(β−α+1)/Γ(α+β)Γ(1−α). The
function F is thus obtained in the form F (t) = Φ(tβ), where the function
Φ is defined by a power series. Convergence of the power series Φ
(
tβ
)
is
ensured because we have proved that the solution f of the Sonine equation
for the given Sonine kernel g exists, has the form C tα−1 Φ(tβ) and is unique.
We have thus proved that g(t) = t−α exp
(
t−β
)
is a Sonine kernel and
its associated Sonine kernel is a LICM function f(t) = Φ
(
tβ
)
tα−1, where
Φ(y) is a convergent power series.
6 Conclusions
The analysis of admissible locally integrable kernels of generalized fractional
derivatives and integrals has been reduced to the study of the solutions of
the Sonine equation.
It has been shown that the kernels of generalized fractional derivatives
and integrals cannot be regular at 0. Under some additional technical as-
sumptions they are weakly singular at 0.
The kernels of all the specific generalized fractional derivatives discussed
in the literature are completely monotone. In this class of functions weak
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singularity of the kernels has been proved without additional technical as-
sumptions. It has also been proved that every singular LICM function is a
Sonine function.
Given the kernel of a generalized fractional derivative the kernel of the
associated generalized fractional integral is in general difficult to calculate
numerically. These problems do not appear in the models with regular
kernels because of their simplicity, which may explain their popularity.
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A Some mathematical background used in the pa-
per.
A function f satisfying the inequalities
(−1)nDnf(t) ≥ 0, n = 0, 1, . . .
is called a completely monotone (CM) function. A CM function is infinitely
differentiable on ]0,∞[ and can tend to infinity at 0.
A LICM function is a CM function which is locally integrable (or, equiv-
alently, integrable over [0, 1]).
A Bernstein function is a non-negative function f such that its derivative
is CM. Every Bernstein function is the sum of a primitive of a LICM function
and a constant.
Theorem A.1 (Bernstein) A real function f on ]0,∞[ is CM if and only
if there is a Borel measure µ on [0,∞[ such that
f(t) =
∫
[0,∞[
e−rt µ(dr), t > 0.
A CM function f is integrable over the interval [0, 1] if and only if the
measure µ satisfies inequality (A.1)∫
[0,∞[
µ(dr)
1 + r
<∞, (A.1)
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([7] Appendix D). Such CM functions are locally integrable. Locally inte-
grable CM functions are called LICM in this paper.
Concerning Stieltjes functions and complete Bernstein functions, see [20].
We shall use the following definitions of such functions:
(1) A Stieltjes function f on [0,∞[ is a function which can be expressed
by the formula
f(p) = a+
∫
[0,∞[
(p + r)−1 µ(dr) (A.2)
where a ≥ 0 and µ is a Borel measure satisfying (A.1) ([20], Definition 2.1).
(2) A complete Bernstein function g on [0,∞[ is a function which can be
expressed by the formula
f(p) = a p+ p
∫
[0,∞[
(p + r)−1 µ(dr) (A.3)
where a ≥ 0 and µ is a Borel measure satisfying (A.1) ([20], Eq. (6.5)).
In Section 4 the following theorem (Theorem 7.3 in [20]) is used:
Theorem A.2 A function f which is not identically 0 is a complete Bern-
stein function if and only if 1/f is a Stieltjes function.
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