Abstract-The rapid growth of link bandwidths on one hand, and the emergence of resource-constrained nodes (e.g. software routers) on the other hand, will cause network nodes to be the bottleneck in the future. Parallel processing using multi-core processors can increase the packet processing of resource-constrained nodes and alleviate the problem. However, intra-node resource contention can have a strong negative impact on the corresponding network node and, therefore, also on the overall performance of the network. Commonly used network simulators (e.g. ns-3) only offer a rather simplistic node model and do not take into account intra-node resource contention. We propose a unified and extensible approach to model intra-node resource management in resource-constrained nodes. Our model gives ability to identify and predict performance bottlenecks in networks. We have implemented our model as an extension to the network simulator ns-3. The simulation results using different case studies, show that our approach significantly outperforms the original ns-3 in terms of realistic modeling.
I. INTRODUCTION AND RELATED WORK
Deploying a real testbed containing networking devices and links is often very expensive and complex. Therefore, simulators are widely used by researchers as a costeffective approach to design, validate and analyze their proposed protocols and algorithms in a controlled and reproducible manner [1] . A variety of open source and commercial network simulators like ns-2, ns-3, OMNeT++ and OPNET [2] are available. Recent advances in computer architecture such as multi-core processors interconnected with high-speed links (e.g. QPI) and integrated memory controllers, allow high-speed parallel packet processing [3] , [4] . An important advantage of using commodity hardware is the programmability and extensibility in comparison to using expensive special networking hardware [3] , [4] . However, for fully utilizing the power of multi-core systems, the problem of resource contention must be considered. Resource contention is a situation where the processes running simultaneously on different cores compete for shared resources (e.g. CPU, cache, memory controller and buses) and can lead to a significant performance degradation in comparison to a contention-free environment.
Most of the existing network simulators provide no strong support for modeling resource contention because they do not consider the latencies and the queueing behavior of intra-nodes resources and assume unlimited resources. For example, ns-3 [5] only offers a very simplified node model which does not take into account the hardware resources available in the network node for packet processing. This limitation has not been very problematic in the past when the network links were the bottleneck. However, this becomes more important with the emergence of resource-constrained nodes (e.g. software routers, sensor nodes, smartphones), high-speed links (e.g. optical fiber) and parallel packet processing. Resource contention must be modeled in order to have more realistic simulation results. This has motivated us to elaborate a general concept for a much more detailed and thus more realistic modeling of resource contention in network nodes.
Many recent studies have been focused on the effects of resource contention in multi-processor and multi-core systems [6] , [7] . Chertov et al. presented a deviceindependent router model [8] . They proposed a general model to take into account queue size and number of servers inside a router. Their model can be applied for different router types just by tuning specific parameters. In [9] , Begin et al. proposed a high-level approach to model an observed system behavior with little knowledge about the system internal structure or operation. This is done by adequately selecting the parameters of a set of queuing networks. The effects of two major performance bottlenecks in multiprocessor execution (locks and memory contention) are studied by Bjorkman and Gunningberg [10] . They proposed a queuing network model for performance prediction of shared-memory multiprocessor systems in parallel protocol execution. Ramaswany et al. [11] presented a framework for considering the packet processing cost in network simulations.
In our previous work [12] , we proposed a general approach for realistic modeling of resource management in resource-constrained packet processing nodes. We also extended the ns-3 simulator with a resource management module to implement our concept. In this paper, we extend our previous study and provide a workload-specific performance analysis of a software router based on a new, refined software router model.
The rest of this paper is organized as follows. In Section II, the motivation for modeling intra-node resource contention is given. In Section III we propose our approach for resource management modeling. Section IV gives a detailed discussion of embedding our model into ns-3. Section V presents a case study to compare the effects of different packet processing workloads on multicore processors; and finally we conclude the paper in Section VI.
II. NECESSITY FOR MODELING INTRA-NODE RESOURCE MANAGEMENT
In the following we want to demonstrate why it may be completely unacceptable for a lot of performance evaluation studies to neglect the modeling of intra-node resource management which unfortunately is done in simulation tools such as ns-2, ns-3, OMNeT++ (version 4.2.2 [13] ) and others. Taking into account the particular importance of ns-3, throughout the rest of the paper, we will always be concerned with ns-3 unless stated otherwise explicitly.
The temporary occupancy of resources (e.g. CPU, bus) by competing processes may lead to significant waiting times within network nodes, e.g., for packets to be processed by protocol software during their way through the protocol stack. To discuss this in more detail, let us consider here, by way of example, the CPU as a central resource in a computer. Among others, the following possibilities exist for modeling the execution time of software (e.g. protocol stack) on a CPU:
• Case 1: Complete neglect of the execution time of the software (which is the typical modeling approach in simulation tools such as ns-3).
• Case 2: Usage of a single server queueing system with a central processor P as server and an associated queue for the packets to be processed, cf. Fig. 1(a) , where packets can be characterized by their execution time s (service-time) required which may be packet-specific. The delay d of the packets in the queue and in the server then of course is the sum of the waiting time w in the queue and the service time s by the server P , i.e. d = w + s.
• Case 3: Usage of an infinite server queueing system in which it is assumed that the packet delay d in the queueing system is independent of the current population of packets in the system, i.e. a waiting time is not modeled, cf. Fig. 1 
(b).
• Case 4: Usage of a multiple server queueing system to model the parallel processing of packets by means of n available processors P 1 , P 2 , ..., P n as it would be typical for a multi-processor system, cf. Fig. 1 
(c).
• Case 5: Delaying packets by a random amount of time in order to model the incurred delay. It is straight-forward to notice that in all of the five cases (i.e. the five different modeling decisions) considered here, basic performance characteristics such as throughput and mean (packet) delay in the system can be strongly different.
In particular, the maximum throughputD is unlimited (!) in cases 1 and 3, whereas in case 2D = C(P ), if C(P ) denotes the service capacity of P in the sense of maximum number of packets being executable by P per second. In case 4 we getD = n · C(P ) if we assume processors of the same type. Regarding case 5, only for the simplest queueing models, a closed-form expression for the waiting time distribution in stationary state is available. Even for M/M/1 − P S or non-markovian service times, e.g., no closed-form expressions for the sojourn time exist to the best of authors' knowledge [14] , [15] . This complicates the generation of random variates necessary for simulations heavily.
Even if a closed-form for the distribution exists, this does not capture the autocorrelation of the waiting times. For real systems this cannot be assumed. In particular, in heavy-load scenarios these times are strongly correlated. Only systems for which the probability of queued requests is negligible can be modeled validly by adding a random service time (e.g. G/G/∞, cf. case 3).
Besides, the mean packet delay E[d] in the system is:
, where L denotes the offered load (i.e. arrival process of packets with arrival rate λ) and f 1 describes a maybe complicated function, taking e.g. into account the resource requirements of the packets for being processed by P .
, where p i , i ∈ {1, 2, ..., n} denote the packets processed during the simulation experiment with corresponding predefined delay d(p i ).
• Case 4:
, where the function f n depends on the number n of available processors. Evidently, E[d] is expected to monotonically decrease with increasing n.
where g(p) denotes the function specifying the delay of the packets p i .
To summarize, even this elementary discussion shows that, typically, intra-node resource management cannot be neglected if we want to obtain valid results for system behavior in terms of performance characteristics. This is particularly true if we take into account that current computers acting as end systems or routers in networks are very often some sort of multi-core.
Our case study in Section V will prove that there exist situations in which the direct usage of ns-3 (i.e. the ns-3 version without our ns-3 extension to take into account resource management) will lead to completely unrealistic results. Therefore, let us now introduce our new approach to model the resource management within network nodes and the embedding of this model into ns-3.
III. MODELING APPROACH FOR INTRA-NODE RESOURCE MANAGEMENT
In this section, we propose the concept of our unified model for intra-node resource management in resourceconstrained network nodes. This is a general modeling approach which can be applied to any type of network node (e.g. software router, sensor node).
A. Resource Management Model
Our proposed resource management model is subdivided into three planes (Fig. 2) .
1) Processing Plane: The processing plane represents the functional operations of packet treatment. It is composed of several task units TU (cf. Section III-B) which are connected with each other.
2) Resource Plane: The resource plane consists of several resource pools (RP; e.g. Resource Pool CPU). Each resource pool only contains resources R of the same resource type (e.g. CPU, memory, bus). Each resource pool is administered by exactly one local resource manager.
3) Resource Management Plane: Several local resource managers (LRM; e.g. Local Resource Manager Core) are located in the resource management plane. Above all, exactly one global resource manager (GRM) exists to coordinate the local resource managers if a task unit requests several shared resources.
B. Task Unit
A task unit (TU) is an entity which represents a specific functionality F (e.g. IP processing) with uniform resource requirements (e.g. CPU, memory, bus) and service time. It is associated with at least one incoming queue Q in and at least one outgoing queue Q out . Incoming packets are waiting in the Q in of a task unit for being processed. At least one resource is needed to execute the functionality corresponding to the task unit for this packet (Fig. 3) . If the required resources are currently not available, the packet waits until the required resource(s) become(s) available. The service time of the task unit may depend on the packet processing workload which can be characterized by the packet size and the type of packet processing (e.g. IP routing, IPsec encryption). After processing the packet, it is pushed in the task unit's Q out to be served by the next task unit.
Several task units can be connected with each other forming a directed graph (if at first we would neglect the queues between task units). Directly connected task units have at least one shared queue in between. In this case, the Q out of one task unit is the Q in of the next task unit. A shared queue represents a memory resource which is also assumed to exist in the original modeled software or hardware (e.g. shared memory).
Besides, a task unit can be blocked in processing packets because the task unit is waiting for resource(s). However, the resource manager avoids deadlocks through the scheduling of the resource allocation between competing task units with respect to the corresponding task unit priorities (cf. Section III-B.2).
Furthermore, a task unit can be subdivided into several task units to model specific effects in more detail (e.g. bus contention). This makes our resource management model flexible and extensible. However, there should be as few task units as possible to achieve more efficient modeling and simulation. 
1) Task Unit Strategies:
A task unit uses multiple strategies to process incoming packets. On the one hand, a task unit has a service strategy for processing packets in the incoming queue. For instance, this can be FIFO, LIFO or according to a packet priority. On the other hand, a task unit possesses a resource release strategy to give back allocated resource(s) which can be subdivided into the following behaviors:
• Non-preemptive: The resource manager cannot interrupt the task unit that allocates the resource(s) until it is finished.
-The task unit processes until the Q in is empty.
-The task unit processes until n packets (n ≥ 1) are processed.
• Preemptive: The resource manager can interrupt the task unit to give the resource to other task units.
-The task unit immediately gives back the resource(s) with the drawback that the current packet must be completely reprocessed. -The task unit gives back the resource(s) after processing the current packet. -The task unit releases the resource(s) after processing for a specific time slice which is allocated by the resource manager (e.g. weighted fair queueing). 2) Task Unit Priority: Each task unit possesses a task unit priority TUP i , i ∈ {1, 2, ..., n}. It is used by a resource manager to arbiter between task units which compete for the same shared resource(s). The resource manager firstly serves a task unit with a higher priority where TUP n is the highest priority. Therefore, it could happen that the resource manager revokes the shared resource(s) from a task unit with a low priority because a task unit with higher priority is requesting the resource at the same time (cf. Section III-D).
C. Resource Manager
A Resource Manager (RM) is an entity which arbiters between multiple task units based on the task unit priority. We distinguish between three levels of detail in resource management modeling: 1) No Resource Manager: In the simplest case, the task unit possesses dedicated resources. For instance, this is the case if a network interface card (NIC) uses its own NIC controller. Thus, it may be that neither the global resource manager nor any local resource manager is required. The sojourn time of a packet in the task unit just depends on the number of packets in the Q in , their service times and the service strategy (cf. Section III-B.1). The service time may also depend on packet attributes (e.g. packet size).
2) Local Resource Manager (LRM): If at least two task units share the same resource, a local resource manager is required. A local resource manager administers resources of one resource type which are located in a resource pool. Each resource pool is administered by exactly one local resource manager. The sojourn time of a packet in the task unit depends on the number of packets in the Q in s of the task units accessing the same resource, their service times and the waiting time for the shared resource.
3) Global Resource Manager (GRM): If a task unit requests several shared resources of different resource types, a global resource manager is needed. Instead of requesting several local resource managers, the task unit requests the global resource manager. The global resource manager itself requests the local resource managers and coordinates the multiple resource requests. As soon as all requested resources are available, the global resource manager replies to the task unit. In general, there exists exactly one global resource manager. The sojourn time of a packet in the task unit depends on the number of packets in the Q in s of the task units accessing several resources, their service times and the waiting time for the shared resources.
If a global or a local resource manager is involved, the resource manager which was requested by the task unit also replies to this corresponding task unit.
D. Resource Management Messages
The interactions between the resource manager and the task unit(s) are based on different messages which are subdivided into four different message types:
• ResourceRequest (REQ): The task unit sends this message to the resource manager to apply for resources to process waiting packets.
• ResourceReply (REP): This message is sent from the resource manager to the task unit (in response to a ResourceRequest) to allocate a dedicated resource (e.g. CPU) to the task unit.
• ResourceRelease (REL): The task unit sends this message to the resource manager to give back an allocated resource.
• ResourceRevoke (REV): This message is sent from the resource manager to the task unit to withdraw a resource which is currently occupied by this task unit. These interactions between the task units and the resource manager are illustrated in an UML sequence chart for the case of prioritized task units ( Fig. 4) :
1: The Low Prio TU task unit applies for the resource(s) by sending a ResourceRequest to the resource manager. 2: According to this request, the resource manager allocates the resource and sends a ResourceReply to the Low Prio TU. 3: After receiving this reply, the Low Prio TU starts to Process incoming packets from its Q in . 4: In the meantime, the High Prio TU task unit also applies for the resource(s) by sending a ResourceRequest to the resource manager. 5: As a consequence to this high priority request, the resource manager does not have enough resources and sends a ResourceRevoke to the Low Prio TU to reallocate the resource to the High Prio TU. 6: In dependence of the resource release strategy of the Low Prio TU, it gives back the resource by sending a ResourceRelease to the resource manager. 7: When the resource manager receives this release, it reallocates the resource and sends a ResourceReply to the High Prio TU. 8: After receiving this reply, the High Prio TU starts to Process incoming packets from its Q in .
9: However, because the Q in of the Low Prio TU is not empty, it reapplies for the resource(s) by sending a ResourceRequest to the resource manager. 10: According to the resource release strategy of the High Prio TU, it gives back the resource(s) by sending a ResourceRelease to the resource manager. 11: After receiving this release, the resource manager reallocates the resource to the Low Prio TU and sends a ResourceReply to it. 12: When the Low Prio TU receives this reply, it starts to Process the incoming packets from its Q in . 13: After processing, the Low Prio TU gives back the resource according to its resource release strategy. 
E. Task Unit and Resource Manager Behavior
The behavior of the task unit as well as of the resource manager is composed of a finite number of states. The task unit (Fig. 5 ) and resource manager states (Fig. 6 ) are specified and illustrated in UML state charts.
1) Task Unit:
• IDLE/BLOCKED: The task unit's Q in is empty and no packets must be processed (IDLE) or the Q out is locked because a successor task unit is accessing its Q in (BLOCKED) (cf. Section III-B.1). The task unit is ready to process the waiting packet(s) in the Q in . It sends a ResourceRequest to the resource manager (RM) and waits for the ResourceReply to use the requested resource(s).
• BUSY: The task unit received the ResourceReply from the resource manager and processes the packet(s) from the Q in . If no resource contention occurs, the task unit processes according to its resource release strategy, of course, processing will stop if the Q in becomes empty or the Q out becomes locked.
• CONTENTION: In the case of competition for the shared resource(s), the task unit receives a ResourceRevoke from the resource manager to free the allocated resource(s). According to the task unit's resource release strategy, the task unit sends a ResourceRelease to the resource manager to give back the resource(s).
If the task unit possesses dedicated resources, no resource contention can occur and thus no resource manager must be involved. In this case, the state chart is simplified by omitting the BUSY and CONTENTION state.
2) Resource Manager:
• IDLE: The resource manager received no ResourceRequests from the task units. Therefore, all resources in the administered resource pool are available.
• READY: The resource manager received at least one
ResourceRequest and enough resources are available in its resource pool. Therefore, it can send (the) ResourceReply(s) to the requesting task unit(s) corresponding to their task unit priorities.
• BUSY: This state is only reached by the global resource manager. The global resource manager received a ResourceRequest and sends itself ResourceRequests to each of the involved local resource managers. Thereafter, the global resource manager waits for the ResourceReplys of the local resource managers.
• CONTENTION: Resource contention occurs, if no resources are available in its resource pool and the resource manager received a ResourceRequest from at least one task unit with a higher task unit priority than a resource occupying task unit. The resource manager sends a ResourceRevoke to the lowest priority task unit being currently in BUSY state and waits for a ResourceRelease to release allocated resource(s). After receiving a ResourceRelease from a task unit, the resource manager sends a ResourceReply to that waiting task unit which has the highest priority.
If the task unit only requests one shared resource, the task unit directly applies for the shared resource at the local resource manager. Accordingly, no synchronization between local resource managers is needed and therefore the global resource manager must not be involved. In this case, the resource manager state chart is simplified by omitting the BUSY state.
F. Example: A Resource-Constrained Node
The protocol stack is modeled to give an overview of several task units and the resource managers in an example (Fig. 7) . A packet is processed by the modeled protocol layers. In this level of detail, the data link (DL), network (NL), and higher layers (HL) are modeled by a set of dedicated task units which contain several functionalities (e.g. IP lookup, checksum calculation). The interactions of the protocol layers are modeled through the connections of the corresponding task units and their packet queues (PQ). To process a packet, a task unit needs resources (e.g. CPU, NIC). Fig. 7 illustrates the required resources of the task units. The resource Network Interface Card (NIC) is needed by the task units DL in and DL out whereas the resource CPU is required by the task units NL in , NL out , and HL.
If at least two task units share a resource, then resource contention between the task units can occur. Therefore, the task units have to apply for the shared resource(s) from the resource manager(s). The corresponding resource manager coordinates the resource requests of the task units according to their task unit priorities TUP i . In this case the task unit NL out possesses a higher priority than the task units NL in and HL. Therefore, the Local Resource Manager CPU allocates the resource CPU to the task unit NL out firstly. Furthermore, the Local Resource Manager NIC prefers the task unit DL out to allocate the resource NIC instead of DL in .
IV. IMPLEMENTATION OF INTRA-NODE RESOURCE MANAGEMENT We implemented our modeling approach of resource management within the widely-used network simulator ns-3 (Fig. 8) . As ns-3 is modularly organized the implementation of the core functionality as given by the task units and the resource managers is not restricted to any specific scenario. Instead we provide a general functionality for modeling intra-node resources and their usage. This extension can be used for modeling arbitrary scenarios related to computer resources. Resources are modeled as typed entities, i.e. in a given simulation setup a fixed set of resources of a given type (e.g. CPU, memory) exists. We do not restrict the implementation to specific resources types. Although numerous types are provided it is possible to extend the set of types to meet the requirements of new simulation scenarios.
Task units get resources from the resource manager by means of resource requests as described in the previous section. The request of resources is modeled as an instantaneous event. Therefore, it can be realized as a method invocation at the corresponding resource manager object by the task unit object. The same holds for the other types of resource management messages.
Timing behavior is modeled within the task unit. After a task unit acquires the resources necessary for serving a packet, it starts processing the packets in the queue for incoming packets. For each packet to be processed an event is registered at the central scheduler. The time instant of that event coincides with the end of the processing of it.
The resource manager in turn administers the resources created for a specific simulation scenario. As described in the previous section, it grants resources to task units after a corresponding request message arrives. Therefore, we are able to model resource contention scenarios within ns-3 in a unified way independent of the network under consideration.
The implemented resource management module is independent of existing ns-3 modules. In order to model resource management within computer networks it is desirable to combine it with the variety of existing models (e.g. Wi-Fi, TCP/IP).
The resource management extension requires ca. 18 % extra computing time compared with the original ns-3 implementation in a worst case scenario (64 B packet size, 20 Mpps offered load, 8 cores, and other assumptions as in the case study of Section V). As ns-3, our resource management extension is open source software and publicly available under the GNU GPLv2 license for research, development, and use [16] .
V. CASE STUDY: INTRA-NODE RESOURCE MANAGEMENT IN SOFTWARE ROUTERS
In this section we evaluate the packet processing performance of an 8-core software router with respect to different workloads with the help of our ns-3 resource management extension. The case study should not show new scientific findings but rather the validation of our ns-3 extension which is verified and validated based on real testbed measurements.
A. Modeling a Software Router
Based on our general modeling approach described in Section III, a specific model of a software router is derived (Fig. 9 ) which is used in our simulation case study.
We assume that the CPU cores are the bottleneck as it was observed in a lot of earlier measurements by us [17] and other researchers [18] . The limited resources of the modeled software router are represented as dedicated resource pools in the resource plane. The resource pool RP Core of the CPU cores contains n cores C 1 , . . . , C n . If not stated otherwise, we use n = 8 cores. Besides, to store incoming packets, memory space in the main memory (e.g. Rx ring buffer) is required. This is modeled as the resource pool RP M em which can only store a limited number of packets. These resource pools are administered by the (local) resource managers RM Core and RM M em in the resource management plane, whereas a global resource manager can be omitted because there are no dependencies between the two resource types.
The packet processing of a software router is modeled in the processing plane which consists of the task units TU M em , TU Core 1 , . . . , TU Core n as well as the shared queues Q 1 , . . . , Q n in between. When a new packet is received at the NIC, the TU M em is triggered to copy the incoming packet into the memory (e.g. Rx ring buffer). For this purpose, the TU M em requires memory space (e.g. a packet slot of Rx ring buffer). Therefore, the TU M em has to request the RM M em to get the required memory space from the resource pool RP M em . Otherwise, if no memory space is available (e.g. Rx ring buffer is full), then a packet must be dropped. In the software router model, the memory to store incoming packets is represented as multiple shared queues Q i per TU Core i (1 ≤ i ≤ n) where the queue size of each queue is restricted to the corresponding Rx ring buffer size. The replicated task units TU Core 1 , . . . , TU Core n model the actual parallel packet processing (e.g. IP table lookup, IPsec encryption) of the multi-core system, and so they need a resource of type core. Therefore, they have to apply to the RM Core for allocating it.
For instance, TU Core 1 requires a CPU core from RP Core where (in this simplified case) for each of TU Core i (1 ≤ i ≤ n) a CPU core is available. Thus, RM Core allocates a core resource, e.g. C 1 , to TU Core 1 . After that, TU Core 1 is able to process packets from its incoming queue Q 1 . Resource contention for shared resources may occur if we would take into account a smaller number of CPU core resources or when an additional task unit also requires a CPU core. However, resource contention among the packets occurs with respect to the corresponding task unit which limits the maximum throughput. The task unit functionality Process consumes simulation time corresponding to the required service time depending on the workload (cf. Section V-B).
Besides, each packet belongs to a specific packet flow which is characterized by a source IP address, a destination IP address, a source port, and a destination port. Based on that, the TU M em maps each flow to a specific incoming queue Q i of a task unit TU Core i (1 ≤ i ≤ n). In consequence, every packet of a specific flow is served by the same task unit corresponding to a specific CPU core.
To predict the packet latency, we also have to estimate the additional latencies from other system internal components. According to [18] , NIC batching 1 and DMA transfer times lead to an increase of the packet latency. Based on that, we estimate that NIC batching causes to wait for up to 16 packets before DMA transmission which implies 8 packets on average (if we assume uniformly distributed load). Besides, the processing of a packet requires four DMA transfers from the NIC to the memory (one for the packet and one for its descriptor) and vice versa. We estimate a DMA transfer at T DM A = 2.56 µs. Furthermore, based on [18] , we assume that NIC-driven batching from and to the NIC adds T N IC = 2 × 8 × x where x represents the packet service time in the core. Based on that, we estimate an additional packet latency from other non-bottleneck components with T + = 4 × T DM A +T N IC . However, when the offered load is higher than the maximum throughput, there are many packets in Q i . Thus, the additional latency before being enqueued into Q i is less than the packet's waiting time in Q i . In this case, we only consider the additional latency after being served by TU Core i . Therefore, we only have to consider two DMA transfers and one NIC batching from the memory to the NIC which implies a value of 
B. Workloads
The workload is the type of processing which is required to serve a packet. The service time x to process a packet is dependent on the packet's workload and its packet size S. We assume a variable part a per Byte and a constant part b, according to x = a · S + b, where the calibration parameters a and b for the different workloads are derived from real testbed measurements (cf. Table 3 of [18] ). In this case study, we model the following practicerelevant workloads.
1) Forwarding:
The packet is just relayed from the incoming port to the outgoing port without any routing table lookup nor any other type of packet processing. It represents the minimal processing effort that any packet causes and represents an upper-bound for the achievable performance. We model this workload as packet size dependent where a F ≈ 2 ns B and b F ≈ 272 ns. 2) Routing: Every packet is subjected to forwarding as well as full IP routing including routing table lookup, checksum calculation, etc. The effort for updating the IP header is equal for small and large packet sizes [11] . Thus, this workload is modeled as a R = a F and b R = b F + c R where c R ≈ 225 ns represents the IP routing effort.
3) IPsec: In addition to forwarding and full IP routing, each packet is encrypted using AES-128 encryption, as it is common in VPNs. This workload is CPU-intensive and strongly dependent on the IP packet size [11] . Thus, we model this with a I ≈ 36 
C. Simulation Scenario
The ns-3 simulation scenario consists of a load generator (LG) and a sink acting as end systems and a software router serving as device under test (Fig. 10) . The load generator and the sink are connected through point-topoint links to the router.
Our ns-3 resource management extension is only applied to the router. To process packets, the task unit has to request the resource manager for the resource, here it is Figure 10 . Simulation Scenario with a Resource-Constrained Router a CPU core. If there are resources available in the resource pool then the resource manager allocates a resource to the task unit. Otherwise, the task unit (and also the packets) has to wait until a resource becomes available. In this case study only the CPU resources were considered but other resource types and intra-node effects (e.g. cache misses) can be modeled to set up complex case studies.
The simulation scenario is executed with Forwarding, Routing, and IPsec workload for the different packet sizes 2 to compare the effects of different workloads on the packet processing in the router. As a simulation result, the throughput, the packet latency 3 , and packet loss are depicted in dependence on the offered load to the router.
In our simulation scenario, we use these assumptions:
• The data transmissions are uni-directional traffic from the load generator to the sink which is based on a Poission arrival process with constant packet size (64, 128, 256, 512, and 1024 B) or real internet traffic workload from the widely used "Abilene-I" packet trace collected on the Abilene network [19] . The packets of the trace have variable packet sizes in the range of 32 to 1500 B including all headers.
• The offered load L of the load generator linearly increases and finally becomes greater than the maximal throughputD of the router (L ≥D).
• The data rates of the point-to-point links of 100 Gbps are consciously chosen as very high-speed data rates to ensure that the links themselves will not become the bottleneck when applying data transmissions at a high level of offered load between the load generator and the sink.
• The load generator and the sink have no resource constraints, but the router possesses limited resources, namely 8 CPU cores running at 2.8 GHz and a limited Rx ring buffer size of 512 packets.
• The sojourn time of a packet in the router depends on its packet size, the packet workload, and additional latency from other system internal components (cf. Section V-A). The parameter values of the service times were derived and validated based on real testbed measurements (cf. Table 3 of [18] ).
D. Simulation Verification and Validation

1) Simulation Verification:
According to the calibration of the simulation it is possible to predict the expected maximum throughputD for constant packet sizes as 2 The packet size refers to the frame size on the wire with all headers. In case of Ethernet, the preamble and interframe gap are omitted. 3 We use the terms "packet sojourn time" and "packet latency" interchangeably. It is the delay that a packet incurs inside the router. 
The simulation results coincide with the expected values very well. The maximum deviation is ca. 0.01 which indicates that our ns-3 extension has been implemented correctly.
2) Simulation Validation: Our software router model has been calibrated by means of the measurements of a real 8-core software router (cf. Table 3 of [18] ). The calibration points are depicted as encircled points in Fig. 11(a) . Now we want to investigate whether our throughput predictions do really represent sufficiently valid predictions of the real system behavior. Based on the forwarding workload, we want to compare our packet throughput predictions with the measured values for different packet sizes. For the routing and IPsec workload, we only used one calibration point per workload for 64 B packet size. Fig. 11 (a) and 11(b) illustrate the throughput predicted by our simulation model for an 8-core router and, for comparison purpose, the throughput values actually measured (cf. Fig. 8 of [18] ). We can observe that the simulated and the measured values show a rather good agreement. However, we just assumed a linear relationship in the calibration of our resource management model for 8 cores (e.g. forwarding workload: packet size / max. throughput: 64 B / 18.96 Mpps and 1024 B / 24.6 Gbps). Therefore, the validation experiments described here demonstrate that even simulation models which have been elaborated without much expenditure can lead to very realistic performance predictions if at least an adequate modeling of resource management is carried out. The realistic calibration and parameterization of the resource management model is highly important in the current scenario of this case study in order to be able to achieve a satisfying level of model validity.
E. Simulation Results
Based on a verified and validated simulation model, we measured the throughput, the mean packet latency, and the packet loss of the software router with respect to the Forwarding, Routing, and IPsec workload. The case study shows results for different packet sizes and the Abilene trace. In most of the scenarios observed, the results for 64 B respectively 1024 B packet size represent a lower and upper bound for the corresponding workloads. 1) Throughput: Fig. 12(a) shows the offered load measured in million packets per second (Mpps) on the x-axis and the throughput of the router on the y-axis (also in Mpps). The x-axis and the y-axis use the same scaling to compare the incoming traffic with the outgoing traffic of the router. The chart shows the achieved throughput with respect to different workloads for small (64 B) and large (1024 B) packet sizes as well as for Abilene.
For instance, in the forwarding workload case for 64 B packet size, when the offered load increases, the throughput of the software router also linearly increases until ca. 18.94 Mpps. At this point, the router under test comes to a saturation point. Although the offered load of the load generator further increases to 20 Mpps and above, the router's throughput remains constant at ca. 18.94 Mpps. This is because the router reaches its maximal packet processing capacity which is also called the maximum throughput of the router.
As we can also see from Fig. 12(a) for a packet size of 64 B, the maximum throughput for the case of routing workload saturates at 12.31 Mpps, and for the IPsec workload at 2.86 Mpps. That is because the IPsec workload is much more CPU-intensive compared to the routing and forwarding workload. We observe similar behaviors for other packet sizes like 128, 256, 512, 1024 B, and Abilene. Fig. 12(b) is based on the same results whereas the offered load is denoted in gigabits per second (Gbps).
In general, the maximum throughput can be increased by parallelization of the packet processing, and by using multiple resources to reduce the bottleneck which is here represented by the set of CPU cores. Thus, an up scaling of the number of cores linearly increases the maximum throughput as we presented in earlier studies [12] , [17] . In contrast to our results, if we would use the original implementation of ns-3, the maximum throughput of the router under test would be infinite or only be limited by the finite data rate of the point-to-point links. This means that the throughput of the router under test always linearly increases with the incoming offered load. Therefore, in conventional ns-3 simulations, the throughput would only be limited by the maximum link capacity which is definitely not realistic in a lot of situations.
2) Packet Latency: Fig. 13(a) shows the offered load in Mpps on the x-axis and the mean packet latency in microseconds on the y-axis. Both axes use logarithmic scaling. The mean packet latency is stated with 95 % confidence intervals which are too small to be visible in the graphs. It represents the delay which a packet incurs during its traversal through the software router with respect to three different workloads for small (64 B) and large (1024 B) packet sizes as well as for the Abilene trace. Fig. 13(b) is based on the same results whereas the offered load is denoted in Gbps.
The packet latency consists of waiting and services times in several system internal components. In general, the waiting time of a specific packet depends on the number of packets prior to that packet in the waiting queue where the service time of a packet depends on the workload and its packet size (cf. Section V-B). It is dominated by the waiting and service time at the bottleneck component which are here the cores. In the case of routing workload for a 64 B packet, the actual processing in the core requires ca. 0.65 µs. Additionally, we assume that NIC-driven batching from and to the NIC adds 10.4 µs (2×8×0.65 µs) on average. Based on that, we estimate an additional packet latency from other nonbottleneck components at 20.64 µs (4×2.56 µs + 10.4 µs). This means that at offered loads below the maximum throughput of ca. 12.31 Mpps the packet latency refers to the service time of the core bottleneck of 0.65 µs plus 20.64 µs to take into account the additional latency from other system internal components. However, when the offered load is higher than the maximum throughput, then the mean packet latency exponentially increases. The mean packet latency is no longer well-defined because arriving packets often come up with a full queue (aka. RX ring buffer) and must be dropped. Therefore, the stated mean packet latency refers only to the successfully served packets. In this case, we only have to consider two DMA transfers and one NIC batching from the memory to the NIC. Thus, we estimate an additional packet latency from other non-bottleneck components of 10.32 µs (2×2.56 µs + 1×8×0.65 µs). In a worst case scenario, at offered load much higher than the maximum throughput, a served packet had to wait up to 512 packets to be served. This effect causes a plateau.
In contrast to our results, if we would use the original implementation of ns-3, the packet latency of a packet in the router under test would be zero or only be limited by the waiting times to access the transmission medium (e.g. Ethernet) which may be far from reality.
3) Packet Loss: Fig. 14(a) shows the offered load measured in million packets per second (Mpps) on the x-axis and the packet loss of the router on the y-axis in percentage. The chart shows the occurred packet loss with respect to different workloads for small (64 B) and large (1024 B) packet sizes as well as for Abilene traffic.
For instance, in the routing workload case for 64 B packet size, when the offered load remains below the maximum throughput of 12.31 Mpps of the software router, all received packets can be served, thus, no packets must be dropped. However, at offered load higher than the maximum throughput, packet loss occurs. If the offered load becomes higher, the packet loss increases more rapidly. For instance, when the offered load is doubled from 15 Mpps to 30 Mpps then the packet loss more than triples from 18 % to 60 %.
As we can also see from Fig. 14(a) , the packet loss for IPsec workload increases more strongly in comparison to the routing and forwarding workload. That is because the IPsec workload requires more service time, thus, the limited waiting queues of 512 packets overflow faster and packets must be dropped. Fig. 14(b) is based on the same results whereas the offered load is denoted in gigabits per second (Gbps).
In contrast to our results, if we would use the original implementation of ns-3, the packet loss of the router under test would be zero or only be limited by the finite capacity of the transmit queues of the point-to-point links which may be far from reality.
VI. SUMMARY AND OUTLOOK
Current simulation models for network nodes (e.g. end systems, routers) typically take into account quite precisely the functionality of communication protocols (e.g. IP, UDP, TCP). However, it has been shown by us that the node models for resource-constrained nodes (e.g. software routers, sensor nodes, smartphones) currently used in simulators such as ns-3 are by far too simplistic in a lot of scenarios. Therefore, we have elaborated a new approach for modeling the resource management in network nodes at different levels of detail. This flexibility and extensibility in modeling the intra-node resource management with adequate precision should allow the experimenter to carry out simulation experiments which are able to produce more realistic results in cases where resource management has a strong impact on system behavior. We have successfully extended ns-3 to take into account our modeling approach for intra-node resource management. The case study shows that with our ns-3 extension we are now able to predict the performance of software routers in a realistic manner even in the case when parallel processing with multi-core processors is applied. Our comparisons with real system measurements substantiate our claim of being able now to observe a pleasingly realistic model behavior.
The future research planned by us comprises the refinement of the current model as well as the integration of additional resource management strategies into our ns-3 extension. Moreover, we will apply the extended ns-3 simulator to carry out additional case studies to investigate the performance of software routers based on multi-core processors. Finally, we hope that our ns-3 extension will allow the research community to further increase the validity of their simulations. 
