We carry out a detailed analysis of quarterly frequency dynamics in macroeconomic aggregates in twelve countries of Central and Eastern Europe. The facts we document include the variability and persistence in and the co-movement among output, and other major real and nominal variables. We find that consumption is highly volatile and government spending is procyclical. Gross fixed capital formation is highly volatile. Net exports are countercyclical. Imports are procyclical, much more than exports. Exports are most procyclical and persistent in open countries. Labor market variables are all highly volatile.
INTRODUCTION
The pure notion of the business cycle is a novelty for many observers, policymakers and citizens in the post-socialist countries of Central and Eastern Europe. Though economic fluctuations have been severely mixed with the transition bust and boom, it seems evident by now that these economies are also subject to ups and downs, regardless of the initial transition shock and the following catch-up process.
The current project is part of a large branch of international macroeconomics, aimed at documenting within-country empirical regularities about macroeconomic fluctuations. Our main goal is to report on business cycle facts in twelve Central and Eastern European (CEE) countries over the decade long period of economic transition, arguably the largest possible and meaningful panel of such observations, in terms of time frame and country coverage.
While our exploration of facts is not driven by any particular model economy, the evidence we compile is meant to inform and serve as factual bases in modeling international business cycles. Our findings can also provide valuable tools in the design of stabilization and adjustment policies. Documenting the relative cyclical movements of major macro variables can help policymakers identify the most important targets, instruments and mechanisms of cyclical policies in these countries. Indeed, in a monetary union, such as the one CEE countries are set to join to in the coming years, since monetary policy is common, regional differences in cycles are fundamentally determined by local policies. Depending on similarities and differences relative to developed economies, our results can thus allow one to better judge how much of common "smoothing" policies should be adopted, and how much "regional flavor" is needed. In this spirit, we seek to answer the following specific questions.
• Is there a common pattern in CEE business cycle fluctuations? Are the findings robust to alternative filtering procedures?
• Can we group CEE countries according to their cyclical patterns? Can we identify certain country characteristics, such as exchange rate regime, government size, openness in goods and financial markets that explain these differences?
• Are there important similarities and differences in the behavior of macroeconomic aggregates vis-à-vis developed countries, or other emerging market regions?
• In the process of joining the European institutions such as the EU and the EMU, can policy-makers treat CEE countries as a relatively homogeneous group? Or rather economic fluctuations in these economies fundamentally differ from each other, so they need to be considered on an individual basis?
• Can analysts and policymakers treat certain variables as systematically leading or lagging the business cycle?
To address this set of issues, we conduct a detailed unconditional analysis of quarterly frequency dynamics in major macroeconomic aggregates in individual CEE countries.
Despite their similarity in geographical position and economic structure, these economies are a priori characterized by a significant amount of variation in the strength of trading ties to EU, policy arrangements, and country size. By examining macroeconomic data in a large group of countries with similar, still somewhat diverse history, we are seeking to establish stylized facts that highlight regularities that are more general than pure country-specific effects, and point to more general insights potentially useful for macroeconomic theory. We also shed some light on whether basic business cycle regularities in CEE countries are systematically different from those in the G7 group or other European and developing countries. 1 As standard in modern business cycle analysis since the seminal work of Lucas (1977), we focus on deviation, as opposed to level or difference cycles. Correspondingly, we define the business cycle component of macroeconomic variables as deviation from trend.
Consequently, to obtain the cyclical component, the raw data is de-trended. 2 As no detrending procedure is free of criticism, we employ three alternative procedures popular in the literature, such as Hodrick-Prescott (H-P) filtering, log first differencing, and fitting a quadratic time polynomial in obtaining the trend component of macroeconomic variables.
While our empirical approach places no constraint on the joint determination of the variables of interest, the transformation of data, the selection of statistics and the interpretation of results are all guided by economic theory. The most important themes we address are the variability and persistence in and the co-movement among output and other fundamental real and nominal variables. More specifically, we first document the absolute and relative volatility of the variables involved. We also examine if de-trended macroeconomic aggregates move the same direction as (procyclical), the opposite direction as (countercyclical) or are unrelated to (acyclical) de-trended output; and describe phase shifts in the variables, i.e. if they lead or lag the cycle, or synchronous (coincidental) with it.
Finally, we characterize the degree of persistence in the series by reporting on their firstorder autoregressive coefficient.
Implementing this idea requires one to overcome a major hurdle, assembling a data set of quarterly frequency macroeconomic variables in transition economies. Dictated mainly 1 In a companion paper, Benczúr and Rátfai (2004), we give a detailed survey of the international evidence on quarterly frequency fluctuations.
examines the quarterly frequency cyclical properties of the Mexican and Turkish economy over the period of 1987 to 2000. Among other things, he finds that the volatility of output is significantly higher in both countries than in the United States, and that consumption expenditures are even more volatile than output. Government consumption is procyclical but is not leading the cycle. Employment and productivity are procyclical. The comovement between real activity and different measures of the money supplies show no clear-cut pattern.
The price level and inflation are countercyclical. 6 Gross capital inflows are procyclical and lead the cycle.
Agénor et al (2000) is a large step in unifying the two branches of the literature.
Using quarterly data over the period of 1978:1 through 1995:4, they document a wide set of findings of cyclical variability and covariance for 12 developing countries: Chile, Colombia, India, the Republic of Korea, Malaysia, Mexico, Morocco, Nigeria, the Philippines, Tunisia, Turkey and Uruguay. The variables analyzed include industrial output, the price level and inflation, nominal and real wages, monetary aggregates and their velocity, domestic private sector credit, fiscal variables such as gross and net government expenditures and revenues, nominal and real exchange rates, and the trade balance. For robustness, in obtaining the cyclical component of time series, after removing cyclical variation, they de-trend all variables by two alternative filters, the Hodrick-Prescott and the Baxter-King band-pass ones.
Agénor et al find that cyclical output, as proxied by industrial production is persistent, and much more volatile in developing countries than in industrial ones. Government expenditures are countercyclical. There is no clear pattern in the cyclical behavior of nominal wages and prices, nominal and real exchange rates, but real wages are strongly procyclical. The correlation between monetary aggregates and output is in general positive, but not very strongly so. The velocity of broad money tends to be strongly countercyclical. The contemporaneous correlation between output and the terms of trade is positive.
Overall, while direct evidence on business cycle frequency economic fluctuations is becoming available from an increasing number of countries and time periods, no study to our knowledge has aimed at systematically documenting business cycle facts in a major segment of emerging markets, transition economies. In the current project, we seek to pursue this task. 6 Chadha and Prasad (1994) find that inflation is procyclical in G-7 economies, though the price level is countercyclical.
DATA
We have a relatively comprehensive data set of macroeconomic variables in CEE economies.
The aggregate variables we study are as follows: real GDP, industrial production, private consumption, gross fixed investment, government consumption, exports, imports, net exports, ILO database and the WIIW monthly database. As multiple sources often allow for extensive and careful cross-checking, we believe that the quality of the sample is not only as good as one can possibly to hope for in this context, it is also comparable to similar ones used for the purposes of empirical analyses in most other countries.
Prior to the empirical analysis, the raw data are transformed. First, all variables are de-seasonalized using the X11 procedure, with multiplicative adjustment (the only exception being inflation, where the adjustment is additive). The reason for selecting the X11 procedure is to ensure comparability with the literature. For the same reason, we use the adjusted series even if seasonality is rejected --in such cases, the adjusted series remain almost identical to the original anyway. For ratios (and other generated variables), we divide the adjusted series with each other, and work with these variables; i.e. the ratios are not adjusted further.
Next, we address issues of stationarity. Some of the macro variables have a trend even in developed economies but such a behavior is much more prevalent in emerging ones. As argued by Canova (1998), and confirmed in Agénor et al (2000) , cyclical patterns might depend on the particular de-trending procedure adopted. In order to arrive at a robust measure of cyclical variation, we employ several approaches, and report the main statistics for all of them. Our choices are the H-P filter with parameter 1600 (the standard choice for quarterly data), log first differences (potentially problematic with trending variables, but the results often turn out to be similar with this choice as well), and fitting a quadratic time polynomial.
These choices coincide with the ones used in Christodoulakis et al (1993) and Fiorito and Kollintzas (1994).
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In almost all cases, filtering is applied to the natural logarithm of the variables. One set of exceptions is inflation and the nominal interest rate, which are already in log-difference form, so these series are directly filtered. Other exceptions are net exports and net capital flows, which can take on both negative and positive values. Similarly to Kydland and Zarazaga (1997) and Agénor et al (2000), we thus employ the ratio of net exports and net capital flows to output in percentage terms. 10 We thus scale net exports by nominal GDP measured in local currency, and net capital flows by nominal GDP measured in US dollars. In all other cases, taking logs and then de-trending takes care of country-specific scaling.
potentially relevant variables like hours worked, terms of trade, FDI, or more detailed productivity figures tend to be unavailable at the quarterly frequency. 9 Agénor et al (2000) use the band-pass filter of Baxter and King in detrending. We refrain from using these filters, as our near-forty quarterly observations may constitute too short of a period to safely adopt this approach. 10 Kaminsky et al (2004) argue that the correlation between the levels of these variables, not normalized by output provides a superior measure of the cyclical stance. Using the cyclical component of the net export and capital flow data however makes the interpretation of the relevant volatility figures questionable; the scale is invariant within a country, but not across countries.
Finally, productivity is calculated both at economy-wide and industry levels. Total productivity is defined as the ratio of GDP to total employment, while industrial productivity as the ratio of industrial output to industrial employment.
RESULTS
Before looking at the variances and covariances in more detail, it is useful to have a bird-eye view of the output data to see if they show any cyclical pattern of the classical type. As randomly selected examples, Figures 1 to 3 show the evolution of GDP and industrial output in Estonia, Poland and Slovenia. Despite the relatively short sample period, the graphs confirm that GDP, and especially industrial output indeed follow a strong upward trend with notable ups and downs. One can clearly see an initial transition bust, followed by a robust expansion, in some instances broken by the apparent effect of the Russian crisis. In some quarters, growth has picked up, with an unclear cyclical behavior through the global slowdown recession starting around 2000. Overall, this is the standard picture one could expect, showing some visible though not absolutely clear cyclical pattern.
It is instructive to look at summary statistics of output fluctuations in CEE countries and compare them to ones documented in other regions. Table I reports measures of volatility and persistence in H-P-filtered output. Overall, output is somewhat more volatile in transition countries than in developed economies, and is about as volatile as in other developing ones.
Some of this phenomenon might be related to differences in sample size; most other results in the literature are obtained from 15-30 years of quarterly data, where the trend component can be extracted more precisely, and the endpoints are less influential. Average GDP volatility in transition countries is a bit lower than in the small number of developing countries there exist data for, and slightly higher than in the EU countries. 11 Hungary and Slovenia appear to be clear outliers, Slovakia and Poland and following them with their relatively low GDP volatility statistics.
The persistence in H-P filtered output is similar across all countries in the table; the first two autocorrelations are typically significant, and the third one is marginally significant.
Persistence is particularly high in G7 economies as compared to any other group of countries.
The degree of persistence in general appears to be related to country size with the clear exceptions of the Czech Republic in the transition group and Belgium in the EU one. 11 The relatively high GDP volatility in non-G7 members of the EU might be partly due to data construction. In particular, the GDP volatility figures reported by Christodoulakis et al (1993) are Persistence is particularly low only in Spain and Slovenia. 12 All in all, one of the major conclusions here is that the dynamic properties of output fluctuations in transition economy are not drastically different from the similar fluctuations in other developing countries, but are somewhat more pronounced than in more developed ones.
A number of related studies report facts of economic fluctuations by proxying output with industrial production. In contrast, we use real GDP as a measure of output. In order to provide a basis of comparison for our findings to the rest of the literature, we first examine the properties of industrial production data. persistence (first-order autocorrelation coefficient). While we always obtain result using all three alternative filtering procedures (H-P, time polynomial and first difference), the first three statistics are reported for all the three alternative de-trending procedures, the latter ones only for the H-P filter. As most of our results are robust to filtering techniques, especially the constructed from annual frequency GDP figures by matching seasonal patterns in quarterly GDP to that of Industrial Production. 12 Low cyclical persistence in Slovenia and Spain might be attributed to the statistical properties of the H-P filter (cf. Marcet and Ravn (2004)). 13 We have all subsequent results with industrial production as a measure of output, as opposed to GDP computed. These are available upon request.
H-P and the time polynomial filter tend to produce virtually identical outcomes, the interpretation of findings is always based only on one of the filters, the H-P one.
GDP Components
Consumption. Large relative volatilities might of course be related to heavy re-exporting activities in these countries. Just like in G7 countries, imports are always strongly procyclical and close to being coincidental in all countries.
Exports. Again, relative export volatilities in CEE countries exceed those in industrial countries. Exports are least volatile in Russia, both in absolute and relative terms. Exports are much less procyclical than imports; indeed, they are often acyclical. Exports are especially procyclical and persistent in countries with the most open goods and capital markets, such as the Baltic countries and Hungary, but is also procyclical in major commodity exporter countries, such as Romania and Russia. None of the observed phase shift patterns are inconsistent with G7 results. For example, the US has a strong negative leading correlation, Canada has a medium-high positive lead, and Italy has a medium-high negative lagged correlation.
Labor market
Employment. We present evidence of both total and industrial employment. In general, employment in CEE countries tends to be more variable than in industrial ones, both in absolute and relative terms. Bulgaria shows a particularly high degree of absolute volatility. Cyclical patterns in employment are very similar to G7 results; with the exception of Estonia (only industrial employment) and Croatia, employment is highly procyclical.
Similarly to G7 economies documented by Fiorito and Kollintzas (1994), phase shifts, especially in total employment are typically lagging the cycle in CEE countries. In this sense, phase shift patterns in employment point to theories of the business cycle embracing labor hoarding considerations. Cyclical employment is also quite persistent.
Real wages. The relative volatility of real wages is again significantly higher here than in G7 economies, particularly so in Hungary and Russia. Apart from potential measurement issues, high volatility might be attributed to the interaction of cyclical fluctuations and the trend real convergence process in these countries. Economic theory suggests that procyclical wages are consistent with technological shocks, while preference or government expenditure shocks can lead to countercyclical wages. In contrast to the evidence in industrial countries, significant positive correlation coefficients here dominate negative and zero ones, though the phase shifts show no unequivocal pattern. Cross-country differences in this respect may thus indicate the relative importance of these shocks. Real wages tend to be persistent, with the exception of Estonia.
Productivity. We study both total and industrial productivity. The former variable is defined as the ratio of GDP to total employment, the latter one as the ratio of industrial output to industrial employment. Absolute and relative volatilities in cyclical productivity are in general fairly high in many countries, well exceeding similar statistics in developed economies. The absolute volatility of total productivity appears to be low in the Czech Republic, Hungary, Poland, Slovakia and Slovenia. At the same time, industrial productivity is exceptionally volatile in Bulgaria, Estonia and Romania. Productivity is strongly 15 See Kaminsky et al (2004) . In examining fiscal policy in four CEE countries, Coricelli and Ercolani procyclical, typically coincidental. Exceptions include acyclical total productivity in Slovakia, and countercyclical industrial productivity in Bulgaria and Slovakia. 16 The data also indicate persistence in cyclical productivity dynamics.
Monetary and financial variables
Private sector credit. Unlike Agénor et al (2000), we find some pronounced pattern in these countries. The relative volatilities in many countries appear to be fairly high, especially in Bulgaria and Latvia, though there is no international comparison available in this respect.
Absolute volatility in Bulgaria is truly astronomic, potentially explained by the hyperinflation experience in 1997. Private sector credit is procyclical with the exceptions of Russia being countercyclical and the Czech Republic and Slovenia acyclical, and is uniformly highly persistent. As pointed out by Agénor et al, a strong positive sign could have important consequences for the cost of restrictive monetary policy if credit leads the cycle. In the current sample however private credit is dominantly lagging the cycle, or concurrent with it.
In Bulgaria, Latvia, Lithuania and Russia, large negative lead correlation coefficients are followed by positive lag ones, potentially explained by crisis episodes in these countries.
Money. Relative volatilities in M1 in our sample are similar to, or larger than the ones in the US or G7 economies. Absolute volatility is again particularly high in Bulgaria, and to a lesser extent in Croatia, the Czech Republic, Russia and Slovakia. Given the high or moderate inflation history in most CEE countries, large volatility should come as no surprise.
M1 is least volatile in countries having a certain degree of flexibility in their exchange rate regimes, Hungary, Poland, Romania and Slovenia. M1 is in general highly persistent, procyclical, and rather leading or coincidental. Though in many countries one can observe large cyclical coefficients of both signs at various leads and lags. Slovenia shows a somewhat strange pattern with correlations being insignificant at all leads and lags. Bulgaria is a clear exception in terms of cyclicality with no sizeable positive correlation between M1 and output. Kydland and Zarazaga (1997) also find M1 to be countercyclical using their "new version" of GDP estimates in Argentina, a country also plagued by a history of particularly deep financial crises. Money moving the opposite direction to output is however unprecedented in other countries.
Apart from Hungary and Slovakia, absolute volatilities in M2 are large, larger than for the G7 group, but never as high as in Argentina. M2 is highly volatile in Bulgaria,
Croatia, Latvia and Russia. Overall, M2 behaves similarly to M1; it tends to be procyclical or (2002) also find a procyclical fiscal stance. 16 The contemporaneous correlation coefficient in Bulgaria is significantly positive.
acyclical, like in the G7 group. Romania is an exception with countercyclical M2 and procyclical M1. otherwise signs, and often phase shifts remain intact. Other than this, cyclicality and phase shifts again show no systematic behavior. Finally, real exchange rates are persistent, though the degree of persistence tends to be slightly lower than the one in nominal exchange rates.
CONCLUDING REMARKS
CEE economic fluctuations exhibit a number of interesting patterns. First, industrial production is highly volatile, strongly procyclical, synchronous and persistent. Consumption is excessively volatile, even relative to output, typically procyclical, and persistent.
Investment also tends to be volatile, procyclical, and in general coincidental. Government consumption is dominantly procyclical, and it is more volatile than in other countries. Net exports are countercyclical and are again highly volatile, although they are the least volatile component of GDP. Overall, investment is the most volatile component of GDP, followed by government consumption, private consumption and net exports. Exports are most procyclical
in countries with open goods and capital markets and in major commodity exporter countries.
Employment is highly volatile, procyclical and persistent. Real wages are typically procyclical; they are also volatile, persistent. Productivity is procyclical and tends to be lagging the cycle. Volatility in productivity in CEE economies well exceeds the one in developed economies. Persistence in productivity is present, though not overwhelming. The cyclical behavior of labor market variables in CEE economies is in many respects similar to related patterns in industrial countries, emphasizing the role of real shocks.
Private sector credit is highly volatile, persistent, and procyclical in most countries.
The money stock is in general volatile, highly persistent, procyclical, and rather leading or Overall, economic variables in CEE countries tend to be more volatile both in absolute terms and relative to output than in developed economies. Nonetheless, many countries in our sample, including Croatia and the accession group (the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia, Slovenia) show broadly similar cyclical behavior to industrial countries. The most frequent country outliers are Bulgaria, Romania and Russia, especially in labor market, price and exchange rate variables. Excluding these countries from the sample makes many of the observed patterns in cyclical dynamics more homogenous.
In addition to the more detailed international comparison offered in Benczúr and
Rátfai (2004), there are a number of directions to which the current analysis is extended.
First, we plan to investigate further countries in the region, once the relevant data constitute a meaningful object of investigation. Second, we plan to investigate further the robustness of our qualitative results to alternative de-trending procedures, such as the band-bass filter of 
Notes:
1 'Absolute Volatility' is measured as the standard deviation of industrial output. 2 'Relative Volatility' is measured as the ratio of the standard deviation of industrial output and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of industrial output and real GDP. 4 'Lead (lag)' is measured as the correlation between leads (lags) in HP-filtered industrial output and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered industrial output. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered industrial output. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of private consumption. 2 'Relative Volatility' is measured as the ratio of the standard deviation of private consumption and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of private consumption and real GDP. 4 'Lead (lag)' is measured as the correlation between leads (lags) in HP-filtered private consumption and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered private consumption. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered private consumption. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of investment. 2 'Relative Volatility' is measured as the ratio of the standard deviation of investment and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of investment and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered investment and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered investment. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered investment. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of government consumption. 2 'Relative Volatility' is measured as the ratio of the standard deviation of government consumption and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of government consumption and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered government consumption and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered government consumption. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered government consumption. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of net exports to GDP. 2 'Relative Volatility' is measured as the ratio of the standard deviation of net exports to GDP and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of net exports to GDP and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered net exports to GDP and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered net exports to GDP. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered net exports to GDP. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of real imports. 2 'Relative Volatility' is measured as the ratio of the standard deviation of real imports and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of real imports and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered real imports and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered real imports. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered real imports. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of real exports. 2 'Relative Volatility' is measured as the ratio of the standard deviation of real exports and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of real exports and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered real exports and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered real exports. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered real exports. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of employment. 2 'Relative Volatility' is measured as the ratio of the standard deviation of employment and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of employment and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered employment and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered employment. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered employment. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of real wages. 2 'Relative Volatility' is measured as the ratio of the standard deviation of real wages and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of real wages and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered real wages and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered real wages. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered real wages. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of productivity. 2 'Relative Volatility' is measured as the ratio of the standard deviation of productivity and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of productivity and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered productivity and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered productivity. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered productivity. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of private sector credit. 2 'Relative Volatility' is measured as the ratio of the standard deviation of private sector credit and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of private sector credit and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered private sector credit and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered private sector credit. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered private sector credit. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of M1. 2 'Relative Volatility' is measured as the ratio of the standard deviation of M1 and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of M1 and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered M1 and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered M1. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered M1. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of M2. 2 'Relative Volatility' is measured as the ratio of the standard deviation of M2 and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of M2 and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered M2 and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered M2. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered M2. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of M2 velocity. 2 'Relative Volatility' is measured as the ratio of the standard deviation of M2 velocity and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of M2 velocity and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered M2 velocity and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered M2 velocity. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered M2 velocity. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
1 'Absolute Volatility' is measured as the standard deviation of the nominal effective exchange rate. 2 'Relative Volatility' is measured as the ratio of the standard deviation of nominal effective exchange rate and real GDP. 3 'Cyclicality' is measured as the contemporaneous correlation between of nominal effective exchange rate and real GDP. 4 'Lead (lag)' is measured as the correlation between the leads (lags) in HP-filtered nominal effective exchange rate and real GDP. 5 'Persistence' is measured as the AR(1) coefficient in HP-filtered nominal effective exchange rate. 6 Bold figures indicate the largest correlation coefficient (in absolute value) in HP-filtered nominal effective exchange rate. 7 All data are at the quarterly frequency, de-seasonalized and de-trended. De-trending methods include the Hodrick-Prescott filter (HP), log first-differencing (FD) and fitting a quadratic time-trend polynomial (TP). 
