ABSTRACT. We here correct two errors of our paper cited in the title: one in the statement of Theorem 5 and another in the proof of Theorem 11.
where D(n) denotes the set of positive divisors of n. In passing, we mentioned that the more general function
defined for any integer 1 ≤ g ≤ h, plays a role elsewhere in additive combinatorics as well. For example, in [1] we proved that v k−l (n, k+l) provides a tight lower bound for the maximum size of a (k, l)-sum-free set in the cyclic group of order n.
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As an aside, in Theorem 5 of [2] we presented an alternate expression for v g (n, h); unfortunately, this expression was stated incorrectly due to an error in the proof (the last equality in line 19 on page 103 is incorrect). Here we provide the correct expression and use our original Claims 1, 2, and 3 (whose proofs are correct and thus are not repeated here) to establish the result.
Ì ÓÖ Ñ º Suppose that n, h, and g are positive integers and that 1 ≤ g ≤ h.
We let I denote those values of i = 2, 3, . . . , h − 1 for which D i (n) = ∅, and for each i ∈ I, we let
P r o o f. For a positive divisor d of n, we define the function
In [2] we stated and proved the following three claims:
Claim 1: Let i be the remainder of d when divided by h. We then have
Claim 2: Using the notations as above, assume that gcd
Claim 3: For all g, h, and n we have
We can now conclude that Theorem 5 holds, as it follows.
If I = ∅, then by Claims 2 and 3, we have
while if I = ∅, then, since only the first possibility in Claim 1 yields a value
The proof of Theorem 5 is thus complete.
Our second correction here is regarding the restricted h-critical number of a finite abelian group G, defined as
In [2] we determined χˆ(G, h) for cyclic groups G of even order and all positive integers h. The cases of h ≤ 2 or h ≥ n/2 have been addressed elsewhere (and more generally) in [2] , leaving only
for which we presented Theorem 11. Unfortunately, the proof of Theorem 11 contains an inaccuracy: in the third line, the inequality
Since this error appeared repeatedly, it is best if we present the proof in its entirety below. We also use the opportunity to shorten the last part of our argument.
Ì ÓÖ Ñ ½½º Suppose that n is even and n ≥ 12. Then
P r o o f. Our methods are similar to the one by Gallardo, Grekos, et al. in [3] , where they established the result for h = 3. We first show that it suffices to treat the cases of 3 ≤ h ≤ (n + 2)/4.
To conclude that we then have
as well, note that, obviously,
and that if A is a subset of Z n of size n/2 + 1, then, since
Similarly, with
χˆ(Z n , 2) = n/2 + 2 and χˆ(Z n , 3) = n/2 + 1 we can settle the case of h = n/2 − 1. Choosing a subset A of Z n of size n/2 + 1 for which |2ˆA| < n implies that we also have
|(n/2 − 1)ˆA| < n
and thus χˆ(Z n , n/2 − 1) is at least n/2 + 2 while for any B ⊂ Z n of size n/2 + 2 we get |(n/2 − 1)ˆB| = |3ˆB| = n.
Therefore, for the rest of the proof, we assume that 3 ≤ h ≤ (n + 2)/4. Since we clearly have χˆ(Z n , h) ≥ n/2 + 1, it suffices to prove the reverse inequality. For that, let A be a subset of Z n of size n/2 + 1; we need to prove that hˆA = Z n .
Let O and E denote the set of odd and even elements of Z n , respectively, and let A O and A E be the set of odd and even elements of A, respectively. Note that both A O and A E have size at most n/2 and thus neither can be empty. We will consider four cases:
(n + 2)/4 and n ≥ 12 imply that
and n/2−1 is not a divisor of n. Therefore, by Theorem 14, both (h−1)ˆA E and hˆA E have size at least n/2. But, of course, both (h − 1)ˆA E and hˆA E are subsets of E, so
Now let a be any element of A O , we then see that
since both a + (h − 1)ˆA E and hˆA E are subsets of hˆA, we get hˆA = Z n .
• Next, we assume that |A E | ≤ 2. In this case, an argument similar to the one in the previous case yields that
and
Let a be any element of A E ; we get
regardless of whether h is even or odd; therefore, hˆA = Z n . Before turning to the last two cases, we observe that, since h ≤ (n + 2)/4, we have |A| = n/2 + 1 ≥ 2h, 
But g O − A O and (h − 1)ˆA E are both subsets of E, so they cannot be disjoint; this then means that g O can be written as the sum of an element of
Similarly, for any element g E of E, we have
and thus g E can be written as the sum of h − 2 distinct elements of A E and two distinct elements of A O , so g E ∈ hˆA. Combining the last two paragraphs yields O ∪E ⊆ hˆA and thus hˆA = Z n .
• Let g be any element of Z n . If g and h are of the same parity (both even or both odd), then we find that g − (h − 2)ˆA O and 2ˆA E are each subsets of E. As above, we see that they cannot be disjoint, and thus
The case when g and h have opposite parity is similar: this time we see that g − (h − 1)ˆA O and A E are each subsets of E and that they cannot be disjoint, so g ∈ (h − 1)ˆA O + A E ⊆ hˆA.
This completes our proof.
