In this paper we develop the theory of polymorphisms of measure spaces, which is a generalization of the theory of measure-preserving transformations; we describe the main notions and discuss relations to the theory of Markov processes, operator theory, ergodic theory, etc.
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1 Introduction
The theory of polymorphisms as a generalization of ergodic theory
The simplest example of a polymorphism with invariant measure that is not a measure-preserving auto-or endomorphism is the "map" from the unit circle S 1 with Lebesgue measure to itself whose graph is the following cycle (curve) on the 2-torus S 1 × S 1 (also with Lebesgue measure):
Many natural questions concerning the dynamics of such "maps" are open. Another example is a convex combination p 1 T 1 + · · · + p n T n , where T i , i = 1, . . . , n, are automorphisms, p i > 0, p i = 1, or a "random automorphism" of a measure space. Each point of the space under consideration in these examples has many images (a random image) and random preimage. Similarly to these examples, a general polymorphism with invariant measure from one measure space to another is, by definition, a measure in the product of these spaces with given marginal projections (see Definition 1) . It was defined in the paper [15] .
In the first part of the paper we give a brief survey of definitions and important properties of the notion of polymorphism. Briefly speaking, we generalize the foundations of ergodic theory to a natural measuretheoretic version of the dynamics of multivalued maps. We called the main objects of our theory polymorphisms; it is simply a Markov map with a fixed invariant measure, or the two-dimensional distribution of a stationary Markov process. In other words, this is a bistochastic measure, which is a generalization of bistochastic matrices.
Parallel notions to the notion of polymorphism in other parts of mathematics are: correspondence in algebra and algebraic geometry; bifibration in differential geometry, Markov map in probability theory, Young measure in optimal control, etc. But the difference of what follows compared to the traditional theory of Markov maps or correspondences is as follows: we systematically consider the geometry and dynamics of polymorphisms in the framework of measure theory and not in the topological or smooth categories. At the same time, all useful and fruitful examples from topological and smooth dynamics or the theory of Markov processes are automatically included into our general scheme -see Section 2.3 ("Why polymorphisms?"). The specific features of our approach will be more clear from the second part of the paper, where we consider a special class of polymorphisms and Markov processes, which is related to some old problem.
From the point of view of dynamics and physics, the notion of polymorphism corresponds to the "coarse-graining" approach to dynamics: instead of one-to-one maps we are allowed to consider maps that send a point to a measure, or elements of a partition to a family of elements of the same partition (a set of "grains" to itself, see Section 2). This opens new possibilities, which are forbidden in the classical theory: for example, we can define the notion of the quotient of an automorphism over a partition that is not invariant under the automorphism; this quotient is a polymorphism, but not an automorphism.
The theory of polymorphisms can be used in the traditional ergodic theory for approximating automorphisms by polymorphisms of finite spaces, which are actually bistochastic matrices; this method must be very natural when the automorphism has a positive entropy, in contrast to periodic approximation, which is rather good only for nonmixing transformations. The set of polymorphisms of a given measure space is a convex weakly compact semigroup whose invertible elements are measure-preserving automorphisms.
The functional analog of the theory of polymorphisms is the theory of Markov operators in the Hilbert space L 2 µ (X) -this is the operator formalism of our theory. A Markov operator is a positive contraction which, as well as the conjugate operator, preserves constants; the positivity means preserving the cone of nonnegative functions in the space L 2 µ (X). This immediately leads us to the theory of contractions and non-self-adjoint operators in Hilbert spaces. Thus, instead of the theory of positive unitary operators (recall that positive unitary operators preserving constants correspond to measure-preserving automorphisms), spectral problems, etc., here we have a much richer theory of positive contractions, or Markov operators. In the second part of the paper we will discuss one of the important notions of the theory of contractions -the notion of quasi-similarity.
All traditional questions of dynamics, such as various classifications, spectral (operator) invariants, dilations, entropy theory, approximation, orbit theory, relations to operator algebras, groupoids, etc., can be posed for polymorphisms and wait for solutions; we will mention only part of them. But, perhaps, the most interesting questions are not the copies of the same questions for deterministic dynamical systems, and not the copies of problems of the theory of contractions. One example of this new type of problems, which is interesting for both types of dynamics, will be considered below. This is the problem of quasi-similarity of automorphisms and polymorphisms.
Quasi-similarity of deterministic and random dynamical systems
The second part of the paper (Sections 4-6) is devoted to the concrete and important problem which we shortly describe here and which intrinsically forced us to use the language of polymorphisms, although one can try to avoid using the term and properties of polymorphisms, but with some risk to miss some essential details.
One of the main notions in the theory of contractions in Hilbert spaces is the notion of quasi-similarity. This is a very weak equivalence between operators. Two bounded operators U and W in a Hilbert space are called quasi-similar if there exists an operator V , which may have no bounded inverse, but has dense image (so inverse is define on the dense set) such that U V = V W . It may happen that there is an equivalence between a unitary operator and a proper contraction operator which is totally nonunitary (see [9] ). Of course, this equivalence does not preserve spectra. Such examples are important in functional analysis and scattering theory.
The question was as follows: is there some kind of geometrical similarity that can be established between a measure-preserving automorphism ("one-to-one map") and a "true" measure-preserving polymorphism ("multivalued map") and that generalizes the ordinary conjugacy (similarity) in the group of transformations? In operator terms: is there a "positive" analog of quasi-similarity and is there a "positive" extension of the result cited above?
Let us define quasi-similarity between two polymorphisms Π 1 and Π 2 as follows: these polymorphisms are quasi-similar if there exists a third polymorphism Λ which is dense (see definition in the paragraph 2) such that Π 1 Λ = ΛΠ 2 . The question is: does such Λ exist if Π 1 is an automorphism and Π 2 is proper polymorphism?
There was a long discussion among physicists (see, e.g., [8, 3, 4] ) about possible equivalence between deterministic and random systems. Perhaps, there are many ways to put this question rigorously in mathematical terms. We suggest the following precise formulation:
To describe all quasi-similar pairs "automorphism ↔ polymorphism."
In other words, to describe pairs "deterministic transformation ↔ random transformation" that can be quasi-similar in the above sense.
In order to avoid trivial cases, we must consider "true" polymorphisms, which means that they are far from automorphisms; more exactly, they are completely nondeterministic, i.e., have no deterministic factor endomorphisms except the trivial one. We called such polymorphisms "prime" (the previous term used in [15, 16] is "exact"). So-called mixing polymorphisms (see the definition in Section 1) cannot be quasi-similar to automorphisms by trivial reasons. Thus our question is as follows: whether a prime nonmixing polymorphism can be in a sense equivalent to an automorphism? A priori there are no restrictions on automorphisms -they will appear later.
Even the existence of such pairs is not obvious. The first example was given in probabilistic terms by M. Rosenblatt (see [13, Ch. 4.4] ). Then a smooth example was suggested in [16] ; it was a random perturbation of a hyperbolic automorphism of the torus.
Our main results (the theorems of Sections 5 and 6) are as follows. For every prime nonmixing polymorphism Π there is a canonical Kautomorphism T that is quasi-similar to Π,
and the intertwining polymorhpism Λ can be expressed as a weak limit:
On the other hand, for every K-automorphism T there is a set of random perturbations (polymorpisms), each being quasi-similar to T ; they are perturbations along the "stable leaves" of the automorphism T ; each polymorphism of this type is prime and nonmixing.
In the papers [8, 3, 4] (see also references therein), a related question was considered that concerns (in our terms) dilations of Markov operators, and it was proved that a dilation of a mixing Markov process is a K-process and every K-flow can be represented as a dilation of a mixing Markov flow. This is a completely different question, and it differs from ours in several aspects; the main of them is that we consider the canonical quasi-similarity between a Markov operator and a unitary operator, which is much more complicated than dilation. It depends on the residual action of the shift.
Paradoxical Markov processes
The paradoxical character of our examples sits in the fact that this is a new effect that never occurred in the theory of Markov chains (= Markov processes with countable or finite state space), and it illustrates a serious contrast between chains and general processes.
Namely, it is well-known that a mixing Markov chain is regular in the sense of Kolmogorov (or pure nondeterministic): the σ-field of the infinite past is trivial. On the other hand, mixing is equivalent to irreducibility, i.e., the absence of nontrivial partitions of the state space into subclasses, or the absence of deterministic factors of Markov process (or primality for polymorphims). 1 Contrary to this, the absence of nontrivial subclasses (nontrivial deterministic factor processes) does not imply regularity for general Markov processes. We called nonmixing processes that have no deterministic factors quasi-deterministic. They have a hidden determinism: you cannot predict with probability 1 the value of the process at time zero if you know the infinite past, but you can define a conditional probability on this state space, and this conditional probability is different for different points of the tail space ("entrance boundary").
The reason of this difference is rather deep and relates to the theory of measure-theoretic equivalence relations. The notion of partition of the state space of a Markov chain into "subclasses" allows us to decompose a Markov chain into irreducible mixing (nonhomogeneous in time!) Markov subchains. If there are no nontrivial subclasses, then the Markov chain is mixing and regular. But the literal extention of this notion to general Markov chains with continuous state space is not adequate to the problem and must be refined; namely, the absence of deterministic factors for a polymorphism (primality) means the absence of invariant measurable partitions of the state space. Clearly, in a finite or countable case any partition of the state space is measurable. But in the general case it may happen that there exists a nonmeasurable invariant partition of the state space, or an ergodic equivalence relation that is invariant under the polymorphism, so that there is no regularity, but at the same time there are no deterministic factors. This effect underlines the quasi-similarity.
The short conclusion of the effect which we had obtained is that quasi-deterministic random system could be quasisimilar to deterministic chaotic system. Our main tool is the study of the properties of the corresponding Markov processes. One can reformulate the result using only the language of Markov processes, but we use both languages -that of polymorphisms and that of Markov processes -because it is natural to pose the problem for polymorphisms and random perturbations of K-automorphims.
We use properties of this Markov process in a direct way; namely, we define the residual (tail) action of the shift on the σ-field of the infinite past -this is the residual shift, and then transfer this residual shift to the state space; this will be an automorphism quasi-similar to the original polymorphism. Instead of "subclasses," which in the theory of Markov chains correspond to points of the infinite past, we obtain a one-to-one correspondence between these points and certain conditional measures on the state space (this is the intertwining polymorphism between the automorphism and the originalpolymorphism). The difference with the theory of Markov chains is that these conditional measures are not mutually singular, but, on the contrary, the equivalence relation generated by the set of all conditional measures is an ergodic equivalence relation, or a nonmeasurable invariant partition of the state space (see Sections 4, 5) .
It is interesting that the shift in the space of realizations of these remarkable Markov processes is a K-automorphism, but at the same time the Markov generator is not a K-generator, so that this shift is the skew product over the tail space with the residual shift in the base, and the fibers of this skew product are the shifts of the conditional Markov processes. In order to prove the K-property, we must change the generator.
In the last section we give a construction of prime nonmixing polymorphisms quasi-similar to a given K-automorphism. We use the symbolic realization of a K-automorphism. This construction is nothing else than a special random perturbation of the K-automorphism; it is the composition of the shift and a random change of finitely many digits in the symbolic form. It is an analog of the perturbation of smooth hyperbolic transformaiton along stable (or unstable, or homoclinic) points. This completes the link between K-automorphisms and prime nonmixing polymorphisms in both directions.
First definitions, examples, links are given in the second section. In the third section we introduce the operator formalism and operator version of quasi-similarity. Section 4 is devoted to the corresponding Markov processes, tail σ-fields, residual automorphisms. The main results are formulated in Sections 5 and 6.
Two final remarks. First of all, because of the symmetry between the past and the future, all assertions above can be repeated for the opposite direction, or for both sides. In particular, in some examples there is an isomorphism between the residual actions in the infinite past and the infinite future. That is why it is natural to observe a similarity with scattering theory; we will consider this problem elsewhere.
Second, we consider the case when the time is Z, but there are no serious obstacles to carrying over the results to the continuous time R.
We will return to this topic in more detail elsewhere.
Definitions and properties of polymorphisms
We will briefly define the main notions we need. For a more detailed version, see [15] . The notion of polymorphism is a measure-theoretic analog of what people called a multivalued map. In the framework of measure theory, the value of a "multivalued map" at a point is not a subset of the target space, but a measure on this space. In this sense, a polymorphism is a measure-theoretic analog of a Markov map; in the subsequent sections we will discuss the relation to the theory of Markov processes in detail.
Objects similar to polymorphisms have many names in various theories (see Introduction) Our considerations are directed towards dynamics, probability, and ergodic theory.
First definitions
Let (X, µ) be a Lebesgue space with continuous measure µ (i.e., a measure space isomorphic to the unit interval with the Lebesgue measure). 
where π 1 and π 2 stand for the projections to the first and second component of the product space (X × X, ν), and the measure ν, which is defined on the σ-field generated by the product of the σ-fields of mod 0 classes of measurable sets in X, is such that π i ν = µ, i = 1, 2.
The measure ν is called the bistochastic measure of the polymorphism Π. 
A polymorphism Π * is called conjugate to the polymorphism Π if its diagram is obtained from the diagram of Π by reversing the arrows.
Consider the "vertical" partition ξ 1 and the "horizontal" partition ξ 2 of the space (X × X, ν) into the preimages of points under the projections π 1 and π 2 , respectively. In terms of bistochastic measures, the value of the polymorphism at a point x ∈ X is a conditional measure. More precisely, we have the following definition. Definition 2. In the above notation, the value of the polymorphism Π : X → X at a point x 1 ∈ X is, by definition, the conditional measure ν x 1 of ν on the set {(x 1 , ·)} with respect to the vertical partition ξ 1 (the transition probability); respectively, the value at a point x 2 ∈ X of the conjugate polymorphism Π * is the conditional measure ν x 2 of ν on the set {(·, x 2 )} with respect to the horizontal partition ξ 2 (the cotransition probability). These conditional measures are well-defined on sets of full measure.
Remark. It is very important that the set of conditional measures {ν x , x ∈ X} itself does not determine the polymorphism -we need to know also the measure µ on X. Recall that an ordinary Markov map is determined by the list of transition probabilities.
With obvious modifications, we can define more general notions: 1) a polymorphism of one measure space (X 1 , µ 1 ) to another measure space (X 2 , µ 2 ):
where the measure ν have marginal projections µ 1 and µ 2 ;
2) a polymorphism with quasi-invariant measure; in this case the projections π 1 ν and π 2 ν of the measure ν are equivalent (not necessarily equal) to the measures µ 1 and µ 2 , respectively.
For the most part, we will consider polymorphisms of a space with continuous measure to itself with a finite invariant measure.
All notions should be understood up to set of zero measure (mod 0). In fact, our objects and morphisms are classes of coinciding mod 0 objects and morphisms, but we will not repeat the corresponding routine comments when it does not cause any problem.
For simplicity, we assume that the σ-field A of the Lebesgue space (X, µ) has a countable basis B. This means that on X we have the standard Borel structure; consequently, on the space X × X we have the countable basis B×B, the standard Borel structure, and the σ-field generated by this basis. Thus all bistochastic measures ν corresponding to polymorphisms of the space (X, µ) to itself will be defined on this σ-field. 2 Now the set of all bistochastic measures becomes an affine compact space equipped with the topology of weak convergence on the basis.
Further definitions and properties
The following proposition-definition describes structures on polymorphisms.
Proposition 1. The set of polymorphisms (bistochastic measures)
P is a topological semigroup with the following natural product. Let Π 1 , Π 2 be two polymorphisms with bistochastic measures ν 1 , ν 2 ; then the product Π 1 Π 2 has bistochastic measure ν defined by
The semigroup P has the zero element: this is the polymorphism Θ with bistochastic measure v = µ × µ; obviously, Θ · Π = Π · Θ = Θ for every Π; we call Θ the zero polymorphism.
The set of polymorphisms P has the structure of a semigroup with involution Π → Π * , which was defined above.
The subgroup of invertible elements of the semigroup P is the group of measure-preserving transformations; the semigroup of measure-preserving endomorpisms is a subsemigroup of P; the bistochastic measure corresponding to an endomorphism T is the measure on the set {(x, T x)} x∈X ⊂ (X × X) that is the natural image of the measure µ under the map x → (x, T x).
All assertions of the proposition are obvious. We explain only the last one. Assume that T is an endomorphism of a Lebesgue space (X, µ) with invariant measure. Consider the graph of T , i.e., {(x, T x)} x∈X ⊂ X × X, and the measure µ on this graph (more rigorously, we identify a point x ∈ X with the point (x, T x), so that the measure ν can be regarded as the image of the measure µ on the graph of T ). Since T is a measure-preserving map, it follows that ν is a bistochastic measure, and we can identify the endomorphism T with the corresponding polymorphism. Thus we embed the semigroup of endomorphisms and, in particular, the group of automorphisms into the semigroup of polymorphisms.
Let us define the notions of factor polymorphism, ergodicity, mixing, etc., and compare them with the same notions for endomorphisms.
1. A measurable partition ξ is called invariant under a polymorphism Π if for almost all elements C ∈ ξ there exists another element D ∈ ξ such that for almost all (with respect to the conditional measure on C) points x ∈ C, we have µ x (D) = 1, where µ x is the Π-image of x. In other words, the factor polymorphism Π ξ of Π over an invariant partition ξ is an endomorphism of the space (X ξ , µ ξ ).
In particular, if for almost all elements C ∈ ξ of ξ we have µ x (C) = 1 for almost all x ∈ C, then the partition ξ is called a fixed partition for Π and the corresponding factor polymorphism is the identity map on X ξ .
Both definition restricted to endomorphisms give the corresponding notions (of invariant and fixed partitions) of ergodic theory. Any polymorphism has the maximal fixed partition and can be decomposed into the direct integral of ergodic components over this partition.
2. The ergodicity of a polymorphism Π means the absence of fixed measurable partitions, in other words, the absence of identical factors.
3. Given a polymorphism Π of a space (X, µ) with bistochastic measure ν, the factor polymorphism of Π over a measurable partition ξ is the polymorphism of the space (X/ξ, µ/ξ) to itself with bistochastic measure ν/(ξ × ξ). That is, we have the diagram
Thus the factor polymorphism of any polymorphism over any measurable partition does exist, in particular, the factor polymorphism of any automorphism over any (not necessarily invariant) partition always exists. 3 if it has no nontrivial invariant partitions. 4 Prime nonmixing polymorphsms are the main objects of the second part of this paper. In a sense, the primality is an analog of Rokhlin's notion of exactness for endomorphisms.
A polymorphism is called prime

5.
A polymorphism Π is called mixing if the sequence of its powers tends to the zero polymorphism (see above) in the weak topology: w-lim n→∞ Π n = Θ. Note that it may happen that a polymorphism is mixing while its conjugate is not.
This notion of mixing has nothing to do with the notion of mixing in ergodic theory: for example, no automorphism is mixing in our sense. We use this term, because it is equivalent to the traditional notion of mixing in the sense of the theory of Markov processes -see the next section. 6 . We say that a polymorphism Π is injective if the partition into the preimages of points under the map x → Π(x) coincides with ε (= partition into separate points mod0). We will deal with injective polymorphisms in Section 5. If the measures Π(x) are discrete (finitely supported) for almost all points x, we say that the polymorphism Π is of discrete rank (respectively, of finite rank). If the bistochastic measure of a polymorphism Π of a space (X, µ) is absolutely continuous with respect to the product measure µ × µ, we say that Π is absolutely continuous.
7.Polymorphism Π called dense if there is no nonzero measurable function f with zero mean with respect to µ-almost (in x) conditional measures Π(x) = ν x : if f (y)dν x (y) = 0 for µ-almost all x, then f ≡ 0. We will give equivalent definition later.
We will not continue the list of definitions and restrict ourselves only with notions we need in this paper. For example, we do not consider the entropy of polymorphisms, spectral properties, etc.
Why polymorphisms?
The notion of polymorphism widely extends the theory of transformations with invariant measure. We briefly illustrate some advantages and aspects of this notion.
1. A polymorphism of a finite measure space X with the uniform measure µ(·) = 1/#X to itself is a bistochastic matrix of order m = #X. They form the semigroup V m = {(a i,j ) m i,j=1 : j a i,j = i a i,j = 1/m, a i,j ≥ 0}. 5 Thus the factor polymorphism of any polymorphism over a finite partition with n parts can be identified with a bistochastic matrix of order n.
This leads to the following easy proposition. 
This gives an alternative approach to approximation in the ergodic theory of automorphisms. For some reasons, approximation of automorphisms with positive entropy by bistochastic matrices (= "periodic" polymorphisms) is more natural than approximation by periodic automorphisms. Following the physical terminology, we can call this type of approximation the coarse-graining approximation of dynamical systems (see [15] ). I think that it is a fruitful method of studying K-automorphisms.
2. Polymorphisms allow us to extend ordinary notions in a natural way. For example, the conjugate to an endomorphism does not exist in the ordinary sense, but does exist as a polymorphism; we called such a polymorphism an exomorphism: in this case a point has several images but one preimage.
As we have seen, the notion of polymorphism allows us to consider quotients of arbitrary automorphisms over arbitrary measurable partitions.
We may say that the theory of polymorphisms is the envelope of the theory of endomorphisms with respect to extending the notion of factorization from invariant partitions to arbitrary ones.
Moreover, any two partitions, say ζ and η, produce a polymorphism with invariant measure:
where all three spaces are the quotients of the space (X, µ) over the corresponding partitions. We will use this remark later.
In the special case when we have one partition ξ (and the second one is the partition into separate points) we have the "tautological" polymorphism from X/ξ to X, which associates with an element C ∈ X/ξ the conditional measure on C ∈ X.
3. Polymorphisms and correspondences. The simplest classical source of a polymorphism with finitely many images and preimages is a correspondence in the sense of algebraic geometry; the following scheme gives the simplest example. Consider the 2-torus {T 2 = (u, v) : u, v ∈ C, |u| = |v| = 1} and the curve
equipped with the Lebesgue measure. The conditional measures (transition and cotransition) are the uniform measures. We obtain a polymorphism of the unit circle with the Lebesgue measure to itself. The dynamics of such polymorphisms is very interesting and still poorly studied. This example can also be regarded as a bifibration over the circle.
4. Polymorphisms and Markov processes. Below we will describe the link to the theory of Markov processes: a polymorphism is the two-dimensional distribution of a stationary Markov process. The theory of polymorphisms lead to a new kind of examples and problems (see the second part of the paper) and help to understand the structure of general Markov processes.
Random walk on automorphisms as polymorphisms.
Another typical example of polymorphisms came from the theory of random walks: in this case a polymorphism is a (finite or infinite) convex combination of deterministic transformations, for example, shifts on some group of measure-preserving transformations; the coefficients of this convex combination may depend on points: assume that {T α , α ∈ A} is a family of transformations with quasiinvariant measure µ; then Π(x) = µ x , where µ x is a measure on the set {T α x : α ∈ A}, or, better to say, µ x is a measure on the set of parameters A that depends on x. For Π to be a polymorphism with invariant measure, these measures must satisfy some conditions.
6. The theory of polymorphisms is closely related to the theory of joinings, which are nothing else than polymorphisms with additional symmetries (for example, commuting with the automorphism T × T of the space (X × X, ν) in the above notation).
7. Orbit partition of a polymorphism. The trajectory partition, or orbit partition of a polymorphism Π of a space (X, µ) is defined as follows: two points x, y belong to same orbit if and only if there exist positive integers n, m such that the measures Π n (x) and Π m (y) are not mutually singular as measures on X. Denote by o(x) the orbit of a point x under the polymorphism Π. If the polymorphism is of discrete rank (see the definition above), then the orbit partition has countable fibers. In this case we obtain a new wide class of nonmeasurable partitions, or ergodic equivalence relations; a very intriguing question is to find a criterion of hyperfiniteness (tameness) of these partitions or to study their properties in terms of polymorphisms.
8. Polymorphisms and groupoids. This is a very important link. For simplicity, assume that an ergodic polymorphism Π is of discrete rank. Then its orbit partition defines an ergodic equivalence relation and a measurable groupoid (see [11] ). We call Π complete if the measure Π(x) is strictly positive on the orbit o(x) for almost all x; in this case the Π-image of x is a measure on the whole orbit of x, or, in other words, the bistochastic measure of Π is positive on the groupoid. We will return to this question elsewhere.
Quasi-similarity of polymorphisms and automorphims
A classification of polymorphisms (or Markov operators, see below) can be defined in many ways. One of them is the classification up to conjugation with respect to a measure-preserving automorphism (see [15] for discussion). In this paper we will consider the classification up to quasi-similarity. 
We say that two polymorphisms are (two-sided) quasi-similar if they are left and right quasi-similar. 6 We will study the special case when T is a measure-preserving automorphism of a Lebesgue space (X, µ) and Π is a polymorphism with invariant measure on the same space.
Main problem: When does exist a dense polymorphism Γ of (X, µ) such that
a similar problem: when exists a dense polymorphism Λ such that
Or when automorphism T and polymorphism Π are left (right) quasisimilar?
Looking ahead and using the notions that will be introduced later, we can say that, in order to avoid trivial cases (when both T and Π are automorphisms), we should suppose that Π is prime (= has no nontrivial factor endomorphisms, or has no nontrivial invariant partitions). Furthermore, a mixing polymorphism cannot be quasi-similar to any measure-preserving transformation of a continuous measure, thus we may assume without lost of generality that Π (or Π * ) is nonmixing; this means that Π n Θ (respectively, Π * n Θ) in the weak topology as n → ∞, where Θ is the zero polymorphism.
The operator formalism and Markov operators
In this section we consider two alternative languages for the theory of polymorphisms: the first one is the operator formalism in the space of measurable square integrable functions L 2 µ (X), the language of socalled Markov operators, and the second one is the language of stationary Markov processes, which is especially important for polymorphisms.
Markov operators
The functional analog of the notion of polymorphism is the notion of Markov operator in some functional space, which in this paper will be the Hilbert space L 2 µ (X).
It is easy to prove that the set M of all Markov operators is a convex weakly compact semigroup with involution V → V * .
Unitary (isometric) Markov operators are precisely the operators generated by measure-preserving auto(endo)morphisms. We generalize this correspondence to polymorphisms. 
is a Markov operator. The proof is direct, and we mention only the formula for the inverse map from the semigroup of Markov operators to the semigroup of polymorphisms (for more details, see [15] ). Let U be a Markov operator; the bistochastic measure of the corresponding poylmorphism is defined as follows:
The check of all required assertions is automatic.
Note that the correspondence Π −→ W Π is a contravariant correspondence and reverses the arrows.
We will denote by W Π , W Λ , . . . the Markov operators corresponding to polymorphisms Π, Λ, . . . . If Π is an automorphism, then the operator W Π is unitary. It is clear that this correspondence extends the ordinary correspondence T → U T , (U T f )(x) = f (T −1 x), between measure-preserving automorphisms and unitary multiplicative real operators (= automorphisms of the unitary ring).
The compact space M is the convex weakly closed hull of the group of unitary multiplicative real operators.
The orthogonal projector 1 onto the one-dimensional subspace of constants is the Markov operator corresponding to the zero polymorphism: 1 = W Θ .
Equivalent and more useful definition of the Markov operator corresponding to a polymorphism is as follows. Consider a bistochastic measure ν on the space X × X and the Hilbert space L 2 ν (X × X). Consider two subspaces H 1 and H 2 in this space that are the images of L 2 µ (X) under the embeddings of the spaces of functions of the first and second arguments, respectively, to the whole space L 2 ν (X × X):
Denote the orthogonal projection onto the subspace H i by P i , i = 1, 2; then the above definition of Markov operators coincides with the following one.
Proposition 4.
It is worth mentioning that the conditional expectation, or orthogonal projection, onto the subalgebra of functions that are constant on elements of a measurable partition is the Markov operator corresponding to the "tautological" polymorphism, which we defined in the previous section.
Properties of polymorphisms in terms of Markov operators
It is not difficult to reformulate all the notions introduced for polymorphisms (ergodicity, mixing, primality, density etc.) in terms of Markov operators.
First of all, the mean and pointwise ergodic theorems for Markov operators have the following form (this is an old result by Hopf and Chacon-Ornstein, see [10] ):
where P is the projector onto the maximal fixed subspace (subalgebra); P = Θ if the polymorphism Π is ergodic.
A Markov operator W corresponds to a mixing polymorphism Π if and only if the sequence W n weakly tends, as n → ∞, to the projection to the subspace of constants:
We will discuss this property in detail later. We will call a markov operator
It is trivial that W = W Π is dense if and only if the corresponding polymorphism W is dense. The density of W is equivalent to the following: the conjugate operator W * has zero kernel. By terminology of the book F N the contraction with dense image called quasiaffinitet.
Definition 5. A Markov operator V is called totally nonisometric if there is no nonzero subspace in the orthogonal complement to the subspace of constants in L 2 µ (X) on which W is isometric. Proposition 5. A Markov operator is totally nonisometric if and only if it corresponds to a prime polymorphism.
We are interested in Markov operators that are far from isometries (in other words, in polymorphisms that are far from automorphisms). Of course, a mixing Markov operator is totally nonisometric, but at the same time it is not true that every Markov operator is the direct sum of a mixing and isometric Markov operators. Our main examples will illustrate this effect.
Recall the following notation from operator theory (see [9] ), which we use for the case of Markov operators. We are interested mainly in Markov operators in L 2 µ (X) of the class C 1,· (or C ·,1 , or C 1,1 ), which are totally nonisometric and, consequently, correspond to nonmixing prime polymorphisms (respectively, polymorphisms whose conjugates are prime nonmixing; or polymorphisms such that both the polymorphism and its conjugate are prime nonmixing). This class is also the most interesting from the viewpoint of the pure operator theory of contractions. In [9] it was proved that contractions of type C 1,1 are quasi-similar to unitary operators; we will extend this fact in the paragraph 4 to markov operators.
The existence of totally nonisometric nonmixing Markov operators is not a priori obvious. We will describe all such examples. The main feature of such examples is that they are not the direct products of mixing and pure deterministic operators.
The convex structure of the set of all polymorphisms P and the isomorphic compact set of Markov operators M is very important. Isometries and unitary operators are extreme points of this compact set, but there are many other extreme points. In [15] it was proved that the set of extreme polymorphisms is an everywhere dense G δ -set in P. These extreme Markov operators (polymorphisms) have many interesting properties (see [15] , [14] ).
From the viewpoint of the theory of C * -algebras, it is natural to consider the C * -algebras generated by some class of multiplicators (say, continuous functions) and a given Markov operator and its congugate; this is a generalization of the ordinary notion of cross product (with an action of the group Z) and cross products with endomorphisms (see a recent paper [2] ). One of the open questions concerns the amenability of the corresponding C * -algebra.
Let us also mention the following problem, which was formulated in [17] :
Problem. To characterize the C * -algebra Alg(M) generated by all Markov operators in L 2 µ (X). This (nonseparable) algebra does not coincide with the algebra B(L 2 µ (X)) of all bounded operators. 8 On the other hand, this algebra is distinguished and plays the same role in measure theory and the theory of Markov operators as the algebra of bounded operators B(H) plays in operator theory. 
The operator formulation of quasi-similarity
1 · V = V · W 2 (U · W 1 = W 2 · U ,
both equations).
As it follows from definitions two polymorphisms Π 1 , Π 2 are left (right, two-sided) quasisimilar if and only if the corresponding markov operators W Π 1 , W Π 2 are left (right, two-sided) quasisimilar. Now let us formulate the problem of quasi-similarity of automorphisms and polymorphisms in terms of operator formalism. Denote by U T the unitary operator in L 2 µ (X) corresponding to an automorphism T and by W Π the Markov operator in L 2 µ (X) corresponding to 8 For example, in L 2 (R, m) (where m is the infinite Lebesgue measure), the operator of Fourier transform does not belong to this algebra, as was observed by G. Lozanovsky, see [17] . a polymorphism Π; as we have seen, Π is prime if and only if W Π is totally nonisometric, i.e., W Π has no invariant subspaces (except the one-dimensional subspace of constants) on which it acts as an isometry. So, the left, right, two-sided quasi-similarity means existence of the dense markov operators W Γ , W Λ (or dense polymorphisms Γ, Λ) with:
Since we supposed that Π is nonmixing, we may assume without lost of generality that W Π n P (in the weak topology), where P is the projection to the subspace of constants (which corresponds to the trivial polymorphism), thus in the orthogonal complement to the subspace of constants the sequence of powers of W Π does not tend to the zero operator.
As was mentioned above, our definition of quasi-similarity is a "positive" (or multiplicative) analog of the definitions of quasi-similarity in the theory of non-self-adjoint operators in a Hilbert space ( [9] ).
Markov processes associated with polymorphisms and dilations of Markov operators 4.1 Markov processes
Let Π be a polymorphism of a space (X, µ) with invariant measure, and let ν be the corresponding bistochastic measure on X × X. As we have mentioned above, every polymorphism with invariant measure generates a stationary Markov process; thus we consider ν as the twodimensional distribution of a stationary Markov process Ξ(Π). For this process, X is the state space and µ is an invariant measure. Denote by M the Markov measure in the space Y ≡ X Z of trajectories of the process Ξ(Π) ≡ {ξ n , n ∈ Z}, and by S = S Π the right shift in the measure space (Y, M ). 9 The space L 2 µ (X) is naturally embedded into the space L 2 M (Y) as the subspace of functionals of trajectories of the process that depend only on the value ξ 0 of the process at time zero. The state space at time n, which is identical to X, will be denoted by X n . Let S be the right shift in the space (Y, M ); it preserves the measure M and is called the Markov shift corresponding to the polymorphism Π. For example, if Π = Θ, then the Markov shift is a Bernoulli shift. Now let us compare the properties of Markov processes with the properties of polymorphisms. By definition, a property of a polymorphism is called invariant if it is a property of the corresponding Markov shift regarded as a measure-preserving transformation up to isomorphism.
It is clear that the ergodicity of a polymorphism Π is equivalent to the ergodicity of the process Ξ(Π) and to the ergodicity of the Markov shift S.
Note that the Markov process corresponding to the conjugate polymorphism Π * is obtained from the Markov process of Π by reversing time.
Recall (see [9] ) that if W is a contraction acting in a subspace L ⊂ H of a Hilbert space H, then a unitary operator U acting in H is called a dilation of W if
where P is the orthogonal projection P : L → H. Every contraction has the so-called minimal dilation (see [9] ).
where P is the (positive) orthogonal projection P : L → H.
Here P 0 is the expectation (orthogonal projection) onto L 2 µ (X 0 ). This dilation is not the minimal dilation of W Π in the sense of operator theory, but it is the minimal Markov dilation.
We will not use this fact; for details, see [15] . The mixing property, tail σ-field of the process, and primality will be considered in more detail in the next subsection.
Note that a measure-preserving transformation can have various representations as a Markov process. At the same time, every Kautomorphism can be trivially represented as a Markov shift.
Problem. To characterize invariant properties of the Markov shift S in terms of Markov generators. For example, to give a characterization of the Bernoulli property and non-Bernoulli property of the shift S in terms of the polymorphism Π.
Mixing, primality, and tail σ-field of Markov processes
In this subsection we will study the notions of primality and mixing of polymorphisms in terms of Markov processes and make some preparations for the main theorems of the second part. Note that both properties (in contrast to ergodicity) are not invariant properties of the Markov shift in the space of trajectories of the process regarded as a measure-preserving transformation, but depend on the choice of generators.
As we will see, the mixing of a polymorphism (respectively, of the conjugate polymorphism) means that the corresponding Markov process is regular in the past (respectively, in the future), i.e., that the tail σ-field at −∞ (respectively, at +∞) is trivial.
Assume that Π is a polymorphism of (X, µ) and Ξ = Ξ(Π) = {ξ n } n∈Z is the corresponding Markov process with state space X and Markov measure M in Y = X Z . Denote by A n the σ-subfield in Y generated by the set of one-dimensional cylindric sets at time n, and by A − (respectively, A + ) the tail σ-field of the past (respecively, future) of the process. 10 Denote the corresponding partitions into infinite pasts (futures) by ξ ∓∞ , and the quotient spaces with measures (the "infinite past" and the "infinite future") by (X ∓ , M ∓ ) = (X Z , M )/ξ ∓∞ . These spaces can also be called the infinite entrance boundary and exit boundary, but we use the terminology that is closer to the theory of stochastic processes. Let S = S Π be the right shift in the space (Y, M ) and S −1 be the left shift.
Recall that a stationary process (even not necessarily Markov) is called regular or pure nondeterministic in the past (future) if the tail σ-field of the past (future) is trivial. 11 Let us emphasize that this is not an invariant property of the shift, but a property of the generator (process).
If, in contrast to the previous case, the tail σ-field is not trivial, then almost every point x ∓ ∈ X ∓ determines the conditional Markov (nonhomogeneous in time) process {ξ
n } determines the decomposition of the whole space (Y, M) and the process {ξ n } into a direct integral over the quotient space X ∓ . We can correctly define the conditional measure on the σ-field A 0 as the one-dimensional distribution at moment 0 of the conditional Markov process.
Now we can summarize the information on the tail σ-fields of Markov processes in the following theorem.
Theorem 1. For a Markov process Ξ = Ξ(Π), the following assertions are equivalent:
1) the process Ξ is regular in the past (future), which means that the σ-field A − (respectively, A + ) is trivial, i.e., X − (respectively, X + ) is a one-point space;
2) the conditional measures
on A 0 do not depend mod0 on the point x − ∈ X − (respectively, on the point x + ∈ X + ) and coincide with the unconditional measure. 12 
3) the Markov generator ξ 0 is a K-generator (see the definition below) for the right (left) shift S (respectively, S
The equivalence of the first three claims follows more or less from definitions and, in contrast to the equivalence with claim 4), does not use the Markov property. The equivalence between 3) and 4) for Markov processes is well known and can be proved directly. 11 The term "regularity" in this sense was first used by Kolmogorov. 12 Equivalently, instead of the σ-field A 0 we can consider the σ-field A n for any n ∈ Z.
For Markov chains, i.e., processes with finite or countable state space, the mixing property is equivalent to the property that is usually called the "absence of subclasses of the state space" (or irreducibility, or convergence of the powers of the transition matrix to an invariant vector, etc.) and that in this paper we called "primality."
According to our definition (see above), the primality of a polymorphism means the absence of nontrivial factor endomorphisms. The following lemma is obvious.
Lemma 1. The primality of a polymorphism is equivalent to the following property: the corresponding Markov process has no nontrivial deterministic quotients. For Markov chains (i.e., processes with countable state space) this is equivalent to the absence of nontrivial subclasses (see, e.g., [1]).
Thus for Markov chains with discrete state space, we can add to the above lemma the following fifth claim, which is equivalent to 1)-4) in this case, but is not equivalent to them in the general case:
5) There are no nontrivial partitions of the state space invariant with respect to the matrix of transition probabilities (see [19]).
For general Markov processes, it turned out that primality (the absence of deterministic factors) does not imply mixing and hence the triviality of the tail σ-field. M. Rosenblatt was perhaps the first to point out this fact (see [13, 4.4] ). A more general construction for Anosov systems was suggested in [16] and was called superstability.
In the second part of this paper we will study prime nonmixing polymorphisms, i.e., Markov processes with nontrival tail σ-field (in the past) but without deterministic factors. It turned out that precisely these polymorphisms are quasi-similar to K-automorphisms.
Definition 9. A Markov process corresponding to a prime nonmixing polymorphism will be called quasi-deterministic.
Such a process is not regular, but has no deterministic factors.
Remark. It is easy to check that in the case of a quasi-deterministic Markov process any measurable set of measure not equal to 0 or 1 from the σ-fields A ∓ is not a cylindric set (see also [16] ). Examples of such sets will be given later (see the remark in Section 5). This is also contrast to the theory of Markov chains, where such sets are one-dimensional cylinders.
5 Quasi-similarity of automorphisms and polymorphisms
The past of a quasi-deterministic Markov process
In this section we are mainly interested in prime polymorphisms and corresponding Markov processes. We will use the notation from Section 3.3.
Let Π be a polymorphism and consider the corresponding Markov process Ξ(Π). If Π (respectively, Π * ) is not mixing, then, as we have seen, the process Ξ(Π) is not regular, or has a nontrivial tail σ-field A − in the past (respectively, tail σ-field A + in the future); if Π (respectively, Π * ) is prime, then the Markov process Ξ(Π) (respectively, the process with reversed time) has no deterministic factors in the above sense.
It is well-known (see, e.g., [12] ) that for any stationary process with discrete time (even not necessarily Markov), there is a canonical automorphism that acts on the tail σ-fields A ± and on the quotient spaces X ± : this is the restriction of the left shift S −1 (respectively, right shift S + ) to this σ-field and, consequently, to the quotient spaces X ± ; it is called the residual (tail) automorphism. 13 Denote these automorphisms by S ∓ (it is convenient to use the left shift S −1 in the past and the right shift S in the future). Now we can formulate the first theorem on interrelations between the past and present. 2. Define a polymorphism Λ ′ as follows: the value Λ(x − ), x ∈ X − , is the conditional measure µ x − on the state space X 0 corresponding to the point x − of the tail space X − . Then
in other words, S − is quasi-similar to the polymorphism Π.
The polymorphism Λ ′ is injective (see the definition in Section 2).
3. The conjugate polymorphism Λ ′ * from the space (X 0 , µ) to the tail space (X − , M − ) is also injective; its value at a point x ∈ X 0 is the conditional measure on the infinite past X − given that the value of the process at zero time is equal to x.
We omit the dual formulation with the past replaced by the future, because it requires obvious modifications: if the conjugate polymorphism Π * is prime and nonmixing, then the same conclusion is true for the future tail σ-field A + , the automorphism S + of the space (X + , M + ), and the quasi-similarity with Π * :
+ , where Γ ′ is some polymorphism (see the diagram below).
This conditional measure is well-defined for almost all points x − ; thus Λ ′ is a polymorphism with invariant measure and sends the measure M − to the measure µ on the state space at time zero; indeed,
because both measures M − and µ are, by definition, factor measures of the measure M (see Section 2.3, item 2). Now we use the Markov property of the process Ξ; the polymorphism Λ ′ , regarded as a map from (X − , M − ) to the set of conditional measures, is monomorphic mod0, which means that for almost all pairs of different points of the space X − the corresponding conditional measures are different. Indeed, almost every point of the tail space (X − , M − ) determines the conditional, nonhomogeneous in time, Markov process. The transition probabilities of this process are the same as for the whole process, so if two points generate the same conditional distribution at moment 0, then the two corresponding conditional processes have the same initial and transition probabilities and, consequently, are equal. Thus these two points coincide.
Since the action of the residual automorphism S − is a quotient of the action of the Markov shift, it follows that the Λ-image of the point S − x − is the conditional measure on the state space X 1 (at time 1); but this measure is nothing else than the image of the conditional measure at time 0 under the polymorphism Π: Λ ′ (S − x − ) = Π(µ x − ) = µ y dµ x − (y) ; this proves (1). The proof of the injectivity of the conjugate polymorphism Λ * is slightly different: we will use the primality of Π (which is not needed for the proof of the injectivity of Λ). Indeed, if Λ * is not injective, then the partition into the preimages of points is invariant under Π; but Π is prime, thus an invariant partition must be trivial, contradicting the fact that Π is nonmixing.
The dual formulation is obtained by applying the same arguments after having reversed the time n → −n in the process and having replaced the polymorphism Π with the conjugate polymorphism Π * . In this way we obtain (2) . Here Γ ′ is the polymorphism from time zero to the infinite future, and its images are the conditional measures on X + given a point at time zero. See the diagram above.
Now we can refine the definition from the previous section: we say that a Markov process is quasi-deterministic in the past if it satisfies the assumption of the theorem, namely, the tail automorphism at −∞ is isomorphic to the automorphism of the state space that acts on the conditional measures as the shift on the tail space.
Remark. Using the last theorem, we can easily describe sets in the space (X Z , M ) of trajectories of the process that are measurable with respect to the tail σ-field A − . The basis of the σ-field A − consists of sets of the following type: F (B, m, ǫ) = {{ξ n , n ∈ Z} ∈ X Z : for any n, n + m < 0, the conditional measures for both trajectories satisfy the inequality | Pr{ξ n+m ∈ B|ξ n } − Pr{ξ n+m ∈ B|ξ n }| < ǫ}, where B ⊂ X is a subset of the state space, {ξ n } is a trajectory, m is a positive integer, and ǫ is a small positive number. This definition is correct because of the nontriviality of the boundary. In fact, this is a definition of a topology on the set of trajectories.
Isomorphism between the infinite past and the present
Using the previous theorem, we will reduce the problem of quasisimilarity of a polymorphism and an automorphism to the original measure space.
Theorem 2 asserts that there exists a polymorphism Λ ′ of the tail space in the past X − to the state space at time zero (X 0 , µ), whose value at a point x − ∈ X − is the conditional measure µ x − on the state space X 0 , and the action of the polymorphism Π on the conditional measures is the image of the action of S − on the tail space (X − , M − ). The set of conditional measures can be regarded as a measure space equipped with the image of the measure µ − . The next step will give us a more explicit correspondence between the infinite past X − and the state space at zero (or any other) time, which will allow us to return back from the space of trajectories of the Markov process to the original space (X, µ) where our polymorphism was defined. 
Proof. We continue to use the tools of the theory of Markov processes. In a sense, the proof consists in a direct calculation of the conditional measures µ x − introduced above. Let us fix an initial point x 0 ∈ X 0 ≡ X and consider the "forward" conditional measure Pr{a | ξ 0 = x 0 }, a ∈ A n , but regard it as a measure on X 0 by identifying X n and X 0 . Since the process is stationary, it is clear that each of these conditional measures tends, as n → ∞, to one of the conditional measures {µ x − , x − ∈ X − }. Thus we have a measurepreserving map Q from (X 0 , µ) to (X − , M − ). This map must be an isomorphism. Indeed, it is an epimorphism, because the method we use here for obtaining the conditional measures µ x − , x − ∈ X − , is literally equivalent to the original method used in the previous theorem. Assume that Q is not a monomorphism and consider the measurable partition η of the space (X 0 , µ) into the Q-preimages of points. It is clear that η is invariant under the polymorphism Π; thus, by our assumptions, it must be either the partition into separate points mod 0, or the trivial partition; but it cannot be trivial, because the tail is not trivial, so Q is an isomorphism between (X 0 , µ) and (X − , M − ). Note that is it difficult to give an explicit form of the isomorphism Q, but we do not need it. In general examples of K-automorphisms from the last sections and in the previous concrete examples (see [13, 16] ) this isomorhpism is almost obvious.
In the same way we define an isomorphism Q n between the state space (X n , µ) at time n and the tail space (X − , M − ), so that Q ≡ Q 0 . For our purposes it suffices to consider two adjacent moments of time, say 0 and 1. Consider the map T = Q −1 1 · S − · Q 0 ; in this formula we identify X 1 and X 0 as the same state space (because X 0 ≡ X 1 ≡ (X, µ)); in view of this identification, we can write T = Q −1 · S − · Q. Thus we have construct an automorphism T of the state space, which, by construction, is isomorphic to the automorphism S − of the tail space X − .
Consider the polymorphism Λ = Λ ′ Q from (X, µ) to itself, where Λ ′ was defined in the previous theorem as a polymorphism of (X − , M − ) to (X, µ). Thus Λ associates with almost every point x ∈ X 0 the conditional measure on X 0 that corresponds to the point Q −1 x − of the infinite past. By construction,
in other words, for µ-almost all x the measure Λ(T x) (= the image of the point T x under the polymorphism Λ) coincides with the mea-sure (Π · Λ)(x), or, in short, the action of T on the set of conditional measures coincides with the action (by convolution) of the polymorphism Π. The density of polymorphism Λ (and Λ ′ in the previous section) can be established directly and will follows from K-property (see paragraph 6) The theorem reduces the quasi-similarity between an automorphism and a polymorphism to the state space (X, µ); the role of the tools of Markov processes is simply in using the residual automorphism and interlacing polymorphisms (conditional measures). Below we will prove that T is a K-automorphism.
Corollary 1.
We can express the polymorphism Λ directly in terms of the main ingredients T and Π:
From this equation (3) we immediately obtain (1), because
Equation (3) follows from calculating the conditional measures µ x − in the proof, and the existence of this limit (in the sense of the weak topology in the semigroup of polymorphisms) follows from the existence of conditional measures. This equation has a direct sense in the space (X, µ). Perhaps, it is possible to extract it from (1) (I do not know how to do this), but this is one of the reasons why we use the tools of Markov processes in order to calculate the conditional measures.
Remark. The same construction with the tail space in the future gives us the second equation (2) in the state space:
where Γ is a polymorphism of (X, µ) and T + is constructed in the same way as the automorphism T above. The analog of (3) is the following formula:
For our purposes, it is very convinient to represent the polymorphism Π as the product
where Φ is a new polymorphism; then it is easy to check that
(respectively,
In this setting, the main formula Π · Λ = Λ · T (respectively, Γ · Π = T + · Γ) takes the following form:
The convergence of the infinite product is the only condition for the construction to be well-defined; in the above situation this follows from the existence of the conditional measures on X 0 with respect to the infinite past. In the examples of the next section it will be proved directly.
As a result of this section, for every nonmixing prime polymorphism Π of a space (X, µ) we have found (using the corresponding Markov process) an automorphism T such that
and equation (1) holds. The Markov property of the processes was used in order to reduce the problems to a single space (the state space).
Important remark. The orbit partition of the polymorphism Λ is an analog of the partition into subclasses in the theory of Markov chains. From the above formulas we can conclude that it is an ergodic (absolutely nonmeasurable) equivalence relation (the same is true for the polymorphism Λ * ). Indeed, on the one hand, its measurable hull is an invariant partition for Π, hence it is the trivial partition; but on the other hand, the orbit partition is not equal to the trivial partition, because the polymorphism Π is nonmixing; consequently, this is an absolutely nonmeasurable partition. We will use this property in the next section. This fact is crucial; it illustrates our previous remark on the role of the nonmeasurability of the partition into subclasses for general Markov processes.
K-property
In this section we prove that the quasi-deterministic Markov process Ξ(Π) generated by a prime nonmixing polymorphism Π determines a shift S that is a K-automorphism of the space (Y = X Z , M ) of trajectories of the Markov process, and, consequently, the residual automorphism S − , as well as the automorphism T of the state space, are also K-automorphisms. Then we describe the general construction of a random perturbation of a K-automorphism that gives nonmixing prime polymorphisms.
6.1 K-property of the Markov shift and of the automorphism quasi-similar to a prime polymorphism
We will use the same notation as above; recall that, as we have mentioned, the Markov generator of the shift S of the Markov process corresponding to a prime nonmixing polymorphism Π is not a Kgenerator, because the infinite past is not trivial. Thus, in order to prove the K-property of the shift S, we need to change the generator.
Recall that for a measure-preserving automorphism S of a Lebesgue space (Y, M) with continuous measure, a measurable partition ξ is called a (two-sided) generator for S if k∈Z S k ξ = ε (where ε is the partition into separate points mod0); the S-invariant partition
where ν is the trivial partition); if there exists a K-generator for the automorphism S, it is called a K-automorphism (Kolmogorov automorphism), see [12] .
Below we give a direct construction of the new generator. For each negative integer n, define finite partitions δ n of the spaces X n such that δ n → ε (here we mean that all X n are identified with the state space X and ε is the partition into separate points). Let η = n<0 δ n .
Lemma 2. The partition η is a K-generator for the Markov shift S.
Proof. First of all, η is a generator for the shift S; indeed, the partition S N η can separate each coordinate of two different trajectories if N is sufficiently large, because δ n → ε. By the definition of η, the intersection n≤0 S n η, as a measurable partition of (X Z , M ), is less (coarser) than the partition ξ − (the infinite past of the Markov process (see Section 4.2)). Assume that n≤0 S n η is not the trivial partition. This means that we can separate some nontrivial sets of the infinite past X − . But, by the definition of η, it contains only sets of positive measure of the state spaces X n , n < 0, of various time moments. Now we use the crucial fact that the measurable hull of the nonmeasurable orbit partition of the polymorphism Λ * from Theorem 2 is the trivial partition. For this reason, if we fix any measurable set of positive measure in the state space X at any moment of time, then the average over this set of the conditional measures on X − does not depend on the set and is equal to the measure M − on X − . In more abstract terms, our argument is as follows: if a partition is absolutely nonmeasurable, then the normalized averages of the conditional measures over any measurable set of positive measure coincide. 15 Remark. The new generator defined above is not a Markov generator; this means that the corresponding random process is not a Markov process. 
Random perturbations of K-automorphisms
Now we will prove that for every K-automorphism there exists a quasisimilar polymorphism; this polymorphism will be a random perturbation of a K-automorphism of special type. The corresponding Markov process will be quasi-deterministic, and its tail (residual) automorphism will be isomorphic to the original K-automorphism. We will use the symbolic representation of K-automorphisms, and the measure that determines the random perturbation will be concentrated on the set of points that belong to the analog of stable leaves (for the past), unstable leaves (for the future), or the set of homoclinic points (for the two-sided case) of K-automorphisms, respectively. As we mentioned above, this example is a generalization of the special examples from [13] and [16] . Proof. Let T be an arbitrary K-automorphism. By well-known theorems (see, e.g., [6] ), we can realize T as the right shift of the space Y of sequences in a finite or countable alphabet A, where the space Y is equipped with a shift-invariant measure µ and has trivial (in the sense of the measure µ) tail algebras in the past and in the future. This means that if we consider the one-sided right (respectively, left) shift in the space of one-sided sequences Y − = {{x n } n<0 } (respectively, Y + = {{x n } n≥1 }), then we have a decreasing sequence of measurable partitions ζ − n ≡ T −n − ε − (respectively, ζ + n ≡ T −n + ε + ), and for every n the partition ζ n has countable or finite fibers; here T − is the right shift in the space Y − and T + is the left shift in the space Y + , and ε ± is the partition into separate points in the corresponding space. We have n ζ n = ν, where ν is the trivial partition.
Our first goal is to construct a measure-preserving polymorphism Φ that acts in the spaces Y ± and has the following structure: for almost all x, the supports of the measures Φ(x) ≡ µ x belong to an element ζ n (x) of the partition ζ n for sufficiently large n. We omit the notation + or − for ζ and write simply ζ instead of ζ ± , as well as Y instead of Y ± , because the construction is the same for both cases: we have a space Y with measure µ and a decreasing sequence of measurable partitions ζ that tends to the trivial partition. The desired polymorphism Φ (and later Π) will be a sort of random walk over several automorphisms with quasi-invariant measure.
Note that since the intersection n ζ n is trivial, the number of points in the elements of ζ n tends to infinity (or already equal to infinity). Thus for every small δ > 0 there exist a positive integer n δ ∈ N and a measurable set C δ ⊂ X of µ-measure greater than 1 − δ such that for every point x ∈ C δ , the element of the partition ζ n containing x contains at least four different points (including x). Let us take a measurable refinement η n of the restriction of ζ n to the set C δ with all elements consisting of four points. If the number of points in the elements is not divisible by four, we form the set C ′ δ from all the remaining points and join it to the set X C δ . Then we restrict our partitions ζ n with n > n δ to the set (X C δ ) ∪ C ′ δ and repeat this procedure again. Finally, we obtain a measurable partition η of the whole space Y, and each of its elements is a refinement of some element of the partition ζ n for some n.
Each element of the partition η consists of four points, and we label them with the numbers 1, 2, 3, 4 in a measurable way (so that the set of points with label i (i = 1, 2, 3, 4) is measurable). For every point y, denote by n(y) the label of y. Define three involutions on four points v 1 , v 2 , v 3 as follows: v 1 = (1, 2)(3, 4), v 2 = (1, 3)(2, 4), v 3 = (1, 4)(2, 3). Denote by p i = p i (y) the conditional measures of points in the element of the partition η that contains y. Using the combinatorial lemma given below, we introduce a polymorphism Φ as follows:
Φ(y) = v i (y) with probability q i,n(y) .
Note that the partition η is, by definition, a fixed partition for the polymorphism Φ. Thus the images of y under Φ are points (not equal to y) of the same element of η that contains y with some probabilities. The fact that Φ preserves the measure follows from the construction of q i,n(y) ; we must only mention that because of the transitivity of conditional measures, the conditional measure of the point x i with respect to the partition η is the same as the conditional measure with respect to the partition ζ n . Now we define a polymorphism Π on the space Y as follows: Π = Φ · T .
Since Π is the product of two measure-preserving automorphisms Φ and T , it also preserves the measure µ.
From the definition of Π we see that it sends a sequence x = {x n } to the shifted sequence T ± x and then changes at random a finite number of digits. Note that the polymorphism Φ serves both cases T + and T − . The fact that the polymorphisms changes a finite number of coordinates follows from the fact that the elements of the partition η (in which the involutions v i act) are contained in some element of the partition ζ n for some n, so at most n coordinates can be changed. Of course, this n depends on x, thus it can be arbitrary large.
In order to finish the proof, we need to prove that 1) the polymorphism Π is prime; 2) there exists lim n→∞ Π n · T −n − (respectively, lim n→∞ T −n + · Π n ). The primality (the absence of nontrivial invariant measurable partitions) follows from the fact that, by definition, an invariant partition for Π that does not coincide with ε must be less (coarser) (for definitions, see, e.g., [18] ) than the intersection n ζ ± n , which is the trivial partition ν.
The existence of the limit follows from the structure of Π. Indeed, the polymorphism Π n shifts every sequence by n and changes at random a finite number of digits so that no digit changes infinitely many times. Thus T −n · Π n (respectively, Π n · T n ) is a polymorphism that for every x changes finitely many digits of x, and the coordinates of these digits go to infinity, so each coordinate stabilizes and the corresponding measures converge. Now we formulate the simple combinatorial lemma that we have used in the proof of the theorem. i q i,j = p j , j q i,j = p i .
The proof of this lemma is direct. We may say that the matrix {q i,j } determines a measure-preserving polymorphism of the space with four points and with measure {p i } 4 i=1 . Since the lemma is valid for any number of points greater than four, the partition η also can be chosen with arbitrarily many points.
For K-automorphisms of special structure, such as Bernoulli shifts or hyperbolic automorphisms of the torus, the construction of this polymorphism is explicit: for a Bernoulli shift, we simply change at random some digits of the shifted element (see [13] ); for a hyperbolic automorphism T of the torus (see [16] ), we add to T x at random some points that are homoclinic to zero. More generally, in the smooth case, the polymorphism Π in principle can be described using the concrete structure of the stable (unstable) foliation or the partition into pasts (future). But for a general K-automorphism that is not a Bernoulli shift, the situation is more tricky, because the structure of the past (future) is more complicated and the above construction cannot be very explicit.
Remark. 1. It is clear from our construction that the polymorphisms Π + and Π − are conjugate. Consequently, in our example the automorphism T (see Section 5.2) is canonically isomorphic to the tail automorphisms in the past and future.
2. In [16] , the following terminology was used: a K-automorphism is "superstable" in the past (respectively, in the future) in the following sense: after a random perturbation of special type (along homoclynic points), the initial automorphism (respectively, its inverse) can be recovered up to isomorphism as the tail automorphism in the past (respectively, in the future). In short, this means that a special random perturbation of K-automorphisms (and only of K-automorphisms) allows us to recover automatically the original automorphism.
It is possible to generalize the construction to the case when the polymorphism Φ changes countably many digits; in this case we need some conditions on the rate of decay of the probabilities p i,j . We will not discuss this condition, which follows from the required convergence.
It is also possible to construct a polymorphism that has the property of superstability only in one direction: in the past or in the future. In terms of the previous section, it is only one-sided quasideterministic. For this we must use a polymorphism Φ whose conditional measures are not discrete, in other words, to construct a polymorphism that is a random walk with continuous transition probability. Thus in the case of one-sided quasi-similarity the polymorphism Π differs drastically from its conjugate.
