A realization of the Hecke algebra on the space of period functions for
  Gamma_0(n) by Fraczek, M. et al.
ar
X
iv
:m
at
h/
05
12
35
5v
2 
 [m
ath
.N
T]
  2
8 A
ug
 20
06
A realization of the Hecke algebra on the space of period
functions for Γ0(n)
M. Fraczek, D. Mayer, and T. Mu¨hlenbruch
Abstract. The standard realization of the Hecke algebra on classical holo-
morphic cusp forms and the corresponding period polynomials is well known.
In this article we consider a nonstandard realization of the Hecke algebra on
Maass cusp forms for the Hecke congruence subgroups Γ0 (n). We show that
the vector valued period functions derived recently by Hilgert, Mayer and
Movasati as special eigenfunctions of the transfer operator for Γ0 (n) are in-
deed related to the Maass cusp forms for these groups. This leads also to a
simple interpretation of the “Hecke like” operators of these authors in terms of
the aforementioned nonstandard realization of the Hecke algebra on the space
of vector valued period functions.
1. Introduction
There are basically two approaches to the theory of period functions attached
to Maass cusp forms for Fuchsian groups: one is just an extension of the Eichler,
Manin, Shimura theory of period polynomials for holomorphic cusp forms. Thereby
the Maass cusp forms are related to the period functions by a certain integral
transformation as discussed for SL(2,Z) in [LZ01], and for Γ0 (n) in [Mu¨05].
Another, in a certain sense dynamical, approach starts from the geodesic flow on
the corresponding surface of constant negative curvature and its transfer operator.
It identifies the period polynomials and period functions as certain eigenfunctions
of the analytically continued transfer operator of this flow [HMM05]. This sec-
ond approach obviously is also of some interest in the theory of quantum chaos.
Indeed, eigenstates of a quantum system, namely a particle moving freely on a sur-
face of constant negative curvature with the hyperbolic Laplace-Beltrami operator
as its Schroedinger operator, are thereby related to classical objects, namely eigen-
functions of the classical transfer operator. Such an exact connection of quantum
states with functions attached to the classical system cannot be established up to
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now within the more familiar approach to quantum chaos through the Selberg-
Gutzwiller trace formula [Sa95].
For arithmetic Fuchsian groups like the modular group and its subgroups there
exists a whole family of symmetries for the quantum system described by the so
called Hecke operators. They commute with each other and the Laplacian, and their
existence leads to interesting statistical properties of the spectra of such systems
[Sa95].
In a recent paper the authors of [HMM05] constructed for the Hecke congru-
ence subgroups Γ0 (n) certain linear operators T˜n,m on the space of eigenfunctions
of the corresponding transfer operator which they called“Hecke like” operators. The
operators were derived by using only the structure of the transfer operators for the
groups Γ0 (nm) respectively the closely related Lewis functional equations obeyed
by their eigenfunctions. It is known that in the case of the full modular group
SL(2,Z) the ”Hecke like” operators T˜1,p for p prime coincide with the ordinary
Hecke operators Hp when acting on the period functions (see [Mu¨05], [MM05]).
In the present paper we complete and extend this result to arbitrary groups
Γ0 (n) by showing that the operators T˜n,m of [HMM05] indeed define a certain re-
alization of the Hecke algebra on the space of eigenfunctions of the transfer operator
for these groups.
This result follows from a direct relation between the Maass cusp forms and
the special eigenfunctions of the transfer operators for the subgroups Γ0 (nm) of
Γ0 (n) which the authors in [HMM05] used in their derivation of the Hecke like
operators. Another ingredient in our proof is a certain non standard realization of
the Hecke algebra on the Maass cusp forms for Γ0 (n) based on a result by Atkin
and Lehner derived in [AL70] in the context of holomorphic cusp forms.
In detail this paper is organized as follows: after recalling in Chapter 2 briefly
the construction of the Hecke like operators of [HMM05] via the eigenfunctions
of the transfer operator we discuss in Chapter 3 several cosets of Hecke congruence
subgroups and their subgroups. In Chapter 4 we introduce vector valued Maass
cusp forms and the integral transformation leading to the vector valued period
functions for Γ0 (n). We show how the eigenfunctions of the transfer operators
constructed in [HMM05] can be interpreted as integral transforms of certain old
Maass cusp forms. In Chapter 5 we introduce a realization of the Hecke algebra on
Maass cusp forms which differs slightly from the regular realization in the literature.
Transferring this realization via the aforementioned integral transformation to the
space of vector valued period function we see that the Hecke like operators of
[HMM05] indeed coincide with this realization. In Chapter 6 we prove our main
Theorem stated in Chapter 2.
2. The “Hecke like” operators of Hilgert, Mayer and Movasati
Let us fix some notations which we will use throughout this paper. We denote
by H = {x + iy : y > 0} the hyperbolic plane with the hyperbolic metric induced
by ds2 = dx
2+dy2
y2
. We call the group SL(2,Z) the full modular group. A group Γ ⊂
SL(2,Z) of finite index µ = [SL(2,Z) : Γ] is called a modular group. A particular
class of modular groups are the Hecke congruence subgroups Γ0 (n), n ∈ N, defined
as
(2.1) Γ0 (n) =
{(
a
c
b
d
)
∈ SL(2,Z); c ≡ 0 mod n
}
.
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Obviously, we have Γ0 (1) = SL(2,Z). The surfaces MΓ = Γ\H with Γ a modular
group are called modular surfaces. They are covering surfaces of M = SL(2,Z)\H.
We denote by T respectively S the generators
(2.2) T =
(
1
0
1
1
)
, S =
(
0
1
−1
0
)
of SL(2,Z). Lateron we shall also need the matrices
(2.3) M =
(
0
1
1
0
)
, T ′ =MTM =
(
1
1
0
1
)
.
Let us introduce the vector valued period functions for the modular group Γ.
These are vector valued functions ~φ = (φi)1≤i≤µ with the following properties:
• Each component φi : C′ → C of ~φ is holomorphic in the complex cut-plane
C′ := C \ (−∞, 0].
• ~φ fulfills the three-term functional equation
(2.4) ~φ(z)− χΓ(T
−1) ~φ(z + 1)− (z + 1)−2β χΓ
(
T ′
−1) ~φ( z
z + 1
)
= 0,
the so called generalized Lewis equation. Here χΓ is the representation of
GL(2,Z) by µ × µ permutation matrices induced from the trivial repre-
sentation of the subgroup Γ which is the extension of Γ to GL(2,Z) by
adjoining the element
(
1
0
0
−1
)
and, if not yet contained in Γ, also
(
−1
0
0
−1
)
.
We assume thereby that Γ
(
1
0
0
−1
)
=
(
1
0
0
−1
)
Γ.
• The components φi of ~φ fulfill certain growth properties for z → 0 and
z →∞ depending on β as discussed in [Mu¨05] and [LZ01].
For Γ the Hecke congruence subgroup Γ0 (n) we denote its space of vector valued
period functions ~φ with spectral parameter β by FE(n, β).
Remark 2.1. For the full modular group SL(2,Z) the period functions fulfill
the original Lewis equation
(2.5) φ(z)− φ(z + 1)− (z + 1)−2β φ
(
z
z + 1
)
= 0
introduced in [LZ01].
Consider the ringR = Z[Mat∗(2,Z)] of finite linear combinations of 2×2 integer
matrices with nonzero determinant, and the rightR-ideal J with J := (1−T−T ′)R
and 1 the unit matrix. Moreover, denote by R+ the subset R+ = Z[Mat+∗ (2,Z)] ⊂
R of finite linear combinations of 2 × 2 integer matrices with nonnegative entries
and put J + = J ∩R+.
We use the familiar slash action
∣∣
β
on functions f : C′ → C with
(2.6)
(
f
∣∣
β
h
)
(z) := |ad− bc|β (cz + d)−2β f(hz)
for hz = az+b
cz+d and h =
(
a
c
b
d
)
∈ Mat+∗ (2,Z). In [HMM05] it is shown that this
slash action is indeed well defined for complex β; for β ∈ 2Z the slash action is
defined for all h ∈ Mat∗(2,Z). Obviously the action in (2.6) extends linearly to
an action of R+ and it can be generalized to an action on vector valued functions
~f = (fi)1≤i≤µ with fi : C
′ → C through
(2.7) ~f
∣∣
β
h :=
(
fi
∣∣
β
h
)
1≤i≤µ
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for elements h ∈ R+. The Lewis Equation (2.4) can then be written in the form
(2.8) ~φ− χΓ(T
−1) ~φ
∣∣
β
T − χΓ
(
T ′
−1) ~φ∣∣
β
T ′ = ~0.
We do not know how to solve this equation in general, but it is possible to describe
special solutions.
Let ~ψ = (ψi)1≤i≤µ be a vector of elements ψi in R+ solving the vector valued
equation:
(2.9) ~ψ − χΓ(T
−1) ~ψT − χΓ
(
T ′
−1) ~ψT ′ = ~0 mod J +,
where ~ψh := (ψih)1≤i≤µ. Then one has the obvious
Lemma 2.2. Given any solution φ = φ(z) of the Lewis Equation (2.5) for
SL(2,Z) the functions
φi = φi(z) := φ
∣∣
β
ψi(z), i ∈ {1, . . . , µ}
solve the generalized Lewis Equation (2.4) for the modular group Γ if the elements
ψi ∈ R+ solve Equation (2.9).
There is a straightforward solution of Equation (2.9) given by ψi = 1, i ∈
{1, . . . , µ}. This leads to the special but trivial solution φi(z) = φ(z), i ∈ {1, . . . , µ},
of Equation (2.4). That this solution exists is not surprising since we know in the
case of the full modular group from the work of Lewis and Zagier [LZ01] and for
general modular groups from the work of Deitmar and Hilgert [DH04] that there
is a 1-1 correspondence between their period functions and their Maass cusp forms
for Re(β) > 0. But each Maass cusp form for SL(2,Z) is trivially a Maass cusp
form for any modular group Γ and hence each period function for SL(2,Z) should
also give rise to such a function for any of its modular subgroups. Consistently
with the terminology for automorphic forms we call the above solution of the Lewis
equation for the modular group Γ an “old solution”.
In the following we will restrict our discussion of nontrivial solutions of equa-
tions (2.4), respectively (2.9), to the Hecke congruence subgroups Γ0 (n) as pre-
sented in [HMM05]. For this we need a special characterization of the index set
Γ0 (n)\GL(2,Z) as given there. Consider on Z × Z the equivalence relation ∼n
defined as
(x, y) ∼n (x
′, y′) iff ∃k ∈ Z, gcd(k, n) = 1 such that
x′ ≡ kx mod n, y′ ≡ ky mod n
together with the natural right action of GL(2,Z)
(2.10) (x, y)
(
a
c
b
d
)
= (xa + yc, xb+ yd),
obviously compatible with ∼n. Hence GL(2,Z) acts also on (Z×Z)n := (Z×Z)/ ∼n.
Denote the elements of (Z × Z)n by [x : y]n. It is easy to see that the stabilizer in
GL(2,Z) of the element [0 : 1]n ∈ (Z × Z)n is just the subgroup Γ0 (n). Therefore
the following map πn : Γ0 (n)\GL(2,Z)→ (Z× Z)n is well defined and injective:
(2.11) πn
(
Γ0 (n)
(
a
c
b
d
))
:= [0 : 1]n
(
a
c
b
d
)
= [c : d]n.
Denote by In with
(2.12) In := πn
(
Γ0 (n)\GL(2,Z)
)
.
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the image of πn It is not very difficult to show [HMM05] that
(2.13) In = {[x : y]n ∈ (Z× Z)n : gcd(x, y, n) = 1} .
Consider next the subset Pn ⊂ Z× Z with
(2.14) Pn =
{
(c, b) ∈ Z× Z : c ≥ 1, c|n, 0 ≤ b ≤
n
c
− 1, gcd(c, b,
n
c
) = 1
}
.
There is a bijection between In and Pn given by the map [HMM05]
(2.15) Pn ∋ (c, b) 7−→ [c : dn(c, b)]n ∈ In
with
(2.16) dn(c, b) = min
0≤k≤c−1
{
c+ b+ k
n
c
: gcd(c, b + k
n
c
) = 1
}
.
For simplicity we denote in the following the elements of In also by i. The bijection
in (2.15) allows us to identify each element i ∈ In uniquely with a matrix Ai ∈
Matn(2,Z) with
(2.17) Ai =
(
c
0
b
n
c
)
where Matn(2,Z) denotes the 2× 2 matrices with integer entries and determinant
n. In the following we need certain sets of 2× 2 matrices with nonnegative integer
entries:
Sn =
{(
a
c
b
d
)
∈ Matn(2,Z) : a > c ≥ 0, d > b ≥ 0
}
,(2.18)
Xn =
{(
c
0
b
n
c
)
∈ Sn
}
, Yn =
{(
n
c
b
0
c
)
∈ Sn
}
, and(2.19)
X⋆n =
{(
c
0
b
n
c
)
∈ Xn : gcd(c, b,
n
c
) = 1
}
.(2.20)
Obviously the matrix Ai in (2.17) belongs to X
⋆
n for all i ∈ In.
Next consider the map
(2.21) K : Sn \ Yn −→ Sn \Xn
defined as
(2.22) K
((
a
c
b
d
))
:=
(
−c+⌈ d
b
⌉a
a
−d+⌈ d
b
⌉b
b
)
with ⌈r⌉ ∈ Z determined for r ∈ R by ⌈r⌉ − 1 < r ≤ ⌈r⌉.
There exists for every A ∈ Sn \ Yn an integer kA > 0 such that KjA /∈ Yn for
0 ≤ j < kA and KkAA ∈ Yn. For A ∈ Yn put kA = 0 so that kA is well defined for
all A ∈ Sn.
The following Theorem has been proven in [HMM05].
Theorem 2.3. The matrices ψi :=
∑ki
j=0K
j(Ai), i ∈ In, with ki = kAi and
Ai as in (2.17), solve the Lewis Equation (2.9) for the group Γ0 (n).
As an immediate Corollary one gets
Corollary 2.4. For φ = φ(z) any solution of the Lewis Equation (2.5) for
SL(2,Z) the function ~φ = (φi)i∈In with φi(z) := φ
∣∣
β
ψi, i ∈ In solves the Lewis
Equation (2.4) for the group Γ0 (n) with the same parameter β.
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This result can be generalized in the following way. Since
SL(2,Z) = Γ0 (1) ⊃ Γ0 (n) ⊃ Γ0 (nm)
for fixed n and all m = 1, 2, . . . one has a natural projection
(2.23) σm,n : Inm −→ In
induced from the map Γ0 (nm)
(
a
c
b
d
)
7→ Γ0 (n)
(
a
c
b
d
)
.
In [HMM05] one finds
Lemma 2.5. For any i ∈ Inm and 0 ≤ j ≤ kσn,m(i) there exists a unique index
li,j ∈ In such that
Ali,j
(
Kj(Aσn,m(i))
)
A−1i ∈ SL(2,Z).
This on the other hand allowed the authors in [HMM05] to prove
Theorem 2.6. For ~ψ =
(
ψi
)
i∈In
respectively ~φ =
(
φi(z)
)
i∈In
any solution of
the Lewis equations (2.9) respectively (2.4) with parameter β for the group Γ0 (n)
the matrices ~Ψ =
(
Ψj
)
j∈Inm
respectively the functions ~Φ =
(
Φj(z)
)
j∈Inm
with
(2.24) Ψj :=
kσn,m(j)∑
s=0
ψlj,s K
s(Aσn,m(j)),
respectively
(2.25) Φj(z) :=
kσn,m(j)∑
s=0
(
φlj,s
∣∣
β
Ks(Aσn,m(j))
)
(z),
solve the corresponding Lewis equations for the group Γ0 (nm) with the same pa-
rameter β.
An immediate Corollary is
Corollary 2.7. For ~φ =
(
φi(z)
)
i∈In
a vector valued period function for Γ0 (n)
the function ~Φ =
(
Φj(z)
)
j∈Inm
in (2.25) is a vector valued period function for
Γ0 (nm) with the same parameter β.
Remark 2.8. The function ~F =
(
Fj(z)
)
j∈Inm
with Fj(z) = Φj(z + 1) is an
eigenfunction of the transfer operator for the group Γ0 (nm)) with eigenvalue λ =
±1 if the function ~f =
(
fi(z)
)
i∈In
with fi(z) = φi(z + 1) is an eigenfunction of the
operator for the group Γ0 (n) with the same eigenvalue λ = ±1.
Another result in [HMM05] which we need later on is
Proposition 2.9. If the function ~Φ =
(
Φi(z)
)
i∈Inm
solves the Lewis Equation
(2.4) for Γ0 (nm) then the function ~φ =
(
φj(z)
)
j∈In
with φj(z) :=
∑
i∈σ−1m,n(j)
Φi(z)
solves this equation for Γ0 (n). If, on the other hand, ~φ =
(
φj(z)
)
j∈In
solves
Equation (2.4) for Γ0 (n), then ~Φ =
(
Φi(z)
)
i∈Inm
with Φi(z) := φσm,n(i)(z) solves
this equation for Γ0 (nm).
Remark 2.10. The second part of this Proposition shows that any period
function for Γ0 (n) determines a “trivial” old period function for Γ0 (nm) whose
components are just given by the components of the former one.
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An immediate consequence in the case n = 1, that is for the full modular group
SL(2,Z), is
Corollary 2.11. If ~Ψ =
(
Ψi
)
i∈Im
solves Equation (2.9) for Γ0 (m) then the
element ψ(m) with
(2.26) ψ(m) :=
∑
i∈Im
Ψi
solves this equation for the group SL(2,Z) for the same parameter β.
A straightforward calculation [HMM05] shows that for any m prime one has
indeed
(2.27) ψ(m) =
∑
A∈Sm
A.
Corollary 2.12. For any period function φ = φ(z) for SL(2,Z) and for any
m ∈ N the function φ˜ = φ˜(z) := φ
∣∣
β
ψ(m)(z) is again a period function for this
group with the same parameter β.
In complete analogy one derives from Theorem 2.6 and Proposition 2.9
Theorem 2.13. For any vector valued period function ~φ =
(
φi
)
i∈In
for Γ0 (n)
and any m ∈ N the function ~˜φ = T˜n,m~φ with
(2.28)
(
T˜n,m~φ
)
i
(z) =
∑
s∈σ−1m,n(i)
kσn,m(s)∑
j=0
(
φls,j
∣∣
β
Kj(Aσn,m(s))
)
(z)
is again a period function for Γ0 (n) with the same parameter β.
In particular T˜n,1 is the trivial map ~φ 7→ ~φ.
Hence, by using only properties of the transfer operators for the geodesic flows
on modular surfaces, the authors in [HMM05] constructed linear operators T˜n,m
mapping the space of vector valued period functions for Γ0 (n) with parameter β
into itself. In the case n = 1 and m prime the operator T˜1,m reduces to the form
(2.29)
(
T˜1,mφ
)
(z) =
(
φ
∣∣
β
∑
A∈Sm
A
)
(z)
and hence coincides exactly with the mth Hecke operator H˜m in the form derived
by Mu¨hlenbruch in [Mu¨04] for period functions of Maass cusp forms for SL(2,Z).
For m,n ∈ N , m prime and gcd(n,m) = 1, the relation between T˜n,m and Hecke
operators given in the form as in [AL70] is discussed in [MM05].
In the present paper we relate the operators T˜n,m on the space of period func-
tions to some Hecke operators on the space of Maass cusp forms for arbitrary
n,m ∈ N. This allows us to prove the following Theorem:
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Theorem 2.14. For fixed n ∈ N the operators T˜n,m, m ∈ N, defined in Theo-
rem 2.13 satisfy
T˜n,p T˜n,pe =


T˜n,pe+1 for prime p | n, e ∈ N
T˜n,pe+1 + p
(
p
0
0
p
)
T˜n,pe−1 for prime p 6 | n, e > 1,
T˜n,p2 + (p+ 1)
(
p
0
0
p
)
T˜n,1 for prime p 6 | n, e = 1 and,
T˜n,m T˜n,m′ = T˜n,mm′ for (m,m
′) = 1.
Theorem 2.14 shows in particular that for any n the family of operators {T˜n,m}
is a realization of the Hecke algebra on vector valued period functions. This real-
ization is slightly different from the standard one as given for instance in [Mi89].
3. Cosets of Hecke congruence subgroups and their representatives
We did not succeed to prove Theorem 2.14 directly from the definition of the
operators T˜n,m in (2.28). Instead we are going to relate in a first step the solutions
~Φ = (Φj(z))j∈Inm in Theorem 2.6 to Maass cusp forms for the group Γ0 (nm)
respectively the solutions ~φ = (φi(z))i∈In in Proposition 2.9 to Maass cusp forms
for the group Γ0 (n). This allows us in a second step to relate the operators T˜n,m to
certain Hecke operators on these cusp forms fulfilling commutation relations similar
to the ones in Theorem 2.14. For this we need some properties of the representatives
of different cosets of the Hecke congruence subgroups.
Lemma 3.1. For Bme =
(
me
0
0
1
)
and Γ0(n,m) the subgroup
(3.1) Γ0(n,m) :=
{(
a
c
b
d
)
∈ SL(2,Z) : c ≡ 0 mod n, b ≡ 0 mod m
}
one has:
• Γ0(n, 1) = Γ0 (n),
• Γ0(n,me+l)Bme = BmeΓ0(nme,ml) for all e, l ∈ N0 and in particular
• Γ0(n,m)Bm = BmΓ0 (nm).
Proof. By definition Γ0(n, 1) = Γ0 (n).
We show the inclusion “⊂” for the second equality: take
(
a
c
b
d
)
∈ Γ0(n,me+l),
then(
a
c
b
d
)
Bme =
(
a
c
b
d
)(
me
0
0
1
)
=
(
mea
mec
b
d
)
=
(
me
0
0
1
)(
a
mec
b
me
d
)
= Bme
(
a
mec
b
me
d
)
.
Since me+l | b and n | c we find
(
a
mec
b
me
d
)
∈ Γ0(nme,ml).
Next consider the inclusion “⊃”: take
(
a
c
b
d
)
∈ Γ0(nm
e,ml), then
Bme
(
a
c
b
d
)
=
(
mea
c
meb
d
)
=
(
a
c
me
meb
d
)
Bme .
Since ml | b and nme | c we find
(
a
c
me
meb
d
)
∈ Γ0(n,me+l). 
Denote by Inm,n the index set Inm,n = {1, . . . , [Γ0 (n) : Γ0 (nm)]}. Obviously,
the sets In,1 and In can be identified.
Next we show the following
HECKE ALGEBRA 9
Lemma 3.2. For n,m ∈ N with gcd(n,m) = 1 and g ∈ Γ0 (n) the relation
Bm g B
−1
m ∈ Γ0 (n,m) implies g ∈ Γ0 (nm).
Proof. Write g =
(
a
nc
b
d
)
. We have
Bm g B
−1
m =
(
m
0
0
1
)(
a
nc
b
d
)(
1
m
0
0
1
)
=
(
a
nc
m
mb
d
)
∈ Γ0(n,m).
Since gcd(n,m) = 1 we have m|c and in particular nm | nc. Hence g ∈ Γ0 (nm) 
For n,m ∈ N let Rnm,nj , j ∈ Inm,n, be a system of representatives of the right
cosets in Γ0 (nm) \ Γ0 (n) satisfying
(3.2)
⊔
j∈Inm,n
Γ0 (nm)R
nm,n
j = Γ0 (n).
Here
⊔
j∈Inm,n
denotes the disjoint union:⋃
j∈Inm,n
Γ0 (nm)R
nm,n
j = Γ0 (n) and
Γ0 (nm)R
nm,n
j1
∩ Γ0 (nm)R
nm,n
j2
= ∅ for all distinct j1, j2 ∈ Inm,n.
Lemma 3.3. • For arbitrary p,m, n ∈ N consider a system of represen-
tatives Rj, j ∈ J a suitable index set, of the cosets in Γ0(nm, p)\Γ0(n, p).
For distinct j1, j2 ∈ J we have
Γ0(nm)Rj1 ∩ Γ0(nm)Rj2 = ∅.
• For p prime, p | n, let Rj, j ∈ J , be a system of representatives of the
right cosets in Γ0(p
en, p)\Γ0(n, p) analogous to (3.2). Then Rj, j ∈ J , is
already a system of representatives of the right cosets in Γ0(p
en) \ Γ0(n).
Proof. • For arbitrary p,m, n ∈ N consider a system of representatives
Rj , j ∈ J a suitable index set, of the cosets in Γ0(nm, p) \ Γ0(n, p). Let
j1, j2 be distinct and consider Rj1 R
−1
j2
. Since
Γ0(nm, p)Rj1 ∩ Γ0(nm, p)Rj2 = ∅
holds we have(
a
c
b
d
)
:= Rj1 R
−1
j2
{
6∈ Γ0(nm, p) and
∈ Γ0(n, p).
The entries b and c satisfy p | b, n | c and nm 6| c. Hence
Rj1 R
−1
j2
{
6∈ Γ0(nm),
∈ Γ0(n)
which shows that
Γ0(nm)Rj1 ∩ Γ0(nm)Rj2 = ∅
• For p prime, p | n let R˜i, i ∈ Ipen,n, be a system of representatives of
the right cosets in Γ0(p
en) \ Γ0(n) as defined in (3.2). We may choose
R˜i ∈ Γ0(n, p): For
(
a
c
b
d
)
= R˜i we know gcd(b, d) = 1 and gcd(p, d) = 1
since p | c. There exists a t ∈ Z such that p | b + td. Hence T tR˜i =(
a+tc
c
b+td
d
)
∈ Γ0(n, p) holds.
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We find⋃
i∈Ipen,n
Γ0(p
en, p) R˜i =
⋃
i∈Ipen,n
(Γ0(p
en) ∩ Γ0(n, p)) R˜i
=

 ⋃
i∈Ipen,n
Γ0(p
en) R˜i

 ∩ Γ0(n, p)
= Γ0(n) ∩ Γ0(n, p) = Γ0(n, p)
and similarly for distinct i1, i2 ∈ Ipen,n
∅ =
(
Γ0(p
en) R˜i1 ∩ Γ0(p
en) R˜i1
)
∩ Γ0(n, p)
= Γ0(p
en, p) R˜i1 ∩ Γ0(p
en, p) R˜i1 .
Hence R˜i is also a system of representatives of Γ0(p
en, p) \ Γ0(n, p). This
shows that the cardinality of the indexsets Ipen,n and J is equal and Rj
is also a system of representatives of the right cosets in Γ0(p
en) \ Γ0(n).

Definition 3.4. For g ∈ Γ0 (nm) define g
(m) = g ∈ Γ0(n,m) by Bm g = g Bm.
Then we can show
Lemma 3.5. For p prime, p | n let Rp
e+1n,pn
j , j ∈ Ipe+1n,pn, be a system of
representatives of the cosets in Γ0
(
pe+1n
)
\ Γ0 (pn) analogous to (3.2). Then the
set Rp
e+1n,pn
j
(p)
, j ∈ Ipe+1n,pn, is a system of representatives of the right cosets in
Γ0(p
en) \ Γ0(n).
Proof. We have to show that Rp
e+1n,pn
j = R
pe+1n,pn
j
(p)
, j ∈ Ipe+1n,pn, satisfy
the property analogous to (3.2). For this consider
(⋃
j Γ0(p
en, p)Rp
e+1n,pn
j
)
Bp.
By Definition 3.4 and Lemma 3.1 we have
⋃
j
Γ0(p
en, p)Rp
e+1n,pn
j

Bp = ⋃
j
Γ0(p
en, p)BpR
pe+1n,pn
j
= Bp

⋃
j
Γ0
(
pe+1n
)
Rp
e+1n,pn
j

 .
Since Rp
e+1n,pn
j , j ∈ Ipe+1n,pn, is a system of representatives of the right cosets of
Γ0
(
npe+1
)
in Γ0 (np) we find
⋃
j
Γ0(p
en, p)Rp
e+1n,pn
j

Bp = Bp Γ0 (pn) = Γ0(n, p)Bp.
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Similarly we find
Γ0(p
en, p)Rp
e+1n,pn
j1
Bp ∩ Γ0(p
en, p)Rp
e+1n,pn
j2
Bp
= Γ0(p
en, p)BpR
pe+1n,pn
j1
∩ Γ0(p
en, p)BpR
pe+1n,pn
j2
= Bp
(
Γ0
(
pe+1n
)
Rp
e+1n,pn
j1
∩ Γ0
(
pe+1n
)
Rp
e+1n,pn
j2
)
= Bp ∅ = ∅Bp for all distinct j1, j2 ∈ Ipe+1n,pn
proving the property analogous to (3.2) for Γ0(p
en, p) \Γ0(n, p). Lemma 3.3 shows
that the set Rp
e+1n,pn
j
(p)
, j ∈ Ipe+1n,pn, is a system of representatives of the right
cosets in Γ0(p
en) \ Γ0(n). 
Next we show
Lemma 3.6. For m,m′ coprime let Rmm
′n,mn
j , j ∈ Imm′n,mn, be a system of
representatives of the cosets in Γ0 (mm
′n) \ Γ0 (mn). Then the set R
mm′n,mn
j
(m)
,
j ∈ Imm′n,mn, is a system of representatives of the right cosets in Γ0(m′n) \Γ0(n).
Proof. As in the proof of Lemma 3.5 we have to show that the matrices
Rmm
′n,mn
j = R
mm′n,mn
j
(m)
, j ∈ Imm′n,mn, satisfy the property analogous to (3.2).
For
(⋃
j Γ0(m
′n,m)Rmm
′n,mn
j
)
Bm we find according to Definition 3.4
⋃
j
Γ0(m
′n,m)Rmm
′n,mn
j

Bm = ⋃
j
Γ0(m
′n,m)BmR
mm′n,mn
j
= Bm

⋃
j
Γ0 (mm
′n)Rmm
′n,mn
j

 .
Since Rmm
′n,mn
j , j ∈ Imm′n,mn, is a system of representatives of the right cosets in
Γ0 (mm
′n) \ Γ0 (mn) we find
⋃
j
Γ0(m
′n,m)Rmm′n,mnj

Bm = Bm Γ0 (mn) = Γ0(n,m)Bm.
Similarly we find
Γ0(m
′n,m)Rmm
′n,mn
j1
Bm ∩ Γ0(m
′n,m)Rmm
′n,mn
j2
Bm
= Γ0(m
′n,m)BmR
mm′n,mn
j1
∩ Γ0(m
′n,m)BmR
mm′n,mn
j2
= Bm
(
Γ0 (mm′n)R
mm′n,mn
j1
∩ Γ0 (mm
′n)Rmm
′n,mn
j2
)
= Bm ∅ = ∅Bm = ∅ for all distinct j1, j2 ∈ Imm′n,mn.
Hence Rmm
′n,mn
j , j ∈ Imm′n,mn, is a system of representatives of the right cosets
in Γ0(m
′n,m) \ Γ0(n,m). The first part of Lemma 3.3 shows that the set of all
Rmm
′n,mn
j are also a subsystem of representatives of the right cosets in Γ0(m
′n) \
Γ0(n). If we show that
(3.3) |Γ0(m
′n,m) \ Γ0(n,m)| = |Γ0 (m
′n) \ Γ0 (n)|,
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i.e., Rnp
e+1,np
j′
(p)
, j′ ∈ Inpe−1,np, runs though all cosets in Γ0 (np
e) \Γ0 (n), then set
of all Rmm
′n,mn
j is already a system of representatives Γ0(m
′n) \ Γ0(n).
Recall the index formula
(3.4) |Γ0 (n) \ Γ0 (1)| = n
∏
q|n
(
1 +
1
q
)
where the q runs through all prime divisors of n. For the right hand side of (3.3)
we find
|Γ0 (m
′n) \ Γ0 (n)| =
|Γ0 (m
′n) \ Γ0 (1)|
|Γ0 (n) \ Γ0 (1)|
=
m′
∏
q|m′n
(
1 + 1
q
)
∏
r|n
(
1 + 1
r
) .
Since by construction of Rmm
′n,mn
j we have
|Γ0(m
′n,m) \ Γ0(n,m)| = |Γ0(mm
′n) \ Γ0(mn)|
we find for the left hand side of (3.3)
|Γ0(m
′n,m) \ Γ0(n,m)| = |Γ0(mm
′n) \ Γ0(mn)|
=
|Γ0 (mm′n) \ Γ0 (1)|
|Γ0 (mn) \ Γ0 (1)|
=
mm′n
∏
q|mm′n
(
1 + 1
q
)
mn
∏
r|mn
(
1 + 1
r
)
=
m′
∏
q|m′n
(
1 + 1
q
) ∏
q|m
q 6|n
(
1 + 1
q
)
∏
r|n
(
1 + 1
r
) ∏
r|m
r 6|n
(
1 + 1
r
)
=
m′
∏
q|m′n
(
1 + 1
q
)
∏
r|n
(
1 + 1
r
) .
Hence Equation (3.3) holds since both sides are equal. 
We need also the following
Lemma 3.7. For p prime, p | n let Rnp
e+1,n
l , l ∈ Inpe+1,n, and R
np,n
i , i ∈
Inp,n, denote systems of representatives of the right cosets in Γ0
(
npe+1
)
\ Γ0 (n)
respectively Γ0 (np) \ Γ0 (n). There exists a system of representatives R
npe,n
j , j ∈
Inpe,n of the right cosets in Γ0 (np
e) \ Γ0 (n) such that
(3.5)
∑
l
Bpe+1 R
npe+1,n
l =
∑
i

∑
j
Bpe R
npe,n
j

 BpRnp,ni .
Proof. Since [Γ0 (n) : Γ0
(
npe+1
)
] = [Γ0 (n) : Γ0 (np)] [Γ0 (np) : Γ0
(
npe+1
)
]
and therefore Γ0
(
npe+1
)
\Γ0 (np) × Γ0 (np)\Γ0 (n) ≃ Γ0
(
npe+1
)
\Γ0 (n) we can
choose the matrices R·,·· such that the identity
Rnp
e+1,n
l = R
npe+1,np
j′ R
np,n
i
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holds. Hence we can identify l ∈ Inpe+1,n uniquely with pairs (j
′, i) ∈ Inpe−1,np ×
Inp,n. Therefore we find∑
l
Bpe+1 R
npe+1,n
l =
∑
i,j′
Bpe BpR
npe+1,np
j′ R
np,n
i .
Definition 3.4 implies∑
l
Bpe+1 R
npe+1,n
l =
∑
i,j′
Bpe R
npe+1,np
j′
(p)
BpR
np,n
i .
Lemma 3.5 shows that Rnp
e+1,np
j′
(p)
, j′ ∈ Inpe+1,np is in fact a system of representa-
tives of the right cosets in Γ0 (np
e) \Γ0 (n). Hence for each j′ there exists a unique
j ∈ Inpe,n such that Γ0 (npe)R
npe+1,np
j′
(p)
= Γ0 (np
e)Rnp
e,n
j holds. This proves
Relation (3.5). 
Our main result of this section is
Lemma 3.8. For m,m′ coprime let Rmm
′n,n
l , l ∈ Imm′n,n, and R
mn,n
i , i ∈
Imn,n, denote systems of representatives of the right cosets in Γ0 (mm
′n) \ Γ0 (n)
respectively Γ0 (mn) \ Γ0 (n). There exists a system of representatives R
m′n,n
j , j ∈
Im′n,n of the right cosets in Γ0 (m
′n) \ Γ0 (n) such that
(3.6)
∑
l
Bmm′ R
mm′n,n
l =
∑
i

∑
j
Bm′ R
m′n,n
j

 BmRmn,ni .
Proof. Since Γ0 (mm
′n)\Γ0 (mn) × Γ0 (mn)\Γ0 (n) ≃ Γ0 (mm′n)\Γ0 (n) we
can choose the matrices R·,·· such that the identity
Rmm
′n,n
l = R
mm′n,mn
j′ R
mn,n
i
holds. Hence we can identify l ∈ Imm′n,n uniquely with pairs (j′, i) ∈ Im′n,mn ×
Imn,n. We find ∑
l
Bmm′ R
mm′n,n
l =
∑
i,j′
Bm′ BmR
mm′n,mn
j′ R
mn,n
i .
Definition 3.4 implies∑
l
Bmm′ R
mm′n,n
l =
∑
i,j′
Bm′ R
mm′n,mn
j′ BmR
mn,n
i .
Lemma 3.6 shows that Rmm
′n,mn
j′ , j
′ ∈ Imm′n,mn is indeed a system of representa-
tives of the right cosets in Γ0 (nm
′) \Γ0 (n). Hence for each j′ there exists a unique
j ∈ Inm′,n such that Γ0 (nm
′)Rmm
′n,mn
j′ = Γ0 (nm
′)Rm
′n,n
j holds. This proves
Relation (3.6). 
4. Maass cusp forms and vector valued period functions for Γ0 (n)
A Maass cusp form u for the congruence subgroup Γ0 (n) is a real-analytic
function u : H→ C satisfying:
(1) u(gz) = u(z) for all g ∈ Γ0 (n),
(2) ∆u = β(1−β)u for some β ∈ C where ∆ = −y2(∂2x+∂
2
y) is the hyperbolic
Laplace operator. We call the parameter β the spectral parameter of u.
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(3) u is of rapid decay in all cusps: if p ∈ Q∪{∞} is a cuspidal point for Γ0 (n)
and g ∈ Γ is such that gp = ∞ then u(gz) = O
(
Im(z)
C
)
as Im(z)→ ∞
for all C ∈ R.
We denote the space of Maass cusp forms for Γ0 (n) with spectral value β by S(n, β).
Remark 4.1. Item (3) above seems to state two different conditions, namely
vanishing in all cusps and an explicit growth condition. However both these condi-
tions are equivalent since it is shown in [Iw02] that vanishing in the cusp p = g−1∞
implies the stronger growth condition u(gz) = O
(
e−Im(z)
)
as Im(z) → ∞ which
again implies vanishing at the cusp p = g−1∞.
Consider next the representation ρ = ρΓ0(n) of SL(2,Z) induced from the trivial
representation of Γ0 (n) with
(4.1) ρ(g) = ρΓ0(n)(g) :=
(
δΓ0(n)(R
n,1
i g (R
n,1
j )
−1)
)
1≤i,j≤µn
where Rn,1j , j ∈ In = In,1, are representatives of the cosets in Γ0 (n) \ SL(2,Z)
described in (3.2) and
(4.2) δΓ0(n)(g) =
{
1 if g ∈ Γ0 (n) and
0 if g 6∈ Γ0 (n).
A vector valued Maass cusp form ~u for the congruence subgroup Γ0 (n) with
spectral parameter β is a vector of real-analytic functions ui : H → C, i ∈ In
satisfying
(1) ~u(gz) = ρ(g) ~u(z) for all g ∈ SL(2,Z),
(2) ∆ui = β(1 − β)ui for all i ∈ In and
(3) ui(z) = O
(
Im(z)
C
)
as Im(z)→∞ for all C ∈ R.
We denote the space of Maass cusp forms for Γ0 (n) with spectral value β by
Sind(n, β).
In [Mu¨05] it is shown that the map Πnu : S(n, β)→ Sind(n, β) given by
(4.3) (Πnu)j(z) = (~u)j(z) = u
(
Rn,1j z
)
j ∈ In = In,1,
is bijective.
Denote by Rζ(z) the Poisson kernel Rζ(z) =
y
(x−ζ)2+y2 for z = x+ iy ∈ H and
ζ ∈ C \ {x} and by η the 1-form
η(u, v) = (v∂yu− u∂yv)dx+ (u∂xv − v∂xu)dy
on H.
It is shown in [Mu¨05] that the integral transformation Pn : Sind(n, β) →
F˜E(n, β) with
(4.4) (Pn~u)i(ζ) =
∫ i∞
0
η(ui, R
β
ζ )
maps the space Sind(n, β) bijectively onto the space F˜E(n, β) of vector valued func-
tions ~Φ for the group Γ0 (n) obeying the equation
(4.5) ~φ(z)− ρΓ0(n)(T
−1) ~φ(z + 1)− (z + 1)−2β ρΓ0(n)
(
T ′
−1) ~φ( z
z + 1
)
= 0.
According to [MM05] we can identify however F˜E(n, β) with FE(n, β) using the
fact that χΓ0(n) restricted to Γ0 (n) and ρΓ0(n) are unitarily equivalent. From now
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on we therefore replace χΓ0(n) when restricted to Γ0 (n) by ρΓ0(n). Hence vector
valued period functions ~Φ satisfy the three-term Functional Equation (4.5).
In the following we use the notation (f |0h)(z) for integer matrices with positive
determinant for (f |0h)(z) = f(hz). The same notation is used also for Z- linear
combinations of such matrices.
Since Γ0 (nm) ⊂ Γ0 (n) any Maass cusp form u ∈ S(n, β) for the group Γ0 (n)
is also a Maass cusp form for the group Γ0 (nm) and hence u ∈ S(nm, β). De-
note the corresponding vector valued Maass cusp forms by ~un = Πnu ∈ Sind(n, β)
respectively by ~u = Πnmu ∈ Sind(nm, β). It is not difficult to show
Lemma 4.2. The vector valued period functions Pnm~u respectively Pn~un are re-
lated by (Pnm~u)j = (Pn~un)σm,n(j) if the representatives {R
nm,1
j }j∈Inm of the cosets
in Γ0 (nm)\Γ0 (1) and the representatives {R
n,1
i }i∈In of the cosets in Γ0 (n)\Γ0 (1)
are related by Rnm,1j = R
nm,n
r(j) R
n,1
σm,n(j)
, where Rnm,n
r(j) is a suitable representative of
a coset in Γ0 (nm) \ Γ0 (n).
Proof. Using (4.3) one gets for the representatives Rmn,1· and R
n,1
· related as
in the Lemma
(Pnm~u)j (ζ) =
∫ i∞
0
η
(
(Πnmu)j , R
β
ζ
)
=
∫ i∞
0
η
(
u
∣∣
0
Rnm,1j , R
β
ζ
)
=
∫ i∞
0
η
(
u
∣∣
0
Rn,1
σm,n(j)
, Rβζ
)
=
∫ i∞
0
η
(
(Πnu)σm,n(j), R
β
ζ
)
= (Pn~un)σm,n(j) (ζ)
for all j ∈ Inm. 
For Bm =
(
m
0
0
1
)
and Rnm,nj a system of representatives of the cosets in
Γ0 (nm) \ Γ0 (n) the following proposition can be easily shown, using similar ar-
guments as in [AL70] for holomorphic modular forms.
Proposition 4.3. Let m and n be natural numbers.
• If u is in S(n, β) then v = u
∣∣
0
Bm is in S(nm, β).
• If u is in S(nm, β) then u′ = u
∣∣
0
∑
j∈Inm,n
Rnm,nj is in S(n, β).
The Maass cusp form v in this Proposition is called an old Maass cusp form
for Γ0 (nm). Consider then the vector valued period function Pnm~v for ~v = Πnmv
the vector valued Maass cusp form associated to v. As shown in [MM05] Pnm~v
can be expressed through the vector valued period function Pnm~u with ~u = Πnmu
for u ∈ S(n, β) ⊂ S(nm, β) if v = u|0Bm as(
Pnm~v
)
j
(ζ) =(4.6)
L(σ
R
nm,1
j
(Bm)0)∑
r=1
[
ρΓ0(nm)((m
(Bm,j)
r )
−1)Pnm~u
]
ΦBm (j)
∣∣∣
β
(
m(Bm,j)r σRnm,1j
(Bm)
)
(ζ)
for all j ∈ Inm.
Thereby the maps σ
R
nm,1
j
: Xm → Xm and ΦA : Inm → Inm are defined for
any representative Rnm,1j of the right cosets in Γ0 (nm) \ Γ0 (1) and any A ∈ Xm
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through the relation
(4.7) ARnm,1j (σRnm,1j
(A))−1 ∈ Γ0 (nm)R
nm,1
ΦA(j)
.
The matrices mr on the other hand are defined for any rational number q ∈ [0, 1) as
follows (see [MM05] and [Mu¨05]): there exists a unique sequence {y0, . . . , yL(q)}
of rational numbers yr =
ar
br
with gcd(ar, br) = 1, br ≥ 0 and y0 =
−1
0 = −∞,
y1 =
0
1 = 0, yL(q) = q, 0 < yr < 1 for r = 2, . . . , L(q) such that y0 < y1 < . . . < yL(q)
and det
(
ar−1
br−1
ar
br
)
= −1 for r = 1, . . . , L(q). Then the matrix mr is given as
mr =
(
br
br−1
−ar
−ar−1
)
. Furthermore we can define an element M(q) of the ring
Z[SL(2,Z)] through
(4.8) M(q) =
L(q)∑
r=1
mr.
since obviously mr ∈ SL(2,Z) for 1 ≤ r ≤ L(q) and m1 =
(
1
0
0
1
)
. The ma-
trices
{
m
(Bm,j)
r
}
in Equation (4.6) then correspond to the rational number q =
σRnm,1j
(Bm)(0).
It was shown in [MM05] and [Fr05] that M(q) =
∑L(q)
r=1 mr and the map K
in (2.21) are closely related as follows: for each A ∈ Xn and mr in expression
M(A0) =
∑L(A0)
r=1 mr we have
(4.9) K l(A) = ml+1A for all l ∈ {1, . . . , L(A0)− 1}
and in particular kA = L(A0)− 1.
Hence Lemma 2.5 is equivalent to
(4.10) Ali,j
(
Kj(Aσn,m(i))
)
A−1i = Ali,j mj+1Aσn,m(i)A
−1
i ∈ SL(2,Z),
where the mj ’s are given by (4.8) with q = Aσn,m(i)0.
Consider next a Maass cusp form u ∈ S(nm, β) respectively its vector valued
form ~u = (uj)j∈Inm = Πnmu with entries uj = u
∣∣
0
Rnm,1j . Then one gets
Lemma 4.4. The vector valued period function Pn(Πnv) of the Maass cusp form
v =
∑
i∈Imn,n
u
∣∣
0
Rnm,ni ∈ S(n, β) is related to the vector valued period function
Pnm~u of the Maass cusp form u ∈ S(nm, β) by (Pn~v)j =
∑
l∈σ−1m,n(j)
(Pnm~u)l,
j ∈ Inm.
Proof. By Proposition 4.3 the function v =
∑
i∈Imn,n
u
∣∣
0
Rnm,ni , with Imn,n
the index set of the right cosets of Γ0 (nm) in Γ0 (n), is indeed in S(n, β). Hence
Πnv =
(
v
∣∣
0
Rn,1j
)
j∈In
, where {Rn,1j }j∈In is a system of representatives of the cosets
in Γ0 (n)\SL(2,Z). But the family {R
nm,n
i R
n,1
j }i∈Imn,n,j∈In is a system of repre-
sentatives of the cosets in Γ0 (nm)\SL(2,Z) and hence
(PnΠnv)j =
∫ i∞
0
η(v
∣∣
0
Rn,1j , R
β
ζ ) =
∑
i∈Imn,m
∫ i∞
0
η
(
u
∣∣
0
Rnm,ni R
n,1
j , R
β
ζ
)
=
∑
l∈Inm
σm,n(l)=j
∫ i∞
0
η
(
u
∣∣
0
Rmn,1l , R
β
ζ
)
=
∑
l∈σ−1m,n(j)
(
Pnm~u
)
l
.
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
Lemma 4.4 gives a simple interpretation of the solution ~φ of Lewis’ equation
for Γ0 (n) in the first part of Proposition 2.9: it corresponds to a Maass cusp form
for Γ0 (n) constructed from such a form for the subgroup Γ0 (nm) as described in
the second part of Proposition 4.3.
In the following we need
Lemma 4.5. If for i ∈ Inm there exist j, j′ ∈ In, k, k′ ∈ Im and matrices
γ, γ′ ∈ SL(2,Z) such that γ Aj Ak = Ai = γ′Aj′ Ak′ , then j = j′, k = k′ and
γ = γ′.
Lemma 4.6. Let (A1, B1), (A2, B2) ∈ X⋆n×X
⋆
m be two different pairs of matrices
such that A1B1 = T
kA2B2 holds for some k ∈ Z. Then, the matrix entries of A1B1
have a common divisor strictly larger than 1.
Proof. For Al =
(
cl
0
bl
n
cl
)
, Bl =
(
dl
0
fl
m
dl
)
we find
(4.11) C :=
(
c1d1
0
c1f1+b1
m
d1
nm
c1d1
)
=
(
c2d2
0
c2f2+b2
m
d2
+k nm
c2d2
nm
c2d2
)
.
Therefore
(4.12) c1d1 = c2d2 and c1f1 + b1
m
d1
= c2f2 + b2
m
d2
+ k
nm
c2d2
.
We consider the following cases:
• If d1 = d2 then c1 = c2 and hence c1(f1 − f2) =
m
d1
(b2 − b1 + k
n
c1
). Since
|f1 − f2| ≤
m
d1
− 1 it follows that (c1,
m
d1
) > 1. Indeed, if c1 = 1 then
b2− b1− k
n
c1
= 0. But |b1− b2| ≤
n
c1
− 1 implies k = 0 and hence b1 = b2.
Then also f1 = f2 and therefore A1 = A2 and B1 = B2. If on the other
hand m
d1
= 1 then f1 = f2 = 0 and b2 − b1 − k
n
c1
= 0 must hold. But this
is only possible if b1 = b2 and hence we find again A1 = A2 and B1 = B2.
If therefore (c1,
m
d1
) > 1 we get gcd(c1d1, c1f1 + b1
m
d1
, n
c1
m
d1
) > 1.
• Consider next the case (d1, d2) = 1. From c1d1 = c2d2 we conclude that
d2 | c1 and d1 | c2. From this it follows that d1 |
m
d2
. Otherwise obviously
d1 | d2. If d1 = 1 we can assume d2 > 1 since the case d1 = d2 has been
treated already before. Then c1 = c2d2 and therefore d2 | c1. Since also
d2 | m we get gcd(c1d1, c1f1 + b1m,
n
c1
m) > 1.
• It remains to consider the case (d1, d2) > 1. Then there exists a number
q1 > 1 with d1 = q1d
(1)
1 , d2 = q1d
(1)
2 and m = q1m
(1). The matrix C
therefore has the form
(4.13)
C =

 c1q1d(1)1 c1f1 + b1m
(1)
d
(1)
1
0 nm
(1)
c1d
(1)
1

 =

 c2q1d(1)2 c2f2 + b2m
(1)
d
(1)
2
+ k nm
(1)
c2d
(1)
2
0 nm
(1)
c2d
(1)
2

 .
But these two representations of the matrix C are similar to the ones in
equation 4.11. Equations 4.12 now read
(4.14) c1d
(1)
1 = c2d
(1)
2 and c1f1 + b1
m(1)
d
(1)
1
= c2f2 + b2
m(1)
d
(1)
2
+ k
nm(1)
c2d
(1)
2
.
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with m(1) < m and d
(1)
l < dl for l = 1, 2. We can therefore apply our
chain of arguments to m(1) and d
(1)
l , l = 1, 2 to arrive at a new triple m
(2)
and d
(2)
l , l = 1, 2 and so on. Since m is finite we arrive after finitely many
steps at the case (dr1, d
(r)
2 ) = 1 or d
r
1 = d
(r)
2 which was handled already
before.
This concludes the proof of Lemma 4.6. 
Proof of Lemma 4.5. Since all A’s are upper triangula matrices we see that
both γ and γ′ are translation matrices. We can find a k ∈ Z such that γ−1γ′ = T k.
We assume that (j, k) 6= (j′, k′). Since C := Aj Ak = T k Aj′ Ak′ holds
Lemma 4.6 implies that the matrix entries of C have common divisor strictly larger
than 1. Hence the matrix entries of γ C have common divisor strictly larger than
1. But this contradicts the fact γ C = Ai ∈ X⋆nm. Hence (j, k) = (j
′, k′), proving
the lemma. 
Next we want to show that also the solutions ~Φ = (Φj)j∈Inm in Equation (2.25)
have a simple interpretation similar to Lemma 4.4. But before doing this we have
to recall some more notations and facts from [MM05].
Let us start with the map hn : In → In introduced in [MM05]: For i ∈ In
consider the representative Rn,1i =
(
a
c
b
d
)
and the matrix
(
c
0
b
n
c
)
∈ X⋆n with b ≡
d mod n
c
. By (2.17) there exists an index l(i) ∈ In such that Al(i) =
(
c
0
b
n
c
)
. Then
it was shown in [MM05] that the relation
(4.15)
(
0
−n
1
0
)
Rn,1i ∈ SL(2,Z)Al(i)
holds. We define a map hn : In → In by
(4.16) hn(i) := l(i).
It is shown in [MM05] that hn : In → In is then bijective.
Lateron we need also the following result [Fr05]:
Lemma 4.7. For n ∈ N and i ∈ In we have σRn,1i
(Bn) = Ahn(i).
Proof. Multiplying (4.15) by S−1 from the left, we find
BnR
n,1
i ∈ SL(2,Z)Ahn(i).
On the other hand using (4.7) we find
BnR
n,1
i ∈ SL(2,Z)σRn,1i
(Bn)
The fact that both matrices σ
R
n,1
i
(Bn) and Ahn(i) are in X
⋆
n implies that
σRn,1i
(Bn) = Ahn(i).

Lemma 4.8. For n,m ∈ N and i ∈ Inm we have hn
(
σm,n(i)
)
= σn,m
(
hnm(i)
)
.
Proof. Let {Rnm,1i , i ∈ Inm}, {R
mn,n
l , l ∈ Imn,n}, and {R
n,1
ν , ν ∈ In}, be
systems of representatives of the right cosets in Γ0 (mn)\SL(2,Z), Γ0 (mn)\Γ0 (n)
and Γ0 (n)\SL(2,Z) respectively, such that R
nm,1
i = R
nm,n
l R
n,1
ν holds for all i ∈
Imn with ν := σm,n(i) and suitabe l = li ∈ Imn,n.
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For i ∈ Imn consider the matrix Ahnm(i). According to (4.15) there exists a
g ∈ SL(2,Z) such that g Ahnm(i) =
(
0
nm
−1
0
)
Rnm,1i . Hence using Definition 3.4 we
find
g Ahnm(i) =
(
0
nm
−1
0
)
Rnm,1i =
(
0
m
−1
0
) (
n
0
0
1
)
Rnm,nl R
n,1
ν
=
(
0
m
−1
0
)
Rnm,nl
(1) (n
0
0
1
)
Rn,1ν
=
(
0
m
−1
0
)
Rnm,nl
(1)
S−1
(
0
n
−1
0
)
Rn,1ν .
Again by (4.15) there exists gν ∈ SL(2,Z) such that
g Ahnm(i) =
(
0
m
−1
0
)
Rnm,nl
(n)
S−1 gν Ahn(ν).
Since Rnm,nl
(1)
S−1 gν is a representative of a suitable right coset Γ0 (m)R
m,1
l¯
for
some l¯ ∈ Im we find
g Ahnm(i) =
(
0
m
−1
0
)
γ0R
m,1
l¯
Ahn(ν) = γ˜0
(
0
m
−1
0
)
Rm,1
l¯
Ahn(ν)
for some γ0, γ˜0 ∈ Γ0(m).
By (4.15) there exists a gl¯ ∈ SL(2,Z) such that
(4.17) g Ahnm(i) = gl¯Ahm(l¯)Ahn(ν).
On the other hand Lemma 2.5 shows that
(4.18) Alhnm(i),0 Aσm,n(hnm(i)) ∈ SL(2,Z)Ahnm(i)
Lemma 4.5 then implies that the two factorizations of Ahnm(i) in (4.17) and (4.18)
are identical and hence Aσm,n(hnm(i)) = Ahn(ν) implying
σm,n
(
hnm(i)
)
= hn
(
σm,n(i)
)
since ν = σm,n((i)). 
We next recall the representation ρ˜n of SL(2,Z) introduced in [MM05] with(
ρ˜n(g)
)
i,j
= δSL(2,Z)(AigA
−1
j ) for i, j ∈ In
and Ai as defined in (2.17). In [MM05] it is shown that for any g ∈ SL(2,Z) one
has
(4.19) Rn,1i g(R
n,1
j )
−1 ∈ Γ0 (n) iff Ahn(i)gA
−1
hn(j)
∈ SL(2,Z).
From this one concludes [MM05]
Lemma 4.9. The two representations ρΓ0(n) and ρ˜n are unitarily equivalent
with
(4.20) ρΓ0(n)(g) = H
−1
n ρ˜n(g)Hn
where Hn is the µn × µn matrix with entries
(4.21) (Hn)i,j = 1 if hn(j) = i and (Hn)i,j = 0 otherwise.
In terms of the matrix elements Relation (4.20) reads
(4.22) (ρΓ0(n)(g))i,j = (ρ˜n(g))hn(i),hn(j), i, j ∈ In.
There is a simple relation between the representations ρΓ0(n) and ρΓ0(nm):
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Lemma 4.10. For g ∈ SL(2,Z) the matrix elements
(
ρΓ0(n)(g)
)
k,l
, k, l ∈ In,
and
(
ρΓ0(nm)(g)
)
i,j
, i, j ∈ Inm are related by(
ρΓ0(n)(g)
)
k,l
=
∑
j∈σ−1m,n(l)
(
ρΓ0(nm)(g)
)
i,j
for any i ∈ σ−1m,n(k).
Proof. For (ρΓ0(nm)(g))i,j = 1 we haveR
nm,1
i g(R
nm,1
j )
−1 ∈ Γ0 (nm) ⊂ Γ0 (n).
The representatives {Rnm,1i } of the cosets in Γ0 (nm) \ SL(2,Z) however can be
written as Rnm,1i = R
nm,n
r(i) R
n,1
σm,n(i)
with Rnm,n
r(i) some representative of a coset in
Γ0 (nm) \ Γ0 (n) and R
n,1
σm,n(i)
a representative in Γ0 (n) \ SL(2,Z). Since R
nm,n
r(i) ∈
Γ0 (n) we conclude R
n,1
σm,n(i)
g(Rn,1
σm,n(j)
)−1 ∈ Γ0 (n) and hence(
ρΓ0(n)(g)
)
σm,n(i),σm,n(j)
= 1.
On the other hand assume (ρΓ0(n)(g))k,l = 1 and hence R
n,1
k g(R
n,1
l )
−1 ∈
Γ0 (n). Take any i ∈ σ−1m,n(k). Then there exists a unique j ∈ σ
−1
m,n(l) such
that Rnm,1i g(R
nm,1
j )
−1 ∈ Γ0 (nm). Indeed, for the representative R
nm,1
i with
Rnm,1i = R
nm,n
r(i) R
n,1
k we find R
nm,n
r(i) R
n,1
k g(R
n,1
l )
−1 ∈ Γ0 (n). Therefore there ex-
ists a unique r˜ ∈ Im,n such that R
nm,n
r(i) R
n,1
k g(R
n,1
l )
−1(Rnm,nr˜ )
−1 ∈ Γ0 (nm). For
Rnm,1j = R
nm,n
r˜ R
n,1
l with σm,n(j) = l we then get R
nm,1
i g(R
nm,1
j )
−1 ∈ Γ0 (nm).
Obviously this j is uniquely defined for every i ∈ In with σm,n(i) = k. But this
concludes the proof of the lemma. 
To compare the vector valued period function Pnm~v in (4.6) and the solution ~Φ
of the Lewis equation for the group Γ0 (nm) in (2.25) we need some further results
from [MM05]:
Lemma 4.11. For j ∈ Inm and M(Aσn,m(j)0) =
∑L(Aσn,m(j)0)
s=1 m
(j)
s one finds[
ρ˜n
(
(m(j)s )
−1
)]
lj,0,lj,r
= δs,r+1
where δs,r+1 denotes the Kronecker Delta function.
Since L(Aσn,m(j)0) = kσn,m(j) + 1 we can write φlj,s in expression (2.25) as
φlj,s =
kσn,m(j)∑
r=0
δs+1,r+1 φlj,r =
kσn,m(j)∑
r=0
[ρ˜n((m
(j)
s+1)
−1)]lj,0,lj,r φlj,r
=
[
ρ˜n
(
(m
(j)
s+1)
−1
)
~φ
]
lj,0
.
Replacing the index j ∈ Inm by the index hnm(i) with hnm : Inm → Inm defined
in analogy to the map hn in (4.19) we find for Φhnm(i) in (2.25)
(4.23)
Φhnm(i)(ζ) =
kσn,m(hnm(i))∑
j=0
[
ρ˜n
(
(m
(hnm(i))
j+1 )
−1
)]
~φ]lhnm(i),0
∣∣
β
Kj
(
Aσn,m(hnm(i))
)
(ζ),
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with kσn,m(i) = kAσn,m(i) . Using (4.9) the component Φhnm(i) of
~Φ can be written
as
Φhnm(i) =
kσn,m(i)∑
j=0
[ρ˜n((m
(hnm(i))
j+1 )
−1)~φ]lhnm(i),0
∣∣
β
m
(hnm(i))
j+1 Aσn,m
(
hnm(i)
).
Since kσn,m(i) = L(Aσn,m(i)0)− 1 we write this equation as
(4.24)
Φhnm(i) =
L(Aσn,m(i)0)∑
j=1
[ρ˜n((m
(hnm(i))
j )
−1)~φ]lhnm(i),0
∣∣
β
m
(hnm(i))
j Aσn,m
(
hnm(i)
).
On the other hand consider the vector valued period function Pnm~v in (4.6).
It follows from Lemma 4.10 that
(
ρΓ0(nm)(g)
)
i,j
= 1 leads to(
ρΓ0(n)(g)
)
σm,n(i),σm,n(j)
= 1
and hence with Lemma 4.2 one concludes that[
ρΓ0(nm)(g) Pnm~u
]
j
=
[
ρΓ0(n)(g) Pn~un
]
σm,n(j)
.
Hence Pnm~v in (4.6) has the form(
Pnm~v
)
i
=(4.25)
L(σ
R
nm,1
j
(Bm)0)∑
r=1
[ρΓ0(n)((m
(Bm,i)
r )
−1)Pn~un]σm,n(ΦBm (i))
∣∣
β
m(Bm,i)r σRnm,1i
(Bm).
To relate now Φhnm(i) in (4.24) and (Pnm~v)i in (4.25) we use [Fr05]
Lemma 4.12. For Bm =
(
m
0
0
1
)
the set{(
lhnm(i),0, Aσn,m(hnm(i))
)}
i∈Inm
coincides with the set{(
hn
(
σm,n(ΦBm(i))
)
, σRnm,1i
(Bm)
)}
i∈Inm
.
Indeed lhnm(i),0 = hn
(
σm,n
(
ΦBm(i)
))
and Aσn,m(hnm(i)) = σRnm,1i
(Bm).
To prove Lemma 4.12 we need the following result [Fr05]
Lemma 4.13. For m,n ∈ N and {Rmn,1i }i∈Imn respectively {R
n,1
k }k∈In sys-
tems of representatives for the cosets in Γ0 (nm)\SL(2,Z) respectively {R
n,1
k }k∈In in
Γ0 (n)\SL(2,Z) with R
mn,1
i ∈ Γ0 (n)Rσm,n(i)
n,1 and Bn =
(
n
0
0
1
)
and Bm =
(
m
0
0
1
)
one has for all i ∈ Inm
BnBmR
nm,1
i ∈ SL(2,Z)Ahn(σm,n(ΦBm (i))) σRnm,1i
(Bm).
Proof. Take an i ∈ Inm. From (4.7) it follows that
BmR
nm,1
i ∈ Γ0 (nm)R
nm,1
ΦBm (i)
σRnm,1i
(Bm).
But by assumption
Rnm,1ΦBm (i)
∈ Γ0 (n)R
n,1
σm,n(ΦBm (i))
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and again by (4.7) we get
BnR
n,1
σm,n(ΦBm (i))
∈ SL(2,Z)σRn,1
σm,n(ΦBm
(i))
(Bn).
Therefore
Rnm,1ΦBm (i)
∈ Γ0 (n)B
−1
n SL(2,Z)σRn,1
σm,n(ΦBm
(i))
(Bn)
and hence
BmR
nm,1
i ∈ Γ0 (n)B
−1
n SL(2,Z)σRn,1
σm,n(ΦBm
(i))
(Bn)σRnm,1i
(Bm).
Therefore there exists γ0 ∈ Γ0 (n) such that
BmR
nm,1
i ∈ γ0B
−1
n SL(2,Z)σRn,1
σm,n(ΦBm
(i))
(Bn)σRnm,1i
(Bm).
A simple calculation shows that γ0B
−1
n = B
−1
n γ
0 with γ0 ∈ Γ0(1, n) ⊂ SL(2,Z).
Hence
BmR
nm,1
i ∈ B
−1
n SL(2,Z)σRn,1
σm,n(ΦBm
(i))
(Bn)σRnm,1i
(Bm).
Since Lemma 4.7 implies
σRn,1
σm,n(ΦBm
(i))
(Bn) = Ahn(σm,n(ΦBm (i))),
one arrives finally at
BnBmR
nm,1
i ∈ SL(2,Z)Ahn(σm,n(ΦBm (i))) σRnm,1i
(Bm).

Proof of Lemma 4.12. According to Relation 4.15(
0
−nm
1
0
)
Rnm,1i ∈ SL(2,Z)Ahnm(i)
and therefore also
(4.26) BnBmR
nm,1
i ∈ SL(2,Z)Ahnm(i).
Lemma 2.5 for j = 0 shows the existence of g ∈ SL(2,Z) such that
g Alhnm(i),0 Aσn,m(hnm(i)) = Ahnm(i).
Inserting this into (4.26) leads to
BnBmR
nm,1
i ∈ SL(2,Z)Alhnm(i),0 Aσn,m(hnm(i)).
On the other hand Lemma 4.13 shows that
BnBmR
nm,1
i ∈ SL(2,Z)Ahn(σm,n(ΦBm (i))) σRnm,1i
(Bm).
Hence there exists γ ∈ SL(2,Z) such that
g Ahn(σm,n(ΦBm (i))) σRnm,1i
(Bm) = Ahnm(i) = γ Alhnm(i),0 Aσn,m(hnm(i)).
Then Lemma 4.5 implies that
lhnm(i),0 = hn(σm,n(ΦBm(i))) and Aσn,m(hnm(i)) = σRnm,1i
(Bm).

Summarizing we therefore have shown [Fr05]
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Lemma 4.14. Let ~φ be a solution of the Lewis Equation (2.9) for Γ0 (n) with
~φ = HnPn~u and ~u = Πnu the vector valued Maass form of u ∈ S(n, β). Then the
solution ~Φ = (Φj)j∈Inm of (2.9) for Γ0 (nm) in Theorem 2.6 can be expressed as
~Φ = Hnm Pnm~v.
Thereby Pnm~v is the old period function in (4.6) with ~v = Πnmv and v the old
Maass cusp form v = u
∣∣
0
Bm ∈ S(nm, β) determined by u ∈ S(n, β).
Proof. Assume ~φ = Hn Pn~u. We have already shown that ~φ can be written
in the form as given in (4.24). Applying Lemma 4.10 and Lemma 4.12 we find
Φhnm(i) =
L(Aσn,m(i)0)∑
j=1
[
Hn ρΓ0(n)
(
(m
(hnm(i))
j )
−1
)
H−1n ~φ
]
hn(σm,n(ΦBm (i)))∣∣∣
β
m
(hnm(i))
j σRnm,1i
(Bm).
Inserting ~φ = Hn Pn~u we find
Φhnm(i) =
L(Aσn,m(i)0)∑
j=1
[
Hn ρΓ0(n)
(
(m
(hnm(i))
j )
−1
)
Pn~u
]
hn(σm,n(ΦBm (i)))∣∣∣
β
m
(hnm(i))
j σRnm,1i
(Bm)
=
L(Aσn,m(i)0)∑
j=1
[
ρΓ0(n)
(
(m
(hnm(i))
j )
−1
)
Pn~u
]
σm,n(ΦBm (i))
(4.27)
∣∣∣
β
m
(hnm(i))
j σRnm,1i
(Bm).
Using again Lemma 4.12 shows that Aσn,m(i) = σRnm,1j
(Bm). Therefore the num-
bers L(Aσn,m(i)0) in (4.27) and L(σRnm,1j
(Bm)0) in (4.25) coincide. Since also the
matrices m
(hnm(i))
j in (4.27) and m
(Bm,i)
r in (4.25) coincide, the identity Φhnm(i) =
(Pnm~v)i holds. 
5. Hecke operators for Γ0 (n)
Proposition 4.3 allows us to introduce the following operators:
Definition 5.1. For n ∈ N define
(5.1) Hn,m : S(n, β)→ S(n, β) by Hn,m(u) =
(
u
∣∣
0
Bm
)∣∣
0
∑
j
Rnm,nj .
Obviously Hn,1 is the identity map u 7→ u.
Proposition 5.2. For coprime n,m ∈ N, the operator Hn,m can be written as
Hn,mu = u
∣∣
0
∑
A∈X⋆m
A with X⋆m given in (2.20).
For reasons of simplicity we shall identify the operator Hn,pν with gcd(n, p) = 1
with the sum
∑
A∈X⋆
pν
A when acting on Maass cusp forms.
To prove Proposition 5.2 we need the following
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Lemma 5.3. For n,m ∈ N, gcd(n,m) = 1, there exists for every j ∈ Inm,n a
matrix A(j) ∈ X⋆m such that BmR
nm,n
j
(
A(j)
)−1
∈ Γ0(n). The map j 7→ A(j) is
bijective.
Proof. Consider a system of representatives {Rnm,nj }j∈Inm,n as given in (3.2).
Since Rnm,nj ∈ Γ0 (n) ⊂ SL(2,Z) there exists, as shown in [Mu¨05], an element
A(j) ∈ X⋆m such that γj = BmRj
nm,n
(
A(j)
)−1
∈ SL(2,Z).
We have to show that γj ∈ Γ0 (n): Since R
nm,n
j ∈ Γ0 (n) we find
γj =
(
m
0
0
1
)(
a
nc
b
d
)(
α
0
β
δ
)−1
=
(
maα−1
ncδ
m
−βa
−ncβ+dα
m
)
∈ SL(2,Z).
Since gcd(m,n) = 1 we conclude m | cδ and hence γj ∈ Γ0(n).
To show that the mapping j 7→ A(j) is injective we consider a j′ ∈ Inm,n such
that A(j′) = A(j). Put g = Rnm,nj
(
Rnm,nj′
)−1
. By construction
γj γ
−1
j′ = BmR
nm,n
j
(
A(j)
)−1 (
BmR
nm,n
j′
(
A(j′)
)−1)−1
= Bm g B
−1
m ∈ Γ0(n,m).
Lemma 3.2 shows that g ∈ Γ0 (nm). Hence R
nm,n
j and R
nm,n
j′ are representatives
of the same right coset, implying j = j′.
To finish the proof, we have to show surjectivity of the mapping j 7→ A(j).
Since gcd(n,m) = 1 we know [SL(2,Z) : Γ0 (n)] = [Γ0 (n) : Γ0 (mn)]. Hence
the cardinalities of In, Imn,n and, since the map in (2.15) is bijective, of X
⋆
n are
equal. 
Proof of Proposition 5.2. By Definition 5.1 and Lemma 5.3 we have
Hn,m(u) = u
∣∣
0
∑
j
BmR
nm,n
j = u
∣∣
0
∑
j
A(j) = u
∣∣
0
∑
A∈X⋆m
A.

Theorem 5.4. For fixed n ∈ N the family of operators Hn,m, m ∈ N, satisfies
Hn,pHn,pe =


Hn,pe+1 for prime p | n, e ∈ N
Hn,pe+1 + p
(
p
0
0
p
)
Hn,pe−1 for prime p 6 | n, e > 1,
Hn,p2 + (p+ 1)
(
p
0
0
p
)
Hn,1 for prime p 6 | n, e = 1 and,
Hn,mHn,m′ = Hn,mm′ for (m,m
′) = 1.
Proof. Take an u ∈ S(n, β). For p prime we consider the three cases
p | n, p 6 | n with e = 1 and p 6 | n with e ≥ 2 separately.
In the case p | n we find by using Definition 5.1 and Lemma 3.7
Hn,pe+1u =
(
u
∣∣
0
Bpe+1
)∣∣
0
∑
l∈I
npe+1,n
Rnp
e+1,n
l
= u
∣∣
0
∑
l∈I
npe+1,n
Bpe+1 R
npe+1,n
l
= u
∣∣
0
∑
i∈Inp,n

 ∑
j∈Inpe,n
Bpe R
npe,n
j

 BpRnp,ni
= Hn,pHn,peu.
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Consider next the case p 6 | n: We know from Proposition 5.2 that the operators
Hn,pe can be expressed for all e ≥ 1 and for p prime with p 6 | n in terms of the
elements A ∈ X⋆pe as Hn,pe =
∑
A∈X⋆
pe
A for all e ≥ 1. Hence it is enough to
determine the matrices in the set Xp
⋆ ·Xpe
⋆ = {A · B,A ∈ X⋆p , B ∈ X
⋆
pe}.
For e = 1 one finds
Lemma 5.5. For p prime
X⋆p ·X
⋆
p = X
⋆
p2 ∪
{(
p
0
0
p
)}
∪
{(
p
0
0
p
)
T b; 0 ≤ b ≤ p− 1
}
.
Proof. Since for p prime
X⋆p = {
(
1
0
b
p
)
; 0 ≤ b ≤ p− 1} ∪ {
(
p
0
0
p
)
}
we find for X⋆p ·Xp
⋆:
X⋆p ·X
⋆
p =
{(
1
0
b
p
)(
1
0
b′
p
)
; 0 ≤ b ≤ p− 1, 0 ≤ b′ ≤ p− 1
}
∪
{(
1
0
b
p
)(
p
0
0
1
)
; 0 ≤ b ≤ p− 1,
}
∪
{(
p2
0
0
1
)}
∪
{(
p
0
0
1
)(
1
0
b′
p
)
; 0 ≤ b′ ≤ p− 1
}
and hence, splitting the sets into a part having coprime entries and noncoprime
entries,
X⋆p ·X
⋆
p =
{(
1
0
b′+bp
p2
)
; 0 ≤ b ≤ p− 1, 0 ≤ b′ ≤ p− 1
}
∪
{(
p
0
b
p
)
: 1 ≤ b ≤ p− 1
}
∪
{(
p2
0
0
1
)}
∪
{(
p
0
0
p
)}
∪
{(
p
0
pb′
p
)
; 0 ≤ b′ ≤ p− 1
}
.
Using
{(
p
0
0
p
)}
∪
{(
p
0
pb′
p
)
, 0 ≤ b′ ≤ p− 1
}
=
{(
p
0
0
p
) (
1+
p−1∑
b=0
T b
)}
and, noticing that b′ + bp above runs through all integers {0, . . . , p2 − 1},
X⋆p2 =
{(
1
0
b′+bp
p2
)
; 0 ≤ b ≤ p− 1, 0 ≤ b′ ≤ p− 1
}
∪
{(
p
0
b
p
)
; 1 ≤ b ≤ p− 1
}
∪
{(
p2
0
0
1
)}
the proof of Lemma 5.5 is finished. 
For e ≥ 2 on the other hand one has
Lemma 5.6. For e ≥ 2 one has
X⋆p ·X
⋆
pe = X
⋆
pe+1 ∪
p−1⋃
l=0
(
p
0
0
p
)(
1
0
l
1
)
X⋆pe−1 .
Proof. For
X⋆pe = ∪
{(
pe
0
0
1
)}
∪
{(
1
0
b0
pe
)
; 0 ≤ b0 ≤ p
e − 1
}
∪
e−1⋃
j=1
{(
pj
0
bj
pe−j
)
; 1 ≤ bj ≤ p
e−j − 1, gcd(bj, p) = 1)
}
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and
X⋆p =
{(
p
0
0
1
)}
∪
{(
1
0
a0
p
)
; 0 ≤ a0 ≤ p− 1
}
we find for X⋆p ·X
⋆
pe :
X⋆p ·X
⋆
pe ={(
pe+1
0
0
1
)}
∪
{(
1
0
b0+a0p
e
pe+1
)
; 0 ≤ a0 ≤ p− 1, 0 ≤ b0 ≤ p
e − 1
}
∪
e−1⋃
j=1
{(
pj
0
bj+a0p
e−j
pe+1−j
)
; 0 ≤ a0 ≤ p− 1, 1 ≤ bj ≤ p
e−j − 1, gcd(p, bj) = 1
}
∪
e−1⋃
j=1
{(
pj+1
0
pbj
pe−j
)
; 1 ≤ bj ≤ p
e−j − 1, gcd(p, bj) = 1
}
∪
{(
pe
0
a0
p
)
; 0 ≤ a0 ≤ p− 1
}
∪
{(
p
0
pb0
pe
)
; 0 ≤ b0 ≤ p
e − 1
}
.
Since b˜0 := b0+ a0p
e takes the values {0, . . . , pe+1− 1} for 0 ≤ b0 ≤ pe− 1 and 0 ≤
a0 ≤ p−1 and b˜j := b0+a0pe−j takes the values {1 ≤ l ≤ pe−j+1−1, gcd(l, p) = 1}
for 0 ≤ a0 ≤ p− 1 and 1 ≤ bj ≤ pe−j − 1 we get
X⋆p ·X
⋆
pe = X
⋆
pe+1 ∪
e−1⋃
j=1
{(
pj+1
0
pbj
pe−j
)
; 1 ≤ bj ≤ p
e−j − 1, gcd(p, bj) = 1
}
∪
{(
p
0
pb0
pe
)
; 0 ≤ b0 ≤ p
e − 1
}
= X⋆pe+1 ∪
(
p
0
0
p
)
Ye
with
Ye =
{(
1
0
b0
pe−1
)
; 0 ≤ b0 ≤ p
e − 1
}
∪
e−1⋃
j=1
{(
pj
0
bj
pe−j−1
)
; 1 ≤ bj ≤ p
e−j − 1, (p, bj) = 1
}
.
Let us consider the different subsets of Ye more in detail:
• For j = 0 we can write b0 satisfying 0 ≤ b0 ≤ pe − 1 uniquely as as
b0 = k0 + lp
e−1 for some 0 ≤ k0 ≤ pe−1 − 1 and some 0 ≤ l ≤ p− 1. On
the other hand we see that each k0 + lp
e−1 with 0 ≤ k0 ≤ p
e−1 − 1 and
0 ≤ l ≤ p− 1 satisfies 0 ≤ k0 + lpe−1 ≤ pe − 1. Hence
{(
1
0
b0
pe−1
)
; 0 ≤ b0 ≤ p
e − 1
}
=
p−1⋃
l=0
{
T l
(
1
0
k0
pe−1
)
; 0 ≤ k0 ≤ p
e−1 − 1
}
.
• For 0 < j < e− 1 we can write bj satisfying 0 ≤ bj ≤ pe−j − 1 uniquely as
bj = kj + lp
e−j−1 for some 0 ≤ kj ≤ pe−j−1 − 1 and some 0 ≤ l ≤ p− 1.
On the other hand we see that each kj+ lp
e−j−1 with 0 ≤ kj ≤ pe−j−1−1
and 0 ≤ l ≤ p− 1 satisfies 0 ≤ kj + lp
e−j−1 ≤ pe−j − 1. Furthermore the
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condition gcd(bj , p) = 1 is equivalent to gcd(kj , p) = 1. Hence
e−1⋃
j=1
{(
pj
0
bj
pe−1−j
)
; 1 ≤ bj ≤ p
e−j − 1, gcd(p, bj) = 1
}
=
p−1⋃
l=0
{
T l
(
pj
0
kj
pe−j−1
)
; 1 ≤ kj ≤ p
e−1−j − 1, gcd(p, kj) = 1
}
.
• For j = e− 1 and be−1 with 0 ≤ be−1 ≤ p− 1 finally we see
(
pe−1
0
be−1
1
)
=
T be−1
(
pe−1
0
0
1
)
. Hence
{(
pe−1
0
be−1
1
)
; 0 ≤ be−1 ≤ p− 1
}
=
p−1⋃
l=0
{
T l
(
pe−1
0
0
1
)}
.
Summarizing the discussion above then shows that Ye =
⋃p−1
l=0 T
lX⋆
pe−1
, which
proves Lemma 5.6. 
Lemma 5.5 and Lemma 5.6 together with Proposition 5.2 prove the composition
laws for the operators Hn,m in Theorem 5.4 for prime p.
To prove it for arbitrary m,m′ ∈ N0 with gcd(m,m′) = 1 we use Definition 5.1
and Lemma 3.8 to get
Hn,mm′u =
(
u
∣∣
0
Bmm′
)∣∣
0
∑
l
Rmm
′n,n
l
= u
∣∣
0
∑
l
Bmm′ R
mm′n,n
l
= u
∣∣
0
∑
i

∑
j
Bm′ R
m′n,n
j

 BmRmn,ni
= Hn,mHn,m′u.
This completes the proof of Theorem 5.4. 
From this Theorem we also get
Corollary 5.7. The operators Hn,m, m ∈ N, commute.
Proof. We only have to show that Hn,pHn,pe = Hn,peHn,p for p prime, p 6 | n
and arbitrary e ∈ N. This we show by induction on e. For e = 1 the operators
trivially commute. Assume they commute for all 1 ≤ e ≤ N . Then one gets by
Theorem 5.4
Hn,pHn,pN+1 = Hn,p
(
Hn,pHn,pN − p
(
p
0
0
p
)
Hn,pN−1
)
=
(
Hn,pHn,pN − p
(
p
0
0
p
)
Hn,pN−1
)
Hn,p
= Hn,pN+1Hn,p.

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6. Proof of Theorem 2.14
The results of the preceeding sections lead to a simple interpretation of the
operators T˜n,m in (2.28) for arbitrary n and m.
Theorem 6.1. For n,m ∈ N and u ∈ S(n, β) we have
T˜n,mHnPnΠnu = HnPnΠnHn,mu.
S(n, β)
S(n, β)
❄
Hn,m
✲
Hn Pn Πn
FE(n, β)
✲
Hn Pn Πn
FE(n, β)
❄
T˜n,m
Figure 1. The relation between the operators Hn,m in Defini-
tion 5.1 and T˜n,m in Theorem 2.13. Theorem 6.1 shows that the
diagram commutes.
Proof of Theorem 6.1. For u ∈ S(n, β) and Hn,m the Hecke operators in
Definition 5.1 consider the Maass wave form u′ = Hn,mu ∈ S(n, β). Denote the
corresponding vector valued Maass wave form by ~u′ = (u′i)i∈In := ΠnHn,mu. The
vector valued period function Pn~u′ then has the form(
Pn~u′
)
i
(ζ) =
∫ ∞
0
η(u′i, R
β
ζ ) =
∫ ∞
0
η
(
(ΠnHn,mu)i, R
β
ζ
)
=
∫ ∞
0
η
(
(Hn,mu)
∣∣
0
Rn,1i , R
β
ζ
)
, i ∈ In.
Inserting the definition of the operator Hn,m leads to
(6.1)
(
Pn~u′
)
i
(ζ) =
∫ ∞
0
η
((
u|0Bm
∑
j∈Inm,n
Rnm,nj
)∣∣
0
Rn,1i , R
β
ζ
)
and hence (
Pn~u′
)
i
(ζ) =
∫ ∞
0
η
(
(v
∣∣
0
∑
j∈Inm,n
Rnm,nj )
∣∣
0
Rn,1i , R
β
ζ
)
where v = u
∣∣
0
Bm is an old Maass form for the group Γ0 (nm) according to Propo-
sition 4.3. Lemma 4.4 implies
(Pn ~u′)i =
∑
l∈σ−1m,n(i)
(Pnm~v)l.
But by Lemma 4.14 we know that ~Φ = Hnm(Pnm~v) if ~φ = Hn(PnΠnu) and hence
we get
(Pn ~u′)i =
∑
l∈σ−1m,n(i)
(Pnm~v)l =
∑
l∈σ−1m,n(i)
Φhnm(l)
HECKE ALGEBRA 29
Lemma 4.8 shows that σm,n
(
hnm(l)
)
= hn(i) for all l ∈ σ−1m,n(i). Hence we write
the equation above as
(Pn~u′)i =
∑
l∈σ−1m,n(i)
Φhnm(l) =
∑
l′∈σ−1m,n(hn(i))
Φl′
Inserting the definition of the solution ~Φ in Theorem 2.6 we see that∑
l′∈σ−1m,n(hn(i))
Φl′ =
(
T˜n,m~φ
)
hn(i)
.
Since ~φ = Hn(PnΠnu) we finally get
(6.2) (Pn ~u′)i =
(
T˜n,mHnPnΠnu
)
hn(i)
and hence
HnPn~u′ = T˜n,mHnPnΠnu.

Proof of Theorem 2.14. Theorem 2.14 follows now immediately from The-
orem 5.4 and Theorem 6.1 above. 
Remark 6.2. Proposition 3.13 in [MM05], establishing the relation between
T˜n,m and the Atkin-Lehner type ordinary Hecke operator S(n, β) → S(n, β); u 7→
u
∣∣
0
∑
A∈Xm
A for m prime and gcd(n,m) = 1, is now a simple corollary of our
Theorem 6.1.
Remark 6.3. In his diploma thesis [Fr05] M. Fraczek gives also an explicit
form of the Fricke element when acting on vector valued period functions for the
groups Γ0 (n).
References
[AL70] A. O. L. Atkin and J. Lehner, Hecke operators on Γ0(m), Math. Ann. 185 (1970),
134–160.
[DH04] A. Deitmar and J. Hilgert, The Lewis correspondence for submodular groups, e-arxiv
(2004). http://arXiv.org/abs/math/0404067.
[Fr05] M. Fraczek, Spezielle Eigenfunktionen des Transfer Operators fu¨r Hecke Kongruenz
Untergruppen, Diploma Thesis, Clausthal University (2005).
[HMM05] J. Hilgert, D. Mayer and H. Movasati, Transfer operators for Γ0(n) and the Hecke
operators for period functions of PSL(2, Z), Math. Proc. Camb. Phil. Soc. 139 (2005),
81–116.
[Iw02] H. Iwaniec, Spectral Methods of Automorphic Forms, Graduate Studies in Math. 53,
American Mathematical Society, 2002.
[LZ01] J. Lewis and D. Zagier, Period functions for Maass wave forms. I, Ann. of Math. 153
(2001), 191–258.
[MM05] D. Mayer and T. Mu¨hlenbruch, From the transfer operator for geodesic flows on modular
surfaces to the Hecke operators on period functions of Γ0(n), in: Dynamical Systems:
from Algebraic to Topological Dynamics, Proccedings of the ESF-Exploratory Work-
shop, 5-9 July 2004, Bonn, Contemporary Mathematics 385 (2005), 137–161, American
Mathematical Society.
[Mu¨04] T. Mu¨hlenbruch, Hecke operators on period functions for the full modular group, IMRN
77 (2004), 4127–4145
[Mu¨05] T. Mu¨hlenbruch, Hecke operators on period functions for Γ0(N), J. of Number Theory
118 (2006), 208–235.
[Mi89] T. Miyake, Modular Forms, Springer-Verlag, 1989,
[Sa95] P. Sarnak, Arithmetic quantum chaos, Israel Math. Conf. Proc. 8 (1995), 183–236.
30 M. FRACZEK, D. MAYER, AND T. MU¨HLENBRUCH
Institut fu¨r Theoretische Physik, Technische Univerista¨t Clausthal, Clausthal-
Zellerfeld, Germany
E-mail address: marekf@gmx.net
Institut fu¨r Theoretische Physik, Technische Univerista¨t Clausthal, Clausthal-
Zellerfeld, Germany
E-mail address: dieter.mayer@tu-clausthal.de
Institut fu¨r Theoretische Physik, Technische Univerista¨t Clausthal, Clausthal-
Zellerfeld, Germany
E-mail address: tobias.muehlenbruch@tu-clausthal.de
