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Sedimentation velocity experiments reveal information about molecular weight and shape of
sedimenting macromolecules. The observables in such experiments are the sedimentation and
diffusion coefficients and the concentration of individual solutes. We have developed parallel
optimization algorithms that allow us to extract molecular parameters from mixtures of macro-
molecules using a nearly model-independent approach. Using a combination of deterministic
and stochastic optimization, we are able to fit complex analytical ultracentrifugation experi-
ments globally with excellent convergence properties. Our software uses the TIGRE grid mid-
dleware to distribute the computing effort to Teragrid and other computing resources, and offers
a public web portal for the hydrodynamic analysis of AUC experiments1 . Our solutions pro-
vide unparalleled resolution, and allow us to characterize polymerization events, aggregation
and provide high resolution information in structure and function studies in the solution state.
1 Introduction
The sedimentation and diffusion transport of a solute observed in an analytical ultra-
centrifugation (AUC) sedimentation velocity experiment is described by the Lamm
equation2. Mixtures of solutes can be modeled well by a linear combination of finite
element solutions of the Lamm equation3, 4 where each term represents a different solute
in the mixture. The sedimentation (sk) and diffusion coefficients (Dk) are parameters of
the Lamm equation, and define uniquely the molecular weight and shape of each solute
k in the mixture, while the amplitude of each term determines the partial concentration
(ck). In an AUC experiment the goal is to correctly determine s, D, c as well as n, the
number of solutes present in the mixture. The inverse problem of fitting experimental
data to simulations of Lamm equation systems represents a difficult optimization problem
which is nonlinear with respect to the fitting parameters. We present here a method
for evaluating experimental data by applying multiple optimization algorithms in series
for obtaining the most likely parsimonious parameter distribution that satisfies Occam’s
razor. Our approach is implemented on a parallel computing platform utilizing the
globus-based TIGRE grid middleware5 which can be conveniently accessed through a
web portal. Results can be further analyzed with the UltraScan software6, 7. Our approach
includes algorithms for initialization, systematic noise deconvolution, parameter search
and parsimonious regularization.
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2 Initialization
The parameter search requires an initialization step which identifies the limits of the do-
mains of two of the fitting parameters, s, and D. If the experimental data contain signif-
icant amount of time invariant systematic noise, the s limits are conveniently identified
with the time-derivative method by Stafford, which yields a model-free transformation of
the primary data that eliminates any time invariant noise contributions8. A more accu-
rate initialization can be obtained from the experimental data by the enhanced van Holde
- Weischet method9, which yields a model-independent, diffusion-corrected sedimentation
distribution for cases where time invariant noise is not significant. Accurate limits for D
are difficult to obtain reliably by model-independent means, and require prior knowledge
and parameterization by the frictional ratio, fr:
Dk =
RT
18πN
[
2(1− ν¯kρ)
s ν¯
] 1
2
(ηfr,k)
− 23 (1)
where R is the gas constant, T the temperature in Kelvin, N is Avogadro’s number, η
and ρ are the viscosity and density of the solvent, and ν¯k is the partial specific volume of
solute k. Values for fr are chosen based on the analyte under investigation, for example
1-2 for globular macromolecules, 1.5-3 for disordered or denatured proteins, or values up
to 10 for elongated molecules such as long nucleic acids, fibrils or amyloid aggregates. For
unknown systems a sufficiently large range can also be chosen, but in those cases additional
refinement steps may be required.
3 Time-Invariant Noise Reduction and 2-Dimensional Spectrum
Analysis Parameter Search
The precision of parameter estimation is inversely correlated with the experimental noise
present in the primary data. It is therefore important that systematic noise contributions
resulting from instrument flaws are accounted for and that stochastic noise contributions
are attenuated using Monte Carlo (MC) methods10. We have shown that systematic noise
contributions can be effectively eliminated using algebraic means11. Experimental design
considerations can further improve noise characteristics, for example, by using intensity
measurements instead of absorbance measurements, stochastic noise is reduced by a factor
of ≈ √2 by not subtracting the reference signal. This subtraction leads to the convolution
of two stochastic noise vectors and an increase in the stochastic noise. In the first optimiza-
tion step we perform a 2-dimensional spectrum analysis between the limits determined
above in section 2 as described by Brookes et al.12. Briefly, a divide and conquer algorithm
is employed to search multiple coarse-grained subgrids spanning the entire 2-dimensional
parameter range in s and fr. Each grid point is an element in a linear combination of fi-
nite element solutions of the Lamm equation, whose amplitudes are determined in a least
squares fit using the non-negatively constrained linear least squares (NNLS) fitting algo-
rithm13. By combining the results from multiple relatively coarse grids that are slightly
offset against each other, a high-resolution, 2-dimensional spectrum analysis (2DSA) is
obtained. The result is a sparse matrix identifying potential signals in the sample.
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4 Parsimonious Regularization of the 2DSA Grid Using Genetic
Algorithms
After performing the 2DSA analysis, a sparse grid identifying potential solutes is obtained.
However, due to the presence of experimental noise and due to the degeneracy resulting
from fitting with an overdetermined system the result is subject to the presence of false
positives. While such effects cannot be entirely eliminated, a parsimonious regularization
can improve the solution significantly by providing a solution that satisfies Occam’s razor.
Occam’s razor states that the solution with the greatest parsimony of parameters resulting
in nearly the same residual mean square deviation (RMSD) as another less parsimonious
solution is to be preferred. We have implemented a second step in the optimization pro-
cess which takes advantage of a genetic algorithm (GA) approach. In this approach, we
initialize the GA analysis with parameter constraints obtained by drawing 2-dimensional
boundaries with user-defined width around each solute. Overlaps between adjacent boxes
are eliminated by further subdividing existing boxes to create new, non-overlapping boxes.
During fitting, parameters are adjusted in an evolutionary approach based on fitness:
fitness = RMSD ∗
(
1 + (rf ∗ nz(x))2
)
(2)
where nz is the cardinality of solution x and rf is a regularization factor applying RMSD
penalties to increase parsimony14.
5 Global Multi-Speed Genetic Algorithm Monte Carlo Refinement
In order to enhance the information content of AUC experiments, data from multiple ex-
periments performed at different speeds can be combined in a global fit. In high speed
experiments, sedimentation signals are enhanced, in low speed experiments diffusion sig-
nals are improved. GA-MC analysis can be performed globally by constraining the solute
model to all datasets. Table 1 lists results from a simulated 5-component system with het-
erogeneity in both shape and molecular weight (realistic noise added), representing a linear
elongation event, performed at both 20 krpm and 60 krpm.
Solute Molecular Weight (kD) Partial Concentration Frictional Ratio, f/f0
1 24.26 (24.20, 24.33) [25] 0.0972 (0.0966, 0.0982) [0.1] 1.21 (1.21, 1.21) [1.2]
2 48.04 (47.74, 48.46) [50] 0.102 (0.101, 0.104) [0.1] 1.41 (1.40, 1.42) [1.4]
3 100.2 (97.96, 101.8) [100] 0.0995 (0.0982, 0.101) [0.1] 1.65 (1.63, 1.67) [1.6]
4 198.0 (194.2, 200.8) [200] 0.0996 (0.0989, 0.101) [0.1] 1.84 (1.82, 1.86) [1.8]
5 385.3 (380.4, 394.0) [400] 0.100 (0.100, 0.101) [0.1] 2.01 (1.99, 2.04) [2.0]
Table 1. GA-MC results for a global fit of a multispeed 20/60 krpm experiment (described in text). The results
demonstrate remarkable agreement with the target. Parentheses: 95% confidence intervals; square brackets: target
value. All values rounded off to 3 or 4 significant digits.
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