Introduction
In this paper we consider the differential equation
where c ≥ 0 and f : R × R → R is doubly periodic; that is,
f (t + T, u) = f(t, u + S) = f(t, u)
for all (t, u) and fixed periods T and S. This equation will be called degenerate if the perturbed equationü + cu = f (t, u) + s (1.2) has no periodic solutions for any real number s = 0. The simplest degenerate equation appears when the force only depends on time, f = f (t), and has zero average. A less obvious example of degenerate equation is u + sin(t + u) = 0 .
3)
The degeneracy of this equation was first proved in [2] . Degenerate equations are rare but they seem to be relevant for the complete understanding of equations of pendulum-type. The concept of degeneracy first appeared in the study of the periodic problem for (1.1). Actually, a well known open problem for the forced pendulum is to decide if the equation
is degenerate for some periodic forcing h(t) (see [6, 16, 14, 15] and also [5] for a related problem). More recently the notion of degeneracy has appeared in connection with several dynamical questions. When c is positive and the period T is not too large, the existence of asymptotically stable periodic solutions is linked to the nondegeneracy of the equation (see [19, 20, 7] ). When c = 0 degeneracy can be described in terms of the action functional (see [26, 25] ) and the nondegeneracy of the equation becomes a sharp condition for the existence of subharmonic solutions. Actually, for the forced pendulum equation, it is always a necessary condition and it is also sufficient when the period is not too large. This was proved in [27] . Previous results on subharmonic solutions can be seen in [10] or [18] . Nondegeneracy has also appeared in recent works on the existence of heteroclinic and homoclinic solutions [23, 3, 27] . Our task in this paper will be the study of degenerate equations. First, in Sec. 2, we shall prove that degeneracy is equivalent to the existence of a continuum of periodic solutions satisfying certain properties. This characterization does not depend on (1.2) but on the structure of the set of periodic solutions of (1.1). The proof of this result is obtained by a combination of standard results in bifurcation theory and an idea for the study of degenerate equations taken from [26] . Section 3 is devoted to the study of the dynamics of degenerate equations. First we shall prove that any bounded solution must converge to a T -periodic solution. In particular this implies the nonexistence of subharmonic or more complicated recurrent solutions. Later we study the stability properties of the continuum of periodic solutions and the boundedness of the rest of solutions. Section 4 contains the main result of the paper. It describes a method to parametrize the family of degenerate equations. The parameter will be a function Φ in two variables which satisfies simple conditions of periodicity and monotonicity. Our approach is reminiscent of the construction of Jacobi fields in the classical theory of Calculus of Variations (see for instance [12] ). The parametrization described in Sec. 4 can be used as a tool in the study of degenerate equations and this is done in Sec. 5. This section is initiated with the construction of examples of degenerate equations which correspond to simple choices of the parameter Φ. They include (1.3). Later we employ the parametrization to find some new properties of degenerate equations. Inspired by the theory of Jacobi fields we finish the paper with a discussion on degenerate first order equations. In particular we show that, in contrast with (1.4), degeneracy can be easily described for the equatioṅ u + sin u = h(t) . Notation 1.1. We will denote by C n the space of n-times continuously differentiable functions u : R → R, and by C n T its subspace of T -periodic functions. Given a function u in C n T , the average is denoted byū := 1/T T 0 u dt. For functions of two variables (t, x), we will say that f ∈ C m,n when f, ∂f/∂t, . . . , ∂ m f/∂t m exist and admit n-derivatives with respect to x, which are continuous in the (t, x) variables.
Equivalent Definitions of Degeneracy
In this paper we will be especially concerned with the T -periodic solutions of the equationü
where c ≥ 0 is a parameter defining the friction and the nonlinearity f : R×R → R is a continuous function which is doubly periodic
and for which (2.1) has uniqueness of the initial value problem. Note that we are not assuming anything about the mean value of f (t, x). Though we cannot even guarantee the existence of a single T -periodic solution to (2.1), using the Lyapunov-Schmit reduction method in connection with upper and lower solutions arguments we know that the perturbed equation
has a T -periodic solution if and only if s − ≤ s ≤ s + , where s − ≤ s + are two numbers depending on f and c: the degeneracy corresponds to the case where s − = 0 = s + . More details on the existence of s ± can be seen in [14] .
Definition 2.1. The Eq. (2.1) is said to be degenerate when the perturbed Eq. (2.2) has no T -periodic solutions for any s = 0. Under the same condition, the nonlinearity f (t, x) itself is said to be degenerate.
As mentioned in the introduction, an example of degenerate equation is
where h is a T -periodic function. Note that this equation admits in fact an unbounded path of T -periodic solutions, which differ by a constant only. Another example (see [2, 27] ) is given bÿ
where g is an S-periodic function. Just multiply both sides of the corresponding perturbed equation byu + ω and integrate over [0, T ] to obtain s = 0. Also in this case we can construct an unbounded path of T -periodic solutions, namely u ξ (t) = z(t + ξ) − ωt where the function z(t) satisfiesz = g(z), z(0) = 0, z(T ) = S. An energy argument shows that this boundary value problem has a unique solution (see [21] ). We will show hereafter that the existence of an unbounded path of periodic solutions is indeed a general fact for degenerate equations, which affects their dynamics in a very strong way.
The set of all T -periodic solutions of (2.1) will be denoted by T . We shall see it as a metric space immersed in C 0 T . It is easy to deduce from the equation that the C 2 T -norm induces the same topology on T . Also one can prove that T is locally compact and the inequality below holds for every function u ∈ T ,
where C is a constant that only depends on f ∞ . We are going to characterize degeneracy in terms of the structure of T . To start with, let us restate the notion of degeneracy in the context of the Lyapunov-Schmidt reduction. Split Eq. (2.1) into an auxiliary equation
and a bifurcation equation
What is the interest of the Lyapunov-Schmidt reduction should be now clear: the auxiliary equation is exactly our perturbed Eq. (2.2), and then degeneracy simply means that every solution to the auxiliary equation automatically solves the bifurcation equation.
Then well known results on the alternative equation (see for instance [8] ) yield the existence of a subset C ⊂ T such that:
• C is connected and closed in T • {u(0) : u ∈ C} ≡ R.
We will refer to such a set as a complete set of T -periodic solutions to Eq. (2.1).
In fact one can go a little bit further with the same techniques of [8] and prove the following: given a closed interval I of R and τ ∈ R there exists C τ,I ⊂ T which is closed, connected and such that {u(τ ) : u ∈ C τ,I } ≡ I .
We are ready to prove the characterization which is the main result of this section, and a key point of all the future arguments: degeneracy happens exactly when an equation has too many solutions, in a way that mimics the behaviour of linear equations. (i) the equation is degenerate; (ii) for any ξ ∈ R there exists a unique u ξ ∈ T which satisfies u ξ (0) = ξ; (iii) there exists a continuous path ξ ∈ R → u ξ ∈ T which satisfies
Moreover, if these conditions hold, the map ξ ∈ R → u ξ ∈ T defined by (ii) is continuous, monotone and satisfies u ξ+S ≡ u ξ + S for all ξ. The monotonicity is understood in the following sense: u ξ1 (t) < u ξ2 (t) holds for all t as soon as ξ 1 < ξ 2 .
Remark 2.1. (1) The previous result shows that the set of T -periodic solutions of a degenerate equation is always homeomorphic to the real line. Indeed, ξ ∈ R → u ξ ∈ T is a homeomorphism with inverse u ∈ T → u(0) ∈ R.
(2) The normalization condition u ξ (0) = ξ can be changed by u ξ (τ ) = ξ where τ is any fixed number. To prove this it is sufficient to consider the change of independent variable t → t − τ . Other normalization conditions could be employed. For instance u ξ = ξ, used in [26] . The choice u ξ (0) = ξ, however, is the more convenient for studying the dynamic behaviour of degenerate equations.
(3) Let u ξ be given by (ii). The previous properties imply that the function
is an increasing homeomorphism of R. The family {ψ t } t∈R is an isotopy with ψ 0 = id and ψ t+T = ψ t .
Proof. (i) ⇒ (ii) Since Eq. (2.1) has a unique solution to any initial value problem, if two elements u, v ∈ T intersect, namely u(t 0 ) = v(t 0 ) for some t 0 , then either u ≡ v or they intersect transversally, i.e.u(t 0 ) =v(t 0 ). This stable intersection property is the key to prove the following claim, that will be repeatedly used during the proof.
Claim 2.1. Let A be a connected subset of T and v ∈ T − A. Assume that for some u ∈ A, v and u do not intersect. Then v does not intersect any u in A.
To prove this fact we define the sets B 1 := {u ∈ A : u intersects v} and B 2 := {u ∈ A : u does not intersect v}. B 2 is trivially open and B 1 is open due to the transversal intersection property. Since B 1 and B 2 cannot disconnect A, one of them must be empty. We know that u is in B 2 and so B 1 is empty. This proves the claim.
Given numbers τ and ξ we are going to prove that the set
is connected. Let C τ,ξ be a closed and connected subset of T with
Then C τ,ξ ⊂ T τ,ξ and we are going to prove that they coincide. Otherwise there should exist v ∈ T − C τ,ξ with v(τ ) := η ≤ ξ. It is clear that v must intersect any element u of C τ,ξ satisfying u(τ ) = η. On the other hand we can apply (2.3) to deduce that v cannot intersect the functions u in C τ,ξ with |u (τ )| very large. The existence of u and u is not compatible with the claim when A = C τ,ξ . This proves C τ,ξ = T τ,ξ and so this set is connected. Next we prove that T is totally ordered in the following sense: given u 1 , u 2 ∈ T and τ ∈ R,
(In particular, two functions in T cannot intersect.)
To prove this monotonicity we again apply the Claim 2.1. Define ξ = u 1 (τ ). The function u 2 is not in T τ,ξ and cannot intersect those functions in T τ,ξ which are very large. Then u 2 does not intersect u 1 either.
With this information it is very easy to finish the proof of this implication. The existence of u ξ is a consequence of the existence of a complete set of T -periodic solutions while the uniqueness follows from the monotonicity property.
(ii) ⇒ (iii) Let ξ → u ξ be the path given by (ii). The continuity of this map is a consequence of the uniqueness together with estimate (2.3) and the local compactness of T . To prove that u ξ goes to infinity as ξ → ±∞ it is enough to notice that, by uniqueness, u ξ+S ≡ u ξ + S.
(iii) ⇒ (i) The proof of this implication is essentially contained in [26] . We give the proof for completeness. Take u T -periodic solution to the perturbed Eq. (2.2), and define
Due to the behaviour of u ξ as ξ → ±∞, the sets are both nonempty and bounded, A from above and B from below. Moreover they are closed by the continuity of u ξ in C 0 T . Define then
and note that u ξA ≤ u and u ξB ≥ u must touch u somewhere, again due to continuity arguments; denote by t A and t B the two contact points. Of courseu ξA (t A ) =u(t A ) andü ξA (t A ) ≤ü(t A ), the reversed inequality holding for u ξB at t B . Then
Thus s = 0, which proves that Eq. (2.1) is degenerate.
Dynamics of Degenerate Equations
In this section we will always assume that Eq. (2.1):
is degenerate, and we will denote by u ξ its unique T -periodic solution having u ξ (0) = ξ.
As we already know, we cannot have T -periodic solutions other than the u ξ 's, and the application of the same result to periods nT proves that we cannot have in fact any subharmonic solution. May we have other recurrent solutions? Can homoclinics or heteroclinics exist? In [3] it was proved that homoclinic solutions cannot exist. Here we will go further in this direction, after proving the following intersection lemma.
Lemma 3.1. Any solution u to (2.1) which is not T -periodic, may intersect a given T -periodic solution at most once. Moreover, if u(
Of course a similar conclusion hold when the derivatives in t 0 satisfy the opposite inequality.
Proof. Take u a solution to (2.1) which is not T -periodic, and assume by contradiction that, for some ξ, u(t 1 ) = u ξ (t 1 ) and u(t 2 ) = u ξ (t 2 ) with t 1 < t 2 . Then approach u from above and from below in this interval by using the family of Tperiodic solutions, in the very same way as in the proof of Theorem 2.1. We will find u ξ1 and u ξ2 such that:
and touching u somewhere in this interval. If they both touch u on the boundary of [t 1 , t 2 ], then u ξ1 = u = u ξ2 on the interval, and then everywhere. On the other, if either u ξ1 or u ξ2 touches u inside the interval, then u coincides with one of them by the uniqueness of the initial value problem. In both cases u should be T -periodic, whereas it is not. Concerning the last statement, if u(t 0 ) = u ξ0 (t 0 ) andu(t 0 ) >u ξ0 (t 0 ), then u(t) > u ξ0 (t) for in a right neighborhood of t 0 : since u cannot intersect u ξ0 again, the inequality must be true for all t > t 0 . The same argument works for t < t 0 , concluding the proof. Proof. Take u(t) a solution to (2.1) which is not T -periodic, and associate to it the function ξ(t) implicitly defined by
As a consequence of Lemma 3.1, the map ξ(t) is strictly monotone. Assume it is an increasing map, and look at what happens when t → +∞ only: the very same argument works in all the other cases.
Whenever ξ(t) → +∞ as t → +∞, then clearly u(t) → +∞. Assume then ξ(t) → α < +∞, and prove that u approaches u α asymptotically at +∞, together with its derivative.
As a consequence of Lemma 3.1, the inequality
holds for any t > τ. Letting τ → +∞ proves that u is asymptotic to u α at +∞. Concerning derivatives, the asymptotic behaviour follows from the equation itself and the inequality below,
where k 1 , k 2 > 0 are certain constants that can be computed and are independent of w.
Remark 3.1. Looking at the proof, one can easily realize that the conclusions of the previous theorem hold separately for the future and the past: for instance, if u(t) is bounded at +∞ only, then it is asymptotic to a T -periodic solution as t → +∞. Moreover, the remaining solutions are a bit more than unbounded at +∞: we proved in fact that u(t) → +∞ as t → +∞.
Finally, that at +∞ we can have either unbounded solutions or solutions which are asymptotic to a periodic orbit can be tested onü + cu = 0, taking either c = 0 or c > 0.
How many bounded solutions can have a degenerate equation, and the related problem of the stability of its periodic solutions, are the subject of the following investigations. Concerning the stability, the situation is drastically different according to the value of c. For the linear equationü + cu = 0, the periodic solutions are (Lyapunov) stable when c > 0 and unstable when c = 0. We will show that the same happens in the nonlinear case.
A convenient way to approach this kind of problems is making use of the Poincaré map. If we denote by z(t; ξ, v) the value at the time t of the unique solution to the initial value problem
and its fixed points are the initial data of the T -periodic solutions. Since our equation is degenerate, P has a continuum of fixed points, i.e.
We already know that, if (ξ, v) / ∈ Fix(P ), then z(·; ξ, v) either is an unbounded solution, or it is an heteroclinic connection between periodic orbits. We would like now to estimate the measure of the bounded solutions in the conservative case. In this case (c = 0), the Poincaré map is an area-preserving homeomorphism, and a celebrated theorem by Hopf (see [17] , p. 454) states that almost all (ξ, v) ∈ R 2 are either departing points in the future and in the past, i.e.
or are Poisson stable points in the future and in the past, i.e.
where L ω , L α denote the usual ω-limit and α-limit respectively.
Of course, the two notions can be easily reinterpreted in terms of the continuous flow. For instance, to say that (ξ, v) is a departing point in the future equivalently means that:
for almost all the initial data (ξ, v) ∈ R 2 . In particular, the set of heteroclinic connections between periodic solutions has measure zero, and the periodic solutions are unstable in the future and in the past.
Proof. Since our equation is degenerate, as a consequence of Theorem 3.1 the class of Poisson-stable points coincides with Fix(P ), which has zero measure in R 2 since it is the graph of a measurable function. Then almost all the points are in fact departing, i.e. for almost all the initial data (ξ, v)
Again due to Theorem 3.1 (together with Remark 3.1) this implies
Finally, due to measure arguments, arbitrarily near each point of Fix(P ), we can find initial conditions giving rise to solutions which are unbounded at ±∞: then no periodic orbit can be a stable solution. We have introduced an extra regularity condition on f because we shall use linearization techniques.
Proof. We start with the proof of the stability of u ξ (t). The Floquet multipliers associated to the linearized equation
. This is a consequence of Liouville's formula. Since this periodic solution is not isolated we deduce that one of them is equal to 1. Thus we can apply the Center Manifold Theorem to the map P at the fixed point (ξ,u ξ (0)).
The center manifold Σ is locally attracting and invariant and so it must coincide (locally) with Fix(P ). Therefore the restriction of P to Σ is the identity and so the fixed point (ξ,u ξ (0)) is stable with respect to this restricted map. This implies that it is also stable with respect to the original map P (see for instance [1, 13] ) and this proves the stability of the periodic solution. Going further in the application of the theory of Center Manifolds we can say that, in a neighborhood of the fixed point (ξ,u ξ (0)), the map P is conjugate to the linear mapping
From here we deduce that no solution of the differential equation (different from u ξ ) can converge to u ξ as t → −∞. We now recall Remark 3.1 to deduce that nonperiodic solutions are unbounded in the past. Finally we are going to prove that the set of solutions bounded in the future is open. From the stability of periodic solutions and a compactness argument one can find a narrow tube around the curve of periodic solutions
such that a solution z(t) will be bounded in the future as soon as (t, z(t),ż(t)) lies in Ω for some instant. Again Remark 3.1 implies that all solutions bounded in the future must enter in Ω. The proof is completed using an argument of continuous dependence.
Parametrization of Degenerate Equations
The periodic solutions to the second order differential Eq. (2.1) are expected to cover a thin portion of the extended phase space (t, u,u) only; however, when (2.1) is degenerate, the equation is completely determined by its periodic solutions. More precisely, we will show here how to recover the nonlinearity f (t, x) from the function
where of course u ξ is the unique T -periodic solution to the degenerate Eq. (2.1)
Writing down what does it mean that the u ξ 's are solutions to (2.1), we obtain that
holds for all t, ξ. Now, due to the third point in Remark 2.1
If ξ = Ψ(t, x) denotes this new function, then Eq. (4.1) can be conveniently rewritten in the following form
i.e, the nonlinearity itself can be recovered from the knowledge of Φ, which plays now the role of a parameter. If Φ is given, a degenerate equation can be associated to it. Of course Φ has to satisfy some restrictions in order to be a good parameter, and all what the following arguments will do is to justify this procedure. For instance, we are assuming the uniqueness for the initial value problem associated to (2.1). To guarantee this we shall assume some regularity on Φ. Indeed, the regularity of Φ with respect to the variable ξ will play the key role in all the arguments of this section.
Let us assume that f (t, x) is a degenerate function and let us summarize what we already know about the function Φ which describes the periodic solutions of (2.1). Sometimes, to emphasize the dependence of Φ with respect to f , we shall write Φ = Φ f (t, ξ).
By construction Φ satisfies the periodicity conditions:
and the normalization condition:
Also, from Theorem 2.1, we know that Φ is continuous and monotone in the following sense
From these conditions we immediately deduce the existence of an inverse of Φ with respect to x. This function, denoted by Ψ : R × R → R, is implicitly defined by
and it is easy to prove that it is also continuous and satisfies the conditions (4.3)-(4.6). Now, let us try to invert the process. Assume that Φ ∈ C(R 2 ) is a given function satisfying all the previous conditions, then we could employ formula (4.2) as a definition of f (f = f Φ ). In this way we could construct a differential equation of the type (2.1) having a continuum of T -periodic solutions associated to Φ. However, there is no evidence about the uniqueness for the initial value problem and this was a key point in our approach to degeneracy. In view of this we shall work with some more regularity.
Lemma 4.1. Assume that f ∈ C 0,1 is degenerate and let Φ = Φ f be the associated function. Then the partial derivatives listed below exist and are continuous with respect to (t, ξ) ∈ R × R,
Moreover ∂Φ ∂ξ > 0 holds everywhere.
Remark 4.1. The derivative
∂t∂ξ also exists and coincides with
∂ξ∂t . This is a consequence of a modified version of Schwartz Lemma (see, for instance, [24] ). The same can be said about
Proof. The periodic function Φ(·, ξ) is a solution of (2.1) and so the derivatives ∂Φ ∂t and ∂ 2 Φ ∂t 2 must exist for each (t, ξ). Then we can define the function
Let us denote by z(t; x, v) the solution of (2.1) which starts from (x, v) at the time t = 0. Then, by the definition of Φ,
Φ(t, ξ) = z(t; ξ, ϕ(ξ)) .
The theorem of differentiability with respect to initial conditions tells us that z and ∂z ∂t are C 1 in the three arguments (t, x, v). Also the derivatives
∂v∂t 2 exist and are continuous. This is a consequence of the identity
Thus all the regularity properties we need will follow from the regularity of ϕ, namely ϕ ∈ C 1 (R). Since ϕ fulfills the equation
the natural idea is to use the Implicit Function Theorem. This can be done if we prove ∂z ∂v
First note that ∂z ∂v (t; ξ, ϕ(ξ)) is the unique solution of
which satisfies w(0) = 0 andẇ(0) = 1. We shall prove that (4.8) is disconjugate; that is, nontrivial solutions can vanish at most once. This will imply that ∂z ∂v (t; ξ, ϕ(ξ)) only vanishes at t = 0 and so (4.7) will follow. Sturm Comparison Theory implies that (4.8) will be disconjugate as soon as one can construct a nontrivial and nonnegative solution (and then strictly positive by standard uniqueness arguments). We construct this solution by means of a suitable variation of u ξ . For any h > 0 define w h = (u ξ+h − u ξ )/ u ξ+h − u ξ ∞ and note that it is a T -periodic solution toẅ
Now, since f ∈ C 0,1 and u ξ+h − u ξ ∞ → 0 as h → 0, clearly
Since w h ∞ = 1 and α h ∞ is bounded, a standard compactness argument shows the existence of a sequence h n → 0 such that w hn converges uniformly to a certain function w. Clearly w ∞ = 1 and it is not hard to show that w is a solution of (4.8). The monotonicity property implies that w h is positive and then w ≥ 0. The proof of the lemma is completed excepting for the strong monotonicity property. The monotonicity of Φ implies ∂Φ ∂ξ (t, ξ) ≥ 0 ∀ t, ξ. To prove the strict inequality we notice that We have now the final picture for the class of equations under study and for the parameter's set. Let F be the Banach space of doubly periodic functions f = f (t, x) in C 0,1 with the norm
The class of degenerate functions in F will be denoted by D. We shall see D as a metric subspace of F. Next let S be the class of functions Φ = Φ(t, ξ) satisfying (4.3)-(4.6), and such that
We will endow S by its natural topology, the distance between two elements being computed as the supremum norm of the difference (which is a doubly periodic solution) and the above specified derivatives. It is easy to see that S is homeomorphic to an open set of a certain Banach space of doubly periodic functions. We are now ready to state and prove the main result of this paper, namely the existence of a continuous parameterization for the class of degenerate nonlinearities.
Theorem 4.1. The map Φ → f Φ , where
and Ψ Φ is implicitly defined by
defines an homeomorphism S ∼ = D.
Before the proof we need three preliminary results. The first of them deals with involutions. Given a topological space X, an involution on X is a continuous mapping I : X → X such that I • I = identity. In particular an involution is always a homeomorphism.
Lemma 4.2. The map Φ → Ψ Φ is an involution of S.
The proof is straightforward. One can prove more: the composition with respect to ξ defines a structure of topological group in S and Ψ Φ is just the inverse of Φ in this group. Now we will go back to the function ϕ = ϕ(ξ) defined in the proof of Lemma 4.1. It belongs to C 1 S and we are now interested in its dependence with respect to f . We shall discuss the continuity of f ∈ D → ϕ f ∈ C 1 S in two different topologies. Lemma 4.3. Assume that f n and f belong to D and
Proof. It is easy to obtain a bound on ϕ fn ∞ because f n ∞ is bounded. Using a contradiction argument we assume the existence of a subsequence of f n (again f n ) and ξ n ∈ R such that
We can also assume that ξ n and ϕ fn (ξ n ) are convergent, say ξ n → ξ 0 , ϕ fn (ξ n ) → v. By the continuous dependence with respect to parameters (f itself has to be considered as a parameter) we can deduce that the solution of (2.1) satisfying z(0) = ξ 0 ,ż(0) = v is T -periodic. Thus, it coincides with Φ f (·, ξ 0 ) and so v = ϕ f (ξ 0 ). On the other hand, if we let n → ∞ in the inequality above we obtain
and these two facts are not compatible.
Lemma 4.4. Assume that f n and f are in D and
Proof. Again we go back to the proof of Lemma 4.1 and recall that ϕ f satisfies the identity
where the general solution of (2.1) is now denoted by z(t; x, v, f ) to indicate its dependence with respect to f . From implicit differentiation we obtain
The partial derivatives ∂z ∂x (t; x, v, f ), ∂z ∂v (t; x, v, f ) depend continuously of f with respect to the F-topology. We can now apply Lemma 4.3 and the formula for ϕ f to deduce that the sequence of derivatives ϕ fn converges uniformly to ϕ f .
We are now ready to prove the Theorem 4.1. The map Φ ∈ S → f Φ ∈ F is well defined and continuous. This is a consequence of Lemma 4.2 and the definition of S. To prove that f Φ is degenerate we just note that the T -periodic function u ξ := Φ(·, ξ) solves the equationü + cu = f Φ (t, u) for any ξ ∈ R. Theorem 2.1 then applies to show the degeneracy of f Φ .
The inverse mapping f → Φ f is well defined by Lemma 4.1. The continuity with respect to f of the successive derivatives of Φ f follows from Lemma 4.4 and the identity Φ f (t, ξ) = z(t; ξ, ϕ f (ξ), f) .
Some Consequences of the Parametrization
In this final section, we would like to highlight some possible applications of Theorem 4.1. For the sake of simplicity we will sometimes avoid hereafter any reference to the regularity we need for the functions involved in the discussion and, in any case, we will not ask for the minimal regularity, which however can be easily deduced from the context.
Construction of examples
The most obvious consequence of Theorem 4.1 clearly is the chance of constructing many concrete instances of degenerate equations. If this is the goal, it may be convenient not to bother ourselves with the normalization condition Φ(0, ξ) = ξ ∀ ξ there required. This is possible since, ifΦ satisfies all the conditions for a good parameter but the normalization, a normalized parameter Φ can be uniquely associated to it as
which generates the same degenerate nonlinearity, i.e. for which fΦ = f Φ (hereΨ is the partial inverse ofΦ, whose definition does not depends on the normalization condition).
With this in mind note that, for instance, the setting
gives rise to the very same degenerate nonlinearities already encountered in Sec. 2, for a suitable choice of the T -periodic function A and the S-periodic function B (ω := S/T and B > −1).
A new class of degenerate nonlinearities corresponds, for instance, to the choice
where once more D(ξ) − ξ is an S-periodic function (D > 0), and E is a T -periodic one. In this case, indeed
This class of nonlinearities is in contrast with the class f (t, x) = α(t)g(x) with α > 0,ḡ = 0. For the case c = 0 it is known that they cannot degenerate (see [25] ).
Degenerate equations are homotopic
Another consequence of the Theorem 4.1 is that we cannot have isolated degenerate equations. Precisely, given any two degenerate equations
there exists an homotopy h λ (t, x) with
and such that the equationü
is degenerate for all λ. Indeed, as a trivial consequence of the convexity of the parameter set S, we know that:
Corollary 5.1. The set D of degenerate nonlinearities is path connected.
The average of a degenerate equation
Another consequence concerns the expected value of
when f is a degenerate nonlinearity. Now, it is well known thaẗ u = f (t, u) −f always admits T -periodic solutions, which shows (using the definition) that Eq. (2.1) with c = 0 can be degenerate only whenf = 0. The situation is different when c > 0 and the existence of periodic solution is not guaranteed byf = 0 (see [22] ). Now, the given parametrization allows us to prove a complementary result: when c > 0 there exist degenerate equations for whichf = 0.
The proof depends on the following statement.
Proposition 5.2. The equality
holds for any Φ ∈ S.
Proof. We have to show that
Change the variables by means of (t, ξ) → (t, Φ(t, ξ)), obtaining that
where Ω := {(t, ξ) : 0 < t < T, Ψ(t, 0) < ξ < Ψ(t, 0) + S} .
Thus, applying Stokes Theorem we have
where η = (η t , η ξ ) is the outward normal to ∂Ω. The boundary term vanishes due to the double periodicity of ∂Φ/∂ξ and ∂Φ/∂ξ, whereas the vanishing of the second term is due to ∂Φ ∂t
together with the periodicity of (∂Φ/∂t) 2 in ξ.
That there exist Φ ∈ S such that
can be now shown by means of a direct computation, taking for instance
when T = S = 2π. We obtain
A degenerate equation with friction and unbounded solutions
We now construct the example announced in Remark 3.2: a degenerate equation with c > 0 and having solutions that are unbounded in the future. Let us start with the equationü
where a > 0. We know from Sec. 2 that this equation is degenerate and so we can associate to it a function Φ. It is interesting to notice that in this case Φ and the partial inverse Ψ are real analytic. Next we consider the perturbed equation
where > 0 is a small parameter. By construction this equation is also degenerate and the associated function is again Φ. For = 0 the function u 0 (t) = −t is a solution that satisfies u 0 (t + 2π) = u 0 (t) − 2π. The variational equation at u 0 is
Thus, if a = n 2 , n = 1, 2, . . . , we apply the Implicit Function Theorem to deduce that for small there is a solution u of (5.1) satisfying u (t + 2π) = u (t) − 2π. It is clear that u (t) → −∞ as t → +∞. Also it is interesting to notice that the Floquet multipliers of the variational equation at u will lie inside the unit circle ( small) if a = n 2 4 , n = 1, 2, . . . . This implies that u is asymptotically stable and so all the solutions in the region of attraction of u will also be unbounded.
First order degenerate equations
The final part of this section is devoted to another maybe surprising consequence of Theorem 4.1: the second order degenerate equations, which we studied until now, are in fact in a one-to-one correspondence with first order degenerate equations.
By a first order degenerate equation we mean a differential equatioṅ
which is degenerate in the same sense as Eq. (2.1) was, namely such that the perturbed equationu = g(t, u) + s has no T -periodic solutions for any s = 0. Here of course, the nonlinearity g is a doubly periodic function. It is not difficult to realize that these equations behave in the same way than the second order ones, except that now all the results have a much simpler proof than before. Indeed, two different solutions to (5.2) cannot intersect (due to the uniqueness of the initial value problem) so that, for instance, the monotonicity properties of the class of periodic solutions are now trivial.
Of course, it can be proved that Eq. (5.2) is degenerate if and only if, for any ξ ∈ R, it has a periodic solution u ξ satisfying u ξ (0) = ξ. Thus, degeneracy is now equivalent to ask that all the solutions are T -periodic: in other words, we are dealing with isochronous equations. The behaviour of ξ → u ξ can be studied in the same way as before, and we can conclude the existence of a parameterization for degenerate first order equations, in the sense that
describes all the possible degenerate nonlinearities g as soon as Φ ∈ C 1,∞ is a smooth parameter having the usual periodicity, normalization and monotonicity conditions (Ψ is the usual partial inverse of Φ).
That we can associate to (5.2), provided it is degenerate, a second order equation which is degenerate too (for a given c > 0), it is almost obvious. Just differentiate (5.2) along a solution u (provided we have enough regularity to do it), to show that u satisfiesü
where the nonlinearity f is defined as follows
Since all the (periodic) solutions to (5.2) are also (periodic) solutions to (5.3), the last equation is degenerate as soon as the first one is. The interesting fact is that Theorem 4.1 allows us to make the opposite association. Indeed, the following holds. 
for a suitable parameter Φ ∈ C 2,∞ (also Ψ ∈ C 2,∞ ). Define then
which is an element of C 1,∞ , and note that, with this choice, (5.2) is a degenerate equation, for Φ(·, ξ) is a periodic solution to it for all ξ ∈ R. To show that f → g is the inverse of the correspondence defined by (5.4), just compute the right member of (5.4) using (5.5).
To conclude, and just to provide more examples of degenerate equations, let us investigate on an interesting class of first order degenerate equations, originating from a complex Riccati equation. We suspect this class is the one already announced in [9] , though we were not able to find any sequel to that paper. Proof. Note that for (5.6) to be degenerate, it must have at least a T -periodic solution. Thus (5.7) has to be satisfied for at least an η. In the following we will study for which η the equation becomes degenerate. The change of variables w(t) = e iu(t) transforms (5.6) into the complex Riccati equationẇ = − 1 2 w 2 + ih(t)w + 1 2 (5.10) having ξ(t) := e iη(t) as a T -periodic solution.
Of course a solution to (5.10) may fail to be defined for all t. However, certainly this is not the case for all the flow lines starting at a point z ∈ C with |z| = 1. Indeed, the solution w of (5.10) having w(0) = e iθ , θ ∈ R, must have the form w(t) = e iu(t) where u is the unique solution to (5.6) satisfying u(0) = θ: since u(t) is defined for all t, the same happens to w(t).
To avoid the problem of blowing up, Eq. (5.10) may be considered as a differential equation over the Riemann sphere P 1 := C ∪ {∞}, which is a compact holomorphic manifold (see, for instance, [11] ). The Poincaré map P is then an holomorphic diffeomorphism of P 1 . Precisely, straightforward computations show that P is the Mobius transformation defined by (See [4] and the references there for more information on the connection between Ricatti equations and Mobius transformations.) We claim that (5.6) is degenerate if and only if P (z) = z for all z ∈ C ⊂ P 1 such that |z| = 1. The only if part is trivial. On the other hand, if P (z) = z for all z such that |z| = 1, then any solution to (5.6) has to satisfy u(t + T ) − u(t) = 2k u π for a suitable integer k u . The trivial continuity properties of k u and the fact that k η = 0 prove that in fact k u = 0 for all u's.
Due to the holomorphy of P , the previous condition is equivalent to asking that P (z) = z holds for all z ∈ P 1 . Now, since M 3 = M −1 1 , P is conjugate to M 2 . Thus P = identity is equivalent to M 2 = identity and this means α = β = 0.
That the above conditions on η define a nonempty set may be seen using functions η ∈ C 
