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1 Introduction
1.1 Local Langlands correspondence for general reductive groups
Let k be a local field of characteristic zero, and W ′k the Weil-Deligne group of k. To
each finite dimensional, complex, Frobenius semisimple representation ρ of W ′k, and
each character ψ of k, there is an associated Artin L-function L(s, ρ) and ǫ-factor
ǫ(s, ρ, ψ), both meromorphic functions of the complex variable s [Ta]. There is also
the gamma factor
γ(s, ρ, ψ) =
L(1− s, ρ∨)ǫ(s, ρ, ψ)
L(s, ρ)
where ρ∨ is the contragredient of ρ.
LetG be a connected, reductive group over k. To each irreducible, admissible rep-
resentation π of G(k), each continuous, finite dimensional complex representation r
of the L-group LG ofG whose restriction to the connected component of LG is com-
plex analytic, and each character ψ of k, there are associated a conjectural L-function
L(s, π, r) and epsilon factor ǫ(s, π, r, ψ). The conjectural gamma factor γ(s, π, r, ψ)
is defined by
γ(s, π, r, ψ) =
L(1− s, π∨, r)ǫ(s, π, r, ψ)
L(s, π, r)
These factors are defined in many special cases, in particular by the Langlands-Shahidi
method.
The conjectural local Langlands correspondence (LLC) predicts the following:
1. A partition of the classes of irreducible, admissible representations ofG(k) into
finite sets, called L-packets.
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2. A bijection from the set of L-packets to the set of classes of admissible homo-
morphisms ofW ′k into
L
G (8.2 of [Bo]).
3. For each representation r of LG, an equality of L and epsilon factors
L(s, π, r) = L(s, r ◦ ρ)
ǫ(s, π, r, ψ) = ǫ(s, r ◦ ρ, ψ)
whenever π is an element of an L-packet corresponding to ρ, and whenever the
left hand sides can be defined.
Parts 1 and 2 of the LLC are notably established for archimedean groups [Kn], tori
[Yu], and the general linear group [He1]. For archimedean groups, the left hand sides
of part 3 are defined as the right hand sides. ForGLn, part 3 is established for the stan-
dard representation [He1], and for the symmetric and exterior square representations
[CoShTs].
We remark that whenever the partition and bijection of parts 1 and 2 are estab-
lished for G, they are also established for the group Resk/k0 G, where k0 is a local
field contained in k (8.4 of [Bo]). This procedure is compatible with the existing cor-
respondence for archimedean groups and for tori.
1.2 The Asai representation
Let E/F be a quadratic extension of local fields. Let M be the group ResE/F GLn
obtained by Weil restriction of scalars. Then M is a connected, reductive group over
F , with M(F ) = GLn(E). The L-group
L
M can be identified with the semidirect
product of GL(V ) × GL(V ) by Gal(E/F ), where V is an n-dimensional complex
vector space, and Gal(E/F ) acts by σ.(T, S) = (S, T ), where σ is the nontrivial
element ofGal(E/F ). We define the Asai representation R : LM→ GL(V ⊗ V ) by
R(T, S) = T ⊗ S
R(σ)(v ⊗ v′) = v′ ⊗ v
Now, let π be an irreducible, admissible representation of GLn(E), corresponding to
the Frobenius semisimple representation ρ : W ′E → GL(V ) under the local Lang-
lands correspondence. As explained in 8.4 of [Bo], this corresponds to an admissible
homomorphism
ρ :W ′F → LM
2
which we can explicitly describe as follows: identifying W ′E as a subgroup of W
′
F ,
choose a z ∈W ′F which is not inW ′E . Then
ρ(a) =
(ρ(a), ρ(zaz−1, 1E) if a ∈W ′E(ρ(az−1, za, σ) if a 6∈W ′E
Thus π ↔ ρ is the local Langlands correspondence for M. Our main theorem, Theo-
rem 1, is that the equality of L and epsilon factors holds for the Asai representation.
Theorem 1. If π is an irreducible, admissible representation of GLn(E), and ρ is the
n-dimensional Frobenius semisimple representation ofW ′E corresponding to π, then
L(s, π,R) = L(s,R ◦ ρ)
ǫ(s, π,R, ψ) = ǫ(s,R ◦ ρ, ψ)
The Asai L-function L(s, π,R) and epsilon factor ǫ(s, π,R, ψ) can be defined us-
ing the Langlands-Shahidi method [Go]. Granting the local Langlands correspondence
for archimedean groups, and its compatability with Weil restriction of scalars, Theo-
rem 1 holds trivially in the archimedean case, because the left hand sides are equal to
the right hand sides, by definition. Thus our main interest in Theorem 1 is in the p-adic
case.
Asai L-functions were originally considered by T. Asai in [As]. He considered the
case of an real quadratic extension K of Q, and associated an L-function L(f, s) to a
Hilbert modular form f ofK/Q. The Asai L-function defined above has a factorization
over the places of Q. The local factor of L(f, s) at the rational primes p which do not
split inK is of the type defined above.
2 Equality of Asai gamma factors
Theorem 1 obviously implies the equality of the gamma factors on both sides. How-
ever, as Henniart shows in Section 5 of [He2], the converse is also true in the p-adic
case: if we have the equality of the Asai gamma factors, even up to a root of unity, then
we can deduce the equality of the L-factors. Consequently, if we prove the equality of
the gamma factors on both sides, we will have the equality of the L-functions, and then
finally the equality of the ǫ-factors. Thus Theorem 1 is implied by
Theorem 2. If π is an irreducible, admissible representation of GLn(E), and ρ is the
3
n-dimensional Frobenius semisimple representation ofW ′E corresponding to π, then
γ(s, π,R, ψ) = γ(s,R ◦ ρ, ψ)
In fact, Henniart has already proved that the gamma factors were equal up to a
root of unity using a base change argument, and so the equality of L-factors is already
established. Our method, which is similar to that of [CoShTs], gives us the exact
equality of the gamma factor.
In the archimedean case, Theorem 1 and hence Theorem 2 already holds. In the
nonarchimedean case, we note that Theorem 2 holds if π has an Iwahori fixed vec-
tor. This follows from Proposition 8.2.7 of [Sh2] and the fact that the LLC for tori is
compatible with Weil restriction of scalars.
2.1 Tensor induction
Let G be a group, and let H be an index two subgroup of G. Let z be a fixed element
ofG which is not inH . If (ρ, V ) is a finite dimensional, complex representation ofH ,
define a representation of G with underlying space V ⊗ V by
g.(v ⊗ v′) =
ρ(g)v ⊗ ρ(zgz−1)v if g ∈ Hρ(gz−1)v′ ⊗ ρ(zg)v if g 6∈ H
We call this the representation of G obtained from H by tensor induction, and denote
it by ⊗ IndGH ρ. Up to isomorphism, it does not depend on the choice of z. Note that if
we replace the tensor product by the direct sum, then the same definition produces the
induced representation IndGH ρ.
By direct calculation, we see that if ρ is an n-dimensional representation of W ′E ,
then the representationR ◦ρ ofW ′F (Section 1.2) is equal to⊗ IndW
′
F
W ′
E
ρ. Thus we may
restate Theorem 2 as
Theorem 2′. If π is an irreducible, admissible representation ofGLn(E), and ρ is the
n-dimensional Frobenius semisimple representation ofW ′E corresponding to π, then
γ(s, π,R, ψ) = γ(s,⊗ IndE/F ρ, ψ)
where ⊗ IndE/F ρ = ⊗ IndW
′
F
W ′
E
ρ.
We will need to know how tensor induction affects a direct sum of representations.
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Lemma 2.1.1. Let (ρ1, V ) and (ρ2,W ) be representations ofH . Define a representa-
tion δ of G with underlying space (V ⊗W )⊕ (V ⊗W ) by
δ(g).(v⊗w, v′⊗w′) =
(ρ1(g)v ⊗ ρ2(zgz−1)w, ρ1(zgz−1)v′ ⊗ ρ2(g)w′) if g ∈ H(ρ1(gz−1)v′ ⊗ ρ2(zg)w′, ρ1(zg)v ⊗ ρ2(gz−1)w) if g 6∈ H
Then δ ∼= IndGH ρ1 ⊗ (ρ2 ◦ ιz), where ιz denotes conjugation by z (g 7→ zgz−1).
Proof. Consider the restriction of δ toH . Then δ|H = (ρ1⊗(ρ2◦ιz))⊕((ρ1◦ιz)⊗ρ2).
Since z2 ∈ H , we have ρ ◦ ιz2 ∼= ρ for any representation ρ ofH , and therefore
(ρ1 ◦ ιz)⊗ ρ2 ∼= ((ρ1 ◦ ιz)⊗ ρ2) ◦ ιz2
= ((ρ1 ◦ ιz)⊗ ρ2) ◦ ιz ◦ ιz
= ((ρ1 ◦ ιz2)⊗ (ρ2 ◦ ιz)) ◦ ιz
∼= (ρ1 ⊗ (ρ2 ◦ ιz)) ◦ ιz
This implies that
δ|H ∼= (ρ1 ⊗ ρ2 ◦ ιz)⊕ (ρ1 ⊗ ρ2 ◦ ιz) ◦ ιz
which is exactly the restriction of IndGH ρ1 ⊗ (ρ2 ◦ ιz) to H (given in the remark
after the definition of tensor induction above). It is straightforward to verify that the
composition of these isomorphisms actually intertwines the action of G, not justH .
If V is a complex vector space which is equal to a direct sum V1 ⊕ · · · ⊕ Vr, then
V ⊗ V is equal to a direct sum
[
r⊕
i=1
Vi ⊗ Vi]⊕ [
⊕
1≤i<j≤r
(Vi ⊗ Vj)⊕ (Vi ⊗ Vj)]
The same procedure allows us to decompose a representation obtained by tensor
induction:
Lemma 2.1.2. Suppose that (ρ, V ) is a representation of H which decomposes as a
direct sum of subrepresentations (ρ1, V1) ⊕ · · · ⊕ (ρr, Vr). Then (⊗ IndGH ρ, V ⊗ V )
decomposes as a direct sum of subrepresentations
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⊗ IndGH ρ =
r⊕
i=1
⊗ IndGH ρi ⊕
⊕
1≤i<j≤r
IndGH ρi ⊗ (ρj ◦ ιz)
Proof. This follows from direct computation and applying Lemma 2.1.1.
If the representation ρ is not semisimple, one can replace the direct sum by a com-
position series and obtain a similar result. The proof is similar to Lemma 2.1.2.
Lemma 2.1.3. Suppose that (ρ, V ) is a finite dimensional representation of H . Let
(V1, ρ1), ... , (Vr, ρr) be the composition factors of a composition series of ρ. There is
a sequence of subrepresentations of ⊗ IndGH ρ:
0 = L0 ⊂ L1 ⊆ · · · ⊂ V ⊗ V
for which the following representations show up as the quotients Li/Li+1:
⊗ IndGH ρi : 1 ≤ i ≤ r
IndGH ρi ⊗ (ρj ◦ ιz) : 1 ≤ i < j ≤ r
Suppose that η is a character of H . Then ⊗ IndGH η is a character of G, and it is
immediate that tensor induction commutes with twisting by characters:
(⊗ IndGH ρ)(⊗ IndGH η) = ⊗ IndGH(ρη)
Lemma 2.1.4. Let E/F be a quadratic extension of p-adic fields. Let ρ be a character
of the Weil groupWE .
(i): If ρ is an unramified character ofWE , then ⊗ IndE/F ρ is an unramified char-
acter of WF . More specifically, if || · || is the Weil group norm, and ρ = || · ||s0 for a
complex number s0, then ⊗ IndE/F ρ = || · ||2s0 .
(ii): The character ⊗ IndE/F ρ can be made highly ramified by choosing ρ to be
highly ramified.
Proof. (i) is a straightforward computation, and (ii) is a short analytic argument which
can be seen by identifyingW abF andW
ab
E with F
∗ and E∗ via local class field theory.
One uses the fact that the homomorphism W abE → W abF coming from the inclusion
mapWE ⊂WF identifies with the norm E∗ → F ∗.
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2.2 Tensor induction for the global Weil group
Let K/k be a quadratic extension of number fields. Fix an algebraic closure k of k
containing K , and a global Weil group ϕ : Wk → Gal(k/k). For each place v of k,
fix an algebraic closure kv of the completion kv , and an embedding iv : k → kv over
k, which induces an injection Gal(kv/kv)→ Gal(k/k) defined by τ 7→ i−1v ◦ τ ◦ iv.
For each place v of k, we have a local Weil groupWkv → Gal(kv/kv), related to
the global Weil group by the following lemma:
Lemma 2.2.1. There exists a continuous homomorphism θv : Wkv → Wk , unique up
to inner isomorphism by an element of Kerϕ, such that the diagram
Wk Gal(k/k)
Wkv Gal(kv/kv)
ϕ
θv
is commutative.
Proof. Proposition 1.6.1 of [Ta].
We will carry over Lemma 2.2.1 in a compatible manner to the field K . We take
the global Weil groupWK for K to be the preimage under ϕ of Gal(k/K). For each
place v of k, the embedding iv : k → kv determines a place w of K lying over v: the
completionK → Kw is obtained by takingKw to be the composite field iv(K)kv.
For each place v of k, and the determined place w of K lying over v, we may
take the local Weil group WKw to be the preimage of Gal(kv/Kw) under Wkv →
Gal(kv/kv). Then we have:
Lemma 2.2.2. Let w be the place of K determined by a place v of k. Take θw be the
restriction of θv to WKw . Then θw : WKw → WK is the continuous homomorphism,
unique up to inner isomorphism by an element of Kerϕ|WK , such that the diagram
WK Gal(k/K)
WKw Gal(kv/Kw)
ϕ
θw
commutes.
Next, choose once and for all an element Z in Wk which is not in WK , and let σ˜
be the image of Z in Gal(k/k).
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Suppose that w is not the only place of K which lies over a given place v. Let
w′ be the other one. Then the map iw′ = iv ◦ σ˜−1 : k → kv gives an embedding of
algebraic closures of K,Kw′ respectively, through which we obtain a homomorphism
Gal(kv/Kw′)→ Gal(k/K).
Then wemay take θw′ :WKw′ → WK to be the homomorphismgiven by θw′(x) =
Zθw(x)Z
−1. We see immediately that the diagram
WK Gal(k/K)
WKw′ Gal(kv/Kw1)
ϕ
θw′
is commutative. Of course, under our identifications, Kw = Kw1 = kv, and
WKw =WKw1 =Wkv .
The point of doing all of this is that in terms of the fixed homomorphisms θv :
v a place of k, and the choice of Z ∈ Wk −WK , we now have for every place of K a
homomorphism θw :WKw →WK as in Lemma 2.2.2.
Finally, suppose that (Σ, V ) is a continuous, finite dimensional, complex represen-
tation of WK . We will consider the representation ⊗ IndK/k Σ of Wk obtained from
Σ by tensor induction.
If F is a function on WK and w is a place of K , we define Fw to be F ◦ θw, the
“restriction of F toWKw .” The same for a function onWk and a place of k.
Proposition 2.2.3. Let v be a place of k, and let w be the place of K lying over v
which is determined by the embedding iv.
(i): If w is the only place of k lying over v, then
(⊗ IndK/k Σ)v = ⊗ IndKw/kv Σw
(ii): If there is another place w′ ofK lying over v, then
(⊗ IndK/k Σ)v = Σw ⊗ Σw′
Proof. (i): If a ∈Wkv , then θv(a) lies inWK if and only if a is inWKw . Consequently,
(⊗ IndK/k Σ)v is given for a ∈Wkv by
a.(v ⊗ v′) =
Σ(θw(a))v ⊗ Σ(Zθw(a)Z−1)v′ if a ∈ WKwΣ(θv(a)Z−1)v′ ⊗ Σ(Zθv(a))v if a 6∈ WKw
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Let z be any element of Wkv which is not in WKw . Then θv(z) is an element of
Wk which is not inWK . Consequently, θv(z)Z
−1 lies inWK , and the map v ⊗ v′ 7→
v ⊗ Σ(θv(z)Z−1)v′ defines an isomorphism
(⊗ IndK/k Σ)v
∼=−→ ⊗ IndKw/kv Σw
(ii): The image of θv is contained inWK , and the representation (⊗ IndK/k Σ)v of
Wkv is given by
a.(v ⊗ v′) = Σ(θv(a))v ⊗ Σ(Zθv(a)Z−1)v′
for all a ∈ Wkv . But recall that under our identifications,Wkv = WKw = WKw′ ,
θv = θw, and ιZ ◦ θv = θw′ , where ιZ denotes conjugation by Z . Therefore, we have
(⊗ IndK/k Σ)v = Σw ⊗ Σw′
whenever there are two distinct places w and w′ lying over v.
2.3 Multiplicativity of the analytic gamma factor
LetG be a quasi-split group over a characteristic zero local field k, and let π be an ir-
reducible, admissible representation ofG(k). Let r : LG→ GL(V ) be an irreducible
representation for which L(s, π, r) and ǫ(s, π, r) can be defined by the Langlands-
Shahidi method. We will call such a representation an LS-representation.
The principle of multiplicativity, which is crucial to the Langlands-Shahidimethod,
can be stated in the following way. Suppose thatP is a parabolic k-subgroup ofGwith
Levi factor G∗, and π is isomorphic to a subrepresentation of IGG∗π∗, where π∗ is an
irreducible, admissible representation ofG∗(k), and IGG∗ denotes normalized parabolic
induction. Let r1, ..., rt be the irreducible constituents of the restriction of r to
L
G∗.
Then each ri is an LS-representation, and we have
γ(s, π, r, ψ) =
t∏
i=1
γ(s, π∗, ri, ψ)
Proposition 2.3.1. Let π be a smooth, irreducible representation of GLn(E), and
suppose π is isomorphic to a subrepresentation of IndGLn(E) π1 ⊠ · · ·⊠ πr, where πi
is a smooth, irreducible representation of GLni(E). Then γ(s, π,R, ψ) is equal to
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r∏
i=1
γ(s, πi,R, ψ)
∏
1≤i<j≤r
λ(E/F, ψ)ninjγ(s, πi × (πj ◦ σ), ψ ◦ TrE/F )
where λ(E/F, ψ) is the Langlands lambda function (8.2 of [Sh2]).
Proof. In Section 5 of [Go], Goldberg has established this multiplicativity, up to a root
of unity. The necessity of the Langlands lambda function to make the exact equal-
ity follows from the fact that the Rankin product is being computed in the setting of
restriction of scalars and the following general principle:
Let k/k0 be a finite extension of p-adic fields. Let G be a split group over k
containing a Borel subgroupB = TU and maximal standard parabolic subgroupP =
MN, and letG0 = Resk/k0 G (similarlyN0,M0, etc.). Let π be a smooth, irreducible
representation of M(k) = M0(k0). For ψ a character of k0, and ψ0 = ψ ◦ Trk/k0
a character of k, a character χ of U(k) = U0(k0) is ψ (resp. ψ0) generic (3.1 of
[Sh2]) whether it is considered as a character of U(k) or of U0(k0). Furthermore, if
π is χ-generic, the Shahidi local coefficient [Sh1] Cχ(s, π) is the same whether it is
interpreted as coming from M in G or from M0 in G0. All of this follows readily
from the definitions.
Next, suppose that the adjoint action r of LM on Lie(LN) is irreducible. Then so
is the adjoint action r0 of
L
M0 on Lie(
L
N0). Shahidi’s theorem (8.3.2 of [Sh2]) says
that
λ(k/k0, ψ)
DimNγ(s, π, r∨0 , ψ0) = Cχ(s, π) = γ(s, π, r
∨, ψ)
Note also that the appearance of the πj ◦ σ in the Rankin product follows from the
following general principle:
Let M0 be a connected, reductive group over F , let π be a smooth, irreducible
representation of M0(F ), and let r be an LS-representation of
L
M0. If ϕ is an auto-
morphism of M0 over F , then ϕ induces an automorphism
Lϕ of LM0. Then r ◦ Lϕ
is an LS-representation of LM0, and we have
γ(s, π, r, ψ) = γ(s, π ◦ ϕ, r ◦ Lϕ, ψ)
We then takeM0 = ResE/F GLn×GLm, and ϕ the automorphism ofM0 defined on
points by (x, y) 7→ (x, σ(y)).
Suppose that π1 and π2 are representations of GLn(E) and GLm(E) correspond-
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ing to Frobenius semisimple representations ρ1 and ρ2 ofW
′
E . Then π2◦σ corresponds
to the representation ρ2 ◦ ιz , where ιz is conjugation by an element z ofW ′F which is
not inW ′E , and we have
γ(s, π1 × (π2 ◦ σ), ψ ◦ TrE/F ) = γ(s, ρ1 ⊗ (ρ2 ◦ ιz), ψ ◦ TrE/F )
= λ(E/F, ψ)−nmγ(s, IndE/F ρ1 ⊗ (ρ2 ◦ ιz), ψ)
2.4 Template of the global argument
We return to the notation and conventions of Section 2.2. Let Σ be an n-dimensional
representation of the global Weil groupWK , and let Ψ = ⊗ψv be a character of Ak/k.
Consider the representation ⊗ IndK/k Σ of Wk obtained from Σ by tensor induction,
and the global L-function and epsilon factor
L(s,⊗ IndK/k Σ) =
∏
v
L(s, (⊗ IndK/k Σ)v)
ǫ(s,⊗ IndK/k Σ) =
∏
v
ǫ(s, (⊗ IndK/k Σ)v,Ψv)
From the global functional equation
L(s,⊗ IndK/k Σ) = ǫ(s,⊗ IndK/k Σ)L(1− s, (⊗ IndK/k Σ)∨)
we get ∏
v
γ(s, (⊗ IndK/k Σ)v,Ψv) = 1
Let Πw be the representation ofGLn(Kw) corresponding to the semisimplification
of Σw under the local Langlands correspondence. Suppose that Π = ⊗Πw is a cus-
pidal automorphic representation of GLn(AK). We will let H = ResK/k GLn, and
consider Π = ⊗vπv as a cuspidal automorphic representation ofH(Ak). The L-group
of H is the semidirect product of GL(V ) × GL(V ) by Gal(K/k), where V is an n-
dimensional complex vector space, and we can define the global Asai representationR
of LH exactly as in the local case. We have the global L-function and epsilon factor
L(s,Π, R) =
∏
v
L(s, πv, Rv)
ǫ(s,Π, R) =
∏
v
ǫ(s, πv, Rv,Ψv)
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where Rv is the composition of
L
Hkv → LH and R. From the global functional
equation
L(s,Π, R) = ǫ(s,Π, R)L(1− s,Π∨, R)
we get
∏
v
γ(s, πv, Rv,Ψv) = 1
Therefore,
∏
v
γ(s, πv, Rv,Ψv) =
∏
v
γ(s, (⊗ IndK/k Σ)v,Ψv)
Proposition 2.4.1. If v is a place of k, and any of the following conditions is met:
(i): There are two places w and w′ ofK lying over v
(ii): v is archimedean
(iii): v is nonarchimedean and πv has an Iwahori fixed vector
then γ(s, πv, Rv,Ψv) = γ(s, (⊗ IndK/k Σ)v,Ψv).
Proof. Assume we are in the case (i). Then we can identify kv = Kw = Kw′ , and we
have
Hkv = GLn×GLn
L
Hkv = GL(V )×GL(V )
πv = Πw ⊠Πw′
γ(s, πv, Rv,Ψv) = γ(s,Πw ×Πw′ ,Ψv)
(⊗ IndK/k Σ)v = Σw ⊗ Σw′
where this last equality is Proposition 2.2.3. We then have the equality of gamma
factors, because tensor products go to Rankin products under the local Langlands corre-
spondence. Note that the gamma factor on the Artin side only depends on the semisim-
plification of the representation.
Assume that we are not in the case (i), so there is only one place w of k lying over
v. Then
Hkv = ResKw/kv GLn
12
πv = Πw
Rv = R
(⊗ IndK/k Σ)v = ⊗ IndKw/kv Σw
where the last equality is again Proposition 2.2.3. The equality of gamma factors is
then exactly the assertion of Theorem 2′, which we have remarked is valid in the cases
(ii) and (iii) (see the remark below the statement of Theorem 2).
Proposition 2.4.1 allows us to cancel off all but finitely many of the gamma factors,
leaving us with
∏
v∈S
γ(s, πv,R,Ψv) =
∏
v∈S
γ(s,⊗ IndKw/kv Σw,Ψv) (2.4)
where S is a finite set of finite places v of k, each of which has only one place w of
K lying over it.
2.5 The stable equality
From now on, E/F will be a quadratic extension of p-adic fields. Let π be a smooth,
irreducible representation of GLn(E), corresponding to an n-dimensional Frobenius
semisimple representation ρ ofW ′E . Let η be a character ofWE , which we identify as
a character of E∗ by local class field theory. Then define πη to be π(η ◦ det). Then πη
corresponds to ρη under the LLC.
Lemma 2.5.1. Let η = || · ||s0 be an unramified character of WE , and π a smooth,
irreducible representation of GLn(E). Then
γ(s, πη,R, ψ) = γ(s+ 2s0, π,R, ψ)
γ(s,⊗ IndE/F (ρη), ψ) = γ(s+ 2s0,⊗ IndE/F ρ, ψ)
Proof. The second equality follows from Lemma 2.1.4 (i), and general facts about how
Artin factors are affected by unramified twists. The first equality will be proved later
in the generic case in Lemma 3.3.1. When π is not generic, one reduces to the generic
case using multiplicativity (Proposition 2.3.1).
It follows from Lemma 2.5.1 that if Theorem 2′ holds for a given representation π,
it also holds for unramified twists of π.
In this section, we prove the following stable version of Theorem 2′ for supercusp-
idal representations:
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Proposition 2.5.2. (Stable equality for supercuspidals) Let π be a supercuspidal rep-
resentation ofGLn(E), corresponding to an irreducible representation ρ ofWE . Then
for all sufficiently highly ramified characters η ofWE , we have
γ(s, πη,R, ψ) = γ(s,⊗ IndE/F (ρη), ψ)
We first prove Proposition 2.5.2 in the case n = 1. For this, we require a simple
lemma on idelic characters:
Lemma 2.5.3. Let K be a number field, w1, ..., wr finite places of K , and η1, ..., ηr
characters ofK∗w1 , ...,K
∗
wr . There exists a unitary characterX = ⊗wXw ofA∗K/K∗
such that Xwi and ηi agree on O∗wi for 1 ≤ i ≤ r, and Xw is unramified at all other
finite places w.
Proof. Consider the compact subgroup
∏
w<∞
O∗w of A∗K . Define a unitary character
X = ⊗Xw of this compact subgroup by settingXwi = ηi for 1 ≤ i ≤ r, andXw = 1
for all other finite places w. Since this compact subgroup has trivial intersection with
K∗, we can extend X to a unitary character of K∗
∏
w<∞
O∗w by making it trivial on
K∗. NowK∗
∏
w<∞
O∗w is closed A∗K , being the product of a closed set and a compact
set. Hence X can be extended to a unitary character of A∗K by Pontryagin duality. It
is trivial onK∗, and satisfies the requirements of the lemma.
Lemma 2.5.4. Theorem 2′ (and hence Proposition 2.5.2) holds for the case n = 1.
Note that Proposition 2.5.2 follows from Theorem 2′, because the local Langlands
correspondence is compatible with twisting by characters.
Proof. In this case, π is a character χ ofE∗ = ResE/F GL1(F ), and the ρ correspond-
ing to χ is a character ofWE . We globalize the situation by finding:
1. A quadratic extension of number fields K/k, with places w0 | v0, such that
Kw0 = E, kv0 = F
2. A unitary character X = ⊗Xw of AK/K∗ such that Xw0 agrees with χ on
O∗E , and Xw is unramified for finite w 6= w0 (Lemma 2.5.3).
3. A character Ψ = ⊗Ψv of Ak/k such that Ψv0 = ψ.
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We identify X as a one dimensional representation of the global Weil group, so
that for each place w of K , the one dimensional representation (X )w of WKw iden-
tifies with the character of Xw of K
∗
w. Now we identify X = ⊗vXv as a cuspidal
automorphic representation of ResK/k GL1(Ak). Using the template of the global ar-
gument (Section 2.4), we have∏
v∈S
γ(s,Xw,R,Ψv) =
∏
v∈S
γ(s,⊗ IndKw/kv Xw,Ψv)
where S is a finite set of finite places containing v0, such that each place v of S has
only one place w of K lying over it. But since Xw is unramified at every place other
than w0, the situation (iii) of the Proposition 2.4.1 applies to allow us to cancel off all
the gamma factors other than at v0, giving us
γ(s,Xw0 ,R, ψ) = γ(s,⊗ IndE/F Xw0 , ψ)
Now π = χ agrees with Xw0 , hence they differ by an unramified character || · ||s0 for
some complex number s0. Since both gamma factors are compatible with twisting by
unramified characters (Lemma 2.5.1), we get the required equality.
Now, we will finish the proof of the stability equality theorem by induction on n.
Let us state formally our induction hypothesis:
Induction Hypothesis. Let n ≥ 2. For each integerm < n, each quadratic extension
E/F of p-adic local fields, and each supercuspidal representations π of GLm(E),
corresponding to anm-dimensional irreducible Weil representation ρ, we have
γ(s, πη,R, ψ) = γ(s,⊗ IndE/F (ρη), ψ)
for all sufficiently highly ramified characters η of WE , with necessary degree of
ramification depending on E/F , π, and ψ.
Assume for the rest of this section that the induction hypothesis holds for a given
n. Let E/F be a quadratic extension of p-adic fields, π a supercuspidal representation
of GLn(E), and ρ the n-dimensional irreducible representation ofWE corresponding
to π. Our first step in showing that the stable equality theorem holds for n + 1 is to
show “equality at a base point.”
Propositon 2.5.5. (Equality at a base point) Let n ≥ 2 be an integer, and assume
the induction hypothesis for n. Let ω0 be any character of E
∗. Then exists an n-
dimensional irreducible representation ρ0 ofWE , with det ρ0 corresponding to ω0 by
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local class field theory, such that if π0 is the supercuspidal representation of GLn(E)
corresponding to ρ0, and η is any character of E
∗, then
γ(s, π(ρ0)η,R, ψ) = γ(s,⊗ IndE/F (ρ0η), ψ)
Our proof of equality at a base point will be a global argument. We start with a
lemma of Henniart.
Lemma 2.5.6. Let ω0 be the character in Proposiiton 2.5.5. There exists a quadratic
extension of number fields K/k, and an n-dimensional complex representation Σ of
WK , with the following properties:
(i): There exist places w0 and v0 ofK and k, respectively, such that kv0 = F and
Kw0 = E.
(ii): The representation ρ0 := Σw0 of WKw0 = WE is irreducible, and detΣw0
corresponds to ω0 by local class field theory.
(iii): At all finite places w of K with w 6= w0, the representation Σw0 is not
irreducible.
(iv): If πw is the representation ofGLn(Kw) corresponding to the semisimplication
(Σw)ss of Σw by the local Langlands correspondence, then Π =
⊗
w πw is a cuspidal
automorphic representation of GLn(AK).
Proof. This is essentially Lemma 3.1 of [CoShTs]. The only difference is the lemma
only mentions the fieldK , not the field k. In the proof, one fixes the unramified exten-
sion M of E of degree n, and produces a degree n extension of number fields M/K
and an extension of places w′/w for whichMw′ =M,Kw = E. We can choose k,M,
andK at the same time to satisfy the hypotheses of our modified lemma.
Proof. (of Proposition 5.5.5) Following the global template (Section 2.4), we have∏
v∈S
γ(s, πv,R,Ψv) =
∏
v∈S
γ(s,⊗ IndKw/kv Σw,Ψv)
for a finite set S of finite places of k containing v0, where each place v of S has only one
placew ofK lying over it. Let T = S−{v0}. For each place v of T , we know thatΣw
is not irreducible, so the semisimplification (Σw)ss decomposes as Σw,1 ⊕ · · ·Σw,rw
for an irreducible representation Σw,i of WKw of dimension nw,i < n. Let Πw,i be
the supercuspidal representation GLni(Kw) corresponding to Σw,i. By the induction
hypothesis, we have for all sufficiently highly ramified characters Xw ofWKw , that
γ(s,Πw,iXw,R, ψ) = γ(s,⊗ IndKw/kv Σw,iXw, ψ) (2.5)
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We apply Lemma 2.5.3 to find a unitary character X = ⊗Xw of A∗K/K∗, such that
Xw is unramified for all finite places w with w | v and v 6∈ S, Xw0 agrees with ω0 on
O∗E , and for each v ∈ T with w | v, Xw is sufficiently highly ramified such that (1)
holds for all 1 ≤ i ≤ rw.
We now apply the global template again, replacing Σ by ΣX , and Π by ΠX , so
that ∏
v∈S
γ(s,ΠwXw ,R,Ψv) =
∏
v∈S
γ(s,⊗ IndKw/kv (ΣwXw),Ψv)
We have the same S as before, sinceXw is unramified for all finite places v 6∈ S,w | v.
For v ∈ T , and w | v, we have that Πw,iXw, 1 ≤ i ≤ rw, is the supercuspidal support
of ΠwXw, so that after relabeling the Πw,iXw,
ΠwXw ⊂ IndGLn(E)(Πw,1Xw)⊠ · · ·⊠ (Πw,rwXw)
and therefore multiplicativity (Proposition 2.3.1) gives
γ(s,ΠwXw ,R,Ψv) =
rw∏
i=1
γ(s,Πw,iXw,R,Ψv)
∏
1≤i<j≤rw
λ(Kw/kv,Ψv)
nwinwj
γ(s, (Πw,iXw)× (Πw,jXw ◦ σ),Ψv Trw/v)
where σ is the nontrivial element of Gal(Kw/kv). On the other hand, ΣwXw has
the irreducible representations Σw,iXw as the factors of its composition series, so by
Lemma 2.1.3, we have
γ(s,⊗ IndKw/kv ΣwXw,Ψv) =
rw∏
i=1
γ(s,⊗ IndKw/kv Σw,iXw,Ψv)∏
1≤i<j≤rw
γ(s, IndKw/kv ΣwiXw ⊗ (ΣwjXw ◦ ιz),Ψv)
where z is an element ofWkv which is not inWKw . By equation (2.5) and remark
at the end of Section 2.3, we have the equality of gamma factors at every place v ∈ T .
Thus we have
γ(s, π0Xw0 ,R, ψ) = γ(s,⊗ IndE/F (ρ0Xw0), ψ)
Since Xw0 and ω0 agree on O∗E , they differ by an unramified character, so Lemma
2.5.1 completes the proof of equality at a base point.
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To proceed with the proof of stable equality, we will need the following stability
results on both sides.
Proposition 2.5.7. (Arithmetic stability) Let ρ1, ρ2 be two representations ofWE with
det ρ1 = det ρ2. Then for all sufficiently highly ramified characters η ofWE , we have
γ(s,⊗ IndE/F (ρ1η), ψ) = γ(s,⊗ IndE/F (ρ2η), ψ)
Proof. It is a consequence of Deligne’s proof of the existence of the local epsilon
factors that if det ρ1 = det ρ2, then γ(s, ρ1η,Ψ) = γ(s, ρ2ηΨ) for all characters
Ψ of E and all sufficiently highly ramified characters of η of WE [De]. We need
only observe that under our hypothesis, we have det⊗ IndE/F ρ1 = det⊗ IndE/F ρ2,
⊗ IndE/F (ρiη) = (⊗ IndE/F ρi)(⊗ IndE/F η), and that (⊗ IndE/F η) is highly ram-
ified if η is (Lemma 2.1.4 (ii)).
The stability result on the analytic side, Proposition 2.5.8, is much more difficult.
Our proof, which is the content of Section 3, is purely local, and mirrors the approach
taken by Shahidi, Cogdell, and Tsai in [CoShTs].
Proposition 2.5.8. (Analytic stability) Let π1, π2 be supercuspidal representations of
GLn(E) with the same central character. Then for all sufficiently highly ramified char-
acters η of E∗, we have
γ(s, π1η,R, ψ) = γ(s, π2η,R, ψ)
Proof. This proposition will be shown to be equivalent to Proposition 3.3.3, whose
proof will occupy the entirety of Section 3.
Granting the analytic stability result, Proposition 2.5.8, we can now finally finish
the proof of stable equality (Proposition 2.5.2). Let π be a supercuspidal representation
ofGLn(E), and ρ the corresponding n-dimensional irreducible representation ofWE .
Let ω0 be the central character of π, identified with a character ofWE , so that det ρ =
ω0. By Proposition 2.5.5, there exists an n-dimensional irreducible representation ρ0
ofWE with det ρ0 = det ρ, such that if π0 is the supercuspidal representationGLn(E)
corresponding to ρ0, then
γ(s, π0η,R, ψ) = γ(s,⊗ IndE/F (ρ0η), ψ)
for all characters η of E∗. Now π and π0 have the same central character ω0. Taking η
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to be very highly ramified, we have by Propositions 2.5.7 and 2.5.8,
γ(s, πη,R, ψ) = γ(s, π0η,R, ψ)
= γ(s,⊗ IndE/F (ρ0η), ψ)
= γ(s,⊗ IndE/F (ρη), ψ)
This completes the proof of the induction step, and the proof of Proposition 2.5.2.
Corollary 2.5.9. (Stable equality for general representations) Let π be a smooth, ir-
reducible representation of GLn(E), corresponding to a Frobenius semisimple repre-
sentation ρ of W ′E . Then for all sufficiently highly ramified characters η of WE , we
have
γ(s, πη,R, ψ) = γ(s,⊗ IndE/F (ρη), ψ)
Proof. This follows from Proposition 2.5.2 and the following facts:
1. If π1, ..., πr are supercuspidal representations of smallerGLs with π isomorphic
to a subrepresentation of IndGLn(E) π1⊠ · · ·⊠πr, and ρi is the irreducible Weil
representation corresponding to πi, then the underlying Weil representation of ρ
is the direct sum of the ρi.
2. The gamma factor on the Artin side depends only on the underlying Weil repre-
sentation.
3. The local Langlands correspondence is compatible by twisting of characters.
4. Multiplicativity of gamma factors on both sides (Lemma 2.1.2 and Proposition
2.3.1), as well as the remark below Proposition 2.3.1 which relates Rankin prod-
ucts.
2.6 Equality for monomial representations
In this section, we prove the equality of gamma factors when ρ is a monomial repre-
sentation, which is to say a representation ofWE which is induced from a finite order
character of a finite Galois extension of E.
Proposition 2.6.1. (Equality for monomial representations) Let E ⊆ L ⊆ M ⊆ F
be fields with M a finite Galois extension of E, and n = [L : E]. Let χ be a char-
acter of Gal(M/L), and let ρ = IndL/E(χ). Let π be the representation of GLn(E)
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corresponding to ρ. Then
γ(s, π,R, ψ) = γ(s,⊗ IndE/F ρ, ψ)
The representation ρ need not be irreducible, but being a Galois representation,
it decomposes into a direct sum of irreducible representations ρ1, ..., ρr with degrees
n1, ..., nr. Let πi be the supercuspidal representation ofGLni(E) corresponding to ρi.
Then since ρ is a Weil representation (as opposed to a Weil-Deligne representation), π
is fully induced from π1, ..., πr.
We will require the following lemma of Henniart:
Lemma 2.6.2. There exist number fields
k ⊂ K ⊂ L ⊂M
together with a character Y of A∗
L
/L∗, and a place w′′0 ofM, such that:
1. If w′0, w0, v are the places of L,K, k over which w
′′
0 lies, then F = kv0 , E =
Kw0 , L = Lw′
0
,M = Mw′′
0
.
2. M is Galois overK , with [M : K] = [Mw′′
0
: Kw0 ] = [M : E]. Hence w
′′
0 is the
only place ofM lying over w0.
3. Yw′
0
= χ under local class field theory.
4. Let Σ = Ind
Gal(M/K)
Gal(M/L) (Y ). Then there is a cuspidal automorphic representation
Π = ⊗wΠw of GLm(AK) (wherem = [L : E]) such that Σw0 = π.
This is Lemma 3.2 of [CoShTs]. Like Lemma 2.5.6, the original statement of this
lemma did not include the field k, but we can easily modify the construction to include
it.
Following the template of the global argument (Proposition 2.4), we have as usual∏
v∈S
γ(s,Πw,R,Ψv) =
∏
v∈S
γ(s,⊗ IndKw/kv Σw,Ψv)
where S is a finite set of finite places v of k containing v0, each of which has only one
place w of K lying over it. Let X = ⊗Xw be a character of A∗K/K∗ which is very
highly ramified at v ∈ S−{v0} and unramified at all other finite places. We replace Σ
by ΣX in the template of the global argument, giving us∏
v∈S
γ(s,ΠwXw ,R,Ψv) =
∏
v∈S
γ(s,⊗ IndKw/kv (ΣwXw),Ψv)
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for the same set S. By Corollary 2.5.9, and the fact that each Xw for v ∈ S − {v0}
is highly ramified, we have equality of the gamma factor at all places v 6= v0, and
therefore
γ(s, πXw0 ,R, ψ) = γ(s,⊗ IndE/F (ρXw0), ψ)
Now Xw0 is unramified and therefore of the form || · ||s0 for some s0 ∈ C, so Lemma
2.5.1 concludes the proof of the proposition.
2.7 Equality for Galois representations
Using the equality of gamma factors for monomial representations and Brauer’s theo-
rem, we will prove the equality of gamma factors for all irreducible Galois representa-
tions.
Proposition 2.7.1. (Equality for Galois representations) Let ρ be an irreducible n-
dimensional Galois representation, and let π be the corresponding supercuspidal rep-
resentation of GLn(E). Then
γ(s, π,R, ψ) = γ(s,⊗ IndE/F ρ, ψ)
Proof. Choose z ∈ WF which is not inWE . By Brauer’s theorem, there exist mono-
mial representations ρ1, ..., ρr, ρ
′
1, ..., ρ
′
t, not necessarily all distinct, such that
Σ := ρ⊕
t⊕
i=1
ρ′i =
r⊕
i=1
ρi
We can compute γ(s,⊗ IndE/F Σ, ψ) in two ways using Lemma 2.1.2. First,
γ(s,⊗ IndE/F Σ, ψ) =
r∏
i=1
γ(s,⊗ IndE/F ρi, ψ)
∏
1≤i<j≤r
γ(s, IndE/F ρi ⊗ (ρj ◦ ιz), ψ)
Second, we can write γ(s,⊗ IndE/F Σ, ψ) as
γ(s,⊗ IndE/F Σ, ψ) =γ(s,⊗ IndE/F ρ, ψ)
t∏
i=1
γ(s,⊗ IndE/F ρ′i, ψ)∏
1≤j≤t
γ(s, IndE/F ρ⊗ (ρ′j ◦ ιz), ψ)
∏
1≤i<j≤t
γ(s, IndE/F ρ
′
i ⊗ (ρ′j ◦ ιz), ψ)
Let π1, ..., πr, π
′
1, ..., π
′
t be the smooth, irreducible representations corresponding
to the Galois representations ρ1, ..., ρr, ρ
′
1, ..., ρ
′
t. Let ni, n
′
i be the degrees of πi, π
′
i.
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Let Π be the smooth, irreducible representation of GLn(E) corresponding to Σ. On
the analytic side, we have
Π = IndGLn(E) π ⊠ π1 ⊠ · · ·⊠ πr = IndGLn(E) π′1 ⊠ · · ·⊠ π′t
Then we can apply multiplicativity of gamma factors (Proposition 2.3.1) in two
different ways:
γ(s,Π,R, ψ) =
t∏
i=1
γ(s, π′i,R, ψ)∏
1≤i<j≤t
λ(E/F, ψ)n
′
in
′
jγ(s, π′i × (π′j ◦ σ), ψ ◦ TrE/F )
and
γ(s,Π,R, ψ) =γ(s, π,R, ψ)
r∏
i=1
γ(s, πi,R, ψ)
r∏
j=1
λ(E/F, ψ)nniγ(s, π × (πj ◦ σ), ψ ◦ TrE/F )∏
1≤i<j≤r
λ(E/F, ψ)ninjγ(s, πi × (πj ◦ σ), ψ ◦ TrE/F )
Considering the first way we have applied multiplicativity on both sides, we have
that
λ(E/F, ψ)n
′
in
′
jγ(s, π′i × (π′j ◦ σ), ψ ◦ TrE/F ) = γ(s, IndE/F (ρi ⊗ (ρj ◦ ιz)), ψ)
and we also have the equality of γ(s, π′i,R, ψ) and γ(s,⊗ IndE/F ρ′i, ψ) by Proposi-
tion 2.6.1. Thus
γ(s,Π,R, ψ) = γ(s,⊗ IndE/F Σ, ψ)
Now we write out the left and right hand sides of this last equation in the second
way that we have described each. We match up the terms again using the same argu-
ments, giving us
γ(s, π,R, ψ) = γ(s,⊗ IndE/F ρ, ψ)
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This completes the proof of equality for Galois representations.
We now complete the proof of Theorem 2′. Let π be a supercuspidal representation
ofGLn(E), and ρ the corresponding n-dimensional irreducible representation ofWE .
Then there exists an unramified character η ofWE such that ρη is a Galois representa-
tion (2.2.1 of [Ta]). Identifying η as a character of GLn(E) through the determinant,
we know that πη corresponds to ρη under the local Langlands correspondence. Propo-
sition 2.7.1 tells us that Theorem 2′ holds for πη and ρη. Since the gamma factors on
both sides are compatible by twisting by unramified characters (Lemma 2.5.1), we see
that Theorem 2′ holds for supercuspidal representations.
Having established Theorem 2′ for supercuspidals, we have Theorem 2′ for general
representations by the same reductions as in Corollary 2.5.9.
3 Analytic Stability
In this section, we prove the analytic stability result, Proposition 2.5.8. We begin by ex-
plaining how the Asai gamma factor γ(s, π,R, ψ) arises from the Langlands-Shahidi
method, by embedding ResE/F GLn as a maximal Levi subgroupM of the even uni-
tary groupG = U(n, n).
The Asai gamma factor is equal to the Shahidi local coefficient Cχ(s, π) (Section
3.3), up to a root of unity. Proposition 2.5.8 is then equivalent to the stability of this
local coefficient (Proposition 3.3.3). In [Sh1], Shahidi shows how his local coefficient
can be expressed as a Mellin transform of a partial Bessel function, under certain con-
ditions. Our approach is to apply Shahidi’s local coefficient formula, and then analyze
these partial Bessel functions in a similar manner to [CoShTs].
If α is the simple root corresponding to M, one of Shahidi’s assumptions (As-
sumption 5.1 of [Sh1]) for his local coefficient formula is the existence of an injection
α∨ : F ∗ → ZM(F )/ZG(F ) such that α ◦ α∨ = 1. Unfortunately, this assumption
is false in our case. But this difficulty is not too serious: we can embed G in a larger
group ‹G, having the same derived group as G, for which the assumption holds. Since
local coefficients only depend on the derived group (Section 3.5), we will be able to
apply Shahidi’s formula after all.
3.1 Definition of the Unitary Group
LetW be the 2n by 2n matrix
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W =
(
In
−In
)
where In is the n by n identity matrix. The unitary groupG = U(n, n) is defined
to be an outer form of GL2n with the following Galois action for X ∈ GL2n(F ) and
γ ∈ Gal(F/F ):
γ.X =
γ(X) if γ|E = 1EW tγ(X)−1W−1 if γ|E 6= 1E
where γ(X) denotes the entrywise action of γ onX . In particular, we have
G(E) = GL2n(E)
and in fact G splits over E, with G ×F E = GL2n,E . Moreover, we see that
Γ = Gal(E/F ) acts on GL2n(E) by
σ.X =W tX
−1
W−1
where X is the entrywise application of the nontrivial element σ of Gal(E/F ) to
X , and so
G(F ) = {X ∈ GL2n(E) :W tX−1W−1 = X}
If we start with SL2n instead ofGL2n, we can define SU(n, n), the special unitary
group in the same way, and in fact we have SU(n, n) = Gder, the derived group ofG.
The verification of the following details are straightforward, andwe omit the proofs.
Proposition/Definition 3.1.1. (i): Let T be the usual maximal torus of GL2n, and let
S be the subtorus ofT defined by
S(F ) = {

x1
. . .
xn
x−11
. . .
x−1n

}
Then S is the maximal F -split subtorus ofT, and in fact ZGder(S) = T. HenceG
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is quasi-split over F , and S is a maximal F -split torus of bothGder andG.
(ii): Let ǫ1, ..., ǫn be the basis of X(S) such that ǫi sends the above matrix to xi.
Then
∆F = {ǫ1 − ǫ2, ..., ǫn−1 − ǫn, 2ǫn}
is a set of simple roots for S inG. The corresponding relative root system is of type
Cn.
(iii): Let B be the Borel subgroup (minimal parabolic F -subgroup) of G corre-
sponding to∆F . Let e1, ..., e2n be the usual basis forX(T). The set∆ of simple roots
ofT in G corresponding to B is A ∪B ∪A′, where
A = {e1 − e2, ..., en−1 − en}
A′ = {−(en+1 − en+2), ...,−(e2n−1 − e2n)}
B = {en − e2n}
(iv): The nontrivial element σ ∈ Γ = Gal(E/F ) switches ei and −en+i for 1 ≤
i ≤ n. Hence the orbits of∆ under the action of Γ are
{ei − ei+1,−(en+i − en+i+1)}
for 1 ≤ i ≤ n− 1, as well as the singleton set {en − e2n}. In particular, en − e2n
is the only simple root in∆ which is defined over F .
(v): Let θ = ∆F − {2ǫn}, and let P be the corresponding maximal F -parabolic
subgroup of G. It is self-associate. Let N be the unipotent radical of P, and let M be
the unique Levi subgroup of P containingT. Then
M(F ) = {
(
x
tx−1
)
: x ∈ GLn(E)}
N(F ) = {
(
In X
In
)
: X ∈ Matn(E), tX = X}
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3.2 The L-group ofG
We can identify the L-group of LGwith the semidirect product ofGL2n(C) byGal(E/F ),
where Gal(E/F ) acts on LG by σ.X = W tX−1W−1. The L-group of M can be
identified with the semidirect product of GLn(C) × GLn(C) by Gal(E/F ), which
acts by σ.(x, y) = (tx−1,t y−1). The Lie algebra Ln of the L-group of N identifies
withMatn(C), and the adjoint representation r :
L
M→ GL(Ln) is given by
r(x, y, 1).X = xXy−1
r(σ).X =t X
It is irreducible.
Lemma 3.2.1. Let π be an irreducible, admissible representation ofM(F ) = GLn(E).
Then
γ(s, π, r, ψ) = γ(s, π,R, ψ)
where R is the Asai representation.
Proof. We can take ResE/F GLn to be the group defined on E-points by GLn(E) ×
GLn(E), with Gal(E/F ) acting by switching the factors. Define an isomorphism
ResE/F GLn →M of algebraic groups over F by
(x, y) 7→
(
x
ty−1
)
Let V be an n-dimensional complex vector space with basis e1, ...en. We can identify
the space Ln with V ⊗ V , an isomorphism being given by sending the elementary
matrixEij to ei⊗ej . By identifyingM with ResE/F GLn via the isomorphism given,
and taking the corresponding isomorphism of L-groups LResE/F GLn → LM, it is
straightforward to check that r now identifies with the representation R.
3.3 The local coefficient forM insideG
Let α = 2ǫn be the simple root of ∆F which defines the maximal parabolic subgroup
P, and let ρ be half the sum of the roots of S in N. We will calculate the element
α˜ ∈ X(M)F as defined in Section 2 of [Sh2]. We see that
ρ = n(ǫ1 + · · ·+ ǫn)
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and using the usualWeyl group and Galois group invariant bilinear form onX(T)⊗ZR
we obtain α˜ = 〈ρ, α〉−1ρ = n−1ρ. Then we have:
Lemma 3.3.1. (i) For s ∈ C, and allm ∈ GLn(E) = M(F ),
q
〈sρ,HM(m)〉
F = | detm|ns/2E
q
〈sα˜,HM(m)〉
F = | detm|s/2E
(ii) If π is a generic representation of GLn(E), and s0 ∈ C, then
γ(s, π| det(−)|s0E ,R, ψ) = γ(s+ 2s0, π,R, ψ)
Proof. (i) is proved in Section 2 of [Go], and (ii) follows from (i), Lemma 3.2.1, and
[Sh2], Theorem 8.3.2, condition 2.
We have defined a set of simple nonrestricted roots∆. Note that this is not the usual
set of simple roots, so the unipotent radicalU ofB is not the group of upper triangular
unipotent matrices. For each β ∈ ∆, we now define root vectors xβ : Ga → Uβ on
F -points. If β = ei − ei+1, for i = 1, ..., n− 1, we define
xβ(t) = I2n + tEi,i+1
where Ei,i+1 is the 2n by 2n matrix with a 1 in the (i, i + 1) position, and zeroes
elsewhere. If β = −(en+i − en+i+1) for i = 1, ..., n− 1, we define
xβ(t) = I2n − tEn+i,n+i+1
Finally, if β = α = en − e2n, we define
xα(t) = xβ(t) = I2n + tEn,2n
This splitting is defined over F . Having defined these root vectors, we can then
define our canonical Weyl group representatives as in Section 2 of [Sh1].
Lemma 3.3.2. (i): For the set of relative simple roots αi = ǫi− ǫi+1 for 1 ≤ i ≤ n−1
and αn = α = 2ǫn, we have from the above splitting the following canonical Weyl
group representatives for the corresponding simple reflections w1, ..., wn. First, let
C =
(
0 1
−1 0
)
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For 1 ≤ i ≤ n− 1, we have
w˙i =

Ii−1
C
In−2
C
In−i−1

and
w˙n =
à
In−1
1
In−1
−1
í
(ii): Let J be the n by n antidiagonal matrix
J =
à
1
−1
. .
.
(−1)n−1
í
let wℓ and w
θ
ℓ be the long elements of G and M, and let w0 = wℓw
θ
ℓ . These have
canonical representatives
w˙ℓ = (−1)n−1
(
In
−In
)
, w˙θℓ =
(
J
J
)
, w˙0 =
(
J
−J
)
The root vectors also define a canonical generic character χ of U(F ) in terms of a
fixed additive character ψ of F : if u ∈ U(F ), we can write
u =
∏
β∈∆
xβ(aβ)u
′
for aβ ∈ F and u′ in the derived group ofU(F ). The sum of the aβ : β ∈ ∆ lies in F ,
and we define χ(u) = ψ(
∑
β∈∆
aβ).
If π is a generic representation of GLn(E) = M(F ), then the Langlands-Shahidi
method defines the Shahidi local coefficient Cχ(s, π) [Sh1]. The local coefficient is
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related to the Asai gamma factor by the formula
Cχ(s, π) = λ(E/F, ψ)
n2γ(s, π∨,R, ψ)
where λ(E/F, ψ) is the Langlands lambda function (Theorem 8.3.2, [Sh2]). Hence
analytic stability (Proposition 2.5.8) is equivalent to:
Proposition 3.3.3. Let π1 and π2 be supercuspidal representations of GLn(E) with
the same central character ω. Then for all sufficiently highly ramified characters η of
E∗, we have
Cχ(s, π1η) = Cχ(s, π2η)
where πiη = πi(η ◦ det).
Our approach to Proposition 3.3.3 will be to apply Shahidi’s local coefficient for-
mula (Theorem 6.2 of [Sh1]) and then the Bessel function asymptotics of [CoShTs].
However, the group G is insufficient to apply Shahidi’s formula. In Section 3.6, we
will embed G in a larger group ‹G which has the same derived group, and which has
connected and cohomologically trivial center. The group ‹G satisfies the necessary
properties to apply Shahidi’s formula. As we explain in Section 3.5, local coefficients
only depend on the derived group, so we will be able to calculate Cχ(s, π) using ‹G.
Let N be the unipotent radical of the parabolic opposite to N. For n ∈ N(F ), we
will need an explicit decomposition of w˙−10 n ∈ P(F )N(F ) as in Section 4 of [Sh1].
Lemma 3.3.4. Let
n =
(
In X
In
)
∈ N(F )
for X ∈ Matn(E) and tX = X . Then w˙−10 n ∈ P(F )N(F ) if and only if X is in-
vertible, in which case we can uniquely express w˙−10 n = mn
′n¯, withm ∈M(F ), n′ ∈
N(F ), n¯ ∈ N(F ). We have
m = (−1)n−1
(
JX−1
JX
)
n′ =
(
In −X
In
)
n¯ =
(
In
X−1 In
)
Proof. This is essentially Lemma 2.2 of [Go].
3.4 Orbit space measures
Shahidi’s local coefficient formula expresses Cχ(s, π)
−1 as an integral with respect to
a measure on the quotient space ofN(F ) with respect to the action of a certain group.
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In this section, we will explicitly construct the measure which we will need, and show
it satisfies the required properties.
LetUM = M∩U. The groupUM(F ), which identifies with the upper triangular
unipotent matrices of GLn(E), acts by conjugation on N(F ), which identifies with
the space of n by n Hermitian matrices in Matn(E). Under these identifications, the
action ofUM(F ) onN(F ) is given by
u.X = uXtu
Proposition 3.4.1. Let R be the set of elements inN(F ) of the form(
In r
In
)
where r = diag(r1, ..., rn) is an invertible diagonal matrix with entries necessarily
in F . Then:
(i): The elements of R lie in distinct orbits under the action of UM(F ), each with
trivial stabilizer.
(ii): The disjoint union W of the orbits UM(F ).r for r ∈ R is an open dense
subset ofN(F ).
(iii): The map UM(F ) × R → W given by (u, r) 7→ u.r is an isomorphism of
analytic manifolds. In particular, the map W → R sending n to the unique element
of R lying in the same orbit is a submersion of manifolds, so R is the quotient of W
under the action ofUM(F ) in the category of analytic manifolds.
(iv): Identifying R with (F ∗)n, we place the measure dr =
n∏
i=1
|ri|i−1E dri on R.
Then integration overN(F ) can be recovered by integration overD:∫
N(F )
f(n) dn =
∫
R
∫
UM(F )
f(u.r) du dr (f ∈ C∞c (N(F )))
Proof. Assume first that n = 2. Then (i), (ii), and (iii) are straightforward to verify.
For (iv), we identify UM(F ) with E, and N(F ) with F × E × F . Then we have for
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r = diag(r1, r2) ∈ D and f ∈ C∞c (N(F )),∫
R
∫
UM(F )
f(u.r) du dr =
∫
F
∫
F∗
∫
E
f(r1 + xx, xr2, r2)|r2|E dx dr2 dr1
=
∫
F∗
∫
E
∫
F
f(r1 + xx, xr2, r2)|r2|E dr1 dx dr2
=
∫
F∗
∫
E
∫
F
f(r1, xr2, r2)|r2|E dr1 dx dr2
=
∫
F∗
∫
E
∫
F
f(r1, x, r2) dr1 dx dr2
=
∫
N(F )
f(n) dn
From the second to the third line, we have used the translation invariance of the
measure dr1 onF . For the third to the fourth line, we have used the fact that
∫
E
F (rx)dx =
|r|−1E
∫
E
F (x)dx for any Haar measure dx on E. Finally we use the fact that integration
over F ∗ is the same as integration over F .
We then proceed by induction on n. Suppose we have verified that R andW work
for a given n. We want to prove the proposition for the corresponding sets R∗ andW ∗
of size n + 1. Consider the dense open set O of those matrices X ∈ N(F ) (of size
n+ 1) whose lower right entry x is nonzero. Write
X =
(
X0 α
tα x
)
forX0 Hermitian of size n and α a column vector. Let
u =
(
In −x−1α
1
)
so that
untu =
(
X0 − x−1αtα 0
0 x
)
This procedure allows us to descend to size n and utilize our induction hypothesis.
One checks thatW ∗ consists of thoseX for whichX0 − x−1αtα lies inW . The map
X 7→ X0 − x−1αtα on O is easily seen to be a submersion, making it in particular an
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open map. Hence W ∗ is dense by induction, giving us (ii). The other properties (i),
(iii), and (iv) are also proved by induction using this method of descent.
We also have an action of F ∗ on N(F ) by scaling each entry. This actions com-
mutes with that ofUM(F ), so we have an action of F
∗×UM(F ) onN(F ). LetR′ be
the set of invertible diagonal matrices of the form diag(1, r2, ..., rn) in N(F ). Define
a measure on F ∗ by |z|n2F d∗z = |z|n
2−1
F dz and a measure dr
′ on R′ = (F ∗)n−1 by
dr′ =
n∏
i=2
|ri|i−1E dri =
n∏
i=2
|r′i|2i−1F d∗r′i
Then we see immediately that R′ is the quotient of R under the action of F ∗, and
that integration over R can be recovered by integration over R′ and F ∗:∫
R
f(r) dr =
∫
R′
∫
F∗
f(z.r′)|z|n2−1F dz dr′
Putting this together with Proposition 3.4.1, we have:
Proposition 3.4.2. R′ is the quotient of an open dense subset ofN(F ) under the action
of F ∗ × UM(F ), and for f ∈ C∞c (F ), integration over N(F ) can be recovered by
integration over R′ and F ∗ ×UM(F ):∫
N(F )
f(n) dn =
∫
R′
∫
F∗
∫
UM(F )
f(u.(zr′))|z|n2F du d∗z dr′
3.5 Reductive groups sharing the same derived group
Consider a connected, reductive group ‹G over F which contains G and shares its
derived group. In this section only, we will denote the group of rational points of a
group H by the corresponding letter H . We will not do this in general, because later
on we will need to consider the group U of upper triangular unipotent matrices in
GLn(E), and we do not want to confuse this with the groupU(F ) introduced earlier.
Lemma 3.5.1. Let Z
G˜
be the center of ‹G. Let π be an irreducible, admissible repre-
sentation of G, and ω a character of ZG.
(i): ω can be extended to a character ω˜ of Z
G˜
.
(ii): If π is an irreducible, admissible representation ofG, then there exists an irre-
ducible representation π˜ of ‹G whose restriction toG contains π as a subrepresentation.
(iii): If π has central character ω, then π˜ can be chosen to have central character
ω˜.
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Proof. (i): The groupsZG andZG˜ each have uniquemaximal compact open subgroups
K and K˜ , with K = ZG ∩ K˜ . The restriction of ω to K is unitary, and then extends
by Pontryagin duality to a character ω˜ of K˜. We then extend ω˜ to a character of
ZGK˜ by setting ω˜(zk) = ω˜(z)ω(k). This is well defined, and moreover continuous
since the product map ZG × K˜ → ZG˜ is an open map. Since C∗ is injective in
the category of abelian groups, ω˜ extends to an abstract homomorphism of Z
G˜
into C∗.
This extension is automatically continuous, because its restriction to the open subgroup
K˜ is continuous.
(ii) and (iii): We first extend π to a representation of Z
G˜
G by setting π(zg) =
ω˜(z)π(g). This is smooth and admissible. Since Z
G˜
G is of finite index in ‹G, the
smoothly induced representation σ = IndG˜Z
G˜
G π is admissible.
Any irreducible subrepresentation of σ is easily seen to have central character ω˜.
Take a nonzero element in the space of σ and consider the ‹G-subrepresentation W
which it generates. SinceW is finitely generated and admissible, it is of finite length,
and must contain an irreducible subrepresentationW0.
Now the restriction ofW0 to G is a finite direct sum of irreducible representations
of G ([Tad], Lemma 2.1). Since the map f 7→ f(1) defines a nonzero intertwining
operator fromW0 to the space of π, we see that one of these irreducible representations
must be isomorphic to π.
The group ‹G is essentially the same as the group G, but with a larger maximal
torus ‹T, which we may take to be one containing T. It has a maximal split torus S˜
inside ‹T. It has a Borel subgroup ‹B = ‹TU, which defines a set of simple restricted
and nonrestricted roots identifiable with those corresponding to the tripleG,B,S. The
root vectors can be taken from U, giving us the exact same canonical Weyl group
representatives and generic character χ as before.
Let ‹P = M˜N be the maximal self-associate parabolic subgroup of ‹G correspond-
ing to P (that is, defined by the same set of simple roots), with M˜ containing ‹T. Then
M˜ and M also have the same derived group, so we can apply Lemma 3.5.1. We will
make the following convention: for each character ω of ZM , choose once and for all a
character ω˜ of Z‹M which extends ω.
Lemma 3.5.2. Let π be a supercuspidal representation ofM = GLn(E) with central
character ωπ. Let π˜ be a representation of M˜ whose restriction toM contains π as a
subrepresentation, and whose central character is the given extension ω˜π of ωπ.
(i): π˜ is generic, and Cχ(s, π) = Cχ(s, π˜).
(ii): Let W be an element of the Whittaker model of π. Then W extends to an
element W˜ in the Whittaker model of π˜.
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Proof. (i): Let λ be a nonzero χ-Whittaker functional for π. Let V be the underlying
space of π˜. The restriction of π˜ to M is a finite direct sum of irreducible representa-
tions, say V = V1 ⊕ · · · ⊕ Vr, with π = V1. Then the map λ˜ : (v1, ..., vr) 7→ λ(v1) is
a nonzero Whittaker functional for π˜.
Consider the induced representations I(s, π) and I(s, π˜) of G and ‹G. If 0 6= f ∈
I(s, π˜), then f is a function from ‹G to V , so we may write f = (f1, ..., ft). We see
immediately that the restriction of f1 toG is a nonzero element of I(s, π). Considering
the intertwining operatorsA(s, π) andA(s, π˜), and the Whittaker functionals λχ(s, π)
and λχ(s, π˜), both defined by integration overN(F ) with the same Weyl group repre-
sentative w˙0, we see by direct computation that the local coefficient Cχ(s, π˜) satisfies
Cχ(s, π˜)λχ(−s, π) ◦A(s, π)f1 = λ(s, π)f1
making it equal to Cχ(s, π).
(ii): There exists an element v in the space of π such thatW (m) = λ(π(m)v). We
simply define W˜ (m˜) = λ˜(π˜(m˜)v).
3.6 The extended group G˜
We will now construct the group ‹G of the previous section. The goal is to construct a
connected, reductive group ‹G over F which containsG, shares its derived group, and
has connected and cohomologically trivial center. Then Assumption 5.1 of [Sh1] will
be valid for ‹G, allowing us to construct the injection α∨ of F ∗ into Z‹M(F )/ZG˜(F ) as
in Section 5 of [Sh1]. This will allow us to apply Shahidi’s local coefficient formula
for ‹G.
First, define ›ZG = ResE/F ZG. We can identify the F -points of this group
with F
∗ × F ∗, and for z = (x, y) ∈ ›ZG(F ), and γ ∈ Gal(F/F ), we have γ.z =
(γ(x), γ(y)) if γ|E = 1E , and γ.z = (γ(y), γ(x)) if γ|E = σ.
We embed ZG into ›ZG on F -points by sending x ∈ F ∗ to (x, x−1), where we
identify xI2n with x. This embedding is defined over F . Let K be the finite group
scheme Gder ∩ ZG, where we have Gder = SU(n, n). The product map Gder ×F
ZG → G induces an isomorphism of algebraic groups
Gder ×F ZG
K
→ G
which is defined over F . Here we are regarding K as a subgroup scheme of
Gder ×F ZG on closed points by x 7→ (x, x−1). Since K ⊂ ZG ⊂ ›ZG, we may
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define in the same way a group ‹G by‹G = Gder ×F ›ZG
K
This group contains Gder, ZG, and G as subgroup schemes, and by passing to
F -points, we immediately arrive at the following proposition.
Proposition 3.6.1. ‹G is a connected, reductive group over F . Its derived group is
Gder. The center of ‹G is›ZG, and‹T = TD ×F ›ZG
K
is a maximal torus of ‹G which contains T and is defined over F . Here TD is the
usual maximal torus ofGder.
For the self-associate maximal parabolic subgroup‹P = M˜N analoguous to P and
M, we have
M˜ =
M
D ×F ›ZG
K
whereMD is the Levi subgroup ofGder analagous toM. The group M˜ has center
Z‹M = ZMD ×F ›ZGK
Note that the torus Z
G˜
= ›ZG is cohomologically trivial by Shapiro’s lemma, so the
inclusion
Z‹M(F )/ZG˜(F ) = Z‹M(F )/ZG˜(F ) ⊆ Z‹M/ZG˜(F )
is an equality. Note that if H is a reductive group over a field k, then ZH(k) =
ZH(k). We will require a simple lemma on tori. We omit the proof.
Lemma 3.6.2. Identify all groups with their closed points. Let H be the subtorus
(x, x−1, x−1, x) ofG4m, andK a finite subgroup ofH containing c = (−1,−1,−1,−1).
Choose for each 0 6= x ∈ F a square root √x, so that
x 7→ (√x, 1√
x
,
1√
x
,
√
x)K
is a well defined homomorphism of abstract groups Gm → H/K, independent of
the choice of
√
x for any x. Then this homomorphism is a morphism of varieties.
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Now, we are going to construct the required injectionα∨ ofF ∗ intoZ‹M(F )/ZG˜(F )
as in Section 5 of [Sh1]. Let L = ZMD ×F ›ZG. Since
ZMD(F ) = {
(
xIn
x−1In
)
: x ∈ F ∗}
we can identify L(F ) with the three dimensional torus (x, x−1, y, z). For the cor-
responding groupK, we then identifyK(F ) = {(x, x−1, x−1, x) : x2n = 1}. Then
Z‹M(F ) = L/K(F ) = L(F )K(F ) = {(x, x−1, y, z)K(F ) : x, y, z ∈ F ∗}
Proposition 3.6.3. For each x ∈ F ∗, choose once and for all a square root√x. Define
a mapGm(F )→ Z‹M(F ) by
x 7→ (√x, 1√
x
,
1√
x
,
√
x)K(F )
Then this is the map on closed points defined by a cocharacter λ of ZM. It satisfies
〈β, λ〉 = 1 for the unique β ∈ ‹∆ restricting to α = ǫn−1 − ǫn, and 〈β, λ〉 = 0 for
β ∈ ∆ not restricting to α. The composition
Gm → Z‹M → Z‹M/ZG˜
maps F rational points to F -rational, and therefore defines an injection
α∨ : F ∗ → Z‹M/ZG˜(F )
Proof. Note that (−1,−1,−1,−1) ∈ K(F ), so by the previous lemma, λ is a well
defined cocharacter. It clearly pairs with the nonrestricted simple roots in the manner
described. We finally have to check that if x ∈ F ∗, then the image of λ(x) in ZG(F )
is an F -rational point.
The torus Z‹M splits over E, so all its cocharacters are defined over E. The pro-
jection Z‹M → Z‹M/ZG˜ is also defined over E. So we just need to check that if
τ ∈ Gal(F/F ), and τ |E 6= 1E , then τ fixes the image of λ(x) modulo Z
G˜
(F ). First,
using the fact that τ(
√
x) = ±√x, that (−1,−1,−1,−1) ∈ K(F ), and that τ acts on
M
D(F ) by τ.(x, y) = (τ(y)−1, τ(x)−1) we get
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τ.λ(x) = ±(√x, 1√
x
,
√
x,
1√
x
)K(F )
= (
√
x,
1√
x
,
√
x,
1√
x
)K(F )
Next, Z
G˜
(F ) embeds into Z‹M(F ) as (x, y) 7→ (1, 1, x, y)K(F ). For λ(x) modulo
Z
G˜
(F ) to be an F -rational point, it suffices to show that τ.λ(x) is congruent to λ(x)
modulo Z
G˜
(F ). And this is the case, using the element
(1, 1,
1
x
, x)K(F )
and the fact that
√
x
x =
1√
x
for any x ∈ F ∗ and any choice of square root of x.
3.7 The local coefficient as a partial Bessel integral
We will need a nice collection of open compact subgroupsNκ, κ ∈ Z ofN(F ) for the
proof of stability. Note that N(F ), like N(F ), identifies with the space of Hermitian
matrices inMatn(E).
For π an irreducible, admissible representation of M(F ) = GLn(E) with central
character ωπ : E
∗ = ZM(F ) → C∗, let f be the conductor of ωπ|F∗ . Also, let d be the
conductor of the additive character ψ of F , which was fixed once and for all. We have
a collection of open compact neighborhoods of the identity in Matn(E) whose union
is the entire space:
X(κ) =
â
(̟F )
−κ (̟F )−2κ (̟F )−3κ · · ·
(̟F )
−2κ (̟F )−3κ
(̟F )
−3κ . . .
...
ì
where̟F is a uniformizer for F , and (̟F ) = ̟FOE . Of course (̟F ) = ̟EOE
if E/F is not ramified, and (̟F ) = ̟
2
EOE if E/F is ramified. Equivalently,
X(κ) = {x ∈ Matn(E) : xij ∈ (̟F )−κ(i+j−1)}
We let
Nκ = {X ∈ N(F ) : ̟−d−fF X ∈ X(κ)}
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Although the indexing of our open compact subgroups depends on π, the total
sequence does not. We will let ϕκ be the characteristic function ofX(κ).
Lemma 3.7.1. For t ∈ F ∗, α∨(t)Nκα∨(t)−1 only depends on |t|F .
Proof. Let t ∈ F ∗. Then α∨(t) is an element of Z‹M(F ) which is only well defined
up modulo Z
G˜(F )
. However, conjugation by α∨(t) is well defined, and coincides with
conjugation by the E-rational point (
tIn
In
)
so we see that conjugation by α∨(t) of an element X of N(F ), identified with a Her-
mitian matrix, produces the Hermitian matrix t−1X .
Recall that in Section 3.5, we choose once and for all an extension of each character
ω of ZM(F ) to a character ω˜ of Z‹M(F ). Let π be an supercuspidal representation of
M(F ) = GLn(E). Let ω be the central character of π. By the results of Section 3.5,
there exists a generic representation π˜ of M˜(F ), having central character ω˜, such that
π is isomorphic to a subrepresentation of π˜|M(F ), and the local coefficient Cχ(s, π˜)
(relative to M˜(F ) inside ‹G(F )) is equal to Cχ(s, π).
The central character ω˜
π˜s
of π˜s = π˜q
〈sα˜,H
M˜
(−)〉
is equal to ω˜q〈sα˜,HM(−)〉. Let us
first compute the character ω˜(w˙0ω˜
−1) (Section 6 of [Sh1]) of F ∗ which is defined by
ω˜(w˙0ω˜
−1)(t) = ω˜(α∨(t)w˙−10 α
∨(t)w˙0)
This is well defined as a character of F ∗, even though α∨(t) ∈ Z‹M(F ) is only well
defined modulo Z
G˜
(F ).
Lemma 3.7.2. Let t ∈ F ∗. IdentifyingM(F ) = GLn(E), we have
ω˜(w˙0ω˜
−1)(t) = ω(tIn)
In particular, ω˜(w˙0ω˜
−1) does not depend on the choice of character ω˜ extending ω,
and ω˜(w˙0ω˜
−1) is ramified if and only if ω : E∗ = ZM(F ) → C∗ is ramified.
Proof. Choose any square root
√
t ∈ F ∗ of t, and define
z = [
(
1√
t
In √
tIn
)
, (
√
t,
1√
t
)]K(F ) ∈ Z‹M(F )
38
Let z0 ∈ Z‹M(F ) be a representative modulo ZG˜(F ) of α∨(t). The definition of
ω˜(w˙0ω˜
−1)(t) is
ω˜(z0w˙
−1
0 z0w˙0)
By the definition of α∨(t), there exists a g ∈ ZG(F ) such that z = z0g. Then
z0w˙
−1
0 z0w˙0 = zw˙
−1
0 zw˙0, with
zw˙−10 zw˙0 = [
(
tIn
t−1In
)
, (1, 1)]K(F )
which lies inZM(F ) and identifies with the matrix tIn in the center ofGLn(E).
Let Z0 be the isomorphic image of F ∗ under the homomorphism α∨, and let z ∈
Z
0. Let n be an element of the open dense subset W of N(F ) defined in Proposition
3.4.1, so that the stabilizer UM,n(F ) of n under conjugation by UM(F ) is trivial.
Write w˙−10 n = mn
′n¯ as in Lemma 3.3.4. We remark that we have UM,n(F ) =
UM,m(F )
′ = 1, where U′
M,m is as in Section 3 of [Sh1]. Hence Assumption 4.1 of
[Sh1] is satisfied.
Let W˜ be an element of the Whittaker model of π˜s with W˜ (e) = 1. We define the
partial Bessel integral
jNκ,W˜ (m, z) =
∫
UM(F )
W˜ (mu)φκ(u
−1zn¯z−1u)χ(u)du
where φκ is the characteristic function of Nκ. We can write w˙0
−1n¯w˙0 = n1 for
n1 ∈ N(F ), so that
n1 =
∏
β∈∆
xβ(xβ)n
′′
for xβ ∈ F and n′′ in the derived group of N(F ). The element xα := xen−e2n lies in
F , because the character en − e2n of T is defined over F .
Let us compute the matrices m,n′, n¯ and the element xα for special n ∈ N(F ).
Recall that both N(F ) and N(F ) identify naturally with the space of Hermitian ma-
trices with entries in E. And by Lemma 3.3.4, w˙−10 n ∈ P(F )N(F ) if and only if the
Hermitian matrix corresponding to n is invertible.
Lemma 3.7.3. Let r′ = diag(1, r′2, ..., r
′
n) be a diagonal matrix with entries in F
∗.
Let
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n =
(
In r
′
In
)
∈ N(F )
Then w˙−10 n = mn
′n¯ withm ∈M(F ), n′ ∈ N(F ), n¯ ∈ N(F ), where
(i): If we identifym with a matrix in GLn(E), thenm = (−1)n−1Jr′−1.
(ii): If we identify n¯ with a Hermitian matrix, then n¯ = r′−1.
(iii): The element xα ∈ F ∗ corresponding to n above is −1.
Here J is as in Lemma 3.3.2.
Proof. (i) and (ii) are immediate from the Lemma 3.3.4. For (iii), we first need to
compute n1 = w˙
−1
0 n¯w˙0. We have
n1 = w˙
−1
0 n¯w˙0 = (−1)n
(
J
−J
)(
In
r′−1 In
)(
J
−J
)
=
(
In (−1)nJr′−1J
In
)
where the lower right entry xα of (−1)nJa′−1J is easily seen to be −1.
Now let f be a matrix coefficient of π, and let
W f (m) =
∫
UM(F )
f(um)χ(u)du =
∫
U
f(xm)χ(x) dx
where U is the group of upper triangular unipotent matrices in GLn(E). ThenW
f
lies in the Whittaker model of π. We may choose f so that W f (e) = 1. By Lemma
3.5.2, W f extends to a function M˜(F ) → C in the Whittaker model of π˜. Also call
this extensionW f . Then
W (m˜) := q
〈sα,H
M˜
(m˜)〉
W f (m˜)
lies in the Whittaker model of π˜s = π˜q
〈sα˜,H
M˜
(−)〉
. Now that we have defined our
lengthy notation, we can state Shahidi’s local coefficient formula for Cχ(s, π˜).
Theorem 3.7.4. Assume that the central character of π is ramified (so that the central
character of π˜ is also ramified). Then the local coefficient Cχ(s, π) = Cχ(s, π˜) is
equal to
γ(s)
∫
Z0UM(F )\N(F )
jNκ,W (m)ω˜π˜s(w˙0ω˜π˜s)(xa)q
〈sα˜+ρ,H
M˜
(m)〉
dn˙
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for all κ ∈ Z, where γ(s) is a function depending only on the central character of π.
Here
jNκ,W (m) = jNκ,W (m,α
∨(̟d+fxα))
where d and f are the conductors of ψ and ω|F∗ .
We have already identified the quotient spaceZ0UM(F )\N(F ) in Section 3.4 with
the torus R′. Conjugation by Z0 coincides with the action of F ∗ given there, and the
measure n˙ is the measure dr′.
Proof. This is Theorem 6.2 of [Sh1]. The only new claim we make is that this is valid
for all κ ∈ Z, rather than for κ sufficiently large. In the generality in which Shahidi
proved his formula, he considered the partial Bessel function jN0,W (m) for compact
open subgroups N0 of N(F ) for which α
∨(t)N0α∨(t)−1 only depends on |t|F . In
general, N(F ) has arbitrary such large subgroups, but they need not be arbitrarily
small. However, our subgroups Nκ can be chosen arbitrarily small, allowing us to
modify the proof of Shahidi’s theorem to hold for arbitraryNκ.
Our elementW in the Whittaker model of π˜s is a map g 7→ λ(π˜v) for some vector
v in the space V of π˜ and a Whittaker functional λ, satisfying λ(v) = 1. Take κ0 to
be an integer sufficiently small so that Nκ0 is contained in the kernel of the character
χ′(n−) = χ(w˙−10 n
−w˙0) of N(F ). Let f : N(F ) → V be v times the characteristic
function ofNκ0 divided by the measure ofN0. Now f extends to an element of I(s, π˜),
vanishing off of P(F )Nκ0 and we have
v =
∫
Nκ
f(n−)χ′(n−) dn−
for all κ ≥ κ0. Now for h in the induced space I(s, π) or I(−s, w0(π)), the
Whittaker functional∫
N(F )
〈Rw˙−1
0
(h)(w˙0n), λ〉χ(n) dn =
∫
N(F )
〈f(n¯1), λ〉χ′(n¯1) dn¯1
is really defined to be an integral over a suitable open compact subgroup N0 of
N(F ) (or an open compact subgroup N0 = w0N0w
−1
0 or N(F )). The subgroup N0
will depend on h but not on s, and it will have the property that the integral remains
the same if N0 is replaced by any open compact subgroup of N(F ) containing N0
(Theorem 3.4.7 of [Sh2]). Let N0 be an open compact subgroup which works for
Rw˙−1
0
(f) and for A(s, π)(Rw˙−1
0
(f)). Let N1 be an open compact subgroup of N(F )
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containing N0 and Nκ, for some fixed κ ≥ κ0. Then by comparing integration over
N0, N1, andNκ, we see from our choice of f that our Whittaker functionals evaluated
at Rw˙−1
0
(f) and A(s, π)(Rw˙−1
0
(f)) can in fact be obtained by integration overNκ.
The rest of the proof follows exactly as it was written in [Sh1]. Since κ0 could be
chosen arbitrarily small, we see that Shahidi’s local coefficient formula will now hold
for all κ ∈ Z.
3.8 The partial Bessel integral
Let G = GLn(E) = M(F ), B and A the usual Borel subgroup and maximal torus
of G, and U the unipotent radical of B. Let A′ = {(1, a2, ..., an) ∈ A}, so that A is
the direct product of A′ and the center Z of G. If a ∈ A, let a′ be the element of A′
obtained by “stripping off the center” of a, so that a = a′z for z ∈ Z .
Let W (G) be the Weyl group of G. For w ∈ W (G), we keep our Weyl group
representatives w˙ from Section 3.3. For g ∈ G, there is a unique w ∈ W (G) such that
g lies in the Bruhat cell C(w) = BwB. If U−w is the subgroup of U directly spanned
by the root subgroups of those roots which are made negative byw, then we can write g
uniquely as u1w˙au2 for u1 ∈ U, a ∈ A, and u2 ∈ U−w . For a subset S ofG containing
Z , define C∞c (S;ω) to be the space of locally constant functions f : S → C which are
compactly supported modulo Z and which satisfy f(zg) = ω(z)f(g) for z ∈ Z and
g ∈ G.
Let f ∈ C∞c (G;ω). For example, f could be a matrix coefficient of π, because π
is supercuspidal. Define a mapW f : G→ C by
W f (g) =
∫
U
f(xg)χ(x) dx
where χ is the restriction to U = UM(F ) of our generic character of U(F ). This
integral converges absolutely. Now U acts on G on the right by g.u = w˙G
tuw˙−1G gu,
where wG = w
θ
ℓ is the long element of G. Let Ug be the stabilizer of a given g ∈ G
under this action, and let ϕ be the characteristic function of an open compact subset of
Matn(E). We define the partial Bessel integral B
G
ϕ (g, f) by
BGϕ (g, f) =
∫
Ug\U
W f (ug)ϕ(tuw˙−1G g
′u)χ(u)du
The integral converges absolutely, on account of the fact that f is compactly supported
modulo Z , and that for a p-adic field k, the k-points of orbits of unipotent groups over
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k acting on affine k-varieties are closed.
We shall now rewrite the formula in Theorem 3.7.4. By the results of Section 3.4,
may identifyZ0UM(F )\N(F )with the spaceR′ of matrices of the form diag(1, r′2, ..., r′n)
with r′i ∈ F ∗. The measure dn˙ = dr′ is then the measure
dr′ =
n∏
i=2
|r′i|2i−1F d∗r′i
where d∗r′i is the usual Haar measure
dri
|ri|F on R
′ = (F ∗)n−1. If n ∈ N(F )
corresponds to r′, i.e.
n =
(
In r
′
In
)
then writing w˙−10 n = mn
′n¯, we have m = (−1)n−1Ja′−1 = (−1)n−1w˙Ga′−1,
n¯ = a′−1, and xα = −1 (Lemma 3.7.3). Recall that the matrix J of Section 3.3 is
equal to w˙G, the representative of the long Weyl group element in GLn(E).
Lemma 3.8.1. With n,m, n¯ as above, we have
(i): ω˜
π˜s
(w˙0ω˜π˜s)(xα) = ±1
(ii): q
〈sα˜+ρ,H
M˜
(m)〉
=
n∏
i=2
|r′i|−(s+n)
Proof. (i) is on account of the fact that xα = −1. (ii) follows from Lemma 3.3.1, and
the fact that the restriction ofH‹M toM(F ) is HM(F ).
Now for jNκ,W (m) = jNκ,W (m,α
∨(̟d+fxα), where d and f are the conductors
of ψ and ω|F∗ . Consider first α∨(̟d+fxα) = α∨(−̟d+f ). Since α∨(t)Nκα∨(t)−1
only depends on |t|F , we can ignore the sign and just work with z = α∨(̟d+f ). We
have
jNκ,W (m) =
∫
UM(F )
W (mu)φκ(u
−1zn¯z−1u)χ(u) du
If we identify N(F ) with the Hermitian matrices in Matn(E), and UM(F ) with
the group U of upper triangular unipotent matrices with entries in E, then u−1zn¯z−1u
is simply
̟−d−f tur′−1u = ω−d−f tuw˙−1G w˙Gr
′−1u
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Now
W (mu) =W ((−1)n−1w˙Gr′−1u) = ±q〈sα˜,HM(w˙Gr
′−1u)〉W f (w˙Gr′−1u)
= ±
n∏
i=2
|r′i|−sF W f (w˙Gr′−1u)
Observing that̟−d−f tuw˙−1G w˙Gr
′−1u lies in Nκ if and only if
tur′−1u = tuw˙−1G w˙Gr
′−1u
lies inX(κ), we then have
jNκ,W (m) = ±
n∏
i=2
|r′i|−s
∫
U
W f (w˙Gr
′−1u)ϕκ(tuw˙−1G w˙Gr
′−1u)χ(u) du
= ±
n∏
i=2
|r′i|−sBGϕκ(w˙Gr′−1, f)
where ϕκ is the characteristic function of X(κ) (not Nκ). Absorbing the ±1 into
γ, and combining everything together, we get
Cχ(s, π)
−1 = γ(s)
∫
R′
BGϕκ(w˙Gr
′−1, f)
n∏
i=2
|r′i|−2s+n+2i−1d∗r′i
Finally making the change of variables r′ 7→ r′−1, we arrive at the following
Proposition 3.8.2. Let π be an irreducible, supercuspidal representation of M(F ) =
GLn(E) with central character ω. Let f be a matrix coefficient of π. If ω is ramified,
then there exists a function γ = γω depending only on the central character ω and not
on π, such that
Cχ(s, π)
−1 = γ(s)
∫
R′
BGϕκ(w˙Gr
′, f)
n∏
i=2
|r′i|2s−n−2i+1d∗r′i
for all κ ∈ Z.
Assume that π is an irreducible supercuspidal representation ofM(F ) = GLn(E),
whose central character ω is not necessarily ramified. Assume that η is a characer of
E∗. Let f be a matrix coefficient of π such thatW f (e) = 1. Then f(g)η(g) is a matrix
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coefficient of πη with W fη(e) = 1. Clearly BGϕκ(w˙Gr
′, fη) = η(r′)BGϕκ(w˙Gr
′, f),
so applying Proposition 3.8.2 to πη, we get:
Proposition 3.8.3. Let π be an irreducible, supercuspidal representation of M(F ) =
GLn(E) with central character ω. Let f be a matrix coefficient of π. For all characters
η of E∗ such that ωηn is ramified, there exists a function γ = γη depending only on
the character ωηn and not on π, such that
Cχ(s, πη)
−1 = γη(s)
∫
R′
η(r′)BGϕκ(w˙Gr
′, f)
n∏
i=2
|r′i|2s−n−2i+1d∗r′i
for all κ ∈ Z.
3.9 Bessel function asympotics
What happens next is a detailed study of the asymptotics of the partial Bessel integrals
BGϕ . This was done in a slightly different setting by Cogdell, Shahidi, and Tsai in
Section 5 of [CoShTs]. Their argument encompasses forty pages of hard analysis.
Fortunately, our calculations turn out almost entirely identical to theirs. Their field is
F , our field is E. Their use of the transpose tg must be replaced by the conjugate
transpose tg, where g is the application of the nontrivial element of Gal(E/F ). We
cite their main result, Proposition 3.9.1 (Proposition 5.7 of their paper), referring to
their paper for an almost word for word identical proof.
LetB(G) be the set ofw ∈W (G) of the formwGw−1M , whereM is a standard Levi
subgroup of G, and wG and wM are the long elements of G andM . If w,w
′ ∈ B(G),
we have a notion dB(w,w
′) of Bessel distance ([ShCoTs], 5.1.4). For w′ ∈ B(G), we
set
Ωw′ =
⋃
w≤w′
BwB
where≤ is the Bruhat order. This union is open in G.
For w ≤ w′ in B(G), with corresponding Levi subgroupsM ⊆ M ′, let Aw and
Aw′ be the centers ofM andM
′. Define the transverse torus Aw
′
w = Aw ∩M ′der. The
groupAw
′
w Aw′ is open and finite index in Aw, with A
w′
w ∩ Aw′ finite.
We fix once and for all an auxiliary function f0 ∈ C∞c (G;ωπ) withW f0(e) = 1.
Proposition 3.9.1. (Proposition 5.7 of [CoShTs]) Let f be a matrix coefficient of π with
W f (e) = 1. Then there exists a function f1,e ∈ C∞c (G;ωπ), and for each w′ ∈ B(G)
with 1 ≤ dB(w′, e) a function f1,w′ ∈ C∞c (Ωw′ ;ωπ) such that:
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(i): For all sufficiently large ϕ = ϕκ (which is to say, for sufficiently large κ), we
have
BGϕ (w˙Ga, f) = B
G
ϕ (w˙Ga, f1,e) +
∑
1≤dB(w′,e)
BGϕ (w˙Ga, f1,w′)
for all a ∈ A.
(ii): BGϕ (w˙Ga, f1,e), as a function of a, depends only on the auxiliary function f0
and on the central character ωπ.
(iii): For sufficiently large ϕ, and for each w′ ∈ B(G) with 1 ≤ dB(w′, e), we
have that BGϕ (w˙Ga, f1,w′) = ωπ(z)B
G
ϕ (w˙Gbc
′, f1,w′) vanishes for a outside Aw
′
wGAw′
is uniformly smooth as a function of c′ ∈ A′w′ .
Part (iii) of Proposition 3.9.1 requires some explanation. The product Aw
′
wGAw′ is
open and of finite index inA = AwG , and one considers those a ∈ Awhich decompose
(in finitely many ways) as a product zbc′, for b ∈ Aw′e , z ∈ Z , and c′ ∈ A′w′ , where
A′w′ = Aw′ ∩ A′. A function h of c′ ∈ A′w′ is called uniformly smooth if there exists
an an open compact subgroupH of A′w′ such that h(c0c
′) = h(c′) for all c0 ∈ H and
c′ ∈ A′w′ .
Now we complete the proof of Proposition 3.3.3, and hence the proof of Propo-
sition 2.5.8. We are given two irreducible supercuspidal representations π1 and π2
of M(F ) = G with the same central character ω. Let f1, f2 ∈ C∞c (G;ω) be ma-
trix coefficients of π1 and π2 with W
f1(e) = W f2(e) = 1. Fix an auxiliary func-
tion f0 ∈ C∞c (G;ω) with W f0(e) = 1. By Proposition 3.9.1, there exist functions
f1,e, f2,e ∈ C∞c (G;ω) and for each w′ ∈ B(G) with 1 ≤ dB(w′, e), functions
f1,w′, f2,w′ ∈ C∞c (Ωw′ ;ω) such that the following hold:
• For sufficiently large ϕ = ϕκ (that is, for sufficiently large κ),
BGϕ (w˙Ga
′, fi) = BGϕ (w˙Ga
′, fi,e) +
∑
1≤dB(w′,e)
BGϕ (w˙Ga
′, fi,w′)
for i = 1, 2 and all a ∈ A.
• Each BGϕ (w˙Ga′, fi,e) as a function of a′, only depends on the auxiliary function
f0 and on ω.
• For sufficiently largeϕ, and eachw′ ∈ B(G), with 1 ≤ dB(w′, e),BGϕ (w˙Gbc′, fi,w′)
vanishes for a outside Aw
′
wGAw′ and is uniformly smooth as a function of c
′ ∈
A′w′ .
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For the groups A,A′, Aw
′
w etc. defined above, we define the subgroups R,R
′, Rw
′
w
etc. as the corresponding ones with entries in F . Note that R′ coincides with its earlier
definition in Section 3.4. We have for each character η ofE∗ such that ωηn is ramified,
a function γη(s) depending only on the character ωη
n such that
Cχ(s, πiη)
−1 = γη(s)
∫
R′
η(r′)BGϕκ(w˙Gr
′, fi)
n∏
i=2
|r′i|2s−n−2i+1d∗r′i
We will drop κ from the notation and write ϕ instead of ϕκ. The difference
Cχ(s, π1η)
−1 − Cχ(s, π2η)−1 is equal to
γη(s)
∫
R′
(BGϕ (w˙Gr
′, f1)−BGϕ (w˙Gr′, f2))η(r′)
n∏
i=2
|r′i|2s−n−2i+1d∗r′i
For sufficiently large ϕ, we will have
BGϕ (w˙Gr
′, f1)−BGϕ (w˙Gr′, f2) = BGϕ (w˙Gr′, f1,e)−BGϕ (w˙Gr′, f2,e)
+
∑
1≤dB(w′,e)
BGϕ (w˙Gr
′, f1,w′)−BGϕ (w˙Gr′, f2,w′)
Since BGϕ (w˙Gr
′, f1,e) and BGϕ (w˙Gr
′, f2,e) each only depend on the central char-
acter ω and on the auxiliary function f0, these will cancel. To complete the proof of
the theorem, it suffices to show that for each w′ ∈ B(G) with 1 ≤ dB(w′, e), we have
∫
R′
(BGϕ (w˙Gr
′, f1,w′)−BGϕ (w˙Gr′, f2,w′))η(r′)
n∏
i=2
|r′i|2s−n−2i+1d∗r′ = 0
Now each BGϕ (w˙Ga
′, fi,w′) vanishes for a′ 6∈ Aw′wGAw′ . Since Aw
′
wGAw′ is open
in A, Aw
′
wGAw′ ∩ R′ is open in R′, so the given integral is equal to integration over
Aw
′
wGAw′ ∩R′. We write∫
Aw′wG
Aw′∩R′
d∗r′i =
∫
Aw′wG
Aw′∩R′/R′w′
∫
R′
w′
d∗c′idx¯
For each x¯ ∈ Aw′wGAw′ ∩ R′/R′w′ , we choose a representative bd with b ∈ Aw
′
wG
and d ∈ Aw′ . Write d = zd′1 for z ∈ ZM and d′1 ∈ A′w′ . The integral which we are to
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show is zero is equal to
∫
Aw′wG
Aw′∩R′/R′w′
n∏
i=2
|bidi|2s−n−2i+1η(bd)ω(z)
∫
R′
w′
(BGϕ (w˙Gbd
′c′, f1,w′)−BGϕ (w˙Gbd′c′, f2,w′))η(c′)
n∏
i=2
|c′i|2s−n−2i+1 d∗c′i dx¯
By uniform smoothness, there exists an open compact subgroupH ofA′w′ , depend-
ing on b, such that for all c′′ ∈ A′w′ , and all c′′′ ∈ H ,
BGϕ (w˙Gbc
′′c′′′, fi,w′) = BGϕ (w˙Gbc
′′c′′′, fi,w′)
It follows that, for fixed b ∈ Aw′wG , and d′ ∈ A′w′ , BGϕ (w˙Gbd′c′, fi,w′) is uniformly
smooth with respect to c′ ∈ R′w′ (takingH ∩R′w′ as the open compact subgroup). This
is to say,
BGϕ (w˙Gbd
′c′c′′, fi,w′) = BGϕ (w˙Gbd
′c′, fi,w′)
for all c′ ∈ R′w′ , and c′′ ∈ Rw′ ∩H . Taking η to be sufficiently highly ramified so
that it is nontrivial on some c′′ ∈ Rw′ ∩H , we see by changing c′ 7→ c′′−1c′ that∫
R′
w′
(BGϕ (w˙Gbd
′c′, f1,w′)−BGϕ (w˙Gbd′c′, f2,w′))η(c′)
n∏
i=2
|c′i|2s−n−2i+1 d∗c′i = 0
Taking η to be sufficiently highly ramified to simultaneously deal with all the w′ ∈
B(G) with 1 ≤ dB(w′, e), we get Cχ(s, π1η)−1 −Cχ(s, π2η)−1 = 0. This completes
the proof of Proposition 3.3.3, and hence the proof of Proposition 2.5.8.
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