Introduction
Let F be a eld and n > 2 be a positive integer. A simplex in the projective space P n F is an ordered set of hyperplanes L ¼ ðL 0 ; . . . ; L n Þ. A face of L is any nonempty intersection of the hyperplanes. A pair of simplices is admissible if they do not have common faces of the same dimension. It is a generic pair if all the faces of the two simplices are in general position.
In their seminal paper [2, 4] Beilinson et al. initiated the study of the motivic cohomology of the admissible pairs of simplices ðL; M Þ on P 2 F which is dened as a graded comodule L 2 j¼0 H Ã mot ðL; M Þ j over a suitable graded algebra AðF Þ ;Q :¼ AðF Þ Q. The cohomology is the arithmetico-algebraic analog of the relative Betti cohomology and is dened via mysterious complexes formed by the geometric combinatorial data of the pair. The reason for this is that the graded pieces of the cohomology groups can actually be obtained from a spectral sequence converging to H Ã ðP n C n L; M n L; QÞ with degenerate E 2 -term. In this paper we propose a generalization of the above from P 2 F to P n F . Briey speaking, the group A n ðF Þ is generated by admissible pairs of simplices in P n F , subject to a set of relations (see Denition 2.1 for the detail). The dening (double scissors congruence) relations reect (conjecturally all of) the functional equations of Aomoto polylogarithms rst studied in [1] . These groups are expected to form a Hopf algebra and are closely related to algebraic K-theory by the following conjecture [4, where stands for the -ltration of K-groups.
Beilinson et al. proved this conjecture up to K 3 ðF Þ in [2, 4] . We now have a lot of evidence up to gr According to the Tannakian formalism the category MTMðF Þ of mixed Tate motives over a eld F is supposed to be equivalent to the category of graded modules over a certain graded commutative Hopf algebra A (see [3] and [9, Chapter 3] ). Therefore the Ext groups in the category MTMðF Þ are isomorphic to the cohomology of the Hopf algebra A . Beilinson et al. conjecture that A :¼ L n > 0 A n is isomorphic to A and therefore the graded object A Q should have a Hopf algebra structure over Q. This is the primary motivation to study the groups A n in this paper.
In [13] by using a geometric combinatorial method we analyzed the generic part A 0 of A (see page 316 for the precise denition of A 0 ). In particular, we proved that the coproduct is well dened on the generic part. However, the proofs are complicated due to their computational nature. In this paper we will explore a dierent path by applying the theory developed in [2, 3] to study the motivic cohomology of all the admissible pairs of simplices, not only the generic ones. It follows from the general theory of framed mixed Hodge structures that the coproduct map on A n should exist. This idea will then be used to nd the explicit denition of the coproduct map on A n for n 6 4.
We now describe the content of this paper in some detail. Section 2 is a brief review of the double scissors congruence groups and the framed Hodge--Tate structures. In x 3, for a non-degenerate admissible pair ðL; M Þ in P n C we explicitly dene a linearly constructible motivic perverse sheaf SðL; M Þ without monodromy in the sense of [3] and prove that SðL; M Þ provides the Hodge --Tate structure of the relative Betti cohomology H Ã ðP n C n L; M n L; QÞ when L and M are in general position. Essentially SðL; M Þ is the E 0 -term of a spectral sequence which converges to H Ã ðP n C n L; M n L; QÞ. It is shown in [3] that SðL; M Þ is uniquely determined by a 2-dimensional diagram which satises some compatibility conditions. We denote this diagram also by SðL; M Þ. Let K ; 2j be the bicomplex inside SðL; M Þ corresponding to the 2jth weight graded piece and let K 2j be its total complex. Then we have the following result. The benet of the diagram SðL; M Þ is that it can be described in purely geometric combinatorial terms. For a general eld F we can therefore recover the motivic cohomology H In x 4, from the above explicit construction of the motivic cohomology we are able to recover the denition of the coproduct on the generic part A 0 which is in agreement with [3] . One of the advantages of our approach in this generic case is that it follows directly from our denition that the coproduct is well dened although it is not obviously so at a rst glance.
For A 2 our general theory also enables us to handle all the non-generic cases in x 5 which greatly simplies the computation for pairs of triangles in [2] .
One of the most important applications of our motivic cohomology theory is given in x 6. There, we rst reduce the problem of dening the coproduct on A 3 to the generic case and nitely many non-generic cases. Then for each of them we are able to dene the coproduct explicitly. Having the clear picture of A 3 in our mind we are able to generalize to A 3 a few deep results about A 2 in another paper [14] .
Using an argument similar to that used in dealing with A 3 we can further dene the coproduct explicitly on all of A 4 . Nevertheless, in the last section, we content ourselves with only two crucial examples of A 4 to show how our general theory can be applied in these cases. One example is a part of the classical tetralogarithmic pair of simplices. The other is essentially the only obstacle to the construction of the Aomoto tetralogarithm by using classical tetralogarithms and products of polylogarithms of lower weights.
This paper grew out of the attempt to give a conceptually clearer solution to the problem of dening the coproduct on A n than the one presented in my thesis. My approach to the relative motivic cohomology in x 3.2 is inspired by several conversations with C.-L. Chai to whom I want to express my hearty gratitude. The anonymous referee provided some very helpful comments which greatly improve the exposition of the paper.
Preliminaries and notation
We shall begin with some notation. Let F be a eld. A simplex in the projective space P n F is an ordered set of hyperplanes L ¼ ðL 0 ; . . . ; L n Þ. It is non-degenerate if the intersection of all the hyperplanes L i is empty. A face of L is a non-empty intersection of some ordered hyperplanes. For example, the face of
. . . ; L i k Þ (ordered set of faces of L) depending on the context. We also adopt the convention that L ij ¼ L i \ L j and L i;j ¼ ðL i ; L j Þ and so on. Given a non-degenerate simplex L we may choose the coordinate system ½t 0 ; . . . ; t n in P n F such that L i ¼ ft i ¼ 0g for 0 6 i 6 n. Such a simplex is called the standard simplex.
A pair of simplices is admissible if they do not have common faces of the same dimension. It is a generic pair if all the faces of the two simplices are in general position.
Double scissors congruence groups A n ðF Þ
These groups are rst introduced in [3] and then modied in [2] . DEFINITION 2.1. Dene A 0 ðF Þ ¼ Z. If n > 0 then A n ðF Þ is the abelian group generated by admissible pairs of n-simplices ðL; M Þ subject to the following relations.
(R1) Non-degeneracy. We have ðL; M Þ ¼ 0 if and only if L or M is degenerate. (R2) Skew symmetry. For every permutation of ½½n,
where L ¼ ðL ð0Þ ; . . . ; L ðnÞ Þ:
Denote by ½L; M the class of ðL; M Þ in A n ðF Þ.
CONVENTION. Sometimes we need to produce simplices by intersecting hyperplanes (for example, see the next proposition). Suppose L 0 ; . . . ; L n and M 0 ; . . . ; M n are hyperplanes in
for some i then we always throw away ðNjL; M Þ :¼ ððL 0 \ N; . . . ; L n \ NÞ; ðM 0 \ N; . . . ; M n \ NÞÞ because they are not pairs of simplices.
The interested readers may nd that we have replaced the relations in the Trivial Intersection axiom of [13, x 2] by the above convention to make the denition logically better. They can also nd a detailed analysis of this denition and the relations between our formulation and those of other authors. There, we proved the following.
PROPOSITION 2.2 (Intersection additivity). For
One often considers another family of groups A 0 n ðF Þ (called the generic part of A n ðF Þ) dened similarly to A n ðF Þ except that (i) the generators ðL; M Þ are required to be generic pairs,
. . . ; L nþ1 ; M Þ are generic pairs.
Framed Hodge--Tate structures: a brief review
We will use [2] as our primary reference in this subsection.
Recall that a non-trivial Hodge --Tate structure is a mixed Hodge structure whose quotient of weight À2k is isomorphic to some non-zero copies of ZðkÞ. We say that H is an n-framed Hodge --Tate structure if it is equipped with a non-zero vector v 2 gr 
Namely, for x 2 R, 'ðxÞ is the class of the sub-Hodge structure H, consisting of vectors in W 2i whose projection in gr W 2i H is proportional to x, with framing fx; e v vg. For y 2 R Ã , ðyÞ is the class of the quotient-structure ðH=W 2iÀ1 Þ= ker y with framing fv; yg.
Let fe j g and fe j g be dual bases in R and R Ã respectively. Then one denes the coproduct
It is easy to see that and are compatible, that is, ðða bÞÞ ¼ ðð Þ ÞððaÞ ðbÞÞ
H n is a graded Hopf algebra with multiplication and coproduct .
The following result is the main reason for considering the Hopf algebra H . More details can be found in [3] . THEOREM 2.3. The category of mixed Q-Hodge--Tate structures is canonically equivalent to the category of nite-dimensional graded H ;Q -comodules. 
Motivic cohomology of an admissible pair of simplices
This is the main theoretical part of this paper. We will apply its main results to a series of constructions in the next few sections.
The linearly constructible motivic perverse sheaf
Let F be an arbitrary eld. Let ðL; M Þ be a non-degenerate admissible pair of simplices in P n F . Denote the set of generic pairs of sub-simplices of ðL; M Þ by 
where hðL J \ M K Þi is the Q-vector space generated by the symbol ðL J \ M K Þ. This denition forces us to identify sgnððJ; KÞ ! ðJ
inc is the rearrangement of J in the increasing order. It is straightforward to see that
is a nite-dimensional Q-vector space, where Proof. This is clear. Ã Remarks 3.3. To understand the diagram in Figure 1 geometrically we observe the following.
(i) The dth row of the diagram is constructed only from d-dimensional linear subspaces of P n . (ii) In general, the further left or right we move, the more contributions come from M-faces or L-faces respectively. For example, S 0;0 ¼ hðM-verticesÞi and S 2n;0 ¼ hðL-verticesÞi. For j þ k 6 n and j; k > 0 let 
(ii) If the element in J n J 0 is not the last entry in J then we can reorder J and make it happen. The same applies for K 0 .
PROPOSITION 3.5. Proof. The conditions (1a) and (1b) are easily checked by denition and Remark 3.4. To verify the rest we let L J , L J 0 , M K and M K 0 be as above and let 
Here P 0 means that N 0 ranges over distinct linear subspaces of P n .
Geometrically, the map u sends a linear subspace produced by faces of L and M to all the subspaces of one dimension higher by removing one (highest dimensional) L-face each time; while the map v sends such a linear subspace to all the subspaces of one dimension lower by intersecting it with one (highest dimensional) M-face each time.
By denition we see that the 2-dimensional diagram SðL; M Þ satises the condition of a double complex except at terms on the bottom line. This follows from Proposition 3.5 and the fact that u is a nite sum of uðN; N 0 Þ's, and v is a nite sum of vðN 0 ; NÞ's. Moreover, we can put a weight ltration W on the diagram by setting W 2k of the diagram to be that part of it lying on or to the lower left of those terms DEFINITION 3.8. For any integer 0 6 j 6 n we construct a cochain complex K 2j ðL; M Þ as follows. In the 2-dimensional diagram of Figure 1 , we extract the parallelogram-shaped region with lower vertex at S 2j;0 so that it becomes a double complex
Label the associated single complex K 2j ðL; M Þ so that the groups S 2j;k in the column over S 2j;0 lie in degree zero.
Obviously, K q 2j ðL; M Þ is non-trivial if and only if j À n 6 q 6 j because K p;q 2j ¼ 0 unless ð p; qÞ lies in the rectangular area of Figure 2 .
We are now ready to dene the motivic cohomology of a pair of admissible simplices. DEFINITION 3.9. Let ðL; M Þ be a non-degenerate admissible pair of simplices in P n F . Then we dene the qth rational motivic cohomology of ðL; M Þ by
graded by the weights 2j.
From the general theory of framed Hodge--Tate structures of x 2.2 we expect that the weight ltration W makes the motivic cohomology H 
The motivation
This subsection is logically dependent on Main Theorem 3.25 concerning the structure of H Ã mot ðL; M Þ. Readers are recommended to skip this section in the rst reading. The goal of the present subsection is to motivate our construction in the previous subsection by proving the following theorem. Proof. For any complex projective variety X and any closed subset N of X let j U : U ¼ X n N ,! X and i N;X : N ,! X be the inclusions. Recall that if F is a constant sheaf on an irreducible X then we have the exact sequence
where H 0 N ðX; F Þ is the subsheaf of F with supports in N (see [12, Exercise II.1.20]). We use the same Z to denote the constant sheaf of Z on P n . As usual, we have a long exact sequence for Betti cohomology
where res is the restriction map. Hence the cohomology groups H Ã ðM n L; ZÞ and H Ã ðP n n L; ZÞ are linked together and yield a two-column (p ¼ 0; 1) rst quadrant spectral sequence converging to the relative cohomology
where M ð0Þ ¼ P n and M ð1Þ ¼ M. To decode H p ðM n L; ZÞ we let T i ¼ M i n L and for any subset
Then since M I is irreducible in the Zariski topology, it can be proved easily by using (4) that we have the projective resolutions
Here the dierentials @ are induced by the maps u from the previous subsection. Hence we can compute the following cohomology groups by these resolutions:
We now connect the cohomology H Ã ðM n L; ZÞ to H Ã ðM I n L; ZÞ for I running through the non-trivial subsets of ½½n. For any complex variety X covered by two open subsets U 1 and U 2 we have the Mayer --Vietoris long exact sequence
which yields another two-column rst quadrant spectral sequence ( p ¼ 0; 1)
where
It is straightforward to extend this to the case where X is covered by nitely many open subsets and get
Here all the horizontal dierentials d p;q 1 are induced by the maps v from the previous subsection.
Splicing (5) and (8) together we get the rst quadrant spectral sequence with
Notice that the horizontal maps from the rst column to the second column are induced from the restriction maps P n ! M i . Applying (6) and (7) we can dene the E 0 -term of this spectral sequence as
Let B p;q be the corresponding bicomplex whose single total complex is ltered by the columns 
because the spectral sequence EðL; M Þ degenerates at the E 2 -term since
&
To see this consider the descriptive picture of A ; given by Figure 3 .
Clearly, we may assume 0 6 p 6 n and p 6 q 6 n. if a > 0 by Main Theorem 3.25. By the same theorem we know that H 0 ðK 2nÀ2p Þ is of pure weight 2n À 2p and therefore if p ¼ q then
This proves the required result and concludes the proof of our theorem. Ã
The above theorem is the motivation of Denition 3.9 in the previous subsection. From the proof we see that the space H n ðP n n L; M n L; ZÞ has a canonical mixed Hodge structure [7, (8.3 .10)] which we denote by HðL; M Þ. The weights of HðL; M Þ that are of interest are 2k for 0 6 k 6 n and the corresponding graded quotients are pure Hodge --Tate structures isomorphic to ZðÀkÞ c k which is c k copies of the Tate structure of weight 2k for some non-negative integer c k . Now consider the complex ðE
It is nothing but the injective resolution of j P n nM ! ðQj P n nM Þ where Q is the constant sheaf of Q on P n . Therefore we see that
which is the compactly supported cohomology of P n n M and therefore is dual to the Borel --Moore homology H 
Finally, we notice that the Aomoto polylogarithm Ð Á M ! L satises similar axioms to those in the denition of A n (Denition 2.1). Thus the map ðL; M Þ 7 ! HðL; M Þ providing the homomorphism A n ! H n is a formal analog of the Aomoto polylogarithm.
A pairing
As observed in [2] we can dene the pairings on the Q-vector spaces
for Ài 6 q 6 n À i as follows: if x and y can be represented by the same
jk :
For all other x and y we dene hhx; yii ¼ 0: Then we linearly extend hh Á ; Á ii to
PROPOSITION 3.11. The pairing hh Á ; Á ii provides an isomorphism between the two complexes of Q-vector spaces
Here the dual is obtained by applying the contravariant functor Hom Q ðÀ; QÞ.
Proof. We only need to verify that the pairings are compatible with the dierentials. Let u Ã and v Ã be the dierentials for K 2i ðM;
Similarly, one can prove that Figure 1 about the center column (that is, the nth column) followed by reversing all the arrows and changing u to v Ã and v to u Ã . (ii) Our denition of the complex K 2j ðL; M Þ and the above pairing does not agree with [2] when n ¼ 2. But it is obvious that up to signs they are the same. We make these changes for the sake of easy generalization.
Construction of the complex CðL; M Þ
In this subsection we will recast the objects S i;d as abelian groups D ðiÀdÞ=2;nÀðiþdÞ=2 dened by generators and relations and dene dierentials d 0 and d 00 corresponding to u and v respectively. They provide an integral version of SðL; M Þ and, more importantly, are very convenient for computation.
Recall that for a subset f 1 ; . . . ; k g of ½½n we set M 1 ;...; k ¼ ðM 1 ; . . . ; M k Þ which is an M-face with codimension k (geometrically, it is T k s¼1 M s ). We call a chain of inclusions of the faces We dene L-ags similarly. 
The group Relðj; kÞ is generated by two kinds of relations.
(i) For every xed l < k, every xed M t 2 M t (with t 6 ¼ l), every xed L s 2 L s (with 1 6 s 6 j), and variable
The dierentials d 0 and d 00 are dened as follows: 
t for all 1 6 t 6 k, must appear in x with the same coecient a by (11) . Hence every term of dðxÞ has integer coecient.
(ii) In the denition of d 00 we only allow distinct M 0 \ ðL j ; . . . ; L 1 Þ to appear because ultimately we will be concerned only with the geometric conguration of ðL; M Þ.
(iii) The key idea is that we should keep skew-symmetry on both L and M by (10) and (12) (see Lemma 3.18). The relations (11) and (13) take the non-generic conditions into account.
In the next denition we construct the complex CðL; M Þ using groups D j;k as building blocks. where if 2j À n > 0 then
ðk; jÞ if 2j À n 6 k 6 j,
and if 2j À n 6 0 then ðr 1 ðkÞ; r 2 ðkÞÞ ¼ ð0; n þ k À jÞ if j À n 6 k 6 2j À n, ð0; jÞ if 2j À n 6 k 6 0, ðk; jÞ if 0 6 k 6 j.
> < > :
Here we use the fact that if r > n þ k À j and j À n 6 k then 2r À k þ 1 > n þ 1 and therefore D r;rÀkþ1 ¼ 0:
LEMMA 3.17. Let ðL; M Þ be an admissible pair of simplices. Then for all j and k we can dene D j;k by using only pairs of sub-simplices in GPðL; M Þ.
Proof. We want to show that D j;k can actually be generated by sums as in (9) where equations (10) and (11) We now have two cases.
Then we must have some l < k such that
for all 1 6 l < k then we see that
which is a contradiction. By equation (12) while by equations (14) and (11) the coecients of these two terms are equal in the expression (9) . Thus the ag ðL j ; . . . ; L 1 ; M½ 1 ; . . . ; k Þ cannot essentially appear in (9) .
Case (ii):
By (13) that is, Dð j; kÞ satises skew-symmetry on the part of M. In fact it is clear that skew-symmetry on the M-part is equivalent to (12) . The assertion on the L-part can be veried using duality between L and M (see Proposition 3.11). Thus skewsymmetry on the L-part is equivalent to (10) . In order to compare Q-vector spaces S i;d with D-groups we need to look at their bases. We rst look for an optimal way to write down the basis of each of S i;d . For
DEFINITION 3.19. For xed j; k > 0 let us put the usual lexicographic order 0 on fðI 1 ; I 2 Þ : jI 1 j ¼ j; jI 2 j ¼ k; I 1 ; I 2 & ½½ng. We say that ðJ; KÞ is smaller than ðJ 0 ; K 0 Þ if ðJ; KÞ 0 ðJ 0 ; K 0 Þ: Then in the set EðL J ; M K Þ there is a unique pair ð e J J; e K KÞ which is smallest. We call the pair ðL e J ; M e K Þ of subsimplices of ðL; M Þ an optimal pair. Denote the set of all optimal pairs by OPðL; M Þ.
By formula (2) we get the following lemma. LEMMA 3.20. The nite-dimensional Q-vector space S i;d has a basis
Proof. By denition, the increasing order of indices takes care of the skewsymmetry on both L and M; 'optimal' restriction is aimed at the nongeneric conditions. Ã . . . ; k Þ : 0 6 1 < . . . < j 6 n;
Proof. By Lemma 3.18, each element in the set (16) is clearly the unique representation corresponding to the face L 1 ;...; j \ M 1 ;...; k . The linear independence also follows easily. Ã
To nd a basis of D j;k in general, let us put
For a nite set B ¼ fb i : i 2 Ig indexed by I and a partition P ¼ fI 1 ; . . . ; I s g of I we dene the partition sum-set of B corresponding to P as Then by denition it is not dicult to see that there is always some partition sum-set B P of (16), say, Therefore D j;k can be generated by all such e OP and they are linearly independent.
PROPOSITION 3.24. For all j and k we have
Moreover, for each i ¼ 0; 1; . . . ; n, we have the isomorphism of complexes
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Equations (18) and (19) show that the dierentials of the complexes are compatible with È. In particular, using Proposition (3.5) we see that d 2 ¼ 0. The proof of the proposition is now complete. Ã
The Main Theorem
Recall that the qth rational motivic cohomology of an admissible pair of simplices ðL; M Þ is dened as In what follows we will prove several lemmas before giving the proof of the Main Theorem at the end of this subsection. Thanks to Proposition 3.24 the theorem can be proved using either CðL; M Þ or KðL; M Þ because we can always throw away torsions if necessary. We rst handle the special cases j ¼ 0 and n because they are in fact generic cases. . We will see that in the general situation we may apply the above argument to u on KðL; M Þ. LEMMA 3.28. For all 0 6 k 6 n À 1 we have
where we set ker d Proof. This follows from Lemma 3.27 by taking the dual and using Proof of the Main Theorem 3.25. By Lemma 3.17 all the D-groups in C ðL; M Þ can be generated by generic pairs ðL j ; M k Þ. We now assume this. Thanks to Lemmas 3.27 and 3.28 we may assume 0 < j < n. We rst look at the boundary cohomologies of C 2j ðL; M Þ. We deal with them as special cases because there is only one D-component at degree j À n and j. In what follows we provide a proof, using KðL; M Þ, which has a strong geometric avor.
We only need to look at the terms S i;d in the interior of each complex K 2i ðL; M Þ (for 1 6 i 6 n À 1) extracted from Figure 1 . Suppose ðu þ vÞð P x r Þ ¼ 0 where x r 2 S i;r and ði; rÞ runs down the ith column of the 2-dimensional diagram in Figure 1 , say r 1 > r > r 2 . Then x r 1 is on the upper boundary of the parallelogram and we can apply Lemmas 3.28 and 3.27 and nd that x r 1 is an image of an element sitting at the boundary of the ði þ 1Þth column. Thus we may assume x r 1 ¼ 0. By induction on r we now may assume x r ¼ 0 for all r 1 > r > r 2 . Let us prove that x r 2 is an image too. Suppose that Notice that every term inside the second sum is optimal by Lemma 3.22 and therefore is linearly independent from the terms in the rst sum which are also optimal. To prove this, notice that all the indices are in increasing order so that if some cancellation occurs between the rst and second sum we must have This implies that all a ð0;J;KÞ ¼ 0 because all the terms are optimal and therefore are linearly independent. Consequently x r 2 ¼ 0.
(ii) v is non-trivial. This case is dual to (i) by Proposition 3.11. The exactness claim in Part (I) of the theorem now follows immediately. Part (II) and the dimension estimate in (I) are straightforward and we leave the details to interested readers. 
Let fe i;j : 1 6 i 6 r j g be a basis of G j ðL; M Þ. We expect that there exist welldened maps
for 0 6 i 6 j 6 n;
such that the coproduct map on A n can be dened as
so that A ;Q becomes a graded commutative Hopf algebra. Here and in the rest of the paper,
The maps ' ij will also induce the actions
which makes H Ã mot ðL; M Þ into a graded comodule over the graded Hopf algebra A ;Q . Here if q 6 ¼ 0 and i 6 ¼ j then it is the zero map. One can also dene the Poincar e e duality on the motivic cohomology (see [2, x 2.18]).
The coproduct on the generic part
We carry out the above program in the generic case as follows. 
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ðM½1; . . . ; nÞ Ã eðI; JÞ 7 À! sgnðJÞ½M J jL 0;I ; M 0;J ;
eðI; JÞ Ã ðALð0; . . . ; nÞÞ 7 À! sgnðIÞ½L I jL 0;I ; M 0;J ;
where J ¼ f1; . . . ; ng n J and I ¼ f1; . . . ; ng n I are in increasing order. This denition is essentially the same as the one given on page 708 of [3] (it was pointed out in [2] that j k and j nÀk should be switched there). We would like to mention that everywhere the tensor product is over Q such that in the tensor product A m A n the signs multiply. In particular, under the isomorphism A 1 ffi F Â the negative sign is mapped to the inverse map in F Â . In the above denition we have xed a basis for each G j ðL; M Þ. However, we have the following result. Proof. This follows directly from Lemma 4.2. A combinatorial proof of this is provided as [13, Proposition 3.3] . Ã
The coproduct on the non-generic part
Let ðL; M Þ be a non-generic pair of non-degenerate admissible simplices. By additivity on both L and M we may assume that non-generic conditions occur in only one L-ag and only one M-ag. We call such a pair reduced. Note that in the generic case we have i J ¼ j I ¼ 0.
PLMS 1470---10/2/2004---SRUMBAL---89152
Applying the above idea in the next three sections we are going to deal with all possible congurations when n ¼ 2; 3 and some non-generic congurations when n ¼ 4, which settles these three cases explicitly.
Admissible pairs of triangles in P 2 F
In this section, we use the theory developed in the previous sections to handle arbitrary congurations of admissible pairs of triangles in P 2 F . This greatly simplies the calculation given in [2, 4] for pairs of triangles. In particular, no auxiliary functions to dene the coproduct map 1;1 on A 2 will be needed because of the way we dene ' 01 and ' 12 on the generators of G 1 ðL; M Þ.
Denition of coproduct on A 2
Let ½L; M 2 A 2 be a non-degenerate admissible pair. If ðL; M Þ is not a generic pair then we further assume that the non-generic conditions occur in only one ag of L and only one ag of M. Hence we have the following three cases to consider:
Here, the condition in Case (II) is the only non-generic condition for the pair in that case. The same is true for Case (III).
In the following we only need to nd the maps ' 01 and ' 12 by equation (22).
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The coproduct is dened in Denition 4.3. 
From the maps ' 01 and ' 12 we see that the coproduct 1;1 ð½L; MÞ has only three terms. This is a general phenomenon, namely, the coproduct k;nÀk ðL; M Þ always has rk G k ðL; M Þ terms for admissible pairs ðL; M Þ in P n . (III) L 01 2 M 1 . This can be treated by taking the dual (that is, exchange the letter L with M everywhere) in Case (II) due to Proposition 3.11.
Examples
As the rst example we look at the pair of simplices Ã 2 ðtÞ ¼ ðL; M Þ corresponding to the dilogarithms Li 2 ðtÞ dened by 
which is an iterated integral from 0 to z in the sense of K.-T. Chen [5] . When z ¼ t is real this integral is equal to the 2-dimensional integral ð
As the second example we look at the conguration corresponding to the double logarithms Li 1;1 . See Figure 5 . 
To see the relation between this conguration and the double logarithm we take F ¼ C, x ¼ a 2 =a 1 and y ¼ 1=a 2 where a 1 6 ¼ 0 and a 2 6 ¼ 0; 1. Then the double logarithm can be analytically continued to C 2 as a meromorphic function by the iterated integral in the sense of K.-T. Chen (see [16] ). When x and y are real numbers this integral becomes the 2-dimensional integral ð
corresponding to Figure 5 . 
This is consistent with the double logarithm variation of mixed Hodge structures given by the matrix This is essentially the same as dened in [8, x 2] . Notice that there is an error in that the term 2i log x in the matrix M 1;1 ðx; yÞ should be replaced by 2i logð1 À xÞ. As the last example in this subsection we treat the conguration denoted by KðaÞ in [4, 2.13] . See Figure 6 .
Example 5.3. In Figure 6 one has M 01 2 L 2 , M 02 2 L 0 , and M 12 2 L 1 . It is not hard to see that
To calculate 1;1 ð½L; MÞ we can cut M into three parts as follows. Let l i be the L-vertex facing L i and m i the M-vertex facing 
To express b intrinsically by quantities only from ðL; M Þ we follow [4, 2.13] to set a ¼ rðL 1 jL 0;2 ; M 1;0 Þ. By projective invariance, we can change L to the standard simplices and get the right-hand conguration of Figure 6 . It is easy to see that M 0 \ L 1 has coordinates ½a; 0; 1. Let P ¼ ½1; 6. Admissible pairs of tetrahedra in P 3 F
In this section, we calculate the motivic cohomology of all admissible pairs of simplices in A 3 from which we can easily dene the coproduct
A k A 3Àk where k;3Àk : A 3 À! A k A 3Àk using equation (22) . At the end of this section we will nd the coproduct map on the multiple polylogarithmic pairs corresponding to 
where the condition(s) in each of the above cases are the only non-generic conditions for the pair in that case. In view of the duality of L and M provided by Proposition 3.11, we can reduce (VI) to (II), (VII) to (III), (VIII) to (IV), and (IX) to (V). Further, Case (X) can be reduced to Case (IV): Let E ¼ M 01 \ L 01 . By additivity M is a sum (or dierence) of M 0 and M 00 where we get M 0 and M 00 by replacing M 012 and M 123 , respectively, with E. Then ðL; M Þ is a sum (or dierence) of two pairs in Case (IV). Similarly, (XI) can be reduced to Case (V) and (XII) can be reduced to (VI).
We deal with Case (I) to (V) separately. We only need to show that either Case (i) or Case (ii) in x 4.2 appears, so that we may dene the maps ' 01 , ' 13 , ' 02 and ' 23 by the procedure presented in x 4.2. Then the coproduct is dened by equation (22).
(I) ðL; M Þ is a generic pair. Then one has G 1 ðL; M Þ ¼ hðALð0kÞ; M½ijÞ : 1 6 i < j 6 3; k ¼ 1; 2; 3i;
and
The coproduct is dened in Denition 4. Here for any index subset S of f1; 2; 3g in increasing order, cðSÞ is the complementary subset in increasing order. By the general theory ðALð01Þ; M½12Þ is another possible element in To nd the basis of G 2 ðL; M Þ we notice that, for i ¼ 1; 2,
We see that and ½M i3 jL 0;3 ; . . . for i ¼ 1; 2 are degenerate. For L 2 we choose M 2 as the special M-face since both ½M 13 jL 0;2 ; M 2;0 and ½M 01 jL 0;2 ; M 2;3 are degenerate.
By using equations (29) and
it is not too hard to nd Note that we use M 1 as the special M-face when we dene ' 23 ðALð013Þ; M k Þ because when k ¼ 0; 3 they are degenerate due to the inclusion L 013 2 M 03 . Similarly one can show that ' 02 sends all other possible candidates of the basis of G 2 to zero: ½M k jL 0;1;2 ; ::: for k ¼ 1; 2 and ½M k jL 0;2;3 ; . . . for k ¼ 1; 3 are degenerate.
The coproducts produced by the above maps ' i;j using formula (22) agree with the variations of the mixed Hodge structures related to Li 1;1;1 obtained by using a dierent technique (see [15] Figure 8) .
We see that b of Example 6.1 is not in ker d The upshot is that rk G 1 ¼ rk Here we have used bary-center subdivision of M to nd ' 23 ððALð012Þ; M 3 ÞÞ ¼ ½1; 0; 1; a 1 :
Let Ã 3 ðxÞ ¼ ðL; M Þ be as given in Figure 8 . It represents the element in A 3 ðF Þ which corresponds to Li 3 ðxÞ when F ¼ C. Then we see that ½M 3 jL 0;1;2 ; M 0;1;2 ¼ ÀÃ 2 ðxÞ which is the dilogarithmic pair (see Figure 4) under the identication A 1 ffi F Â by the cross ratio. The coproducts are consistent with the well-known variation matrix of the mixed Hodge structures related to the trilogarithm (see [11] ) 7. Admissible pairs of simplices in P 4 F Using a procedure similar to the one adopted in the previous section one can dene the coproduct on A 4 without too much diculty. Nevertheless, to make the exposition shorter we content ourselves with only two examples in this case. To dene the coproduct on A n (for n > 5) in general is conceivably much more dicult. Take L to be the standard simplex under the odd permutation:
Then the region of the above integration is dened by the pair of simplices Ã 4 ðxÞ ¼ ðL; M Þ where M is given by: Recall that for any ðL; M Þ 2 A 4 we may apply additivity on both M and L using a method similar to bary-center subdivision such that ðL; M Þ is decomposed into reduced pairs. The inclusion conditions of the subdivisions of Ã 4 ðxÞ are mostly similar to the ones we encountered in A 3 , except the following:
In what follows we show how to dene the coproduct on this piece of subdivision of ðL; M Þ. 
