WEB APPENDIX PROOF OF PROPOSITION 1 (CONSTANT PARAMETERS)
To derive optimal budget and allocation, we solve the HJB equation (6) (A-1)
Differentiating the right hand side of (A-1) with respect to R i , we get the first-order conditions (FOCs) for each region i:
which upon re-arrangement yields the implicit optimal ad expenditures for each region i:
( ) . 4
Similarly, when we differentiate the right hand side of (A-1) with respect to N, we get the FOC for the national level, .
Substituting (A-6), i V  = b i , and 0 V   in (A-1), we obtain ) ( ) .
By equating the coefficients of S i on both the sides of (A-8), we find that b i can be obtained from 
We then obtain the first-order conditions (FOCs): -12) and observe that ( ( , , , , , , , , , , , , , , )
Substituting (A-13), -11) , and following the same steps described in the proof of Proposition 1, we find that
furnishing the optimal regional and national advertising strategies:
To derive the error covariance matrix
We then stack the error terms such that all (T1) observations of each region i are kept together and then stacked by regions (as in equation 11). That is, the vector 1 ( , , ) ,
We achieve the same arrangement for t B via 1 ( ) . 
, which captures the influence of serial dependence over time. Then we invert the Cholesky factor of M to obtain L; i.e.
1 . .
We thus find the covariance
  , we simplify the error covariance matrix:
which is shown in Equation (13).
ROBUSTNESS CHECKS
Validity of Instruments. Instruments are weakly exogenous if they are correlated with the independent variables and uncorrelated with the residuals. In addition, they are super-exogenous if model parameters are constant over time (Ericson and Irons 1994, p. 14) . To ascertain their quality, we conduct three robustness checks: (i) the goodness of fit; (ii) independence between instruments and residuals; (iii) Cusum test for parameter constancy. Table A presents the results. As for (i), we find high R 2 between the instruments and the actual regional and national advertising expenditures (see the first row in Table A) . Table A) are smaller than the critical t-value = 2.05 at 28 degrees of freedom and 95% confidence level. Given the support for (i) and (ii), we thus establish weak exogeneity. To detect stability of parameters over time, we compute the Cusum statistic based on Brown, Durbin, and Evans (1975) and Ploberger and Kramer (1992) . Specifically, we use the first 20 data points to obtain the parameters estimates and use the last 9 months as the holdout period. Next, we estimate parameters recursively and calculate residuals recursively from the twenty first month onwards until T = 29. If the Cusum statistic lies within the significance lines given by  [aT + 2at/T], where a = 0.845 for 90% level of significance, then model parameters are considered as stable. The cumulative sum of residuals for each region always lies within the 95% bounds. Hence, our data comports with parametric constancy over time. Given the support for (iii), together with weak exogeneity, we thus establish super exogeneity.
Alternative Model Specifications.
We compare the proposed model to other specifications: no neighborhood effects, no spatial heterogeneity, no spatial dependence, the S-shaped response e / (1 e )  , model with intercepts, the log response L n( x ) , and the Cobb-Douglas (log-log) model. Table B shows the results based on the bias-corrected Akaike Information Criteria (AIC C ), which balances fidelity (goodness of fit) and parsimony (fewer parameters). The proposed model attains the lowest AIC C amongst specifications with positive parameters estimates. Because the difference in AIC C values between the proposed model and the other specifications exceeds 2, the proposed model enjoys stronger empirical support (Burnham and Anderson 2002, p. 70) . Thus, we retain the proposed model for normative and empirical analyses.
Next, we provide the results of the model that nests advertising substitution effects into Equation (1); namely, we append Equation (1) Table C below). 
 
Hence, substitution effects are negligible.
DERIVATION OF CONTINUOUS TIME SALES MODEL
Below we provide a heuristic derivation of the continuous time model from the discrete time sales model in Equations (1), (2) and (3). We elucidate using two regions and then generalize for K regions. In matrix form, the two regions sales models become 
