Abstract As populations continue to move into more mountainous terrain, a greater understanding of the processes controlling debris flows has become important for the protection of human life and property. The potential volume of an expected debris flow must be known to effectively mitigate any hazard it may pose, yet an accurate estimate of this parameter has to this point been difficult to model. To this end, a probabilistic method for the prediction of debris flow volumes using a database of 1351 yield rate measurements from 33 post-wildfire, runoff-generated debris flows in the Western USA is presented herein. A number of geomorphological, climatic, and geotechnical basin characteristics were considered for inclusion in the model, and correlation analysis was conducted to identify those with the greatest influence on debris flow yield rates. Groupings within the database were then clustered based on their similarity levels; a total of six clusters were identified with similar slope angle and burn intensity characteristics. For each of these six clusters, a probability density function detailing the distribution of yield rates within the cluster was developed. The model uses a Monte Carlo simulation to combine each of these distributions into a single probabilistic model for any basin in which a debris flow is expected to occur. This approach was validated by applying the model to ten basins that experienced debris flows of known volumes throughout the Western USA. The model predicted nine of the ten debris flow volumes to within the 95% confidence interval of the final distribution; a regression analysis for the ten volumes resulted in an R 2 of 0.816. These results compared favorably with those generated by an existing volume model. This approach provides accurate results based on easily obtainable data, encouraging widespread use in land planning and development.
Introduction
Debris flows can be some of the largest mass wasting processes in locations around the world. The results of debris flows can be devastating, from widespread loss of life to massive property damage. Their widespread presence creates a potential for catastrophic loss across political, geographical, and economic boundaries. As populations continue to grow, development has occurred in regions previously considered inappropriate for human habitation. Santi et al. (2011) detailed the disastrous consequences of development in these areas without consideration of their potential for natural disasters. For example, one debris flow resulting from Hurricane Stan in 2005 resulted in over 600 Guatemalans being declared missing, while another event was responsible for approximately 1000 deaths in addition to severe infrastructure damage. Santi et al. (2011) also point out that debris flow deaths are not confined to poverty-stricken nations; 16 people were killed in California debris flows in December of 2003.
As a result of these and similar events, a concerted effort has been undertaken among geoscientists to detail the physical behavior and impact of debris flows: from identification of triggering mechanisms and the probability of their occurrence (Cannon et al. 2010) , to mitigation measures (Prochaska et al. 2008) , and to their effect on local populations (Santi et al. 2011) . Debris flows pose an especially significant hazard in burned areas, as the loss of vegetation and development of hydrophobic soils increase the potential for catastrophic events . Cruden and Varnes (1996) described debris flows as flowing mixtures that can range from watery mud to thick, rocky mud capable of carrying large boulders, trees, and other debris. They are often initiated in the upper reaches of drainage basins during periods of exceptionally high runoff (Hungr et al. 1984 ) and entrain bed sediment as they flow down channel. The high velocity at which the flow travels down channel can lead to large runout distances and significant damages at the base of a channel (Iverson 1997) .
Predicting their behavior can be among the most troublesome of problems related to debris flows. Their physical complexity, combined with their regional variability, has made it extremely difficult to accurately model their occurrence, deposition characteristics, and physics of flow. Particularly troubling has been the development of accurate models used to predict debris flow volumes.
Debris flow mitigation has taken many forms in the recent years. Currently, some of the most effective event management designs include deflection berms (Prochaska et al. 2008) , catchment basins (Gatwood et al. 2000) , debris rakes, and channel enlargement (Huebl and Fiebiger 2005) . The design criteria of each of these methods are based on the largest event that is expected to occur in the lifetime of the structure (the Bdesign event^). Various parameters can be used to define this design event; the most important of those parameters, and yet perhaps the least understood, is the total volume of an expected debris flow.
Many models have been developed to predict debris flow volumes by utilizing a number of different variables related to rainfall, basin geomorphology, and material properties (e.g., Hungr et al. 1984; Bovis and Jakob 1999; Gartner et al. 2008; Cannon et al. 2010) . To this point, these models have provided their user with a single value with or without a confidence interval that is expected to represent the volume of the debris flow most likely predicted by their input variables. As is to be expected, these models are of variable usefulness, applicability, and accuracy.
This paper aims to provide a more accurate model for the prediction of debris flow volumes in burned areas using a probabilistic approach. Using data from a large database of observed post-wildfire debris flows, the model calculates a range of estimated debris flow volumes and the probability of occurrence for each of these volumes. This results in more closely constrained volume estimations and provides developers, land managers, and engineers with more information for mitigation design, risk assessment, and land use planning.
Previous work
A great deal of research has been conducted on the physics of mass movements along slopes. In particular, debris flows have recently garnered the attention of an increasing number of geoscientists due to their apparent variability and the difficulty of predicting and modeling their behavior. To this point, several models have been developed which attempt to predict site-specific debris flow volumes with varying degrees of success; the aim of this study is to create a more widely applicable and accurate volume model. This section provides a general outline of the work conducted to this point with regard to debris flow volume estimation, including a summary of pertinent volume models, efforts to evaluate the influence of different variables on debris flow volume, probabilistic methods, and the calculation of multiple yield rates in debris flow channels.
Existing volume models
One of the earliest studies was conducted by Hungr et al. (1984) in response to a number of debris flows occurring just north of Vancouver, British Columbia, Canada. Their model suggested dividing each channel with potential for a debris flow into smaller sections with similar geomorphic features and similar expected yield rates (defined as the volume of entrained sediment per unit length of the channel). Combination of each of these sections would then result in an overall yield rate, from which a total volume could be calculated. The authors are quick to caution, however, that this model is Bapplicable only on a narrow regional basis, as [it] incorporate[s] climatic, geological, and even biological factors^which are unlikely to translate beyond their study area. Johnson et al. (1991) developed a set of prediction equations for use in the Los Angeles area that are also site specific. This model was one of the first to account for the increase in volume expected after a fire event. By incorporating the number of years since the most recent burn of at least 40% of the watershed, they found that a major burn just before a large storm can increase debris flow volume by as much as a factor of 5.
Recently, more broadly applicable models have been developed. and Gartner et al. (2008) examined 56 drainage basins in eight burned areas in California, Utah, and Colorado to develop six models based on stepwise multiple regressions. These regressions indicated that debris flow volume in burned areas is most dependent on burn severity, slope angle, and total storm rainfall. An effort was made to develop models to correlate to regional variations or differing underlying rock type, but these models proved to be less useful than those incorporating the entire database.
Rather than attempting to delineate models regionally, Bovis and Jakob (1999) instead focused on splitting debris flows into two categories: transport-limited (unlimited debris supply) and weathering-limited (supply-limited). Their study confirmed the utility of this delineation, as they found that transport-limited basins average approximately six times the volume of weathering-limited basins. They further demonstrated that identifying basins as either transport-limited or weathering-limited is a relatively simple process based on air photograph interpretation in conjunction with field verification. This makes their model relatively easy to use and easily adaptable for use in multiple locations.
Variables affecting debris flow volumes
As work on refining debris flow volume models has continued, so has progress on identifying the variables which correlate most strongly to debris flow volumes. While debris flows have proven to be extremely irregular and difficult to predict, numerous variables have been shown to relate empirically to debris flow volumes. Soil properties have been examined, and while debris flows have been shown to be more likely to occur in loose, cohesionless soils (Major et al. 1997 ) such as dry ravel deposits , specific properties do not correlate closely to debris flow volumes. Cannon et al. (2010) showed that basin gradient, areal burned extent, and storm rainfall were useful variables for empirically predicting volumes in burned areas. In the eastern Italian Alps, Marchi and D'Agostino (2004) proposed a modified geological index that attempts to quantify the erodibility of the underlying bedrock; Schimming (2012) related this geological index to debris flow yield rates in the Western USA.
In order to properly design catchment basins, the Los Angeles District of the US Army Corps of Engineers uses a model that relies on maximum precipitation, relief ratio, and basin area. A nondimensional fire factor is also included in burned areas to quantify the extent to which a watershed has been burned (Gatwood et al. 2000) . Bovis and Jakob (1999) also found basin relief to be a useful predictor, in conjunction with an area factor that quantified areas of different activity and stability classes.
As so many different factors affecting debris flows have been established, applying a single model to debris flows in different areas is difficult. To address this problem, Yu et al. (2013) proposed incorporating the influence of topography, geology, and hydrology into a single unitless parameter. Each of these influencing variables is composed of factors such as channel length, elevation difference and average slope (topographic factors), lithology and soil type (geological factors), and rainfall intensity, cumulative rainfall, and antecedent rainfall (hydrologic factors).
Probabilistic methods
Probabilistic methods for analyzing the stability of soil slopes have been shown in to be advantageous over deterministic approaches since they can provide an objective estimate of probabilistic stability of the slope even with incomplete or low-quality datasets, allow the user to treat all inputs stochastically, provide valuable information for risk analysis and economic studies, and document uncertainty and risk in stability analyses (Hammond et al. 1991) .
Monte Carlo simulations are one of the leading methods for conducting probabilistic analyses. A simulation of this type uses pseudorandom number generation from within a defined domain to generate plausible results. Their use is widespread in the fields of economics, science, and engineering, and they have proven effective when the uncertainty in measurement of input variables precludes the effective use of deterministic methods.
Several studies have utilized Monte Carlo simulations as a tool for generating probabilistic landslide data. Hammond et al. (1991) successfully developed a Monte Carlo simulation to quantify the probability of slope failure for natural and man-made slopes, allowing the effectiveness of management activities to be assessed.
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A probabilistic analysis of landslides triggered by seismic activity was completed by Wang et al. (2008) . This study used a Monte Carlo simulation to generate displacement values for each grid cell used to define a given area; from these values, a probability distribution was obtained. The study found that Monte Carlo simulations allow for easy integrations of probabilistic slope failure analyses.
A study by Calvo and Savi (2009) developed a debris flow risk assessment tool using probabilistic methods based on debris flow hazards in the Italian Alps. This approach used a Monte Carlo procedure to randomly select input variables for mathematical models that simulate the triggering, propagation, and stoppage of debris flows, resulting in a probability density function quantifying the destructive potential of a given event. The Monte Carlo simulation allowed for inclusion of uncertainty in the model and its outputs, providing a significant improvement over deterministic risk assessment approaches.
The success of these and other studies indicates that a probabilistic approach is an effective means for prediction of uncertain events such as slope failures. Monte Carlo simulations are a robust tool that can be used to easily develop probability distributions, and they are a natural fit for use in debris flow volume modeling.
Calculation of multiple yield rates Santi et al. (2008) completed a significant study measuring yield rates at different sections along a debris flow channel, with the goal of identifying the locations of material sources and to calculate the total magnitude of the debris flow. A total of 46 debris flows were studied in recently burned areas in California, Colorado, and Utah.
Debris flow producing channels were divided into a number of sections, generally on the order of 100 ft long. This resulted in the collection of between 9 and 254 data points per channel depending on its length. In each segment, a slope profiler consisting of an inclinometer mounted on a 0.91-m length of wood with legs was used to measure the average slope of the segment.
Yield rates for each section were measured by comparing the eroded shape of the channel to the assumed pre-debris flow shape; the volume of eroded material was then calculated using this geometry change and multiplied by the length of the segment, providing a yield rate estimate .
Collecting data in this fashion allowed for the identification of patterns within debris flow channels. For example, Schimming (2012) found that slopes between 15°and 19°produce the highest yield rates. Segmental yield rate can also be compared to the relief ratio, ruggedness, and other geomorphic variables of each section to assess their impact on final debris flow volumes.
Data
The database utilized in this study contains 1351 measurements from 33 post-wildfire, runoff-generated debris flows in nine burned areas across California, Colorado, and Utah Gartner et al. 2008) (Fig. 1 ). This database included data at a basin-wide scale (including burn severity, rainfall data, total basin area, etc.) and at a channel-reach scale. For each channel segment for which a yield rate was measured, the following attributes were recorded:
& Yield rate, defined as the volume of entrained sediment per unit length of the channel.
& Slope angle, measured in degrees with a slope profiler after Santi et al. (2008) & Cross-sectional geometry of the channel. & Basin-wide factors including rainfall amounts and intensities and burn severity variables.
The debris flows in the database occurred in a range of basin sizes and under varying wildfire and storm intensities. Table 1 provides descriptive statistics for variables representative of the dataset.
Model development
This study was divided into three main parts: identification of variables most likely to influence the yield rate of a debris flow in a given basin and assessing the relative impact of these variables on the volume of the flow, development of the model using cluster analysis and a Monte Carlo simulation, and validation of the model by comparing the predicted results to debris flows of known volume that were not used in the creation of the model. Each of these phases is described in detail in the following sections.
Input variable selection
Identification of appropriate input variables for the construction of the model was the first task completed in this study. This study builds on previous work completed by Cannon et al. (2010) on this database. Cannon et al. (2010) compiled a list of the most common variables found to have an effect on debris flow volumes and assessed their correlation with debris flow volume on the same database used in this study. These variables describe a range of factors, including basin morphology, basin areas burned at different severities, soil material properties, rock type, and rainfall amounts and intensities. A similar analysis was completed for this study, except instead of correlating total volume with each variable, yield rates from the Santi et al. (2008) database were used.
Methods

Results
The results of this correlation analysis are shown in Table 2 . Variables were grouped into four main categories, based on relationship to burn severity, basin topography, rainfall, or geotechnical properties of the channel soil. The most significant variable from each of these groups was chosen for inclusion in the model, as described below, with the exception of the geotechnical group, which did not provide any statistically significant relationships.
Slope angle is accounted for in the model in each of the segments measured by Santi et al. (2008) and measured in degrees. Other measures of slope angle such as average gradient and relief ratio (basin-scale variables) were assumed to be redundant and therefore not included in the model. Since the percent of the basin burned at moderate and high severity had the strongest correlation to yield rate among the factors describing burn severity, it was chosen to represent this category. The square root of total storm rainfall was chosen to represent the rainfall grouping but was later removed from the model during the cluster analysis phase described in later, as it was found to significantly weaken the cluster partitioning and, during the validation stage, to decrease the accuracy of the model.
Cluster analysis
A cluster analysis was used to partition the dataset into groups with similar characteristics using MINITAB 16. The general aim of a cluster analysis is to discover structure in a dataset by dividing it into groups so that the data points within each cluster are more closely related to each other than to data points assigned to other clusters (Cao et al. 2004) . Based on the results of the variable selection process described previously, clusters were created based on yield rate, percent of the basin burned at moderate and high severity, and segment slope angle. The clustering process includes selection of the proper clustering algorithm and distance measure methods, determination of the appropriate number of clusters, and validation and interpretation of the analysis.
Methods
A hierarchical clustering approach was chosen as the most appropriate method for this analysis, since it does not require the user to specify a final number of clusters at the beginning of the analysis. The agglomerative method (average linkage) was used, which successively combines smaller clusters into larger ones. This method defines the distance between two clusters as the mean distance between a point in one cluster and a point in another cluster. Since it uses a central, averaged measure of location from within a cluster, this approach is well suited to continuous data that do not have clear partitions. Extreme values do not have a significant influence and can be separated into their own cluster using this technique. The Euclidean distance method was chosen for calculating the distance between clusters, which is by far the simplest and most common distance measure. The proper number of clusters and their statistical significance was chosen using a number of qualitative and quantitative techniques developed by Cao et al. (2004) and Halkidi et al. (2001) .
Results
A final grouping of six clusters was found to be the most significant and appropriate partitioning of this dataset. Centroids of each cluster are shown in Table 3 . Halkidi et al. (2001) found that visually examining a dataset is a crucial verification of clustering results. For datasets with more than three dimensions, effective visualization is difficult. However, this process can easily be completed in this study, as only three variables were required for the cluster analysis. Yield rate and slope angle are plotted in two dimensions in Fig. 2 , grouped into six clusters represented by different colors. This graph shows that the cluster analysis illustrates significant differences in yield rates with varying slope angles. Most important is the fact that the algorithm distinguished clusters 5 and 6, which contain points with similar slopes to clusters 2 and 3, but with significantly higher yield rates. Further, cluster 4 is composed of outliers which were assigned to their own cluster rather than combined with cluster 1. It is also important to note that most of the data have yield rates of less than 10 m 3 /m and that the cluster analysis identified three clusters within this section of the data. Figure 3 shows a similar two-dimensional scatter plot of yield rate against the percent of the basin burned at moderate and high severity. Figure 3 provides an explanation for the exceptionally high yield rates seen in clusters 5 and 6, as both of these clusters have basins which were at or nearly 100% burned at moderate and high severity. Clearly, burn severity is the controlling characteristic for these two clusters. The scatter in the data for clusters 1 through 4 indicates that slope angle is their controlling characteristic.
A quantitative assessment technique, the root mean square standard deviation of a cluster (RMSSTD), was also used to assess cluster validity. RMSSTD is the square root of the pooled variance of all the variables within a cluster (Halkidi et al. 2001) . Since the goal of a cluster analysis is to form groups that are as homogenous as possible, the goal is for the RMSSTD to be as small as possible. RMSSTD is defined according to the equation:
where X i is the value of any data point, X is the mean value for the variable, and n is the total number of data points for each variable. The RMSSTD was calculated for each of the six clusters identified in this grouping and is shown in Table 3 . For this study, based on the RMSSTD inputs, a value less than 1 was assumed to indicate a strong within-cluster similarity and therefore a valid cluster partitioning.
A similar analysis was completed for clusters that included rainfall data, but this significantly weakened the cluster partitioning. This is likely due to the fact that for the highintensity convective storms that often lead to debris flows, accurate rainfall measurements are difficult to collect. The spatial variability of these storms means that the total storm rainfall or intensity may be significantly higher in one drainage than in an adjacent drainage. This data variability had a clear effect on cluster partitioning, and a rainfall factor was therefore removed from the model.
Data handling
The first step in development of the volume model was determining the distribution of yield rate values within each cluster so that a probability density function (PDF) could be identified representing the distribution. Once this function was identified, a MATLAB code was written that utilizes a Monte Carlo simulation to generate yield rates based on each within-cluster distribution and combines these into a final total volume distribution. Once the model was created, it was validated by comparison of debris flows of known volumes in the literature to the volumes predicted by the model.
Transformations
In order to create the most accurate PDF possible for each cluster, various data transformations were considered in order to more closely approximate the normal distribution for the data within each cluster. Transforming the data to a normal distribution allows for the generation of an equation that represents the distribution and can then be used in the Monte Carlo stage of the model. The random number generation of the Monte Carlo system was based on the normal distribution in order to provide equal weighting to each cluster, requiring each cluster to be approximated by a normal distribution.
Minitab 16 was used to identify the most appropriate transformation required for each of the clusters. Box-Cox, lognormal, exponential, Weibull, logistic, loglogistic, and Johnson transformations were considered for each cluster. The chosen transformations are indicated in Table 4 . Transformations were chosen based on the results of the Anderson-Darling test: Test results with P values greater than 0.1 were assumed to be normal distributions. Resulting probability density functions Once each within-cluster yield rate distribution was transformed to the normal distribution, probability density functions for each cluster could be developed based on the equation for the normal distribution:
where φ x is the probability of transformed yield rate x occurring and σ and μ are the standard deviation and mean of the distribution of each cluster (Shonkwiler and Mendivil 2009) . The values calculated based on this equation are then transformed back into their original distribution. The PDFs generated in this manner representing expected yield rates for each cluster are shown in Fig. 4 . A Monte Carlo simulation was then developed to combine the results of each PDF into a cumulative volume probability distribution as discussed in the following section.
Model generation
Application of the model requires the user to divide a potential debris flow source channel into segments with similar thalweg slope values. The final volume model was written using the MATLAB programming language and requires an input file that contains basin segment information in three columns: segment slope angle, percent of basin burned at moderate and high severity, and segment length. Based on this input file, the model completes several tasks, outlined here. The MATLAB program is available in executable form by contacting the primary author.
Methods
First, each segment in the data file must be assigned to a cluster that represents its characteristics most closely. This is achieved by completing a nearest neighbor search, which compares the slope angle and burn severity data to the centroid of each of the six clusters identified previously. The nearest neighbor search uses the Euclidean distance between points and is completed sequentially for each point in the input data file.
Once the most similar cluster for each channel segment is identified, the program sums the total channel length represented by each cluster. To do this, the segment length data are extracted from the input file and the sum of the lengths of each segment in each cluster is calculated. Clusters that do not represent any of the channel segments are assigned a zero value previously generated. The following workflow is completed for each of the clusters included in the model: 1. A total of 100,000 pseudorandom numbers are generated from the standard normal distribution. 2. Each of the pseudorandom numbers is multiplied by the standard deviation of the cluster dataset; this value is then added to the mean of the dataset, creating a normal distribution of yield rates based on the input characteristics of the cluster. 3. This normal distribution is transformed back to the original distribution of the cluster by reversing the transformation previously applied, providing a normal probability distribution of expected yield rates generated by that cluster. 4. A total of 10,000 random samples are then selected from this distribution and multiplied by the total length of segments represented, resulting in a total volume distribution from the cluster.
This process is repeated for each of the clusters in the model. The sum of the total volumes generated by each cluster is the total volume expected from the basin and is shown by the program in both a graphical probability distribution and with descriptive statistics.
Example results
An example of the graphical output generated by the model is shown in Fig. 5 . The graphical output shows the total volume probability distribution for the basin being modeled. Similar graphs can be generated by the model showing the volume probability distribution generated by each individual cluster. For this example, the median predicted volume is 3790 m 3 , the 75th percentile value is 5505 m 3 , and the 95th percentile value is 11,244 m 3 . The strength in the probabilistic model over a deterministic model is apparent, as the users can match their risk toleration to the appropriate percentile value and corresponding predicted debris flow volume. More vulnerable sites can be matched with higher percentile expectations and higher predicted volumes.
Application and validation
Ten debris flows of known volume were found in the literature for use in the validation stage of this study. These flows were not included in the development of the model. They occurred in burned areas throughout the Western USA: Arizona (Wohl and Pearthree 1991) , California (Doehring 1968) , Colorado (Cannon et al. 1998) , Idaho (Cannon et al. 2010; Meyer et al. 2001) , and Utah (Giraud and McDonald 2007; Santi et al. 2008) , as shown in Fig. 6 . Measured volumes of these debris flows range from 1700 m 3 to approximately 100,000 m 3 , and the proportion of the basins burned at moderate and high severity ranged from 0.3469 to 0.8640 (Table 5) .
Methods
Burn severity data were downloaded from Monitoring Trends in Burn Severity (MTBS), a service provided by the US Forest Service (USFS) and the US Geological Survey (USGS). This database contains the perimeter and burn severity of fires across the USA that have occurred since 1984. Thirty-meter resolution raster datasets are available for download and use in ArcGIS. Basin topography data were collected from The National Map, provided by the USGS. Digital elevation models (DEMs) with 1 arc second (approximately 30 m) spatial resolution were used in order to achieve similar resolution to the burn severity data.
Analysis of this data was completed using ArcGIS 10. Several preprocessing steps were required in order to develop the data into the proper usable format. First, data were imported to ArcGIS and converted from a geographic coordinate system to a projected coordinate system, which allows for accurate measurement of distance and areas in meters. Using the Slope tool in the Spatial Analyst toolbox, the change in elevation across each raster grid was determined, resulting in a raster file indicating slope gradients. The total basin area was then defined using the watershed delineation process in the Arc Hydro tools, and the slope and burn severity raster data were clipped to the resulting polygon.
With this initial processing complete, data required by the model can be extracted from the ArcGIS file. The proportion of Fig. 5 Final probability distribution generated by volume model for Dorothy Ryan Canyon, Arizona the basin burned at moderate to high severity is easily calculated by examining the attribute table of the clipped burn severity raster and using the equation
where A is the area of a pixel in the raster dataset, N m is the number of pixels in the basin burned at moderate severity, N h is the number of pixels in the basin burned at high severity, and A t is the total basin area. Channel slope was calculated by drawing a three-dimensional interpolate line along the lowest elevation path up the channel, from the basin mouth to the debris flow initiation zone (Fig. 7) . This process can be done manually or by using the Arc Hydro tools in ArcGIS, although little improvement in accuracy is realized by using the Arc Hydro tools. A profile graph along this line can then be developed, which shows the average gradient of each pixel as a function of distance up the debris flow channel; the data from this graph can then be exported into Microsoft Excel or a similar program. As an example, the profile graph developed for Cook Canyon, California, is shown in Fig. 8 .
This data was then organized into a three-column spreadsheet for import into the MATLAB program, with one column each containing average segment slope angle, percent of basin burned at moderate and high severity, and length of each channel reach.
Results
The model was validated on ten debris flows not used in the development of the model. Nine of the ten debris flow volumes were predicted to within the 95% confidence interval of the model (Fig. 9) . Moreover, the slope of the best-fit line applied to the median model results is nearly identical to that of the line indicating a perfect fit; however, the model seems to slightly under-predict expected debris flow volumes.
Discussion
In order to evaluate the utility of this model, volume estimates from the model were compared to those generated by the Cannon et al. (2010) model, as discussed in the following section.
Comparison with existing volume model
A debris flow volume model based on a multiple regression analysis was developed by Gartner et al. (2008) and modified by Cannon et al. (2010) . The model predicts debris flow volumes, V, according to the equation where A is the area of the basin having slopes greater than or equal to 30% (km 2 ), B is the area of the basin burned at high and moderate severity (km 2 ), T is the total storm rainfall (mm), and 0.3 is a bias correction that changes the predicted estimate from a median value to a mean value (Cannon et al. 2010) .
This model was developed for use in the Western USA and is based on data collected from 56 basins burned in eight fires in California, Colorado, and Utah. Since this model is currently the only volume model to focus entirely on post-wildfire debris flows, and due to its similarities to the model developed in this research, it was selected to evaluate the accuracy of the new model.
The same ten basins analyzed in the validation stage of this research were analyzed using the Cannon model. Burn severity data were collected from Monitoring Trends in Burn Severity (U.S. Geological Survey, U.S. Forest Service 2013), and topographic data were downloaded from The National Map (U.S. Geological Survey 2013) . Rainfall data were available in the literature describing each debris flow as noted in the BApplication and validation^section.
To assess the results of each model, the predicted volumes were plotted against actual measured volumes for each of the debris flows. Figure 9 shows the results of this analysis for the model developed in this research, and The relative percent difference (RPD) between the measured volume and predicted volume can also be compared for the two models, calculated according to the equation
where a and b are the two values being compared. As shown in Table 6 , the RPD for median volume predicted by the probabilistic model is equal to or better than the volume predicted by the Cannon model for eight of the ten basins examined, further indicating that the median value from the probabilistic approach is a better approximation of the measured values than the Cannon model. Another valuable comparison between the two models is the 95% confidence interval. Due to the variability of debris flows, a single median value calculated from a model may provide less appropriate design information than the 95% confidence interval, which provides a range of expected volumes from a debris flow. Therefore, narrower prediction intervals indicate more precise volume estimates. The probabilistic model has a narrower prediction interval for all of the debris flows examined in this study (Fig. 11) . The prediction interval for the Cannon model is significantly greater than that of the probabilistic model for several debris flows. Since the Cannon model is a logarithmic function, the error range becomes much larger at higher volumes. This does not occur with the probabilistic approach. This effect is illustrated in Fig. 11 , which shows similar prediction intervals for the two models for debris flows up to approximately 8000 m 3 . For flows larger than this, the Cannon model results in much wider prediction intervals. It is expected that the accuracy of the actual measured volume estimates is at times questionable, which may account for some of the mismatch between measured and predicted results.
Not only does the probabilistic model provide narrower prediction intervals than the Cannon model but also provides the probability associated with each of the volumes within that interval. The shape of the curve within the prediction interval will have a great effect on the design of mitigation structures. Consider the total volume probability distributions for Haflin Canyon, CO, and Manzanita Canyon, AZ, shown in Fig. 12 . A broad, normally distributed probability distribution, such as that of Haflin Canyon, will mean that greater discretion must be used not only in the design of mitigation structures but also in the allocation of funds for mitigation. If a mitigation structure is built to protect against the median value for each of the curves shown above, it is far more likely that the structure in Manzanita Canyon will be effective than the structure in Haflin Canyon, due to the probability distribution from each basin. This type of valuable information is not provided in any current debris flow volume model. Variability between model runs As the model is based on pseudorandom number generation and sampling, it is expected that some variability in results will occur when multiple trials are run using the same input data.
To assess this variability, three trial runs of the model were completed using input data from Haflin Canyon (Fig. 13) .
These results show that minimal variability in the volume prediction exists for descriptors such as the 25th, 50th, and 75th percentiles, as well as the 95% confidence interval. Variability does exist for outliers generated by the model, reflected in the differences observed between the minima and maxima in each run. Moreover, the general shape of the resulting probability distributions remains the same for each trial (note the different x-axis scale on the graphical output for run 2, in order to accommodate the maximum value). These results are expected based on the framework of the model; since the pseudorandom number generation is based on the normal distribution, the majority of the values generated will fall within the 95% confidence interval. Therefore, a single model run can be assumed to be a reasonable volume prediction, and multiple trial runs are unnecessary.
Advantages and limitations of model
The model developed in this research was designed to be simple and easy to implement. Unlike many existing debris flow volume models, minimal data analysis is required to accurately use this model, and no site visit is necessary to collect data used by the model. Instead, all of the model input data are available online from US government sources at no cost.
These features are advantageous in that the model can be implemented remotely with a minimum of training and overhead cost, with no loss in prediction accuracy. It is expected that the model should gain widespread use in areas prone to debris flows but without the funding or expertise required to undertake a significant study of debris flow hazards. Furthermore, in areas where debris flows have not been shown to be a significant hazard but where a potential for a debris flow exists, the model can be easily implemented with little investment to assist in recognizing and mitigating hazards. Users of the model can utilize the probabilistic results to evaluate debris flows using a risk-based approach. This approach can be leveraged by engineers and planners and included in larger studies when proposing and designing appropriate protection and mitigation schemes. The model did show a potential limitation when validated against the Arizona debris flows (Dorothy Ryan and Manzanita canyons). Dorothy Ryan Canyon produced the only debris flow that the model did not predict to within the 95% confidence interval, and the median predicted value for Manzanita Canyon was also significantly lower than the actual value. This is likely explained by the fact that soils in this area are poorly compacted desert sands and silts (Wohl and Pearthree 1991) , allowing for a greater mobilization of sediment and higher debris flow volumes than in other regions. Further, this model is based on post-wildfire runoff-generated debris flows and may be of marginal utility with regard to prediction the volume of landslide-generated debris flows. Similarly, the model is based on debris flows that occurred in basins with areas between 0.007 and 3.093 km 2 and may not be applicable to basins with areas outside this range.
The model does not integrate rainfall amounts or probability of debris flow occurrence, but the former could be used to quantify the latter. In this way, a different set of volume estimates could be generated based on the return periods of storms of different sizes. For example, a given basin could be analyzed for a 1, 10, and 100-year storm, and different volume probability distributions could be generated for each; however, an adjustment to the model would be required to account for the limited supply of sediment in the basin being analyzed. This would allow further targeting of funding for mitigation designs and more appropriate decisions regarding land management policies. Additionally, the model does not account for the location of the areas burned at moderate to high severity within the debris flow basin. It would be expected that if the burned areas are in the initiation zone, a higher debris flow volume would develop than if the burned area was concentrated at the mouth of the basin. However, the database upon which this study is based does not include data in sufficient detail to evaluate this effect. Last, the model does not include a factor which correlates debris flow volume with time since a burn event. It is expected that as time since a burn event increases, the volume of a potential debris flow may decrease due to recovery of the vegetation in the basin, stabilization or small-scale erosion of hydrophobic soils, and other factors. However, the database used as part of this study was not sufficient for this type of analysis, but further study may be targeted towards this area.
Conclusions
The probabilistic approach to debris flow volume modeling is a significant improvement over a current empirically based model for predicting post-wildfire debris flow volumes. The model developed in this study provides more accurate predictions of debris flow volumes, with smaller prediction intervals and less required data than previously used models.
The following conclusions can be drawn from the results of this research: 1. The multiple yield rate per channel approach is a valuable data collection method and allowed for the development of this model. 2. The most important factors controlling the volume of debris flows are the topography of the debris flow basin and the percent of the basin burned at moderate and high severity. 3. Rainfall data, such as peak intensity and total storm rainfall, have been included with some success in previous models but had a negative effect on the accuracy of this model. This is likely due to the strong spatial variability of the severe rainfall events that are often triggers for debris flows and associated difficulty in accurately quantifying rainfall totals and intensity using rainfall gages. 4. Cluster analysis and Monte Carlo simulation are both valuable techniques for use in prediction of events with great variability in their characteristics such as debris flows. 5. The model developed here is effective at predicting a large range of sizes of debris flows from basins burned at varying intensities throughout the Western USA.
6. The model requires input data that are generally readily available and can be used to quickly generate accurate volume predictions; as such, it can be implemented with little effort wherever post-wildfire debris flows might pose a risk. 7. The debris flow volume model developed in this research provides valuable probabilistic volume estimates that previous models have been unable to quantify. Volume estimates generated with this model were consistently more accurate than those generated by the Cannon et al. (2010) model.
