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ABSTRACT 
Necessary and sufficient conditions are established for the product AB C to have 
its rank invariant with respect to the choice of a generalized inverse B In particular 
cases, these conditions coincide with the results of Mitra. They are discussed also in 
the statistical context of the unified theory of least squares introduced by Rao. 
1. INTRODUCTION AND PRELIMINARIES 
Let gr,, , I, be the set of m x n complex matrices. The symbols A’, A*, A _, 
A+, S?(A), and r(A) will denote the transpose, the conjugate transpose, a 
generalized inverse, the Moore-Penrose inverse, the range, and the rank, 
respectively, of A E V,,l, n. Moreover, .G@ l(A) will stand for the orthocomple- 
ment to g(A), and PA = AA+ and Q, = I,, - PA will denote the orthogonal 
projectors onto g(A) and S? l(A), respectively. It is known that one of the 
general representations of a generalized inverse A- is 
A- = A+ +WlQA+QA*W2, (1.1) 
with W, and W, varying over ??_,; see Rao and Mitra (1971, p. 26). 
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In many problems involving generalized inverses of matrices it is essential 
to know when the product of the form ABC or a function of it is invariant 
with respect to the choice of B ~. A criterion for the invariance of the product 
AB- C itself was given by Rao and Mitra (1971, p. 43) [see also Hartwig 
(1975) and Rao, Mitra, and Bhimasankaram (1972)]; a criterion for the 
invariance of the subspace g(AB - C) was given by Baksalary and Kala (1983, 
p. 91). Since these criteria are relevant in further discussion, they are quoted 
here in the following lemma. 
LEMMA 1. Let A E %?,,,,, BE %&, and C E VP 4. lf A f 0 and C + 0, 
then AB- C does not depend on the choice of B- if and only if 
%‘(A*) 2 W(B*) (1.2) 
and 
92(cj c G%‘(B). (1.3) 
If C f 0, then %‘(AB- C) does not depend on the choice of B- if and only if 
the condition (1.2) ho& along with (1.3) or along with 
%‘[(AB+C)*] n .%‘[(QaC)*] = (0) and r(AB+C) = r(A). (1.4) 
The invariance of the rank of AB C was investigated by Mitra (1972, 
Section 3), who solved this problem in some particular cases. In the present 
paper, we derive a general solution and then discuss it in the statistical 
context of the unified theory of least squares introduced by Rao (1971, 
Section 4). In particular, we answer the question raised in Baksalary, 
Puntanen, and Styan (1988), concerning a rank characterization of the matrix 
playing the crucial role in this theory. 
2. RANK INVARIANCE 
The basic result for deriving a criterion for the invariance of r(AB- C) is 
the following generalization of Lemma 2 of Baksalary and Kala (1983). 
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LEMMA 2. Let KE c&,,q, LE%?,_, and ME~~,~, and let G@(K*)c 
.%‘(M*). Then 
r(K+LZM) = r(K) fm every Z E %?” p (2.1) 
if and only if 
L=O (2.2) 
OT 
r(K) = r(M) and .%‘(K)n B(L) = (0). (2.3) 
Proof. First we show that (2.1) cannot be satisfied unless at least one of 
the inclusions 
L%‘(L) c 9?(K) (2.4) 
and 
W(M*) c %‘(K*) (2.5) 
holds. Suppose that neither of them is fulfilled. Let li be a column of L such 
that li @ G@‘(K), and let m j be a column of M* such that m j E .%‘(K*). Then, 
on account of Marsaglia and Styan (1972) and Mitra (1972, Lemma 2.1) for 
Z having the (i, j)th element equal to one and all other elements equal to 
zero we get 
r(K+LZM) = r(K+lim;) = r(K)+ 1, 
which contradicts (2.1). 
Now notice that if the assumption .%‘(K*) c .%(M*) is combined with 
(2.4), then Lemma 2 of Baksalary and Kala (1983) asserts that (2.1) is 
equivalent to (2.2). On the other hand, if the assumption .%(K*) c .%‘(M*) is 
combined with (2.5) then %‘(K*) = .!%‘(M*), and setting Z = - L+ KM+ 
shows that (2.1) entails 
r(Q,K) = r(K). (2.6) 
Consequently, it follows that r(K:L) = r(K)+ r(L), which is equivalent to 
.%‘(K)n g(L) = {0}, th us establishing that, under (2.5) the statement (2.1) 
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implies (2.3). The sufficiency of the condition (2.3) follows by noting that the 
relations 
r[(K+LZM)*] = r[(K+LZM)*(PL:QL)] = r[(K+LZM)*PL:K*QL] 
and 
2 [(K+ LZM)*PL] c g(K*) = .%‘(K*Q,) 
yield (2.1). n 
THEOREM 1. Let A E%?,_, BE%~+, and C •Cep,~. Then r(AB-C) 
does not depend on the choice of BP if and only if 





%(A*) c g(B*), ~[@B+c)*l~.W~~c>*] = (01, 
r(AB+C) = r(A), (2.8) 
9(C) c g(B), .%(AB+C)fV@AQ,*) = {0}, 
r(AB+ C) = r(C). (2.9) 
In other words, r(AB C) is invariant with respect to the choice of B _ if and 
only if at least one of the subspaces .G@(AB- C) and .%‘(C*B* -A*) is 
invariant. 
Proof. From (1.1) it follows that r(AB- C) does not depend on the 
choice of BP if and only if 
r(AB+C+AW,Q,C+AQ,,W,C) = r(AB+C) for every W,,W, E g* p. 
(2.10) 
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It is clear that two necessary conditions for (2.10) are 
r[(AB+C)*+C*Q,W,*A*] =r[(AB+C)*] for every W, E Vn, p 
and 
r(AB+C+AQ,,W,C) = r(AB+C) for every W, E qn, P. (2.12) 
Lemma 2 asserts that (2.11) is satisfied if and only if the condition (1.3) holds 
or the two conditions in (1.4) hold. It asserts also that (2.12) is satisfied if and 
only if the condition (1.2) holds or 
.%‘(AB’C)fl .%J(AQ,,) = (0) and r(AB+C) = r(C). (2.13) 
Noting that the conditions (1.4) and (2.13) cannot be fulfilled simultaneously 
unless the two inclusions in (2.7) hold, it follows that (2.10) = (2.7) or (2.8) 
or (2.9). On the other hand, in view of Lemma 1, any of the sets of conditions 
(2.7), (2.8), (2.9) implies that .G?(AB- C) or 5%‘(C*B*-A*) is invariant, as 
stated in the second part of this theorem. Since the invariance of either of 
these subspaces obviously entails the invariance of r(AB - C), the proof is 
complete. n 
Theorem 1 covers, in particular, the results given by Mitra (1972, Lem- 
mas 3.6 and 3.9) who approached the problem via imposing some additional 
assumptions on the matrices involved, so that a criterion for the invariance of 
r(AB- C) appears to be the inclusion G%‘(C) C_ %‘(B) only or the pair of 
inclusions (2.7). In his Lemmas 3.2 and 3.3, Mitra (1972) considered a 
simplified problem, viz. the invariance of r(B- C). The following corollary to 
Theorem 1 extends his results. 
COROLLARY. Let B E VP n and C E VP 9. Then r(B- C) does not de- 
pend on the choice of B- if and only if the inclusion 9’(C) c g(B) holds or 
the reverse inclusion .5%?(B) c g(C) holds together with r(B) = n. 
Proof. Setting A = I, in (2.9) shows that the second condition is fulfilled 
trivially, while the third is a consequence of the first and thus is redundant. 
Consequently, there is no need to consider (2.7). Setting A = I,, in (2.8) 
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yields r(B) = r(B+ C) = n and %‘(C*B* + ) n .G%(C*Q,) = (0). The latter con- 
dition may be reexpressed as 
r(C*) = r(C*P,) + r(C*Q,), 
and hence 
r(C) = n +r(Q,C) = n +r(B:C) -r(B) 
= n +r(C) - dim W(B) n 9(C). 
This yields dim 2(B) n L%(C) = r(B), th us implying .%‘(B) c B(C). Since then 
r(B + C) = r(B), the proof is complete. n 
Comparing the corollary above with Corollary 3 of Baksalary and Kala 
(1983) shows that in the situation when B(B) c .%‘(C) and r(B) = 72, the rank 
invariance actually coincides with the range invariance, and that this is not 
the case when .2(C) c 2(B) and r(B) < n. 
REMARK. The results in this section, though proved in the context of 
matrices taken over the field of complex numbers, can obviously be extended 
to matrices over a general field. For matrices over a general field, the 
conclusion of Theorem 1 can be stated as follows: r(AB C) is invariant with 
respect to the choice of B- if and only if at least one of the subspaces, the 
column space of AB- C and the row space of AB C, is invariant. 
3. AN APPLICATION TO THE UNIFIED THEORY OF 
LEAST SQUARES 
All matrices considered in this section are real. Let 
M = {Y,Xp, a2V} (3.1) 
denote the general Gauss-Markov model, in which Y is an n X 1 observable 
random vector with expectation vector XB and dispersion matrix u 2V, where 
X is an n x p nonnull known matrix, B is a p X 1 vector of unknown 
parameters, V is an n X n known symmetric nonnegative definite matrix, and 
a2 is an unknown positive scalar. The matrices X and V are both allowed to 
be of arbitrary rank. It is assumed that the model (3.1) is consistent [cf. Rao 
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(1971, p. 378; 1973a, p. 297)], or, in other words, that the inference base is 
not self-contradictory [cf. Feuerverger and Fraser (1980, p. 44)], i.e., 
YE .Gzyx:v). (3.2) 
Rao (1971) introduced two variants of the unified theory of statistical 
inference under the model (3.1). One of them is referred to in the literature 
as the inverse-partitioned-matrix method, and the other, of interest to us in 
this section, is known as the unified theory of least squares [cf. Mitra (1973) 
and Rao (1973b, 1985)]. A basic point of the latter is the set of the so-called 
normal equations 
X’MXP’ = X’MY. (3.3) 
Customarily, it is assumed that M in (3.3) is a symmetric nonnegative definite 
matrix, in which case g(X’MX) = .%‘(X’M) and, consequently, the equations 
(3.3) are consistent for every Y. Rao (1971, p. 372) observed that these 
equations may be considered in a much more general version by allowing M 
to be any matrix for which the equations (3.3) are consistent. It is clear that 
the desired consistency holds for every Y satisfying (3.2) if and only if 
S?(X’MV) c .LZ?(X’MX). (3.4) 
Rao (1971, Theorem 4.2) established that if the condition (3.4) holds, then 
for any solution p” of the equations (3.3) the statistic XpO is the minimum 
dispersion linear unbiased estimator of Xl3 if and only if M is of the form 
M = (V+XUX’) +N (3.5) 
and satisfies the equality 
r(X’MX) = r(X), (3.6) 
where U and N are arbitrary matrices such that 
.GJiyX:V) = B?(v+xux’) = a(v+xu’x’) (3.7) 
and X’N(X : V) = (0 : 0). Recently, BaksaIary and Puntanen (1988, Theorem 
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4.2) have proved that the condition (3.7) may be simplified drl,: to 
.%J(X:V) = .%(v+xux’) - 9(x : v) = 9iyv - XU’X’) 
and that, under (3.7) the condition (3.6) is actually redundant, because 
9(X : V) = .G%(V + XUX’) * r(X’MX) = r(X) (3.8) 
for every M of the form (3.5). The problem of characterizing the matrix M 
was further investigated by Baksalary, Puntanen, and Styan (1988), who 
showed, in their Theorem 2, that the implication (3.8) may be reversed, in 
the sense that if 
r[X’(V+XUX’) X] = r(X) for every (V + XUX’) ~, (3.9) 
then &‘(V + XUX’) = .%‘(X: V). Moreover, they raised the question if it is 
possible to relax the condition (3.9) by requiring only that 
r [ X’( V + XUX’) ~ X] be invariant for (V + XUX’) . (3.10) 
Theorem 1 provides a positive answer to this question. It is achieved by 
combining the statement that (3.10) is equivalent to the invariance of 
LZ [X’(V + XUX’) X] or L% [X’(V + XU’X’) X] with the statement contained 
in Theorem 2 of Baksalary, Puntanen, and Styan (1988) that the invariance of 
each of these two subspaces is equivalent to (3.9). Consequently, the latter 
theorem may be extended to the following form. 
THEOREM 2. Let V be an n X n symmetric nonnegative definite matrix, 
let X be an n x p matrix, and let T = V + XUX’, with a p X p matrix U. 
Then the following statements are equivalent: 
(a) WV c WV, 
(b) .G@(X : V) = .!Z’(T), 
(c) r(X : V) = r(T), 
(d) X’T- X is invariant with respect to the choice of T-, 
(e) .!?@X’T- X) is invariant with respect to the choice of T ~, 
(f) r(X’T- X) is invariant with respect to the choice of T- , 
(g) %‘(X’T ~ X) = 9(X’) irrespective of the choice of T- , 
(h) r(X’T X) = r(X) irrespective of the choice of T- . 
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Moreover, each of these statements is equivalent also to 
(a’) a(X) E 9(T’), 
and hence to the statements (b’) through (h’) obtained from (b) through (h), 
mpectioely, by writing T’ instead of T. 
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