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The theory of fuzzy sets is used in order to deal with uncertainties of the 
phenomena in the real world. It plays a vital role when we formalize and 
analyze the models in which imprecise and ambiguous factors are involved, in 
particular, for those which are accompanied by human cognitive process. In ef-
fect, the fuzzy set theory is a body of concepts and techniques that give a form 
of mathematical precision to human cognitive elements. Today, these concepts 
are being rapidly accepted among engineers, scientists, mathematicians, lin-
guists and philosophers. In paticular, fuzzy set theory has been applied t.o 
control engineering, artificial intelligence, expert system, management science, 
pattern recognition, social science and so forllt. lu tln; fidd of Operation::, 
Research, the applications of fuzzy set theory have been investigated particu-
larly in relation to linear programming. It has also been frequently applied to 
t.he area of statistics, e.g., the so-called statistical data analysis such as linear 
regression analysis, statistical inference (estimation), clustering and so on. 
As far as we know, howe,·er, there have been few applications of fuzzy 
set theory to combinatorial optimization problems. It appears therefore im-
portant to generalize the formulations of combinatorial optimization problems 
and analyze their mathematical properties in the light of fuzzy set theory. The 
main purpose of this dissertation is to lay a foundation of "fuzzy combinatorial 
optirnizat.ion". That is, we try to generalize the combinatorial optimization 
problems such as scheduling problems and network flow problems by intro-
ducing fuzzy set theory. The "fuzzification" of combinatorial optimization is 
needed for the following reasons, i.e., (1) LIH' standard solution methods may 
not fit to actual situations because of the existence of uncertain elements and 
non-rigid factors involved therein, e.g., human cognitive process, and (2) most 
of the combinatorial optimization probelms do not have efficient algorithms 
and it may be possible to ease the situation by relaxing the restrictions in the 
sense of fuzzy set theory. These two descriptions represenLs the two sides of 
the problems, required by a decision maker who faces the problems: ( 1) "re-
alistic'' modeling and (2) "more efficient'' solution algorithm. Although it is 
best if both are achieved simultaneously, these two sides usually conflict each 
other and we hav<' to choose one of them; we shall restrict our attention to 
' 
the former in this dissertation. 
The types of "fuzzification" introduced in this dissertation are roughly clas-
sified into two. i.e., Type 1: degree of satisfaction-type and Type !2: uncatain 
data-type. Type l comes from the idea of fuzzy objective function. ln other 
words, we generalize the problems by taking into account the differences of 
decision makers' subjectivity for a derived solution. For instance, given a cer-
tain maximization (minimization) problem, a decision maker may be satisfied 
with a presented solution even if its objective value is less (greater) than the 
"exact" optimal one, while another decision maker may stick to the exact opti-
mum value. The former decision maker just wants to realize an objective value 
that is contained in his/her acceptance region of "subjective optimal values". 
lienee he/she treats the problem as that of maximizing (minimizing) the de-
gree of satisfaction characterized by the idea of fuzzy objecti\'e function. On 
the other hand, in order to deal with type 2 characteristic, fuzzy sets are used 
to represent non-rigid (uncertain or ambiguous) data in combinatorial prob-
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lems. That is, the combinatorial optimtzalion problems can not be described 
exactly if the data used to describe the problems are insufficient or behave 
unsteadily. In this case, we express the data by means of "fuzzy number". 
introduced in fuzzy theory. As another resolution of type 2 fuzziness. we con-
sider the problem involving a "fuzzy relation'', which is a generalization of an 
ordinary binary relation. 
In order to consider realistic modeling with fuzzy set concepts, the first 
part. of this dissertation introduces fuzzy factors in scheduling problems, such 
as fuzzy due-dates, fuzzy processing times and fuzzy precedence constraints. 
The idea of fuzzy due-dates is based on decision maker's "degree of satisfaction" 
for the completion time of a job. In practice, the fuzzy due-dates are useful if 
due-dates are not rigid and slight violations for their "dead-lines'' are accepted. 
The idea of fuzzy processing times is based on fuzzy number and is meaningful 
for the case in which processing times are treated as non-rigid values. For 
instance, such situations arise when we interpret persons (e.g., craftsmen) as 
machines in scheduling problems or when machines are unstable. The idea 
of fuzzy precedence constraints is based on fuzzy relation in fuzzy set theory. 
That is, in case a decision maker takes into account the precedence constraints 
corresponding to many factors (e.g., costs, technical constraints and others). 
it may not be enough to express them by only the ordinary (binary) relations. 
As a concrete scheduling problem with these fuzzy factors, we then apply 
fuzzy due-dates, fuzzy processing times and fuzzy precedence constraints to 
the one machine scheduling problem. The multi-machine problems with fuzzy 
due-dates are also cosidered. These fuzzy scheduling problems are generaliza-
tions of the ordinary scheduling problems and realize more flexible formulations 
and realistic so lutions based on a decision maker's subjective preference. Es-
pecially, as there exist conflict and complex factors in scheduling problems. 
Ill 
our approach is very useful. 
In the second part of this dissertation, we investigate fuzzy network prob-
lems. That is. the idea of "degree of satisfaction'' is applied to the sharing 
problem and the transportation problem, which are usually described on net-
works (graphs) with sources and sinks corresponding to supplies and demands, 
respectively. In the ordinary sharing problem, it is difficult to determine the 
values of "weights" (that represent relati\·e importances of sinks) as unique val-
ues. Also, in the transportation problem, the amounts of some commodities to 
be transported from sources (interpreted as warehouses) to sinks (plants) may 
not be determined rigidly but may be stated in a fuzzy manner by the ''parties 
concerned" (persons concerned with warehouses or plants). Accordingly, we 
consider them as decision making problems in the fuzzy environments with 
fuzzy weights, fuzzy supplies and fuzzy demands. As a successful "fuzzifica-
tion" of them, it is pointed out, in particular, that the fuzzy transportation 
problem can be formulated and solved even though the total amount of demand 
values is larger than that of supply values. 
The fuzzy combinatorial optimization problems proposed in this disserta-
tion generalize the ordinary problems to achieve realistic modeling. \Ve hope 
that the fuzzy approaches for combinatorial optimization will be extended to 
wider applications in many other areas. 
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1.1 Purpose of the Dissertation and Histori-
cal Background 
In order to deal with uncertainties of the phenomena in the real world. 
the theory of fuzzy sets originally poposed by Zadeh [Zad) is frequently used. 
Fuzzy Set Theory plays a vital role when we formalize and analyze the models 
in which imprecise and ambiguous factors are involved, in particular, for those 
which arc accompanied by human cognit ive process. This theory has been ap-
pl ied to a wide variety of fields, e.g:, control engineering, a rtificial intell igence, 
expert system, management science, pat tern recognition, social science and so 
forth [Zirn3) . 
In the field of Operations Research, the applications of fuzzy theory ha,·e 
been investigated particularly in relation to linear programming (i.e. , "fuzzy 
mathematical programming") [Sak2, lnu) . In 1970, Bellman and Zadeh sug-
gested a decision-making in a fuzzy environment by introducing a fuzzy goal 
(fuzzy objective function) and a fuzzy constraint. in which the decision was 
defined as the intersection of fuzzy goal(s) and fuzzy constraints (Bel). This ap-
proach was applied for the first time to mathematical programming by Tanaka 
el al. [Tan l]. and was also applied to linear programming by Zimmermann 
[Ziml]. After these, there are so many publications of fuzzy mathematical 
programming ([Zim2, Han. Or!, Tan2. Sakl etc.]). In addition to mathemat-
ical programming, fuzzy set theory has been applied to the area of statistics, 
e.g., the so-called statistical data analysis such as linear regression analysis 
(for details; refer to [Isb]), statistical inference (estimation) (refer to [Oku]), 
clustering (refer to [Wat]) and so on. 
As far as we know, however, there have been few applications of fuzzy set 
theory to combinatorial optimization problems. It appears therefore important 
to generalize the formulations of combinatorial optimization problems by in-
troducing fuzzy set theory. The "fuzzification" of combinatorial optimization 
is needed for reasons of : 
1. The standard solution methods may not fit to actual situations because 
of uncertain elements and non-ngid factors involved therein, e.g .. human 
cognitive process. 
2. Most of the combinatorial optimization probelms do not have efficient 
algorithms, and it may be possible to ease the sit,uation by relaxing the 
restrictions in the sense of fuzzy set theory. 
These two descriptions show different sides, i.e. , which are based upon a de-
cision maker's (abbreviated to "DM") two purposes: (1) "realistic" modeling 
and (2) solving "more efficiently". Although, of course, it is best to achieve 
them simultaneously, first we shall restrict our attention to the former purpose 
in this dissertation. 
To achieve realistic modeling. we start with applications of fuzzy theory to 
some combinatorial problems such as scheduling and network Aow problems, 
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for which comparatively efficient algorithms are known, but there is room for 
more ''realistic" formulations. The '·fuzzification'' introduced in this disserta-
tion is roughly classified into two types, i.e .. lypt 1: degree of satl4action- type 
and type 2: unco·tain data-type. 
The type 1 comes from the idea of fuzzy objective function· proposed by 
[Bel], which is applied to combinatorial optimization problems. In other words. 
we generalize the problems by taking into account the difference of or-.rs sub-
jectivity for a derived solution. For instance, concerning a certain maximiza-
t ion (minimizat ion) problem, there may be a situation such that some OM 
is satisfied with a present solution even if its objective value is less (greater) 
than the "exact., optimal one, while another OM may stick to the exact op-
timum value. The former 0~1 just wants to realize an objective value that is 
contained in his/her acceptance region of "subjective optimal values". Hence 
he/she treats the problem as that of maximizing (minimizing) the degree of 
satisfaction characterized by the idea of fuzzy objective function. This idea is 
intmduced, in this dissertation, into the decision making in scheduling prob-
lems with fuzzy due-dates and network problems such as the transportation 
problem, the sharing problem and so forth. As a successful "fuzzification'' of 
type 1, it is pointed out, in particular, that the fuzzy transportation problem 
can be formulated and solved even though the total amount of demand values 
is larger than that of supply values. 
On the other hand, in order to deal with the characteristics of type 2, 
fuzzy sets are used to represent non-rigid (uncertain or ambiguous) data in 
combinatorial optimization problems. As a typical example of fuzzy data. we 
consider a processing time in scheduling models, since processing of a machine 
may not be rigid in some situation. In this case, we express the data by 
introducing an idea, called as a "fuzzy number''. in fuzzy t lwory. As another 
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example of type 2, we consider the problem involving a ''fuzzy relation", which 
is a generalization of an ordinary binary relation. The idea of fuzzy precedence 
constraints in this dissertation is based on fuzzy relation. 
The main purpose of this dissertation is to lay a foundation of "fuzzy combi-
natorial optimization". That is, we try to generalize the classical combinatorial 
optimization problems such as scheduling problems and network flow problems 
by introducing fuzzy set theory. 
ln the rest of this chapter, we briefly describe basic concepts of fuzzy set 
theory, which will become necessary in the subsequent discussion, and review 
scheduling problems and network problems so that the generalizations of these 
problems in terms of fuzzy set theory can be precisely defined. 
1.2 Related Areas of Fuzzy Theory 
First, this section provides basic definitions of fuzzy sets and arithmetic 
operations with fuzzy numbers, which are to represent uncertain numbers, 
and after that, additional concepts called as an agreement index and a fuzzy 
relat.ion are discussed. 
1.2.1 Fuzzy sets 
A fuzzy set is a generalization of the mathemat.ical concept. of a set. The 
word "crisp" is used to mean "non-fuzzy" in case that we need to distinguish 
ordinary sets from fuzzy sets. 
Let E be a referential set (e.g., set of real numbers or set of integers). In 
classical set theory, given a crisp subset A of E, each element x E E satisfies 
either x belongs to A, or x does not belong to A. The subset A is represented 
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by its characteristic function fA(x) E {0,1}, namely 
f ( ) = { 1 if x E A, A X 0 if X rt A. 
The crisp set A is generalized by introducing a function 11-A, called the mem-
bership function, which takes its values in the interval (0,1] instead of in the 
binary set {0,1} , i.e., 
\lx E E: 11- A (x) E [0, 1], ( 1.1) 
where the boldface letter A denotes a fuzzy set (strictly speaking, a fuzzy sub-
set) . That is, an element x of E belongs to A with a level 11- A (x ), which is 
located in [0, 1]. The expression makes sense when we have a certain interpre-
tation of this letter (see the following example). 
Example 1.1 
For instance, when we express a set of "young people" by a crisp subset, we 
can not define a "boundary age" Xb between "young" ages and "non-young" 
ages (in spite of no doubt that the ages seven, twelve and sixteen are young. 
whereas the ages thirty and forty are less young). Hence we may define it by 
introducing the following membership function IJ. A : 
{ 
1 if 0 ~ X ~ 20, 
11-A (x) = (50- x)/30 if 20 < x <50, 
0 if 50 ~ x, 
where we judge subjectively that 11- A (20) = 1 and 11-A (50) = 0, i.e., the ages 
twenty and fifty are young and not young, respectively. For intermediate ages, 
e.g. , the age thirty is interpreted as a "fairly" young age (in view of the fact 
that ILA (30) = 0.6666 .. ·). 1 
Now we extend basic set-theoretic operations for fuzzy sets, i.e., the opera-
tions inle1·section, ttnion and complement concerning fuzzy sets are defined as 
follows. 
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D efin ition 1.1 The nHmbcrshzpfunctwn J.l f (.r) oftln wtersecl1on I = A n B 
zs pow/wisely defined by 
D efini t ion 1.2 Th( mc mbuship function Jtu (.r) of the union U = A U B 1s 
potnlu:ise defined by 
D efinition 1.3 The me mbcrship ftmclion of the complement of a fu::;y sci 
A , Jlc(x) is defined by 
Jtc(x) = 1 - PA (.r) .. r. E £. 
1.2.2 Fuzzy numbers 
We introduce a fuzzy number and discuss some properties of fuzzy SC'ts. 
Let a be a real parameter Ill the interval [0,1]. An a-cui (or a-level set) of a 
fuzzy set A , denoted by A 0 • is defined to be a crisp set: 
( 1.2) 
We also call this an interval of confidence for the level of presumption o. 
Conversely, a fuzzy set A is interpreted as a family of a-cuts (i.e., { Ao }oe(o.l))· 
That is. given a family of crisp sets Ao that satisfies the condition of mono-
tonicity: A01 2 A02 if a 1 ::; a 2 (where a 11 a2 E [0, 1]). we can define a fuzzy 
set A ' by 
{1.:3) 
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If the maximum of th(' above a exists for each x E R (R: set of r<>al numbers). 
w(' have JlA (x) = Jl A '(.r) and hence A = A ', showing that A can b(' rcstor<>d 
from a-cuts A0 .. 
To indicate that a fuzzy set can be regarded as a family of its a-cuts. the 
following expression (called resolution idwl1/y) is sometimes used. 
A = U a· A0 . () ( 1.4) 
Now we describe two definitions in order to introduce a fuzzy number, 
wh ich is useful to represent an uncertain number. F irst, the convexity of a 
fuzzy set are defined by using Aa- as follo-.vs. 
D efinition 1.4 A fuzzy sci A C E is convex if and only if A 0 is con vc.r for 
any a E [0, 1], i.e., for arbitrary two points a and b in A0 , their convex sum 
c" = A a + ( 1 - A )b. 
also belongs to Aa- for any A such that 0 ::; A ::; 1. 
Alternatively (as another definition), a fuzzy set A is convex if the following 
inequality holds for any .r. y E R and any parameter A E [0, 1]. 
( 1.5) 
Next we define t he normality o[ a fuzzy set as follows. 
Definition 1.5 A fu::zy sri A C E is normal if and only if the following holds: 
max {11 A ( x)} = 1. 
xEE 
( 1.6) 
Now we a re ready to define a fu::zy number. 
Definit ion 1.6 J\ fuzzy number A is a fuz::y set of R such that it is COII!'U 
and normal. 
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Nowadays, however, the definition of fuzzy number is V<'ry often modified as 
follows (Zi rn3 J. 
D e fi n i t ion 1. 7 A fuzzy number A is a convex normalized fuzzy set A such 
that 
1. there exists exactly one am E R with JLA(am) = 1 (am is called as the 
mean value of A ), 
2. the membership funcl1'on f..L A (x) is piecewise continuous: an increasing 
function fo1· x ~ am and a dec1·easing function for x ~ am. 
In this dissertation, we adopt Definition l. 7 to represent a fuzzy number. In-
tuitively, we interpret a fuzzy number A as an ambiguous number which is 
approximately equal to am . 
It is easy to show that a fuzzy number A can always be restored from 
1ts a-cuts as in ( 1.3). Now several operations concerning fuzzy numbers arc 
introduced. First, the addition of fuzzy numbers are defined as follows. Let A 
and B be two fuzzy numbers, and A 0 and Bo a-cuts. Then the sum of these 
intervals Ao- = (a~ a-). a~cr)J and Ba = (b~o), b~o-)] is given by 
A + B = (a(oJ + b(o) a<o> + b(o)J 
o o I I , 2 2 · 
By using the a-cuts, we can express the addition of fuzzy numbers by 
(Addition) 
A + B - u o · (a(oJ + b(o) a<oJ + b(oJ] 
- 0 I I 1 2 2 · 
Similarly, other arithmetic operations arc defined as fo llows: 
(Subtraction) 
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( 1. 7) 
( 1. ) 
( 1. 9) 
(Multiplication) 
A B - U ( (0') b(o) (o) b(o)] 
. - o o . a I • I ' a2 . 2 • (1.10) 
(Division) 
{1.11) 
where (Addition, Subtraction) aod (Multiplication, Division) are defined in the 
set of real numbers R and in the set of positive real numbers R+, respectively. 
Besides the above arithmetics for fuzzy numbers, we sometimes utilize the 
concept of fuzzy upper· bound (Kau], called an agreement inde:r, when two kinds 
of fuzzy sets such as the following A and H are used together. Let A C R be 
a fuzzy nu mb<'r such that 
if a 1 ~ x ~ a2, 
if .r = a2. 
if a2 ~ x ~ a3, 
(1.12) 
where IA(x) and DA(x) denote arbitrary monotonically incereasing function 
and decreasing function, respectively, which satisfy that IA(al) = 0, IA(a 2 ) = 
1, DA(a2 ) = 1 and DA(a3 ) = 0. Let H C R be a fuzzy set represented by its 
membership function f..L H (x) such that 
if X~ h1, 
if h1 ~X ~ h2, 
if X ~ h2. 
(1.13) 
where DH(.r), which satisfies DH(hl) = 1 and DH(h2 ) = 0, denotes an arbi-
t rary monotonically decreasing function . 
This typ<' of fuzzy set H is often used in decision making and the mem-
bership function 11 H is interpreted as a function that represents the degree of 








area A n H 
Fig . 1.1 Example of agreement index 
0~1 is satisfied with the value x. while if 11 H (x) = 0, he is dissatisfied with 
the decision. For intermediate values, e.g., 11 H (x) = 0.8, we may say that he 
feels "quite" good. In this dissertation, this interpretation is applied to fuzzy 
sharing problem, fuzzy due-dates in scheduling problems and so on. 
Now we define the ag1·eement index as the area ratio of the intersection 
A n H to the fuzzy number A (see F ig . l.l), where t he a rea of a fuzzy set B 
is measured by 
Definition 1.8 The agreement index of A with 1·egard to H is a 1·eal nurnbe1· 
t E [0, I] given by 
t( A . H )= (area A n H ) I (ana A ). (1.14) 
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When the membership function 11 H (x) is used as the fuzzy objective func-
tion, there may be some situation in which the value x is not rigid but is given 
as a fuzzy number A . In such situation. we may usc the concept of agreement 
index t in order to indicate his degree of satisfaction for the uncertain \·alue 
A . 
1.2.3 Fuzzy relations 
Generalizing an ordinary b inary relation for a pair of two clements (i.e., 
either the pair has the relation or does not have iL), its fuzzy version called a 
fuzzy 1'elation can be defined. Let X and Y be crisp sets. For a pair of elements 
x E X and y E Y, a fuzzy relation R on X x Y (i.e., the Cartesian product) 
is defined by 
R = {((x,y),I1 R (x,y)) I (x.y) ~X x Y}. (1.15) 
where ((x,y).Jt n (x,y)) means the pair (x.y) is in a fuzzy relation R (i.e .. 
J.·R y) with its membership fL R (x,y). In other words, 11R (:r.y) denotes the 
strength of relation R between .r and y: a fuzzy r<:>lation R is a futzy set O\·er 
X x V, i.e., IL R : X x }. -+ [0, 1]. 
Example 1.2 
Let X and Y be subsets of z+ (set of posit ive integers). \Ve define, for 
x E X and y E Y. a fuzzy relation R: ="x is considerably larger Lhan y". Its 
membershi p function may be given by 
I'R (x,y) = { (x- f)/9y 
if.r~y. 
if y < :r ~ lOy. 
if lOy <X, 
If X and },. arc finite sets, we often use a matrix. called a fu::::y relatiOn 














1 l 0 ' 
0.7 
where the i-th row and j-th column correspond to x, E X and Yi E Y , re-
spectively. The (i,j)- th element indicates J1R (:r:;,yj), e.g., JLR(J.·3 ,y4 ) = 0.7. 
I 
Finally, we may interpret a fuzzy relation as a graph which is defined on 
N x N, where N is a set of nodes, and the fuzzy relation conesponds to the 
existence of arcs in the traditional graph theory (for details of graph or network 
theory; refer to Section 1.4 ). 
D efinition 1.9 A fuzzy (directed) graph G is defined by 
G (X, y) = { ( (X l y), JL R' (X, y)) I (X l y) E N X N} , 
whe1'e N is a finite set of nodes. 
For a fuzzy relation R defined on the Cartesian product of two distinct sets 
X andY, symmetnc law is usually assumed, i.e., JlR (x,y) = JlR (y,x) for any 
x E X andy E Y. However the above fuzzy relation R' defined on N x N may 
not be symmetric, thereby necessitating the introduction of a "directed" graph. 
\\'e shall focus our attention on directed fuzzy graphs in this dissertation. This 
generalization will be subsequently applied to scheduling problems with fuzzy 
precedence constraints (relations). 
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1.3 Review of Scheduling Problems 
1.3.1 Scheduling problems 
Scheduling theory has been applied to compute schedules in vanous sys-
tems arisen in industrial production. processing on computers. traffic facilities 
and so fort h. ' llwr<' are deterministic and stochastic approaches to scheduling 
problems. Although stochastic approaches a re important in order to deal with 
some systems that include stochastic factors [Bla,Moh], we mainly consider 
delcm~inislic scheduling problems (that is, it is assumed that all the param-
eters arc d<'tcrlllinistically known a priori) in this dissertation, and introduce 
th<' conc<'pt of fuzzy sets to represent non-crisp aspects of the problems. 
In general, a scheduling problem is stated as follows. Gi\·en a set of n ;obs 
J 1, J 2 , · · ·, J" to be processed on a set of available machznes, it is asked to 
obtain an optimal schedule that minimizes a certain objective function under 
gl\·en process1ng conditions. Here. each of the jobs may consist of more than 
one opcmlion. To complete a job, we must process all of its operations. How-
ever, for a brief description of a schedule, we shall suppose for a while that 
each job consists of exactly one operation. In this case, we do not distinguish 
·'job" and ·'operation". The word '·schedule" means an assignment of jobs to 
machines and the determination of a processing order of jobs on each machine. 
Hence seeking a schedule results in the following: 
1. Is each job processed on which machine and in ""hat order? 
2. When docs each machine start processing the assigned jobs? 
In actual applications, jobs and machines may be interp reted as computer 
tasks (programs) and processors (computers), ships and dockyards. classes and 




0 1 2 3 4 5 time 
Fig. 1.2 Example of Gantt chart 
To comprehend schedules intuitively, let us introduce a Can// chart, which 
graphically represents the machine assignment and processing time of all jobs 
J, (here it is assumed that each job consists of one operation). For example, 
the Gantt chart in Fig.l.2 indicates that jobs J, (J = L · · ·. 5) arc processed on 
machines ,\/1 and Jf2 in the order of ) 1 -t J4 -t J5 and J2 -t J3 , respectively. 
We can easily see that, for example, the completion times of jobs J 1, J3 are at 
3, 4, respectively, and the completion time of all five jobs is at 5. 
1.3 .2 Classification and optimal criteria 
In class ifying scheduling problems, we have to first specify the character-
istics of machines, whereby scheduling problems are classified, as shown in 
Fig.l.3. First, they are distinguished between one machine and "multi" ma-
chines (i.e., more than one machine) which arc either parallel, i.e., all machines 
have the same function, or dedicated, i.e., machines are specialized to the ex-
ecution of certain jobs. In the case of parallel machines, each job, which 
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Job shop (J) 
Fig. 1.3 Classification of scheduling 
of dedicated-type, where we assume that each job generally consists of more 
than one operation, the machine used to process each operation is specified 
beforehand. \Ve distinguish "job" and "operation" from now onward. 
Further. parallel macl111H'R arc classified into three types according to their 
relative speeds, that is, identical machines if all machin<>s have equal job-
processing speeds, uniform if they have different speeds but the speed of each 
machine is a given constant that does not depend on jobs, and unr-elated if the 
machine speeds depend on the particular jobs to be processed. 
The dedicated machines are further classified according to the ordrer of 
machines used to process the operations of each job, where we assume that 
each job consists of a set of operations and the machine that processes each 
operation is specified a priori. It is called a flow shop if the order of machines 
that process all operations of each job is the same for all jobs, a job shop if the 
specified order of machines may be different for each job, and an open shop if 
the order of machines is not specified for any job. 
To formulate a scheduling problem formally, the following data are usually 
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given for each job 1; E .:J, where :J denotes a set of n jobs {11, 12, · · ·, Jn} · 
1. Processing time : Pi = [p;1 , p;2 , · · ·, PimJ, where p;1 is the time needed 
by machine M1 E M to complete 1; and M is a set of m machines 
{M1 , M2 , • • ·, Mm}. In the case of one machine or identical machines, we 
have PiJ = Pi for all j = 1, · · ·, m. lf the machines are un iform, then 
Pii = p;fsj, where p; denotes the standard p1·ocessing time (usually on 
the slowest machine) of J; and, s1 (usually s 1 = 1 and s1 ;::: 1 for j ;::: 2) 
is the speed factor of machine M1 . In the case of dedicated machines, p,j 
is the time needed by Mj to complete 0;1 , which is the operation of the 
i-th job to be processed by the j -th machine. 
2. Ready time: A ready time (or an arrival time) r, is the time at which 
1i is ready for processing. In this dissertation, it is always assumed that 
ri = 0 for all i = 1, · · · , n, that is, all jobs are available at time 0. 
3. Due-date : a due-date d; (i.e., so-called "deadline") denotes that it IS 
demanded that the processing of job Ji is completed by time di· 
ow we describe a formal definition of schedule in detail. A schedule is an 
assignment of macines from set M to jobs from set :J along the time horizon 
under the following restrictions. 
1. At most one machine can process each job at the same time. 
2. Each machine can process at most one job at the same time. 
The condition 1 is always satisfied in the case of one machine problem. In 
the case that each job consists of more than one operations, however, we must 
take account of some additional conditions according to machine-types. 
16 
When jobs are to be processed on dedicated machines, each job J; is divided 
into k operations 0;1 , 0;2 , · · ·, O;k, where k shows the number of operations per 
job. In a flow shop system, k is equal tom (the number of machines) and their 
order of processing is such that 0;1 is processed on M 1 , 0;2 on M 2 , · · ·, and 
Oik on Mk( = Mm) · Moreover the processing of Oi,j-1 must always precede the 
processing of Oij, i = 1, 2, · · ·, n,j = 1, 2, · · ·, m. In the case of an open shop 
system, although each job is also devided into m operations with the same 
allocation of the operatrions to machines, the order of processing operations is 
not specified a priori. In a job shop system, the number of operations per job, 
their assignment to machines and the order of their processing are arbitrary 
(but specified a priori). 
Moreover, we sometimes assume that "preemption" are allowed. That is, 
the mode of processing is called preemptive if processing a job (an operation in 
the case of dedicated machines) may be interrupted at any time and restarted 
later (perhaps on another machine) at no cost. If the preemption of any job 
(operation) is not allowed, we call it nonpreemptive. 
Furthermore, there may be a constraint on the order of processing jobs, 
such as processing of 1i can be started only after completing the processing of 
Ji . This is denoted by 1i < Ji and ·is called a pr·ecedence constraint. The jobs 
in :J are called dependent if there is a nonempty set of precedence constraints, 
otherwise the jobs are independent. 
In formulating and solving a scheduling problem, it is important how we 
define the optimality of schedules. To evaluate schedules, we mainly use the 
following two criteria Cmax and Lmax in this dissertation, though other criteria 
are also used in applications. 
• Maximum. completion time : Cmax =max{ Ci}, 
where C; denotes the completion time of 1i, i = 1, · · ·, n. 
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• .\Ja:rimum lateness: Lmax = max{L,}, where L, = C',- d.,i = 1,· · · ,n. 
• .\!a.l'lmum tm·dzness: Tmax = max{T,}, where T. = max{C,- d,,O},i = 
1 ' ... ' 1!. 
- 1 n 
• Mean flow lime: F = - L F,, where F. = C,- r·, denotes the flow lime 
n •=I 
of job .J,. 
• Nurnber of tardy jobs : Nr 
u(x) = 0 otherwise. 
n L u(T.), where u(x) = 1 if :r > 0. and 
•=I 
By combining of the abo,·e machine types and optimality criteria, it is pos-
sible to define many scheduling problems. To denote such scheduling problems 
compactly, a four-field notation o I /311 If> is commonly used. The first letter 
a describes thC' number of jobs lobe processed. \\'e usually assume that a = n. 
where n is an arbitrary positive integer. The second and third letters /3 and 
1 indicate the number of machines and the type of machines, respectively. If 
J3 = 1 (i.e., one machine), we omit the third letter 1 (i.e., three-field notation 
a I /3 I b). Otherwise, the corresponding symbol shown at the right end of 
Fig.l.3 (e.g., /: identical parallel, 0: open shop etc.) is used as the third 
letter. The last letter 6 is the optimality criterion such as Lmax: minimization 
of maximum lateness and C'max: minimization of maximum completion time. 
1.3.3 Specification of some scheduling problems 
Among the various scheduling problems as introduced in the previous sec-
tion, we define below three particular scheduling problems in detail. 
1 
A One machine scheduling problem : As a typical deterministic one 
machine scheduling problem, we define here the problem of minimizing the 
maximum latenC'ss, i.e., n 11 I Lmax, which is described as follows. 
1. A given set of jobs :J = { 11, 12 , · · ·, J"} is processed on one machine. 
2. Processing time of each job J, is p,. i = 1, · · ·, n. 
3. Each job J,, i = 1, · · ·, n has a deterministic due-date d,. 
4. Preemptions are not allowed. 
5. The objective is to find a schedule that minimizes the maximum lateness 
It is known [Smi] that an optimal schedule, which minimizes the value of the 
optimality criterion Lmax· can be found by arranging jobs in nondecreasing 
order of their due-dates, i.e., by the well-known EDD (Earliest Due Dalc)-
rule. 
In Chapter 3 of this dissertation, we generalize the problem by introducing 
fuzzy due-dates in order to represent that due-dates are not rigid and some 
violations may be accepted in some situations. We also consider other fuzzy 
versions, in the same chapter, such as one machine problems with fuzzy pro-
cessing times and with fuzzy precedence relations. 
B Identical paralle l machine scheduling problem : For the schedul-
mg problem of parallel machines n I m I I I Lmax• we introduce a general 
due-dat c d,1 . That is, each job J, , i = 1, · · · , n has a due-date d,1 for each 
machine Jf1 ,j = 1, · · ·, m (i.e., due-date is dependent upon machines). 
This gent"ral due-date can be explained as follows. Assume that a factory 
"A" wants t.o recicve a completed job J, from machine .\11 . llowe\·er, the 
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dclin•ry tim<' of./, to A may depend on the mach11w M, from which ./, is ~ent 
out. In this case, the acutual due-date of./, at machine MJ must be determined 
by taking into account this delivery time. To capture thig <'ffcct, W<' generalize 
so that a job may hav<' different due-dates corresponding to machines. 
The problem n I m II I Lmax with general due-dates is described as follows. 
1. A given set of jobs :J = { J1, J2, · ··,In} is processed on a set of identical 
parallel machines M = {1\111,M2,· · · ,Mm}· 
2. Processing t,imc of each job Ji is p;, i = 1, · · ·, n. 
3. Each job J,, i = 1, · · ·, n has a deterministic due-date d,J for each machine 
,\!J, j = 1, · · ·, m. 
·1. Preemptions arc allowed. 
5. The objective is to find a schedule that minimizes the maximum lateness 
Lmax· 
for this scheduling problem n I m I I I Lmax with gcneral due-dates, we 
investigate its fuzzy version, i.e., fuzzy general due-dates. It will be shown in 
Scction 4 .I that the problem can be solved by introducing a cer tain network 
and the idea of modified due-dates, and combining them with a binary search 
technique. 
C Two m achine open s hop scheduling proble m : Among vanous 
shop-type scheduling problems, we consider the two machine open shop schedul-
ing problem that minimizes the maximum compl<'tion time, i.<' .. 11 I 2 I 0 I 
lmav This prohlcm n I 2 I 0 I Cma.~ can be solved by thE' algorithm of 
Gonzalez and Salmi !GonJ. The problem is then generalized by allowing that 
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the speed of each machine is controllable. That is, we consider that a job 
./, (1 = l,···,n) on MJ (j = 1.2) can be processed faster by increasing its 
speed from its ·'standard'' speed, by paying the cost that is proportional to 
its speed [Ish3,Tadlj. Thus, the objective is to determine an optimal schedule 
and jobwise speed of the machines simultaneously, such that the total sum of 
the cost associated with a certain optimality criterion and the cost required to 
attain jobwise machines speed is minimized. 
The generalized problem is defined as follows . 
1. There are two machines M 1, M 2 and n jobs Ji, i = 1, 2, · · ·, n, each of 
which consist,s of two operations Oi1 and Oi2· All jobs arc open shop 
type, i.e., the processing order of its two operations is not specified. 
2. Speed of each machine is controllable. 
3. " Processing amounts'' (standard processing times at unit speed) of two 
operations 0,1 and Oi2 of each job Ji, i = 1, · · ·, n are a, and b,, respec-
tively. 
4. Each job ./,, i = 1, · · · , n has a deterministic due-date d,. 
5. Each machine processes at most one job at a time, and each job is pro-
cessed on at most one machine at a time. 
6. Preemptions are allowed. 
The problem is then further generalized in Chapter 4 by introducing fuzzy 
due-dates. 
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1.4 Review of Network Problems 
1.4 .1 Network problems 
The solution techniques for network flow problems are utilized in many 
areas of combinatorial optimization problems. In general, the netwoTk flow 
problem is described as determining a maximal steady state flow from a source 
node to a sink node subject to capacity constraints on arcs [For]. Although 
two words "network" and "graph" are often used as a synonym, we distinguish 
them in this dissertation by using "network" if there exist flows in arcs and 
otherwise "graph". 
The formal definition of a network is as follows. A network G = [N; A] 
consists of two sets, a set of nodes N and a set of arcs A, where each arc is 
an ordered pair of nodes taken from N . An arc ( x, y) is usually represented 
by an arrow directing from node x to node y. In this dissertation, some fuzzy 
versions of the network problems will be investigated. A particular kind of 
network BG = [5, T; A] called a bipaTtite network (or graph) is also considered, 
in which node set N is partitioned into two disjoint subsets SandT, and the 
arcs of A are directed from the nodes in S (interpreted as supply) to the nodes 
in T (interpreted as demand). 
Network problems were historically first applied to transportation and com-
munication networks. In recent years, the app lication areas have been ex-
tended to agriculture, finance, marketing, warehousing, and so on. In addition, 
stochastic approaches are often taken when we consider some stochastic factors 
in networks [Deg, lshl]. As an alternative approach to the realistic models, this 
dissertation proposes some applications of fuzzy theory to network p roblems. 
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1.4 .2 M axima l flow problem 
Among various network problems, the maximal flow problem is the most 
fundamental. Given a network G = (N; A], suppose that each arc (:r, y) E A 
has the associated nonnegative capacity c(x, y ). We are interested in finding 
the maximal amount of flow which we can send from a sou1·ce node to a sink 
node. We call such a flow a maximal network flow or simply a max-flow. 
To formulate the max-flow problem, further notations are introduced. Let 
s and t denote the source and sink nodes, respectively. Other nodes are called 
intennediate. We use notation .f( x, y) to denote the flow value in arc ( :r, y). 
Using these notations, the max-Oow problem is formulated a~ follows: 
MFP: Maximize u, 
subject to 
L f(x,y)- L f(y,x) = { ~ 
yEA(x) yEB(x) -V 
0 ::; f(x, y) ::; c(x, y ), V(x, y) E A, 
if X= S, 
if X 'f: s, t, 




where A(x) and B(x) ("after x" and "before x") denote the sets of all nodes 
y E N such that ( x, y) are arcs out of x and such that (y, x) are arcs into .r, 
respectively. The equations (1.17) denote that if x is equal to source s then 
the net flow out of the source is v, that if x is equal to sink t then the net flow 
out oft is -v (i.e., the net flow into t is v), and tha.t if x is an intermediate 
node, the net flow out of it is zero (therefore, equations (1.17) for intermediate 
nodes are called flow conservation constraints) . For an intermediate node .r, 
the total amount of flow out of x is equal to the total amount flow sent into 
x . For a flow f satisfing (1.17) and (1.18), its vis called the flow value of f. 
Therefo re, the max-flow problem asks to obtain the maximum flow value. The 
recognition o f a certain subset of arcs, called a wl, often plays an important 
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role in solving the problems of this kind. A cut C in [.N; A] separating s and t 
is a set of arcs (X,X) = {(x,y) E A I x EX andy EX}, where sEX and 
t E X, and X = .N- X. The capacity of a cut (X, X) is defined by 
c(X, X)= L c(x,y). (1.19) 
(x,y)E(X ,X) 
Let Xt, · · · , Xn ( n ~ 2) be a sequence of distinct nodes such that there exists 
an arc (xi,Xi+t) E A for each node Xi (i = l,···,n-1). Then the sequence 
of nodes and arcs Xt , (xt,x2),x2, · · · ,(xn_1 ,xn),xn is called a chain from x 1 to 
Xn· It is immediate to see that any chain from s tot must contain some arc of 
every cut C = (X, X). Therefore, if all arcs of a cut C were deleted from the 
network, there would be no chain from s to t and the maximal flow value for 
the resulting network would be zero. From th is observation, we conclude that 
the value v of a flow f cannot exceed the capacity of any cut C. The converse 
of this property is also true as stated in the following well-known theorem (the 
formal proof is omitted; see [For]) . 
Theorem 1.1 (Max-flow min-cut theorem) For any netwo·rk [.N; AL the 
maximum flow value j7'0m s to t is equal to the minimum capacity of all cuts 
that separate s and t. 
1.4.3 Specification of some network problems 
We describe here some (standard) network problems, fuzzy versions of which 
will be investigated in Chapters 5 through 7 of this dissertation. 
A Sharing problem : The sharing problem, originated by Brown [Bro], 
is defined on a capacitated network G = [.N; A], i.e., each arc (x, y) E A 
has its capacity c(x, y) > 0. The node set .N includes a set of source nodes 
S = {si, · · · , sm} and a set of sink nodes T = {t 1, • • ·, tn}, where m and 
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n are positive integers. Apart from these, there are a super source s and a 
super sink t, respectively, in this problem, where there are non-capacitated 
(i.e., capacity of infinity) arcs from s to all the source nodes s 1 , • • ·, Sm and 
there are non-capacitated arcs from all the sink nodes t 1 , · • ·, tn to t. We 
use the extended network G' = [N'; A'] (N' = .N + {s,t} and A' = A + 
{ ( s, s1 ), ( s, s2), · · · , ( s, Sm)} + { ( t1, t), ( t2, t), · .. , ( tn, t)}) and consider the max-
flow problem from s to t. 
The aim of the sharing problem is to find an equitable distribution of flows 
(i.e., resource) supplied from source nodes to sink nodes. In other words, it 
is a determination of flow values to be sent equitably into ti, i.e., we must 
rev ise each value of c(tj, t)'s (which are initially equal to oo), before applying 
a method of the max-flow problem. To formulate this problem, a trade-off 
function TO(J(tj)) is introduced, where f(t 3 ) denotes the total amount of 
Aow into a sink node ti, i.e., 
f(l 3 )= L f(x,ti)· ( l. 20) 
xEB(t1 ) 
Each ti has its relative weight w(tj) and it gives a trade-off value defined as the 
quotient of f(ti) and w(t3 ). The objective is to maximize the smallest value 
among all the trade-off values: 
(1.21) 
subject to 
( 1. 22) 
L f(x, y) = L f(y, z), y E .N, ( l. 23) 
xEN'-{t) zEN'-{3) 
0 ~ f(x,y) ~ c(x,y), x EN'- {t} , yEN'- {s}, (1.24) 
where v* denotes the total amount of flows supplied from si's . 
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B Transportaion problem : The transportation problem is a minimum 
cost flow problem on a bipartite network BG = [5, T; A], where 5 and T denote 
a set of m supply (or plant) nodes and a set of n demand (or warehouse) nodes, 
respectively (i.e., I 5 I= m and IT I= n), and A is a set of arcs (x,y) such 
that x E 5 and y E T. Each arc (x, y) E A has a flow cost Cry per unit flow in 
arc (x, y ). The transportation cost from x toy is defined as the product of the 
flow f(x,y) and its cost Cxy· 
The goa.l of this problem is to determine a flow such that the total trans-
portation cost is minimized among all the possible flows from 5 to T. The 
problem is formulated as follows: 
TP: Minimize I: Cxvf(x, Y) ( 1.25) 
xES,yET 
subject to L f(x,y) = ar, X E 5, ( 1.26) 
yET 
L f(x,y) =by, yET, ( 1.27) 
rES 
O~f(x,y), xE5,yET, ( 1.2 ) 
where ax and by denote the total amounts of supply from x and demand to y, 
respectively. 
An optimal flow of this problem is seeked by the modified primal simplex 
method for the "LP" problem (since th is problem is a special case of linear 
programming problem). One of such algorithms is called the stepping stone 
mel hod. 
1.5 Outline of the Dissertation 
This dissertation consists of two parts, PART 1 concerning fuzzy scheduling 
problems and PART II concerning fuzzy network probelms. 
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PART I comprises three chapters; Chapter 2 through Chapter 4. In Chap-
ter 2, we introduce some fuzzy factors such as fuzzy due-date~. fuzzy processing 
times and fuu) precedence constraints in scheduling models. and gi,·c their 
numerical examples in order to understand these fuzzy factors clearly. The 
idea of fuzzy due-dates is based on the concept of D~f's (decision-maker's) 
"degree of satisfaction" for completion times of jobs, while fuzzy processing 
times are fuzzy numbers and fuzzy precedence constraints are fuzzy relations. 
Chapter 3 discusses fuzzy scheduling problems on one machine. Since it is 
generally easier to treat the problems on one machine than on multi-machines 
(i.e., two, three and so on), we begin with one machine problem n I 1 I Lmax 
with fuzzy due-dates as a first step of fuzzy scheduling. Beside:-; this prob-
lem, the same chapter also treats one machine scheduling problems with fuzzy 
processmg times and fuzzy precedence constraints. 
In Chapter 4, two fuzzy scheduling problems on multi-machines are dis-
cussed. One is the problem on identical machines n I m I I I Lnun with fuzzy 
due-dates. After extending the standard problem to a general due-dates ,·er-
sion such that each job has its own due-date for each machine, we introduce its 
fuzzy version. The other is the two machine open shop problem n I 2 I 0 I Lmax 
with fuzzy due-dates. This problem is first generalized by allowing each ma-
chine speed to be controllable, and then further generalized by introducing 
fuzzy due-dates. 
PART I [of this dissertation consists of Chapters 5 and 6 discusses the fuzzy 
network problems. That is, the idea of "degree of satisfaction" is applied to 
the sharing problem~ as fuzzy weights ('·weights" in the ordinary problem 
repre5ent relative importances of sinks) in Chapter 5, and the idea is applied 
to the transportation problem as fuzzy supplies and fuzzy demands (the ,·a lues 
of supplies and demands are rigidly gi,·en in the ordinary problem) in Chapter 
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6. 
Finally, Chapter 7 summarizes the contribution of this dissertation and 






FUZZY FACTORS IN 
SCHEDULING MODELS 
2.1 Fuzzy Due-Dates 
In the maximum lateness (or tardiness) scheduling problems, due- dates are 
usuaUy given as rigid values. In some situation, however, due-dates are not 
rigid and slight violations for their "dead-lines" may be accepted. In order to 
consider a realistic scheduling problems in such a situation, we introduce fu::::y 
due-dates characterized by the corresponding membership functions, which 
show OM's (some decision maker's) ''degree of satisfaction'' for completion 
times of jobs. In this case, we can represent the differences in Dt.1's treatment 
of tardiness by the shapes of the membership functions (see the following 
example). 
We assume for simplicity that the membership function JL D , ( i = 1, · · · , n ) 
of completion time C1 associated with each job J, is piecewise linear as given 
in the following : 
I'D ,(C,) = { 
1 
C· -d· 
1 - I I 
e · t 
0 
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if c, :5 dl, 
if d, < C, :5 d, + ei, 
if C1 > d, + e,. 
(2.1) 
JL D I 
1. 0 t-----------
0 
Fig. 2.1 Membership function JL D , (C,) 
where d, and e, are positive constants. The value of d, corresponds to the 
original due-date of J,. Consequently if the completion time C, is not greater 
than d,, DM is satisfied completely, i.e., the degree of satisfaction is 1. But 
if late, the degree decreases according to the value of C,, and the degree is 0 
when the completion time is not less than di + ei (see Fig. 2.1). Notice that if 
e, = 0, this fuzzy due-date becomes rigid (i.e., non-fuzzy), namely 
if c.~ d,, 
i f c, > d,. (2 .2) 
This means that we can represent a crisp due-date as a special case of fuzzy 
due-date. 
Example 2.1 
1o show differences in D~1 's treatment of tardiness, we give an example of 
a crisp due-date D t (of Jt) and two fuzzy due-dates D 2 and D 3 (of J2 and ) 3 , 
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respectively) with the following membership functions (see Figs.2.2 and 2.3). 
JlD I(Ct)={ 
PD ,(C,) = { 
PD ,(C,) = { 
1 if C1 ~ 6, 
0 if C 1 > 6. 
1 ifC2 ~10, 
if 10 < c2 ~ 11, 





if c3 ~ 3, 
if 3 < c3 ~ 9, 
if c3 > 9, 
In this case, DM treats D 1 and D 2 as "rather strict" due-dates and D 3 
as a "non-strict" one. That is, he/she wants ) 1 and ) 2 completed by 6 ( = d1 ) 
and 10 (= d2 ), respectively, where he allows that ) 2 is completed shortly after 
10 (e.g., if c2 = 10.1, the satisfaction degree is 0.9) though he hopes that Jl 
is completed by 6 if possible. On the other hand, he do not mind if J3 is not 
completed by 3 ( = d3 ), but if the completion time is not less than 9 ( = d3 + e3 ). 
he is dissatisfied with that. The value of e3 ( =6) is accordingly larger than e 1 
(=0) and e2 (=1), i.e., due-dates D 1 and D 2 are more strict than D 3 . Thus, 
we can represent the differences in DM's treatment of tardiness job-wisely. 1 
2.2 Fuzzy Processing Times 
Now let us introduce a fuzzy processing time as the second fuzzy factor 
which is a fuzzy number. For instance, such situations arise when we deal 
with persons (e.g., craftsmen) as machines or when machines are "unstable", 
e.g., due to some sudden rise or drop in temperature. 
Let P , (i = 1, · · ·, n) be fuzzy processing limes that are fuzzy numbers, for 
which we assume for simplicity that their membership functions JL P , (x) are 
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1.0 1-----------
0 2 4 6 8 10 12 C· 1 
Fig. 2.2 Example of ordinary due-date 
J-li 
l.Or-------~------------------~ 
0 2 4 6 8 10 12 
Fig. 2.3 Example of fuzzy due-dates 
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piecewise linear as shown in F'ig.2 .4, i.e. , 
x- p, + 1 ·r < < I p, - q, - J' - j),. 
q, 
JL P , ( .r) = p, - x + I . f < 1 p,<.r_p,+r,. 
0 otherwise, 
where p., q, and Tj are positive constants. Equation (2.3) denotes that the mo~t 
possible processing time of J, is P•· 
Given some fuzzy processing times, we can calculate the completion time 
of all jobs from the definition of the addition of fuzzy numbers. Let us consider 
the following numerical example. 
Example 2.2. 
As~ullle l haL two fuzzy processing times P 1 and P~ are given as in Fig.2.5. 
Thei r membership functions Jl p and pp are defined as follows: 
I ~ 
and 
I'P , (x) = { 
X - 2 if 2 ::::; I ::::; 3, 
-x+4 if3 <x ::=;4. 
0 otherwise, 
{ 
1 5 .f _ 
-I - - I 5 < I < I ? ? - - ' 
J.l P~ ( .r) = : x + ~ if i < :r ::::; , 
0 otherwise. 
From the definitions of IL p and ft p , the intervals of confidence at le,·el a E 
I ~ 
[0,1] are obtained as follows: 
P1 0 = [a + 2, - o + 4 J 
and 





0 Pi - Qi Pi 
Fig. 2.4 Example of a fuzzy processing time 
J.L P , (x) 
1.0 
0 2 4 6 8 10 
F ig. 2.5 Addition of fuzzy processing tim<'s 
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12 X 
Then, the sum of these intervals is given by 
P, 0 + P2o = [3a + 7, -2a + 12]. 
As a result, the following membership function, which shows the addition of 
these fuzzy processing times (i.e., the total processig time), is obtained. 
{ 
!x- ~ if 7 ~ x ~ 10, 
JJ. p ,+ p_)x) = -~x + 6 if 10 < x ~ 12, 
0 otherwise. 
If two jobs are processed 1n the order of J1 - J2 , this gives to the fuzzy 
completion time of J2 . 
For the addition of fuzzy numbers whose membership functions are not 
linear, the similar procedure can be used. In this dissertation, however, we 
assume that fuzzy processing times are triangle shaped as shown in Figs. 2.4 
and 2.5. \\'c call this kind of fuzzy number a t1·iangulm· fuzzy number. Since 
any triangular fuzzy number can be restored from the coordinates of three 
vertices of the triangle, we introduce the notation T F N(x1, Xc, Xr), where the 
subscripts /, c and r denote left, center and right points of the triangle (i.e., 
the corresponding coordinates are (x~,O), (xc, 1) and (xr,O), respectively). 
For instance, the above fuzzy numbers P 1 and P , in Fig. 2.5 are expressed 
by P , = TFN(2,3,4), P , = TFN(5, 7,8). Using this notation, the addition 
can be expressed more s imply. That is, given n triangular fuzzy numbers 
(fuzzy p rocessing times) 
their sum (the total processing time) Ti is equal to 
I I 1 
T, = TFS(L)J, 'L:CJ· L rJ). (2.4) 
)=1 )=1 )=l 
Hence T, = TFN(2 + 5,3 + 7,4 + 8) = TFX(i, 10, 12). 1 
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2.3 Fuzzy Precedence Constraints 
As the third fuzzy factor, '·fuzzy relation" can be applied to scheduling 
problems with fuzzy precedence constraints. The ordinary constraints are often 
represented by a precedence graph such that nodes and directed arcs correspond 
to jobs and their precedence, respectively (see Fig.2.6, where each number i 
in "node-circles" denotes J; ). If DM takes account of precedence constraints 
in view of various factors (e.g., some costs, technical constraints and more), 
it is not enough to express them by only ordinary relations. Accordingly 
fuzzy precedence constraints are introduced (i.e., we extend the graph to a 
fuzzy graph). The membership value associated with a relation between two 
jobs denotes 0 M's degree of satisfaction when these jobs arc processed in the 
corresponding order. If a better schedule can be constructed by ignoring "non-
strict" constraints, fuzzy precedence constraints allow their violations and the 
corresponding membership values are indicated. 
Let jobs J, and 13 have a fuzzy precedence relation R with its membership 
J.I.R (i,j) = l (this is a simplified notation of J.L R (J.,13 ) = 1) and J.I.R (j,i) =a, 
where a is a real number (0 $a< 1). Here 1-LR (i,j) = 1 means that the order 
1, < 13 is considered as normal, i.e., 1J is processed after the processing of 
1, , and then OM is completely satisfied with the processing order. Otherwise 
(i.e., if the order is converse), his/her degree of satisfact.ion decreases from 
value 1 to a ( < 1 ). Note that the symmetric law does not hold for fuzzy 
precedence relation introduced here (i .e., f.L R (i,j) '# 1-L R (j, i) ). The resulting 
fuzzy relations defined on .J x .J are represented by a fuzzy precedence mat1'ix, 
which is a "node-node incidence matrix" such that its (i,j)-th element denotes 
the value of J.l R (i,j). 
Example 2.3. 
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Fig. 2.6 Example of a precedence graph 
We give a simple example of fuzzy precedence constraints for the above 
graph shown in Fig. 2.6, which consists of four "job-nodes" (we assume that 
.J = {1~> .. ·,14 }) and four "precedence-arcs" (i.e., 11 < 12 ,11 < 13 .11 < 
14,13 < 14 ). Note that we implicitly assume that the directed graph is acyclic. 
First, we set J.I.R (i,j) = 1 for 1; < lj, hence 
Next, the degree of satisfaction for violation of each 1; < 1J (i.e., in case 
13 is processed before 1;) is determined by OM. If the original precedence 
relation J, < 13 is a "strict" (or "non-strict") one, the membership value for 
the violation ftR (j,i) is nearly equal to 0 (or 1). Otherwise (i.e., if he/she had 
better take account of the constraint ·'moderately" ), the corresponding value 
becomes close to 0.5. 
For instance, if he interprets fuzzy precedence relations 11 < 13 and 11 < 14 
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as strict constraints and J1 < J2 as a non-strict one, then a fuzzy precedence 
matrix may be given as follows: 
Jl )2 JJ J4 
Jl l OI9 1 1 i] R : J2 I I JJ 0.2 I I )4 0.1 I 0.4 
Here, an element indicated as "I" denotes that there does not exist the con-
straint between the corresponding two jobs, i.e., they are independent (e.g., 
between J 2 and J 3). 1 
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Chapter 3 
ONE MACHINE PROBLEMS 
3.1 One Machine Problem with Fuzzy Due-
Dates 
In this section, we consider three problems with fuzzy due-dates, i.e., prob-
lem n I 1 I Lnwc with fuzzy due-dates and two types of problem n I 1 I Lmax 
with weighted fuzzy due-dates. 
3.1.1 Problem with fuzzy due-dates 
The fuzzy due-dates version of one machine problem (n I 1 I Lmax), maxi-
mizing the membership value of fuzzy due-dates is considered as a generaliza-
tion of the original criterion (i .e., minimizing Lrnax)· The membership value 
lt D , (C,) defined by (2.1) shows OM's degree of satisfaction for completion 
time C,. We call the resulting fuzzy scheduling problem P 1: fuz::y due-dates 
problem. That is , the objective of Pl is to determine an optimal schedule that 
maximizes the smallest of all the membership values of fuzzy due-dates, i.e., 





I'D , (C,) = { 
1 
1- c.- d. 
e, 
0 
if c.< d., 
if d, ~ C, ~ d, + e, 1 
if d, + e, < C,. 
(3.2) 
Let a real number t E (0, 1) be the minimum value of the objective function 
(3.1), i.e., t = min, J.l D , ( Ci). To solve Pl, it is sufficient to consider the range: 
0 ~ t ~ 1, (3.3) 
that is, each C, satisfies the following inequality: 
(3.4) 
with the parametrized due-dates D,(t). Thus, Pl can be transformed into the 
one machine scheduling problem Pl' with the modified due-dates D,(t). 
PI': Maximize t, (3.5) 1ren 
subject to 
0 ~ t ~ 1, 
k 
c11'(k) = L P1r(i) ~ d11'(k) + (1- t)e1r(k)> 
i=l 
k=l2 .. ·n 
' ' ' ' 
(3.6) 
where n is a set of all sequences (permutations) of n jobs, and 1r(j) denotes the 
j-th job in schedule 1r E n. If t is fixed, the problem is n II I Lmax and it is 
obvious that the following property is intutively appropriate from the Earliest 
Due Dale (abbreviated to "EDD") rule [Smi]. 
Pro perty 3 .1 An optimal solution of PI is found by scheduling the jobs in 
non-decreasing order of the modified due-dates once t is fixed. 
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Proof. Let S be any schedule and s· a schedule determined according to 
the rule of Properly 3.1. If S ¥:- s · 1 there exist two jobs 11 and J k with 
Dk(t) ~ D1 (t) 1 such that J1 immediately precedes Jk in S but Jk precedes 
11 in s·. Since Dk(t) ~ D1 (t), interchanging the positions of 11 and Jk in S 
cannot decrease the value of the objective function (3.5). A finite number of 
such changes transforms s into s· 1 showing that s· is optimal. 0 
However, modified due-dates Di(t) change according tot, and we calculate 
all t = ti1 satisfying Di(t) = Di(t), i.e., 
t . . 
_ di - di + ei - ei 
,1 - , i = 1, · · ·, n, j = 1, · · ·, n. ei- e1 
(3.7) 
Then select only these tii that satisfy 0 < t < 1, and sort such t,1 in the 
increasing order. The resulting sequence is denoted by 
0 = t0 < t1 < · · · < lq = 1, (3.8) 
where q- 1 is the number of different lij in (0,1) 1 and hence q- 1 ~ n(n -
1)/2 holds. If OM's satisfaction degree is fixed to tc E (tk-I 1 tk], an optimal 
processing order in this interval can be determined by the EDD-rule. 
Fig.3.1 illustrates an example of a relation between membership functions 
JL D , of jobs J, ( i = 1, 2, 3) and their ti1 • In this case, the optimal order in each 
interval [tk-l, tk], k = 1, 2, 3, 4 (where to= 0, t1 = l23, t2 = l13, l3 = l12, l4 = 1) 
is obtained as follows: 
for lc E [t3, t4] 
for tc E [t2, t3] 
for tc E [t1, t2] 
for tc E [to, td 
However, not all of these schedules satisfy the condition of the modified due-
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Fig. 3.1 Example of l 1J 
the corresponding schedule satisfies condit,ion (3.4). From the above fact, the 
following polynomial algorithm is proposed by using a binary search technique 
to the set of { t0 , t 1, • • • , lq}. 
Algorit hm 3.1 
Step 0. After computing tii of {3.7) and sorting them to obtain (3.8), set 
L := 0 and S := q. 
Step 1. If S- L = 1, then go to Step 4. 
Step 2. After setting A:= L(L+S)/2J (the notation "lxJ" denotes the great-
est integer not exceeding x) and tc := (tA + tA+l)/2, compute comple-
tion times C. of jobs Ji scheduled in the increasing order of Di(tc) · 
Step 3. If C. :::=; D.(tA ) holds for all i, then let the current processing order be 
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1r, and after setting L = A. return to Step 1. Otherwise, after setting 
S := A , return to Step l. 
Step 4- We obtain the optimal value t * :=mini JL D l (C&), where C. =I:~= I Pr(J) 
(-rr(j) denotes the j-th job in schedule -rr). 
Theorem 3 .1 Algorithm 3.1 solves Pl in at most O(n2 logn) computallonal 
time. 
Proof. The computat,ional complexity for each step is as follow s. 
Step 0: O(n2 logn) to sort O(n2 ) t.J 's. 
Step 1 : 0(1). 
St ep 2 : O(n log n) to find a processing order of O(n) J. 's and 
0( n) to compute C/s. 
Step 3 : O(n). 
Step 4 : O(n). 
The loop of Step 1 to Step 3 is iterated at most O(log n) times because of the 
computat ion of binary search over O (n2 ) elements. Consequently, Pl can be 
solved in O(n2 logn) computational time by Algorithm 3.1. 0 
Example 3.1 
Now we consider a simple example of P1 in order to illustrate behavior 
of Algorithm 3.1. There are four jobs 11 through J4 whose processing times 
are given as Pt = 1, P2 = 2, P3 = 1 and p4 = 3. The membership funct ions 
that characterize fuzzy due-dates D .,i = 1,2,3,4 are denoted by J.L.(C.) in this 
example and they are given as follows (see F ig.3.2): 
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if c1 < 3, 
if 3 ::::; c,::::; 8, 
if 8 < C 1 , 
2/3 
1/4 
0 2 4 6 8 10 
Fig. 3. 2 Membership functions in Example 3.1 
I',(C,) = { 
1 if c2 < 4, 
1- c2 -4 if 4 ~ c2 ~ 6, 2 
0 if 6 < c2, 
1'3(C,) = { 
1 if c3 < 5, 
1- c3- 5 if 5 ~ c3 ~ 9, 4 
0 if 9 < c3, 
I'•(C,) = { 
1 if c4 < 6, 
1- c 4- 6 if 6 ~ c4 ~ 1, 1 
0 if 1 < c4. 
The 1-st iteration. 
Step 0. The result of computing tii is as follows: 
tl2 = 2/3, t13 = -1 , tl4 = 1/4, t23 = 3/2, t24 = -1, t34 = 2/3. 
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After sorting them, we obtain 
Set L = 0 and S = 3. 
Step 1. Since S- L = 3, go to Step 2. 
Step 2. Since A = l3/2J = 1 and tc = (tt + t2)/2 = 11/24, modified due-
dates Di( tc) are calculated as follows: 
D 1(11/24) = 135/24, D2(11/24) = 122/24, D3(11/24) = 172/24, 
D4(11/24) = 157/24. 
Accordingly, completion times Ci of jobs 1i for schedule 12 -+ 11 -+ 
14 -+ 13, are : Ct = 3, C2 = 2, C3 = 7 and C4 = 6. 
Step 3. Since Ci ~ Di(1/4) holds for all i, set rr = {12 -+ 1t -+ J4 -+ h} 
and L = 1. Return to Step 1. 
The 2-nd iteration. 
Step 1. Since S - L = 2, go to Step 2. 
Step 2. Since A= l4/2J = 2 and tc = (t 2 + t3)/2 = 5/6, modified due-dates 
Di(tc) are calculated as follows: 
Step 3. 
D 1 (5/6) = 23/6, D2(5/6) = 26/6, D3(5/6) = 34/6, D4 {5/6) = 37/6. 
Accordingly, completion times Ci of jobs 1i for schedule 11 -+ J2 -+ 
J3-+ 14 , are: Ct = 1,C2 = 3,C3 = 4 and C4 = 7. 
Since Ci ~ Di(2/3) does not hold fori= 4, i.e. , C4 = 7 <L D4 (2/3) = 
19/3, set S = 2 and return to Step 1. 
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The 3-rd item/ion. 
Step 1. Since S- L = 1, go to Step 4. 
Step 4. \Ve obtain the following optimal value: 
3.1.2 Problems with weighted fuzzy due-dates 
We can generalize the above problem Pl by introducing weights of jobs. A 
weight w; is a positive real number, which represents the degree of importance 
of job J, to DM. Based on w;, we define gain g;(C;) by 
{3.9) 
\\'e shall consider two problems P2 and P3. Problem P2 maximizes min 
gams, 1.e., 
(3.10) 
Note that P2 is equivalent to Pl when we set all weights equal to 1. Comparing 
Pl and P2, it is not difficult to notice that P2 can be solved by replacing (3 .4), 
(3.7) and (3.8) with the following (3.11), (3.12) and (3.13), respectively. 
t 
C, ~ e;{1- -) + d; . (3.11) 
Wj 
d; - di + e; - ei . . 
t,3 = e e· ,z=l,···,n,J=1,···,n, (3.12) ~--] 
d, Wj 
0 =to~ t, ~ ·· · ~ lq = mjnw,. (3.13) 
I 
Therefore this problem can also be solved in O(n2 log n) time by simply con-
sidering the right. hand side of (3.11) (i.e., e;(l - ~.) + d,) as the new D;(t). 
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Problem ?3 maxnnizes total gam. 1.e .. 
n 
P3 : Maximize 1ren L g,.(j)(C,.(J)), 
J=l 
where 
g,(C,) = W,f.LD , (C;), 
~''v . (C;) = { 1 if C; < d, 1 - C; -d if d ~ C; ~ d + e;, 
e; 
0 if d + e; < C;, 





Note that J-L]J,(C;) differs from f.LD ,(C;) in that all d; are the same valued, 
i.e., we assume that the original due-dates d; of all jobs J; are the same. \Ve 
also assume that all processing times are unit (p, = 1 for all i) and hence we 
have the equality of {3.17). 
Theorem 3. 2 An optimal solution of P3 is found by scheduling jobs tn a 
non-increasing o1·de1· of wd e;. 
Proof. We assume, without loss of generality, that w 1 je, ~ tu2/e2 ~ · · · ~ 
wnfen by rearranging job-indices if necessary. Consider the schedule l1 --+ 
J2 --+ · ·. --+ ln . Then, we show that the total gain does not increase even if 
the processing order of the j -th job and the (j + 1 )-st job are interchanged. 
Let g3,i+l be the gain obtained from processing the jobs 13 and 13+1 scheduled 
in this order and g' 1 the gain after interchanging the processing of these two ;+ ,J 
jobs. We consider the following three cases. 
(i) C1+ 1 ( = j + 1) < d 
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(ii) C1 (= J) = d 
(iii) C1 (= i) > d 
I Wj+l(j- d) Wj(j + L- d) 
9J+t,J=w;+I+wi- . - .. 
e3+1 e3 
Hence 9i.i+t ~ g;+l,j (since 9i,i+1- g;+l,i = w3/e3 - Wj+t/e3+1 ~ 0). 0 
3.2 One Machine Problem with Fuzzy Pro-
cessing Times 
In this section, we consider a fuzzy processing time version of (n 11 I Lmax), 
where due-dates are not fuzzy but crisp. When processing times are fuzzy 
numbers, it is natural that their completion times becomes also fuzzy numbers. 
In order to formalize the problem, we use idea of "fuzzificated" crisp due-dates 
stated in Chapter 2, i.e., ordinary due-dates can be treated as special fuzzy 
due-dates as shown in Fig.2.2. Then, we calculate the agreement index of C i 
with regard to D , (see Definition 1.8), where Ci and D i are fuzzy completion 
times and the "fuzzificated" crisp due-dates, respectively. The objective is to 
maximize the minimum of the agreement indices, i.e., 
P4: Maximize mint (C,, D 1 ). 
I 
(3.18) 
~ow we assume that all processing times are so-called "quasi-similar" tri-
angular fuzzy numbers for simplicity, i.e., when each processing t ime P , is 
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represented by T F N(/11 c,, r,) (recall (2.4) in Section 2.2). and suppose that 
1/ p = (c,- l,)J(r,- c,) for all i, where pis a positive real number [Tad6,lsh4) 
(refer to [Bla) for another version of similar processing times). Given a pro-
cessing order 1r, each completion time is also a "quasi-similar'' triangular fuzzy 
number, i.e., the fuzzy completion time C, is represented as 
T F N ( 1:, c~, r:), (3.19) 
I 
t: = .L l1fu>, 
i=l 
I 
< = L C1f(j)l 
;=I 
I 
r: = L r,.(j)' 
j=l 
where 1r{j} denotes the j-th job in schedule 1r, and we have 
j I 
c'- l' I I 
- = r:- <; 
1 
L Cr.(J) - L /7r(J) 
j=l ;=1 
i I 




We illustrate an example of fuzzy completion time C 1 and fuzzificated due-date 
D i in Fig.3.3. 
Now we define further notations. Let 1-lC, (x) be the membership func-
tion for fuzzy completion time, which shows a value of membership function 
when Ji is completed at timex (recall that both of the notations "C1" ·and 
"T F N" denote the fuzzy number of completion time, while the corresponding 
membership function is characterized by "1-lC ," as in Example 2.2), and let 
a, = 1-lC, (d,), (3.21) 
(see Fig.3.3). Moreover let ?1~ (en be an a-cut of a fuzzy processing time 














Fig. 3.3 Fuzzy processing time and fuzzificated due-date 
x (time) 
confidence for the level of presumption a, i.e., p P , (P
1
<t>) = p P , (PA0 ') = a 
(JJ.c,(CI(~)) = JJ.p ,(c.<;>) =a). 
Lemma 3.1 Based on the above notations, the agreement index t (C i, Di ) is 
given by 
L( C ;, D ;) = { 
p+1 
Proof. Let k = c~ - li (> 0). In case of di > c,~, we have r' - d = 
I I kp, 
r;- t; = k(p + 1) and di- < = kp - aikp, and hence 
t(C ., D i) = 
ci-li + (di-<)(a1 +1) 
2 2 
r~- I' I I 
2 
= _1_ + kp(1 - a 1 )(1 +a:,) 
p + 1 kp + k 
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Theore m 3 .3 There exists a schedule such that minit(C., D ,) ~ K, for a 
given K such that 0 ~ K ~ 1, if and only if there exists a schedult such that the 
processing of every job J., i = 1, 2, · · ·, n is completed by its duc-datt d1 whu1 
we regard P/:', i = 1, 2, · · ·, n as their o1·dina1'Y processing times if K > 1/(p+l) 
and P}t' othe1~wise, whe1·e the level a is given by 
0: = { j(l- K){p + 1)/p if K > 1/(p + 1), 
VK(p+ 1) if K ~ 1/(p+ 1). 
Proof. \Vc show that the necessary and sufficient condition holds m both 
cases of 
(I) K>1/{p+1) 
(II) K ~ 1/(p + 1). 
Before the proof of this theorem, some notations used here are introduced and 
related properties are discussed . 
F irst recall that the agreement index is calculated by either of the two right 
hand sides of t he equation in Lemma 3.1, and denote the former and the latter 
(i.e., two cases of di > ci and di ~ cD by case (i) and case (ii), respectively. 
Now assume that t 9 = minili (i = 1, .. ·,n), where we let t 1 = t(C., D 1 ) for 
simplicity, namely, assume that the q-th job gives the minimum agreement 
index. Then, in case of (1), the agreement indices of all jobs are calculated by 
case (i) of Lemma 3.1 because t, ~ t 9 > 1/(p + 1) hold for all jobs ) 1 • In case 
( II ), however, there may exist some jobs ) 1 satisfying d1 > c~ ( t 1 > 1/ (p + 1)) 
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Fig . 3.4 Example of case (II-a) 
r~ 
t X 
situations (i) and (ii) for all jobs J, for i f. q (see Fig.3.4), i.e., case (II) is 
divided into the following two sub-cases: 
(II-a) There exists at least one job J1 such that ~,1 > 1/(p + 1). 
(li-b) All jobs J, satisfy that L;:::; 1/(p + 1). 
Next note that, in order to show the sufficient condition, we can assume 
without loss of generality that there exists a schedule satisfying t 9 2:: K for a 
given K, since any K corresponds to either (I) or (II) (because K E [0, 1)). 
(Proof of I) 
First assume that there exists a schedule satisfying min; t; = ~,9 2:: K, where 
K > lj(p + 1). From Lemma 3.1, we have 
- 1 pa; < 1 po~ . 
Lq - - p + } - - p + 1 = I,' t = 1' ... ' q - 1' q + 1' ... ' n' 
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and it follows that a 9 2:: a,. Then we obtain that 
and hence we obtain c~;q> :::; d; (which is clear from the rnonotonicity of 
J.LC, ( x) for ci :::; x :::; rD. Therefore the processing of every job is completed 
by its due-date when we regard P;~) as its ordinary processing time of job J,, 
where a= a 9 = j(l - K)(p + 1 )/pis obtained by solving the equation in case 
of (i) of Lemma 3.1 with "• = K and i = q. 
r-------
Conversely, if cJ;>:::; d; with a= j(l- I'C)(p + 1)/ p holds for all i, we have 
and hence 
1- pa2 
--'---"--' > K (p + 1) -
holds for all i. namely min, t, 2:: /'C. 
(Proof of II-a) 
First assume that there exists a schedule satisfying min, 1, = t 9 2:: li, where 
K:::; 1/(p+ 1). We show that Ci:::; di holds for every job 11 with t1 > 1/(p+ 1 ), 
where C
1 
denotes a completion time of job 11 when we regard PAo) as its 
ordinary processing time for every job 1; (the proof for jobs other than such 
Ji is omitted here since it is obtained simi larly to (JI-b)). It is obvious that 
c~ < d1 and CJ~q) < c~ hold for such j. Hence the processing of job 11 is 
completed by d
1 
when we regard P;\o) as its ordinary processing time for e\·ery 
job J;, where C; = L:j= 1 P1(~) holds for every job and the level a is obtained as 
a= a 9 = J"~(p + 1) by solving the equation in case of (ii) of Lemma 3.1 with 
t, = K and i = q. 
Conversely, if there exists a schedule satisfying that C~~> :::; d, with a = 
J K(p + 1) for all i when we regard P/t) as its ordinary processing time of J,. 
55 





{ V"(P + l) f 
p+l 
from Lemma 3.1. Therefore t1 ~ K for all j. 
(Proof of li-b) 
=K 
First assume that there exists a schedule satisfying min.- Li ~ K, "$ lj(p+ 
1). From Lemma 3.1, we have 
2 2 O.q 0 · 
tq = p + 1 $ P ~ 1 = Li, i = 1 , · · · , q - 1 , q + 1 , ... , n, 
and it follows that a 9 $ a,. Then we obtain that 
and hence we obtain c.<~q) $ d.- (which is clear from the monotonicity of 
1-LC, (x) for /~ $ x $ c:). Therefore the proessing of every job is completed 
by its due-date when we regard PNx) as its ordinary processing time of job J, , 
where a = 0. 9 = J K(p + 1) is obtained by solving the equation in case of (ii) 
of Lemma 3.1 with t, ="'and i = q. 
Conversely, if c,.<~> $ dj with Q = V"(P + 1) holds for every i, we have 
and hence a; j(p + 1) ~ K holds for all i, namely min, t, ~ K. o 
From Theorem 3.3, assuming without loss of generality that job indices 
satisfiy the "EDD-order", i.e., d1 $ d2 $ · · · $ dn , an opt inal processing order 
of P4 is given by J1 -+ J2 -+ · · · -+ Jn. 
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3.3 One Machine Problem with Fuzzy Prece-
dence Relations 
In this section, we generalize one machine scheduling problem to minimize 
Lmax (maximum lateness) under precedence constraints. That is, we consider 
the problem with fuzzy precedence relations. In this case, we have two ob-
jectives, i.e., Lmax to be minimized and the minimum satisfaction level with 
respect to fuzzy precedence relation to be maximized. 
3.3.1 Problem formulation 
In order to formulate the problem, the following notations are used. Let 
1r(j) be the j-th job index of a schedule 1r. For simplicity, we denote by fl•; 
( =Jl R ( J., ) 3 )) the value of membership function of fuzzy precedence relation 
between two jobs J,. and Ji (in case J,. is processed before Ji ). We assume 
that /.Lji = 1 if 0 $ llij < 1, and both /.Li; and /.Lji equal 1 if jobs J,. and 1; are 
independent. In this section, however, we use notation p,,1 = p,1, =I to denote 
that J, and ) 1 are independent instead of p,,1 = p,1 , = 1, so that we can easily 
identify independent jobs. In this way, we can tell that if p,1 , = 1 then there 
exists a fuzzy precedence relation such that p,,1 = a, 0 $ a < 1. Further L~la>o. 
is defined as the maximum lateness of a schedule 1r and 
1-L~n = min{p,'~~"(i)'~~"(k) I i,k = 1,2,···,n,i < k}, (3.22) 
as the minimum value of membership p,,/s in 1r. Note that, m {3.22), we 
exclude all /L'~~"(•)r(k) with i > k. By using these notations, we consider the 
following hi-criteria scheduling problem P5. 
P5 L'll" • 7r : max -+ m1n, /.Lmjn-+ max (3.23) 
subject to 1r E n, 
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\vherc II denotes the set of all feasible schedules. Gen('rally speaking, there 
may not be a schedule that optimizes both the criteria L;,1ax and IL~in simulta-
neously. Accordingly, we introduce an idea of ''nondominated schedule" (which 
is defined in the succeeding subsection). 
3.3 .2 Solving hi-criteria problem PS 
First, before solving the hi-criteria problem, we briefly review a solution 
procedure of the (single criter ion) scheduling problem that minimizes Lmax · 
Let 
T; = { Jk I J; < Jk, k E { 1, 2, · · ·, n}}, (3.24) 
denote the set consisiting of jobs that J; precedes. Lawler and Moore [Law2] 
showed that this problem is solved in O(n2 ) time by the assigning the following 
due-dates to job J., 
d: =min {d;,min{d3 I J1 E T.}}, i = l,2,· · · ,n. (3.25) 
and then by scheduling jobs in nondecreasing order of these due-dates, while 
observing precedence constraints. As a result, the original prec('dence relation 
is used to break "tics" (i.e., those jobs which have the same due-date). 
Next we define nondominated schedules. In order to do that, we first 
introduce a schedule vector v"' consisting of two elements L"' and Jt"'. of a 
max ,. nun 
schedule rr: 
1f (Lr: 1f ) V = max' Jl.rrun · (3.26) 
For dist1nct schedule vectors v1f1 = ( v~1 , v;1 ) and v"', = ( v~2 , v;2 ), we call 
11'1 dommales rr2 (or 1r1 is more efficient than rr2 ) if v 1r-1 < v"'2 and v"'1 > 
- I 2 -
v;1 • If there exisits no schedule 1T1 that dominates a schedule 1r, 1r is called 
nondommatcd. Since there exist, probably, many nondominated schedules 
58 
which have the same schedule vector, we concentrate our attention on finding 
at most one feasible schedule corresponding to each schedule vector. 
Now let us discuss fuzzy precedence relation. Sort all different values among 
J1.,3 into 
(3.27 ) 
where k is the number of different 11-ii {such that J1.,1 # 1). Note that k is at 
most O(n2 ). The following Lemma 3.2 is consequently clear. 
L e mma 3.2 Threre exist at most O(n2 ) nondominated schedule vectors in P5. 
An ordinary precedence relation is represented by the corresponding prece-
dence graph PC = [N; A] where N is the set of jobs J;, i = 1, 2, · · · , n and A 
is the set of arcs (J., J;) such that J; < 11 , i.e., J, precedes Jr Recall that 
Jl.•; = 1t1 , = I for i # j means that J; and Jj are independent, i.e., none of 
J, < J3 and Jj < J, holds. In this case, naturally there exists none of ( J,. 11 ) 
and (11 , J,) in PC. In our solution algorithm, we generalize the precedence 
graph for a fuzzy precedence relation, and use it in the dynamic manner in the 
sense that certain arcs are deleted after finding a nondeominated schedule at 
every iteration. As the initial graph, we use PG0 = [N; A0] which consists of 
the node set N and the arc set 
(3.28) 
where Jl.o = l. At the /-th iteration of the a lgorithm, PC1 = (N; A1], I = 
1, 2, ... , k (where A1 c A0) a re introduced, where A1 is the set of arcs defined 
by 
A'= Al- l - AI. 
-1 6 {( J ) I - 0 d - '} I- 1 ? ... k A = J,, 1 p.,1 - p. an Jl.;• - JL , - , -· , (3.29) 
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(i.e., A1 denotes the set of fuzzy relation arcs with level 111). 
:\ote that the graph PG1 is not exactly the fuzzy graph defined in Definition 
1.9 since we need only arcs (Ji,J1 ) whose membership values fL 11 equal 1 in 
the algorithm. In other words, arcs (J1 ,J,) with p 1 , =a (0 ~a < 1) are 
not used when we find an optimal schedule in the sense of minimizing Lmax at 
every iteration in the algorithm. That is, once the precedence graph PG1 is 
determined, the problem is reduced to the ordinary problem that minimizes the 
maximum lat.euess with precedence relations represented by t.he crisp graph. 
Note also that finding a schedule minimizing Lmax from the graph PG1 means 
that we take no account of precedence relations Ji < Ji corresponding to 
J11 , E [111, 11°] at the /-th iteration. Further notations used in the algorithm are 
introduced, i.e., two variables DV and DS are prepared to store nondominated 
schedule vectors and the corresponding schedules, respectively. 
!'Jow we are ready to describe our solution procedure in order to find non-
dominated schedules of P5. As mentioned above, we try to find at most one 
nondominated schedule corresponding to each scheduling vector, whose second 
element is 111 (I = 0, 1, · · ·, k), and hence we find at most ( k + l) non dominated 
schedules. That is, the number of nondominated scheduling vectors does not 
always correspond to that of J.L"s (namely, k + 1), since there may exist a non-
dominated schedule 1r such that the resulting value L':nax is obtained without 
violating precedence relations Ji < Ji with Jlii < Jl~nin (iu t.his case, even if arcs 
(i,j) arc excluded from the graph at a certain iteration, it docs not improve 
the value of Lmax; for details, see the proof of Theorem 3.4). 
Algorithm 3. 2 
Step 0. Solve one machine Lmax minimization problem with precedence rela-
tions PG0 = [JV; A0 ]. Let its optimal maximum lateness value be 
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L~ax and the corresponding optimal schedule be 1r0 . Set D\ · .-
{(L~ax• l )}, DS := (1r0 ) and l := 1. 
Step I. After setting A1 := A 1- 1 -A' and constructing PG1 = [ .. \'; .41]. sol\'e 
one machine Lmax minimization problem '"''ith precedence rei at ion 
PG'1 = [N; A1]. Let its optimal value of Lmax be L~nax and the corre-
sponding schedule be 1r1• Construct the corresponding schedule \'ector 
v
1 
:= (L~,nx•fL~1in) where Jl:run = min{lt1rt( 1 )1r,(J) I i,j = 1,2,· · · ,n,1 < 
j}. If v1 is dominated by some vector in DV or already included in 
DV , then go to Step 2. Otherwise, after setting DV .- DV U {v1} 
and DS := DS U {1r1}, go to Step 2. 
Step 2. Set I:= I+ l. If I= k + 1, terminate. Otherwise, return to Step l. 
T heorem 3.4 Algorithm 3.2 calculates the set of all nondommaled schedules 
of P5 as final DS, and each of the resulting schedules corresponds to exactly 
one nondominated schedule vector. Complexity of the algorithm IS O(n 4 ). 
Proof. Clearly the second element of each nondominated scheduling vector 
is one of Jl', I = 0, I, 2, · · ·, k. Note that the deletion of arcs in A1 at Step 1 
corresponds to I he exclusion of both precedences J, < J1 and J; > )1 such that 
J.L 11 = J1° and J1Ji = J.L'. After this, Ji and Ji become mutually independent, 
if there exists none of arcs incident to J, and J3 , e.g., none of arcs ( J,. J1,) 
and (J;'• J1 ), where J1, is a job such that J, < J1, and J1, < Jr At the last 
((k + 1)-st,) iteration, all jobs consequently become independent. 
!\ow we assume that the(/- 1)-st iteration has just finished and assume. 
-:-1 
wit hou t loss of generality, that all the jobs J, and J1 such that arcs ( J,. JJ) E A 
become independent after the deletion of these arcs. Let I' be the: greatest 
index of nondominated \'ectors in the current D\ ·. At the /-th iteration, we 
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obtain the nondominated schedule with (L~ax' Jl~un) such that L~ax < L~ax 
and P~n < fL~", if there exists no jobs J, and )1 such that the due-date of 
J1 is earlier than that of J., i.e., di > d1 . Otherwise (namely, if d; ~ d1 ), 
the cxcl usion of precedence relation J, < J1 at the /-th iteration does not 
improve the value of Lmax• since the nondominated schedule obtained at the 
l'-th iteration is the same as the schedule obtained by solving the problem of 
minimizing Lmax with the remaining precedence relations represented by PG1• 
That is, if d, ~ d1 for the jobs J, and J1 then the resulting schedule at the l' -th 
iteration naturally preserves the constraints Ji < Ji and hence that at the /-th 
iteration is not nondominatcd. The algorithm searches nondorrunated schedule 
vector by changing the second element from Jlo till Ilk. Thus, the algorithm 
calcultes the set of all nondomnated schedules, each of which corresponds to 
exactly one nondominated schedule vector. 
While, complexity of the algorithm is J.· (= O(n2 )) times of the complexity 
of the solution algorithm for solving one machine Lrnax minimization problem 
with precedence relations. Recall that the complexity of the latter is O(n 2 ). 
Consequently the total complexity is O(n4 ). 0 
Example 3.2 
The following illustrates a behavior of Algorithm 3.2. There are five jobs 
with the fuzzy precedence relation shown in Tab.3.1, where T means corre-
sponding pairs of jobs are mutually independent (e.g. , jobs J2 and J3 arc 
independent). The corresponding precedence graph PCO = [.N'; A0) is shown 
in Fig.3.5. The processing time and due-date of each job are shown in Tab.3.2. 
Before executing the algorithm, sort all ft,1 to obtain 
Jlo = 1 > It 1 = 0.8 > Jl2 = 0.6 > JL3 = 0.5 > Jl4 = 0.2 > 0. 
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F ig. 3 .5 Precedence graph PCO = (.V; A0 ] 
Tab . 3.1 Fuzzy precedence relation 
J. J2 J3 J4 Js 
J. 1 1 1 T 
J2 0.5 T 1 T 
J3 0.2 T T 1 
J,. 0.8 0.6 T T 
Js T T T T 
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Tab. 3.2 Processing timt' and due-date of each job 
Job JJ Jl J2 J3 J4 Js 
Processing time PJ 2 1 3 1 2 
Due-date d) 8 9 5 2 6 
The 1-st iteration. 
Step 0. Since modified due-dates d~ of (3.25) are 
( d~ ' .. . ' d~) = ( 2 ' 2' 5' 2' 6 ) ' 
the processing order of schedule 11° and the resulting lateness are 
shown in Tab.3.3. Hence we have 
D\1 = {(3,1)} (= (£~ax,/l~1in ))' 
DS = {11°} (= {Jt-+ J2-+ J4-+ J3-+ Js}) and l = 1. 
Step 1. Since A
1 
= {(J1,J4 )}, PG1 = [N; A 1J becomes as shown in Fig.3.6. 
Modified due-dates are 
(d~ ... ·,d~) = (2,2,5,2,6) . 
Note that d; = 2 s ince T1 = { J2, J3, J4} after deleting arc (J1, J4 ). 
Then, schedule 11 1 is 
Then Step 2 is immediately entered since this processing order is the 
same as 11°. 
Step 2. Set l = 2 and return to Step 1. 
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(j) 
Fig. 3.6 Precedence graph PG1 = [N; A 1] 
The Q-nd iteration. 
Step 1. Since A2 = {(J2,J,I)}, PG2 = [N;A2] is constructed as shown in 
Fig.3. 7. Then modified due-dates are 
( d~ ' .. . ' d~ ) = ( 5 ' 9' 5' 2' 6) . 
The processing order of schedule 112 and the resulting lateness are 
shown in Tab.3.4. Since we have v2 = (2, 0.6), which is nondomi-
Tab. 3.3 Results from scht'dule 11 1 
P1·ocessing order 110: Jl--+ J2--+ J<l--+ J3--+ Js 
Processing time PJ: 2 1 1 3 2 
Completion time CJ: 2 3 4 7 9 
Due-date d): 8 9 2 5 6 
Lateness L· : -6 -6 2 2 3 
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Fig. 3 .8 Precedence graph PC3 = [;\' ; A3J 
F ig . 3.7 Precedence graph PG2 = [N; A2J 
Step 1. Since A3 = {(J1,J2)}, PG3 = (.N;A3] becomes as shown in Fig.3.8, 
nated with respect to the current DV, the new DV and DS b<'comc and modified due-dates are 
Then go to Step 2. which are the same as previous ones. Consequently, we go to Step 2 
immediately. 
Slcp 2. Set I = 3 and return to Step 1. 
The 3-rd iteration. 
Tab. 3 .4 Results from schedule 1r2 
Processing o1·der 7r J4~ J.~ h~ 
Processing lime PJ: 1 2 3 
Completion lime c]: 1 3 6 
Due-date dj: 2 8 5 







Step 2. Set l = 4 and return to Step 1. 
The 4-th itemtion. 
Step 1. Since /\1 = {(J1,J3 )}, PG4 = [.N; A'1] contains no arc, i.e., all jobs 
become independent. Then modified due-dates becomes the original 
due-dates not taking into account the precedence relatrions, i.e., 
( d'\1 .. . . d~) = ( 8 ' 9 , 5. 2, 6) . 
The processing order 1r 4 and the resulting lateness are shown 111 
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Tab. 3 .5 Results from schedule 1r4 
Processing onle1· 1!"4: J4 ---t h---+ .ls ---+ J, ---t 
P1·ocessing time PJ: 1 3 2 2 
Completion time c): 1 4 6 8 
Due-date d): 2 5 6 8 
Lateness LJ: - 1 - 1 0 0 
Tab.3.5. Since v 4 = (0, 0.2) is nondominated, set 
and go to Step 2. 
Step 2. Since l = 5, the algorithm terminates. 











4 .1 Identical Machine Problem with Fuzzy 
Due-dates 
4 .1.1 Ge ne ralized n I m I I I Lmax problem 
Before cosidering a fuzzy version of identical machines scheduling problem, 
we consider a generalized version of the original one, i.e., n I m I I I Lm3 x 
preemptive scheduling problem with general due-dates (for specification of the 
problem and definitions of these terms; refer to Section 1.3). We assume 
that all processing times p, and due-dates d;J are non-negative integers. This 
problem can be solved by finding a mi nimum value of L such that there exists a 
feasible schedule which processing of each job J; is completed by the following 
modified due-dates d:1 : 
d:1 = d,1 + L, i = 1, 2, · · · , n, j = 1, 2, · · · , m. (4.1 ) 
Then we determine whether a schedule is feasible or not by using a reduced 
network G = [N; A] defined in the fo llowing (II), and uti lize a binary search 
technique to find the minimum L. 
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~ow we propose a solution procedure for this problem. 
Setting of init ial values 
(I) Sort all d:3 in increasing order. i.e., 
where k is the number of different due-dates, and Dh denotes the h-th smallest 
value among d~;'s. 
Then we introduce interval h = [Dh-1, Dh] and 
Sh = Dh- Dh- 1, h = 1,2,· .. ,k. (4.2) 
{II) Construct the reduced network G = [N; A] (see Fig.4.1) such that 
where 
N 1 = {M3h li = 1, .. ·,m,h= l, .. ·,k}, ( 4.3) 
and each element M 3h of N 1 corresponds to machine M 3 in the interval h 
(I N1 I= km), 
N2 = { V.h - I h = 1 .. · k i- 1 .. · n} 
l ) , ' - ' ) ' ( 4.4) 
and each element Vhi of N2 corresponds to job Ji in the interval h (I N2 I= kn), 
N3 = { Ji I i = 1, .. ·, n}, (4.5) 
and each clement of N3 is job Ji (I N3 I= n), and 
N4 = {s,t} 
representing source and sink, respectively (I N4 I= 2). Moreover let 
Fig.4.1 Example of reduced network 
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where 
At = {(s,.\11h) jj = l,···,m,h = l,···.k} (4.6) 
and capacity of each arc (s, M1h) is sh. 
A2={(J,,t )l i=1,···,n} {4.7) 
and capacity of each arc ( J., t) is p;, 
A3={(Vh;,J;)Ih=l,···,k,i=1,···,n} {4.8) 
and capacity of each arc (Vh;, J;) is sh, and 
and capacity of each arc (Mjh, Vh;) is sh. 
Note that each arc capacity of the reduced network has the following mean-
mg. 
1. Capacity Sh of each arc (S,Mih) E A1 : maximum available time of ma-
chine M1 for processing jobs in interval h. 
11. Capacity p, of each arc ( J;, T) E A2 : processing time of job J;. 
111. Capacity sh of each arc (Vh;, Ji) E A3: maximum allowable processing 
time for job J; in interval h . 
tv. Capacity sh of each arc (Mjh, Vh;) E A 1: maximum allowable assignment 
of processing time of job J; on machine M1 in interval Jh. 
In addition, the arc flow of ( Mih, Vh;) E A4 corresponds to the processing 
time assignment of job J, to machine .\11 in interval h, and the condition 
d:J ~ Dh means that the interval not later than the modified due-date of 
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job J, is available for processing J;. Hence there exists a feasible schedule 
that completes a ll jobs J; on machine M1 by d:1 if and only if there exists. 
for the reduced network, a maximal flow with flow value L:~ 1 p., since the 
corresponding preemptive open shop problem. i.e., n I m 0 I C max assures 
that the transformation of flow J(M1h, Vh.) into the actual processing time 
assignment of J, to M1 in interval h is possible (for details; see [Gon]). Thus 
the feasibility check and the construction of a feasible schedule can be executed. 
Now we are ready to describe the algorithm for solving the problem n I 
m I I I Lmax preemptive scheduling problem with general due-dates (validity 
of the algorithm is shown as a natural extension of [Mas] and so it is omitted 
here). 
Algorithm 4.1 
Step 0. Compute L := l(L(l) + £(2l)j2J, where £(1) = 0, £(2) = l:~ 1 p,. 
Step 1. Set d:i := d;1 + L and construct the reduced network G = [N; A] in 
the above manner. 
Step 2. Find a maximum flow of G and let its flow value be j, and then 
(a) if f= L:.:£= 1 p;, go to Step 3 {there exists a feasible schedule), 
{b) otherwise (i.e., iff < 2::.:~ 1 p;), go to Step 4 (there does not 
exist a feasible schedule) . 
Step 8. Let £(2) := L . If £(l) = £(2) then go to Step 5. Otherwise set 
L := l(L<•l + £(2))/2 J and return to Step 1. 
Step 4- Let £(!) := L. If £(•) = £(2) then go to Step 5. Otherwise set 
L := l(L< 1> + £(2l)j2J and return to Step 1. 
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Step 5. Construct the preemptive scheduling problem 11 I m I 0 I Cmax with 
the following processing time p~ (of job J1 on machine M1 ) correspond-
ing to each inten·al h.h = 1.2.· · · .J..·. If there exists arc (M1h, \'iu). 
then set p~ = f(J'vf1h, Vh,)· Otherwise, p~ = 0. Then solve the open 
shop problem with the processing time p~ for each interval h by us-
ing well-known Gonzalez and Shani's algorithm [Gon] in order to con-
struct partial schedules and concatenate these schedules to construct 
a feasible total schedule. 
4.1.2 Fuzzy general due-dates version 
We consider a fuzzy general due-dates version of the problem n I m I 
I I Lma.x described in Subsection 4.1.1. The following membership function 
J.L,1 (C,1 ) is introduced to denote OM's satisfaction with r•·spect to completion 
time C,1 of each job J, in case that Ji is finally completed on J1j. 
{ 
1 if ci] :::; d,1 , 
c,}- d,) f d c J.I.,;(C,J) = 1 - i t} < IJ:::; di) + Cj), 
CjJ 
0 if cl} > d,) + I IJ, 
( 4.10) 
where di1 and c,1 are nonnegative integers. The objective is to find a schedule 
that maximizes the minimum satisfaction among all J.l.,j(nij), that is, 
P6: Maximize minJ.I.ij(Cij), i = 1,2, .. ·,n,j = 1,2, .. ·,m.(4.11) 
1,) 
Note that if all values of eii - dij are the same, the problem reduces to the 
ordinary problem n I m I I I Lmax with general due-dates. 
The solution procedure is described as follows. First we check the feasibility 
of modified due dates set as d~1 = dii (i.e., L = 0) by using of the reduced net-
work similarly to Algorithm 4.1. If it is feasible, we obtain an optimal schedule 
such that the value of objective function (4.11) is equal to 1. Otherwise, we 
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calculate satisfaction values l(•.;).(h.t) 's at intersection points of the functiOns 
(4.10), that is, 
(4.12) 
for aU pairs ((1,j), (h, /)). Sort them in increasing order, i.e., 
6. 6. 
to= 0 < it < · · · < lr < 1 = lr+l• (4.13) 
where 1· is the number of different t(i,J)(h.t) 's and th is the h-th smallest value 
among l(i,j)(h,l) 's. We call a satisfaction level t feasible when there exists a 
schedule that completes all jobs by the following modified due-dates: 
d' - 11- 1 ( t) i = 1 , · · · , n, ;· = 1 , · · · , m. IJ- l"'jJ l (4.14) 
In this case, the maximum feasible satisfaction level l" produces an optimal 
schedule by applying Algorithm 4.1 to the problem n I m I I I Lma.x with 
general due-dates d:1 = J..t0 1(t•) fori and j. 
Next, checking flog rlt, 's for the feasibility by a binary search technique. 
we find the interval [lp, ip+d that includes t • ( r X 1 means the smallest integer 
not less than x ). Since the relative order of the modified due-dates d:1 = J..ti/ (t) 
does not change when t varies in the interval, the structure of reduced network 
G docs not. change except that capacities s, 's change accoding to l. Furhter, 
note that minimum cuts in the network change, depending on si's. Accordingly, 
we focus on the interval that includes r and find subintervals (of the interval) 
such that minimum cuts in the network do not change. The subinterval can 
be found by using a similar idea to Megiddo (Meg1], i.e., by checking critical 
values t' (such that [tP, t'] and [t', tp+1]) of parameter t for feasibility when flow 
augmentation is computed by a maximal flow algorithm, e.g., Dinic's (Din). 
That is we check critical value t' such that minimum cuts in the reduced , 
network with satisfaction le\'el t E [tP, t']. Once the subinterval including f" is 
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found, t * is equal to the maximum t such that the capacity of minimum cuts 
is L:f:1 p;. 
Now we are ready to describe the algorithm for solving P6 as follows. 
Algorithm 4.2 
Step 0. After setting dii := dii and constructing the reduced network G = 
[N; A }, find a maximum flow of G (let f be the resulting flow value). 
Iff = L:f:1 Pi, go to Step 4. Otherwise, proceed to Step 1. 
Step 1. Compute l(i,j),(h,l) of (4.12) and sort them to obtain (4.13), i.e., 
After setting IL := 0 and IU := r + 1, go to Step 2. 
Step 2. If IU - I L = 1, then go to Step 3. Otherwise, find a maxtmum 
flow (let f be the resulting flow value) of G = [N; A] constructed on 
revised data, i.e., t = l(J L + IU)/2J and dii := f.Li/(t) for all i and j. 
Iff= L:i:1 Pi, then return to Step 2 after setting I L := t. Otherwise, 
return to Step 2 after setting IU := t. 
Step 3. Find the maximum feasible satisfaction level t * ( E [tn, tw]) by com-
puting flow augmentation for G with dii := f.Li/ (tn) . Go to Step 
4. 
Step 4. Based on the resulting flow with respect to C, we obtain an optimal 
schedule similarly to Step 5 in Algorithm 4.1. 
Theorem 4.1 Algorithm 4.2 for P6 finds an optimal schedule in O(max(kGS, 
F 5 2 )) computational time, where G S is the complexity of Gonzalez and Sahni 's 
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algo1·ithm applied to ann I m I 0 I Cmax preemptive scheduling problem, FS 
is the complexity of a maximum flow algo1·ithm applied to the reduced network 
with O(k max(m, n)) nodes and O(kmn) arcs, and k is the maximum number 
of intervals h (note that k is at most mn). 
Proof. Since each membership function f.Lii(Cii), i = 1, · · ·, n,j = 1, · · ·, m is 
the nonincreasing function of C;i, it is clear that f.Li,j(i)(C;,j(i)) 2: a holds if and 
only if Ci,j(i) :::; f.Ln(i)(a), where j(i) is a machine index which completes the 
processing of job Ji finally. That is, f.Li,j(i)( Ci,j(a)) 2: o holds if and only if there 
exists a feasible schedule with modified due-dates dii = f.Li,](i)(o). 
From the observation with respect to reduced network G (described m 
Subsection 4.1.1 ), it is clear that there exists a feasible schedule that completes 
all jobs Ji on machine Mi by dii if and only if there exists a maximal flow 
with flow value L:f:1 Pi (since the corresponding open shop problem [Gon] 
assures that the transformation of flow ft into the actual processing time 
assignment of job Ji to the machine Mi in the interval h is possible). To 
check the feasibility, it is necessary to compute maximal flow flog r 1 t imes, 
i.e., O(FS log(max(m, n))) t ime, since flog r 1 is O(log(max(m, n))). Moreover, 
the construction of a feasible schedule, if there exists any, for fixed dii takes 
O(kGS) time. 
Now we focus on the complexity of finding t* in interval [tP, tP+d· Since t* is 
the maximal value oft in the interval in which a feasible schedule is located, the 
capacity of its minimal cut is L:i~ 1 Pi· We divide this interval into subintervals 
by a similar idea to [Meg1] where the minimal cuts of the network do not 
change. The subinterval including t* can be found by the above method in 
O(F S2 ) time since we solve the maximum flow problem at each critical value. 
Once the subinterval is found, t" can be found as the maximal value among 
77 
those t's (in the subinterval including r) such that the capacity of its minimal 
cut equals 2::~-t p,. This requires 0( max( m, n)) time. 
In total, we can therefore find an optimal schedule in 0 (max(kGS, FS2 )) 
time, since O(F S) dominates O(max(m, n)). 0 
4.2 Two Machine Open Shop Problem with 
Fuzzy Due-dates 
4.2 .1 Problem formulation 
We investigate a generalized version of problem n I 2 I 0 I fuzzyLrnax· 
The word "generalized" means that the speed of each machine is controllable 
(see Subsection 1.3.3). In order to formulate this problet 1, we define some 
notatious. Let s~ be the speed of machine MJ,j = 1, 2 at.d then sJ ~ 1/s~. 
Let a, and b, be the standard processing time on machines .\1/1 and M2 at unit 
speed, respectively. I\ote that their actual processing time of J, are a,s 1 and 
a,s2 , respectively. The membership function ft,(C,) denoting DM's degree of 
satisfaction with respect to the completion time C, (of job ./,) is defined as 
{ 
1 if C; ~ d,, 
C;- d; ~t;(C,)= 1- ifd;<C,~d;+e,, 
e; 
0 if C; > d; + e;, 
(4.15) 
where d; and e, arc nonnegative constants. Recall that each value d; corre-
sponds to the formal due-date in the original (ordinary) problem. 
Now we formulate the problem as P7. The aim of P7 is to determine an 
optimal speed of each machine and an optimal schedule with respect to the 
objective function consisting of the sum of the minimum degree of satisfaction 
among all jobs and the cost of machine speeds. That is, 
P7: Minimize - 9o(min ft,(C,)) + g1s; + g2s; 
I 
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subject to s~,s; > 0, (4.16) 
where g0 , g1 and g2 are nonnegative constants. The value go evaluates the 
gain that is attained by a unit increase of minimal satisfaction (actually this 
value may be fuzzy). The other constant g1 (g2 ) is the cost to speed up the 
processing of machine M 1 (M2 ), which for example represents an extra cost of 
the corresponding electrical power and/or the cost for hiring some part-timers. 
Now let 
t ~ min { lli ( C;) I i = 1, 2, · · . , n} (4.17) 
be fixed, and then 
C; ~ di + (1 - t)ei, for all i ( 4.18) 
must hold (similarly to (3.2) through (3.4) in Chapter 3). The inequalities 
( 4.18) mean that each d, + ( 1 - t )e; play the role of the due-date in the ordinary 
sense. Therefore, if there exist a feasible schedule satisfying these due-dates, 
we can assume without loss of generality that it processes jobs in nondecreasing 
order of due-dates [Law1]. We express such order by 1r (i.e., 1r(j) is the index 
of the j -th job in the schedule), and the feasibility of this schedule 1r can be 
checked as follows [Law 1]. 
Suppose that Jtr( t), J1r(2), · • · , Jtr(i- 1) have been successfully scheduled. Now 
job J,.(i) has to be scheduled. First we define that 
i i 
Ai = L atr(k), B[ = L btr(k), i = 1, 2, · · ·, n. (4.19) 
k=1 k=1 
Let xtr(•) (Ytr(•)) denote the total amount of time prior to dr(a) + ( 1 - t)e-(•) in 
which machine M 1 (i\12 ) is idle while J\12 (Mt) is busy, and let z,.(i) denote 
the total amount of time prior to d-(i} + ( 1 - t)c-(•) in which .\1, and .\12 
are simultaneously idle. Note that x,.(i)• y,-(i) and Z-(i) are not independent, 
79 
inasmuch as 
X:r(iJ + Z::-(s) = d:r(iJ + (1 - t)e,.(il- A~_ 1 s 1 , 
Yr(i) + Z:r(i) = d.,. (i) + (1 - t)er(t)- s;._1s2. 
(4.20) 
( 4.21) 
The minimum amount of operation O:r(i),1 (O,.(i),2 ) that must be processed on 
M1 (M2 ) while both machines are available is 
(for details; see [Law1]). It follows that l :r(i) can be successfully scheduled if 
and only if 
( 4.22) 
This inequality ( 4.22) is equivalent to the following four inequalities: 
( 4.23) 
Discarding the first of these inequalities as vacuous and applying (4.20) and 
(4.21) to the remaining ones (because the resulting (4 .27) assures nonnegativity 
of Z1r(i)), we see that J1r(i) can be successfully scheduled if and only if each of 
the following feasibility conditions holds [Law1]. 
s1Af ~ d1r(i) + (1 - t)e1r(•), 





where Z:r(l), Z:r(2)l' · ·, Z:r(n) are defined recursively by 
z,.(1) - dr.(1) + (1 - t)er.(t)l 
Z,-(i) = dr(•) - d r.(•-1) + (1 - t) { e-(i)- e:r(i-1)} 
+max { 0 , Zr.(i-1)- s1ar(•-1)- s2b,..c•-1)}, 
i = 2,3, · · ·, n. 
Solving recursive relation ( 4.27), we obtain 
max. {d,.(i) - d,.(i-k) l$k~· 
+ ( 1 - t) ( e:r(i) - e,.(i-k) ) 
-s1 t a,.( i-t) - s2 t b:r(i-t)} , 
1=1 1=1 
i = 1, 2, · · ·, n, 
(4.27) 
( 4.2 ) 
where we define dr(O) = e,.(o) = 0. Substituting the above Zr.(i) into (4.26), we 
rewrite the feas ibility conditions of (4.24) through (4.26) as follows: 
s1Af ~ d1r(il + (1- t)e,.(•)• 
s2Bi ~ d,.(i) + (1 - t)e,.(•l• 
s, Af + s2Bi < min {d1r(i) + dtr(i-k) 
- 1<k<i 
+ (1- t)(etr(i) + e1r(i-k)) 
k-1 k - 1 } 
+ s1 L a :r(i-/) +s2 L b1r(t-t) , 
1=1 1=1 
i = 1, 2, · · ·, n, (4.29) 
where we define 2:?=1 a~r(•-/) = 2:?=1 b~r(i-t) = 0. From these inequalities, P7 is 
equivalent to the following problem P7': 
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where I= 1 - t. 
subject to 
s1 A~ ~ dr.{i) + ler.(•)• 
s1A; + s2B; 
< min { dr.(i) + d1f(•-k) + l(e1r(i) + er.(i-k)) 
- l~k~i 
k-1 k-1 } 
+ St L ar.(i-1) + s2 L br.(i-1) , 
1=1 1=1 
St, s2 > 0 and 0 ~I~ 1, (4.30) 
The order of di + eJ for all i changes according to the value of l. We 
therefore define 
- d,- d) 
t,) = ---=-
e)- ei 
i < j, i = 1, 2, · · · , n- 1,j = 2, 3, · · ·, n, 
and sort different I,1 's such that 0 ~ t,1 ~ 1 as follows: 
- ~ - ~-
t0 = 0 < t1 < · · · < 1 = t 9 , 
(4.31) 
( 4.32) 
where ll denotes the l-th smallest value among ljj'S. By dividing interval 
[0,1] into subintervals 11 = [ll_ 1 ,ti],l = 1,2,···,q, we introduce the fo llowing 
subproblem P11, l = 1, 2, · · · , q, since the ordering of di + eil for all i does not 





S1 {A;'- ~ a,.t(•-m)} 
m=l 
+s2 { B;' - F.
1 
br.,(•-m)} 
~ { er.,{i) + er.,(•-k)} l + dr.,(•) + dr.,(•-k)• ( 4.35) 
k = 1, 2, · · · , i, i = 1, 2, · · ·, n, 
where tr1 denotes the ordering of indices i according to di + eii for IE T1. 
Thus, by using the solution procedure (discussed in the succeeding subsec-
tion) for solving all the subproblems, we can obtain an optimal solution of P7 
as the best solution among the optimal solutions of P7 t. P7 2 , · · · , P7 q. 
4.2.2 Solution procedure for P7t 
For simplicity of presentaion, we assume that r.,(i) = i by changing job 
indicies if necessary, i.e., 
d,+e,l~di+l+ei+ti, i=1,2,···,n 
for IE T1• Since at least one inequality among (4.33) through (4.35) holds as 
equality, we may set 
l = max { UjSt + \ljs2 + Wi II ~ j ~ ~ ( n2 + 5n)}, ( 4.36) 
where 
(1 ~ j ~ n), 
( n + 1 ~ j ~ 2n ), 
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and 
U; = (A;' -%.ai-m) I ( e, + e,_k), 
~ = ( B,rr1 - %. bi-m) I ( e; + e,_k) , 
H13 = - (d, + d,_k)/ (e; + e,_k) 
(j = 2n + i(i -1)/2 + k, k = 1,2,· · · ,i, i = 1,2,· · · ,n), 
In order to solve Ph we further introduce the following auxiliary problems 
Q3 ,j = 1,2,···,(n2 +5n)/2, where we assume that there are no redundant 
inequalities among ( 4.33) through ( 4.35) without any loss of generality. 
where 
subject to 




By solving all these auxiliary problems, we can determine optimall and (s 1, s2) 
of P7t as the minimum value among optimal values of Q 1• • • · , Q(n2+Sn);2 . 
Based on the above observation, we describe how to solve each Q; by a 
similar idea to [Meg2] as follows. 
Theorem 4.2 Each Qi is a convex p1'ogmmming problem. The optimal value 
z(st) of Qi for a fixed St is a convex function of s 1 • 
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Proof. For (sf,s2),(s~,s~) satisfying both the inequalities in (4.37), let 
(4.38) 
for 1 ~ .A ~ 1 and I = 1 - .A. Then 
( 4.39) 
that is, (s~,s~) also satisfies (4.37). This shows that the feasible region of Q3 
is a convex set . Since the convexity of the objective function is clear, Q; is a 
convex programming problem. 
Now lets~ (s~) denote an optimal value of s2 when s1 =sf (s~). Further-
more, let (s~,s~) be defined as in (4 .38). Then 
z(sl) < go (vis~+ YJsi + wi) + g.Js; + g2/si 
= .Ago (Uisf +Vis~+ Wi) 
-( {J {J ) +-A U;s 1 + \~s2 + W3 
+g1 I (.As~ + Isf) + g2 I (.xs~ + Is~) 
< A {go (Vis~+ \tjs~ + Wi) + gt fs~ + g2/sn 
I {go (vis~+ VjS~ + wi) + g./s~ + g2/s~} 
= .Az(sf) + Iz(sf) 
( 4.40) 
since s~ is not necessarily an optimal value for s~, and the function 1/ .r is 
convex. This shows the convexity of z(st). D 
When we deal with the index k of Vik as 
11 = { k I \tjk > o} , 12 = { k I VJk < o} , 
85 
and solve ( 4.37) with respect to 8 2 , we can rewrite the constraints in ( 4.37) as 
follows: 
max {fksl + hk} ~ s2 ~ min {fkst + hk} , 
k€f2 kE/1 




where !k is the coefficient of s 1 and hk is constant term, i.e., !k = -U1k/V1k 
and hk = -W1k/\ljk· Moreover ~1 ,81 ,~2 ,82 are obtained by the inequalities of 
( 4.37) with Uik = 0 or Vik = 0 respectively. Consider the two inequalities 
for i, k E / 1 . If /; ~ !k and hi ~ hk hold, the constraint 8 2 ~ J;s 1 + hi is 
redundant. Otherwise, let L;k = (hk- hi)/(Ji- fk). If L;k ~ 81 or L;k ~ ~1 , 
one of these inequalities is redundant again . If ~1 < L;k < 81 , L;k divides 
( 4.42) into two intervals [~1 , Lik] and [L;k. :st]. Once we know that an optimal 
solution to Qi (if any) lies in an interval determined by L;k, then we may 
discard remaining one of the two inequalit ies. A similar observation is true for 
every pair of inequalities 
for i,k E /2. 
Now we start the procedure for Qi by combining inequalities in arbitary 
disjoint pairs such that the two members of each pair belong to the same set 
Im, m = 1, 2. For each pair of two inequalities, either we can drop one of the 
participating inequalities based on the above observation or we have a divid-
ing point Lik· Consider the set of dividing points { s~, si, · · · , s~1 } that are 
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generated in this way and find the median SM among them. If the subdiffer-
ential of z(st) at 8 1 = 8M includes 0, then an optimal solution (81, 82) of Qi 
is obtained as SM and the value of 8 2 that realizes z(8M), respectively. If all 
subgradients of z(st) at s 1 = SM are negative, we update~~ = SM and for each 
of dividing points less than SM, at least one inequality can be interpreted as 
redundant and discarded as inactive. Consequently, at least one fourth among 
all inequalities can be discarded. If all subgradients of z(8t) at 8 1 = 8M are 
positive, we update 81 = 8M and again at least one fourth of all inequalities 
can be discarded similarly. By repeating the above operations to the remain-
ing inequalities, the set of inequalities ( 4.41) through ( 4.43) is reduced to the 
following three inequalities. 
If 





satisfies (4.44) through (4.46), then this (81,s2 ) is an optimal solution of Qi . 
Otherwise, one of the inequalities ( 4.44) - ( 4.46) holds as equality. In that case, 
Qi reduces to an optimization problem of one variable and hence an optimal 
solution of Qi can be obtained as the solution of a quadratic equation. 
Now we are ready to describe the algorithm for solving Q3 . In the algo-
rithm, DP is prepared to store k1 dividing points Lik's for / 1 . The complexity 
of the algorithm is discussed in the last theorem of this chapter. 
Algorithm 4.3 
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Step 0. Formulate auxiliary problems Q1 of (4.37) and drop redundant in-
equalities. Let the dividing points L,k for 11 as a result be { s:, · · ·, s71 } 
and store these values into DP. Proceed to Step 1. 
Step 1. Find the median SM among the elements in DP and proceed to Step 
2. 
Step 2. If 8z(sM) 3 0 (i.e., the subdifferential of z(si) at s1 = sM includes 
0), an opt imal solution 
52 := the value of s2 that realizes z(sM), 
is obtained and terminate. Otherwise, it is divided into the following 
two cases, i.e., 
1. if all 8z(sM) < 0, update ~1 := SM and the corresponding redun-
dant inequalities are discarded, 
2. if all 8z(sM) > 0, update :S1 := sM and the corresponding redun-
dant inequalities are discarded, 
and if the remaining inequalities are reduced to three equations (4.44)-
( 4.46), then proceed to Step 3. O therwise, return to Step 1 a fter 
updating the values of DP, namely calculat ing Lik for 11 according to 
the remaining inequalities. 
Step 3. If equation (4.47) satisfies all the inequalities (4.44) through (4.46), 
(4.47) is an optimal solution of Q1 . Otherwise, Q1 reduces to an 
optimization problem of one variable (since one of (4.44)-(4.46) holds 
as equality). 
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4.2.3 Solution procedure for P7' 
By fully utilizing the results in the previous Sub~ection 4.2.2. each sub-
problem P71 can be solved by solving all of its auxiliary problems. fhen an 
optimal solution of Pi' is constructed from the best solution among the opti-
mal solutions of these subproblems as follows. 
Let the best solution be obtained from an optimal solution I:; and (s;;, s;;) 
of P71 • . Then an optimal scheduling order of our problem is rr,. and optimal 
machine spe<'d is 
Moreover, the corresponding mjnimal satisfaction is t· = 1 - I:;. The ac-
tual optimal schedule can be obtained by applying the result of (Lawl] to the 
ordinary two machine maximum lateness problem with job processing times 
and due-dates 
d, = e 1 ( 1 - r). i = 1 l 2, " ' ' n • 
Theore m 4.3 If a quadmtic equation can be solved in 0(1) computational 
time, our procedure solves P7' in O(n6 ) time. 
Proof. F irst we show the complexity of Algorithm 4.3 for solving Qj. In order 
to reduce {4.41)-(4.43) into (4.44)-(4.46), first O(n2 ) L,k, second O(*n2 ) L,k, 
. .. and in total O(n2 ) linear equations must be solved. It is knO\vn that the 
median of O(n 2 ) elements is found on O(n2 ) computational time [Aho]. The 
subdifferential of z(s 1 ) at s 1 = s,,1 can be determined by its right deri\·a-
tive and left derivative, which are calculated by some perturbatiOn method. 
Unconstrained minimization of the objective function of QJ for a fixed s1 is 
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always realized by s2 = J g2 f(g0 Vi) and the corresponding feasible region of 
s2 is a closed interval, which is constructed in O(m) time when there remain 
O(m) inequalities. This implies that each subdifferential can be calculated in 
O(m) time. Thus the total computational time for the subdifferentials is again 
O(n2). After the calculation of each differential, either an optimal solution of 
Q3 is obtained, or one fourth of the constraints is discarded. Consequently the 
total computational time for Qi is O(n2 ) if a quadratic equation can be solved 
in 0(1) computational time. 
The number of auxiliary problems is O(n2 ) and that of subproblems is 
O(n2). Therefore, in total, P7' can be solved in O(n6) computational time by 






FUZZY SHARING PROBLEM 
5.1 Intord uction 
As mentioned in Subsection 1.4.3 (Paragraph A), the purpose of the sharing 
problem is to find an optimal flow in a capacitated network, which realizes an 
equitable distribution of some resource. An equitable distribution is defined 
in terms of the weights given to sink nodes of the network. For example, 
when we interpret the sink nodes as some factories (or plants) that recieve a 
share of resource, the weights of sink nodes represent the relat.i"e scales of the 
corresponding factories. Then the objective is to maximize the smallest value 
among trade off values defined as the quotient of flow values and their weights 
for the sink nodes (see (1.21) in Subsection 1.4.3). 
In some situation, however, a factory may be satisfied with a share that is 
less than the exact optimal value since the requirements of factories are usually 
stated in a fuzzy manner and accordingly a single value of each weight may 
unfit fo r the corresponding requirement. That is, it is difficult to determine 
just (equitable) weights rigidly, and they may be contradictory with each other. 
In order to face up to such a difficulty, we consider the problem as a decision 
making problem in fuzzy cm·ironment (i.e., the problem with fuzzy weights). 
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For instance, three factories A, B and C may require that "A needs a large 
share if possible'', '' B can't be satisfied with values less than a certain value" 
and "a certain value is sufficient for C'', respectively. As a result, these weights 
may not be rigidly determined. In this case. it is natural to express them by 
membership functions. leading to the sharing problem with fuzzy weights. 
In this chapter, we consider two fuzzy versions of the sharing problem: 
the fuzzy sharing problem P8 and a generalized version of the fuzzy sharing 
problem P9. The latter P9 is a generalization of P8 in the sense that it 
incorporates the "realistic share constraint", such that every share must be 
some "block-unit" (e.g., if the unit is "a dozen", every share is 12, 24, 36, or 
· · · ), into the former P8. 
5.2 Fuzzy sharing problem 
5.2.1 Formulation and solution procedure 
In order to formulate P8, we introduce membership functions J.L 11 (f(t1 )) 
(which are simplified notations of J.lW (t
1
J(f(ti)) ), j = 1, 2, ··.,I characterizing 
fuzzy weights w( ti) : 
l 0 if j(t1 ) ~ a11 , J.L 11 (J(tj)) = f{tj)- a11 if at1 < f(t1 ) < b11 , bt1 - at1 1 if f ( t j) ~ bt J • (5.1) 
Here at1 and bt1 are positive real numbers that embody the requirements of sink 
nodes (see Fig.5.1). Recall that tj's denote the I sink nodes (T = {t 1 , .•• , t 1}) 
and f(t1 ) total amount of flows sent into a sink t1 . We formulate the fuzzy 
sharing problem by replacing the trade-off function of the original problem 




o'-------aLlj _____ bL-tJ------- f ( t j) 
Fig. 5.1 
subject to 
Membership function J.lt J 
{ 
v· if x = s 
L f(x,y)- L f(y,x)= 0 ifl·rfs,t 
yEA(x) yEB(x) -v· if X = t, 
0 ~ f(x,y) ~ c(x,y), x EN'- {t},y EN'- {s}. 
(5.3) 
{5.4) 
Here recall that v· denotes the total amount of resources and that N' is a set 
of all nodes including super source and super sink, i.e., N' = N + {s} + {t} 
(sec Subsection 1.4.2 for the notations A(x) and B(x)). The objective of (5.2) 
is to maximize the smallest value among all membership values fL 11 (f(t1 )) (we 
call it max-min sharing). Incidentally, if we minimize th<' greatest value of all 
membership values, it is called min-max sharing. The objective should be hvo 
criteria that is not only "max-min" but also "min-max", in case we strictly 
consider the most equitable distribution. However, we shall give priority to 
the criterion of "max-min'' and additionally consider the other ''min-max" if 
possible, since it may become rather difficult if we consider both the criteria 
simultaneously. 
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\\'e now outline Algorithm 5.1 for solving P (its validity and complexity 
will be discussed in Subsection 5.2.2). When we solve the problem, the most 
equitable distribution is attained if every sink node lj (j = 1, · · · , l) derives 
a same degree of satisfaction, i.e, Jl.t1 (J(t3 )) = o, where a is a constant and 
L:~=J f( t1 ) = v· holds. Based on the constants at1 and bt1 • we can calculate 






in Step 1 of the algorithm). After 
setting each value of the ideal shares as capacities from sink t1 to super sink 
t, we find a maximum flow from super source s into super sink t together 
with the corresponding minimum cut (Xh, X h) such that s E Xh and t E X h 
(h is an integer that indicates times of iteration). If the total flow value is 
equal to the total amount of resource v· , then the Aow is optimal, namely, 
the most equitable sharing is realized (see Subsection 5.2.2) and the algorithm 
consequently terminates. Otherwise, since the total value of the minimum cut 
(capacity) is less than v· , we update each value of capacities c(tj, t) according 
to the information whether sink nodes t 3 belong to Xh or X h· In case t1 E Xh 
(t3 EX h), the capacities c(t3 , t) is increased (decreased). That is, the capacities 
need to be updated in order for the first constraint in (5.3) (namely, the total 
value of max-flow must be equal to v· ) to hold. At this time, we utilize the 
resultant minimum cut to take account of "max-min sharing" and "min-max 
sharing" for the sink nodes in X h and Xh, respectively (in Step 4 at the first 
iteration and in Step 5 otherwise). After the updates of all c(tj, t), we find a 
max-flow for the network (in Step 2 at the next iteration). The algorithm is 
repeated until the total value of max-flow is equal to v · . 
Algorithm 5.1 
Step 1. Set h := 1, c(s, s,) := oo, i = L · · ·, k, and define the following: 
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If Jl.; ~ 0 then stop (the optimal value is 0); otherwise set c(tn t) := 
Jl.;(bt1 - atJ +at,, j = 1, · · ·, /. 
Step 2. Find a maximum flow fh from s to t together with its value vh and 
the corresponding minimum cut (Xh, X h), s E Xh, t E X h· 
Step 3. If vh < v· then go to Step 4. Otherwise stop, i.e., the current flow is 
optimal. 
Step 4- If h ~ 2 then go to Step 5 (namely, Step 4 is executed only at the first 
iteration h = 1). Moreover if I xl n T I= 0 then stop; this problem is 










nr f(tj), each capacity from ti tot is updated as 
follows: 
c(tj, t) := J1.~ 1 (b11 - at,)+ at,, for t3 E X1 n T, 
c(tj, t) := Ji.'x1 (bt1 -at;}+ at1 , for t3 E X1 n T. 
Finally set h := 2 and return to Step 2. 
For each sink node included in X 1 , compute 
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where Fx1nx,. = Lt1 EX1n:X,.nr f(t;) and Fx1nx,. = Lt1 EX1nx,.nr f(t;)· 
Each capacity from t1 to t is updated ~s follows: 
c(t}l t) := J.LJr1nx,. (bt1 - a,1 ) + a11 , for t1 E X 1 n X h n T, 
c(t)' t) := {LJrlnx,. ( b,J - a,J +a,)' for lj E X I n xh n T. 
For each sink node included in X 1, compute 
( Fx1n:X,.- L at1 )1 L (bt1 - atJ, 
t1 EX1nX,.nT t1 EX1nX,.nr 
( v· - F:xl - Fx1nx,. - L at)) t1 EX1nX,.nT 
I L (bt 1 -at1 ). t1 EX1nX,.nT 
where Fx1nx,. = Lt1 Ex1n:X,.nr f(t 1 ), and update the capacities of the 
corresponding sink nodes as follows: 
c(t1 , t) := J.L~ 1 nx,. (bt1 - at1 ) + a,1 , forti E X1 n X h n T, 
c(t), t) := {t~lnx,.(bt)- atJ +at), fort) E XI n xh n T. 
Finally, set h := h + 1 and return to Step 2. 
5.2 .2 Validity and complexity of Algorithm 5.1 
Here we show the validity and complexity of Algorithm 5.1. First of all, it 
is clear that the setting of the ideal shares {t; ( bt
1 
- at) + at
1 
in Step 1 of the 
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algorithm is valid, since all the corresponding membership functiOns indicate 
the same grade 11; and the sum of the ideal shares is equal to the total amount 
of resource v · . That is, we have 
from ( 5.1) and 
I 
L {ft~ ( bt1 - atJ + a,J = 
J=l 
ft~(bt1 - at1 ) + at1 - at1 
bt) -at) 
I 
= fLJ, ( 5.5) 
(5.6) 
Note that setting these ideal shares as c(t1 ,t) (in Step 1) means that we try 
to find a maximum flow (from s to t) such that f(t1 ) = c(l1 , t) at the first 
iteration (and hence v 1 -:f v· holds) . If there exists such a flow, i.e., if v1 = v· , 
the current flow is optimal. That is, in this case, if the total flow value into 
any sink node is increased (decreased) then that into some sink node must be 
decreased (increased) because of the first constraint in (5.4), and as a result, 
the value of the objective function (5 .2) (the additional criterion "min-max") 
does not becornc better than the current one (it is clear from the definition 
of the membership function (5.1)). In the other case (if v1 < p"), we check 
whether I X 1 n T I= 0 or not. If so (namely, there exists no sink node included 
in X 1 ), this observation implies that the total value of any max-flow in this 
network is less than v· even though capacities c(t1 ,l) are changed and hence 
this problem is infeasible. 
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Now we assume that Vt < v· and I X 1 n T 1¥ 0 (in Step 3 and Step 4, 
respectively) in order to show the validity for the updates of capacities c(t1 , t) 
in Step 4 and Step 5. For the first iteraion h = 1 since F-. the total flow 
, .X I ' 
value to the sink nodes in X 1 , is less than 2:11 ex.nr c( t1 , t), the sum of the 
corresponding capacities, these capacities c(t1 , t) must be updated in order 
that their degrees of satisfaction are "perfectly balanced" (the capacities after 
updates arc denoted by c(t), t)). That is, all Jl.t}(c(t], t)), t) EX In T have the 
same value l""y
1 
(similarly to (5.5)) and the sum of these capacities is equal to 
the total value of the corresponding capacities t. e " - c~(t t) - F-
' • ., ~t1 EXanT l' - X 1 • 
This update in Step 4 is valid in the sense of the objective function (5.2) (i.e., 
" max-min sharing"), since we should maximize the minimum of their degree 
of satisfaction if possible, although all of these degrees arc smaller than the 
capacities before updates, i.e., 
For the sink nodes in X 11 on the other hand, the arc capacities from these sink 
nodes to super sink may as well be updated so that membership values of these 
capacities are also perfectly balanced, i.e., all the corresponding membership 
values are J1x 1 and the sum of their capacities is equal to v · - Fx1 , since the 
total flow value into all sink nodes must be v·. The update in St.ep 4 is valid in 
the sense of the additional criterion (i .e., "min-max sharing"), since we should 
minimize the maximum of their degree of satisfact.ion if possible, alt.hough all 
of these degrees arc greater than the capacities before updates, i.e., 
For the iteration h ~ 2, similar updates are executed, but the situation 
IS more complicated, i.e., sink nodes are partitioned into the following four 
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subsets (see the left figure in Fig.5.2): 
The total flow value to sink nodes in (1) and (2) is at most Fx.· In addition, 
it is at most Fx.nxh in case of (1) and accordingly the arc capacities from 
sink nodes in (1) to super sink must be updated in Step 5 so that they are 
perfectly balanced, i.e., all J.lt
1
(c(t 3 , t)), t1 EX 1 n X h n T have the same value 
J.ty
1
nxh (simi larly to (5.5)) and the sum of their capacities is Fx.nxh. For 
the sink nodes in (2), their capacities may as well be updated so that the 
corresponding membership values are perfectly balanced and t.hc total value 
is Fx
1
- Fx.nxh· Also for the sink nodes in (3) and {4), we execute similar 
updates {refer to the corresponding equations in Step 5). 
For the operations in Step 5, it is clear that the balanced satisfaction de-
gree with respect to sink nodes in X h, i.e., the updates of the arc capacities 
associated with (1) and (3) are valid in the sense of "max-min sharing'' (sim-
ilarly to the case of X 1 n T at h = 1). On the other hand, for the updates 
of those associated with Xh, i.e., (2) and (4), keeping the balance of the cor-
responding degrees is meaningless in terms of "max-min sharing", since the 
membership values for the updated capacities c(t3 , t) are not less than those 
for the capacities before updates, i.e., 
where c(t;, t) denote the capacities to which updated from c(t), t) at the h-th 
iteration. However it is meaningful from a different point of view, namely "min-
max sharing" (similarly to the case of X 1 n Tat h = 1 ), since the membership 
values with respect to these sink nodes may as well be minimized. Therefore 
th is algorithm takes account of not only max-min sharing but also min-max 
sharing (we call it optimal sharing [Ich]). 
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Remark 5.1 Algorithm .5.1 atta1ns optunal shanng. 
I\ext let us discuss the complexity of Algorithm 5.1. 
Lemma 5.1 The node sci XI nxh nr includes XI nxh nxh+l nT as a 
proper subset. 
Proof. It is sufficient to show that X I n X h n T =I X I n X h n X h+ I n T. For 
this, assume that equality holds here. \\'e consider the time instant at which 
the h-th iteration of Algorithm 5.1 has just finished, i.e., the arc capacities 




nx,nr c(t;, t) = 
Fx
1
nx, holds. Then assume that the total flow value into the sink nodes in 
X 1 n X h n T satisfies L:
11
ex1nx,nr f(t1 ) < Fx1nx, after the (h + 1)-st iteration 
(otherwise, the algorithm has already terminated at the h-th iteration). Since 





nx,nr c(t1 .l). where f denotes the capacity of the minimum cut 
separating s from the sink nodes in X 1 n X h after the ( h + 1 )-st iteration (this 
is shown in Fig.5.2). However it is clear from max-flow min-cut theorem (refer 
to Subsection 1.4.2) that Fx
1
nx, = f, since the value of every arc capacity 
except c(l1 • t) is not changed, and we have a contradiction f = Fx1nx, < 
Lt}EXInx,nrc(tj,t) = Fxlnx,· Consequently the set XI nxhnT is not equal 
toX1nXhn x h+lnT. o 
Similarly, the following lemma also holds. 
L emma 5.2 The node sci of X 1 n X h n T includes X 1 n X h n X h+t n T as a 
p1·oper subset. 
From these lemmas, it is clear that Algorithm 5.1 repeats the computations 




Fig. 5.2 Example of the minimum cuts 
Lt
1




T={1, .. ·,6} 
Xt n x hnT = {1,2} 
X 1 n X h n X h+l n T 
= {1, 2} 
(Left: the h-th iteration, Right: the (h + 1)-st iteration) 
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Theor em 5. 1 Algorithm 5.1 for solving t/u; fuzzy sharing problem finds an op-
tunal solution in 0( I .H ( n, m)) comput atwnal time where l =I T I and M ( n, m) 
denotes the lime.. bound for finding the maximum flow when n =I .\'' I and 
m =I A' I· 
P roof. It is clear from the fact that the time complexity for finding the 
maximum Aow dominates that for updating (setting) the capacities from sink 
nodes t 1 to a super sink t in Step 4 and Step 5 (in Step 1). D 
E xample 5 .1 
In the rest of this section, we consider an numerical example of P8 for the 
network shown in Fig.5.3, where the set of source nodes is S = { l, 2} and 
that of sink nodes is T = {4,5,6} (for simplicity of presentation, two source 
nodes {s1,s2 } and three sink nodes {t 1,t2.t3 } are simply written as {1,2} and 
{ 4, 5, 6}, respectively). The capacity is attached to each arc in the figure. 'ow 
1t is assumed that v· , the total amount of resource to be shared, is 1 The 
membership functions of sink nodes are given in Fig.5.4, i.e., 
The 1-st iteration. 
{ 
0 iff( 4) :s 0, 




Jts(J(5)) = !(5~- 2 if 2 < /(5) < 5. 
if f(5) ~ 5, 
{ 
0 iff(6):S2. 
JLG(/(6)) = f(6~- 2 if 2 < f(6) < 7, 
if f(6) ~ 7. 
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F . 5 3 'file network for an illustrative example Ig. • 
1.0 
0 2 4 
F . 5 4 i\lembership functions ILtJ (!( l 3 )) lg. . 
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Step 1. After setting that h = 1 and c(s, 1) = c(.s, 2) = oo, the value of 11; is 
calculated as follows: 
p'• = {1 -(0+2+2))/({10-0)+{5-2)+(7-2))=7/9. 
Since ll'1 = 7/9 1: 0. set 
c(4, t) = (7 /9){10- 0) + 0 = 70/9, 
c(5, t) = (7 /9)(5- 2) + 2 = 39/9, 
c(6, t) = (7 /9)(7- 2) + 2 = 53/9. 
Step 2. Tlw result of the max-flow computation as well as its minimum cut 
(X 1,Xt) is shown in fig.5.5, where the first numlwr in parcnthcsc~ 
beside each arc indicates the value of its flow, and the second number 
indicates its capacity. 
Step 3. Since v1 = 155/9 < 18 = v· , go to Step 4. 
Step 4. The current situation is as follows: lz = 1, X 1 n T = { 5, 6} and 
X 1 nT = {4} (see Fig.5.5). Accordingly, it follows that Fx 1 = f(4) = 
7 and 
fl'xl = (7- 0)/(10- 0) = 7/10, 
ll'xl = (18- 7- (2 + 2))/((5- 2) + (7- 2)) = 7/8. 
By using these data, the new capacities from sink nodes to super sink 
are set as follows: 
c( 4, t) = ( 7/10 )( 10 - 0) + 0 = 7, 
c(5,t) = (7/8)(5- 2) + 2 = 37/ , 
c(6. t) = (7 /8)(7 - 2) + 2 =51/ 
Finally, set h = 2 and return to Step 2. 
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( 593 ,6) 
F ig. 5.5 The result of the max-flow computation at h = 1 
ThE 2-nd zlualzon. 
Step 2. The result of the max-flow computation and its minimum cut (X2 . X 2) 
are shown in Fig.5.6. 
Step 3. Since v2 = 141/8 < 18 = v· , go to Step 4. Then we move to Step 5 
immediately since h=2. 
Step 5. Since X 1 nX2nT = {4}, X 1 n X2nT = {6} and Xt nX2nT = {5} 
(sec Fig.5.6 ), we obtain Fx
1
nx1 = f(4) = 7 and Fx 1 n~2 = f(6) = 6. 
Accordingly, 





= (6- 2)/(7- 2) = 4/5. 
l(\
1
nx1 = (1 - 7- 6- 2)/(5- 2) = l, 
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(7 ,00) 
( s: ,00) 
(6,6) 
I 
.X., _,.,.,X 2 1 2 
I 
Fig. 5.6 The result of the max-flow computation at h = 2 
and the capacities are updated as follows: 
c( 4, t) = ( 7 I 1 0 )( 1 0 - 0) + 0 = 7, 
c( 5, t) = 1 ( 5 - 2) + 2 = 5, 
c( 6, t) = ( 4 I 5 )( 7 - 2) + 2 = 6. 
Note that although there are two different minimum cuts (c(X2 , X 2 ) = 
c(X~, X~) = 14118 = v2 ; see Fig.5.6), the values of these capacities 
are the same even 1f the calculation m case of cut (X~, X~) is executed. 
After setting h = 3, return to Step 2. 
The 3-rd iteration. 








Fig. 5.7 The result of the max-flow computation at h = 3 
Step 3. Since v3 = 18 = v· , the current flow is optimal and the algorithm 
halts. 
The degrees of satisfact,ion with respect to the current share are J.L 4 (7 ) = 
0.7,J.L5 (5) = I and J.L6 (6) = 0.8, and therefore the optimal max-min value 
of the objective funcion {5.2) is 0.7 (in addition, the optimal min-max value 1s 
1 ). 
5.3 Generalized fuzzy sharing problem 
5.3.1 Formulation and solution procedure 
In some situation, sharing may be done under the constraint that the rc-
cieved amount of resource at each sink node is a multiple of some •·block-unit ,. 
(e.g., a dozen). To incorporate this kind of constraint, we consider a general-
ized fuzzy sharing problem in which the rccicved amount must be a multiple of 
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a certain positive integer d (we call it d-multtple). In th1s subsect1on, we for-
mulate this problem as P9 and gn·e a polynomial time algorithm. The validity 




v· if :r = s 
L J(x,y)- L f(y,x) = 0 if x -:f s,t 
yEA(x) yEB(x) -v· if X = l, 
0 ~ f(x,y) ~ c(x,y), x EN'- {t},y EN'- {s}. 
f(t 1 ) = kd for some positive integer k, (5.8) 
where d is a given positive integer. This problem is the same as P8 except 
that the d-multiple constraint is added (namely, P9 is "max-min sharing'' 
with the d-multiple constraint; we will discuss the comparison of this "max-
min'' version and the other ''min-max" in Remark 5.2 and Example 5.2). In the 
following algorithm, we use the notation ''a mod b''. This outputs the residue 
(remainder) of a divided by b, e.g., 17 mod 6 outputs 5. Moreover, when we 
find a maximum Aow at the h-th iteration. we usc the notation ch(t1, t) which 
denotes the arc capac1ty from sink ti to super sink t in the network. 
Now we outline Algorithm 5.2 to solve P9 (its validity and complexity will 
be discussed in Subsection 5.3.2). In Step 1 of the algorithm, we utilize the 
optimal flow to the previous problem P8 by using Algorithm 5.1. That is, if the 
flow value f(t1 ) to every sink node lj satisfies the d-multiplc constraint, the 
algorithm terminates (the current flow is optimal; for details, see Subsection 
5.3.2). Otherwise, capacities c(tj, t) must be updated in order that every f(t1 ) 
satisfies the constraint. Accordingly, we update the capacities to ch ( t1 , t) = 
dleo(l1 ,l)/dj, t1 E Tin Step 1 at the first iteration h = 1, where eo(t1 ,t) 
denote the capacities from t1 to l in the final network realized by Algorithm 
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5.1. In Step 2, we find a maximum flow in the updated network. Smce v1 (the 
total value of the max-flow at the first iteration) is less than v· (see Subsection 
.5.3.2), we update capacities c(t1 ,t) further (in Step 4) while takutg account of 
the view point of max-min sharing (i.e., the objecti\'e of P9). At this time. we 
find an augmenting path (max-Aow) from s tot via i1 when ch(i1 , t) is updated 
to ch+ 1 ( t1 , t) = ch( t1 , t) + d for every sink t1 E T (i.e., the computation of max-
flow is cxecut<'d I times an iteration) in order to narrow the candidates (to be 
updated) t1 E T down to t1 E A1 ~ T. Here the notation A1 (Ah) denotes the 
set of the sink nodes ti possible to increase the flow values f(t1 ) by d as a result 
of the augmentation at the first (h- th) iteration. That is, after we select a 
sink node t~ which has the lowest degree of satisfaction among the sink nodes 
in A 1 (All) at the first (h-th) iteration and the capacity c(t~,l) is increased 
by d, we find a max-flow in Step 2 at the second ((h + 1)-st) iteration. ~ote 
that f(t~) = ch(t~.l)+d holds without fail at the (h+ 1)-st iterat1on, since we 
check the realization by executing the augmentation in advance (at the h-th 
iteration). l::xcept for Step 1, each step is repeatedly executed until the total 
value of max-Aow is equal to v· . 
Algorithm 5. 2 
Step 1. ByusingAlgorithm5.l,solvethefuzzysharingproblem. Ifj(t1 ) mod d= 
0 for all t1 E T then stop (i.e., the current flow is optimal). Otherwise 
seth := land ch(t1 ,t) := dleo(t1 ,t)JdJ, t1 E T, whei'<'Co(t1 ,t) denotes 
the capacity in the final network realized by Algorithm 5.1. 
Step 2. Find a maximum Aow .fh from s to t and its ,·aluc I'll· 
Step J. If L'h < t' . then go to Step 4. Otherwise stop: the current Aow 1s 
optimal. 
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Step 4- Find a sink node t~ such that J.Lt~(ch(t~.t)) = mint,EAh J.lt,(ch(t1,l)), 
where Ah is the set of t1 such that there exists an augmenting path 
from s to t "ia t1 when ch(t3, t) for every t1 E T is updated to 
ch+t(l3 , t) := ch(t1 , t) +d. And, fort~, set ch+t(l~,l) := ch(t~, t) +d. If 
Ah is empty then stop; this problem is infeasible. 
Step 5. Set h := h + 1 and return to Step 2. 
5.3.2 Validity and complexity of Algorithm 5.2 
First we show the validity of the Algorithm5.2. Assume that f(t j) mod d =/: 
0 for at least one sink node in Step 1 (at the first iteration h = 1) of the 
algorithm; otherwise the algorithm terminates since the current flow is optimal, 
that is, every f(t1 ) (flow value to sink node t1 ) of the resultant flow realized 
by Algorithm 5.1 which attains "max-min sharing"' satisfies the condition of 
d-multiple constraint. After the max-flow computation (in Step 2) at the first 
iteration (let (X 11 X t), s E X 1 , t E X 1 be its corresponding minimum cut), 
each J( t1 ) satisfies the condition of d-multiple constraint and 
since c1(th t):::; eo(lj, t) and in addition, the minimum cut of the final max-flow 
derived from Algorithm 5.1 (let (X0 ,X0 ), s E X0 ,t E X 0 be the minimum cut) 
shows that all sink nodes tj are included in X0 and there exists only super sink 
l in X 0 (it is clear from max-flow min-cut theorem). Therefore, although the 
present (h = 1 in Algorithm 5.2) degree of satisfaction with respect to every 
sink t1 is not greater than that realized by Algorithm 5.1, all sink nodes are 
included in X 1 • This implies there is no surplus and deficit in the flow required 
at the present iteration (h = 1), namely, Lt,ET f(t1 ) = Lt,ETct(lJil). 
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From lht• above assumption that there exists at least one smk which doe::. 
not satisfy the constraint of d-multiple, v1 < v · holds. Accordingly we mu::,t 
determine a sink node l~ (in Step 4) to augment flow by d. The sink node 
t~ which has th<' worst degree of satisfaction at the current iteration h = 1 
should be selected in the sense of "max-min sharing". If the sink node wa::. 
not selected from A 1 that consists of the sink nodes t1 for which there exists 
an augmenting path from s to t via t 1 when we increase its capacity by d. 
the total flow into the sink node ( tf. A1 ) would be less than the required value 
(c1 (t~, t) + cl) at the next iteration (h = 2). Consequently the• sink node l~ (in 
Step 4) with a revised capacity necessarily belongs to A 1• In case of h ~ 2, the 
capacity from the sink node t~ to super sink t is updated in the same manner. 
ext we give some lemmas necessary for showing the complexity of Algo-
rithm 5.2. 
Le mma 5.3 v· - Vt :::; (d- 1) IT I . 
Proof. Let f "(t1 ) be the total value of the optimal flow to sink node l1 when 
the d-multipl<' constraint is deleted. Then 
v · -v. = l: F(t1 )- (:LcL leo(t1 ,l)/dJ) 
t1 ET t1 ET 
< l.: (d-1) 
t1 ET 
= (d- 1) IT I. o 
Lemma 5. 4 If vh < v · , then vh+t = Vh +d. 
Proof. It is clear from the definition of Ah. 0 
Proof. It is clear from the definition of .•h and Lemma 5.L 0 
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T h eorem 5. 2 The ttme complexity of Algor·ithm 5.2 is O(t2 M(n, m)), where 
l =I T I and M (n, m) denotes the time bound for finding the maximum flow 
when n =IN' l,m =I A' 1. 
Proof. It is clear from Theorem 5.1 that Step 1 takes at most 0(/ M(n, m)) 





Step 4 : O(l M(n, m)) to find l augmenting paths. 
Step 5 : 0(1 ). 
From three lemmas (Lemma 5.3, 5.4 and 5.5), it is clear that the algorithm 
terminates in at most /(d- l)/d iterations. Therefore, Algorithm 5.2 finds an 
optimal solution for P9 in O(L2 M(n, m)) computational time. 0 
R em a rk 5 .2 If the objective function of P9 is changed to ((minimize max1J J1.tJ", 
we modify Step 4 of Algorithm 5.2 as fo llows: 
Set ch+t(t~, t) = ch(t~, t) + d, where tj is the sink node that gives 
mintJEAh J.LtJ(ch(tj, t) +d). 
From Remark 5.1, Algorithm 5.1 used in Step 1 of Algorithm 5.2 is also valid 
for the min-max sharing. In addition, for this modification, it is valid in the 
sense of the m in-max sharing that selecting a sink node with the worst degree of 
satisfaction as t~ after each total flow value to all sink nodes in Ah is increased 
by d . .:\ote that the optimal flow for the min-max sharing is in general different 
from that for the max-min sharing (see the following example). 
E xample 5 .2 
Now we illustrate the behavior of Algorithm 5.2 for solving P9 (the general 
fuzzy sharing problem) on the same network as shown in Fig.5.3. To formulate 
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the problem, we assume that the "block unit .. 1s 3. That IS, W<' obtain an 
optimal flow that is 3-multiple. 
The 1-st itemtion. 
Step 1. Note that 
f(4) mod 3 = 7 mod 3 = 1, 
f(5) mod 3 = 5 mod 3 = 2, 
f(6) mod 3 = 6 mod 3 = 0, 
holds. Hence set h = 1 and 
c1(4.t) = 3l7/3J = 6, cl(5,t) = 3l5/3J = 3, c1(6.t) = 3l6/3J = 6. 








Fig. 5.9 The result of the max-flow computation at h = 2 
Step 3. Since v 1 = 1.5 < 18 = v· , go to Step 4. 
Step 4- Since A 1 = { 5}, set c2 (5, t) = c1 (5, t) + 3 = 6 without checking that 
mint1 eA 1 J-Ldc1(tJ,t)). 
Step 5. After setting h = 2, return to Step 2. 
At the second iteration, we obtain an optimal flow such that J-L 4 (6) = 0.6, J.ts(6) = 
1 and J.t6 (6) = 0.8 (sec Fig .5.9). Therefore the optimal value is 0.6. 
ln the above example, even if the "max-min" operation in ( 5. 7) is replaced 
by "min-max", the optimal solution does not change (since, in Step 4, we can 
no longer increase the flo"'' to sink node "4" nor "611 by 3-unlt). However, for 
the other network obtained by changing the capacity of arc (3, 4) to c(3,4) = 9, 
there is a difference between the max-min and min-max solutions. In this case, 










Fig. 5 .11 The result of ma.x-min \'ersion of P9 
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f.L4(c.(4,t)) = /t4(6) = 0.6, lts(c.(5,t)) = f.Ls(3) = 0.33, 
and hence t' = 5. On the other hand, in the case of "min-max" version, the 
modifed algorithm gives another solution, i.e., t' = 4, since 
f.L4 (c1(4, t) +d)= f.L 4 (6 + 3) = 0.9, f.Ls(c 1(5, t) +d)= tt5(3 + 3) = 1. 
The results of these "max-min" and ·'min-max'' versions are illustrated m 







The transportation problem described briefly in Subsection 1.4.3 (Para-
graph B ) is often represented by a bipartite network that consists of two 
node-sets, i.e., sets of supply (or plant) and demand (or warehouse) node~, 
respectively. The problem is to determinr a Oow such that the total trans-
portation cost is minimized. In order to consider t.he real situation in which it 
may not be easy to determine the amounts of supplies and demands as crisp 
numbers, we consider a fuzzy version of the transportation by introducing two 
kinds of membershi p functions corresponding to supplies and demands. Each 
membership function describes the degree of satisfaction for the flow values 
sent from a supply node or sent to a demand node. \\ 'e assume that these 
membership functions a re determined a priori by 0~1 (a decision-maker). The 
objective o f ou r p rob lem is Lo determine an optimal flow that maximizes thr 
smallest value of all membership functions (i.e., a determination of equitabl<' 
distribution) under the constramt that the total transportation cost must not 
exceed a certain upper limit. 
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In the next section (Section 6.2), we formulate the problem and derive 
some properties of the problem. After that, the id<'a of the proposed solution 
procedure is first informally described and then a polynomial time algorithm 
is presented. In Section 6.3, we explore another fuzzy transportation problem 
in which the constraint of integral flow is added. 
6.2 FUzzy transportation problem 
6.2.1 Problem formulation 
We consider the fuzzy transportation problem on a bipartite network BG = 
[S, T; A], where S and T denote sets of supply nodes and demand nod<'s, 
respectively. and A denotes the set of arcs from S to T. Cnlike the fu1.z\· 
sharing problems d1scussed 111 Chapter 5, there arc two kinds of membership 
functions characterizing the satisfaction degrees of not only demand nodes 
(sinks) but also supply nodes (sources). The total amount of supply from 
s, E S and that of demand at t1 E T are denoted by J$, and j 11 , respectively. 
~ote that these J$, and j 11 are not constants but variables to be determined. 
'ow two kinds of membership functions J.i. A $,U$,) (for fuzzy supplies A s,) 
and J.i. A 1/fd (for fuzzy demands A t1 ), which are abbreviated to J.t$,(1$,) and 
J.tt1 (j11 ) respectively, characterize the degrees of satisfaction at supplies and 
demands (see Figs. 6.1 and 6.2): 
!'., (!,,) = { 
1 if J$, ~a$,, 
!$, - b$, t::,. 
if a$, < J$, < b$,• b$, -a$, = F$,(1$,) 
0 if!$, ~ b$, . 
( 6.1) 
1'•, (!,,) = { 
0 if ft) ~ d], 
J,) - dt) t::,. 
if d11 < h < e,1 , Ct1 - dt1 = Gt) Ut)) 




F ig. 6.1 t\lcmbcrship function Jl$, (f$,) for supply node s, 
1.0 -------------------------- ---- -- .,------
0 
Fig. 6.2 Membership function jt 11 (j11 ) for demand node t1 
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That is, for a supply nodes., it is possible to send out some stocks not greater 
than a.,, unconditionally (i.e., J-L,, = 1), but if the amount of supply exceeds 
as,, the degree of satisfaction decreases (i.e., 0 < J-L,, < 1) according to iLs 
overflow quantity because the supply node faces the "out of stock" situation, 
and it is impossible to manage to provide the amount greater than b.,, (i.e., 
J.ls, = 0). On the other hand, the membership funcion llt) for a demand node l1 
is determined in the same manner as that for a sink node in the fuzzy sharing 
problem in Chapter 5. 
Each arc (s., t1 ) links a supply nodes, to a demand node t 1 and the Lrans-
portation cost c,,,1) per unit flow is associated with arc (s,. lj)· \\'hile the 
ordinary transportation problem minimizes the total cost, we formulate its 
fuzzy version in the following manner. 
P 10 : Maximize min {J.L,, (f.,.), Itt) (ftJ I s, E S, t1 E T} , (6.3) 
subject to L f(si,tj) = !s,, i = l, .. ·,m, 
tJET 
L f ( s, . t 1 ) = J,) , j = 1 , · · · , n, 
m n 





where C is a gtven upper bound on the loLa] transportation cost. Then wc 
assumc L,,Esb,, > Lt)ETdt) in (6.1) and (6.2), since otherwise any feasible 
solution bas the obJective value 0. 
6.2.2 Preliminaries to solving P l O 
In this subsection, we discuss some procedures and remark on solving P10 
(a solution algorithm for PlO wi ll be presented in the next subsection). The 
objective of P10 is to maximize the smallest value of all membership fuctions 
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under the upper bound (6.5). The best equtatable assignment is attained 111 
the sense of "max-min'', if all membership functions have a same value. In 
this case, we call it a perfect assignment. Once the values of J.,, and h such 
that 2::, f:,, = L; ftJ are deLermined, the problem is reduced to the ordinary 
transpolation problem. Consequently, given the flow values !s, and j 1) that re-
alize a perfect assignment, we can determine a minimum cost flow from S toT 
by using an algorithm for the ordinary transportation problem (e.g., ~1unkres' 
method [Mun]), and we check its feasibility of the total cost constraint (6.5 ). If 
it is feasible, the current flow is optimal. Otherwise we must modify the values 
of J.,, and ft) in order to make its total cost less than the current one. This 
modification will then be repeated until the corresponding minimum cost flow 
satisfies (6.5). li enee we concentrate on the problem of finding the optimal 
,·alue of supply and demand that maximizes the greatest value of (6.4) among 
feasible solutions. 
First, we consider problem PlO without constraint (6.5 ). The following 
procedure is used to seek the optimal values of J,, and j 1) for this problem 
(for its numerical example; sec Step 0 of The 1-st iteration in Subsection 6.2.4, 
because we use this procedure for determining an initial solution at Step 0 in 
the algorithm to solve PlO). 
Procedure 6.1 
Step I. Set all degrees of membership functions as parameter apA and sol"e 
for J,, and f 1J, namely find the following equations: 
(6.7) 
Step ~. The value of apA is uniquely determined from 
L F.,~ 1 (aPA) = L G~ 1 (opA), ( 6. ) 
,,ES tJET 
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and the optimal values of !s, and ft1 that realize a perfect assignment 
are obtained by substituing this cxpA into (6.7) in Step 1. 
Remark 6. 1 Although Procedure 6.1 does not take account of the upper 
bound constraint (6.5 ), it always attains a perfect assignment. 
Next, we consider the upper bound (6.5). If the total cost of minimum 
cost flow derived from the !s, and ft
1 
of Procedure 6.1 exceeds the upper 
bound (6.5), the current values of !s, and ft1 must be modified. Naturally, this 
modification decreases the total flow value, and as a result, the satisfaction 
degrees at the supply side increase but those at the demand side decrease (this 
is clear from the definitions (6.1) and (6.2)). Accordingly, this modification 
should be conducted in the max-min manner, i.e., the transportation volume 
should be reduced while uniformly maintaining the degrees of satisfaction at 
the demand side. At this time, since the satisfaction degrees of the demand 
nodes should be maintained as high as possible, it may be better to find the 
arc (s" t1 ) adjacent to each demand node t1 with the greatest unit flow cost 
c3,,t1 among the arcs used in the current flows, namely 
A1 = {(s;.tJ I f(s;,t1 ) > O,i = 1, .. ·,m}, j = 1, .. ·,n, 
c3,,t1 = max cs,,t1 , j = 1,···,n, (s.,t1 )EA1 
and reduce the flow in these arcs (s;, ij),j = 1, · · ·, n, while keeping the degrees 
of satisfaction of all demand nodes equal, until the flow in at least one arc 
among the n arcs (s;, t1) becomes 0. Then, after calculating the new total 
transportation cost for these revised data, check whether the current flow 
satisfies the cost constraint or not. If not, i.e., 'L.i,j Cs,,tJ(s;, lj) > C, then 
the above operation is repeated. 
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Now we formally describe the above operation as the followtng procedure, 
in which ft(h) denotes the value of ft after the h-th iteration and these ft(h) ) J ) 
saLisfy 
Procedure 6. 2 
Step 0. By executing Procedure 6.1, let J(0l(s;,t1 ),J;?l,ft~o) and a<0 l be Lhe 
resultant flow values in arc (s;, tj), from supply s;, to demand t3 and 
the satisfaction degree, respectively. Set h := 1 and go to Step 1. 
Step 1. Find narcs (si, t1), j = 1, · · ·, n for the current flow. 
Step 2. After calculating 






- J.lt1 t1 s" 1 , J- , · n, 
revise the degree of satisfaction cx(h-l) as follows: 
Step 3. After calculating the revised flow value f(hl(s;, t 1 ) (in all arcs (s;, tj)) 
by 
the con·esponding flow values J(h) and ft(h) are calculated as follows: 
s, ) 
n 
! (h) ·= """' f(hl(s · t) i = 1 .. · m s, 0 ~- ., J' ' ' ' 
)=1 
m 
! (h) ·- """'f(hl(s · t ) ;· = 1 .. · n t) .- '-'· ,, ) , ' ~ . 
i=l 
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Step 4. If 2::, L:J C8 ,,1J (hl(s,, tJ ) ~ C, then halt. Otherw1se, set h .- h + 1 
and return to Step 1. 
If this procedure halts at a situation such that L: •. J c8, 1J (s ,, tJ) < C , it means 
that there exists a better solution than the current one since we can improve 
the degrees of satisfaction at the demand side by increasing j 11 , corresponding 
to the residual C- 2:,,3 c8 ,,tJ(si, ti) · 
Now we assume a situation t hat L i,j C8 .,1J(si, lj) < C holds a fter repeat ing 
the above iterations k times, i.e., the const ra int does not hold until the ( k -1 )-
st iteration but it holds after the k-t h iteration. Then the values of supplies and 
demands can be increased from the current values until the total transportation 
cost becomes equal to the upper limit C. As shown in the following discussion, 
it becomes clear that the current solution after the k-th iteration (represented 
by fk(s.,tJ), i = 1, .. ·,m.j = 1, .. · ,n) is useless, but the previous (second 
last) solution obtained in the (k - 1)-st operation is useful for seeking an 
optimal solution. 
ln order to represent a solution of P10, we introduce an m x n solution 
matrix (F) consisting of f(si, tj), i = 1, · · · , m,j = 1, · · ·, n. Let (F") denote a 
solution matrix with its sat isfation degree c/' such t hat the total t ransportat ion 
cost is equal to C, and let (F' ) be t he (k - 1)-st solut ion mat ri x wi th its 
transportation cost C' and satisfaction degree ex'. From the viewpoint of basic 
solution in linear programming, the basic and nonbasic variables corresponding 
to (P') is the same arrangement as those corresponding to the ( k - 1 )-st 
solution (F') ( it should be noted that there exists the degree a" in the open 
interval (ex(kl,a(k- l) )) . From this fact, the value of demand 1:; of (F") is 
reduced from G'~ 1 ( a') (corresponding to (F ')) to C~ 1 ( o" ) . That is, we can 
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find the a" by solving the following equation: 
n 
~ c· {G'- 1 (a') - G- 1 (o")} = C'- C, 8, ,11 11 11 (6.9) j= l 
and, based on this , the corresponding flow values f" (s ,, tJ) (also J;: and J:;) 
are calculated similarly to Step 3 in Procedure 6.2. Although the total cost 
computed from these flow values f(s., t;)" is equal to the upper bound C. it is 
noted that the solution (F") may not be an optimal minimum cost flow. This 
means that. , if there exists flows from plura l supply nodes to a demand node in 
the solution (F"), we may be able to decrease the tot.al cost by shifting some 
volume !::l.d from an arc with a greater cost into that with a smallN, while 
maintaining the current objective \·alue ex". For example, for two supply nodes 
sA and sa and one demand node tc, it is assumed that 
f"(sA , tc) > 0, !"(sa. tc) > 0, 
!" (sA, tc) + !" (sa, tc) = 1:~ . 
In this case, the va lue of shift !::l.d from (sa, tc ) to (sA, tc ) is determined by 
the following condition: 
If t here exists a value !::l.d such that this equation holds, flow values are updated 
as follows: 
Thus, P rocedure 6.2 does not always produce an optimal flow. It is also clear 
that the total cost C 111 resulting from the abO\'(> impron•mcnt is smaller than 
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C. Therefore, there may exist feasible solutiOns whose sattsfactton degrees 
for d<•rnand are strictly gr<'atcr than a". However, problem PlO is solved by 
developing the discussion in t.his subsection. 
6.2.3 Solution algorithm for PlO 
In order to obtain an optimal ftow of PlO, further im·estigation of the 
problem is needed. Now we consider the following parametric linear program-
ming problem PlO' such that the total cost is minimized under the constraint 
that <'ach o f the satisfaction degrees at a ll supply and demand nodes must be 
greater than or equal to a E [0, 1]. 
m n 
PlO': Minimize C = L L c~ .. tJ(s., l;) 
i=l ;=I 
n 
subject to L f(si,t;) ~ F~~'{a), i = 1,·· · ,m, 
m 
L: f(si,tj) ~ c;: ' (a), i = l , ··· ,n, 
t=l 
n 






where the inverse function F~~'(a) (G~ 1 (a)) gives the value to be shipped from 
s, (into l;) in order that the degree becomes equal to a. Assuming that thes<' 
functions are given by 
F~~'(a) = Ps, + qs,a, P~. > O,q~, < 0, 
G0' (a)= kt, + lt,a. k1, > 0, 11, > 0, 




D10': Maximize Z(a) = L Wt1 (kt, + lt/l)- L Ys, (Ps , + q8 ,a) (6.16) 
i= l i= l 
subject to Wt1 - Ys, ~ C8 .,t1 , i = 1, · · ·, m,j = 1, · · ·, n, (6 .17) 
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U't > 0 z = 1 · · · m ) - ' ' ' , 
Ys, ~ 0, j = l,···,n, 
where w 11 and Ys, are dual variables. 
The ore m 6 .1 The objective function of D 12' tn a 1s convex. 
( 6.1 8) 
(6.19) 
Proof. Given a(ll and a(2l, let a("l = >.a(1 >+(1->. )a (2l where 0 ~ >. ~ 1, and 
denote the optimal values for a(..\), a(ll and o (2) by vectors ( w~"l. y~ ~~) , ( w~ 1 l , y~ l) ) 
} J } J 
and (w~2), yp>), respectively. Then 
J J 
n m 
Z(a("l) = L w~:) ( kt, + lt,a("l) - L Yf> (Ps, + qs,a("l) 
;=I t=l 
= A {t. wl;1 ( k,, + 1,, a {II) - ~ Y!;'1 (r •. + q,, a 1'1)} 
+(I - A) {t. wl;1 ( k,, + l,,a<'1) - ~ Y!;1 (r •. + q,, a<'>) } 
< A {t. wl;1 ( k,, + l,,a{ll) - ~ y!:> (p,, + q,,a <•>) } 
+(I - A) {t. wl:l ( k,, + l,,a1'1) - ~ Y!;1 (p,, + q,, a<'1)} 
- >.Z(a(ll) + (1- >.)Z(a((2l) 0 
In addition, the objective function Z(a) is piecewise linear and increasing 
since the first term (of the righthand in (6 .16)) L; w11 (k11 + 111 a) increases in a 
while the second 2:, Ys, (p6 , + q8 ,a) decreases in o, as clear from the definitions 
of F~. and G11 • Thus, the relation between a satisfaction degree o and its 
minimum transportation cost C, which is indicated by a function C(o ), can 
be represented as shown in Fig.6.3. It is clear from the view point of linear 
p rogramming tha.t all the solutions corresponding to satisfaction degrees in a 





0 ;').,* 0. u; y 0. 
F ig. 6.3 The relation between a and C 
optimal satisfaction degree, and ax and all (resp. Cx and Cll) two distinct 
satisfaction degrees ( resp. total costs) satisfying that 
(see Fig.6.3) and that the corresponding solution matrices (Fx) and (Fll) sat-
isfy 
where the notation denotes that both sides have the same basic and 
nonbasic variables. Then the same slope of C(a) in the interval [ax, all] is 
(6.20) 
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Let this interval (ax, all] include a· . Since the following relation holds, 
we obtain the optimal degree a-• from either of the following equations. 
C - Cx ( • Cll - C ) 
a· = O'x + g(ax,all)' 0 = O'v- g(ax, all) . (6.21) 
From this a · and (6.7), we obtain the corresponding supply and demand values 
J;,' and / 1:', i.e., J;,' := F,~ 1 (a• ) and / 1:' := G~1 (a• ). However, the total sum 
of J;,' is not equal to that of / 1:' but Li J;,' > Lj / 1:'. Note that this imbalnce 
occurs whenever we update the flow of a perfect assignment derived from 
P rocedure 6.1 by substituting a satisfaction degree smaller than apA into (6.7). 
To prevent this, when we seek a revised minimum cost flow by use of a method 
for the ordinary transportation problem (e.g., Munkres' method (Mun]), we 
need to introduce a "dummy node" td and m "dummy arcs" (si, td) whose 
costs c,.,1d are 0. The extended network is represented by BG' = [S, T'; A']. 
After seeking the a· from (6.20) and (6.21), we complete the solution procedure 
by computing a minimum cost flow for the extended network with J;: and / 1:'· 
The solution satisfies 
(6.22) 
where J;, (/1:) are the net flow values to be sent into the demand nodes (sent 
from the supply nodes) other than td, i.e ., 
i= l, .. ·,m, 
f . J•' t . t ' ) ) j = 1, .. · ,n. 
(6.23) 
Therefore, the optimal value of the objective function (6.4) is a-· . 
Now we are ready to formally describe an algorithm for P10. Note that, in 
the algorithm, we make use of binary search in order to find the a-· efficiently. 
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Algorithm 6.1 
S/(p 0. Find a minimum cost flow for the values of supply and demand com-
puted by Procedure 6.1, and let <l'u, (Fu) and Cu be its degree of sat-
isfaction, solution matrix and total transportation cost, respectively. 
If Cu ~ C, then terminate (the current flow is optimal). Otherwise, 
go to Step 1. 
Step 1. After setting 01 := O,fs, := bs, and / 11 := d11 , find a minimum cost 
flow (F1) and the corresponding total cost C, for the revised values 
Is, and / 11 • If C, > C, terminate (i.e., infeasible). Otherwise, go to 
Step 2. 
Step 2. If (FI) = (F u), then go to Step 4. Otherwise, update only au as 
au ·= (at+ au)/2 and find a minimum cost flow (F u) and its total 
cost Cu for the revised values Is,:= F8: 1(au) and / 11 := G0 1(au)· 1f 
Cu ~ C, go to Step 3 after setting 
(au. Fu and Cu do not change). 
Otherwise, it is divided into two cases, i.e., 
• if Cu > C and (Ft) = (Fu), then go to Step 4, 
• if Cu > C and (Ft) # (F u), then go to Step 3. 
Step 3. After setting Om:= (at +au)/2, find a minimum cost flow (Fm) and 
its total cost Cm for the revised values Is, := Fs: 1 (am) and / 11 := 
G0'{am)· Consider the following four cases, i.e., 
• if Cm ~ C and (Fm) = (Fu), then go to Step 4 after setting 
a,:= Om and c, := Cm . 
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• if Cm ~ C and (Fm) # (Fu), then return to Step 3 after setting 
• if Cm > C and (Ft) = (F m), then go to Step 4 after setting 
• if Cm > C and (F1) # (Fm), then return to Step 3 after setting 
Step 4. After calculating g( a:c, a 11 ) by (6.20), where the variables in the right-
hand are set as follows: 
we obtain the optimal degree a· by (6.21) and find a minimum cost 
flow (F*) for Is, := Fs~'(a* ) and ftJ := G0 1(a*). Finally, the optimal 
values of supply are determined by (6.23). Terminate. 
Theore m 6 .2 Algorithm 6.1 solves P10 in O(ct(m, n) ·log M) computational 
time, where ct( m, n) denotes the time for finding a minimum cost flow and M 
equals max { m, n}. 
Proof. First we describe the validity of Algorithm 6.1 for solving P10. Assume 
Cu 1:. C in Step 1 of the algorithm (otherwise, the current solution is clearly 
optimal). Then we must decrease the total transportation volume in order to 
satisfy the upper bound constraint (6.5). At this time, the objective value a 
of (6.3) should be maintained as great as possible from the view point of the 
objective function. Accordingly, this modification is equivalent to seeking the 
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satisfaction degree a · such that the corresponding objective value c· of (6.10) 
in PlO' is equal to the upper bound C of (6.5) in PlO. The above disccusion 
in this subsection assures the validity that we obtain the optimal degree a· 
from (6.21). Once the optimal degree a· is determined, all the ]&, and ft; 
arc calculated by substituting the a · into (6.7) and we consequently obtain an 
optimal minimum cost flow in the extended network BG' = [S, T'; A'] with th(' 
values J&, and ft; by using a method for the ordinary transportation problem. 
ext we show the complexity of Algorithm 6.1. The computational com-
plexity for each step is as follows. 
Step 0: O(ct(rn, n)) to find a minimum cost flow, since 
O(ct(m, n)) (e.g., Munkres' method: O(M3 ) [Mun]) 
dominates 0( M) to calculate m !&, 's and n ft; 's. 
Step 1 : O(ct(m, n)), since this is similar to Step 0. 
Step 2: 
Step 3: 
Step 4 : 
0( ct( m, n)) to find a minimum cost flow, since 
O(ct(m, n)) dominates O(mn) to check relation "='=" 
and 0( M) to calculate / 6 , and ft;. 
O(ct(m, n)), similarly to Step 2. 
O(ct(m, n)), similarly to Step 0. 
The "self-loop" of Step 3 is repeated at most O(log M) times, since it is deter-
mined by binary search over at most mn subintervals, as ill ustrated in Fig.6.3. 
Therefore, PlO can be solved in O(ct(m, n) ·log M) computational time by 
Algorithm 6.1. 0 
6.2.4 An example of PlO 
In this subsection, we illustrate Algorithm 6.1 applied to an example of 
PlO. Assume that there are three supply nodes s 1, s2 , s3 and three demand 
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0 2 4 6 8 
Fig. 6.4 Membership functions Jl$, (!$,) 
Jlt2 Jltl flt3 
1. 0 - - - - - - -\ r.-, ~..;----'lr-7:-------
, 
0 2 4 6 8 
Fig. 6 .5 Membership functions ILt; (/1;) 
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Tab. 6.1 Transportation cost Cs,.tJ 
Si \ lj 1 2 3 
1 2 1 5 
2 6 3 4 
3 4 5 3 
nodes t" t 2 , t3 whose membership functions are given as follows (see Figs. 6.4 
and 6.5 ): 
if J,. ~ 0, 
if 0 <ft. < 4, 
if ft. 2:: 4, 
if j,2 ~ I, 
if 1 < !t2 < 3, 
if J,2 2:: 3, 
if j,3 ~ 1, 
if 1 < j,3 < 5, 
C
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,It = 2, C33 , 12 = 5) and let the upper limit of total transportation cost be 
c = 18. 
The 1-st iteration. 
Step 0. First, the values of supplies and demands realized a perfect assign-




and -10apA + 18 = lOapA + 2 holds from (6.8). Hence we obtain 
opA = 4/5 = 0.8 and the corresponding values are : 
fs 1 := 3, fs 2 := 18/5, fs 3 := 17/5, 
ft. := 16/5, !t2 := 13/5, J,3 := 21/5. 
I\ext. its minimum cost flo\\' is found by using of a method for the 
ordinary transportation problem, and the resulting solution matrix 




~ ) , Cu := 141/5 (= 28.2). 
16/5 
Since Cu = 141/5 <l C = 18, proceed to Step 1. 










Since C1 = 4 j. C' = 18, proceed to Step 2. 
) 'c, := 4 
Step 2. Since Ft # Fu. we find a minimum cost flow for au= (0 + 4/5)/2 = 
2/5 = 0.4: 
fs 1 := 5, fs 2 := 24/5, fs 3 := 21/5, 
!tl := 8/5, .ft2 := 9/5. !t3 := 13/5. 
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~ ) , Cu := 64/5 (= 12.8). 
13/5 
Since Cu = 61/5 :::; C = 18, proceed to Step 3 after setting 
9/5 0 ) 
o o . c1 := 64/5. 
0 13/5 
Step 3. We obtain a minimum cost flow for <l'm = (2/5 + 4/5)/2 = 3/5 = 0.6: 
/~ 1 := 4, /s2 := 21/5, fs 3 := 19/5, 







~ ) , Cm := 92/5 (= 18.4). 
17/5 
Since the current situation satisfies 
return to Step 3 after setting 
"· := 3/5, :F.:= ( 12f 




~ ) , Cu := 92/5. 
17/5 











) , Cm := 15. 
Since the current situation satisfies 
return to Step 3 after setting 







~ ) ' c, = 15 
The 3-rd iteration. 
Step 3. A minimum cost now for am= (l/2 + 3/5)/2 = 11/20 = 0.55: 
fs 1 := 7/4, /s2 := 87/20, fs3 := 39/10, 




~ ) , Cm : = 81 I 5 ( = 16.2). 
16/5 
Since the current situation satisfies 
go to Step 4 after setting 
a-1 := 20/11, c1 := 81/5. 




3 18-- 13 
o":=-+ 5 =-(=0.5909···) 5 44 22 . 
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6.3 
The supply and demand values for a · are calculated as follows: 
J., 1 := 89/22, / 52 := 93/22, / 53 := 42/11, 
ft.:= 26/11, !t2 := 24./11, !tJ := 37/11, 
and we obtain the following final result: 
( 
26/11 37/22 
a· = 13/22, F = 0 11/22 
0 0 
0 )  0 
37/11 
Consequently, its total transportation cost is equal to C, i.e., 
3 3 26 ° 2 (37 ° 1 11 ° 3) 37 ° 3 ?= L C6 ,,11 /(si, l1 ) = - 1- 1- + 22 + 22 + --u- = 18. t=l J=l 
Fuzzy transportation problem with inte-
gral flow 
6.3.1 Problem formulation 
In this subsection. we consider a variant of the fuzzy transportation prob-
lem. in which it IS assumed that all supply and demand values are integers and 
that the values of commodities to be transported are integers. 
To formulate the problem, we use the same notations as in the previous 
section, except that the fo llowing integer constraint (6.27) is imposed in place 
of the cost constraint {6.5) of P lO, i.e., 
Pll : :'v1aximiz<> min {Jls, Us,), Jlt1 UtJ) I s, E S, t1 E T}, 
subject to L f(s,t1 ) = J,,, t = l,···,m, 
tJET 
L f(si, ti) = ft), j = 1' ... 'n, 
f(si, t1 ) 2:: 0, si E S, l1 E T, 
!s,, !t1 : non-negative integers, 






Note that these !s, and f1J are not constants buL vanables to be deternun<'d. 
In the sense of the ordinary transportaion problem, it may also be desired 
to introduce the constraint (6.5) saying that the total transportation cost is 
not larger than a given constant. However, since taking into account both 
constraints (6.5) and (6.27) makes the problem intractable, our problem does 
not involve the concept of cost. As a result, there may exist more than one 
optimal solution with the same objective ,·aluc. To make the optimal solution 
unique, we shall additionally find the solution such that its transportation cost 
is the minimum among all minimum costs of the flow patterns which r<'alize 
the same objective value. 
6.3.2 Solution procedure for Pll 
In order to solve Pll, we first make usc of Procedure 6.1. If all values 
of supplies and demands obtained by Procedur<' 6.1 are integers, it is clearly 
optimal in the sensc of P11 and the corresponding flow pattern is immedi-
ately found by any solution method for the ordinary transportaion problem. 
Othenvise, we must find the optimal integral values !s, and / 1} such that the 
minimum degree of all the corresponding membership values is greatest among 
all feasible solutions, and then obtain the corresponding flow that minimizes 
the total transportation cost by applying any solution method for the ordinary 
transportation problem to the bipartite network with the optimal Is, and ft}. 
Now we consider how to compute the integral Is, and / 11 after Pron·dun' 
6.1. \\'e first update all the current values of / 8 , and ft} as follows: 
f. ·- lf J i = 1 , ... , m , $, .- $, ' 
(6.28) 
where l/8 ,J is the grcatest integer not greater than J,, and r !t) l is the smallest 
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integer not smaller than j 1J. Then, all membership values for the revised 
values is, and } 1} are not smaller than those for the previous values (i.e., 
Ps, (}s,) 2:: Ps, Us,) and PtJ (/1) 2:: ftdf1J for all i and j). However, it causes 
an imbalance between the total value of supplies and that of demands (i.e., 
Ls,es} s, < LtJET } 1} ), and hence it is infeasible since there exists the sink 
node ti' such that Ls,es f(s;, ti') < } 1},· To remove the imbalance, we execute 
the following two possible operations: 
(A) to increase f s,, (B) to decrease f 1J 
by integral values. Since both of them decrease their satisfaction degrees, we 
have to select a set of the values such that the objective value of (6 .24) is 
greatest. 
Let k be a value of the imbalance, i.e., 
n m 
k = l: ff~Jl- l: lis.J, (6.29) 
j=l i=l 
where k is a positive integer. In order to examine the resulting membersh ip 
values by the above operations (A) and (B), we introduce useful notations for 
executing the operations. Let P;,h ( "P" of Plant) and Wj,l ( "W" of Warehose) 
be the membership values of p 3,(h) and p 1J(l), where hand l are integers such 
that is,+ 1 :::; h :::; fs, + k and itJ - 1 2:: l 2:: ftJ - k, respectively. That is, 
P;,h := Ps,(fs, + v), i = 1, · · · ,m, v = 1, · · · ,k, 
(6.30) 
w;,l := J.lt}(ft}- v), j = 1,· .. ,n, v = 1,· .. ,k. 
After obtaining these km P;,h's and kn Wj,t's, we sort them by using "merge 
sort" in the non-increasing order. The resulting sequence is represented by 
(6.31) 
for the convenience of discussion. Note that each of these elements is either 
P, ,h or W;,l· It is clear that only the k largest elements J.l( I ) ;::: · · · ;::: p(k) among 
142 
them are necessary in order to seek a set of the optimal values of supplies and 
demands. That is, P;',h and WJ',I (for s;' E S and t;' E T) in these k elements 
indicate that supplies fs,, should be increased by h- fs,, and demands f 1J, 
should be decreased by } 1}, - l, respectively. If there exists more than one 
element for some supply node in (6.31), the last operation executed in the 
order of J.l(I) -t ft( 2) -t · · · of (6.31) is available. 
For example, in case k = 3 and the sequence of (6.31) is 
/1(1) = p > /1(2) = w > /1(3) = p2 
r- 2,6 - r- 1,5 - r- ,7, 
we obtain the following result: 
Note that set is, := j s, and ft} := ft} fori =/= 2 and j =/= 1. In case there exists 
more than one element for some demand node in (6.31 ), we can obtain the 
result by executing the operation similarly to the above case for supply node. 
Thus the values of .fs, and j 1J to be determined are obtained. Then we can 
seek the flow pattern that minimizes the total t ransportation cost. 
However, since there may exist "ties" for the k-th element in (6.31), i.e., 
(6.32) 
where q denotes an integer that indicates the number of ties. In this case, 
if we execute a ll (k + q) operations then the resulting values f~. and f{J after 
executing these (k+q) operations may not remove the imbalance, but I:, J;, 2:: 
Lj J;J holds from the definition of membership functions (6 .1) and (6.2). This 
inequality implies that we can use a method for the ordinary transportation 
problem by introducing a "dummy node" and m "dummy arcs" (recall the 
extended network BG' in the previous section). Therefore, in case there exist 
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q ties for the k-th element in (6.31), we obtain the optimal values of!&, and 
.{11 from the resulting net flow values, which are calculated by excluding the 
flow values in m dummy arcs and satisfy the constraints (6.25) through (6.27). 
Now we are ready to describe an algorithm for solving Pll; its validity will be 
shown in the proof of Theorem 6.3. 
A lgorit h m 6.2 
Step 0. Compute the supply and demand values that realize a perfect as-
signment by use of Procedure 6.1. If all the values are integers, the 
current values are optimal. The corresponding flow and its minimum 
total cost arc computed by applying a suitable method for the ordi-
nary transportation problem, and terminate. Otherwise, go to Step 
1. 
Step 1. Compute i~. and it, of (6.28), and the value k of imbalance is calcu-
lated by (6.29). 
Step 2. Compute km P,,h's and kn W1/s by (6.30) and then sort them in the 
non-increasing order. Select the k largest elements P,,h and WJ,I• and 
store the values of supplies and demands corresponding to them in a 
set ST, i.e., 
where J;, and 1:, denote the supply and demand values after executing 
these k operations. At this time, in case there are q ties for the 
k-th element. also the (k + 1)-st through (k + q)-th operatious are 
additionally executed for the setting of ST. 
Step 3. Compute the minimum cost flow by applying a method for the ord i-
nary transportation problem to the extended network BG' with re-
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spect to ST of Step 2. We obtain the unique solution of f~·. and .f;, 
from the resulting minimum cost flow, i.e., 
n 
.f;, := Lf'(s.,t1 ), i = l,···,m, 
m 
ft: : = L f' ( s, . t 1 ) , j = 1 , .. · • n . 
i=l 
where .f'(s, t1 ) denotes the flow in arc (s, 11 ) of the resulting flow. 
Terminate. 
Theorem 6.3 Algorithm 6.2 solves Pll in O(max(ct(m, n), J12 log .\1)) com-
putational time, where ct( m, n) denotes the lime for finding a minwwm co:,/ 
flow and M = max { m, n}. 
Proof. First we describe the validity of Algorithm 6.2. In this proof, we 
usc the notations J;,· and ft:· as the values of supply and demand computed 
in Step 0 for the convenience of discussion. If all the values are integers, 
the current values are clearly optimal. In this case, we immediately obtain 
the corresponding minimum cost flow by applying a method for the ordinary 
transportation problem to the network with the integral values. On the other 
hand, if there exist supply values J;,· (demand values / 1: · ) such that fs·,· =/; lJ.;,· J 
(!;• # f J;·l ), we have to update them to integer values. After updating them 
) 1 
by is, := lfs·,· j and it, := lft:·l, the resulting values are all integers, and 
membership values f.ls, Os,) and f.lt1 (it) are not smaller than the previous 
values f.ls, U;: ) and Itt, (!1: · ), respectively. However, it causes the imbalance 
~ ~ 
k (> 0) of (6.29). The imbalance Ls,ES fs, < Lt,ET ft, implies that there 
exists sink node ti' such that the net flow value Ls,ES f(s, t 1,) sent iuto t1, 
is smaller than the revis<:'d value it,,· That is, the revised values },, and i1, 
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do not satisfy the constraints of (6.25). In order to remove the imbalance, we 
should execute the operations based on P,,h and \\11 ,1 of (6.30), namely (A) to 
increase i.,, and/or (B) to dC'crease j
11 
by integral values. Then, Step 2 selects 
the k largest elements among the k(m + n) elements P,,h and W1 ,t, which arc 
sorted as (6.31), and execute the operations (A) and (B) corresponding to 
these k elements. 
1 ow we assume that there exist q ties for the k-th element in (6 .31 ), and 
let a be the membership value corresponding to the k-th element J.L{k), i.e., 
In this case, we show that an optimal membership value is a, which maximizes 
the minimum among all satisfaction degrees for the supplies sent out from the 
source nodes and demands sent into the sink nodes. Let k' and k" be the 
values such that 
k' < k, 
and 
k" > k ) 
respectively. If k' operations of J.L(l) through J.L(k') are executed, the imbalance 
remains by k- k' > 0. On the other hand, k" operations of J.L{l) through Jl.(k") 
are clearly excessive, since the resulting objective value after executing these 
k" operations becomes Jl(k") ( < J.L(k) =a). Hence, the optimal objective value 
is a even if there are q tics for the k-th element in (6.31 ). 
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To make the optimal solution of J.,, and j 11 umque, we choose the solution 
such that its transportation cost is the minimum among all minimum costs of 
the flow patterns which realize the satisfaction degree a. These flow patterns 
and their minimum costs arc obtained by applying a method for the ordillary 
transportation problem to the network with the values of supply and demand 
after executing arbitrary k operations among J.L(I) through J.L(k+qJ. In this man-
ner, we must find a minimum cost flow k+qCk = k(A· -1) · · · .. ( q + 1 )/( 1· 2 · · · · · k) 
times and examine their minimum costs one by one. However, this manner is 
not. so efficient. and the unique optimal solution can be determined by applying 
a method for the ordinary transportat.ion problem just once after executing all 
the operations corresponding to J.L(l) through tt(k+q). 
To prove this, we use the following notations. Let Jf (k+q) be a set of all the 
clements {J.L<I),J.L(2), · · · , ,,(k+q)}, and a set of k elements which are arbitrarily 
selected among M(k+q) is denoted by M(k). Moreover, let C(k) and C(k+q) be 
t.he value of minimum cost flow after executing J,, operations in M(k) and that 
after executing k + q operations in M(k+q), respectively. By executing not 
only k operations in ,H(k) but also some \\'1•1 in the set of JJ (k+q) - .\J (kl. new 
imbalance L:.,,Es J;, > Lt;ET J:; arises, where J;, and 1:
1 
denote the modified 
values of supply and demand after executing these operations. However, all 




> 0, is 
sent into dummy node td by applying a method for the ordinary transportation 
problem. As a result, the minimum total cost for the modified values J;, and 
J: is clearly smaller than C(k). 1ote that the resulting objecti,·e value becomes 
J 
a. While , in case we execute not only k operations in 1\f(k) but also some P,,h 
in the set of M(k+q) - Af(k), t.he minimum total cost for the modified values is 
smaller than or equal t.o C(k) for a reason sintilar to the above case. Note that 
if the increase of fs. arisen by executing P,,h in Af(k+q)- Af(k) does not decrease 
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the toal cost C(k), the excessive flow concerning these P,,h is sent tnto dummy 
node td, and consequently the minimum total cost is equal to C(k) . Therefore, if 
there exist q ties for the k-th element in (6.31), we obtain the unique solution 
J;, and / 1: by applying a method for the ordinary transportation problem after 
all the k+q operations corresponding to J.l(l) through Jl(k+q) are executed. That 
is, the unique solution J$·, and / 1: is obtained as follows. 
n 
J;, := L_!'(si,tj), i = 1,···,m, 
i=l 
m 
ft: := L f'(si, t,), j = 1, · · ·, n, 
•=I 
where f'(si,ti) denotes the flow in arc (si,t1 ) computed by applying a method 
for the ordinary transportation problem to the network with the supply and 
demand values modified by executing all the k + q operations. 
Next we analyze the complexity of Algorithm 6.2. The required time for 
each step is as follows. 
Step 0: O(M). 
Step 1 : O(M). 
Step 2: O(M2 log M) to sort km Pi,h 's and kn Wi.t's, since 
k ~ m + n- 2 and hence at most (m + n)(m + n- 2). 
i.e., O(M2 ) elemnts are sorted, and O(M2 ) to set all 
candidates. 
Step 3: O(ct(m, n)) to find a minimum cost flow. 
Therefore, problem Pll can be solved in O(max(ct(m, n), M 2 log M)) compu-
tational time by Algorithm 6.2. 0 
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6.3.3 An example of Pll 
We illustrate Algorithm 6.2 applied to an example of Pll. Assume that 
there are two supply nodes s1 , s2 and three demand nodes t 1, l 2 , 13 and the 
transportation costs of arcs (s,, t1 ) are shown in Tab.6.2. Each membership 
funcLion is given as follows (see Figs. 6.6 and 6.7): 
~ .. (f.,) = { 1 if J.,, ~ 2, !$)- 7 if 2 < !8) < 7, 5 
0 if!$) ~ 7, 
,,., (f.,) = { 
1 if f$2 :::; 3, 
/s2 - 6 if 3 < /s2 < 6, 3 
0 if /$2 ~ 6, 
~ •• (!,,) = { 0 if !t) = o. It) if 0 < !t) < 4, 
4 
1 if !tl ~ 4, 
,,,, (!,,) = { 
0 if !t'2 = 0, 
!t'2 if 0 < !t? < 5, 5 
1 if !t'2 ~ 5, 
~.,(!,,) = { 0 if !t3 ~ 1' !t3- 1 if 1 < !t3 < 6, 5 
1 if !t3 ~ 6. 
Tab. 6.2 Transportation cost C s, ,11 
s, \ l] 1 2 3 
1 2 5 
2 6 4 3 
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2 4 6 8 
Fig. 6 .6 Membership functions fl~ . (!6 ,) 
J.lt I J.lt2 J.lt3 
1. 0 - - - - - - - - - -\-,.-, ---T-:~r-::oo:------
0 2 4 6 8 
Fig. 6 .7 Membership functions fLtJ(J1J) 
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Js, 
The 1-st iteration. 
Step 0. By Procedure 6.1, we obtain the following result. 
0:PA = 6/11 ( = 0.5454 · · · ), 
J~, =47/11(=4.2727···), 
!~2 = 48/11 (= 4.3636 .. ·), 
!t, = 24/11 (= 2.1818 .. ·), 
!t2 = 30/11 (= 2.7272 .. ·), 
!t3 = 41/11 ( = 3.7272 ... ). 
Since none of these values are integers, proceed to Step 1. 
Step 1. By (6.2 ), we have 
and the value k of imbalance (6.29) is as follows: 
k := (3 + 3 + 4)- ( 4 + 4) = 2. 
Step 2. By (6.30), P,,h and Wi,l are calculated as follows: 
Pt,s := 2/5, Pt,6 := 1/5, P2,s := 1/3, P2,6 := 0, 
w •. 2 := 1/2, w1.1 := 1/4, W2,2 := 2/5, W2,1 := 1/5, 
w3.3 := 2/5, w3,2 := 1/5, 
and these values are sorted in the non-increasing order, i.e., 
w •. 2 = 1/2 ~ w3.3 = 2/5 ~ w2,:z = 2/5 
;::: ?1.5 = 2/5;::: P2.s = 1/3;::: · · · ~ P2,6 = 0. 
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Since there exist ties for the 2-nd elements, namely W3.3 = H '2.2 = 
P1•5 = 2/5 (i.e., an optimal value of the objective function is 2/5), 
we obtain the following result: 
Proceed to Step 3. 
Step 9. The minimum cost flow (solution matrix) :;:· and its total cost c· 
with respect to STare computed by use of a method for the ordinary 
transportation problem, as shown below: 
2 
0 
Therefore, the unique solution of J;, and ft: is 




In this dissertation, we have discussed the fuzzifications of some combina-
torial optimization problems. It is important to see how the problems in fuzzy 
environments are formulated, especially how the optimality of such problems 
is defined. For these purposes, we have introduced new fuzzy criteria instead 
of the ordinary rigid ones. After formulating fuzzy combinatorial optimiza-
tion problems in this manner, efficient algorithms have been proposed. Here 
we summarize the contribution of this dissertation, and then discuss future 
research topics. 
The contents of this dissertation are divided into two parts. PART I consists 
of Chapters 2 through 4 and discusses some types of fuzzy scheduling problems. 
In Chapter 2, we have introduced three fuzzy factors into scheduling models, 
i.e., fuzzy due-dates, fuzzy processing times and fuzzy precedence constraints, 
which are based on the concepts of degree of satisfaction, fuzzy number and 
fuzzy relation, respectively. The idea of fuzzy due-dates may be interpreted as 
the expression of uncertain or ambiguous due-dates similar to fuzzy number. 
That is, fuzzy due-dates can be interpreted as the values approximately equal 
or smaller than the values of dead-lines in the ordinary sense. 
In Chapter 3, we have formulated fuzzy scheduling problems on a single 
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machine, and proposed efficient algorithms to solve them. For the first fuzzy 
factor, the problem n I 1 I Lmax with fuzzy due-dates has been formulated 
as the problem that maximizes the minimum value of satisfaction degrees for 
completion times. An optimal solution of this problem is obtained from the 
well-known EDD rule after the max-min value of the objective function is 
determined by use of binary search technique over the inten·al [0, 1]. That 
is , once the objective value is fixed, the problem is reduced to the ordinary 
problem n 11 I Lmax· This has been generalized to the problems with weighted 
fuzzy due-dates by introducing the weights that represent the importance of 
the corresponding jobs. The generalized problems can also be solved in a 
manner similar to the previous problem. 
for the second fuzzy factor, i.e .. fuzzy processing times. we have introduced 
the idea of agreement index of fuzzy set theory as a measure of its optimal-
ity criterion, and formulated the problem n I 1 I Lmax with fuzzy processing 
times as the problem that maximizes the minimum value among all agreement 
indices. This indicates the evaluation of lateness. In this formulation, it is 
assumed that all fuzzy processing times are "quasi-similar" triangular fuzzy 
numbers, and an optimal schedule is obtained from the EDD-order. The prob-
lem without the assumption of "quasi-similarlity, is left as a topic of future 
research. 
As the problem with the third fuzzy factor in scheduling models, the prob-
lem n I 1 I Lmax with fuzzy precedence constraints has been investigated. 
While the original problem (namely n I 1 I Lma>. with precedence relations) 
has to satisfy the conslrai nt of precedence relations, its fuzzy version toler-
ates vrolat.ion of precedence constramts withm the satrsfactron level indicated 
by the associated job-pairs. Generally speaking, if all precedence constraints 
are excluded from the original problem, the optimal Lmax value will become 
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smaller than that of constrained case. Accordingly, we have formulated prob-
lem n I 1 I Lmax with fuzzy precedence constraints as the hi-criteria problem, 
i.e. , Lmax to be minimized and the minimum satisfaction level with respect 
to fuzzy precedecc relation to be maximized. The problem is solved by uaing 
the concept of non-dominated schedule. We expect that this version of fuzzy 
precedence can also be extended to many other problems. e.g., the problems 
with tree type precedence relation of multi identical machines, mean flow time 
minimization and so on. 
Chapter 4 has dealt with two fuzzy scheduling problems on multi-machin<'s. 
First we have discussed the problem on identical machines n I m I I I Lmnx 
with fuzzy general due-dates in the sense that each job has its own fuzzy due-
date for each machine. The objective is to maximize the minimum satisfaction 
degrees for completion times. We have shown that the problem can be solved 
by using the reduced network and the idea of modified due-dates, which arc 
then combined with binary search technique. Once the optimal value is deter-
mined, the corresponding solution is obtained from the well-known algorithm 
of Gonzalez and Sahni. 
Next we have investigated the fuzzification of the two machine open shop 
problem n I 2 I 0 I Lmax· This problem is first generalized by allowing each 
machine speed to be controllable, and then further generalized by introducing 
fuzzy due-dates. The aim is to determine an optimal speed of each machine 
and to obtain an optimal schedule with respect to the objective function that 
consists of the sum of the minimum satisfaction degree among all job~ and 
the cost of machine speeds. We have clarified that an optimal solution of this 
problem is obtained by decomposing it into subproblems and then finding the 
best one among all the optimal solutions of thrsc subproblems. 
Some algorithms proposed in this part arc not efficient enough, and their 
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refinements arc needed. For fuzzy scheduling, we think that many prorrusing 
and interesting regions remain to be investigated. 
PART II of this dissertation consists of Chapters 5 and 6, and deals with 
fuzzy network problems. The fuzzy factors proposed here are based on the 
concept of degr<'e of satisfaction. However, fuzzy network problems with other 
factors may also be worth investigating. For example, introductiOn of fuzzy 
relation to network problems, such as the assignment problem, may be promis-
ing. 
Jn Chapter 5, flrst we have investigated the fuzzy sharing problem, in which 
all sinks have fuzzy weights based on the concept of fuzzy objecli\'e function. 
That is , the objective is to maximize the minimum among all degrees of satis-
faction for the total flow sent into sink nodes. We have shown by fully using the 
well-known max-flow min-cut theorem that the proposed algorithm provides 
an optimal solution, which is optimal also in the sense of min-max sharing. 
The fuzzificat1on of the sharing problem is particularly meaningful in case some 
sink nodes are satisfied with a value less than the exact optimal one and the 
surplus may be sent into other sink nodes which are not satisfied with the 
exact optimal values. 
~ext we have investigated a generalized fuzzy sharing problem under the 
additional constraint of "block-unit". We have shown that the generalized 
problem can be solved in a manner similar to the fuzzy sharing problem, but 
the optimal flow for the max-min sharing is in general different from that for 
the nun-max sharing. 
In Chapter 6, we have discussed the fuzzy transportation problem whose 
objective is to maximize the minimum among all degrees of satisfaction for 
the supplies, which are sent out from the source nodes, and the demands, 
which are sc•nt 1nto the s1nk nodes, under the upper limit constraint of tl1<' 
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total transportation cost. We have proposed an algorithm that traces bas1 c 
solutions in parametric linear programming. When we interpret the fu zzy 
supplies as the values approximately smaller than or equal to the possible 
supplies, and the fuzzy demands as the values approximately greater than or 
equal to the required demands, respectively, the fuzzy transportation problem 
can be formulated and solved even though the total amount of demands is 
larger than that of supplies. In these situations, fuzzification seems to make 
sense. 
Further, W<' have dealt with the problem on which integral flow constraint 
IS imposed in place of the total cost constraint of the fuzzy transportation 
problem. The problem with integral flow is solved by introducing the u!'leful 
notion to narrow the candidates for the optimal solution. 
In the real situations, making a decision involves more or less human cogui -
ti\'e process at least in its final step, and this implies that there probably exists 
the case which a decision maker can not directly adopt the plans obtained from 
the solutions of ordinary (non-fuzzy) optimization problems. We think that 
it is therefore important to investigate fuzzy combinatorial optimization. The 
author hopes that the .. vork contained in this dissertation will contribute to 
the further development of the field of fuzzy combinatorial optimization and 
help more flexible and useful decision making in the real problems. 
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