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Abstract
In this paper, we develop the mixed spectral method for three-dimensional exterior problems, using spherical harmonic and
generalized Laguerre functions. Some basic approximation results are established. The mixed spectral schemes are proposed for
two model problems. Their convergences are proved. Numerical results demonstrate the efﬁciency of this new approach.
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1. Introduction
The Laguerre spectral method was widely used for numerical solutions of integral and differential equations on
unbounded domains, see, e.g., [7,10,13,15–19]. Recently, more and more attentions are paid to exterior problems.
Considerable progress has been made for their numerical simulations. For instance, Guo et al. [11] investigated the
spectral method for two-dimensional exterior problems, using the generalized Laguerre polynomials which are mu-
tually orthogonal associated with the weight function e−, > − 1. Guo et al. [12] proposed a pseudospectral
method for symmetric solutions of partial differential equations outside a disc or a ball by using the orthogonal sys-
tem of generalized Laguerre polynomials with the weight function e−, > 0. Zhang and Guo [20] used such
system, coupled with the system of spherical harmonic functions, for three-dimensional exterior problems. However,
these methods are not appropriate for many important problems, such as various nonlinear wave equations and some
equations in ﬁnancial mathematics. The main reason is that the corresponding Galerkin variational formulations with
suchweight function, which is necessary in actual computations, are not well-posed. To remedy this deﬁciency, onemay
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use variable transformations to reform original problems so that the alternative problems are well-posed in the weighted
spaces. Whereas, this trick oftentimes leads to quite complicated resulting differential equations. Hence, it seems
interesting to look for certain orthogonal systems on unbounded domains, with the same weight functions as in the
underlying problems, and then solve the problems directly, see [3,14,18,21]. Especially, this treatment is attractive
for exterior problems with complex obstacles, since it is easier to match domain decomposition and ﬁnite element
method.
In this paper, we consider the orthogonal system of generalized Laguerre functions:
L˜
(,)
l () =
1
l!
−e(1/2)l(l+e−), > − 1, > 0. (1.1)
They are mutually orthogonal with the weight function . By adjusting the parameter  properly, we derive the
related Galerkin variational forms with the exactly same weight function as in the underlying problems, and so we can
approximate them directly. Thereby, comparing to the spectral method using the generalized Laguerre polynomials
(cf. [20]), this new approach is much easier to be implemented. Moreover, the numerical solutions keep the same
properties as the exact solutions. Besides, the adjustable parameter  offers a great ﬂexibility for ﬁtting the asymptotic
behaviors of exact solutions at inﬁnity.
This paper is devoted to the mixed spectral method for exterior problems using spherical harmonic and generalized
Laguerre functions. We establish some results on the mixed approximation, which serve as the mathematical foundation
of the related spectralmethods. As an example, we propose themixed spectral schemes for two three-dimensionalmodel
problems and derive the optimal estimates of numerical error. Next, by choosing base functions suitably, we provide an
efﬁcient numerical algorithm. The corresponding linear discrete systems for the coefﬁcients of expansions of numerical
solutions are symmetric and sparse, which are easy to be resolved. In particular, they are very convenient for parallel
computation and so save computational time. We also present some numerical results, demonstrating the spectral
accuracy in the space of proposed approach.
This paper is organized as follows. In Section 2, we establish a basic result on the orthogonal approximation
using the generalized Laguerre functions. In Section 3, we study the mixed spherical harmonic–generalized Laguerre
approximation. In Section 4, we provide the mixed spectral schemes for two model problems with the convergence
analysis. We present some numerical results in Section 5. The ﬁnal section is for concluding remarks.
2. Preliminaries
Let={|0< <∞} and () be a certain weight function in the usual sense. Denote by v any real-valued function.
We set
L
p
 () = {v|v is measurable on  and ‖v‖Lp () <∞}, 1p∞,
where
‖v‖Lp () =
{(∫
 |v()|p() d
)1/p
, 1p<∞,
ess sup∈|v()|, p = ∞.
In particular, L2() is a Hilbert space with the inner product and norm as follows:
(u, v), =
∫

u()v()() d, ‖v‖, = (v, v)1/2,.
For any integer m0, we deﬁne the space
Hm () = {v|kv ∈ L2(), 0km}
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equipped with the following inner product, semi-norm and norm:
(u, v)m,, =
∑
0km
(ku, 
k
v),,
|v|m,, = ‖m v‖,, ‖v‖m,, = (v, v)1/2m,,.
For any r > 0, the space Hr () and its norm ‖v‖r,, are deﬁned by space interpolation as in [2]. In particular,
0H
1
 () = {v|v ∈ H 1 (), v(0) = 0}.
We ﬁrst recall some results on the generalized Laguerre polynomial approximation. The generalized Laguerre
polynomials are given by
L
(,)
l () =
1
l!
−el(l+e−), l = 0, 1, 2, . . . .
They fulﬁll the following recurrence relations (cf. [12,13]):
(l + 1)L(,)l+1 () + (− 2l − − 1)L(,)l () + (l + )L(,)l−1 () = 0, (2.1)
L
(,)
l () = −L(+1,)l−1 (), (2.2)
−L(,)l () = (l + )L(,)l−1 () − lL(,)l (), (2.3)
L
(,)
l () =L(+1,)l () −L(+1,)l−1 (). (2.4)
Let ,() = e−, > − 1, > 0. The set ofL(,)l () is a complete L2,()-orthogonal system, namely,
(L
(,)
l ,L
(,)
m ),, = (,)l 	l,m, (2.5)
where 	l,m is the Kronecker symbol, and
(,)l =

(l + + 1)
+1l! .
Hence, for any v ∈ L2,(),
v() =
∞∑
l=0
vˆ
(,)
l L
(,)
l (),
with
vˆ
(,)
l =
1
(,)l
(v,L
(,)
l ),,. (2.6)
Now, let N be any nonnegative integer and PN() be the set of all algebraic polynomials of degree at most N .
Moreover, 0PN() = {v ∈ PN()|v(0) = 0}.
For sake of simplicity, let () = ( + 1)2e−. The orthogonal projection 01N,: 0H 1()→ 0PN() is
deﬁned by
((0
1
N,v − v), ), + (01N,v − v,), = 0, ∀∈0PN().
In order to describe the approximation results precisely, we introduce the nonuniformly weighted Sobolev space
Ar(). For integer r0,
Ar() = {v | v is measurable on  and ‖v‖Ar, <∞},
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equipped with the following semi-norm and norm:
|v|Ar, = ‖rv‖r,,, ‖v‖Ar, =
(
r∑
k=0
|v|2
Ak,
)1/2
.
For any r > 0, we deﬁne the space Ar() and its norm by space interpolation as in [2].
Lemma 2.1 (Zhang and Guo [20, Lemma 3.1]). For any v ∈ 0H 1() ∩ Ar() and integer r2,
‖01N,v − v‖1,,c
(
1 + 1

)
−r/2N1−r/2|v|Ar, .
Hereafter, c is a positive constant independent of any function and .
We now turn to the orthogonal approximation using the generalized Laguerre functions L˜(,)l (), given by (1.1).
Obviously, L˜(,)l () = e−(1/2)L(,)l (), l0.
With the aid of (2.1) and (2.2), we ﬁnd that (cf. [14])
(l + 1)L˜(,)l+1 () + (− 2l − − 1)L˜(,)l () + (l + )L˜(,)l−1 () = 0, (2.7)
L˜
(,)
l () = −L˜(+1,)l−1 () − 12L˜
(,)
l (). (2.8)
A combination of (2.3) and (2.7) implies that
−L˜(,)l () = (l + )L˜(,)l−1 () + ( 12− l)L˜
(,)
l ()
= 12 (l + )L˜
(,)
l−1 () + 12 (+ 1)L˜
(,)
l () − 12 (l + 1)L˜
(,)
l+1 (). (2.9)
Thanks to (2.4), we have
L˜
(,)
l () = L˜(+1,)l () − L˜(+1,)l−1 (). (2.10)
Let ˜() = . Due to (2.5), the set of L˜(,)l () is a complete L2˜()-orthogonal system, namely,
(L˜
(,)
l , L˜
(,)
m )˜, = (,)l 	l,m. (2.11)
Thus, for any v ∈ L2˜(),
v() =
∞∑
l=0
v˜
(,)
l L˜
(,)
l (),
with
v˜
(,)
l =
1
(,)l
(v, L˜
(,)
l )˜,. (2.12)
Next, let ˜() = (+ 1)2 and
QN,() = {e−(1/2)| ∈ PN()}, 0QN,() = {v ∈ QN,() | v(0) = 0}.
The orthogonal projection 0˜N,: 0H 1˜ ()→ 0QN,() is deﬁned by
((0˜
1
N,v − v), )˜, + (0˜1N,v − v,)˜, = 0, ∀∈0QN,().
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Lemma 2.2. For any v∈0H 1˜ () and integer r2,
‖0˜1N,v − v‖1,˜,c
(
+ 1

)
−r/2N1−r/2|e(1/2)v|Ar, ,
provided that |e(1/2)v|Ar, is ﬁnite.
Proof. By the projection theorem,
‖0˜1N,v − v‖1,˜,‖− v‖1,˜,, ∀∈0QN,().
Let
() = e−(1/2)01N,(e(1/2)v()).
Clearly ∈0QN,(). Thus, it sufﬁces to estimate ‖− v‖1,˜,. Indeed, by virtue of Lemma 2.1:
‖− v‖˜, = ‖01N,(e(1/2)v) − e(1/2)v‖,
c
(
1 + 1

)
−r/2N1−r/2|e(1/2)v|Ar, . (2.13)
Also, a direct calculation with Lemma 2.1 gives that
|− v|1,˜,c‖01N,(e(1/2)v) − e(1/2)v‖, + c|01N,(e(1/2)v) − e(1/2)v|1,,
c
(
+ 1

)
−r/2N1−r/2|e(1/2)v|Ar, . (2.14)
Finally, a combination of (2.13) and (2.14) leads to the desired result. 
Remark 2.1. Obviously, for integer r0,
|e(1/2)v|Ar,c(1 + r )
r∑
k=0
‖r/2kv‖L2()c(1 + r )‖v‖r,r ,.
3. Mixed approximation using spherical harmonic and generalized Laguerre functions
In this section, we investigate themixed approximation using spherical harmonic and generalized Laguerre functions.
For this purpose, we need several preparations.
We ﬁrst recall some results on the spherical harmonic approximation. Let  and  be the longitude and the latitude,
respectively. Denote by S the unit spherical surface,
S =
{
(, )|0< 2, || 
2
}
.
The differentiations with respect to  and  are denoted by  and .
We deﬁne the space Lp(S) in the usual way. The inner product of L2(S) is given by
(u, v)S =
∫
S
u(, )v(, ) dS =
∫ /2
−/2
∫ 2
0
u(, )v(, ) cos  d d.
The norm ‖v‖S = (v, v)1/2S . Furthermore, let
H 1(S) =
{
v | v, 1
cos 
v, v ∈ L2(S)
}
,
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equipped with the semi-norm and the norm as
|v|1,S =
(∥∥∥∥ 1cos v
∥∥∥∥2
S
+ ‖v‖2S
)1/2
, ‖v‖1,S = (‖v‖2S + |v|21,S)1/2.
For any integer r0, we deﬁne the space Hr(S) with the norm ‖v‖r,S by induction. In particular,
Hrp(S) = {v | v ∈ Hr(S) and kv(+ 2, ) = kv(, ), 0kr − 1}.
For any r > 0, the spaces Hr(S) and Hrp(S) are deﬁned by space interpolations as in [2].
Let Ll(x) be the Legendre polynomial of degree l. The normalized associated Legendre functions are given by⎧⎨⎩Ll,m(x) =
√
(2m + 1)(m − l)!
2(m + l)! (1 − x
2)
l
2 lxLm(x) for l0, m |l|,
Ll,m(x) = L−l,m(x) for l < 0, m |l|.
The spherical harmonic functions are deﬁned by
Yl,m(, ) = 1√
2
eilLl,m(sin ), m |l|.
The set of Yl,m(, ) is the normalized complete L2(S)-orthogonal system, i.e.,∫
S
Yl,m(, )Y¯l′,m′(, ) dS = 	l,l′	m,m′ .
Thus for any v ∈ L2(S),
v(, ) =
∞∑
l=−∞
∑
m |l|
vˆl,mYl,m(, ),
where
vˆl,m =
∫
S
v(, )Y¯l,m(, ) dS.
Let M be any positive integer, and deﬁne the ﬁnite-dimensional space V˜M(S) as
V˜M(S) = span{Yl,m(, ) | |l|mM}.
Denote by VM(S) the subset of V˜M(S) containing all real-valued functions.
The L2(S)-orthogonal projection PM,S : L2(S) → VM(S) is deﬁned by
(PM,Sv − v,)S = 0,  ∈ VM(S),
or equivalently,
PM,Sv(, ) =
M∑
l=−M
M∑
m=|l|
vˆl,mYl,m(, ).
By a slight modiﬁcation of [8, Lemma 5], we obtain that for any v ∈ Hrp(S), integer r0 and 0r ,
‖PM,Sv − v‖,ScM−r |v|r,S . (3.1)
We now establish the main result on the mixed approximation using spherical harmonic and generalized Laguerre
functions, which is appropriate for three-dimensional exterior problems. For this purpose, we let =× S and deﬁne
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the spaces
0H
1
p() = {v ∈ H 1(, H 1(S)) | v(, + 2, ) = v(, , ) and v(0, , ) = 0}
and
0H
1
p,˜() = {v | v∈0H 1p() and ‖v‖1,˜,<∞}.
Their semi-norm and norm are given by
|v|1,˜, =
(
‖v‖2L2˜(,L2(S)) +
∥∥∥∥ 1cos v
∥∥∥∥2
L2(,L2(S))
+ ‖v‖2L2(,L2(S))
)1/2
,
‖v‖1,˜, = (|v|21,˜, + ‖v‖2L2˜(,L2(S)))
1/2
.
Moreover,
(u, v), =
∫

u(, , )v(, , )() dS d.
For () ≡ 1, we drop the subscript  in the notations for simplicity.
Now, let VN,M,()=0QN,() ⊗ VM(S). The orthogonal projection 0P 1N,M,:0H 1p,˜() → VN,M,() is deﬁned
by ∫

(+ 1)2(0P 1N,M,v(, , ) − v(, , ))(, , ) dS d
+
∫

1
cos2 
(0P
1
N,M,v(, , ) − v(, , ))(, , ) dS d
+
∫

(0P
1
N,M,v(, , ) − v(, , ))(, , ) dS d
+
∫

(+ 1)2(0P 1N,M,v(, , ) − v(, , ))(, , ) dS d= 0, ∀ ∈ VN,M,(). (3.2)
For description of approximation error, we shall use the following notation with integers r2 and 1:
Br, (v) =
(∫

‖r(e(1/2)v)‖21,Sr,() d
)1/2
+
(∫

(|v|2,S + |v|2−1,S + |v|2−1,S )˜() d
)1/2
.
Theorem 3.1. For any v∈0H 1p,˜() ∩ L2˜(, Hp (S)), integers r2 and 1,
‖0P 1N,M,v − v‖1,˜,c
((
+ 1

)
−r/2N1−r/2 + M1−
)
Br, (v),
provided that Br, (v) is ﬁnite.
Proof. By the deﬁnition (3.2) and projection theorem, we have that
‖0P 1N,M,v − v‖1,˜,‖− v‖1,˜,, ∀ ∈ VN,M,(). (3.3)
We take
(, , )=0˜1N,PM,Sv(, , ) ∈ VN,M,().
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Then, it remains to estimate the terms ‖0˜1N,PM,Sv−v‖H 1˜ (,L2(S)), ‖(1/ cos )(0˜N,PM,Sv−v)‖L2(,L2(S)) and
‖(0˜1N,PM,Sv − v)‖L2(,L2(S)). Firstly, by virtue of (3.1) and Lemma 2.2,
‖(0˜1N,PM,Sv − v)‖L2˜(,L2(S))
‖(0˜1N,PM,Sv − PM,Sv)‖L2˜(,L2(S)) + ‖PM,Sv − v‖L2˜(,L2(S))
c
(
+ 1

)
−r/2N1−r/2
(∫
S
|e(1/2)PM,Sv|2Ar, dS
)1/2
+ cM1−
(∫

|v|2−1,S ˜() d
)1/2
c
(
+ 1

)
−r/2N1−r/2
(∫
S
|e(1/2)v|2Ar, dS
)1/2
+ cM1−
(∫

|v|2−1,S ˜() d
)1/2
c
((
+ 1

)
−r/2N1−r/2 + M1−
)
Br, (v). (3.4)
Similarly,
‖0˜1N,PM,Sv − v‖L2˜(,L2(S))
‖0˜1N,PM,Sv − PM,Sv‖L2˜(,L2(S)) + ‖PM,Sv − v‖L2˜(,L2(S))
c
(
+ 1

)
−r/2N1−r/2
(∫
S
|e(1/2)v|2Ar, dS
)1/2
+ cM1−
(∫

|v|2−1,S ˜() d
)1/2
c
((
+ 1

)
−r/2N1−r/2 + M1−
)
Br, (v). (3.5)
Next, using (3.1) and Lemma 2.2 again yields that∥∥∥∥ 1cos (0˜1N,PM,Sv − v)
∥∥∥∥
L2(,L2(S))

∥∥∥∥ 1cos (0˜1N,PM,Sv − PM,Sv)
∥∥∥∥
L2(,L2(S))
+
∥∥∥∥ 1cos (PM,Sv − v)
∥∥∥∥
L2(,L2(S))

∥∥∥∥ 1cos (0˜1N,PM,Sv − PM,Sv)
∥∥∥∥
L2˜(,L
2(S))
+
∥∥∥∥ 1cos (PM,Sv − v)
∥∥∥∥
L2˜(,L
2(S))
c
(
+ 1

)
−r/2N1−r/2
(∫
S
∣∣∣∣ 1cos e(1/2)PM,Sv
∣∣∣∣2
Ar,
dS
)1/2
+
(∫

∥∥∥∥ 1cos (PM,Sv − v)
∥∥∥∥2
S
˜() d
)1/2
c
(
+ 1

)
−r/2N1−r/2
(∫

|r(e(1/2)v)|21,Sr,() d
)1/2
+ cM1−
(∫

|v|2,S ˜() d
)1/2
c
((
+ 1

)
−r/2N1−r/2 + M1−
)
Br, (v). (3.6)
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Moveover,
‖(0˜1N,PM,Sv − v)‖L2(,L2(S))c
((
+ 1

)
−r/2N1−r/2 + M1−
)
Br, (v). (3.7)
Finally, a combination of (3.4)–(3.7) leads to the desired result. 
4. Mixed spectral method for exterior problems
In this section, we propose the mixed spectral method for three-dimensional exterior problems.
4.1. Linear problem
Let ˜= {(r, , ) | r > 1, 0< 2,−/2/2}. The Laplacian
v(r, , ) = 1
r2
r (r
2rv(r, , )) +
1
r2 cos2 
2v(r, , ) +
1
r2 cos 
(cos v(r, , )).
We ﬁrst consider the following model problem:⎧⎪⎪⎪⎨⎪⎪⎪⎩
−W(r, , ) + W(r, , ) = F(r, , ) in ˜,
W(r, + 2, ) = W(r, , ), r1, 0< 2, || 
2
,
W(1, , ) = lim
r→∞ r
3/2W(r, , ) = 0, 0< 2, || 
2
,
(4.1)
where > 0. Moreover, we have from [4] that W(r, , ) = 0 for || = 12.
We make the variable transformation
r = + 1, W(r, , ) = U(, , ), F (r, , ) = (+ 1)−2f (, , ). (4.2)
Then (4.1) is changed to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
−((+ 1)2U(, , )) −
1
cos2 
2U(, , ) −
1
cos 
(cos U(, , ))
+(+ 1)2U(, , ) = f (, , ), in ,
U(, + 2, ) = U(, , ), 0, 0< 2, || 
2
,
U(0, , ) = lim
→∞ 
3/2U(, , ) = 0, 0< 2, || 
2
.
(4.3)
In addition, U(, , ) = 0 for || = 12.
We next introduce the bilinear form with > 0:
A(u, v) =
∫

(+ 1)2u(, , )v(, , ) dS d+
∫

1
cos2 
u(, , )v(, , ) dS d
+
∫

u(, , )v(, , ) dS d+ 
∫

(+ 1)2u(, , )v(, , ) dS d.
Obviously,
|A(u, v)| max(, 1)‖u‖1,˜,‖v‖1,˜,, (4.4)
and
A(u, u) min(, 1)‖u‖21,˜,. (4.5)
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Multiplying the equation in (4.3) by v∈0H 1p,˜() and integrating the resulting equation, we derive aweak formulation
of (4.3). It is to ﬁnd U∈0H 1p,˜() such that
A(U, v) = (f, v), ∀v∈0H 1p,˜(). (4.6)
If f ∈ (0H 1p,˜())′, then by (4.4), (4.5) and the Lax–Milgram lemma, (4.6) has a unique solution.
The mixed spectral scheme for (4.6) is to seek uN,M ∈ VN,M,() such that
A(uN,M,) = (f,), ∀ ∈ VN,M,(). (4.7)
Theorem 4.1. If U∈0H 1p,˜() ∩ L2˜(, Hp (S)) and Br, (U) is ﬁnite for integers r2 and 1, then
‖U − uN,M‖1,˜,c
((
+ 1

)
−r/2N1−r/2 + M1−
)
Br, (U).
Proof. Let UN,M=0P 1N,M,U . By the deﬁnition (3.2), we obtain from (4.6) that
A(UN,M,) = (− 1)(UN,M − U,)˜, + (f,), ∀ ∈ VN,M,(). (4.8)
Further, let u˜N,M = uN,M − UN,M . Subtracting (4.8) from (4.7) yields that
A(u˜N,M,) = (− 1)(U − UN,M,)˜,.
Taking (, , ) = u˜N,M(, , ) in the above equation, we use (4.5) to assert that
‖u˜N,M‖21,˜,c‖U − UN,M ‖˜,‖u˜N,M ‖˜,.
Therefore
‖u˜N,M‖1,˜,c‖U − UN,M ‖˜,.
This fact with Theorem 3.1 leads to the desired result. 
The numerical results are given in Section 5 of this paper, which conﬁrm the prediction by Theorem 4.1.
4.2. Nonlinear problem
We next consider the logistic-type equation with lethal boundary conditions:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
tW(r, , , t) − W(r, , , t) = W(r, , , t)(1 − W(r, , , t)) + F(r, , , t) in ˜× (0, T ],
W(r, + 2, , t) = W(r, , , t), r1, 0< 2, || 
2
, t ∈ [0, T ],
W(1, , , t) = lim
r→∞ r
3/2W(r, , , t) = 0, 0< 2, || 
2
, t ∈ [0, T ],
W(r, , , 0) = W0(r, , ), r1, 0< 2, || 2 .
(4.9)
In addition, W(r, , , t) = 0 for || = 12.
It is noted that the corresponding one-dimensional model is the well-known Fisher equation [6]. Aronson and
Weinberger [1] and Fife and Mcleod [5] also studied this kind of equations. To our knowledge, the existing work is
only for bounded domains. However, in many cases, we also need to consider the model (4.9).
We make the variable transformation
r = + 1, W(r, , , t) = U(, , , t), W0(r, , ) = U0(, , ),
F(r, , , t) = (+ 1)−2f (, , , t).
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Then (4.9) is changed to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(+ 1)2tU(, , , t) − ((+ 1)2U(, , , t)) − 1cos2 2U(, , , t)
− 1
cos (cos U(, , , t))
=(+ 1)2U(, , , t)(1 − U(, , , t)) + f (, , , t) in × (0, T ],
U(, + 2, , t) = U(, , , t), 0, 0< 2, || 2 , t ∈ [0, T ],
U(0, , , t) = lim
→∞ 
3/2U(, , , t) = 0, 0< 2, || 2 , t ∈ [0, T ],
U(, , , 0) = U0(, , ), 0, 0< 2, || 2 .
(4.10)
In addition, U(, , , t) = 0 for || = 12.
For any function u(r, , ) deﬁned on ˜, we set v(, , )= u(+ 1, , ) deﬁned on . By a direct calculation, we
can prove that for p1, the norm ‖u‖
Lp(˜) is equivalent to the norm ‖v‖Lp˜ (,Lp(S)). Similarly, the norm ‖u‖H 1(˜) is
equivalent to the norm ‖v‖1,˜,. Consequently, by the imbedding theory,
‖v‖Lp˜ (,Lp(S))c‖v‖1,˜,, 2p6. (4.11)
Now letA(u, v) be the same as before. By multiplying (4.10) by v∈0H 1p,˜() and integrating the resulting equation
by parts, we derive a weak formulation. It is to ﬁnd U(t)∈0H 1p,˜() such that{
(tU(t), v)˜, + A1(U(t), v) = (U(t)(2 − U(t)), v)˜, + (f (t), v), ∀v∈0H 1p,˜(),
U(, , , 0) = U0(, , ).
(4.12)
The mixed spectral scheme for solving (4.12) is to seek uN,M(t) ∈ VN,M,() for t0, such that⎧⎪⎪⎨⎪⎪⎩
(t uN,M(t),)˜, + A1(uN,M(t),) = (uN,M(t)(2 − uN,M(t)),)˜, + (f (t),),
∀ ∈ VN,M,(),
uN,M(0)=0P 1N,M,1,U0.
(4.13)
We now analyze the numerical error of (4.13). Let UN,M(t)=0P 1N,M,U(t). By the deﬁnition of 0P 1N,M,U , we
obtain from (4.12) that for any  ∈ VN,M,():
(tUN,M(t),)˜, + A1(UN,M(t),) = (UN,M(t)(2 − UN,M(t)),)˜, + (f (t),) −
3∑
j=1
Gj(, t), (4.14)
where
G1(, t) = (t (U(t) − UN,M(t)),)˜,,
G2(, t) = 2(UN,M(t) − U(t),)˜,,
G3(, t) = (U2(t) − U2N,M(t),)˜,.
Further, let U˜N,M(t) = uN,M(t) − UN,M(t). Subtracting (4.14) from (4.13) gives that
(t U˜N,M(t),)˜, + A1(U˜N,M(t),) = 2(U˜N,M(t),)˜, +
4∑
j=1
Gj(, t), ∀ ∈ VN,M,(), (4.15)
where
G4(, t) = (U2N,M(t) − u2N,M(t),)˜,.
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In addition, U˜N,M(0) = 0. Taking = 2U˜N,M(t) in (4.15), we get that
t‖U˜N,M(t)‖2L2˜(,L2(S)) + 2‖U˜N,M(t)‖
2
1,˜,4‖U˜N,M(t)‖2L2˜(,L2(S)) + 2
4∑
j=1
|Gj(U˜N,M, t)|. (4.16)
Obviously, by virtue of Theorem 3.1, we obtain that
|G1(U˜N,M, t)| 23‖U˜N,M(t)‖
2
L2˜(,L
2(S))
+ c
((
+ 1

)
−r/2N1−r/2 + M1−
)2
(Br, (tU(t)))
2 (4.17)
and
|G2(U˜N,M, t)| 23‖U˜N,M(t)‖
2
L2˜(,L
2(S))
+ c
((
+ 1

)
−r/2N1−r/2 + M1−
)2
(Br, (U(t)))
2
. (4.18)
Further, let ‖U(t)‖∞ = ess sup(,,)∈|U(, , , t)|. Then we use Theorem 3.1 and the imbedding inequality (4.11)
to derive that
|G3(U˜N,M, t)|
=
∣∣∣∣2 ∫

(U(t) − UN,M(t))U(t)U˜N,M(t )˜() dS d−
∫

(U(t) − UN,M(t))2U˜N,M(t )˜() dS d
∣∣∣∣
 2
3
‖U˜N,M(t)‖2L2˜(,L2(S)) + c‖U(t)‖
2∞‖U(t) − UN,M(t)‖2L2˜(,L2(S)) + c‖(U(t) − UN,M(t))‖
4
L4˜(,L
4(S))
 2
3
‖U˜N,M(t)‖2L2˜(,L2(S)) + c‖U(t) − UN,M(t)‖
4
1,˜,
+ c
((
+ 1

)
−r/2N1−r/2 + M1−
)2
‖U(t)‖2∞(Br, (U(t)))2
 2
3
‖U˜N,M(t)‖2L2˜(,L2(S)) + c
((
+ 1

)
−r/2N1−r/2 + M1−
)4
(Br, (U(t)))
4
+ c
((
+ 1

)
−r/2N1−r/2 + M1−
)2
‖U(t)‖2∞(Br, (U(t)))2. (4.19)
In the same manner, we deduce that
|G4(U˜N,M, t)| = |(uN,M(t) + UN,M(t), U˜2N,M(t))˜,|
= |(U˜N,M(t), U˜2N,M(t))˜, + 2(U(t), U˜2N,M(t))˜, + 2(UN,M(t) − U(t), U˜2N,M(t))˜,|
‖U˜N,M(t)‖L2˜(,L2(S))‖U˜N,M(t)‖
2
L4˜(,L
4(S))
+ 2‖U(t)‖∞‖U˜N,M(t)‖2L2˜(,L2(S))
+ 2‖U(t) − UN,M(t)‖L2˜(,L2(S))‖U˜N,M(t)‖
2
L4˜(,L
4(S))
‖U˜N,M(t)‖L2˜(,L2(S))‖U˜N,M(t)‖
2
1,˜, + 2‖U(t)‖∞‖U˜N,M(t)‖2L2˜(,L2(S))
+ c
((
+ 1

)
−r/2N1−r/2 + M1−
)
Br, (U(t))‖U˜N,M(t)‖21,˜,.
If Br, (U(t)) is bounded above, then for larger N and M , and r > 2, > 1,
|G4(U˜N,M, t)|‖U˜N,M(t)‖L2˜(,L2(S))‖U˜N,M(t)‖
2
1,˜, + 2‖U(t)‖∞‖U˜N,M(t)‖2L2˜(,L2(S))
+ 14‖U˜N,M(t)‖21,˜,. (4.20)
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By substituting (4.17)–(4.20) into (4.16), we derive that
t‖U˜N,M(t)‖2L2˜(,L2(S)) +
3
2
‖U˜N,M(t)‖21,˜,
4(‖U(t)‖∞ + 2)‖U˜N,M(t)‖2L2˜(,L2(S)) + 2‖U˜N,M(t)‖L2˜(,L2(S))‖U˜N,M(t)‖
2
1,˜,
+ c
((
+ 1

)
−r/2N1−r/2 + M1−
)2
Dr, (U(t)), (4.21)
where
Dr, (U(t)) = (Br, (tU(t)))2 + (‖U(t)‖2∞ + 1)(Br, (U(t)))2
+
((
+ 1

)
−r/2N1−r/2 + M1−
)2
(Br, (U(t)))
4
.
Integrating (4.21) with respect to t , we deduce that
‖U˜N,M(t)‖2L2˜(,L2(S)) +
∫ t
0
(
3
2
− 2‖U˜N,M()‖L2˜(,L2(S))
)
‖U˜N,M()‖21,˜, d
4
∫ t
0
(‖U()‖∞ + 2)‖U˜N,M()‖2L2˜(,L2(S)) d
+ c
((
+ 1

)
−r/2N1−r/2 + M1−
)2 ∫ t
0
Dr, (U()) d. (4.22)
We shall use the following lemma.
Lemma 4.1 (Guo [9, Lemma 3.1]). Assume that
• the constants b1 > 0, b20, b30 and d0,
• Z(t) and A(t) are nonnegative functions of t ,
• d(b21/b22)e−b3t1 for certain t1 > 0,• for all t t1,
Z(t) +
∫ t
0
(b1 − b2Z1/2())A() dd + b3
∫ t
0
Z() d.
Then for all t t1,
Z(t)deb3t .
We now take in Lemma 4.1,
Z(t) = ‖U˜N,M(t)‖2L2˜(,L2(S)) +
∫ t
0
‖U˜N,M()‖21,˜, d, A(t) = ‖U˜N,M(t)‖21,˜,,
d = c
((
+ 1

)
−r/2N1−r/2 + M1−
)2 ∫ T
0
Dr, (U()) d,
b1 = 12 , b2 = 2, b3 = 4(|||U |||∞ + 2), |||U |||∞ = sup0 tT ‖U(t)‖∞.
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Moreover, if r > 2, > 1 and ‖Dr, (U)‖L1(0,T ) <∞, then d → 0 as N,M → ∞. Therefore, applying Lemma 4.1 to
(4.22), we obtain that for any T > 0,
‖U˜N,M‖L∞(0,T ;L2˜(,L2(S)))∩L2(0,T ;H 1˜ (,L2(S)))
c
((
+ 1

)
−r/2N1−r/2 + M1−
)
e2(|||U |||∞+2)T
(∫ T
0
Dr, (U()) d
)1/2
. (4.23)
Finally, by a combination of (4.23) and Theorem 3.1, we reach the following conclusion.
Theorem 4.2. If U(t)∈0H 1p,˜() ∩ L2˜(, Hp (S)), ‖U(t)‖∞ and Br, (U(t)) are bounded uniformly for 0 tT ,
integers r > 2 and > 1, then for suitably larger N and M , and any T > 0,
‖U − uN,M‖L∞(0,T ;L2˜(,L2(S)))∩L2(0,T ;H 1˜ (,L2(S)))
c
((
+ 1

)
−r/2N1−r/2 + M1−
)
(e2(|||U |||∞+2)T
(∫ T
0
Dr, (U()) d
)1/2
+
(∫ T
0
(Br, (U()))
2 d
)1/2
+ sup
0 tT
Br, (U(t))). (4.24)
The numerical results are given in Section 5 of this paper, which conﬁrm the prediction by Theorem 4.2.
Remark 4.1. The result of Theorem 4.2 implies the global convergence of (4.13).
Remark 4.2. If F(r, , , t) ≡ 0 and W0(r, , )> 0, then we know from the theory of nonlinear reaction–diffusion
equations that for all t > 0, W(r, , , t) is positive and bounded above. It also does so for U(, , , t). By (4.24), for
large N and M , uN,M(, , , t) has the same property.
5. Numerical results
We present some numerical results in this section.
5.1. Scheme (4.7)
We ﬁrst describe the implementation for scheme (4.7). Let
k() = L˜(0,)k−1 () − L˜(0,)k (), 1kN ,
Z1l,m(, ) =
1√
2
sin(l)Ll,m(sin ), 1 lM, lmM,
Z2l,m(, ) =
1√
2
cos(l)Ll,m(sin ), 0 lM, lmM ,
1k,l,m(, , ) = k()Z1l,m(, ), 1kN, 1 lM, lmM ,
2k,l,m(, , ) = k()Z2l,m(, ), 1kN, 0 lM, lmM .
Besides,
Sv(, ) = 1
cos 
(cos v(, )) +
1
cos2 
2v(, ).
We have (see [4])
−SYl,m(, ) = m(m + 1)Yl,m(, ). (5.1)
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Now, let
uN,M(, , ) =
N∑
k=1
M∑
l=0
M∑
m=l
(u1k,l,m
1
k,l,m(, , ) + u2k,l,m2k,l,m(, , )).
Take(, , )=q
k′,l′,m′(, , ), q=1, 2, in (4.7). By (5.1) and the orthogonality of the system of spherical harmonic
functions, we deduce that
N∑
k=1
(∫

(+ 1)2k()k′() d+ m′(m′ + 1)
∫

k()k′() d
+
∫

(+ 1)2k()k′() d
)
u
q
k,l′,m′ = d(l′, q)gqk′,l′,m′ , 1k′N, q = 1, 2, (5.2)
where d(0, 2) = 1, d(l′, q) = 2 otherwise, and
g
q
k′,l′,m′ =
∫

f (, , )k′()Z
q
l′,m′(, ) dS d. (5.3)
Next, we introduce the matrices A = (ak′,k), B = (bk′,k), C = (ck′,k) and D = (dk′,k), with the following entries:
ak′,k =
∫

(+ 1)2k()k′() d, bk′,k =
∫

2k()k′() d,
ck′,k =
∫

k()k′() d, dk′,k =
∫

k()k′() d. (5.4)
With the aid of (2.8)–(2.10), a direct calculation shows that (see Appendix)
ak′,k =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(k′ + 1)(k′ + 2)
4
, k′ = k − 3,
− (k
′ + 1)2
2
− k
′ + 1
2
, k′ = k − 2,
−k
′2 + k′ + 2
4
+ 
4
, k′ = k − 1,
k′2 + 1

+ k′ + 
2
, k′ = k,
−k
2 + k + 2
4
+ 
4
, k′ = k + 1,
− (k + 1)
2
2
− k + 1
2
, k′ = k + 2,
(k + 1)(k + 2)
4
, k′ = k + 3,
0 otherwise,
292 Z.-Q. Wang et al. / Journal of Computational and Applied Mathematics 217 (2008) 277–298
bk′,k =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− (k
′ + 2)(k′ + 1)
3
, k′ = k − 3,
6(k′ + 1)2
3
, k′ = k − 2,
−2(k
′ + 1)(4k′ + 3) + k′(7k′ + 1)
3
, k′ = k − 1,
2(k′ + 1)(2k′ + 1) + 2k′(6k′ − 1) + 2k′2 + 2(k′ − 1)2
3
, k′ = k,
−2(k + 1)(4k + 3) + k(7k + 1)
3
, k′ = k + 1,
6(k + 1)2
3
, k′ = k + 2,
− (k + 2)(k + 1)
3
, k′ = k + 3,
0 otherwise,
ck′,k =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
k′ + 1
2
, k′ = k − 2,
−2(2k
′ + 1)
2
, k′ = k − 1,
6k′
2
, k′ = k,
−2(2k + 1)
2
, k′ = k + 1,
k + 1
2
, k′ = k + 2,
0 otherwise,
dk′,k =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−1

, k′ = k − 1,
2

, k′ = k,
−1

, k′ = k + 1,
0 otherwise.
Furthermore, we set
X
q
l′,m′ = (uq1,l′,m′ , uq2,l′,m′ , . . . , uqN,l′,m′)T, q = 1, 2,
G
q
l′,m′ = (gq1,l′,m′ , gq2,l′,m′ , . . . , gqN,l′,m′)T, q = 1, 2.
Then, we have from (5.2) that
[A + B + 2C + (+ m′(m′ + 1))D]Xq
l′,m′ = d(l′, q)Gql′,m′ , q = 1, 2. (5.5)
We now present some numerical results. We take = 1 and the test function
U(, , ) = sin 
+ 1e
−(1/2) sin(2)cos2 .
Z.-Q. Wang et al. / Journal of Computational and Applied Mathematics 217 (2008) 277–298 293
20 30 40 50 60 70 80 90 100
-14
-12
-10
-8
-6
-4
-2
N=M
lo
g
1
0
E
N
,M
,1
β=1
β=2
β=3
Fig. 1. Convergence rates with N = M .
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Fig. 2. Convergence rates with N = M .
The numerical errors of (4.7) are measured by
EN,M,1 =
(∫

(+ 1)2(U(, , ) − uN,M(, , ))2 dS d
)1/2
and
EN,M,2 = max
(,,)∈
|U(, , ) − uN,M(, , )|.
Let the modesN =M . In Figs. 1 and 2, we plot log10 EN,M,1 and log10 EN,M,2 vs.N , with various values of . They
indicate the spectral accuracy of numerical solutions. In particular, the numerical results with = 2 or 3 are better than
the numerical results with = 1. This fact demonstrates that a suitable choice of parameter  could raise the numerical
accuracy, as predicted.
294 Z.-Q. Wang et al. / Journal of Computational and Applied Mathematics 217 (2008) 277–298
5.2. Scheme (4.13)
Let  be the mesh size in time t . The fully discrete scheme for (4.13) is as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(1 − )(uN,M(t + ),)˜, + 2A1(uN,M(t + ),) = (1 + )(uN,M(t),)˜,
− 
2
A1(uN,M(t),) − (u2N,M(t),)˜, + 
(
f (t + ) + f (t)
2
,
)

, ∀ ∈ VN,M,(),
uN,M(0)=0P 1N,M,1,U0.
(5.6)
Set
uN,M(, , , t) =
N∑
k=1
M∑
l=0
M∑
m=l
(˜u1k,l,m(t)
1
k,l,m(, , ) + u˜2k,l,m(t)2k,l,m(, , )).
Take(, , )=q
k′,l′,m′(, , ), q=1, 2, in (5.6). By (5.1) and the orthogonality of the system of spherical harmonic
functions, we deduce that for 1k′N and q = 1, 2,
N∑
k=1
(

∫

(+ 1)2k()k′() d+ m′(m′ + 1)
∫

k()k′() d
+ (2 − )
∫

(+ 1)2k()k′() d
)
u˜
q
k,l′,m′(t + )
=
N∑
k=1
(
−
∫

(+ 1)2k()k′() d− m′(m′ + 1)
∫

k()k′() d
+(2 + )
∫

(+ 1)2k()k′() d
)
u˜
q
k,l′,m′(t) + d(l′, q)g˜qk′,l′,m′(t), (5.7)
where d(l′, q) is the same as in (5.2), and
g˜
q
k′,l′,m′(t) = − 2
∫

(+ 1)2u2N,M(, , , t)k′()Zql′,m′(, ) dS d
+ 
∫

(f (, , , t + ) + f (, , , t))k′()Zql′,m′(, ) dS d. (5.8)
Furthermore, we set
X˜
q
l′,m′(t) = (˜uq1,l′,m′(t), u˜q2,l′,m′(t), . . . , u˜qN,l′,m′(t))T, q = 1, 2,
G˜
q
l′,m′(t) = (g˜q1,l′,m′(t), g˜q2,l′,m′(t), . . . , g˜qN,l′,m′(t))T, q = 1, 2.
Comparing (5.7) with (5.2), we can rewrite (5.7) as the following compact matrix form:
[A + (2 − )B + (4 − 2)C + (2 − + m′(m′ + 1))D]X˜q
l′,m′(t + )
= [−A + (2 + )B + (4 + 2)C + (2 + − m′(m′ + 1))D]X˜q
l′,m′(t) + d(l′, q)G˜ql′,m′(t), (5.9)
where the matrices A, B, C and D are the same as in (5.4).
We now present some numerical results. We take the test function
U(, , , t) = (sin(2)cos
2 + 2)
(1 + e−t )(+ 2)5 .
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Fig. 3. Convergence rates with N = 6M and various .
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Fig. 4. Convergence rates with N = 6M and various .
The numerical errors of (4.13) are measured by
EN,M,1(t) =
(∫

(+ 1)2(U(, , , t) − uN,M(, , , t))2 dS d
)1/2
and
EN,M,2(t) = max
(,,)∈
|U(, , , t) − uN,M(, , , t)|.
Let the modes N = 6M . In Fig. 3, we plot log10 EN,M,1(1) vs. M , with  = 1.5 and  = 0.05, 0.005, respectively.
Clearly, the errors decay fast when M and N increase and  decreases. It is seen from Fig. 3 that for ﬁxed  = 0.05,
= 1.5 and the mode M7, the total numerical errors are dominated by the approximation errors in the space and so
decay fast as M increases. But for M > 7, the total numerical errors are dominated by the approximation errors in time
t . Thus, the numerical results keep the same accuracy, even if M and N increase again. A similar situation happens in
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Fig. 5. Convergence rates with N = 6M and various .
other cases, see Figs. 3–5. The above facts coincide very well with theoretical analysis. In particular, they indicate the
spectral accuracy in the space of scheme (5.6).
In Figs. 4 and 5, we plot log10 EN,M,1(1) and log10 EN,M,2(1) vs. M , with  = 0.005 and  = 1, 1.5. We observe
that the numerical results with  = 1.5 are better than the numerical results with  = 1. This fact demonstrates that a
suitable choice of parameter  could raise the numerical accuracy, as predicted.
6. Concluding remarks
In this paper, we introduced the mixed approximation using the spherical harmonic and generalized Laguerre func-
tions. We derived the basic results on this approximation, which play an important role in designing and analyzing
spectral methods for various three-dimensional exterior problems. As examples, we proposed the mixed spectral
schemes for two model problems. The numerical results demonstrated the high efﬁciency of the proposed method.
This new approach has several advantages:
• By taking the generalized Laguerre functions as the base functions, we can approximate exterior problems directly,
without any variable transformation. Therefore, it is much easier to be implemented. Moreover, the numerical
solutions keep the same properties as the exact solutions.
• Beneﬁtting from the orthogonality of spherical harmonic functions, we only need to solve the linear discrete systems
separately. Thereby, they are very appropriate for parallel computation and so save a lot of work.
• The adjustable parameter  offers a great ﬂexibility for matching the asymptotic behaviors of the exact solutions at
inﬁnity.
Although we only considered two model problems in this paper, the suggested methods are also applicable to
various problems arising in many ﬁelds, such as ﬂuid dynamics, electromagnetics, quantum mechanics, astrophysics,
earth science, ﬁnancial mathematics and so on.
Appendix A.
We derive the entries of matrices appearing in (5.5). In fact, (2.11) with = 0 implies that∫

L˜
(0,)
l ()L˜
(0,)
m () d=
1

	l,m. (A.1)
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Moreover, by (2.8)–(2.10), we have that
k() = 12(L˜
(0,)
k−1 () + L˜(0,)k ()), (A.2)
k() = − 12 (k − 1)L˜
(0,)
k−2 () + 12 (k − 1)L˜
(0,)
k−1 () + 12 (k + 1)L˜
(0,)
k () − 12 (k + 1)L˜
(0,)
k+1 (). (A.3)
Therefore, along with (A.1)–(A.3), a calculation yields that∫

k()k′() d=
1
4
(	k′−1,k + 2	k′,k + 	k′,k−1), (A.4)∫

2k()k′() d=
1
4
((k′ − 1)(k + 1)	k′−3,k − 2(k′ − 1)(k + 1)	k′−2,k
− (k′k − k′ + k + 3)	k′−1,k + 4(k′k + 1)	k′,k − (k′k + k′ − k + 3)	k′,k−1
− 2(k′ + 1)(k − 1)	k′,k−2 + (k′ + 1)(k − 1)	k′,k−3) (A.5)
and ∫

k()k′() d= − 14 ((k′ − 1)	k′−2,k − 2k′	k′,k + (k′ + 1)	k′,k−2). (A.6)
Next, by virtue of (2.7),
k() =
1

(−(k − 1)L˜(0,)k−2 () + (3k − 1)L˜(0,)k−1 () − (3k + 1)L˜(0,)k () + (k + 1)L˜(0,)k+1 ()). (A.7)
The above with (A.1) leads to that∫

2k()k′() d
= − 1
3
((k + 1)(k + 2)	k′−3,k − 6(k + 1)2	k′−2,k + (15k2 + 15k + 6)	k′−1,k
− (20k′2 + 4)	k′,k + (15k′2 + 15k′ + 6)	k′,k−1 − 6(k′ + 1)2	k′,k−2 + (k′ + 1)(k′ + 2)	k′,k−3) (A.8)
and ∫

k()k′() d=
1
2
((k + 1)	k′−2,k − (4k + 2)	k′−1,k + 6k′	k′,k
− (4k′ + 2)	k′,k−1 + (k′ + 1)	k′,k+2). (A.9)
Moreover, a direct calculation with (A.1) gives that∫

k()k′() d= −
1

(	k′−1,k − 2	k′,k + 	k′,k−1). (A.10)
Finally, the desired results follow from a calculation with the aid of (A.4)–(A.6) and (A.8)–(A.10).
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