Abstract: A novel method for deploying mobile sensors is proposed. The proposed method minimizes the energy consumption by deciding the target position before movement. It also deploys the sensor nodes in an optimal layout which provides maximum coverage and robust connectivity. To that end, we propose a novel topology, rake tree, in which each vertex can be matched to a position in the optimal layout. Simulation results show that the proposed method results in more coverage and consumes less energy compared to previous works.
coverage is maximized and the total moving distance is minimized while network connectivity is preserved.
Most previous studies [1, 2, 3] on sensor deployment assume that sensor nodes are randomly distributed in the entire target area before the deployment. Such random distribution of the sensor nodes can be realized manually or by dropping the sensor nodes from an aircraft. However, in practice, it may be either quite costly for large-scale sensor networks since it requires human intervention or may lead to network partition due to the unpredictability of the locations of the sensor nodes. Therefore, to reduce the cost of randomly distributing the sensor nodes and prevent network partitioning, we adopt sensor dispersion approach. In this approach, the sensor nodes are initially distributed in a small area. Then they move themselves to cover the whole target area.
Previously proposed sensor deployment methods do not work efficiently in sensor dispersion. In this letter, we present a novel method, namely rake tree method, which efficiently disperses the sensor nodes and maximizes the sensing coverage while consuming minimum energy.
Related work
The most successful and influential methods for sensor deployment are virtualforce-based methods [1, 2, 3] which exert virtual force repeatedly on each sensor node to control the distance between the sensor nodes. However, they have several major shortcomings: (1) they work in a best-effort way and do not guarantee an optimal layout; (2) movement of each sensor node is not minimized because it is not aware of the final destination; (3) termination is not guaranteed; and (4) when they are used in sensor dispersion, they take very long time to cover the entire target area. These shortcomings are mainly caused from their property that they use only local information. In the proposed rake tree method, global information is used in a scalable way.
Rake tree method
The proposed method gives each node a new position in an optimal layout before it starts to move so that it can take the shortest route and consume Fig. 1 . Examples of triangular tessellation layout, rake tree, and rake-id minimum energy. From previous research [2] , it is well-known that the triangular tessellation layout ( Fig. 1 (a) ) is the optimal layout for sensor networks in which the sensor nodes are connected robustly and the maximum area is covered without holes. In a triangular tessellation layout, each node has exactly six neighbor nodes equally distant from the node except at the boundary. Each node and its six neighbors form six equilateral triangles. Prior to deciding the target position of each node leading to the optimal layout, the rake tree method builds a rake tree from the initial deployment. Rake tree is a special type of spanning tree ( Fig. 1 (b) ). A rake tree has six subtrees, called subsidiaries. All nodes of a rake tree have specified numbers of children which can be determined from the topological position. Each node is assigned a unique rake-id which can be converted into a point in a triangular tessellation layout. Henceforth, a rake tree can be easily transformed to a triangular tessellation layout.
A rake-id is defined as a vector with three elements, denoted as (k, i, j), as shown in Fig. 1 (c). k is 0 for the root or k is the subsidiary number for other nodes. i is the level of the node in the subsidiary. If the node is the root or the first node in each level of each subsidiary, j is 1. If the node is the second node in its level in the subsidiary, j is 2, . . . , and so on.
Deployment of sensor networks by the rake tree method proceeds as described in the following subsections.
Step 1: Building initial spanning tree The rake tree method needs an initial spanning tree as the basis. Any kind of spanning tree algorithm can be used to build a spanning tree from the initial layout. The root node of the spanning tree is also determined by the spanning tree algorithm. In case it cannot be determined, an additional step can elect root node with the center node of the spanning tree which minimizes the maximum distance from the boundaries within appropriate cost. After the deployment is completed, the root node works as a normal sensor node.
Step 2: Gathering the initial layout information Each of the leaf nodes of the spanning tree initiates the rake tree method by sending its parent a message which is called layout report message. The parent waits and receives all the layout report messages from its children and aggregates the information from the children with its own information. It then sends the aggregated information to its own parent. As a result, the layout report messages go all the way up to the root node. The aggregated information in the layout report message includes the number of descendants of the sending node and the geometric average of current positions of all the descendants of the sending node.
Step 3: Building rake tree and assigning rake-ids We employ divide-and-conquer strategy to assign rake-ids on the sensor nodes. At first, the root node divides its descendants into groups so that all the members are connected in each group. Then, the root node picks a head for each group among its neighbors. Each head is assigned a rake-id and becomes the child of the root node in the rake tree. The rake-id assignment for the other nodes in each group is delegated to the head. The heads of the groups run the same process recursively.
In dividing descendants into groups, each node takes the following rules into account. (1) For the root node, the number of members in each group should be equal in order to obtain equal-sized subsidiaries ( Fig. 1 (b) ).
(2) For the first node of each level in each subsidiary,
should be satisfied in order to obtain a balanced subsidiary ( Fig. 1 (c)) . (3) The other nodes have only one group including all their descendants. This rule ensures the rake tree to be balanced.
In some cases of sparse initial deployment, it may not be possible to group nodes with specified number of members due to the lack of connectivity between sensor nodes. In this case, Rule 2 is not fully enforced and the rake tree is left unbalanced. This is because a further attempt to balance the rake tree needs movement of the sensor nodes and incurs extra energy consumption. Unbalanced rake tree causes irregular boundary in the final layout and may leave some part of the target area uncovered. However, it can be repaired by a simple heuristic as described in Step 4.
The rake-ids are determined as follows. The root node assigns itself (0, 0, 1) as its rake-id and assigns (c, 1, 1) for its cth child, sorted with respect to the angles about the parent. Other than the root node, the node with rake-id (k, i, j) assigns rake-id (k, i + 1, j c ) for its cth child where j c = c if j = 1, j c = j + 1 otherwise.
While the root node sends the rake-ids to its children, additional global informations are piggybacked which are used in Step 4 for calculation of target positions of the sensor nodes. Once all the nodes are assigned rakeids, building of the rake tree is complete. It is worth noting that while building the rake tree, any node has not moved at all.
Step 4: Moving to the target positions When a leaf node gets a rake-id, it is ready to move to target position. Then, a leaf node n calculates its target position (x n , y n ) in the triangular tessellation layout from its rake-id (k n , i n , j n ) with following formulas.
R is the communication range of the sensor nodes and α is the reference angle for revolution of the sensor nodes around the root node. α is decided by the root node to minimize the revolving movement of the sensor nodes which can be derived from the average of the current positions of all the nodes in each subsidiary. α is received along the rake-id assignment messages in Step 3.
Once the target position is determined, each leaf node actually moves itself to the target position after reporting its parent that it is starting to move. It moves along the shortest route to the target position to minimize the energy consumption. The parent of the leaf node waits for the reports from all its children before reporting to its own parent and moving to the target position. This reduces collisions because the nodes outside start to disperse before the nodes inside. Eventually, the reports go up to the root node and all the nodes move to the target positions which results in the triangular tessellation layout.
Before moving to the target position, a simple heuristic can be applied to repair the irregular boundary and build a balanced rake tree. If a node has its target position outside the target area, it does not move to the target position and, instead, searches for an unoccupied position inside the balanced rake tree by visiting each position one by one. As all the nodes stay inside the balanced rake tree, the irregular boundary is successfully repaired. Fig. 2 (a) shows a deployment result of rake tree method with boundary repair (denoted as Rake-BR). It is guaranteed that the deployment result is a triangular tessellation layout with regular boundary. Simulations were run with 100 sensor nodes with communication range of 5 units distance and sensing range of 5/ √ 3 units distance. Initially the sensor nodes were randomly distributed in 25 square units area. Fig. 2 (b) shows a deployment result of rake tree method without boundary repair (denoted as Rake) which presents the triangular tessellation layout with irregular boundary. Fig. 2 (c) shows a deployment result of Minimax [1] which is one of the virtual-force-based methods. It ran for 100 iterations but the sensor nodes did not disperse sufficiently. The coverage improvement was not significant after 100 iterations. The performance of rake tree method is evaluated along with VEC [1] , VOR [1] , and Minimax, which are all based on virtual force. VEC, VOR, and Minimax ran for 100 iterations each. As shown in Fig. 3 , the rake tree method, either with or without boundary repair, shows better performance in terms of coverage and moving distance than other methods. The only exception is the moving distance compared to VEC. This is because VEC disperses the sensor nodes so slowly that it has small movement and also small coverage. In Fig. 3 (a) , as the initial deployment area increases, the coverage of the rake tree method without boundary repair decreases because as the initial deployment gets sparser, the boundary of the result gets more irregular and more nodes move outside the target area. With rake tree method with boundary repair, all the nodes stay in the target area without leaving any hole which results in optimal coverage. It is notable that the total moving distance of them is only almost the same as that of rake tree method without boundary repair. It is because the total distance they move in search for the unoccupied positions is almost the same as the total distance they move to the original target position derived from the assigned rake-ids.
Performance evaluation

Conclusion
The proposed rake tree method takes the target positions in an optimal layout and moves each sensor node along the shortest route which results in minimum energy consumption. It produces optimal layout which guarantees the robust connectivity and the maximum coverage. As a future work, we are working on further reducing the moving distance without ruining the optimal layout. Also, more considerations are put into the environments with obstacles.
