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Abstract
The derivatives with respect to order for the Bessel functions Jν(x)
and Yν(x), where ν > 0 and x 6= 0 (real or complex), are studied. Rep-
resentations are derived in terms of integrals that involve the products
pairs of Bessel functions, and in turn series expansions are obtained for
these integrals. From the new integral representations for ∂Jν(x)/∂ν and
∂Yν(x)/∂ν, asymptotic approximations involving Airy functions are con-
structed for the case ν large, which are uniformly valid for 0 < x <∞.
1 Introduction
Due to their importance in mathematics and physics, Bessel functions have
been extensively studied in the literature. Their main properties can be found
by perusing various classic textbooks on the subject ([1], [7], [11], [13], [16]),
and, most recently, [14, Chap. 10]. The purpose of this paper is to study
the order derivatives of Bessel functions. The literature is relatively sparse on
the properties of these functions, with none currently existing on their uniform
asymptotic properties. We remark that the order derivatives are used in the
study of the monotonicity with respect to order of Bessel functions, which in
turn has applications in quantum mechanics [9].
For some integral representations see [3] and [12] (the latter for the special
case ν = ± 12 ), and for certain series representations see [4], [8, §8.486(1)], [10,
§9.4.4] and [15]. We also mention that in [5] modified Bessel functions play a
role in the study of the order derivatives of Legendre functions
In this paper we derive new integral representations for the derivatives with
respect to order of Bessel and Hankel functions (§2), new series expansions for
the integrals appearing in these representations (§3), and uniform asymptotic
approximations for the order derivatives of Jν (x) and Yν (x) (§§4 and 5).
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2 Integral representations for order derivatives
of Bessel functions
Our first result is as follows.
Proposition 1 For ν > 0, |arg (z)| ≤ pi, and z 6= 0
∂Jν (z)
∂ν
= νpiYν (z)
∫ z
0
J2ν (t)
t
dt+ νpiJν (z)
∫ ∞
z
Jν (t)Yν (t)
t
dt. (1)
If z is complex the paths of integration must lie in C\ (−∞, 0] (except at the
end point for the first integral), and with the end point at infinity in the second
integral on the positive real axis.
Proof. For convenience, here and throughout we denote
Jˆν (z) = ∂Jν (z) /∂ν, Yˆν (z) = ∂Yν (z) /∂ν.
Then, from the ν derivative of Bessel’s equation, we have
z2
d2Jˆν (z)
dz2
+ z
dJˆν (z)
dz
+
(
z2 − ν2) Jˆν (z) = 2νJν (z) . (2)
We then apply the method of variation of parameters, to obtain
Jˆν (z) = νpiYν (z)
∫ z
0 t
−1J2ν (t) dt+ νpiJν (z)
∫∞
z t
−1Jν (t)Yν (t) dt
+cνJν (z) + dνYν (z) ,
(3)
for certain constants cν and dν . Recalling the behavior of Bessel functions as
z → 0+(see for example, [14, Eqs. (10.7.3, (10.7.4) and (10.15.1)]), we observe
that the LHS is bounded, whereas the RHS is bounded if and only if dν = 0,
which we conclude must be the case.
To determine cν we compare both sides as z → ∞. To do so, we use the
well-known approximations [14, §10.17(i)]
(piz
2
)1/2
Jν (z) = cos
(
z − 12νpi − 14pi
){
1−
(
4ν2 − 1) (4ν2 − 9)
128z2
}
− sin (z − 12νpi − 14pi) 4ν2 − 18z +O
(
1
z3
)
,
(4)
and
(piz
2
)1/2
Yν (z) = sin
(
z − 12νpi − 14pi
){
1−
(
4ν2 − 1) (4ν2 − 9)
128z2
}
+cos
(
z − 12νpi − 14pi
) 4ν2 − 1
8z
+O
(
1
z3
)
.
(5)
2
Taking the ν derivative of (4), we have (formally) for the LHS of (3)
Jˆν (z) ∼
( pi
2z
)1/2
sin
(
z − 1
2
νpi − 1
4
pi
)
(z →∞) . (6)
This can be verified, for example, by a straightforward modification of the saddle
point method found in [13, Chap. 4, §9.1] to the integral representation
Jˆν (z) = − 1
2pii
∫ −∞−pii
−∞+pii
t exp {−z sinh (t) + νt} dt
(
|arg z| < 1
2
pi
)
.
On the other hand, from (4) and (5), we find the RHS of (3) takes the form
( pi
2z
)1/2
sin
(
z − 1
2
νpi − 1
4
pi
)
+cν
(
2
piz
)1/2
cos
(
z − 1
2
νpi − 1
4
pi
)
+O
(
1
z3/2
)
.
(7)
In arriving at this we have used [16, p. 405]∫ ∞
0
J2ν (t)
t
dt =
1
2ν
. (8)
Comparing (6) with (7) we deduce that cν = 0, and the result (1) follows.
Proposition 2 Under the same conditions as Proposition 1.1
∂Yν (z)
∂ν
= νpiJν (z)
∫ ∞
z
Y 2ν (t)
t
dt−νpiYν (z)
∫ ∞
z
Jν (t)Yν (t)
t
dt− 1
2
piJν (z) . (9)
Proof. From [14, Eq. (10.22.6)] we have, for µ 6= ±ν,∫ Cµ (z)Dν (z)
z
dz =
z {Cµ (z)Dν+1 (z)− Cµ+1 (z)Dν (z)}
(µ2 − ν2) +
Cµ (z)Dν (z)
µ+ ν
+ C,
(10)
where C is some constant. We first choose C = J and D = Y , and we shall select
C so that the RHS is finite as µ→ ν. To do so, note from [14, Eq. (10.5.2)]
Jν+1 (z)Yν (z)− Jν (z)Yν+1 (z) = 2/ (piz) . (11)
Thus the choice
C =
2
pi (µ2 − ν2) + C0 =
z {Jν+1 (z)Yν (z)− Jν (z)Yν+1 (z)}
µ2 − ν2 + C0,
ensures that the RHS of (10) is indeed finite as µ → ν, for any bounded C0.
Thus we can assert that
∫∞
z
Jµ (t)Yν (t)
t
dt = −zYν+1 (z)
µ+ ν
(
Jµ (z)− Jν (z)
µ− ν
)
+
zYν (z)
µ+ ν
(
Jµ+1 (z)− Jν+1 (z)
µ− ν
)
− Jµ (z)Yν (z)
µ+ ν
+ C0.
(12)
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where C0 is now a specific constant which must be determined. To do so, we
let µ→ ν, and (12) then becomes∫ ∞
z
Jν (t)Yν (t)
t
dt =
z
2ν
[
∂Jν+1 (z)
∂ν
Yν (z)− ∂Jν (z)
∂ν
Yν+1 (z)
]
−Jν (z)Yν (z)
2ν
+C0.
(13)
Letting z → ∞ with ν fixed, we find with the aid of (4) and (5) that C0 = 0.
Moreover, it is seen that∫ ∞
z
Jν (t) Yν (t)
t
dt =
sin (2z − νpi)
2piz2
+O
(
1
z3
)
(z →∞) , (14)
for each fixed ν.
We next interchange J and Y in (13), to obtain∫ ∞
z
Jν (t)Yν (t)
t
dt =
z
2ν
[
∂Yν+1 (z)
∂ν
Jν (z)− ∂Yν (z)
∂ν
Jν+1 (z)
]
− Jν (z)Yν (z)
2ν
.
(15)
We can obtain a similar expression by replacing J by Y in (13), noting that the
value of C0 may differ. In fact, from comparing both sides of (13) as z → ∞
and referring to (4) and (5) we find this time that C0 = 1/ (2ν). Consequently,
we arrive at∫ ∞
z
Y 2ν (t)
t
dt =
z
2ν
[
∂Yν+1 (z)
∂ν
Yν (z)− ∂Yν (z)
∂ν
Yν+1 (z)
]
− Y
2
ν (z)− 1
2ν
. (16)
Finally, eliminating ∂Yν+1 (x) /∂ν from (15) and (16), and using (11), yields (9)
Using the behavior of Hankel functions at infinity, and in a similar manner
to the proof of (1), one can show that the following result holds. Details of the
proof are left to the reader.
Lemma 3 For ν > 0 and z 6= 0
∂H
(1)
ν (z)
∂ν
=
1
2
pii
[
νH
(1)
ν (z)
∫∞
z t
−1H
(1)
ν (t)H
(2)
ν (t) dt
−νH(2)ν (z)
∫∞
z t
−1
{
H
(1)
ν (t)
}2
dt−H(1)ν (z)
]
.
(17)
Likewise, for ∂H
(2)
ν (z) /∂ν, in (17) interchange the superscripts (1) and (2)
and replace i by −i throughout.
3 Series expansions for integrals involving prod-
ucts of Bessel functions
Here we obtain a number of series expansions for the integrals appearing in
§2. While power series expansions exist for Jˆν (z) and Yˆν (z) themselves (see
4
[14, §10.15], these are only useful for small z, or for special values of ν. Also,
expansions of the integrals themselves is of importance in scattering theory, as
noted below.
Our results appear to be new, and are complementary to certain results ap-
pearing in the literature. In particular, from [16, p. 152], we have the following
expansion.
Lemma 4 For positive x and ν∫ x
0
J2ν (t)
t
dt =
1
2ν
∞∑
n=0
εnJ
2
ν+n (x), (18)
where ε0 = 1 and εn = 2 otherwise.
This result was generalized in [6]; in that paper it is shown how series of
this type allows one to write the spherical harmonic component of the Coulomb
kernel |r− r′|−1 as a numerically stable series.
The integral in (18) diverges when ν = 0. However, from (8), we see that
(18) can be re-expressed in the form∫ ∞
x
J2ν (t)
t
dt =
1
2ν
− 1
2ν
∞∑
n=0
εnJ
2
ν+n (x).
The integral here now converges when ν = 0 for each positive x, and limit-
ing value of the RHS can therefore be found as ν → 0. In particular, using
L’Hopital’s rule, we find that∫ ∞
x
J20 (t)
t
dt = −
∞∑
n=0
εnJn (x) Jˆn (x). (19)
To obtain a similar result to (18) for the integrals appearing in (1) and (9), we
shall require the following.
Lemma 5 For each positive fixed x∫ ∞
x
Jν (t)Yν (t)
t
dt =
1
νpi
ln
( x
2ν
)
+O
(
1
ν3
)
, (20)
as ν →∞.
Proof. Using
Jν (x) =
(x
2
)ν ∞∑
k=0
(−1)k
(
1
4x
2
)k
k!Γ (ν + k + 1)
, (21)
and, assuming temporarily that ν is not an integer,
Yν (x) =
Jν (x) cos (νpi)− J−ν (x)
sin (νpi)
, (22)
we find from (13) that (20) holds. By continuity the condition ν not an integer
can now be relaxed.
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Proposition 6 For positive x, and ν 6= 0,−1,−2,−3, · · ·∫ ∞
x
Jν (t)Yν (t)
t
dt =
ln
(
1
2x
)− ψ (ν)
νpi
− 1
2ν
∞∑
n=0
{
εnJν+n (x)Yν+n (x) +
2
pi (ν + n)
}
,
(23)
where ψ (ν) is the Psi function [14, §5.2(i)]. For ν = −1,−2,−3, · · · (23) holds
with ν replaced by |ν|on the RHS.
Proof. Firstly we assume ν 6= 0,−1,−2,−3, · · · . Then using
C′p (t) =
1
2
Cp−1 (t)− 1
2
Cp+1 (t) ,
we have
{Jν+n (t)Yν+n (t)}′ = 12 {Jν+n (t)Yν+n−1 (t)− Jν+n+1 (t)Yν+n (t)}
+ 12 {Jν+n−1 (t)Yν+n (t)− Jν+n (t)Yν+n+1 (t)} .
On summing both sides from n = 0 to n = N yields, via telescoping,
N∑
n=0
{Jν+n (t)Yν+n (t)}′ = 12Jν (t)Yν−1 (t) + 12Jν−1 (t)Yν (t)
− 12Jν+N+1 (t)Yν+N (t)− 12Jν+N (t)Yν+N+1 (t) .
(24)
We plan to let N →∞. Next we use
Cp−1 (t) = (p/t) Cp (t) + C′p (t) ,
to obtain from (24)
N∑
n=0
{Jν+n (t)Yν+n (t)}′ = (ν/t)Jν (t)Yν (t) + 12 {Jν (t)Yν (t)}′
− ((ν +N) /t) Jν+N (t)Yν+N (t)− 12 {Jν+N (t)Yν+N (t)}
′
.
Integrating this from t = x to t =∞, and using (4) and (5), then yields
1
2Jν (x)Yν (x)− 12Jν+N (x) Yν+N (x)−
N∑
n=0
Jν+n (x)Yν+n (x)
= ν
∫∞
x t
−1Jν (t)Yν (t) dt− (ν +N)
∫∞
x t
−1Jν+N (t)Yν+N (t) dt.
(25)
But, for fixed x > 0, we have from (21) and (22)
Jν+n (x)Yν+n (x) = − 1
pi (ν + n)
− x
2
2pi (ν + n)3
+O
(
1
n4
)
,
as n→∞. Thus, in order to ensure that the series in (25) converges as N →∞,
we rewrite the equation as
1
2Jν (x)Yν (x)− 12Jν+N (x)Yν+N (x)−
N∑
n=0
{
Jν+n (x) Yν+n (x) +
1
pi (ν + n)
}
= ν
∫∞
x
Jν (t)Yν (t)
t
dt− 1
pi
N∑
n=0
1
ν + n
− (ν +N) ∫∞
x
Jν+N (t) Yν+N (t)
t
dt.
(26)
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Next, it is well known that [14, Chap. 5]
N∑
n=0
1
ν + n
= ψ (ν +N + 1)− ψ (ν) = ln (N)− ψ (ν) +O
(
1
N
)
(N →∞) .
(27)
Moreover, from (20),
(ν +N)
∫ ∞
x
Jν+N (t)Yν+N (t)
t
dt =
1
pi
ln
( x
2N
)
+O
(
1
N
)
. (28)
Using (27) and (28), and then letting N →∞ in (26), yields (23).
Finally, for ν = −1,−2,−3, · · · , we observe that Jν (t)Yν (t) = J−ν (t)Y−ν (t)
([14, §10.4]), and hence (23) holds with ν replaced by |ν| on the RHS.
In the case ν = 0 we take limits for the RHS of (23), and we obtain∫ ∞
x
J0 (t)Y0 (t)
t
dt = −1
2
∞∑
n=0
εn
∂
∂ν
{Jν+n (x)Yν+n (x)}
∣∣∣∣
ν=0
. (29)
In deriving this we used L’Hopital’s rule, along with the relation
1
ν2
− ψ′ (ν) = −pi
2
6
+O (ν) (ν → 0) .
We note in passing that if we multiply both sides of (23) by ν, and then set
ν = 0, we obtain the following new result.
Corollary 7 For positive x
∞∑
n=1
{
Jn (x) Yn (x) +
1
pin
}
=
ln
(
1
2x
)
+ γ
pi
− 1
2
J0 (x) Y0 (x) . (30)
Finally, in order to obtain a complementary representation for
∫∞
x t
−1Y 2ν (t) dt,
one can use the identity
J−ν (t)Y−ν (t) = cos (2νpi)Jν (t) Yν (t) +
1
2
sin (2νpi)
{
J2ν (t)− Y 2ν (t)
}
. (31)
(see [14, (10.4.5)]. Thus, on integrating from t = x to t =∞, we obtain
∫∞
x
Y 2ν (t)
t
dt =
∫∞
x
J2ν (t)
t
dt+ 2 cot (2νpi)
∫∞
x
Jν (t)Yν (t)
t
dt
−2 csc (2νpi) ∫∞x J−ν (t)Y−ν (t)t dt,
(32)
provided 2ν is not an integer. Then one can substitute (8), (18), and (23) (with
ν replaced by −ν for the third integral in (32)) to obtain the desired result.
If 2ν = p is an integer we can take limits in (31), and in particular use
lim
2ν→p
cos (2νpi)Jν (t)Yν (t)− J−ν (t) Y−ν (t)
sin (2νpi)
=
1
2pi
∂
∂ν
{Jν (t)Yν (t)}
∣∣∣∣
ν=p/2
+
(−1)p
2pi
∂
∂ν
{Jν (t)Yν (t)}
∣∣∣∣
ν=−p/2
.
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As a result, we have
∫∞
x
Y 2p/2 (t)
t
dt =
∫∞
x
J2p/2 (t)
t
dt+
1
pi
∂
∂ν
∫∞
x Jν (t)Yν (t) dt
∣∣
ν=p/2
+
(−1)p
pi
∂
∂ν
∫∞
x Jν (t) Yν (t) dt
∣∣
ν=−p/2
.
(33)
4 Uniform asymptotic approximations for Jˆν (νx)
and Yˆν (νx)
We now obtain uniform asymptotic approximations for the order derivatives of
Jν (x) and Yν (x) for large ν, in terms of the Airy functions Ai (x) and Bi (x).
For brevity we restrict our consideration to real argument and leading order
approximations, although extensions to complex argument and expansions are
feasible from our methods. Explicit error bounds are also available from the
corresponding ones for the Bessel functions themselves, but again for brevity we
only include order estimates.
We note in passing the well-known behavior of Airy functions, given by
Ai (x) ∼ exp
(− 23x3/2)
2
√
pix1/4
, Bi (x) ∼ exp
(
2
3x
3/2
)
√
pix1/4
(x→∞) , (34)
and
Ai (x) ∼
cos
(
2
3 |x|3/2 − 14pi
)
√
pi |x|1/4
, Bi (x) ∼ −
sin
(
2
3 |x|3/2 − 14pi
)
√
pi |x|1/4
(x→ −∞) .
(35)
Moreover, Ai (x) and Bi (x) have no zeros for 0 ≤ x <∞.
We shall employ the corresponding uniform approximations for the Bessel
functions themselves, a brief description of which is given as follows. Let c =
−0.36604 · · · be the largest real root of the equation Ai (x) = Bi (x), and define
the weight function of Ai (x) and Bi (x) by
E (x) = 1 (−∞ < x ≤ c)
E (x) = {Bi (x) /Ai (x)}1/2 (c ≤ x <∞) ,
and the modulus function by
M (x) =
{
Ai2 (x) + Bi2 (x)
}1/2
(−∞ < x ≤ c) ,
M (x) = {2Ai (x) Bi (x)}1/2 (c ≤ x <∞) .
Next, introduce a new variable ζ by
2
3
ζ3/2 = ln
{
1 +
(
1− x2)1/2
x
}
− (1− x2)1/2 (0 < x ≤ 1) , (36)
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23
(−ζ)3/2 = (x2 − 1)1/2 − sec−1 (x) (1 ≤ x <∞) , (37)
all functions taking their principal values, with ζ =∞, 0,−∞, corresponding to
x = 0, 1,∞, respectively. Note ζ → −∞ as x→∞ such that
x =
2
3
(−ζ)3/2 + 1
2
pi +O
(
|ζ|−3/2
)
, (38)
and ζ →∞ as x→ 0+ such that
x = 2 exp
(
−2
3
ζ3/2 − 1
)
+O
{
exp
(
−4
3
ζ3/2
)}
. (39)
For complex x and ζ, the transformation is given by (36), where the branches
take their principal values when x ∈ (0, 1) and ζ ∈ (0,∞), and are continuous
elsewhere.
From [13, Chap. 11, §10] we then have
Yν (νx) = − 1
ν1/3
(
4ζ
1− x2
)1/4 {
Bi
(
ν2/3ζ
)
+ ε1 (ν, ζ)
}
, (40)
and
Jν (νx) =
1
ν1/3
(
4ζ
1− x2
)1/4 {
Ai
(
ν2/3ζ
)
+ ε2 (ν, ζ)
}
, (41)
where
ε1 (ν, ζ) = O
(
ν−1
)
E
(
ν2/3ζ
)
M
(
ν2/3ζ
)
, (42)
and
ε2 (ν, ζ) = O
(
ν−1
)
M
(
ν2/3ζ
)
/E
(
ν2/3ζ
)
, (43)
uniformly for 0 < x <∞ (i.e. −∞ < ζ <∞).
We shall also utilize the uniform approximation
H(1)ν (νx) =
2e−pii/3
ν1/3
(
4ζ
1− x2
)1/4
Ai
(
e2pii/3ν2/3ζ
){
1 +O
(
1
ν
)}
, (44)
where (for our purposes) x and ζ are complex, with −pi ≤ arg (ζ) < − 13pi, and
correspondingly x lying in a certain unbounded subset of the upper half plane
(see [13, Chap. 11, §10]). A fundamental property of Ai (e2pii/3ν2/3ζ) is that for
large ν it is exponentially small in the sector −pi < arg (ζ) < − 13pi (and likewise
H
(1)
ν (νx) for x in the upper half plane and lying outside a certain domain which
contains the origin: see Figs. 10.1 and 10.2 of [13, Chap. 11]).
Now, from (1) and (9) we have
Jˆν (νx) = νpiJν (νx) I1 (ν, νx) + νpiYν (νx) I2 (ν, νx) , (45)
and
Yˆν (νx) = νpiJν (νx) I3 (ν, νx)− νpiYν (νx) I1 (ν, νx)− 1
2
piJν (νx) , (46)
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where
I1 (ν, t) =
∫ ∞
t
Jν (s)Yν (s)
s
ds, (47)
I2 (ν, t) =
∫ t
0
J2ν (s)
s
ds, (48)
and
I3 (ν, t) =
∫ ∞
t
Y 2ν (s)
s
ds. (49)
The Bessel functions in (45) and (46) can immediately be replaced by their
Airy function approximations, given above. Regarding the integrals Ij (ν, t)
(j = 1, 2, 3) we note, from (40) - (43) and (35), that the integrands in (47)
and (49) are highly oscillatory in the interval ν < s < ∞, and likewise for
(48) if t > ν. This is detrimental in numerical evaluations, so our goal is to
approximate these integrals by readily computable functions and/or integrals
with monotonic or slowly varying integrands.
Our results are summarized in Theorem 4.2 below. In this section and the
next, ζ (t) appearing in an integral denotes the function given by (36) and (37)
with x replaced by t, and similarly x (η) is given by (36) and (37) with ζ replaced
by η.
Before stating our main theorem, we shall require the following result.
Lemma 8 Let
L (ν, t) =
∫ ∞
t
{
H
(1)
ν (s)
}2
2s
ds. (50)
Then as ν →∞
L (ν, νx) =
4e−2pii/3
ν2/3
∫ i∞
x
(
ζ (t)
1− t2
)1/2 Ai2 (e2pii/3ν2/3ζ (t))
t
dt
{
1 +O
(
1
ν
)}
,
(51)
uniformly for 1 ≤ x <∞. Here the path of integration lies in the first quadrant
and is bounded away from the boundary EPB in Fig. 10.1 of [13, Chap. 11,
§10], except for the endpoint when it is located at x = 1.
Proof. We make a simple change of variable s = νt to obtain from (50)
L (ν, νx) =
∫ ∞
x
{
H
(1)
ν (νt)
}2
2t
dt. (52)
We then use (44) in the integrand, and deform the path of integration from
the positive x-axis to the stated path. The deformation is justifiable since
the integrand is holomorphic in the first quadrant, and exponentially small at
x = i∞.
Note that e2pii/3ζ → +∞ as x → i∞, and hence the Airy function in the
integrand of (51) is non-zero and (in absolute value) rapidly decreasing along
the path of integration.
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Theorem 9 For large ν, uniformly for 0 < x ≤ 1 (0 ≤ ζ <∞),
I1 (ν, νx) = ImL (ν, ν)
− 2
ν2/3
∫ 1
x
(
ζ (t)
1− t2
)1/2 Ai (ν2/3ζ (t))Bi (ν2/3ζ (t))
t
dt
{
1 +O
(
1
ν
)}
,
(53)
I2 (ν, νx) =
2
ν2/3
∫ x
0
(
ζ (t)
1− t2
)1/2 Ai2 (ν2/3ζ (t))
t
dt
{
1 +O
(
1
ν
)}
, (54)
and
I3 (ν, νx) =
2
ν2/3
∫ 1
x
(
ζ (t)
1− t2
)1/2 Bi2 (ν2/3ζ (t))
t
dt
{
1 +O
(
1
ν
)}
− ReL (ν, ν)
+
1
ν2/3
∫∞
1
(
ζ (t)
1− t2
)1/2 Ai2 (ν2/3ζ (t))+Bi2 (ν2/3ζ (t))
t
dt
{
1 +O
(
1
ν
)}
.
(55)
For large ν, uniformly for 1 ≤ x <∞ (−∞ < ζ ≤ 0)
I1 (ν, νx) = ImL (ν, νx) , (56)
I2 (ν, νx) =
1
2ν
− ReL (ν, νx)
− 1
ν2/3
∫∞
x
(
ζ (t)
1− t2
)1/2 Ai2 (ν2/3ζ (t))+Bi2 (ν2/3ζ (t))
t
dt
{
1 +O
(
1
ν
)}
,
(57)
and
I3 (ν, νx) = −ReL (ν, νx)
+
1
ν2/3
∫∞
x
(
ζ (t)
1− t2
)1/2 Ai2 (ν2/3ζ (t))+Bi2 (ν2/3ζ (t))
t
dt
{
1 +O
(
1
ν
)}
.
(58)
In these, L (ν, νx) is approximated by (51).
Remark. The Airy functions in the integrals appearing in (53), (54), and
the first integral on the RHS of (55) are all non-oscillatory, since their arguments
are nonnegative. From (35) we also note that
Ai2
(
ν2/3ζ
)
+ Bi2
(
ν2/3ζ
)
∼ 1/
(
piν1/3 |ζ|1/2
) (
ν2/3ζ → −∞
)
,
and indeed, as seen (for example) from [14, Eq. (9.11.4)], this function is mono-
tonic. Therefore the second integral on the RHS of (55), as well as integrals
appearing in (57) and (58) are slowly varying, and consequently all the inte-
grals in question are numerically stable.
Proof. Making the change of variable s = νt in (47) we have
I1 (ν, νx) =
∫ ∞
x
Jν (νt)Yν (νt)
t
dt, (59)
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(with similar representations used for I2 (ν, νx) and I3 (ν, νx)). We next use
H
(1)
ν (t) = Jν (t) + iYν (t) to give the relation
Jν (t)Yν (t) =
1
2
Im
{(
H(1)ν (t)
)2}
,
for t positive. Then, using this in (59) and referring to (52), we see that (56)
follows.
For 0 < x ≤ 1 we express I1 (ν, νx) in the form
I1 (ν, νx) =
∫ 1
x
Jν (νt)Yν (νt)
t
dt+
∫ ∞
1
Jν (νt)Yν (νt)
t
dt. (60)
The first integral here has a desired monotonic integrand, and using (40) and
(41) it can be approximated by
∫ 1
x
Jν (νt)Yν (νt)
t
dt
= − 2
ν2/3
∫ 1
x
(
ζ (t)
1− t2
)1/2 Ai (ν2/3ζ (t))Bi (ν2/3ζ (t))
t
dt
{
1 +O
(
1
ν
)}
.
(61)
For the second integral, we have from (56),∫ ∞
1
Jν (νt) Yν (νt)
t
dt = I1 (ν, ν) = ImL (ν, ν) . (62)
Thus (60), (61) and (62) establishes (53).
Similarly to (61), we use (41) in (48) to obtain (54) for the case 0 < x ≤ 1.
For 1 ≤ x <∞ we use (8) to rewrite
I2 (ν, νx) =
1
2ν
−
∫ ∞
x
J2ν (νt)
t
dt. (63)
Next, in this we use
J2ν (t) =
1
2
Re
{(
H(1)ν (t)
)2}
+
1
2
H(1)ν (t)H
(2)
ν (t) ,
to arrive at
∫ ∞
x
J2ν (νt)
t
dt = Re
∫ ∞
x
{
H
(1)
ν (νt)
}2
2t
dt+
∫ ∞
x
J2ν (νt) + Y
2
ν (νt)
2t
dt. (64)
Thus (57) follows from (40), (41), (50), (63) and (64).
Similarly to (64), we use (49) along with
Y 2ν (t) =
1
2
H(1)ν (t)H
(2)
ν (t)−
1
2
Re
{(
H(1)ν (t)
)2}
,
12
to arrive at (58).
Finally, for 0 < x < 1, we write
I3 (ν, νx) =
∫ 1
x
Y 2ν (νt)
t
dt+
∫ ∞
1
Y 2ν (νt)
t
dt.
The approximation (55) then follows from using (40) in the first of these inte-
grals, and using (58) (with x = 1) for the second integral.
As an illustration, let ν = 100 and x = 0.5. The exact values that follow
are obtained using the fdiff routine in MAPLE with sufficient precision. From
(45) we obtain the approximation Jˆ100 (50) ≈ −1.47735 × 10−21, compared
to the exact value Jˆ100 (50) = −1.47702... × 10−21. Similarly, from (46), we
obtain the approximation Yˆ100 (50) ≈ −4.31473× 1018, compared to the value
Yˆ100 (50) = −4.31569× 1018.
Likewise, if we choose ν = 100 and x = 5, we obtain the approximations
Jˆ100 (500)
≈ 0.0150731 and Yˆ100 (500) ≈ −0.0470087. In comparison, the exact values are
Jˆ100 (500) = 0.0150695 · · · and Yˆ100 (500) = −0.0470099 · · · .
5 Asymptotic approximations of the integrals
appearing in Theorem 4.2
The integrals in Theorem 4.2 involve Airy functions, and as such it is desirable
to have explicit asymptotic approximations for them. These will involve the
following integrals
Gki,j (ν, ζ) =
∫
ζkyi
(
ν2/3ζ
)
yj
(
ν2/3ζ
)
dζ, (65)
for i = 1, 2, j = 1, 2, and k = 0, 1, 2; here y1 (t) = Ai (t) and y2 (t) = Bi (t). The
key is that these integrals can be explicitly evaluated, and in particular from [2]
we have (with i and j not necessarily distinct)
G0i,j (ν, ζ) = ζyi
(
ν2/3ζ
)
yj
(
ν2/3ζ
)
− ν−2/3y′i
(
ν2/3ζ
)
y′j
(
ν2/3ζ
)
, (66)
G1i,j (ν, ζ) =
1
3ζ
2yi
(
ν2/3ζ
)
yj
(
ν2/3ζ
)− 13ν−2/3ζy′i (ν2/3ζ) y′j (ν2/3ζ)
+ 16ν
−4/3
{
yi
(
ν2/3ζ
)
y′j
(
ν2/3ζ
)
+ y′i
(
ν2/3ζ
)
yj
(
ν2/3ζ
)}
,
(67)
and
G2i,j (ν, ζ) = − 15ν−2/3ζ2y′i
(
ν2/3ζ
)
y′j
(
ν2/3ζ
)
+ 15ν
−4/3ζ
{
yi
(
ν2/3ζ
)
y′j
(
ν2/3ζ
)
+ y′i
(
ν2/3ζ
)
yj
(
ν2/3ζ
)}
+ 15
(
ζ3 − ν−2) yi (ν2/3ζ) yj (ν2/3ζ) . (68)
Next let
a0 = 2
−2/3, a1 =
2
5
, a2 =
3
35
22/3, (69)
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these being the first three coefficients in the Maclaurin expansion
ζ
1− x2 =
∞∑
k=0
akζ
k,
(
|ζ| <
(
3
2
pi
)2/3)
; (70)
see [13, Chap. 11, §10]. Finally, let x0 = 1− ν−1/3(correspondingly ζ0 = ζ (x0)
= (2/ν)1/3 + O
(
ν−2/3
)
), and x1 = 1 + ν
−1/3(correspondingly ζ1 = ζ (x1) =
− (2/ν)1/3 +O (ν−2/3)).
The desired results are stated as follows.
Theorem 10 For large ν, uniformly for 0 < x ≤ 1 (0 ≤ ζ <∞)
∫ 1
x
(
ζ (t)
1− t2
)1/2 Ai (ν2/3ζ (t))Bi (ν2/3ζ (t))
t
dt
=
{
1 +O
(
1
ν
)}
2∑
k=0
ak
[
Gk1,2 (ν,min {ζ, ζ0})−Gk1,2 (ν, 0)
]
+
1
2piν1/3
{
1 +O
(
1
ν
)}
max
{
cosh−1
(
1
x
)
− cosh−1
(
1
x0
)
, 0
}
,
(71)
∫ x
0
(
ζ (t)
1− t2
)1/2 Ai2 (ν2/3ζ (t))
t
dt = −
(
ζ
1− x2
)
G01,1 (ν, ζ)
{
1 +O
(
1
ν
)}
,
(72)
and ∫ 1
x
(
ζ (t)
1− t2
)1/2 Bi2 (ν2/3ζ (t))
t
dt
=
[(
ζ
1− x2
)
G02,2 (ν, ζ)− a0G02,2 (ν, 0)
]{
1 +O
(
1
ν
)} (73)
In (71) the nonnegative branch of the inverse hyperbolic cosine is taken.
For large ν, uniformly for 1 ≤ x <∞ (−∞ < ζ ≤ 0)
L (ν, νx) =
4e−2pii/3
ν2/3
(
ζ
1− x2
)
G01,1
(
epii/3ν, ζ
){
1 +O
(
1
ν
)}
, (74)
and
∫∞
x
(
ζ (t)
1− t2
)1/2 Ai2 (ν2/3ζ (t))+Bi2 (ν2/3ζ (t))
t
dt
=
1
piν1/3
{
1 +O
(
1
ν
)}[
sin−1
(
1
max {x, x1}
)
+max
{
2∑
k=0
ak
[
Gk1,1 (ν, ζ) +G
k
2,2 (ν, ζ)−Gk1,1 (ν, ζ1)−Gk2,2 (ν, ζ1)
]
, 0
}]
(75)
with the principal inverse sine taken in (75).
Proof. For the integrals (72), (73), and (74) that have rapidly changing inte-
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grands (i.e. exponentially decreasing or increasing), we use integration by parts.
We consider the latter, with other two results being similarly proven. Applying
integration by parts to the integral appearing in (51) we obtain
∫ ζ
∞e−2pii/3
(
η
1− x (η)2
)
Ai2
(
e2pii/3ν2/3η
)
dη =
(
ζ
1− x2
)
G01,1
(
epii/3ν, ζ
)
− ∫ ζ
∞e−2pii/3
(
η
1− x (η)2
)′
G01,1
(
epii/3ν, η
)
dη.
(76)
Here the prime represents differentiation with respect to η, and from (66) we
have
G01,1
(
epii/3ν, ζ
)
= ζAi2
(
e2pii/3ν2/3ζ
)
− e−2pii/3ν−2/3Ai′2
(
e2pii/3ν2/3ζ
)
. (77)
Now the first of (34) holds for complex x with |arg (x)| ≤ pi− δ (δ > 0) and the
principal value of x3/2 taken. Then, from that equation, along with (65) and
(77), we can readily show that G01,1
(
epii/3ν, ζ
)
is non-vanishing for nonnegative
ζ, with
G01,1
(
epii/3ν, ζ
)
= −e
−2pii/331/3Γ2
(
2
3
)
4pi2ν2/3
+O (ζ) ,
as ζ → 0, and
G01,1
(
epii/3ν, ζ
)
= −e
−4pii/3 exp
{
4
3νζ
3/2
}
8piν4/3ζ
{
1 +O
(
1
ν1/3ζ3/2
)}
,
as νζ3/2 →∞ such that
∣∣arg (e2pii/3ζ)∣∣ ≤ pi − δ. Hence we can assert that
K1
∣∣exp{43νζ3/2}∣∣
ν4/3 |ζ|+ ν2/3 ≤
∣∣∣G01,1 (epii/3ν, ζ)∣∣∣ ≤ K2
∣∣exp{43νζ3/2}∣∣
ν4/3 |ζ|+ ν2/3 , (78)
for some positive constants K1 and K2. Next, from the complex variable exten-
sion of (36) it is straightforward to show that(
ζ
1− x2
)
= O
(
1
ζ2
)
,
d
dζ
(
ζ
1− x2
)
= O
(
1
ζ3
)
, (79)
as ζ → ∞ in the sector |arg (−ζ)| < 2pi/3. Therefore from this (with x, ζ
replaced by x (η), η, respectively), and the upper bound in (78), we have for
large ν ∫ ζ
∞e−2pii/3
(
η
1− x (η)2
)′
G01,1
(
epii/3ν, η
)
dη
= O (1)
∫ ζ
∞e−2pii/3
∣∣exp{43νη3/2}∣∣(
ν4/3 |η|+ ν2/3) (|η|+ 1)3 d |η|,
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uniformly for −∞ < ζ ≤ 0. Now express η = re−iθ(r) on the contour, where
r = |η|, and θ (r) decreases continuously from pi to 2pi/3 as r increases from |ζ|
to ∞. From Laplace’s method ([13, Chap. 3, §7]), we arrive at
∫ ζ
∞e−2pii/3
(
η
1− x (η)2
)′
G01,1
(
epii/3ν, η
)
dη
= O (1)
∫∞
|ζ|
exp
{
4
3νr
3/2 cos
(
3
2θ (r)
)}
(
ν4/3r + ν2/3
)
(r + 1)3
dr
= O
(
1
ν5/3
(
ν2/3 |ζ|+ 1) (|ζ|+ 1)3
)
.
(80)
The result (74) follows from (51), (76), (78), (79) and (80). The proofs of (72)
and (73) are similar.
Consider next the integrals with slowly varying (non-exponential) integrands.
The method of integration by parts is not effective in approximating these, and
instead we resort to a combination of a Maclaurin series expansion for small
values of the integration variable, coupled with asymptotic approximations of
Airy functions for the other unbounded values. To this end, on using
dζ
dx
= − 1
x
(
1− x2
ζ
)1/2
,
we express (71) in the form
∫ 1
x
(
ζ (t)
1− t2
)1/2 Ai (ν2/3ζ (t))Bi (ν2/3ζ (t))
t
dt
=
∫ ζ0
0
(
η
1− x (η)2
)
Ai
(
ν2/3η
)
Bi
(
ν2/3η
)
dη
+
∫ x0
x
(
ζ (t)
1− t2
)1/2 Ai (ν2/3ζ (t))Bi (ν2/3ζ (t))
t
dt.
(81)
If 0 ≤ ζ ≤ ζ0 (x0 ≤ x ≤ 1) the upper limit in the first integral on the RHS is
replaced by ζ and the second integral is null.
For the first integral on the RHS of (81) we find from (70), and recalling
ζ0 = (2/ν)
1/3
+O
(
ν−2/3
)
, that
∫ ζ0
0
(
η
1− x (η)2
)
Ai
(
ν2/3η
)
Bi
(
ν2/3η
)
dη
=
{
1 +O
(
1
ν
)}∫ ζ0
0
{
a0 + a1η + a2η
2
}
Ai
(
ν2/3η
)
Bi
(
ν2/3η
)
dη.
(82)
Explicit integration and referring to (65) yields the first term on the RHS of
(71). Clearly this also holds if ζ0 is replaced by ζ when 0 ≤ ζ ≤ ζ0.
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Next, from (34)
Ai
(
ν2/3ζ
)
Bi
(
ν2/3ζ
)
=
1
2piν1/3ζ1/2
{
1 +O
(
1
ν2ζ3
)}
,
as ν2/3ζ → ∞. Hence, assuming 0 < x < x0 (ζ0 < ζ < ∞), we have ζ−1 =
O
(
ν1/3
)
in the second integral on the RHS of (81), and so it follows that
∫ x0
x
(
ζ (t)
1− t2
)1/2 Ai (ν2/3ζ (t))Bi (ν2/3ζ (t))
t
dt
=
1
2piν1/3
{
1 +O
(
1
ν
)}∫ x0
x
(
1
1− t2
)1/2
1
t
dt.
(83)
Now for 0 < t ≤ 1
∫ (
1
1− t2
)1/2
1
t
dt = − cosh−1
(
1
t
)
. (84)
On combining (83) and (84) we then arrive at the second term on the RHS of
(71).(83)
The proof of (75) is similar. For 1 ≤ x < x1 (ζ1 < ζ ≤ 0) we write this as
∫∞
x
(
ζ (t)
1− t2
)1/2 Ai2 (ν2/3ζ (t))+Bi2 (ν2/3ζ (t))
t
dt
=
∫∞
x1
(
ζ (t)
1− t2
)1/2 Ai2 (ν2/3ζ (t))+Bi2 (ν2/3ζ (t))
t
dt
+
∫ ζ
ζ1
(
η
1− x (η)2
){
Ai2
(
ν2/3η
)
+Bi2
(
ν2/3η
)}
dη,
(85)
with no such splitting being necessary if −∞ < ζ ≤ ζ1 (x1 ≤ x < ∞). Now
using
Ai2
(
ν2/3ζ
)
+Bi2
(
ν2/3ζ
)
=
1
piν1/3 (−ζ)1/2
{
1 +O
(
1
ν2ζ3
)} (
ν2/3ζ → −∞
)
,
we find for the first integral on the RHS of (85) that
∫∞
x1
(
ζ (t)
1− t2
)1/2 Ai2 (ν2/3ζ (t))+Bi2 (ν2/3ζ (t))
t
dt
=
1
piν1/3
{
1 +O
(
1
ν
)}∫∞
x1
(
1
t2 − 1
)1/2
1
t
dt.
Then with ∫ ∞
x1
(
1
t2 − 1
)1/2
1
t
dt = sin−1
(
1
x1
)
,
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we arrive at the first term on the RHS of (75).
In the case when splitting is necessary (i.e. 1 ≤ x < x1), we follow (82)
and employ the Maclaurin expansion (70) for the second integral on the RHS
of (85), and the second term on the RHS of (75) is obtained.
Table 1 illustrates the results (71), (72), (73) and (75) numerically for the
case ν = 50 and various values of x. In this, we denote the relative errors
ηl (ν, x) (l = 1, 2, 3, 4) by
fl (ν, x) = gl (ν, x) {1 + ηl (ν, x)} ,
where
f1 (ν, x) =
∫ 1
x
(
ζ (t)
1− t2
)1/2 Ai (ν2/3ζ (t))Bi (ν2/3ζ (t))
t
dt,
g1 (ν, x) =
2∑
k=0
ak
[
Gk1,2 (ν,min {ζ, ζ0})−Gk1,2 (ν, 0)
]
+
1
2piν1/3
max
{
cosh−1
(
1
x
)
− cosh−1
(
1
x0
)
, 0
}
,
f2 (ν, x) =
∫ x
0
(
ζ (t)
1− t2
)1/2 Ai2 (ν2/3ζ (t))
t
dt,
g2 (ν, x) = −
(
ζ
1− x2
)
G01,1 (ν, ζ) ,
f3 (ν, x) =
∫ 1
x
(
ζ (t)
1− t2
)1/2 Bi2 (ν2/3ζ (t))
t
dt,
g3 (ν, x) =
[(
ζ
1− x2
)
G02,2 (ν, ζ)− a0G02,2 (ν, 0)
]
,
f4 (ν, x) =
∫ ∞
x
(
ζ (t)
1− t2
)1/2 Ai2 (ν2/3ζ (t))+Bi2 (ν2/3ζ (t))
t
dt,
and
g4 (ν, x) =
1
piν1/3
sin−1
(
1
max {x, x1}
)
+max
{
2∑
k=0
ak
[
Gk1,1 (ν, ζ) +G
k
2,2 (ν, ζ)−Gk1,1 (ν, ζ1)−Gk2,2 (ν, ζ1)
]
, 0
}
.
All calculations were performed with MAPLE, with the integrals fl (ν, x) being
evaluated numerically using Simpson’s method.
x |η1 (50, x)| |η2 (50, x)| |η3 (50, x)| |η4 (50, x)|
0.1 1.6240E − 04 3.1202E − 03 3.1466E − 03 -
0.5 3.4440E − 04 6.9778E − 03 7.2109E − 03 -
0.75 2.1710E − 04 1.0326E − 02 1.1859E − 02 -
0.99 1.7825E − 08 2.0756E − 02 1.8467E − 02 -
1 - - - 2.6086E − 04
5 - - - 6.2709E − 07
10 - - - 1.1871E − 07
18
Table 1.
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