Random finite element analysis on cement-treated soil layer by LIU YONG
  
 
RANDOM FINITE ELEMENT ANALYSIS ON  
















A THESIS SUBMITTED  
FOR THE DEGREE OF DOCTOR OF PHILOSOPHY 
DEPARTMENT OF CIVIL AND ENVIRONMENTAL ENGINEERING 














The author feels most indebted to his supervisors Professor Lee Fook Hou and Professor 
Quek Ser Tong for their invaluable advice, comments, patience and support. Working with 
them has been rewarding and enjoyable. Through many pleasant conversations and 
discussions with them, I have definitely leant many things beyond academic matters. 
Grateful acknowledgement is expressed to Professor Zheng Jun-Jie (School of Civil & 
Mechanic Engineering, Huazhong University of Science & Technology, Wuhan, China) for 
his invaluable encouragement and academic instructions throughout the author’s pursuing of 
his master and PhD degrees.  
Grateful acknowledgement is expressed to Assistant Professor Goh Siang Huat, Professor 
Phoon Kok Kwang and Associate Professor Tan Siew Ann for their academic instructions. 
Grateful acknowledgement is also expressed to Dr. Xiao Huawen, Dr. Chen Xi, Dr. Cheng 
Yong-gang, Dr. Zhao Ben, Dr. Chen Jian, Dr. Yi Jiang-tao, Dr. Yang Hai-bo, Ms. Saw Ay-
lee, Ms. Chen Zong-rui, Ms. Li Yu-ping and Mr. Pan Yu-tao for their technical supports. 
The Monte-Carlo simulations in this study were mainly conducted on two platforms. One is 
the High Performance Computing (HPC) system in Computer Centre at National University 
of Singapore, and the other one is the Educational and Information Technology (EIT) 
laboratory in the Department of Civil and Environmental Engineering at National University 
of Singapore. Grateful acknowledgement is expressed to all staff in these two systems for 
their help. 






TABLE OF CONTENTS 
DECLARATION ........................................................................................................... i 
ACKNOWLEDGEMENTS ........................................................................................ iii 
TABLE OF CONTENTS ............................................................................................. v 
SUMMARY  ................................................................................................................. ix 
LIST OF TABLES .................................................................................................... xiii 
LIST OF FIGURES .................................................................................................. xiv 
LIST OF SYMBOLS ................................................................................................ xxi 
 
Chapter 1 Introduction ............................................................................................ 1 
1.1 Use of Cement-Treated Soil Layers in Excavations .................................... 1 
1.2 Deep Mixing and Jet Grouting .................................................................... 3 
1.3 Heterogeneity of Cement-Treated Ground .................................................. 4 
1.4 Objectives and Scope of Study .................................................................... 6 
1.5 Organisation of Thesis ................................................................................. 9 
Chapter 2 Literature Review ................................................................................ 13 
2.1 Introduction ................................................................................................ 13 
2.2 Heterogeneity of Cement-treated Soils ...................................................... 13 
2.2.1 Deterministic Trend ........................................................................ 14 
2.2.2 Stochastic Fluctuation ..................................................................... 15 
2.2.3 Uncertainties in Column Positioning .............................................. 18 
2.3 Existing Methods Dealing with Heterogeneity of Cement-treated Soils ... 19 
2.3.1 Probabilistic Evaluation .................................................................. 19 
2.3.2 Finite Difference Method Incorporating Heterogeneity ................. 20 
2.3.3 Numerical Limit Analyses .............................................................. 21 
2.3.4 Finite Element Method ................................................................... 21 
2.3.5 Two-part Deterministic Method ..................................................... 22 
2.4 Finite Element Methods Dealing with Heterogeneity ............................... 23 
2.4.1 Direct Monte-Carlo Simulation ...................................................... 23 
2.4.2 Stochastic/Random Finite Element Method ................................... 24 
vi 
 
2.5 Outstanding Issues ..................................................................................... 26 
Chapter 3 Generation of Random Fields ............................................................. 43 
3.1 Introduction ................................................................................................ 43 
3.2 Linear Estimation Method ......................................................................... 45 
3.3 Modified Linear Estimation Method for Normal Fields ............................ 47 
3.3.1 Two-dimensional Unit-variate Normal Fields ................................ 47 
3.3.2 n-dimensional m-variate Normal Fields ......................................... 51 
3.3.3 Normality of Property Field ............................................................ 54 
3.3.4 Cross-correlation of Property Field ................................................ 54 
3.3.5 Stationarity of Property Field ......................................................... 55 
3.3.6 Ergodicity of Property Field ........................................................... 58 
3.3.7 Sensitivity Study on Randomized Rotation .................................... 59 
3.3.8 Sensitivity Study on Randomized Translation ................................ 60 
3.3.9 Normal Fields in Cylindrical Polar Coordinate System ................. 60 
3.4 Generation of Underlying Normal Fields for Non-normal Fields ............. 62 
3.4.1 Definition of Translation Fields ...................................................... 62 
3.4.2 Translation Lognormal Field .......................................................... 63 
3.4.3 Translation Beta Field ..................................................................... 64 
3.5 Verifications of Proposed Method via Monte-Carlo Simulations ............. 71 
3.6 Validations ................................................................................................. 73 
3.7 Summary .................................................................................................... 79 
Chapter 4 Spatial Variation of Stiffness and Strength ..................................... 101 
4.1 Introduction .............................................................................................. 101 
4.2 Radial Deterministic Trends .................................................................... 103 
4.3 Marginal Probability Density Function ................................................... 104 
4.4 Statistical Characteristics of Strength ...................................................... 108 
4.4.1 Prediction from Experimental Work ............................................. 108 
4.4.2 Field Data ...................................................................................... 112 
4.5 Autocorrelation Structure ........................................................................ 112 
4.5.1 Evaluation from Field Data .......................................................... 113 
4.5.2 Evaluation from Experimental Data ............................................. 114 
4.5.3 Evaluation from Local Averaging Method ................................... 115 
vii 
 
4.6 Correlation between Stiffness and Strength ............................................. 118 
4.7 Summary .................................................................................................. 118 
Chapter 5 Deterministic Finite Element Analysis ............................................. 139 
5.1 Introduction .............................................................................................. 139 
5.2 Problem Description, Model Setup and Verification ............................... 140 
5.2.1 Problem Description ..................................................................... 140 
5.2.2 Material Assignment and Model Setup ........................................ 141 
5.2.3 Model Verification ........................................................................ 142 
5.2.4 Presentation of Calculation Results .............................................. 143 
5.3 Parametric Studies ................................................................................... 144 
5.3.1 Strain-softening Effects of Cement-treated Soils ......................... 145 
5.3.2 Layout Patterns of Column Arrangement ..................................... 148 
5.3.3 Radial Trend in Stiffness and Strength ......................................... 149 
5.3.4 Overlapping Distance ................................................................... 150 
5.3.5 Overburden Pressures ................................................................... 151 
5.4 Summary .................................................................................................. 152 
Chapter 6 Random Finite Element Analysis ..................................................... 171 
6.1 Introduction .............................................................................................. 171 
6.2 Method Verification Using a Two-dimensional Problem ........................ 172 
6.2.1 Problem Statement ........................................................................ 172 
6.2.2 Results ........................................................................................... 173 
6.2.3 Discussions ................................................................................... 174 
6.3 Method Verification Using a Three-dimensional Problem ...................... 174 
6.3.1 Problem Statement ........................................................................ 175 
6.3.2 Results ........................................................................................... 176 
6.3.3 Comparison of Results .................................................................. 177 
6.4 Improved Soil Layer ................................................................................ 178 
6.4.1 Three-dimensional Bivariate Cylindrical Random Fields ............ 178 
6.4.2 Parameter Choices ........................................................................ 181 
6.4.3 Monte-Carlo Simulation Results .................................................. 183 
6.5 Parametric Studies ................................................................................... 185 
6.5.1 Strain-Softening Effects and Boundary Conditions ...................... 186 
viii 
 
6.5.2 Model Size .................................................................................... 187 
6.5.3 Coefficient of Variation and Skewness of Cement-treated soils .. 190 
6.5.4 Influence of Autocorrelation Length ............................................ 192 
6.5.5 Cross-correlation between UCS and Elastic Modulus .................. 193 
6.5.6 Radial Variation in Strength ......................................................... 194 
6.5.7 Positioning Error ........................................................................... 196 
6.5.8 Autocorrelation Lengths of Positioning Error .............................. 197 
6.5.9 Poisson’s Ratio ............................................................................. 201 
6.6 Practical Aspects ...................................................................................... 201 
6.6.1 Current Design Methodology ....................................................... 201 
6.6.2 Engineering Implications of Findings ........................................... 203 
6.6.3 Proposed Design Guidelines ......................................................... 206 
6.6.4 Discussion on Validation of Proposed Design Guidelines ........... 209 
6.6.5 An Illustrative Example ................................................................ 210 
Chapter 7 Conclusions and Recommendations ................................................. 255 
7.1 Conclusions .............................................................................................. 255 
7.2 Recommendations for Future Work ........................................................ 258 
 
References  .............................................................................................................. 261 
 
Appendix A Derivation of Autocorrelation Function in Two-
Dimensional Space of Modified Linear Estimation Method ..................................... 273 
Appendix B Estimating Bounds of Beta Distribution .............................................. 281 
Appendix C Lower Bound for Correlation of Translation Processes ....................... 287 
Appendix D Mesh Size Effect .................................................................................. 293 
Appendix E Standard Error in Monte-Carlo Simulation Results ............................. 301 
ix 
SUMMARY 
A layer of improved soil consisting of short overlapping soil-cement columns that are formed 
by deep mixing method or jet grouting is often used to stabilize an excavation in soft soil 
(e.g., Tanaka, 1993; O’Rourke and McGinn, 2006). The improved soil layer is often installed 
prior to excavation and below the excavation formation level. It resists lateral compression 
from the inwards moving retaining wall as excavation proceeds. Thus, rational evaluations of 
lateral bearing capacity and stiffness of the slab as a mass are of practical importance in an 
excavation. 
In this thesis, spatial variability of cement-treated soils is investigated and its influences on 
the lateral mass behaviour of the layer are analyzed by numerical simulations. The spatial 
variability is resolved into three categories: (1) a deterministic trend in strength along the 
radial direction, which is described by a deterministic function of radial distance, (2) a 
stochastic fluctuation portion around the deterministic trend, which is simulated by three-
dimensional random fields and (3) positioning error in installation columns, which refers to 
the deviation of column centres from their designed positions due to the off-verticality in pile 
drilling.  
In this study, a modified linear estimation method has been proposed to generate normal 
random fields. The proposed method has been shown to be able to generate a large multi-
dimensional property field that is both normally distributed and weakly stationary. The 
simulated property field is also shown to be ergodic both in the mean and correlation as long 
as the property field has a finite autocorrelation length along each direction. The proposed 
method can also be extended to a cylindrical field with orthogonal stationary. For a 
x 
 
cylindrical field, the simulated autocorrelation function along the circumferential direction is 
a monotonically decreasing function in the interval [0, π].  
The spatial variability of cement-treated soils is examined based on field data, experimental 
data and existing publications. The ranges of some statistical parameters are assessed: (a) The 
coefficient of variation of unconfined compressive strength generally ranges from 0.1 to 0.5. 
(b) The unconfined compressive strength is usually positively skewed, whereas some field 
data show that it may also be negatively skewed. (c) The autocorrelation length of unconfined 
compressive strength in the horizontal direction is generally less than 30 cm. This is 
supported by both centrifuge and field data. (d) The Young’s modulus and unconfined 
compressive strength is positively correlated with a correlation coefficient generally larger 
than 0.79. 
An improved soil layer involving more than 160 overlapping soil-cement columns is 
numerically simulated by using random finite element method. The random fields for the 
columns are generated using the modified linear estimation method. Three sources of 
heterogeneity contributing to the variability in strength and stiffness of cement-treated soils 
are considered in the random finite element method; that is, the radial variation (i.e., 
deterministic trend) in stiffness and strength, the stochastic fluctuation about the deterministic 
trend and the positioning error caused by the off-verticality in pile drilling. A detailed 
parametric study has been conducted on the various factors in these three sources of 
heterogeneity affecting the mass behaviour based on the ranges of parameters estimated from 
centrifuge and field data. 
A detailed set of design guidelines has been proposed based on the results of random finite 
element analyses. The equivalent working stiffness and failure stress of a soil slab can be 
estimated based on the design guidelines. Design values of stiffness and failure stress can then 
xi 
be evaluated based on those equivalent values according to a target reliability index or 
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 Chapter 1   
Introduction 
1.1 Use of Cement-Treated Soil Layers in Excavations  
A common issue in deep excavation projects in densely built-up urban environment is the 
potential damage to the adjacent structures and/or utilities due to excessive ground movement. 
Above formation level, lateral props are commonly used to control the retaining wall 
deflections and ground movements. However, in soft ground, the maximum wall deflection 
usually occurs below the formation level (e.g., Tanaka, 1993), where it is not feasible to be 
addressed by installing lateral props. Furthermore, although lateral props can reduce further 
movement from onward excavation, it cannot prevent retaining wall and ground movement 
beneath formation level which occur during excavation of soil above the formation level. In 
such situations, cement-treated soils are often used as improved soil “slabs” in deep 
excavations (e.g., Nakawaga et al., 1996; Lee et al,. 1998; Goh, 2003; O’Rourke and McGinn, 
2006). These improved soil slabs are commonly installed by deep mixing method (DMM) or 
jet grouting. 
Lee and Yong (1991) reported the effectiveness of grouted soil layer in controlling 
excavation-induced ground movements in thick deposits of soft marine clay in Singapore. The 
excavation area involved was 60 m wide × 72 m long × 5 m to 7 m deep. In view of the 
development was located next to a 100-year old building supported on footings, stringent 
ground movement control due to construction was a necessity. As a result, a 2-m thick jet 
grout layer underneath the formation level was constructed at the excavation corner near the 
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old building (Fig. 1.1). Field monitoring results showed that in similar soil condition, 
maximum lateral retaining wall movement for area with grouted layer was significant lesser 
compared to ungrouted area (Fig. 1.2). 
Nakawaga et al. (1996) presented a case history of large braced excavation in a reclaimed 
land in Tokyo Bay, Japan. The 48m wide and 66.2 m long excavation was carried out in a 7-
m thick very soft alluvial clay improved by deep mixing columns which were just in contact 
with each other. However, the measured displacements and bending moments of the retaining 
wall showed that the improved slab did not perform to what had been predicted in design. 
One of the reasons pointed out was that the layout of the columns did not allow for overlaps 
between columns, which would have stiffened the improved soil slab. 
O'Rourke and McGinn (2006) reported cases of construction of the Boston Central Artery and 
Tunnel, where much of the tunnel network was constructed by cut-and cover techniques. The 
excavation was over 1 km long, 60 m wide and 15 to 20 m deep in marine clay. The deep 
cement mixing technique was used to stabilize the soil layer below the base of the excavation. 
It was concluded that the construction was a watershed for deep mixing method stabilization 
of deep excavation in deep, weak clay deposits.  
Goh (2003) carried out centrifuge experiments to study the behaviour of an embedded 
improved soil raft in an excavation. His study showed that the improved soil raft behaved like 
a strut below the excavation level and its stiffness is an important index for effectiveness. Goh 
pointed out that a stiffer improved soil raft provided a higher resistance to the retaining wall, 
but led to a higher bending moment in the wall as well. 
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1.2 Deep Mixing and Jet Grouting 
Deep mixing methods (DMM) refer to a class of methods that involve mixing admixtures, 
usually cementitious, into soft soil through hollow rotating shafts with cutting tools, mixing 
paddles and/or augers mounted at various locations along the shafts (e.g. Bruce, 2000; 
Porbaha, 2000a; Lee et al., 2006), thereby forming improved soil columns. By overlapping a 
number of columns, a layer of improved soil can be formed. By using this technology, the 
stratum of soft soil right below the final formation level can be improved before excavation 
commences, thereby reducing large wall deflections and ground deformations. The improved 
soil stratum can be referred to as embedded improved soil raft or slab to reflect the fact that it 
is below the formation level and usually covers a large area (Yang, 2009). DMM has been 
extensively applied in deep excavations since 1990s (e.g., Gaba, 1990; Hashizume et al., 
1998; Hsieh et al., 2003; Han, 2002; McGinn, 2003; O'Rourke and McGinn, 2006).  
The development of DMM began in the late 1960s (e.g., Yanase, 1968) using lime as a 
stabilizing agent. DMM was put into practice in Japan and Nordic countries in the middle of 
1970s, and then spread to China, Southeast Asia, and to other parts of the world in the late 
1990s (Porbaha, 1998; Al-Tabbaa, 2003). Portland cement was introduced in DMM due to 
problems encountered in storing unslaked lime in hot and humid climate (Broms, 1984; Tan 
et al., 2002). This method is commonly referred to as the deep cement mixing method. Unless 
otherwise stated, the term ‘DMM’ used hereafter refers to the deep cement mixing method. 
On the other hand, jet grouting involves cut, replacement and mixing of the in situ natural soil 
with water-cement grout. This technique was first used in Japan, rapidly spread nationwide in 
1970s and adopted in Western countries as well as world-wide in 1980s (Shibazaki, 1997). 
The jetting monitor is attached to a hollow rod through which fluid can be injected, with a 
drill bit fixed at the bottom. The successful case histories of adopting jet grouting technique to 
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improve the soil layer in deep excavation have been well documented (Gaba, 1990; Sugawara 
et al., 1996; Shirlaw, 2003; Lim and Tan, 2003).  
Tan et al. (2002) compared the DMM with jet grouting method and pointed out that the 
former shows superior performance over the latter. They argued that the DMM causes little 
expansion to the surrounding soil during installation and thus minimizes uncontrolled 
movement in adjacent ground. Furthermore, as the DMM mixes soil at the in-situ water 
content, it does not produce any waste soil slurry. In contrast, the jet grouting method, in 
which air and water are used to cut the soil and then mix it while grout is injected, produces a 
large amount of slurry, which is an industrial waste and must be properly disposed. 
Nevertheless, jet grouting is still needed to fill the gaps in between the retaining walls and 
improved deep mixing columns (Sakajo and Chai, 1994) as the deep mixing machinery 
cannot install an improved column to be in full contact with the adjacent retaining wall. 
1.3 Heterogeneity of Cement-Treated Ground 
It is well-known that significant heterogeneity can be induced into the improved ground in the 
process of chemical improvement. For instance, Larsson et al. (2005a, 2005b) showed that 
significant point-to-point variation occurred when using dry lime improvement method. In a 
similar way, significant non-uniformities can result from chemical improvement using cement 
slurry. Figure 1.3 shows the distribution of unconfined compression strength of cement-
improved Singapore marine clay taken from Phase 3 (Part 1) of the deep mixing works at the 
Marina Bay Financial Centre in Singapore. As can be seen, the unconfined compressive 
strength varies from about 700 kPa to about 5 MPa (Chen et al., 2011).  
It is important to note that the non-uniformity may not be completely random. For instance, 
based on field tests on soil-cement columns, Sakai et al. (1994) reported a general trend with 
regards to strength in the radial direction, the strength being higher in the column’s centre and 
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decreasing as one moves to the edges (Fig. 1.4). The columnar structure and non-uniformity 
have significant effects on the performance partly. Because of the significant variability in 
strength of the improved soil and the need to ensure a safe design, the design field strength of 
the stabilized soil is generally several times less than the strength obtained in laboratory by 
mixing the same relative amounts of soil and cement (e.g., Nishida et al., 1996). This is often 
needed to ensure that a sufficient percentage of the cores have strength which exceeds the 
design value. In Singapore construction practice, the required percentage of exceedance is 
typically set at 90% to 95%. In some projects, all core samples must have strengths higher 
than the design strength. These regulations are based entirely on experience, that is, whatever 
is found to be workable, rather than scientific research. Hence, if the overall behaviour of the 
improved ground is to be properly characterized, the spatial variation in strength and stiffness 
of the cement-treated soil within an improved soil layer needs to be understood.  
There are also some other sources of heterogeneity affecting the uniformity of cement-treated 
soils. For example, the overlapping columns, which would involve remixing an existing 
mixed ground, perhaps several times if there are more than two overlapping columns, will 
have different material properties in the overlapping zones. A second example would be 
resulting column heterogeneity depends on the heterogeneity of the natural ground and the 
quality control of the mixing process.   
In addition to the heterogeneity due to mixing, there may also errors arising from positioning 
errors of the admixed columns which may contribute to the heterogeneity of the treated 
ground. The difference in column placement is inevitable due to the machinery limitation and 
workmanship on site. For instance, in Singapore construction practice, an off-vertical tilt of 1-
in-75 is often accepted as the tolerance (Singapore Standard, 2003). If the treated soil is 
located deep in the ground, this tilt can result in large positioning errors. For example, an off-
vertical tilt of 1-in-75 will translate to an eccentricity of about 260 mm in the columnar 
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position at 20 m depth. In addition, there is no simple method for control of the verticality 
(Larsson, 2005). The verticality can only be estimated after installation by measuring the 
treated area to determine the column position. Therefore, the uncertainty of placing column 
position needs to be considered when dealing with the variability of cement-treated ground. 
1.4 Objectives and Scope of Study 
The general objective of this study is to examine the effect of the heterogeneity of the 
admixed columns and their positioning errors on the mass performance of an improved soil 
slab based on available data and current state of knowledge. As explained in the previous 
sections, the effect the uncertainties in admixed columns are complex problems involving 
many challenging aspects. Firstly, in actual deep excavation work, the improved soil layer is 
usually subjected to lateral loading and bending moment arising from heaving of soil within 
the area. As such, it turns out to be a very complex problem if one wants to simulate the 
boundary conditions in laboratory experiment or field case study. Secondly, there are many 
disparate sources of uncertainties affecting a geotechnical project. Phoon and Kulhawy 
(1999a) summarized three primary sources: inherent variability, measurement error, and 
transformation uncertainty. As for the improved soil layer considered in this study, it may be 
still complex to consider all of these three sources. As a result, the scope of this study is 
restricted: (1) numerical analysis, rather than laboratory or field case study, of an improved 
soil layer formed by soil-cement columns with simple boundary conditions. The boundary 
conditions are uniaxial loading conditions and two side surfaces are confined for some cases, 
and (2) the uncertainty in this study generally refers to the inherent randomness of cement-
treated soils; that is, inherent variability.  
A soil layer formed by more than 160 columns has been simulated in this study. Within each 
column, two sources of variability in UCS have been taken into account; that is, a radial trend 
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and stochastic fluctuation about the trend.  All columns were considered in the same way. In 
reality, this consideration may not be fully correct; there are some differences among 
For example, the mean of UCS may have different values in the same position of different 
columns. This variability between columns has not been considered in the thesis because of 
two reasons. Firstly, a soil layer lying in the horizontal plane is considered in this study. The 
scale of fluctuation (i.e. autocorrelation length used in the thesis) of natural soil usually has a 
relatively large value in this plane. For example, Phoon and Kulhawy (1999a) pointed out that 
the range of scale of fluctuation of undrained shear strength would be around 46-60m in the 
horizontal direction, which implies that the natural ground is likely to be homogenous in the 
horizontal plane within a wider range compared to model size in this study (15m × 21m). 
Thus, natural soils may have limited effect on the variability among columns. Secondly, 
although uncertainty in quality control of mixing process may result in this variability, 
especially when there are some overlapping zones among columns, it is hard to quantify this 
effect due to lack of relevant publications or field data. Instead, the uncertainty in quality 
control of mixing processes has been considered as the uncertainty in positioning in this 
In this study, the effect of overlapping zones has been analyzed by considering the centre-to-
centre (c/c) distance; a smaller c/c distance implies a larger overlapping distance. A point in 
the overlapping zones is treated as a part of its nearest column in this study. In reality, 
additional heterogeneity is likely to be introduced in the overlapping zones, which would 
involve remixing an existing mixed ground. This kind of heterogeneity is not considered in 
this study because the volume of the overlapping zones is relatively small. As for the 
reference case, the overlapping distance is about 15% of column diameter, which implies that 
the overlapping zones for each column is averagely less than 10% of the column volume. On 
the other hand, few publications have been found on the difference in strengths between 
overlapping zones and non-overlapping zones. For these reasons, it might not be unreasonable 
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to assume the additional heterogeneity introduced by overlapping zones has limited effect on 
overall performance. 
Consequently, the sources of heterogeneity in cement-treated soils considered in this study are 
the radial trend and stochastic fluctuation in strengths and positioning error caused by the 
uncertainty in quality control of mixing processes. The radial trend and stochastic fluctuation 
have been chosen because they involve the first- and second-order of moments, respectively. 
Specifically, these two moments include the mean and covariance of UCS. These two 
moments, especially the first-order moment, are usually deemed to be of importance for 
statistical analysis. On the other hand, the positioning error can affect the distribution of 
column positions. Although it has no effect on the heterogeneity within a single column, it is 
likely to result in some untreated zones in an improved soil layer. It implies that the mean 
value of UCS of the whole soil layer will be affected; the untreated zones would have a much 
lower strength. Thus, the positioning error is also related to the first-order moment of the soil 
layer as a whole.  
With the above focus in mind, the main strands of work in this study are as follows:  
1. Examine the spatial variability of cement-treated soils in soil-cement columns, 
including any deterministic trend, stochastic fluctuation and positioning error in 
placing columns.  
2. Develop an appropriate random field generation method to describe the material 
properties of cement-treated soils, which usually have a small autocorrelation length. 
Since the cement-treated columns are the objective of this study, cylindrical random 
fields will be needed for simulating the columns.  
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3. Conduct parametric studies on how the random variations in material properties will 
affect large scale behaviour using three-dimensional random finite element method, 
with a view to developing some design guidelines to assist engineers.  
The unconfined compressive strength (UCS) of the cement-treated soils is chosen as a 
primary index for the mechanical behaviour, since this is also the parameter which is most 
widely measured for cement-treated soil. The spatial variability of UCS is considered in this 
study and incorporated into finite element method. 
1.5 Organisation of Thesis 
Chapter 2 provides a detailed literature review on the current state of the art on the statistical 
assessment of cement-treated soils, leading to the needs for the present research. The sources 
of heterogeneity of cement-treated soils are discussed. Available approaches to deal with the 
heterogeneity are presented. 
In Chapter 3, it is proposed a random field generation method for normal fields. The 
improved soil slab to be analyzed in this study is a large scale three-dimension model, which 
requires random field generation with high efficiency. In order to simulate the Young's 
modulus and UCS of cement-treated soils, a generation algorithm for two-variate beta random 
fields is also discussed in this chapter.  
Chapter 4 examines the stochastic variability of cement-treated soils. The type of random 
fields, probability density functions and autocorrelation length are analyzed based on previous 
publications, experimental and field data. Based on the studies of Chapter 4, the ranges of 
some statistical parameters will be evaluated for finite element analysis.  
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In Chapter 5, deterministic finite element analysis has been conducted to examine the effect 
of radial trend in stiffness and strength on mass behaviour of the improved soil slab, so that 
effects of random fluctuations and radial variation can be examined separately. This chapter 
will also serve as a preparation to the random finite element analysis in Chapter 6; some basic 
aspects of the problem are introduced and discussed, such as problem description, material 
assignments and presentation of results. 
Chapter 6 combines the work stated in Chapters 3 and 4 into a random finite element analysis. 
Three main uncertainties in cement-treated soils are considered and parametric studies are 
conducted on how those three types of uncertainties will affect large scale behaviour of a 
cement-treated soil layer. A detailed set of design guidelines has been proposed based on the 
results of random finite element analyses. 
Chapter 7 presents a conclusion of this study and also gives some recommendations for future 
work. 
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(a)                                                                (b) 
Figure 1.1. (a) Layout plan and (b) cross section of a successful case history of adopting jet 
grouting in constructing an excavation in soft clay (Source: Lee and Yong, 1991) 
 
Figure 1.2. Field inclinometer measurement for ungrouted area (left) and grouted area (right) 
at similar soil condition (Source: Lee and Yong, 1991) 
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Figure 1.3. Histogram of unconfined compressive strength obtained from Marina Bay 





Figure 1.4. Variation strength in radial direction (Source: Sakai et al. 1994)
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 Chapter 2   
Literature Review 
2.1 Introduction 
As discussed in Chapter 1, the main objective of this study is to examine the effect of the 
heterogeneity of the admixed columns and their positioning errors on the mass performance 
of the treated ground. As part of the study, some enabling theoretical developments were 
made to facilitate the generation of the random field and subsequent computation. In this 
chapter, previous works for understanding the strength variation of cement-treated soil and 
stochastic analysis pertaining to the main objective of the study are discussed. The variation 
of strength is evaluated in terms of its deterministic trend, stochastic fluctuations and 
uncertainties in placing columns. Attention is then drawn to existing methods dealing with the 
stochastic variation of soil properties. The chapter ends with a summary of outstanding issues 
from the literature reviews which are of importance to this study.  In addition, previous work 
pertaining to random finite element technology will also be discussed, in Chapter 3, as a 
precursor of the theoretical development. 
2.2 Heterogeneity of Cement-treated Soils 
Many researchers (e.g., Bader and Krizek, 1982; Kawasaki et al., 1984; Larsson, 2001; 
Anagnostopoulos, 2006; Yang, 2009) have observed that the strength of cement-treated soil in 
deep mixing columns has spatial variability. Three kinds of variability are summarized as 
follows. 
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2.2.1 Deterministic Trend 
Kawasaki et al. (1984) reported the distribution of direct shear strength along radial distance 
in deep cement mixing columns, based on samples taken at various cross-sections. The 
authors observed that the direct shear strength generally was higher at the column centre than 
at the outer layer, although the trend was not very evident (see Fig. 2.1). 
Bader and Krizek (1982) conducted laboratory experiments to evaluate the strength and 
modulus of silicate grouted sand, at various distances from the injection pipe. The UCS and 
modulus at 50% strength were recorded according to the column radial distance (see Fig. 2.2), 
which is also the distance from the injection pipe. It was observed that the UCS decreases 
along column radial distance. However, for the modulus at 50% strength, that is E50, the trend 
was less definitive. The authors concluded that “substantial scatter in the data precludes a 
definitive relationship”. 
Larsson (2001) studied the binder distribution using a number of samples taken from four 
lime-cement columns at Arboga and Sweden. The CaO content in the samples was measured 
instead of the strength. The author observed that there was evidence of a deterministic trend 
of CaO content. Most of the columns studied indicated that the CaO content was higher at the 
column centre than at the column periphery (see Figs. 2.3a and b), whereas some cases show 
that the CaO content was higher at the column periphery than at the column centre (see Figs. 
2.3c and d).  
Anagnostopoulos (2006) conducted experimental investigation on the variation of mechanical 
properties of ground improved by grouting with cement containing latex super plasticizers. 
The soil used in test was calcareous-siliceous sand-gravel mixture. Figure 2.4 shows the 
change in compressive strength and elastic modulus of the grouted samples in relation to the 
distance from grouting point at 28 days of curing. It was observed that, in the case of grouting 
with super-plasticized cement grout, the compressive strength of the first grouted part was 
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about 4600 kPa with an elastic modulus of 280 MPa, whereas for the other parts a rapid in the 
mechanical properties was observed with values fluctuating from 2330 to 1750 kPa for 
strength and 110 to 80 MPa for elastic modulus. 
Yang (2009) conducted finite element analysis on the deterministic trend of both Young’s 
modulus and UCS in deep cement mixing columns subject to lateral pressure. He simulated 
an embedded improved soil slab in a layer of short overlapping soil-cement columns in an 
excavation. Two cases of the strength variation were considered in his study. The first one is 
called inner-stiffer case. In this case, the Young’s modulus and unconfined compressive 
strength of deep mixing columns are both described with a two-part model (see Fig. 2.5). The 
soil properties in the inner part were assign higher values relative to those in the outer part. 
The second case is the outer-stiffer case, where the outer part has higher soil strength 
compared to those in the inner part. In his study, various factors, such as layering, 
overlapping, combined loading of lateral compression and basal uplifting, and non-perfect 
treatment were examined. The linear-elastic-perfectly-plastic constitutive model with Mohr-
Coulomb yield criterion was adopted. Dilation angle was taken to be zero. One of his findings 
was that, the outer layers are more important than the inner parts in determining the mobilized 
mass properties. To the author’s best knowledge, Yang’s research was the first numerical 
study taking radial variation of strength into account. 
Table 2.1 lists a summary of the literature on radial variation. 
2.2.2 Stochastic Fluctuation 
Variation of strength 
Kawasaki et al. (1981; 1983; 1984) investigated the variation of shear strength of in-situ 
improved soil in Tokyo. Samples were collected at the columns cross-section and direct shear 
test was conducted on these samples. Fig. 2.6 shows the sampling cross-sections and 
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distribution of shear strength. The coefficient of variation (COV) of strength for this project 
was found to be between 0.25 and 0.35. Furthermore, the sample histograms did not show a 
noticeable bias, that is, the distributions of strength as appear to be symmetric about the mean 
values. 
Lee (1999) reanalyzed two projects in Singapore, namely, the Geylang River project and the 
Singapore River reconstruction project (Contract 1 & 2), based on Liang et al. (1993) and 
Chia and Tan (1993), respectively. Both projects used jet grouting for ground improvement. 
The core samples showed high variation of strength of both projects. The COV of the strength 
of the Geylang River project and the Singapore River reconstruction project are 0.30 and 
0.52, respectively. Other statistics of the core sample data of these two projects are listed in 
Table 2.2. Lee (1999) compared the statistics of the core samples of strength of these two 
projects and found that the mean values of strength do not lie near the mode and concluded 
that the mean values may not represent the expected strength of the jet grouted marine clay 
very well. Lee (1999) also recommended that the median values may be a better estimate 
because they are less affected by the outlying observations of very high strengths which may 
be due to the presence of sand. The histograms of the core samples of these two projects are 
illustrated in Fig. 2.7. 
Larsson et al. (2005c) conducted analyses of variance (ANOVA) on lime-cement columns in 
deep mixing to investigate the influence of various factors in the installation process on the 
inherent variability. The test columns were excavated down to 1.9 m and 2.3 m under the 
ground surface, 7-8 days after installation. The column cross-sections were manually cut 
using shovel, just before the testing. Over 5000 tests were conducted. In his study, not only 
the variability of strength, but also the autocorrelation of the strength was observed. 
Lee et al. (2006) conducted centrifuge (50g) tests to investigate the mechanism of wet deep 
mixing columns. The authors used a liquid tracer, zinc chloride liquid, in place of cement 
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slurry to mitigate the viscosity scale effects. The concentration of chloride can be converted to 
strength values; this will be discussed in Chapter 4. In their study, the factors influencing the 
COV of the concentration were examined as well. Fig. 2.8 plots the COV against the slurry 
density for tests obtained from 1g and 50g centrifuge environment. It can be found that the 
COV of tracer concentration varies from about 0.28 to about 0.6. One of the most important 
factors affecting concentration COV was found to be the unit weight of the slurry. 
Chen et al. (2011) presented the variation of unconfined compressive strength of two projects, 
the Marina Bay Financial Centre (MBFC) project and the new Nicoll Highway MRT Station 
(NCHS) project, in Singapore which were using deep mixing method for ground treatment. 
The COV of core samples of these two projects has been found to be consistent with those 
observed in other literatures. The skewness of the core samples were also discussed in Chen 
et al (2011)’s work, and it was found that core samples from MBFC project gave positively 
skewed results (i.e. the right tail is longer than the left tail of a probability density curve) 
while those from the NCHS project are negatively skewed. Chen et al.’s data will be 
reanalyzed in Chapter 4. 
Autocorrelation length of strength 
Namikawa and Koseki (2009; 2013) conducted numerical study on single cement-treated 
column with spatial varying strength. Finite element analyses were performed to simulate the 
unconfined compressive behaviour of full scale column samples in which the spatial 
autocorrelation of material properties was taken into account. Namikawa and Koseki found 
that the spatial autocorrelation significantly affected the compression behaviour of the full 
scale cement-treated column. 
Honjo (1982) examined the autocorrelation length of undrained shear strength of deep mixing 
columns along the vertical direction, i.e. depth. Three groups of data were analyzed. Group A 
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consisted of data from projects in Hiroshima Port and Tokyo, Group B in Yokohama Port, 
and Group C in Chiba Port. Honjo adopted the autocorrelation function R as  
( ) exp( )LR L = −
Θ  (2.1) 
where L is the distance between two points considered and Θ is the autocorrelation distance. 
The ranges of Θ for these three sets of data are 2.0 m to 4.0 m, 1.0 m to 2.0 m and 0.4 m to 
1.0 m (see Fig. 2.9). It should be noted that the autocorrelation distance defined in Honjo 
(1982)’s work is half of the scale of fluctuation (or autocorrelation length) defined by 
Vanmarcke (1983), the latter is commonly adopted in random finite element analysis.  
Larsson et al. (2005c) investigated the lateral autocorrelation length of quicklime (CaO) 
content of lime-admixed columns. The CaO content was investigated instead of strength 
index. Statistical technique was employed to examine the autocorrelation lengths of CaO 
content, and the lengths were less than 30 cm for most cases. This clearly differs significantly 
from some of Honjo’s (1982) results and indicates that autocorrelation distances may be 
dependent upon a number of in-situ and operating parameters. 
2.2.3 Uncertainties in Column Positioning 
The typical cement-treated column installation process is preceded by the positioning of the 
mixing shaft or grouting probe above the designated coordinate followed by penetration of the 
mixing tool to the required depth of improvement. In this execution phase, positioning error 
may occur, in the form of positioning error and off-verticality at the ground surface. Off-
verticality may not be critical for shallow improvement. However, in deep improvement, any 
off-vertical tilt can give rise to very significant positioning error of the admixed column at 
depth. This was observed by Morey and Campo (1999) during the jet grouting work at 
treatment depths greater than 15m at construction of Cairo metro Line 2. 
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Table 2.3 summarizes some guidelines on allowed deviations from designated position in 
term of offset from starting point as well as drilling inclination. Generally, the suggested 
acceptable horizontal deviation for starting point at ground level is from 50 mm to 76 mm. On 
the other hand, the suggested acceptable vertical inclination is between 0.5 % and 2.0 % of 
the drilling depth. British Standard (2001) suggested that different tolerances should apply for 
different depths of improvement. 
2.3 Existing Methods Dealing with Heterogeneity of Cement-
treated Soils 
2.3.1 Probabilistic Evaluation 
Honjo (1982) examined the statistical characteristics of unconfined compressive strength and 
shear strength of cement-treated soils. A probabilistic failure model was proposed to evaluate 
design strength of stabilized soil mass based on a bundle model. His research was based on 
three basic assumptions: 
(1) A non-homogeneous treated soil mass, V, is composed of N pieces of smaller 
elements, v, which are assumed to be individually homogeneous and contribute 
independently to V (see Fig. 2.10a). 
(2) Each element, v, is a perfectly elastic body that fails simultaneously upon yielding, 
with no residual strength (see Fig. 2.10b). 
(3) The elastic shear modulus, G, and the strain at failure, γ, of v are random variables, 
with the joint probability density function , ( , )Gf Gγ γ  given by   
             ,[ , ] ( , )GProb G G dG d f G dGdγγ γ γ γ γ≤ ≤ + ≤ ≤ + = G γ  (2.2) 
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Based on the above premises, the design shear strength, dQ , of the treated ground can be 
shown to be given by  
d mQ qβ=
 (2.3) 
where β is the reduction ratio, and qm is the mean strength of the treated ground. Honjo (1982) 
suggested that the value of β should be limited to between 0.5 and 0.7 for cement-treated 
soils. 
2.3.2 Finite Difference Method Incorporating Heterogeneity 
A finite difference method was employed by McGinn (2003) to analyze the performance of 
excavation improved by DMM for the construction of the Boston Central Artery and Tunnel. 
Test data on the properties of the treated soil mass showed considerable variation even though 
the data were selected for a specific location. This variation was a reflection of different 
installation patterns, mixing processes, water cement ratios as well as the soil conditions. 
Hence, various cases of soil mix strength and modulus as well as variable soil mix were 
considered to compare with field measurement. The numerical simulation was carried out by 
using finite difference software Fast Lagrangian Analysis of Continua (FLAC).  
The variable soil mix within the DMM zone (Fig. 2.11) was modelled using a subroutine to 
assign strength and stiffness properties to the treated zones on a random basis proportional to 
percentage coverage summarized in Table 2.4. Table 2.4 shows the transcription of field 
observed proportions of treated soil strength to modelled proportions of treated soil strength 
for the DMM zone in four zones. The grid size for treated soil zones were kept set as 0.8m × 
0.8m (O'Rourke and McGinn, 2006) which was believed to be sufficiently refined to account 
for the variation in in-situ parameters. The details of the modelling procedures and 
comparisons of results were reported by McGinn (2003). 
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2.3.3 Numerical Limit Analyses 
The numerical limit analyses (see Sloan, 1988; Sloan and Kleeman, 1995) have been used to 
analyze cement-treated ground with spatial variation in shear strength by Kasama et al. 
(1995). In their study, a probabilistic assessment for the undrained bearing capacity of a 
surface strip foundation is conducted. The undrained shear strength and unit weight of 
cement-treated soils are assumed to be log-normally distributed. The cement-treated soils are 
treated as perfectly plastic material, and simulated as two-dimensional random field generated 
by the Cholesky decomposition method. The lower bound and upper bound numerical limit 
analyses have been conducted for the strip footing problem, and the authors believed that the 
true collapse load is always bracketed by these two results. 
Based on the results of numerical limit analyses, Kasama et al. (2012) concluded that for 
cement-treated ground, the resistance factor can be chosen 0.73~0.76 for surface strip 
foundation. 
2.3.4 Finite Element Method 
Namikawa and Koseki (2013) investigated the spatial correlation in cement-treated soils, and 
conducted numerical studies using finite element method to examine the effect of this spatial 
correlation on the behaviour of a cement-treated soil column. The cement-treated soils are 
assumed to be normally distributed. In order that the simulated strengths are non-negative, the 
tails of the normal distribution are truncated in their study. One single column with 1 m in 
diameter and 2 m in depth has been considered by Namikawa and Koseki (2013). The column 
is subjected to axial loading without confining pressure. The model size and boundary 
conditions are illustrated in Fig. 2.12.  
In Namikawa and Koseki (2013)'s study, the unconfined compressive strength of cement-
treated soils are simulated as three-dimensional random field generated by using the linear 
system theory (see Bendat and Piersol, 2000). Parametrical studies have been conducted to 
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examine the effects of autocorrelation distance and coefficient of variation in strength. For 
each case study, 50 repeated simulations have been conducted to evaluate the mean and 
standard deviation in responses. It has been found that the existing of spatial autocorrelation 
in strength has significant influence on the behaviour of a soil-cement column; especially, it 
was observed that when the autocorrelation distance is about half of the column diameter, the 
mean value in responses reaches its minimum value. As such, the consideration of the 
influence of spatial autocorrelation is believed to be necessary in determining rationally the 
design strength of the full scale, cement-treated column. They also compared two kinds of 
mean values. One is the mean value of overall strength of a column based on the 50 repeated 
simulations, and the other one is the mean value of the strength values in every element in the 
finite element model. The ratio of the former to the latter is about 0.8 in an average sense.  
The same problem of Namikawa and Koseki (2013)'s work will be simulated in Chapter 6 to 
verify the method to be proposed in the current study.  
2.3.5 Two-part Deterministic Method 
As mentioned earlier, Yang (2009) examined the effect of variation properties within a 
column on mobilized mass properties of an embedded improved soil raft in lateral direction 
by dividing the column into two concentric layers which have the same cross sectional area 
(Fig. 2.13). Three types of column layout were studied, i.e., a row of columns touching each 
other, a row of columns overlapping each other and multiple overlapping columns in 
equilateral triangular grid. The studies were carried out by using finite element software, 
ABAQUS/Standard.  
At first, each column was modelled using two layers of element having equal cross-sectional 
areas with different strength and stiffness at ratio of 4 to distinguish stiff and less stiff 
material. Results from analysis showed that the outer layer is more important than the inner 
layer in evaluating the mass responses of the improved soil when the column are arranged to 
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just touch each other (Fig. 2.14). From stress concentration plot, the outer layers were bearing 
higher stresses. The inner layers were mobilized when the column-to-column overlap is large. 
Parametric studies for different degrees of overlap and stiffness ratio were carried out and the 
results showed that the advantage of sufficient overlapping could be nullified if the outer 
layer is softer than the inner layer.  
In multiple overlapping columns case, the results also highlighted the importance of the outer 
layer in affecting the mass properties for an embedded improved soil. However, when the 
outer layers are stiffer than the inner layers, the mobilized mass stiffness starts to drop at a 
larger mass strain. 
2.4 Finite Element Methods Dealing with Heterogeneity 
2.4.1 Direct Monte-Carlo Simulation 
Direct Monte-Carlo simulation is a simple finite element approach for studying response 
variability arising from a randomly variable soil property. In this approach, for instance, 
deterministic finite element procedures are implemented N times with a uniform soil property 
at each simulation, the property varying from one simulation to the next. Consequently, a 
sample of the response can be obtained, and the unbiased estimates of the mean and variance 






















= − ⋅ 
−    (2.5) 
where E  = expectation, Var = Variance, N = the sample size, ri = the ith response result. The 
direct Monte-Carlo simulation is often used as a reference approach for validating the results 
of other methods (e.g. Papadrakakis and Papadopoulos, 1996; Stefanou and Papadrakakis, 
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2004; Stefanou, 2009). Some researchers incorporate a variance reduction factor (Vanmarcke, 
1983) into the direct Monte-Carlo simulation taking the material spatial correlation into 
account (e.g., Sivakumar, 2006; Sivakumar, et al., 2008; Suchomel and Masin, 2010). 
However, both the direct Monte-Carlo simulation and the variant incorporating a variance 
reduction factor are incomplete in one crucial aspect. As Phoon (2008) pointed out, the 
crucial aspect is that actual failure surface in 2D or 3D problems will automatically seek to 
connect “weakest” points in the random domain. 
2.4.2 Stochastic/Random Finite Element Method 
Stochastic Finite Element Method 
The stochastic finite element method (SFEM) was developed in the 1980s (see Baecher and 
Ingra, 1981; Vanmarcke and Grigoriu, 1983; Ghanem and Spanos, 1991; Haldar and 
Mahadevan, 2000). This SFEM has been combined with a Taylor series technique to facilitate 
estimation of the mean and standard deviation of output events.  
The main idea of the SFEM is to expand the stiffness matrix into a Taylor series. If the 
stiffness matrix K involves a set of non-dimensional random variables 1 1[ , ,..., ]
T
na a a=a  
which represents the material property variability, it can be expanded as a Taylor series with 










= + + + K K K K
 (2.6) 
where 0K is the stiffness matrix evaluated at a=0, and 1iK  and 2ijK are partial derivatives of 
K. 
Neumann expansion was introduced (e.g., Yamazaki et al. 1988; Shinozuka and Deodatis, 
1988) in the SFEM to enhance the calculation efficiency. It was found that the second-order 
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perturbation method was very time-consuming, and if the Neumann expansion was used 
instead, the calculation time was dramatically shortened. 
Random Finite Element Method 
The random finite element method (random FEM) was developed in the 1990s (e.g. Griffiths 
and Fenton 1993; Fenton and Griffiths, 1993). The main idea for this method is to assign each 
element or integration point with a different material property value. The assignment should 
meet the requirements of random fields, and then the finite element analysis is conducted 
based on those simulated random material properties. The model is subjected to different 
simulations, each with a new random field, thereby generating different realizations. With the 
assistance of the numerous simulations, the statistical information of responses could be 
easily estimated. Therefore, the random FEM involves a combination of finite element 
method and random field methodologies with Monte-Carlo simulations. This method can 
properly account for spatial variability and correlation. The random FEM was widely used in 
geotechnical engineering recently (e.g., Griffiths and Fenton, 2007; Fenton and Griffiths, 
2008; Phoon and Cheng, 2009). 
An advantage of random FEM, which becomes especially important in the study of collapse 
of soil masses, is its ability to realistically allow the failure mechanism to “seek out” the most 
critical and weakest path through the soil mass. This can lead to quite convoluted failure 
mechanisms that are significantly different to the classical mechanisms that occur in 
homogeneous soils. More importantly, the “seek out” phenomenon generally gives lower 
factors of safety than would be predicted by traditional mechanisms (Griffiths and Fenton, 
2010). 
Griffiths and Fenton (2009) compared the SFEM and random FEM. Both methods were used 
to calculate the elastic settlement of a strip footing on a variable soil (Fig. 2.15). The Young’s 
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modulus of the soil was assumed to be a log-normally distributed random field, and the 
Poisson ratio was held constant as 0.25. The authors found that the SFEM cannot directly 
model the influence of spatial variability nor non-symmetric distributions. This shortcoming 
was particularly pronounced when the autocorrelation length of Young’s modulus is 
In this case, the mean settlements returned by the two methods went in opposite directions, 
with SFEM and random FEM predicting decreasing and increasing mean settlement, 
respectively (Fig. 2.16). The results predicted by the random FEM were checked to be 
reasonable. Furthermore, the authors also found that the SFEM consistently underestimated 
the standard deviation of footing settlement, which would inevitably lead to risky designs. 
The concept of the random FEM has also used in other fields except geotechnical 
although sometimes the method did not follow this terminology. For example, Carmeliet and 
his colleagues (see Carmeliet Hens,1994; Carmeliet and de Borst, 1995) used the random 
field concept to simulate quasi-brittle materials with FEM. 
2.5 Outstanding Issues 
Notwithstanding the extensive amount of research works done as reviewed above, some 
issues associated with overlapping cement-treated columns subject to lateral pressure remain 
unsolved. As discussed in Section 1.4 (objective and scope of study),  the main object of this 
study is to conduct parametric studies on how the random variations in material properties 
will affect large scale behaviour using three-dimensional random finite element method, with 
a view to developing some design guidelines to assist engineers. Based on the literature 
review work, it can be found that:  
(1) Little work has been found using numerical analysis to combine the deterministic 
trend and stochastic fluctuation of the strength of cement-treated soils. 
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(2) Little work has been found on how the uncertainties during placing columns will 
affect the mass behaviour of an improved soil layer. 
(3) Although McGinn (2003) and Yang (2009) conducted numerical analysis on the 
effect of strength variation on mass behaviour of cement-treated soils, the constitutive 
model they used is the elastic-perfectly-plastic Mohr-Coulomb model. Cement-
treated soils may reach peak strength at low strain followed by a drop in strength to a 
residual value. The interaction between a brittle, strain-softening soil with random 
properties has not been studied.  
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Table 2.1 Literature summary of radial variation of properties within soil-cement column 
References Observations Note 
(Bader and Krizek, 
1982) Inner-stiffer cases 
Laboratory work, 
Silicate grouted sand. 
(Kawasaki et al., 1984) Inner-stiffer cases 
Field data,  
Direct shear test. 
(Larsson, 2001) 
Evident deterministic trends,  
Inner- and outer- stiffer cases 
Field data, 
Dry DM columns 
(Anagnostopoulos, 
2006) Inner-stiffer cases 
Laboratory work, 
Grouting in sand. 
(Yang, 2009) Both inner- and outer- stiffer cases Numerical simulation. 
 
Table 2.2. Statistics of core samples of strengths of Geylang River and Singapore River 
(Contract 1 & 2) project (Source: Lee, 1999)  
Statistical Value Geylang River Project Singapore River C1 & C2 Project 
Mean value (kN/m2) 1843 1500 
Standard deviation (kN/m2) 558 780 
Coefficient of Variation 0.3 0.52 
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Table 2.3. Literature summary of maximum allowable deviation from design positions 





Verticality (compared by drilling 
depth)  
Jet 
Grouting   50 mm  
2% for depths up to 20 m, 
different tolerances for greater 
depths.  
BS EN (2001)  
 76.2 mm  1%  ASCE, Geo-Institute (2009) 
 
-  0.5% for depths up to 15 m, 1% for depths up to 30 m.  Stoel (2001) 
 50 mm  0.5%  Morey and Campo (1999)  
 
50 mm  0.5%  Passlick and Doerendahl  (2006)  
Deep 
Mixing  -  1%  Rutherford et al., (2005)  
50.8 mm  2%  Puppala et al., (2008)  
 
50 mm  1%  Bahner and Naguib (1998; 2000)  
-  1%  Ryan and Jasperse (1989)   
-  1% - 2%  Larsson (2005)  
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Table 2.4. Soil-cement strengths for Ramp D site (Source: McGinn, 2003)  
Zone 
Depth Observed Proportion of Treated Soil Strength 
Modelled Proportions of Treated 
Soil Strength, qu (kPa)1 
(m) A B C Untreated 1030 550 280 140 





2 10% 45% 45% 0% 
  MSC3 SSC4 VSC5 Untreated 1310 480 210 140 
2 12 to 23 30% 29% 30% 11% 30% 30% 30% 10% 
3 23 to 27 44% 29% 20% 7% 45% 30% 20% 5% 
4 >27 81% 11% 4% 4% 80% 10% 5% 5% 
1. Eu is estimated as 100qu; 2. NO = Not observed; 3. MSC = Medium soil-cement; 4. SSC = Soft soil-
cement; 5. VSC = Very soft soil-cement. 
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Figure 2.1. Strength variation in radial direction of soil-cement columns (Source: Kawasaki, 
et al. 1984)  
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Figure 2.2. Variation of strength and modulus with distance from injection pipe (Source: 
Bader and Krizek, 1982) 
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Figure 2.3. CaO content distribution of deep mixing column (Source: Larsson, 2001) 
Radial distance: mm 
(a) 
Radial distance: mm 
(b) 
Radial distance: mm 
(c) 



























Figure 2.4. (a) Compressive strength, and (b) Elastic modulus of injected sand specimens 















Distance from injection point (cm)
w/c=1:1 + 2%S.M.F.











Distance from injection point (cm)
w/c=1:1 + 2%S.M.F.
w/c=1:1 + 2%S.M.F. + 5%A.R.
w/c=1:1 + 2%S.M.F.+ 10%A.R.




Figure 2.5. Two-part Model for UCS  
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Figure 2.6. Horizontal variability of deep mixing columns (Source: Kawasaki et al., 1984) 







Figure 2.7. Histogram of core sample strength of (a) Geylang River Project. (b) Singapore 
River Contact 1 and 2. (Source: Lee, 1999) 
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Figure 2.8. Statistical properties of Chloride concentration (Source: Lee et al., 2006) 
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Figure 2.9. Autocorrelation functions of shear strength in different locations. Group A: 
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Figure 2.11. Cross section with spatial distribution of soil-cement coverage model at Ramp D 
site (Source: McGinn, 2003)  
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Figure 2.10. Basic assumptions for bundle models (Source: Honjo, 1982) 
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Figure 2.12. Model size and boundary conditions of soil-cement column. (Source: Namikawa 
and Koseki, 2013) 
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Figure 2.13. Analogy of two-part deterministic method (Source: Yang, 2009) 
 
Figure 2.14. Mass behaviour of columns with two-part deterministic method by (Source: 
Yang, 2009) 
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Figure 2.15. Problem description and mesh size used for comparisons between random finite 
element method and stochastic finite element method. (Source: Griffiths and Fenton, 2009) 
 
Figure 2.16. Mean value (μδ) of settlement of footing against autocorrelation length (ΦΕ) of 
Young’s modulus (Source: Griffiths and Fenton, 2009) 
 
 Chapter 3   
Generation of Random Fields 
3.1 Introduction 
In random finite element analysis (Fenton and Griffiths, 2008; Griffiths and Fenton, 2009) of 
practical problems, one often needs an efficient method for generating a normal random field, 
from which non-normal field that is also stationary and ergodic can be generated. Stationary 
random fields are commonly generated by the spectral representation method (SRM) 
(Shinozuka, 1970, 1971; Shinozuka and Deodatis, 1988, 1991; Grigoriu, 1993a, 1993b; 
Shinozuka and Deodatis, 1996), which is able to control its autocorrelation structure provided 
the corresponding power spectral density function is available. The use of SRM is normally 
restricted to normal fields since it is based on the central limit theorem. Variations of SRM 
have been extensively developed for simulating non-normal fields based on the simulated 
normal fields (e.g., Deodatis and Micaletti, 2001; Shields et al., 2011, among others). Both 
normal and some non-normal fields can also be directly generated using the Karhunen-Loeve 
(K-L) expansion method (Loeve, 1963; Huang, 2001; Phoon et al., 2002; Huang, 2003; Phoon 
et al., 2005). Indeed, it can be shown that for weakly correlated normal fields, the K-L 
expansion method is reduced to the SRM (Van-Trees, 1968; Huang, 2001). For a finite 
number of summation terms, the K-L expansion method in general may not produce a 
stationary field. SRM-generated fields, on the other hand, suffer from periodicity in their 
auto-covariance, which can be overcome by introducing random frequencies instead of fixed 
frequencies, at the expense of additional computation time (Grigoriu, 2002). Furthermore, for 
large three-dimensional fields with small autocorrelation lengths, both methods require a 
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substantial amount of computational workload. Hence, they are not often applied to large 
three-dimensional fields. Although the fast Fourier transform (FFT) technique can be used to 
accelerate the computing speed of SRM, this technique results in discontinues random fields 
with equally spaced grids. This might be a shortcoming when incorporating the SRM with 
FFT into random finite element method, because the latter needs to assign values of material 
property at the integration points, the positions of which usually follow the Gaussian 
integration pattern. It would be unlikely to make the integration points equally spaced, 
especially for the cases where the triangular or tetrahedral elements are used.  
Apart from SRM, other methods have also been suggested for generating normal fields. 
Fenton and Griffiths (2008) noted that covariance matrix decomposition can be used to 
generate normal random fields. However, such an approach is limited to small fields as 
decomposition of a large, often ill-conditioned, covariance matrix is time-consuming and 
prone to considerable round-off error (Fenton and Griffiths, 2008). Matheron (1973) also 
proposed a turning bands method that requires the user to pre-define a set of basis lines using 
some other methods, such as SRM. If the number of basis lines is not large enough, streaking 
may occur. Fenton and Vanmarcke (1990) also developed a local average subdivision method 
which is efficient but not easy to implement. There is also a systematic bias in its generated 
variance field.  
Liu et al. (1986) proposed a linear estimation method (LEM) which was subsequently 
improved by Li and Der Kiureghian (1993). This method is relatively efficient and easy to 
implement, but it requires an initial grid of random nodal values that has to be generated by 
some other methods, such as SRM. Furthermore, as will be shown later, if the initial random 
grid is independent, stationarity cannot be ensured and the autocorrelation structure cannot be 
controlled. Lawrence (1986; 1987) proposed the basis variable approach by expanding a 
random function into a Fourier-type series, which is similar in concept to the K-L expansion 
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method. Grigoriu and Balopoulou (1993) proposed a sampling representation method for 
stationary normal fields based on the sampling theorem (Brigham, 1974). It is a linear 
combination of the sampling points and is able to control its autocorrelation function; 
however, it also requires other methods, such as SRM, to generate correlated normal random 
values at the sampling points.  
As part of this study, the Modified Linear Estimation Method (MLE method) is proposed 
which is able to generate stationary and ergodic random fields with a well-defined 
autocorrelation structure and controllable autocorrelation lengths, while preserving the 
efficiency of LEM. In the following sections, the basis of the method is first presented, 
followed by algorithms for generating fields with normal and non-normal distributions, 
including the lognormal and beta distributions. The properties of the generated random fields 
are then verified using Monte-Carlo simulations. Finally, the generated random fields using 
this proposed method are then compared with those generated using SRM. 
3.2 Linear Estimation Method 
In the original LEM (Liu, 1986), a random variable f is calculated via the relation 
,
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= ⋅x x  (3.1) 
where x is the position vector of a point within an n-noded finite element k in the random 
field; fi,k is the value of the random variable at the ith nodal point of element k, and Ni(x) are 
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The mean and variance of f(x) in Eq. 3.1 can be written as 
,
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= +   x x x x  (3.4a) 
where E [ ] and Var[ ] represent the expectation and variance operators, respectively; σ is the 
standard deviation of the variate at every node (fi, k are assumed to have constant standard 
deviation); ρij = ρji  is the coefficient of correlation between the variables at the ith and jth 
nodal points. 
Li and Der Kiureghian (1993) proposed a modification to Eq. 3.1 which involves using 
optimized coefficients instead of shape functions. In the original LEM as well as Li and Der 
Kiureghian’s modification, the random nodal values need to be generated by some 
technique(s), such as the SRM. Equation 3.3 shows that LEM is stationary in the mean value 
since the summation of the shape function at any point is one based on Eq. 3.2, and the fi,k 
have constant mean; however, Eq. 3.4a implies the simulated random field f(x) is not 
stationary in the variance, since the variance of a point in the random field is a function of the 
shape functions Ni(x) rather than a constant except when ρij = 1, where Eq. 3.4a can be 
rewritten as 
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Thus, the degree of non-stationarity can be mitigated by refining the mesh, whereby the 
random variables at nodal points within an element become perfectly correlated, that is, ρij 
approaches 1. The refining of the mesh will require greater cost in generating the nodal 
values. 
3.3 Modified Linear Estimation Method for Normal Fields 
The basic principle of modified linear estimation (MLE) method is to generate the stationary 
normal random field of the prescribed material property with squared exponential 
autocorrelation function. For simplicity purposes, the autocorrelation length (i.e., scale of 
fluctuation as defined by Vanmarcke (1983)) is taken as π . This type of random fields will 
be hereafter termed property field with position vector y. Random fields with arbitrary 
autocorrelation lengths can be readily stretched from the “property field”. As will be shown 
later, the property field can be generated from a precursor random field (with position vector 
s) that is generated from a grid of independent and identically distributed (i.i.d) random 
values. The modified method will be illustrated by a two-dimensional unit-variate case 
followed by generalized cases.  
3.3.1 Two-dimensional Unit-variate Normal Fields 
To generate a two-dimensional unit-variate property field, the proposed MLE method consists 
of three steps, namely, 
Step 1. Form a precursor random field (with position vector denoted by s) by discretizing a 
two-dimensional space into a two-dimensional grid with unit grid spacing as illustrated in Fig. 
3.1a and populating each grid node with a normal random variable which is i.i.d and zero-
mean and unit-variance. Four random numbers, namely f1, f2, f3 and f4, in the precursor 
random field are highlighted in Fig. 3.1b, where the local coordinate system is used. 
Step 2. The inner part of the precursor random field is assumed to be represented by 
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= ⋅f s s f  (3.5) 
where Ni(s) is chosen as the shape function of four-noded quadrilateral element and fi are the 
nodal values surrounding the point s. The difference between Eq. 3.1 and Eq. 3.5 lies in the 
square root of the shape functions. Traditional shape functions as given in Eq. 3.1 can yield 
stationary field in the mean value because the summation of the shape function is one, thus 
the interpreted field will have a constant mean value; however, the variance of the interpreted 
field will not be a constant because the variance is calculated as the square of each term in the 
summation. If the mean values of random numbers at the nodes are zeros, then the mean 
value of the field represented by Eq. 3.5 is also zero. Since the random numbers at each node 
are generated from i.i.d variables, which implies ρij = 0, the variance can be calculated as 
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Thus, the simulated field has a constant variance. In effect, Eq. 3.5 describes the fluctuation 
component of a property field around the mean value. The square root of the shape functions 
can also make the fluctuation component spatially continuous; however, N(s) must be non-
negative. It should be pointed out that Eq. 3.5 could not be used as shape functions in finite 
element analysis because the summation of the shape functions with square root is no longer 
equal to one. The difference between Eq. 3.1 and Eq. 3.5 can be shown by the following 
equations. 
Based on the LEM (Eq. 3.1), one has: 
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By using Eq. 3.5, then one has 
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Equations 3.7 and 3.8 indicate that the LEM is stationary in the mean value but not in the 
variance; while Eqs. 3.9 and 3.10 indicate that the MLE method is stationary in both the mean 
value and the variance. For a second-order stationary random field, one more requirement 
should be satisfied; that is, stationarity in autocorrelation function. In other words, the 
autocorrelation function between two points should depend on their separation (i.e., distance 
between these two points) rather than the specific positions (i.e., coordinates) of these two 
points. To examine this requirement, the autocorrelation functions along three lines of the 
precursor random field are calculated, Fig. 3.1a, 
• Line 1: A diagonal line starting at Point A1; 
• Line 2: A horizontal line starting at Point A1; 
• Line 3: A horizontal line starting at Point A2. 
The autocorrelation values against the distance from the starting points of these three lines are 
evaluated numerically and plotted in Fig. 3.1c. The results show that the autocorrelation 
functions along those three lines are not identical. It implies that the autocorrelation of the 
simulated field is a function of not only the absolute distance between two points, but also the 
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specific locations of those two points. Thus, Steps 1 and 2 of the MLE method would not 
suffice to guarantee the stationarity in autocorrelation function of the simulated field. It may 
be because the precursor random field is interpreted from rectangular elements; there is some 
directionality in the autocorrelation function. To eliminate the directionality, one more step is 
introduced. 
Step 3. In order that the simulated field is stationary in autocorrelation, the autocorrelation 
function between two points should depend on their separation (i.e., distance between these 
two points) rather than the specific positions (i.e., coordinates). Such random fields are 
needed in simulating material properties. As discussed in Steps 1 and 2, the precursor random 
field cannot fulfil this requirement; nevertheless, one can obtain the property field, y, from the 






= ⋅ +  s y  (3.11) 
where ψ is rotation angle; ε is a translations vector with two components. The specific values 
of these quantities will be discussed later. In a realization of Monte-Carlo simulations with 
fixed values of ψ and ε, the position of the property field in the precursor random field can be 
calculated based on Eq. 3.11. In effect, the former will overlie the latter with a certain rotation 
angle and translation in position as shown in Fig. 3.2. Thus, the value at an arbitrary point 
(say y) in the property field can also be interpolated by Eq. 3.5 by using the nodal points in 
the precursor random field surrounding y as illustrated in Fig. 3.2.  
The values of ψ in J and two components of ε are determined in such a way that they are 
fixed in each realization, but change from one realization to the next. In other words, these 
three quantities are random variables, but they have specific values in each realization. In this 
study, ψ follows the uniform distribution in the range [0, 2π], and both components of ε 
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follow the uniform distribution in the range [0, 1]. Figure 3.2 illustrate two representative 
realizations of the Monte-Carlo simulation processes. By using Eq. 3.11, the autocorrelation 
function between two points in the property field can be shown to be only dependent on the 
distance between these two points, rather than the specific positions of these two points (see 
Appendix A). Thus, the property field is stationary in autocorrelation function. The mean and 
variance of the property field will be the same as those of the precursor random field since 
the value at y is represented by Eq. 3.5 as well.  
The property field has been shown to be stationary of order two (i.e., mean value and 
autocorrelation), thus it is stationary in the wide sense. Since we are dealing with normal 
field, the property field is stationary also in the strict sense (Papoulis, 1965). The 
autocorrelation structure will be discussed later. 
3.3.2 n-dimensional m-variate Normal Fields 
To generate an m-variate property field within an n-dimensional hyperspace with position 
vector y, which has a cross-correlation matrix, C, and a squared exponential auto-correlation, 
the MLE method consists of four steps, namely, 
Step 1. Discretize the n-dimensional hyperspace with position vector s into an n-dimensional 
grid with unit grid spacing and populate each grid node with an m-component independent 
standard normal random vector, r.  
Step 2. Perform a Cholesky decomposition (Davis, 1987; Rubinstein and Kroese, 2007) on the 
cross-correlation matrix C, giving 
T
⋅C = L L  (3.12) 
and replace the random vector r in each node by f, such that 
= ⋅f L r  (3.13) 
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where L is the lower triangular matrix. Physically this transforms r which is an uncorrelated 
random vector into a correlated random vector such that its correlation matrix is C. 
The m-variate f, which is defined at grid nodal points within the n-dimensional space s, 
constitutes a discrete random field and will be referred to hereafter as the precursor random 
field. 
Step 3. Perform a mapping that consists of a translation and rotation operations on the 
subspace in which we wish to generate the property field. This maps the y co-ordinates in the 
property field to a corresponding point s in the original n-dimensional space (i.e., precursor 
random field) via the relation 
ε= ⋅ +s J y  (3.14) 
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for two- and three-dimensional fields, respectively; where ψ , 1ψ , 2ψ and 3ψ represent the 
angles of rotation; ε is a translation vector with n components. The values of components in J 
and ε can be same defined as those in Eq. 3.11. By virtue of symmetry, the ranges of 
components in J could be taken as [0, π/2]. Thus, Eq. 3.14 is equivalent to mapping the 
property field to the precursor random field through a random rotation-cum-translation.  
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Step 4. Interpolate the value at any arbitrary point in the property field y  from the 2n nodes of 
the element in which y is located in the n-dimensional precursor random field s, Fig. 3.2, 











= ⋅f y s f  (3.17) 
where ( )jf y  and ,ji kf are the j
th components of the random vectors at point y and node i of 
element k, respectively; ( )iN s  are taken as the shape functions of a 2n-noded element. The 
form of Eq. 3.17 is chosen to make each realization reasonable as a continuous property field 
and the square root of the shape functions is introduced to ensure that ( )jf y  have unit 
variance. The basis of the MLE method is illustrated in Fig. 3.2, where the shaded rectangle 
represents the property field, y, and the dashed lines form the precursor random field, s. One 
can think of the property field as a book which is being dropped at random onto a grid on 
which precursor random field has been prescribed. In each realization, the book overlies 
different regions of the grid. The property field on the “book” can be populated using the 
values interpolated from the nodal values of the grid element enclosing the point in question. 
One requirement of this approach is that there must be sufficient grids to accommodate the 
possible landing locations of the book. Another method, which gives identical results, is to 
keep the position of the property field constant, but re-generate a precursor random field with 
a random position to overlay the property field in each realization. This will allow the 
precursor random field in each realization to be sized so that it just encompasses the property 
field.  
Although the nodal vectors ,i kf  are uncorrelated, each interpolated vector f(y) is correlated to 
,i kf  through the shape functions and therefore to all other surrounding interpolated vectors. 
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Hence, the autocorrelation length of the property field is expected to be related to the grid 
This will be shown in Section 3.3.5.  
3.3.3 Normality of Property Field 
Since each component of f(y) is calculated via a linear combination of its surrounding normal 
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and 
( )2( ) 1,    1,  2,  ... ,  .jE j m  = =  f y  (3.21) 
Hence, ( )jf y  is normally distributed with zero mean and unit variance. 
3.3.4 Cross-correlation of Property Field 
The Cholesky decomposition in Step 2 is incorporated to ensure that the cross-correlation of 
the nodal values of the m variates in the precursor random field satisfies the cross-correlation 
matrix C (Davis, 1987; Rubinstein and Kroese, 2007). Let 1 2
1 2, ,  
 j ji k i k j jE c ⋅ = f f , then, for an 
arbitrary point y within the kth element, we have 
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i k i k j jE c ⋅ = f f , and the sum of the shape functions at a point equals one, one has 
1 2
1 2
( ) ( )j j j jE c ⋅ = f y f y  (3.23) 
3.3.5 Stationarity of Property Field 
In this section, the autocorrelation structure of the property field will be shown to be a unique 
function of spatial distance. Only one variate is considered when dealing with the 
autocorrelation structure hereafter since it will not be affected by those of other variates. The 
one-dimensional scenario is first discussed, and then extended to n-dimension. 
Figure 3.3a shows a one-dimensional scenario in which the series of line segments, typified 
by ab and bc, represent the precursor random field, while the line segment AB represents the 
property field. For this one-dimensional scenario, only the random displacement ε in Eq. 3.14 
is applicable. Point A is thus randomly located between nodes a and b. Therefore, the distance 
t between A and node b changes randomly (uniformly distributed) in the interval [0, 1] with 
different simulations. The autocorrelation between A and B can be expressed as 
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(A) (A) (B) (B) 1a b a bN N N N+ = + =  (3.26) 
0 (A),  (A), (B),  (B) 1a b a bN N N N≤ ≤  (3.27) 
the maximum and minimum values of R0(L) in Eq. 3.24 can be estimated as one (when A = B, 
that is, L = 0) and zero (when 2L ≥ ), respectively. Since the variable t in Eq. 3.24 will 
disappear after the integration, the autocorrelation R0 between A and B only depends on L. 
Extending the above concept to an n-dimensional hyperspace, the location of the property 
field, represented by the line segment AB of length L can be defined via the location of a 
reference point A and n-1 independent angles. On the one hand, if iφ  denotes the angle 
between AB and the ith-axis, then the projection of AB onto the ith-axis can be calculated as
cos iL φ⋅ . There are only (n-1) independent angles, since the nth angle can be derived once the 
other n-1 angles are known. On the other hand, the shape functions of a 2n-noded element 
consist of a continued multiplication of n pairs of shape functions of a 2-noded element along 
each axis. Thus, the autocorrelation between any two points separated by a distance of L in an 
n-dimensional field is given by 
2 2 2
1 2 1 1 2 1
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n
i i n n
i
R L R L p
π π π




= ⋅  ∏    (3.28) 
where ( cos )i iR L φ⋅  are the autocorrelation components along the ith-axis, which can be 
calculated from Eq. 3.24; 1 2 1( , ,..., )np φ φ φ −  is the joint probability distribution function of 1φ , 
2φ , …, and 1nφ − . By virtue of symmetry in the positions between the property field and 
precursor random field, the ranges of these (n-1) angles are all taken in the range [0, π/2]. 
Since the angles 1φ  to 1nφ −  are mutually independent and uniformly distributed, 
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Equation 3.28 can be rewritten as 
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= ⋅      ∏    (3.30) 
Equation 3.30 implies that, after the integration, R will be independent of 1φ , 2φ , …, and 1nφ − , 
and only depends on L. The autocorrelation curves calculated numerically from Eq. 3.30 for 
one-, two- and three-dimensional fields are shown in Fig. 3.3b. As can be seen, the function,  
 2( ) LR L e−=  (3.31) 
which describes the autocorrelation structure of the commonly-used squared exponential (or 
Gaussian) model (Vanmarcke, 1983; Shinozuka and Deodatis, 1996), gives a good fit to the 
computed curves.  
Vanmarcke (1983) noted that if the autocorrelation function ( )R L  is known, then its 
autocorrelation length Θ can be calculated by 
0
2 ( )dR L L
∞
Θ =   (3.32) 
By substituting Eq. 3.30 into Eq. 3.32, the autocorrelation lengths of the property field for 
one-, two-, three-dimensional fields are numerically calculated as 1.77, 1.78 and 1.78, 
respectively, which are approximately equal to π . Furthermore, the autocorrelation length 
of the function represented by Eq. 3.31 is also π  (Vanmarcke, 1983). Thus, the 
autocorrelation lengths of the property field in one-, two-, and three-dimensional fields can be 
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approximated by π . The property field is weakly stationary since its autocorrelation 
function depends only on spatial distance discussed above, and the marginal probability 
density function of the property field is the standard normal distribution based on the results 
in Section 3.3.3. 
3.3.6 Ergodicity of Property Field 
A stationary random field is said to be weakly ergodic if the mean value and autocorrelation 
function, which are defined by certain ensemble averages (that is, averages of values at a 
fixed point or fixed line from many realizations), may be calculated by performing 
corresponding spatial averages (that is, averages of values collected from many points or 
lines in one realization). Bendat and Piersol (2000) demonstrated that a sufficient condition 
for a stationary normal random field to be weakly ergodic is that its autocorrelation function 
R(L) satisfies the condition: 








where T is the spatial range considered for the autocorrelation function. If R(L) is non-
negative, then Eq. 3.33 can be rewritten as 
0
1lim ( )d 0 
→∞
=TT R L LT  (3.34) 
Yaglom (1962) demonstrated that if 




R L  (3.35) 
then the condition Eq. 3.34 is met, but if R(L) contains periodic components, then Eq. 3.34 is 
no longer valid.  
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Based on Eqs. 3.24-3.27, one can analytically estimate the maximum and minimum values of 
R(L) in Eq. 3.30 as one (when L = 0) and zero (when 2L n≥ ), respectively. The 
autocorrelation function R(L) therefore meets the condition Eq. 3.35. Furthermore, there is no 
periodicity in R(L). Thus, the property field, which has been shown to be normal and 
stationary, is weakly ergodic. 
3.3.7 Sensitivity Study on Randomized Rotation 
The MLE method requires the grid length of the precursor random field to be one unit. 
However, for some applications, this requirement is unlikely to be fulfilled. For example, for 
a cylindrical field, the circumference is fixed as 2π, and the number of nodes along the 
circumference has to be an integer. Thus, the length between two neighbouring nodes along 
the circumferential direction is unlikely to be one unit. Hence, the grid length is unlikely to be 
equal in all directions and the randomized rotation is then not applicable. In addition, the 
centreline axis is fixed in space and cannot be randomly rotated. 
One limitation arising from the omission of the randomized rotation is that the simulated field 
may no longer be weakly stationary in covariance. In this case, the simulated field will be 
orthogonal stationarity, that is, if it reduces to one-dimensional space along any of the three 
orthogonal (i.e. radial, circumferential and depth) axes, it will still be weakly stationary. It is 
because in a one-dimensional case, there is no rotation component in MLE method as 
indicated in Eq. 3.14. 









⋅∏ over the angles 1φ , 2φ , …, and 1nφ − ; thus, it is independent of 
these angles. If the randomized rotation part of the mapping is omitted, then the 
autocorrelation will be a function not only of L but also of 1φ , 2φ , …, and 1nφ − . To evaluate 
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the severity of the directionality that will be incurred as a result, the lower and upper bounds 
of the autocorrelation caused by those angles are examined, which are illustrated in Figs. 3.4a 
and 3.4b for a two-dimensional and three-dimensional field, respectively. As can be seen, 
although there are deviations of both the lower and upper bounds from the target curve 
calculated via Eq. 3.30, these are generally small and may be acceptable for many 
applications.  
3.3.8 Sensitivity Study on Randomized Translation 
The difference between the property field and precursor random field lies in the randomized 
rotation and translation. In the foregoing section, the sensitivity of the randomized rotation is 
studied by simulating a property field with randomized translation alone. In this section, a 
reversed situation is considered; that is, simulating a property field with the randomized 
rotation alone, and to examine the sensitivity of randomized translation on results.  
Since no translation is considered, a property field will be rotated about a certain point, say 
Point A as shown in Fig. 3.5. Two lines in the property field as shown in Fig. 3.5 are 
considered. These two lines have the same direction but different start points. Figure 3.5b 
illustrates the autocorrelations as functions of distance from the start points along these two 
lines. Results indicate that the difference in autocorrelations between these two lines is 
significant. It implies that the autocorrelation function along a line in the property field 
depends on the specific start point of the line, which renders the property field non-stationary. 
Thus, due attention shall be paid in omitting the randomized translation. 
3.3.9 Normal Fields in Cylindrical Polar Coordinate System 
Some three-dimensional problems may need to be analyzed using the cylindrical polar 
coordinate system; this includes the random field of a property within a cement-admixed 
columnar structure. A three-dimensional cylindrical polar field with a hole as shown in Fig. 
3.6a can be realized by the MLE method, if randomized rotation is omitted. This field can be 
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transformed from a rectangular cuboid field in Cartesian coordinate system, Fig. 3.6b, which 
can, in turn, be realized using the MLE method by modifying Steps 1 and 3 as follows: 
Step 1. Define a rectangular cuboidal grid (i.e., precursor random field) in space, the grid 
length along radial and depth axes are unit, and lβ  along circumferential axis:  
2πl
Mβ
=  (3.36) 
in which M is an integer referring to the number of grid intervals on the circumference of the 
cylinder. In this regard, the autocorrelation lengths along radial and depth axes will be still
π , but the autocorrelation length along circumferential axis becomes 
πlβ βθ =  (3.37) 
The nodal random vector (standard normally distributed) r should then have a periodicity that 
satisfies the requirement 
( ,2π , ) ( , , )z zρ β ρ β+ =r r  (3.38) 
where ρ, β and z are the radial, circumferential and depth axes of the precursor random field, 
respectively.  
Step 3. The randomized rotation is omitted so that Eq. 3.14 is changed to 
ε= +s y  (3.39) 
where ε is same defined as that in Eq. 3.14, but the range of the component along 
circumferential axis should be changed to [0, lβ ]. 
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The three-dimensional cylindrical field can be readily reduced into a two-dimensional field by 
setting r1 = r2 or z0 = 0, and further reduced into a one-dimensional radial field by setting r1 = 
r2 and z0 = 0, Fig. 3.6. Note that there are no defined values within the hole. In order to 
simulate a cylindrical normal field without a hole, one can set r1 sufficiently small and fill the 
hole with a value of zero, that is, the mean value of the standard normal distribution.  
3.4 Generation of Underlying Normal Fields for Non-normal 
Fields 
3.4.1 Definition of Translation Fields 
Let ( , )X ϖu  be a stationary non-normal field defined in a probability space (Ω, A, P) where 
the positional vector d∈u  ( 1d ≥  is an integer), A is the σ-field, P is the probability measure 
and Ω is the sample space and its element is denoted by ϖ . We omit the element symbol ϖ  
hereafter for simplicity purposes. ( )X u  can be translated from a Gaussian process (d = 1) or 
field (d > 1) by (Grigoriu, 1995) 
1( ) ( ( )) ( ( ))X F G g G−= Φ =u u u , (3.40) 
where Φ is the cumulative distribution function (CDF) of a standard Gaussian variable and F 
is the CDF of the non-normal variable. G(u) is a zero mean, unit variance, stationary 
Gaussian field with correlation function ( ) ( ) ( )EG Gρ = +τ u u τ  in which , d∈u τ  . Grigoriu 
(1984, 1995) demonstrates that the marginal PDF of X(u) in Eq. 3.40 is F but the 
autocorrelation function of X(u) usually differs from that of G(u). In this study, cases with d > 
1 are considered since a material property field is often spatially variable in two or three 
dimensional spaces. 
In the following two sub-sections, translation random fields with lognormal distribution and 
beta distribution will be discussed in detail. 
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3.4.2 Translation Lognormal Field 
If F in Eq. 3.40 is the lognormal distribution for each fixed d∈u  , then X(u) is a translation 
lognormal field and the translation function g can be described an exponential translation 
( ) exp( ( ))X Gλ ζ= +u u
 (3.41) 
where (ln )E Xλ = , and (ln )Var Xζ = . The above exponential translation of normal 
variates into lognormal variates will change their cross-correlation and auto-correlation. In 
order to simulate the underlying normal property field of an n-dimensional m-variate 
lognormal field, the MLE method can be used with the modifications described below. 
Firstly, each coefficient ijd  of the cross-correlation matrix C of the underlying normal field in 
Step 1 should be calculated as (Fenton and Griffiths, 2008) 
2 2
ln(1 )













where ijc  are the terms in the cross-correlation matrix for the lognormal field and jδ  is the 
COV of the jth variate in the lognormal field. 
Secondly, since the autocorrelation structure R(L) is calculated based on the underlying 
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where ( )h L  and δ  are the autocorrelation function and COV for the lognormal field, 





(1 ) 12 d
R L
Lδ δ
∞ + −Θ =   (3.44) 
The Θ is a function of δ , rather than a constant as that in a normal field. Therefore, in 
generating a log-normal field, the autocorrelation length will be Θ instead of π  in Eq. 3.44. 
In simulating a log-normal field in the cylindrical coordinate system, the coefficient π in 
Eq. 3.37 should be replaced by Θ in Eq. 3.44. Figures 3.7a and 3.7b show the variation of Θ 
and h(L) with δ for one-, two- and three-dimensional spaces. As can be seen, the exponential 
transformation of a normal variate into a lognormal variate leads to a decreased 
autocorrelation length, and this decrease becomes more pronounced as the COV of the 
lognormal variate increases. 
3.4.3 Translation Beta Field 
3.4.3.1 Univariate Translation Beta Field 
Marginal Probability Distribution - If F in Eq. 3.40 is the beta distribution for each fixed 
d∈u  , then X(u) is a translation beta field and its marginal probability density function is 
( ) ( )X a b a Z= + −u , (3.45) 
where a and b are the lower and upper bound of X, respectively; Z is a standard beta random 
variable taking values in [0, 1] with PDF 
 1 1 1( ) (1 ) , 0 1








=  ,  (3.46) 
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where γ and η are the two shape parameters of f; B denotes the beta function (Elderton and 
Johnson, 1969). The marginal PDF X in Eq. 3.46 is completely defined by the parameters (a, 
b; γ, η). A beta random variable is therefore defined by information beyond the mean and 
variance. The additional information can be either the bounds or skewness and kurtosis of the 
random variable. Since the minimum and maximum values of a sample with limited size 
always respectively underestimate the lower and upper bounds of its population, remedies are 
needed to account for these underestimations to obtain the PDF of the population of the 
sample. Cooke (1979)’s approach is used for determination the bounds of the beta distribution 
in this study (see Appendix B).  












where Xμ and Xσ ≠ 0 are the mean and standard deviation of X(u), respectively;  
( ) ( ) ( )Xc EX X= +τ u u τ  can be calculated by (Grigoriu, 1995) 
( )1 2 1 2 1 2( ) d d ( ) ( ) , ; ( )Xc x x g x g x x xφ ρ
∞ ∞
−∞ −∞




1 2 1 2
1 2 22
2 ( )1( , ; ( )) exp
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denotes the joint density of the dependent standard Gaussian variables G(u) and G(u+τ) with 
correlation coefficient ρ(τ). ξ(τ) is usually different from ρ(τ) due to the non-linear transform 
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function g. Grigoriu (1995) demonstrated that ξ(τ) is an increasing function of ρ(τ) and have 
the following relationships 
ξ(τ) = 0 if, and only if, ρ(τ) = 0; (3.50) 
ξ(τ) = 1 if, and only if, ρ(τ) = 1; (3.51) 
( ) ( )ξ ρ≤τ τ . (3.52) 
For a material property, the similarity of property values at two points will increase as the 
distance between these two points decreases. Thus, the auto-correlation function ρ(τ) could be 
rationally assumed to be a monotonically decreasing function of τ with a lower limit of zero 
when τ tends to infinitely large. Equations 3.47 to 3.49 can be simplified by assuming 
( ) ( / )ρ ξ α=τ τ  (3.53) 
where 1α ≥  is a constant depending on the transform function g. In effect, Eq.3.53 assumes 
that the nonlinear transform function g changes the scale rather than the shape of the auto-
correlation function, this assumption being consistent with the required relationship between 
ξ(τ) and ρ(τ) stated in Eqs. 3.50-3.52. The value of α could be determined by integrating both 
sides of Eq.3.53 about τ from 0 to ∞: 






















= , (3.55) 
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where θρ and θξ are the autocorrelation length of ρ(τ) and ξ(τ), respectively. Equation 3.55 
suggests that if α is determined, then a desired θξ is obtainable by altering θρ. For the beta 
translation field, α depends on the transform function g and thus it is a function of the shape 
parameters γ and η (a, b will not affect the correlation structure for a given pair of γ and η). To 
facilitate the use of Eq. 3.53, the values of α with different parameters γ and η are calculated 
by numerical integration of Eqs. 3.47 to 3.49 and 3.54. Tables 3.1 and 3.2 presented the 
values of α for auto-correlation functions of exponential model and squared exponential 
model (Vanmarcke 1983), respectively. To check the effectiveness of Eq. 3.53, three typical 
standard beta translation fields were considered, of which the marginal PDFs are plotted in 
Fig. 3.8, and Fig. 3.9 shows the comparisons between the results predicted via Eq. 3.53 and 
the corresponding theoretical solutions, the latter is calculated based on Eqs. 3.49 - 3.51 by 
both numerical integration and Monte-Carlo simulations. The results predicted via Eq. 3.53 
differ slightly from the theoretical solutions, and for practical applications are acceptable. Liu 
et al. (2013) proved that by virtue of the coefficient α in Eq. 3.53, the simulated non-Gaussian 
correlation function ξ(τ) can possess a prescribed autocorrelation length. 
3.4.3.2 Bivariate beta fields 
The non-linear transform can guarantee an exact marginal cumulative distribution, but it 
usually changes the correlation structure and limits the range of the correlation to the interval 
[ξ*, 1], where ξ* is usually greater than -1 unless the translation field has a symmetrical 
marginal PDF (see Appendix C). Yamazaki and Shinozuka (1988) proposed a method to 
rectify the simulated correlation structure by iteratively updating the power spectral density 
function (PSDF) (Wiener-Khintchine transform of correlation function) of the underlying 
Gaussian fields until a desired PSDF of the translated field is achieved. This updating method 
has been extensively developed (e.g., Deodatis and Micaletti, 2001; Bocchini and Deodatis, 
2008; Shields et al., 2011). A key step in the updating process is to estimate the simulated 
PSDF, which can be computed by either Monte-Carlo simulations or numerical integration 
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(Deodatis and Micaletti, 2001; Shields et al., 2011). However, the lower bound on the 
simulated correlation from those updating methods is likely to be still restricted to ξ*, which 
depends on the type, rather than the PSDF, of the target distribution (Liu and Der Kiureghian, 
1986). On the other hand, Phoon et al. (2004) adopted the definition of fractile correlation 
instead of the traditional product-moment correlation to ensure the simulated fractile 
correlation ranges from -1 to 1.  
To circumvent this deficiency of the transform, it is proposed that a bivariate beta field be 
generated from two uncorrelated univariate beta fields, with the aim that the simulated cross-
correlation can take values in the interval [-1, 1].  Without losing any generality, the variables 
in random fields considered in this section are normalized to have zero mean and unit 
variance so that there are only two parameters for the marginal PDF, that is, lower and upper 
bounds (a, b) or equivalently, shape parameters (γ, η).  Noted that these two parameters of the 
marginal PDF cannot be arbitrary for both variates due to the restriction of their cross 
correlation. For instance, the shape of the two marginal PDFs shall be identical when the 
cross-correlation approaches 1. In this regard, the marginal PDFs of a target bivariate beta 
field could be described by the PDFs at zero cross-correlation. 




( ) ( ) 1
( ) ( )
( ) ( ) 1
R R c
R R c
ξ   = =     
τ τ
R τ ττ τ ,
 (3.56) 
where Rij(τ) is the correlation function between the ith and the jth variates (i, j=1, 2); ξ(τ) is the 
auto-correlation function for both the first and second variates; and c is the correlation 
coefficient between the two variates at any point in the field. 
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Generation algorithm - Let the target bivariate beta field has correlation structure described 
by the correlation function matrix R(τ) described by Eq. 3.56 and the marginal PDFs with 
bounds: ai, bi
 
(i = 1, 2) when c = 0. The generation of the bivariate beta field consists of two 
steps. 
(1) Generate two uncorrelated univariate beta fields, v1(x) and v2(x), which can be 
described by: 
v1(x): a1, b1; ξ(τ) 
v2(x): a2, b2; ξ(τ) 
(2)  Obtain a third beta field v3(x) from v1(x) and v2(x) by 
         23 1 2( ) ( ) sgn( ) 1 ( )v c v c c v= ⋅ + − ⋅x x x . (3.57) 
where sgn(*) is the sign function and sgn(0) is defined as 1 in this study. Then, v1(x) and v3(x) 
form the two components of the bivariate beta field. 
Calibration A: Marginal Distribution - It can be checked that the mean and variance of v3(x) 







a c a c a
b c b c b
= ⋅ + − ⋅
= ⋅ + − ⋅








a c b c b
b c a c a
= ⋅ − − ⋅
= ⋅ − − ⋅
 for 1 0c− ≤ < . (3.59) 
Equations 3.58 and 3.59 suggest that the bounds of v3(x), namely, a3 and b3, are functions of 
the bounds of v1(x) and v2(x). Thus, one could obtain prescribed bounds of v1(x) and v3(x) by 
altering those of v2(x). Theoretically, the variate v3(x) no longer follows a beta distribution 
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although it is a linear combination of two beta variates. Sculli and Wong (1985) noted that the 
sum of two beta random variables with ranges (ai, bi), where i = 1, 2, can be well represented 
by a third beta random variable. The mean and variance of the latter can be obtained by 
adding the respective means and variances of those two beta random variables and the range 
of the third random variable can be set as (a1 + a2, b1 + b2). Likewise, it would be reasonable 
to assume another beta variate 3 ( )v x  with zero-mean, unit-variance, lower bound a3 and 
upper bound b3 to fit v3(x) in this study. As an illustration, we form v3(x) from 
v1(x): a1 = -4, b1 = 2.8;  
v2(x): a2 = -2.31, b2 = 1.62 and  
r = 0.5. 
The bounds of v2(x) have been determined from Eq. 3.58 in such a way that v1(x) and v3(x) 
have the same values of bounds to demonstrate the bounds of v3(x) are changeable. v3(x) is 
generated by Monte-Carlo simulations (simulation times = 104). Figure 3.10 shows the 
empirical CDF of v3(x) and the CDF of 3 ( )v x with bounds of a3 = -4 and b3 = 2.8. 
Comparisons indicate that the difference between v3(x) and 3 ( )v x  is negligibly small.  The 
Kolmogorov-Smirnov test suggests that v3(x) comes from the distribution 3 ( )v x  at a 
significance level of 0.01. 
Calibration B: Second-order Properties - The correlation function matrix of the simulated 
bivariate field can be written as 
1 1 1 3
3 1 3 3
( ) ( ) ( ) ( )
( )
( ) ( ) ( ) ( )
Ev v Ev v
Ev v Ev v
 + +
=  
+ +  
u u τ u u τ
R τ
u u τ u u τ .
 (3.60) 
where 
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1 1( ) ( ) ( )Ev v ξ+ =u u τ τ , 
( )21 3 1 1 2( ) ( ) ( ) ( ) sgn( ) 1 ( ) ( )Ev v Ev c v c c v c ξ+ = ⋅ + + − ⋅ + = ⋅u u τ u u τ u τ τ , 
( )23 1 1 1 2( ) ( ) ( ) ( ) sgn( ) 1 ( ) ( )Ev v Ev cv c c v c ξ+ = + + − = ⋅u u τ u τ u u τ , and 
( )( )2 23 3 1 2 1 2( ) ( ) ( ) sgn( ) 1 ( ) ( ) sgn( ) 1 ( )
( ),
Ev v E c v c c v c v c c v
ξ
+ = ⋅ + − ⋅ ⋅ + + − ⋅ +
=
u u τ u u u τ u τ
τ
 
The correlation function matrix therefore satisfies the target matrix given in Eq. 3.56. As a 
special case, if c = -1, then v3(x) = - v1(x) based on Eq. 3.57, which implies the lower bound 
of the cross-correlation can reach -1. 
3.5 Verifications of Proposed Method via Monte-Carlo 
Simulations 
The statistical properties of the random fields generated by the MLE method are examined 
using the Monte-Carlo simulations in this section. In Monte-Carlo simulations, the 
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⋅  ∏ is the autocorrelation calculated 








⋅∏  is given by 
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⋅  ∏  will also be less or equal than one as indicated by Eq. 3.62. Thus 
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Var R L Var R L Nφ
→∞ →∞
=
   = ⋅ =    ∏  (3.64) 
thereby indicating that ( )R L is an unbiased and consistent (Kendall and Stuart, 1979) 
estimator of R(L). In Monte-Carlo simulations, the ensemble averages (see Section 3.3.6) is 
likely to deviate from the corresponding theoretical values if the simulation times are not 
sufficient large. Figs. 3.11a and 3.11b show an evident decrease in deviation of the 
autocorrelation curves as the number of Monte-Carlo simulations increases from 600 to 
10,000.  
The grid intervals along the β-axis of a three-dimensional cylindrical field is considered with 
M = 3 and 5 in Eq. 3.37. Figures 3.11c and 3.11d depict the curves for a normal and 
lognormal (mean value = 1 and COV = 1) field, respectively, calculated from 10000 
simulations. It can be found that the simulated curves are almost identical to the 
corresponding theoretical curves (except some deviations at the trails of curves when M = 3), 
which were derived for rectangular co-ordinates. As expected, the autocorrelation curves are 
monotonically decreasing functions in the interval [0, π] along the circumferential direction. 
Schenk and Schueller (2003; 2005), in contrast, used the K-L expansion method to simulate 
geometric imperfections of a cylindrical shell field and obtained a “V”-shaped simulated 
autocorrelation function in the interval [0, π] to account for the low frequency components of 
the imperfections along the circumferential direction. However, the “V”-shaped 
autocorrelation function is not a monotonically decreasing function in the interval [0, π] and 
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thus is counter-intuitive for a general cylindrical property field, where the maximum 
circumferential distance between two point is π. 
Tables 3.3 and 3.4 summarize some of the other statistical properties of the MLE-generated 
fields as well as the statistical property D0-value of the K-S test (Kendall and Stuart, 1979); 
the latter being the maximum vertical difference (absolute value) between the simulated and 
target cumulative distribution functions. Once again, all of the simulated statistical properties 
converge to their respective target values as the number of simulations increases. 
3.6 Validations  
Validation by comparing with spectral representation method - In this example, the MLE 
method will be used to generate the random property fields and its performance compared 
with that of SRM (Shinozuka and Deodatis, 1996). In SRM, a two-dimensional standard 
normal random field g(x, y) is generated using the relation (Shinozuka and Deodatis, 1996) 
1 2




1 2 1 2
1 1
( , ) 2 cos( ) cos( )
M M
m mm m m m m m m m m m
m m
g x y A x y A x yκ κ κ κ
− −
= =
 = + + Φ + − + Φ    (3.65) 
where 
1 2 0 0 1 21 2 1 2
2 ( , )m m f f m mA S κ κ κ κ= Δ Δ ; (3.66) 

1 2 0 0 1 21 2 1 2
2 ( , )m m f f m mA S κ κ κ κ= − Δ Δ ; (3.67) 
11 1 1m
mκ κ= Δ ; 
22 2 2m
mκ κ= Δ ; 1 1 1u Mκ κΔ = ; 2 2 2u Mκ κΔ = ; (3.68) 
1 2
(1)
m mΦ and 1 2
(2)
m mΦ are independent random variables uniformly distributed over the interval [0, 
2π]; 1uκ and 2uκ are the cut-off wave numbers corresponding to the x and y axes in the space 
domain, respectively; 
0 0 1 2
( , )f fS κ κ  is the spectral density function (SDF) of the random field, 
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which is assumed to be zero outside the region 1 1 2 2[ , ] [ , ]u u u uκ κ κ κ− × − . This assumption is 
true when both 1uκ and 2uκ become infinitely large (Shinozuka and Deodatis, 1996). One 
advantage of the SRM is that it can generate fields with any autocorrelation structures, such 
as the triangular, exponential and squared exponential models. 
The efficiency of SRM as shown in Eq. 3.65 can be improved by the FFT technique. The 
algorithm for generating two-dimensional random field using FFT technique (Shinozuka and 
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where Re is the real part , 
1 2 1 2 1 2
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and other symbols are same defined as those in Eq. 3.65. 
Equations 3.65 and 3.69 indicate that the original SRM in Eq. 3.65 is a continuous function of 
spatial coordinates; while the SRM using FFT in Eq. 3.69 is no longer a continual function of 
spatial coordinates; g  is only defined at the nodes in a grid space with intervals Δx and Δy. 
This might be a shortcoming when incorporating the SRM with FFT (denotes FFT hereafter) 
into random finite element method, because the latter needs to assign values of material 
property at the integration points, the positions of which usually follow the Gaussian 
integration pattern. It would be unlikely to make the integration points equally spaced, 
especially for the cases where the triangular or tetrahedral elements are used. One may reduce 
the intervals Δx and Δy to enhance the chance that some integration points can located on or 
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near the nodes of the grid space, but it would be impractical to make sure all integration 
points can be located on the nodes without approximation. On the other hand, the original 
SRM and the MLE method are both continuous functions of spatial coordinates. Arbitrary 
positions of integration points can be exactly assigned with material property values from the 
random fields obtained from these two methods. For these reasons, the proposed MLE 
method will be compared with SRM and FFT in terms of efficiency; while only be compared 
with SRM in terms of effectiveness. 
Efficiency Comparison - In order to compare the efficiency among MLE method, SRM and 
FFT, a two-dimensional problem with 20 × 20 nodes is considered, and the nodes need to be 
generated with correlated random numbers. Likewise, a three-dimensional problem with 20 × 
20 × 20 nodes is considered as well. All methods are conducted by using the same software 
MATLAB R2012b. The nodes are assumed to be equally spaced so that FFT is applicable. 
For each case, the computing time is normalized by the corresponding time of MLE method. 
The normalized computing time for the two-dimensional and three-dimensional problems is 
plotted in Figs. 3.12a and 3.12b, respectively. It can be found from the figures that the MLE 
method generally has higher computational efficiency than SRM and FFT; the discrepancy is 
pronounced as M1, M2 and M3 increase. Huang (2001) pointed out that if a field with physical 
size 100 times larger than its autocorrelation length, then M1 and 1uκ may need to be as large 
as 1000 and 10π (for random processes in one-dimensional space) to achieve about 97% 
correctness. In this regard, for large multi-dimensional random fields with small 
autocorrelation lengths, the difference in computational efficiency between MLE method and 
SRM (including the original form and its FFT) may become significant. 
Effectiveness Comparison - It is well known (e.g., Shinozuka and Deodatis, 1996; Fenton and 
Griffiths, 2008; Shields, et al., 2011) that SRM generates a periodic function, the periods of 
which are inversely proportional to 2π/ 1κΔ  and 2π/ 2κΔ along the x- and y-directions, 
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respectively. This periodicity can be mitigated by using periods which are much larger than 
the size of the domain. To achieve this, both 1κΔ  and 2κΔ  in Eq. 3.68 were fixed at 0.02 so 
that the periods will also be fixed during the parametric studies on the value of M1 and M2. 
The choice of the relatively small value of 0.02 is also aimed to obtain results with high 
precision as M1 and M2 increase bearing in mind that the values of 1uκ and 2uκ may be not 
large enough for small values of M1 and M2. 
The case study involves simulating a random stiffness field in a two-dimensional plane strain 
problem. Fig. 3.13 shows the simulated domain and its stochastic properties. In this case, the 
material is elastic with a constant Poisson’s ratio of 0.25 and a spatially varying Young’s 
modulus. The marginal PDF of the Young’s modulus is chosen to be lognormally distributed 
with a mean value of E0 and a COV of 0.5. The Young’s modulus is assumed to be 
statistically isotropic. In this two-dimensional problem, the autocorrelation length is set as 0.2 
and the effects of summation terms of SRM, M1 and M2 in Eq. 3.65, are considered. A 
standard normal field is first generated and an exponential transformation is used to obtain the 
lognormal field.  
The MLE method and SRM are incorporated in the finite element program, 
ABAQUS/Standard Version 6.9 through the user-defined field subroutine USDFLD. The 
element type used is the four-noded rectangular element with reduced integration. As Fig. 
3.13 shows, the elastic stochastic domain is loaded at its top end by incremental displacement 
(incremental size is set as 0.1), while the average stress across the top surface is computed, 
thereby allowing the overall Young’s modulus to be estimated. The mean value and COV of 
the overall Young’s modulus were obtained from 600 simulations. For comparison purposes, 
an analysis using a constant Young’s modulus of E0 was also conducted. The study was 
performed using a dual core 2.39 GHz personal computer with 4GB random access memory 
and running on Windows XP Professional 64-bit. 
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The results obtained from SRM with infinitely large summation terms (i.e., M1 and M2 in Eq. 
3.65) could be treated as correct solutions. As shown in Figs. 3.14a and 3.14b, the parameters 
simulated by SRM approach those of MLE method as M1 and M2 increase, whereby it verifies 
the MLE method. Since MLE method does not depend upon the number of summation terms, 
its results are depicted as constants in these figures. For small number of summation terms, 
i.e., for small M1 and M2, SRM underestimates the COV but overestimates the mean value of 
overall Young’s modulus. Figure 3.14 also suggests that the mean of E/E0 is lower than 1.0, 
which may be attributed to the existence of autocorrelation in Young’s modulus. Similar 
findings have also been found and discussed in literature (e.g., Fenton and Griffiths, 2008). 
As Fig. 3.14c shows, the time required for one run using the MLE method is much less than 
that using the original SRM. Furthermore, the computing time of the original SRM increases 
rapidly with M1 and M2. Note that the efficiency comparison herein is conducted between the 
MLE method and the original SRM in Eq. 3.65, rather than the FFT in Eq. 3.69, and the “run 
time” is confined to the time of running a job using the subroutine USDFLD in 
ABAQUS/Standard. In many other applications, if the SRM with FFT are applicable, then the 
efficiency of the SRM would be greatly enhanced. The comparisons among SRM, FFT and 
MLE method has been conducted in the previous sub-section. 
Figure 3.14 also shows that at least for this case, the effect of using different autocorrelation 
functions in the SRM is insignificant. In many engineering applications, the autocorrelation 
function is not well-established and is often assumed by the user (e.g. Fenton and Griffiths, 
2008; Santoso et al., 2011). 
In order to assess the effectiveness of MLE method in three-dimensional models, this plane 
strain problem is further analyzed by extending it into a three-dimensional model, using the 8-
noded brick elements with reduced integration as shown in Figs. 3.15 and 3.16. The length, 
measured along the longitudinal direction (that is, the out of plane direction of the plane strain 
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problem) and denoted by z, is three times the width. The boundary conditions, loading 
conditions, geometric size and mesh size in the x-y plane have been shown in Fig. 3.13 and in 
the y-z plane are plotted in Fig. 3.15. For comparison purposes, the following three cases are 
considered. 
• Case 1: Two-dimensional plane strain model with x yθ θ=  (Fig. 3.13), 
• Case 2: Two-dimensional model with x yθ θ=  and 
810zθ =  (Fig. 3.16a), which 
approximates the case in which θz = ∞,  
• Case 3: Three-dimensional model with x y zθ θ θ= =  (Fig. 3.16b). 
The plane strain case, that is Case 1, is essentially equivalent to Case 2, where θz = ∞, since 
both assume that the material properties do not change along the out-of-plane direction. As in 
the two-dimensional case, all nodal points on the top surface of the domain are subjected to 
the same prescribed displacement increment with incremental size set as 0.1 and 600 
simulations are conducted for each case. 
The mean value and COV of E are plotted against its autocorrelation length, in Figs. 3.17a 
and 3.17b, respectively. The results of Cases 1 and 2 are almost the same; this may be 
attributed to the fact that only 600 simulations were used for this problem. However, both 
Cases 1 and 2 give a much higher COV than that of Case 3. As the autocorrelation length 
tends to zero, the values of COV of overall Young’s modulus in all cases tend to zero, and the 
mean values are lower than E0. Fenton and Griffiths (2008) noted that if the autocorrelation 
length of a random field tends to zero and its marginal PDF follows the lognormal 
then the overall behaviour of this variate shall be its medium value, rather than its mean 
For a lognormal distribution, the medium value is always lower than the mean value. Figure 
3.17a indicates that when the autocorrelation length tends to zero, Case 3 yields a slightly 
larger mean value of E/E0 than those of Cases 1 and 2. It could be attributed to the fact that 
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the autocorrelation length along the out-of-plane direction is still infinitely large in Cases 1 
and 2. On the other hand, when the autocorrelation length tends to infinite large, the three 
cases become identical, as the Young’s modulus of the material is perfectly correlated in each 
simulation, and the mean value and COV of the overall Young’s modulus tend to E0/(1-υ2) 
and 0.5, respectively. The coefficient (1-υ2) is because it is a plain strain problem. 
Validations of bivariate beta field - The algorithm proposed in Section 3.4.3 is used to 
simulate a bivariate beta field with cross-correlation varying from -1 to 1. The zero mean and 
unit variance beta distribution with shape parameters γ = 0.1 and η = 10 is used as the 
marginal CDFs. Figure 3.18a shows the simulated cross-correlation ξ against the target value 
ρ, the latter is also set as the cross-correlation of the underlying Gaussian field. Figure 3.18a 
shows that the proposed method can give a correct cross-correlation and the range of ξ can 
cover the full range [-1, 1]. Figure 3.18b shows a realization of one component of the field; 
Figs. 3.18c and 3.18d shows the other component of the field with cross-correlation 0.9 and -
0.9, respectively. 
3.7 Summary 
The proposed modified linear estimation (MLE) method is shown to be able to generate a 
large multi-dimensional property field that is both normally distributed and weakly stationary, 
within a much shorter time than the SRM with relatively large number of its summation 
The simulated property field is also shown to be ergodic (in the mean-square sense) both in 
the mean and correlation as long as the property field has a finite autocorrelation length along 
each direction. The proposed method can also be extended to a cylindrical field at the expense 
of introducing slight non-stationarity. For a cylindrical field, the simulated autocorrelation 
function along the circumferential direction is a monotonically decreasing function in the 
interval [0, π]. 
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Variations of the method are also presented for generating underlying normal fields for 
lognormal fields and beta fields. The autocorrelation length of a lognormal variate is found to 
be shorter than that of its underlying normal variate due to the exponential transformation. 
This shortening effect becomes more pronounced as the COV of the lognormal variate 
increases. A scale factor is introduced in the autocorrelation function of a beta translation 
field in order to account for the change caused by the translation process. It is shown that this 
treatment can yield a controllable autocorrelation length of the beta translation field at the 
cost of a slightly change in its autocorrelation function. A method is proposed to generate a 
bivariate beta field as well. Results show that the proposed method can generate a desirable 
cross-correlation ranging from -1 to 1. 
Comparisons between MLE method and the original SRM (i.e., SRM without FFT) 
demonstrate that the calculated results by both methods are almost identical provided that the 
cut-off wave numbers of SRM are sufficiently large. Both the MLE method and the original 
SRM are continuous functions of spatial coordinates. However, the MLE method requires 
much less computing time than the original SRM and does not suffer from periodicity as the 
original SRM does. 
Some limitations of the proposed method in this study should be mentioned. Firstly, the 
autocorrelation function is limited to those that can be approximately described by the 
squared exponential model. There are some applications in different fields of science where 
the autocorrelation cannot be described by a squared exponential function. For example, cases 
where the autocorrelation becomes negative. Secondly, the simulated field will be orthogonal 
stationary if the rotation component is omitted, which is applicable to simulating cylindrical 
coordinate random fields. Thirdly, the autocorrelation length along the circumferential 
direction in the cylindrical coordinate systems is related to the number of nodes on the 
circumference and thus cannot be arbitrary.   
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Table 3.1. Values of α for Exponential Model  
 Shape Parameter γ 
 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 2 3 4 5 6 7 8 9 10 20  
0.1 1.25 1.24 1.26 1.28 1.29 1.31 1.32 1.34 1.35 1.36 1.43 1.46 1.52 1.50 1.51 1.52 1.53 1.53 1.54 1.56 
0.2 1.24 1.17 1.16 1.16 1.16 1.17 1.18 1.18 1.19 1.20 1.25 1.27 1.29 1.31 1.31 1.32 1.33 1.33 1.34 1.36 










0.4 1.28 1.16 1.12 1.10 1.09 1.09 1.09 1.09 1.09 1.09 1.12 1.14 1.16 1.17 1.18 1.18 1.19 1.19 1.19 1.21 
0.5 1.29 1.16 1.11 1.09 1.08 1.07 1.07 1.07 1.07 1.07 1.09 1.11 1.12 1.13 1.14 1.15 1.15 1.15 1.16 1.17 
0.6 1.31 1.17 1.11 1.09 1.07 1.06 1.06 1.06 1.06 1.06 1.07 1.09 1.10 1.11 1.12 1.12 1.13 1.13 1.13 1.15 
0.7 1.32 1.18 1.12 1.09 1.07 1.06 1.05 1.05 1.05 1.05 1.06 1.07 1.08 1.09 1.10 1.10 1.11 1.11 1.11 1.13 
0.8 1.34 1.18 1.12 1.09 1.07 1.06 1.05 1.05 1.04 1.04 1.05 1.06 1.07 1.08 1.08 1.09 1.09 1.10 1.10 1.11 
0.9 1.35 1.19 1.12 1.09 1.07 1.06 1.05 1.04 1.04 1.04 1.04 1.05 1.06 1.07 1.07 1.08 1.08 1.08 1.09 1.10 
1 1.36 1.20 1.13 1.09 1.07 1.06 1.05 1.04 1.04 1.03 1.03 1.04 1.05 1.06 1.06 1.07 1.07 1.07 1.08 1.08 
2 1.43 1.25 1.17 1.12 1.09 1.07 1.06 1.05 1.04 1.03 1.01 1.01 1.02 1.02 1.02 1.03 1.03 1.03 1.03 1.04 
3 1.46 1.27 1.19 1.14 1.11 1.09 1.07 1.06 1.05 1.04 1.01 1.01 1.01 1.01 1.01 1.01 1.02 1.02 1.02 1.03 
4 1.48 1.29 1.21 1.16 1.12 1.10 1.08 1.07 1.06 1.05 1.02 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.02 
5 1.50 1.31 1.22 1.17 1.13 1.11 1.09 1.08 1.07 1.06 1.02 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
6 1.51 1.32 1.23 1.17 1.14 1.12 1.10 1.08 1.07 1.06 1.02 1.01 1.01 1.01 1.01 1.00 1.00 1.01 1.01 1.01 
7 1.52 1.32 1.23 1.18 1.15 1.12 1.10 1.09 1.08 1.07 1.03 1.01 1.01 1.01 1.00 1.00 1.00 1.00 1.01 1.01 
8 1.53 1.33 1.24 1.19 1.15 1.13 1.11 1.09 1.08 1.07 1.03 1.02 1.01 1.01 1.01 1.00 1.00 1.00 1.00 1.01 
9 1.53 1.33 1.24 1.19 1.15 1.13 1.11 1.10 1.08 1.07 1.03 1.02 1.01 1.01 1.01 1.00 1.00 1.00 1.00 1.01 
10 1.54 1.34 1.25 1.19 1.16 1.13 1.11 1.10 1.09 1.08 1.03 1.02 1.01 1.01 1.01 1.01 1.00 1.00 1.00 1.01 
20 1.59 1.37 1.27 1.21 1.17 1.15 1.13 1.11 1.10 1.09 1.04 1.03 1.02 1.01 1.01 1.01 1.01 1.01 1.01 1.00 
  
  
Table 3.2 Values of α for Squared Exponential Model  
 Shape Parameter γ 
 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 2 3 4 5 6 7 8 9 10 20  
0.1 1.17 1.16 1.16 1.17 1.17 1.18 1.18 1.19 1.19 1.20 1.22 1.24 1.25 1.26 1.26 1.29 1.27 1.27 1.27 1.29 
0.2 1.16 1.11 1.10 1.10 1.10 1.10 1.10 1.11 1.11 1.11 1.14 1.15 1.16 1.16 1.17 1.17 1.17 1.18 1.18 1.19 










0.4 1.17 1.10 1.07 1.06 1.06 1.05 1.05 1.05 1.05 1.06 1.07 1.08 1.09 1.09 1.10 1.10 1.10 1.10 1.11 1.12 
0.5 1.17 1.10 1.07 1.06 1.05 1.04 1.04 1.04 1.04 1.04 1.05 1.06 1.07 1.07 1.08 1.08 1.08 1.09 1.09 1.10 
0.6 1.18 1.10 1.07 1.05 1.04 1.04 1.04 1.03 1.03 1.03 1.04 1.05 1.06 1.06 1.06 1.07 1.07 1.07 1.07 1.08 
0.7 1.18 1.10 1.07 1.05 1.04 1.04 1.03 1.03 1.03 1.03 1.03 1.04 1.05 1.05 1.06 1.06 1.06 1.06 1.06 1.07 
0.8 1.19 1.11 1.07 1.05 1.04 1.03 1.03 1.03 1.03 1.02 1.03 1.03 1.04 1.04 1.05 1.05 1.05 1.05 1.05 1.06 
0.9 1.19 1.11 1.07 1.05 1.04 1.03 1.03 1.03 1.02 1.02 1.02 1.03 1.03 1.04 1.04 1.04 1.04 1.05 1.05 1.06 
1 1.20 1.11 1.08 1.06 1.04 1.03 1.03 1.02 1.02 1.02 1.02 1.02 1.03 1.03 1.04 1.04 1.04 1.04 1.04 1.03 
2 1.23 1.14 1.09 1.07 1.05 1.04 1.03 1.03 1.02 1.02 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.02 1.02 1.02 
3 1.24 1.15 1.11 1.08 1.06 1.05 1.04 1.03 1.03 1.02 1.01 1.00 1.00 1.00 1.01 1.01 1.01 1.01 1.01 1.01 
4 1.25 1.16 1.11 1.09 1.07 1.06 1.05 1.04 1.03 1.03 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.01 
5 1.26 1.16 1.12 1.09 1.07 1.06 1.05 1.04 1.04 1.03 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.01 
6 1.26 1.17 1.12 1.10 1.08 1.06 1.05 1.05 1.04 1.04 1.01 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
7 1.26 1.17 1.13 1.10 1.08 1.07 1.06 1.05 1.04 1.04 1.01 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
8 1.27 1.17 1.13 1.10 1.08 1.07 1.06 1.05 1.04 1.04 1.01 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
9 1.27 1.18 1.13 1.10 1.09 1.07 1.06 1.05 1.05 1.04 1.02 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
10 1.27 1.18 1.13 1.11 1.09 1.07 1.06 1.05 1.05 1.04 1.02 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
20 1.30 1.19 1.14 1.12 1.10 1.08 1.07 1.06 1.06 1.05 1.02 1.01 1.01 1.01 1.00 1.00 1.00 1.00 1.00 1.00 
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Mean value  
(T, R, C)* 
Variance 
(T, R, C) 
K-S: D0-value* 
(T, R, C) 
Cross-correlation 
(T, R, C) 
(1) (2) (3) (4) (5) (6) (7) 
1 θ1 (θρ) = 1.0 
600 (0, 0.03, -0.05) (1, 0.94, 1.04) (0, 0.02, 0.03) c12 = (0.2, 0.16, 
0.21) 
10000 (0, 0.00, 0.01) (1, 1.01, 0.97) (0, 0.01, 0.01) c12 = (0.2, 0.21, 
0.20) 
2 θ2 (θβ) = 0.709π 
600 (0, -0.03, 0.02) (1, 0.95, 0.91) (0, 0.03, 0.02) c23 = (0.5, 0.54, 
0.48) 
10000 (0, -0.01, 0.00) (1, 0.99, 0.99) (0, 0.01, 0.01) c23 = (0.5, 0.51, 
0.50) 
3 θ3 (θz) = 1.0 
600 (0, 0.06, -0.04) (1, 0.93, 1.08) (0, 0.02, 0.03) c31 = (0.8, 0.77, 
0.82) 
10000 (0, 0.01, 0.00) (1, 0.98, 1.01) (0, 0.01, 0.01) c31 = (0.8, 0.80, 
0.80) 
* T = Target value, R = simulated value in Rectangular coordinate system, C = simulated value in Cylindrical coordinate system.
D0-value is the maximum difference (absolute value) between empirical and target cumulative distribution functions. 







(T, R, C)* 
Coefficient of 
variation 
(T, R, C) 
K-S: D0-value* 
(T, R, C) 
Cross-correlation 
(T, R, C) 
(1) (2) (3) (4) (5) (6) (7) 
1 θ1 (θρ) = 1.0 
600 (1, 1.03, 0.98) (1, 0.86, 0.90) (0, 0.04, 0.03) c12 = (0.2, 0.22, 
0.17) 
10000 (1, 0.99, 1.00) (1, 0.96, 1.02) (0, 0.02, 0.01) c12 = (0.2, 0.19, 
0.20) 
2 θ2 (θβ) = 0.646π 
600 (1, 0.97, 1.04) (1, 1.15, 0.87) (0, 0.02, 0.04) c23 = (0.5, 0.46, 
0.55) 
10000 (1, 1.00, 1.01) (1, 0.98, 1.02) (0, 0.01, 0.01) c23 = (0.5, 0.50, 
0.51) 
3 θ3 (θz) = 1.0 
600 (1, 1.01, 1.00) (1, 1.13, 1.07) (0, 0.03, 0.03) c31 = (0.8, 0.82, 
0.78) 
10000 (1, 1.00, 1.00) (1, 1.01, 0.99) (0, 0.01, 0.01) c31 = (0.8, 0.79, 
0.80) 
* T = Target value, R = simulated value in Rectangular coordinate system, C = simulated value in Cylindrical coordinate system.
D0-value is the maximum difference (absolute value) between empirical and target cumulative distribution functions. 
  
























(a) Illustration of precursor random 
field in global coordinate system (s is 
the position vector) 
(b) Illustration of precursor random 
field in local coordinate system (s is 
the position vector) 
(c) Illustration of non-stationarity in 
autocorrelation function 
Figure 3.1. Illustrations of precursor random field 
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Figure 3.2. Illustrations of modified linear estimation method in 2D space. Position of point y 
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Figure 3.3. (a) Illustration for deviation of correlation between AB, (b) Comparisons between 
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(a) jth realization  
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Figure 3.4. Effects of randomized rotation on autocorrelation structure of property field in (a) 
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Figure 3.5. Effects of randomized translation on autocorrelation structure of property field. (a) 
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Shaded Area: Property Field 
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Chapter 3 Generation of Random Fields 87 
 
Figure 3.6. Simulation of cylindrical fields. (a) model in cylindrical coordinate system, (b) 
equivalent model in rectangular coordinate system. 
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Figure 3.7. Effects of exponential translation on relationship between (a) autocorrelation 










































Lognormal field (δ = 0.5)
Lognormal field (δ = 1.0)
Lognormal field (δ = 1.5)
(a) 
(b)  
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γ = 0.1, η = 10
γ = 0.2, η = 0.2
γ = 2, η = 3




Figure 3.9. Auto-correlation of translation fields obtained by proposed method (solid lines) 
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Figure 3.10. Fitted beta cumulative distribution function of second component of simulated 
bivariate field. 
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(a)                                                                      (b) 
 
(c)                                                                      (d) 
Figure 3.11. Autocorrelation curves calculated by Monte-Carlo simulations from (a) 3D 
normal field with 600 simulations in rectangular coordinate system, (b) 3D normal field with 
10000 simulations in rectangular coordinate system, (c) 3D normal field with 10000 
simulations in cylindrical coordinate system, (d) 3D lognormal field (mean value = 1, 
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Results of 10000 Simulations
M = 3 (θβ = 1.18π)
M = 5 (θβ = 0.709π)

















Results of 10000 Simulations
M = 3 (θβ = 1.08π)
M = 5 (θβ = 0.646π)
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Figure 3.12. Efficiency comparisons among SRM, FFT and MLE method by using (a) two-
dimensional problem (b) three-dimensional problem. Computing time is normalized by that of 
MLE method. (The summation terms used in FFT is twice than those in SRM in order to 
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SRM (Normalized by MLEM)






















Summation Terms of SRM, M1 = M2 = M3
SRM (Normalized by MLEM)
FFT (Normalized by MLEM)
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H =1 
W = 1 
Poisson’s ratio 
υ = 0.25 
Young’s modulus  
Mean value = E0  





Figure 3.13. Boundary conditions, loading conditions, geometric size and mesh size of model 
for case study in x-y plane (plane strain). Lighter zones signify lower values of Young’s 
modulus. 










































































Figure 3.14. Comparisons between results obtained by spectral representation method and
modified linear estimation method (600 simulations). (a) mean value, (b) coefficient of
variation, (c) computing time per run with random Young’s modulus, normalized by that
using constant Young’s modulus. 





L = 3 
Poisson’s ratio 
υ = 0.25 
Young’s modulus  
Mean value = E0  
COV = 0.5  
y 
z 
Figure 3.15. Boundary conditions, loading conditions, geometric size and mesh size of
model for case study in y-z plane. Lighter zones signify lower values of Young’s
modulus. 







Figure 3.16. Two realizations of Young’s modulus field in 3D space. Lighter zones signify lower 
values of Young’s modulus. (a) θx = θy = 0.2, θz = ∞, (b) θx = θy =θz = 0.2. 
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Figure 3.17. Verification of results obtained by modified linear estimation method in 3D cases 
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Figure 3.18. (a) Comparisons among cross-correlation of translation field formed by 
traditional and proposed methods; (b) realization of one component of bivariate translation 
field; (c) realization of second component with cross-correlation equalling 0.9; and (d) 


























































( c )                                         ( d )
(a)                                         (b)
 Component 2, cross-correlation, c = 0.9 
Component 2’, cross-correlation, c = -0.9 
Component 1: Marginal PDF (γ=0.1, η=10; 
Mean=0, Variance=1) 

 Chapter 4   
Spatial Variation of Stiffness and Strength 
The radial trend (otherwise known as deterministic trend or mean trend) and stochastic 
fluctuation of unconfined compressive strength (UCS) and Young’s modulus of cement-
treated soils are considered and some statistical parameters, e.g., type of distribution, 
coefficient of variation (COV), skewness and autocorrelation length of UCS and the 
correlation between Young’s modulus and UCS are examined in this chapter. 
4.1 Introduction 
Cement-treated soils often exhibit significant spatial variation in properties. As shown in Figs. 
1.3 and 4.1, for instance, the field core strength data obtained from the deep mixing (DM) 
works for the Marina Bay Financial Centre (MBFC) construction project in Singapore show 
that the coefficient of variation (COV) of the unconfined compressive strength (UCS) and 
Young’s modulus can be as high as 0.46 and 0.38, respectively. Furthermore, as mentioned 
earlier, it is commonly believed that the spatial variation in soil properties in deep mixing 
columns commonly consists of a radial trend and a stochastic fluctuation portion about this 
trend (e.g., Larsson 2001, 2005). The radial trend usually takes the form of a radial variation. 
For example, Larsson (2001) found that the quicklime (CaO) content of dry deep-mixed lime 
columns shows a radial trend along radial direction (see Fig. 2.3). Since the strength of lime 
columns increases with quicklime content, it is reasonable to expect the core strength to show 
a columnar radial trend as well. Secondly, the soil properties show stochastic variation as well 
since some random residual from the trend function can also be observed (see, Larsson 2005). 
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This stochastic portion may be described by random field theory. Combining these two types 
of variability, the soil properties (e.g., UCS) in DM columns can be described as 
u ( ) ( ) ( )q r m r e r= +  (4.1) 
where qu(.) is the UCS, m(.) is the deterministic trend, e(.) is a stochastic function describing 
the random residual around the deterministic trend, and r is the radial distance from the 
column centre. The form of Eq. 4.1 is used by many researchers to describe soil properties as 
well (e.g., Phoon and Kulhawy, 1999a; 1999b; Fenton, 1999). Figure 4.2 graphically 
illustrates the strength described by Eq. 4.1.  
The UCS is chosen as a typical index for analysis, since it is a commonly used engineering 
property for design (CDIT, 2002). Other parameters such as tensile strength, Young’s 
modulus and compression yield stress may be correlated to the UCS. Equations 4.2-4.4 below 
show some proposed correlations from previous studies. 
Terashi et al. (1980) gives: 
0.15 t uqσ =   (4.2) 
, 1.3 y up q=   (4.3) 
and, for slurry Singapore marine clay with 28-day curing, Lee et al. (2005) suggests  
0 140 uE q=  (4.4) 
where tσ , 0E , and ,yp  are the tensile strength, initial elastic modulus and consolidation yield 
pressure, respectively. 
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4.2 Radial Deterministic Trends 
Following Yang (2009), two types of radial trend are studied, namely the inner-stiffer and 
outer-stiffer cases. In the former, the strengths decrease with radial distance from the centre to 
the periphery of a column. In the latter, the trend is reversed. 
As Fig. 2.5 illustrates, Yang (2009) used a step-function to represent the radial variation. In 
reality, the UCS is more likely to vary in a progressive and continuous fashion than a step-
wise fashion. Furthermore, as suggested in Fig. 2.3, the trend does not appear to be a linear or 
quadratic function. In this study, the radial UCS trend is represented by the beta cumulative 
distribution function (CDF), F; that is 
/R
0
0,  / R 0      
( / R; , ) ( ; , )d ,  0 / R 1 
1,  / R 1       .
r
r
F r f t t r
r
γ η γ η
<
= ≤ ≤ >
  (4.5) 
where r is the radial distance from column centre; R is the radius of a column; t is a beta 
random variable with the probability density function (PDF) f(t;γ,η) as defined in Eq. 3.46.  
Figure 4.3a shows the versatility of the beta CDF within the interval [0, 1]. It can be observed 
that the two-part method (Yang, 2009) and linear transition are both included. Since F(r/R; γ, 
η) takes on values from 0 to 1, the UCS can be expressed as  
_ min _ max _ min( / R) ( ) (1 ( / R; , ))u u u uq r q q q F r γ η= + − × −  (4.6) 
(for inner-stiffer case) 
or 
_ min _ max _ min( / R) ( ) ( / R; , )u u u uq r q q q F r γ η= + − ×  (4.7) 
(for outer-stiffer case) 
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where qu_max and qu_min are the maximum and minimum values of UCS in the radial trend, 
respectively. By virtue of Eq. 4.6, for instance, various possible transition processes from 
qu_max to qu_min for inner-stiffer case are illustrated in Fig. 4.3b using the beta CDFs shown in 
Fig. 4.3a. 
4.3 Marginal Probability Density Function  
In order to describe a complete statistical characterization of a parameter in a random medium 
(i.e., the stochastic function e in Eq. 4.1), joint PDFs of the values at infinitely many sets of 
locations are required; this is clearly an impossible task (Akkaya and Vanmarcke, 2003). To 
make the analysis tractable, the random medium is assumed as statistically homogeneous at 
least to second order, which means that it can be described by its marginal PDF and the 
autocorrelation structure (Reh et al., 2006). While the marginal PDF describes the probability 
information of samples collected from independent points in the random medium, the 
autocorrelation structure, which will be discussed in Section 4.5, describes dependence 
between any two observed points in the medium. 
Two commonly used marginal PDFs in geotechnical engineering are the normal and 
lognormal distributions (Fenton and Griffiths, 2008). Their popularity might be attributed to 
many physical phenomena that can be adequately described by them and their well-
established mathematical properties and simplifying manipulations. The former can be easily 
used to fit symmetric distributed data, and the latter can be used to fit positively skewed and 
data in positive range. Using probability plots, Chen (2012) showed that spot concentration of 
binder in DM operation, that is cement slurry, is best-fitted using the normal distribution. 
However, Chen (2012) noted that the conventional normal distribution is not really suitable 
for fitting strength and concentration distribution since the former generates negative values, 
which cannot be admitted for these variables. Although the total probability contributed by 
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this negative part may be small (Baecher and Christian, 2003), this shortcoming can give rise 
to problems in a finite element procedure, which may require strictly positive values. Instead, 
Chen (2012) used a truncated normal distribution to describe the variation in spot 
concentration of binder, which in the case of cement mixing, is the cement slurry.  
Chen (2012) also showed that, whereas the spot concentration is quite symmetrically 
distributed about the mean (hence the suitability of the normal distribution), the unconfined 
compression strength distribution is not symmetrical. This is because the relation between 
strength and mixing proportion is highly non-linear. For this reason, a symmetrical 
distribution binder distribution will usually lead to a strength distribution which is positively 
skewed. This is in agreement with field data from ground improvement projects reported by 
Lee (1999) and Chen et al. (2011). Furthermore, Lee (1999) showed that, for jet grouting 
works, a lognormal distribution appears to fit the data reasonably well.  
However, even the lognormal distribution is unable to certain special systems of ground 
improvement. Figure 4.4 shows the in-situ DM data distribution of UCS with sample size 
The data are collected from Land Transport Authority (LTA) Contract C828 (Reconstructed) 
Nicoll Highway Station – Rasjet Work Final Report. The Rasjet DM technique is a hybrid of 
the jet grouting and DM approaches, wherein the cement slurry is injected via a series of 
nozzles located at the tips of the cutting blades. The mean value and COV of the sample are 
3.63 MPa and 0.29, respectively. With the mean and COV, the fitted normal and lognormal 
distributions can be determined and are plotted in Fig. 4.4 as well. As can be seen, the 
agreement with field data is relatively poor. This is because the normal distribution can only 
fit symmetrically distributed data and, while the lognormal distribution can only fit positively 
skewed data. These two distributions are also completely determined by their first and second 
moments (i.e., mean and variance) and do not take higher order moments, such as skewness 
and kurtosis, into account. On the other hand, the Rasjet core strength distribution is 
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negatively skewed. In other words, although the lognormal distribution is able to fit strength 
distribution of normal DM processes, it is unable to fit the strength distribution of special DM 
process such as the Rasjet. As shown in Fig. 4.4, a better fit is obtained using the beta 
distribution. The beta distribution considers the third and fourth moments of random variables 
into account, thereby allowing it to fit a wider range of distributions. Harr (1977; 1977) 
demonstrated that the beta distribution is applicable for most geotechnical parameters based 
on the data investigated by Lumb (1970; 1971) and Lambe (1973).  
Figure 4.5 illustrates the versatility of the beta distribution in the Pearson’s system. The beta 
distribution occupies a region in this system, whereas other distributions, such as normal, 
lognormal and exponential distributions, are either a point or a line. Hence, the normal, 
uniform, exponential and gamma distributions are all specific cases of the beta distribution.  
There are also other distributions or functions which deal with high order moments of a 
sample, such as the trigonometric function (Fenton, 1990; Fenton and Griffiths, 2003), 
maximum entropy distribution (Rosenblueth and Hong, 1987; Tagliani, 1989; 1990), Hermite 
polynomials of normal variates (Grigoriu, 1995) and Johson’s system (Johnson, 1949). The 
four-parameter beta distribution is chosen in this study because it not only can capture the 
first four moments of a random variable, but also has limited bounds. Furthermore, it has 
well-established properties to facilitate computer-aided simulations. 
The beta distribution is described by the PDF (Johnson et al., 1994): 
-1 -1
1
1 ( - ) ( - ) ,  




x a b x a x b
f x p q a b B p q b a + −

≤ ≤
= −  (4.8) 
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where x is the random variable; a and b are the lower and upper bounds of x, respectively; γ 
and η are two shape parameters; B(γ, η) is the beta function. It is easy to normalize the general 
form into a standard form by making the transformation  
z = (x-a)/(b-a) (4.9) 
The standard beta PDF has been given in Eq. 3.46.  
If X has the general beta distribution given by Eq. 4.8, its first to fourth central moments-
associated properties can be written as (Harr, 1987; Johnson et al., 1994) 
Mean: 
( )a b aγμ
γ η
= + −
+ , (4.10) 
Variance: 
2 2
2 ( )( ) ( 1)
b aγησ
γ η γ η
= −
+ + + , (4.11) 








+ + , (4.12) 
Coefficient of Kurtosis β2: 
2
2
3( 1) ( 2) 2( )
( 2)( 3)
γ η γη γ η γ ηβ
γη γ η γ η
 + + + + + − 
=
+ + + + . (4.13) 
The versatility of the beta distribution is illustrated as Fig. 4.6. 
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4.4 Statistical Characteristics of Strength 
4.4.1 Prediction from Experimental Work 
Lee et al. (2006) and Chen (2012) reported centrifuge model studies for the mixing quality of 
wet DM processes. In their work, the zinc chloride was used in place of cement-slurry as a 
tracer-binder and the mean value and variance of chloride were recorded for statistical 
analysis. The use of zinc chloride in place of cement slurry was dictated by the need to reduce 
the viscosity of the tracer-binder in order to preserve the Reynolds number. The chemical 
reaction causing hardening of the treated soil was not studied. In any case, chemical reactions 
of this nature could not be scaled correctly in such centrifuge model tests anyway. The main 
advantage of the study is that it provides a well-controlled environment within which factors 
affecting DM quality can be studied in a systematic manner. In this section, some statistical 
characteristics of the chloride concentration are examined in order to predict statistical 
characteristics of the associated UCS. 
Chloride Concentration Distributions - Six sets of chloride concentration data are collected 
from Chen’s (2012) centrifuge work. Table 4.1a summarized some basic statistical 
information of those six sets of data. Three types of probability density functions (namely, the 
normal, lognormal and beta distributions) were used to fit the chloride concentration and the 
K-S test was conducted for comparison purposes. Table 4.1b lists the K-S test results and Fig. 
4.7 comprises the fitting results of these three distributions. The K-S test results demonstrate 
that the beta distribution performs better over the other distributions for all but Set 5 of data, 
where lognormal distribution is marginally better. Thus, the beta distribution will be used for 
fitting the samples of chloride concentration. 
Chloride Concentration and UCS - Lee et al. (2005) proposed a formula for evaluating the 
UCS, qu, as 






u nq q w c
=
 (4.14) 
where s/c and w/c are the soil-cement ratio (by weight) and water-cement ratio (by weight) in 
cement-treated soils, respectively; q0, m and n are experimentally fitted. For Singapore marine 
clay, q0 = 4 MPa for 7-day curing and 6 MPa for 28-day curing, and m = 0.62 and n = 3.0 for 
both cases.  
Chen (2012) showed the relationship between the ratios w/c and s/c to be 
0
0





where a0 is the water-cement ratio by weight of the cement slurry and it is related to the 
density of cement slurry, a reasonable range of a0 is between 0.8 to 1.0; and w0 is water 
content in the soil and for marine clay, its range is mainly between 60% to 80%. The values 
of a0 and w0 will be hereafter taken as typical values of 1.0 and 60% (Chen, 2012), 
respectively. 














In order to predict the strength qu from the chloride concentration, the Monte-Carlo approach 
was adopted; that is, each spot chloride concentrations can be mapped to a qu value using Eq. 
4.16. However, a problem arises from Eqs. 4.14 and 4.16 is that the strength predicted by 
these equations is not a monotonically increasing function of the cement content. As shown in 
Fig. 4.8, Lee et al. (2005)’s formula shows that for small values of cement content (say, less 
than 8%), the strength increases with the decrease of cement content, which is counter-
intuitive. This problem, which has also been noted by Chen (2012), could also be illustrated 
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by curve of strength against w/c ratio (Fig. 4.9). The figure indicates that when w/c exceeds a 
certain value (turning point), the strength increases with w/c. Clearly, Lee et al.’s (2005) 
relationship is only applicable within the data range for which it was fitted.  
Although this anomaly is not significant for deterministic analysis where values are usually 
used in an average sense and the average value is unlikely to exceed the turning point, it 
might be unreasonable for statistical analysis, where the ratio of w/c varies over a much larger 
range than in deterministic analysis and is likely to exceed the turning point. Figure 4.10 
illustrates the Monte-Carlo simulation results of Sets 1 and 2 of the chloride concentration 
(see Fig. 4.7) using Eq. 4.16. It can be found some extreme high values could be observed and 
the shapes of the histogram are also counter-intuitive. This problem has also been observed 
and discussed by Chen (2012). He suggested that the unreasonable part of the w/c – qu curve 
be replaced by a straight line segment, by which the strength deceases monotonically as the 
w/c increases. In this study, this problem is explained and examined by expanding the 
numerator of Eq. 4.14 using a Taylor series: 
2 3
( / ) [ ( / )] [ ( / )] [ ( / )]e 1 ( / ) ... ...
2! 3! !
n
m s c m s c m s c m s cm s c
n
= + + + + + +
 (4.17) 
It can be observed from Eq. 4.17 that the high order terms (say higher than 2) will have large 
values for a small value of c and thus result in a high value of ( / )em s c . Thus, qu predicted by 
Eq. 4.14 might be a large value for a small value of c. To remedy this anomaly, the 
summation of the terms of order higher than two in Eq. 4.17 are approximated by one term:
2[ ( / )] / 2m s c , and then Eq. 4.17 can be written as: 
( / ) 2e 1 ( / ) [ ( / )]m s c m s c m s c= + +
 (4.18) 
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The comparison between Eqs. 4.17 and 4.18 is illustrated in Fig. 4.11. For m(s/c) less than 
about 2.5, the difference between these two equations is negligible. For m(s/c) less than 2.5, 
the ratio s/c could vary from 0 to 4 considering m = 0.62. 
Equation 4.14 is therefore modified as  
2
0
1 ( / ) [ ( / )]
( / )u n





Figure 4.12a compares Eqs. 4.14 and 4.19 for s/c ratio less than 4. The difference between 
these two equation exists mainly for the case where s/c = 4. Actually, when s/c = 4, the 
associated w/c ratio will also increase to around 5.5 (see Eq. 4.15), and Eq. 4.19 matches well 
with Eq. 4.14 when w/c is around 5.5. Figure 4.12b demonstrates the effectiveness of these 
two equations by checking them with the experimental data (Lee, 1999). Almost no difference 
in curves predicted from these two equations is found. Furthermore, the modified equation 
(Eq. 4.19) is a monotonically increasing function of the cement content, as shown in Figs. 4.8 
and 4.9. 
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 (4.20) 
Based on Eq. 4.20, six sets of qu could be calculated from the six sets of the chloride 
concentrations as shown in Fig. 4.7. The histograms together with the fitted beta distribution 
of the calculated sets of qu are illustrated in Fig. 4.13 and some other basic statistics are 
summarized in Table 4.1. It can be found that the COV of qu predicted from chloride 
concentration varies from 0.2 to 0.5 and all sets except Set 2 show positive skewness. Chen 
(2012) also derived an expression of the PDF of qu based on chloride concentration from a 
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theoretical point of view. However, the PDF could not be expressed in closed form and was 
instead expressed as an integral of some functions. 
4.4.2 Field Data 
Chen et al. (2011) reported case histories of two projects using DM in Singapore, i.e., Marina 
Bay Financial Centre (MBFC) and the new Nicoll Highway Station (NCHS). The data from 
the former projects consist of five groups, namely, Phases 2, 3-1, 3-2, 3-3 and 4. The total 
data from the latter projects are divided into four groups according to the soil layers. 
Statistical parameters of the UCS of the DM columns are summarized (see Tables 4.2 and 
4.3). Figures 4.14 and 4.15 illustrate the histograms of samples from those two projects. The 
statistics of the field data shows that the COV of UCS could range from 0.06 to about 0.5. 
The skewness for the strength of the MBFC Project is positive, whereas it is negative for the 
strength of the NCHS Project. This is attributable to the fact that, in the NCHS project, the 
method used for ground improvement is the Rasjet method which is a hybrid between DM 
and jet grouting methods. In the MBFC project, conventional DM was used.  
It should be noted that an underlying assumption of the data from those projects is that the 
cement-treated soils are statistically homogeneous, since no coordinate in the horizontal plane 
of the core samples is recorded.  
4.5 Autocorrelation Structure 
Besides the marginal statistical properties stated in the foregoing section, another important 
descriptor of a random field is the autocorrelation structure. The purpose of an autocorrelation 
structure is to characterize the “persistence” in the random field, which means points close 
together will have similar properties whereas widely separated points could have quite 
different properties (Fenton and Griffiths, 2010). Autocorrelation structures of random fields 
can be governed by its autocorrelation length and autocorrelation function, where the latter is 
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very difficult to estimate even if a large data set is available (Fenton and Griffiths, 2010). For 
this reason, autocorrelation structures used in geotechnical engineering tend to almost be 
governed simplistically by merely one parameter, the autocorrelation length or a single 
parameter autocorrelation function. 
4.5.1 Evaluation from Field Data 
In general, autocorrelation structure of cement-treated ground is still not well-studied. A few 
researchers have done studies to determinate the autocorrelation length of DM materials. 
Larsson et al. (2005c) collected more than 500 pairs of data for determining autocorrelation 
structures in lime columns produced by dry lime mixing in the horizontal direction. 
Geostatistics (Goovaerts, 1999) was employed in his work to evaluate the autocorrelation 
length. One of his findings showed that the autocorrelation lengths of most DM columns were 
less than 30 cm, as shown in Fig. 4.16. This result demonstrates that the lime-treated soils are 
weakly correlated materials. However, it is unclear if these findings are directly applicable to 
wet cement-admixed soils. Intuitively, one may presume that wet cement mixing in soft soil is 
likely to produce smaller soil fragments than dry lime mixing and the autocorrelation length 
may therefore be even shorter. 
As mentioned in Chapter 2, Honjo (1982) examined the autocorrelation length of undrained 
shear strength of DM columns along the vertical direction, i.e., depth. Honjo found that the 
autocorrelation length along the vertical direction could range from 0.8 m to 8 m (based on 
Vanmarcke (1983)’s definition of autocorrelation length). It is much longer than its value 
along the horizontal direction as observed by Larsson et al. (2005c). The much larger 
autocorrelation length reported by Honjo (1982) may be attributed to possible vertical 
segregation. In most wet DM operations, the density of the cement slurry is lower than that of 
the in-situ soil as the water content of the slurry is often substantially higher. Lee et al. (2005) 
and Chen (2012) showed that the coefficient of variation of binder concentration increases 
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very significantly with difference between the density of the cement slurry and that of the in-
situ soil, indicating significant deterioration in mixing quality. This is readily attributable to 
vertical segregation of the two phases (i.e., slurry and cut soil) during mixing. Lee et al. 
and Chen (2012) advocated using lower water-cement ratio for the slurry in order to raise its 
density and minimizes vertical segregation. However, at the time of Honjo’s (1982) study, 
vertical segregation is still not a known effect and it is possible that Honjo’s (1982) findings 
may be the result of significant vertical segregation arising from the use of too high a water-
cement ratio. 
4.5.2 Evaluation from Experimental Data 
Centrifuge tests at 30g model gravity were conducted by Chen (2012) to evaluate the 
autocorrelation structures of DM materials along horizontal direction as well. Like Lee et al. 
(2006), zinc chloride was chosen as a tracer and the mean value and variance of chloride were 
recorded. Data from five cross sections of each column at different depths were collected. The 
data from each column are assumed to be statistically homogeneous and combined together to 
enlarge the sample size. Autocorrelation coefficients are calculated between two points 
identified by their separation distance. Figures 4.17 and 4.18 demonstrate the calculated 
autocorrelation and statistical homogeneities of the considered columns, respectively. The 
plots indicate that, most of the cases show that autocorrelation lengths are less than 5 mm in 
centrifuge tests, which a few tests showing autocorrelation lengths between 5 mm to 10 mm 
(or equivalent from 15 cm to 30 cm in prototype). This finding is consistent with from the 
hypothesis made through Larsson's field data from dry-mixed lime columns in the foregoing 
subsection. It can be concluded from both field and experimental data that the DM materials 
are weakly correlated materials with autocorrelation lengths generally less than 30 cm in the 
horizontal direction. This length is about one fifth of the column diameter, since the diameter 
in reality is usually about 150 cm. As mentioned earlier, autocorrelation structure of cement-
admixed soil is still not well-studied. 
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4.5.3 Evaluation from Local Averaging Method 
As stated in the foregoing subsection, it is difficult to estimate the autocorrelation lengths for 
a weakly correlated medium, especially when the geometric size of the sample is larger than 
the autocorrelation length. In the case of Lee et al. (2005) and Chen (2012), the dimension of 
a typical sample is about 3mm in model scale or 9cm in prototype scale. With such a sample 
size, it is difficult to resolve autocorrelation lengths smaller than 9cm. Field core samples 
(which are tested for UCS) typically measure 75mm in diameter and about 150mm length. 
Hence, field core samples are unlikely to give better resolution than that obtained by Lee et al. 
(2005) and Chen (2012). Another requirement is that the data sets have to be large enough to 
fit a meaningful curve. In this study, the local averaging method (Vanmarcke 1983) was used 
to overcome the difficulty in geometric size of sample and also to reduce the data sets 
required in fitting a meaningful curve. 
Local Averaging Effects - Soil properties are usually measured over some finite size, rather 
than a point. Statistically speaking, variances of a random variable reduce as the geometric 
size of the sample increases for a statistically homogeneous material. Such an effect is 
attributed to “local averaging” (Vanmarcke, 1983). Symbolically, the one-dimensional local 
average effect can be expressed as 
2 2
0[ ] ( )T TVar X Tσ γ σ≡ =
 (4.21) 
where γ0(T) is by definition the variance function of a random process X(t), which measures 
the reduction of the point variance σ2 under local averaging, and σT2 is a reduced variance 
with sample measure size T. 
The variance function γ0(T) can be determined from the autocorrelation function ρ(τ) of the 
corresponding random fields. Four pairs of commonly used autocorrelation and variance 
functions are listed as follows (Vanmarcke, 1983): 
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1. Triangular model 
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2. Exponential model 
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2 /
0 ( ) 2( ) [ 1 ].
T aa TT e
T a
γ −= − +  (4.25) 
3. Squared exponential model 
( / )^2( ) ,beρ −= ττ  (4.26) 
 22 ( / )
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T b b
γ π −= + −  (4.27) 
where θ is the autocorrelation length (otherwise known as scale of fluctuation), a = θ/2 and b 
= θ/ π ; Φ is the CDF of standard normal distribution; ( )E ⋅ is the error function defined as 
( )E x = 2 ( 2 0.5)xΦ − . Figures 4.19 and 4.20 illustrate the autocorrelation functions ρ(τ) and 
variance functions γ0(T), respectively. 
Determination of θ. - One can find from Eqs. 4.22-4.27 that, for each variance function, 
there are two unknowns, θ and σ. The autocorrelation length θ can be indirectly solved using 
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two points on one of the variance function curves shown in Fig. 4.20. If the material has a 
global mean trend, then this trend should be removed to obtain a statistically homogeneous 
Two advantages of this method can be summarized. Firstly, the data sets needed in the local 
averaging method are not as those required large as in geostatistics method, since the former 
merely needs information to determine two points on the variance function curve. Secondly, 
the local averaging method can easily deal with weakly correlated random fields, because the 
coordinates of required points on the T/θ axis extends beyond unity, which implies the 
geometric size can be larger than the value of autocorrelation length. 
An Example - The local averaging method can be demonstrated by the following example. 
The data used here are obtained from Larsson (2001)’s publication. In Larsson’s research, 
four lime columns formed by DMM were extracted to test the statistical properties of CaO 
content, which is related to the strength. Samples from three different geometric sizes are 
conducted in his study. Data showed that the material in some columns were not statistically 
homogeneous, which have definite mean trends; whereas the others can be treated as 
statistically homogeneous. Only one set of data from the latter cases is analyzed here, as listed 
in Table 4.4. It is a two dimensional problem and the diameter of each sample is transformed 
into an equivalent length of the side of a square based on area. The variance of cases with side 
length 34 and 133 mm can be respectively written as: 
2
34 0[ ] (34,34)Var X γ σ=  (4.28) 
2
133 0[ ] (133,133)Var X γ σ=  (4.29) 
where γ0(·,·) is the variance function in a two-dimensional form. For statistically 
homogeneous materials γ0(·,·) = γ0(·)γ0(·). Combination of Eqs. 4.30 and 4.31 and using the 
exponential model in Eq. 4.27, one can write: 
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Solving the equation above, one can obtain that b equals 8 cm and thus the associated 
autocorrelation length θ equals 16 cm. This result agrees with the findings obtained by 
Larsson (2005c). It should be noted that, only one set of data is analyzed, and thus the result 
may be fluctuated from the real solution. 
4.6 Correlation between Stiffness and Strength 
The relationship between Young’s modulus and UCS of cement-treated soils are studied by 
many researchers (e.g., Asano et al., 1996; Futaki et al., 1996; Lee, 1999; Lee et al., 2005). 
Most of the relationships are reported in an average sense, that is, a linear relationship is 
assumed between the Young’s modulus and UCS. For example, Lee et al. (2005) reported that 
the ratio of Young’s modulus to UCS could be taken as 140 in an average sense for slurry 
Singapore marine clay with 28-day curing. In this study, the relationship is analyzed in a 
statistical manner. The correlation between Young’s modulus and UCS is considered based 
on the data obtained from the MBFC project as illustrated in Fig. 4.21. It is found that the 
ratio between these two quantities ranges from 80 to around 200. The figure also suggests the 
value of 140 in Eq. 4.3 is likely to be a good estimation in an average sense. The linear 
correlation coefficient between Young’s modulus and UCS ranges from 0.79 to 0.96. 
4.7 Summary 
This chapter examines the deterministic trend and the stochastic fluctuation of cement-treated 
soils. The ranges of some statistical parameters of cement-treated soils are evaluated based on 
existing experimental data, field data and literature. 
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(1) The radial trend of variation in strength is found to be suitably described by the beta 
distribution function.  
(2) The COV of UCS generally ranges from 0.1 to 0.5. 
(3) The UCS is usually positively skewed, whereas the data from the NCHS project show 
that it may also be negatively skewed.  
(4) The beta distribution shows superior performance over the normal and lognormal 
distributions in fitting the UCS of cement-treated soils. The beta distribution can also 
account for the negative skewness observed in (3). 
(5) The autocorrelation length of UCS in the horizontal direction is generally less than 30 
cm, whereas it has a much larger value in the vertical direction. The latter may have 
value of a few meters. 
(6) The Young’s modulus and UCS is positively correlated with a correlation coefficient 
generally larger than 0.79. 
Those findings will be used for the parametric studies in Chapter 6 using random finite 
element analysis. 
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Table 4.1. (a) Statistical properties of concentration and qu, (b) K-S test results 
 
Note:  1D0-value is the maximum difference (absolute value) between empirical and target cumulative distribution functions. 
  
(a) 









Set 1 83 1.5-1D-50g 7.687 1.031 0.31 0.32  
Set 2 83 1.5-2D-50g 7.816 1.689 0.28 0.23 
Set 3 84 1.5-3D-50g 7.659 1.658 0.35 0.28 
Set 4 158 1.7-1D-50g 9.090 2.974 0.23 0.26 
Set 5 156 1.7-2D-50g 9.353 3.077 0.23 0.27 
Set 6 158 1.7-3D-50g 9.083 2.973 0.23 0.26 
Note:  1Model information: Slurry density / water density - Sampling depth / Diameter - Centrifuge environment,  
2Con. = Chloride Concentration (%), 3Str. = Strength (qu), unit: MPa, 
4M-C: Monte-Carlo simulation. 
(b) 
Set No. 
Min. Value Max. Value D0-value1 for Con. D0-value for Str. 
Con. Str. Con. Str. Normal LogN Beta Normal LogN Beta 
Set 1 3.44 0.47 15.81 2.48 0.067 0.055 0.041 0.056 0.054 0.046 
Set 2 2.31 0.64 12.37 2.45 0.075 0.070 0.057 0.061 0.067 0.055 
Set 3 1.89 0.53 15.44 3.01 0.066 0.071 0.053 0.060 0.068 0.057 
Set 4 4.20 1.32 14.86 5.46 0.058 0.059 0.036 0.068 0.045 0.041 
Set 5 4.97 1.56 15.54 5.83 0.067 0.056 0.054 0.092 0.050 0.056 
Set 6 4.08 1.28 14.16 5.10 0.042 0.061 0.036 0.061 0.046 0.045 
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Table 4.3. Statistical properties of CaO content. (Source: Larsson, 2001) 
 
  
Table 4.2. Statistics of strength from MBFC Project. (Source: Chen et al., 2011) 
Sample Group Sample Size Mean (MPa) Median 
(MPa) 
COV Skewness 
Phase 2 97 2.71 2.30 0.43 0.48 
Phase 3-1 156 2.15 1.86 0.46 1.29 
Phase 3-2 73 2.16 1.84 0.41 1.32 
Phase 3-3 75 2.15 1.84 0.41 1.34 
Phase 4 84 1.97 1.88 0.29 0.75 
Table 4.3. Statistics of strength from NCHS Project. (Source: Chen et al., 2011) 
Sample Group Sample 
Size 
Mean (MPa) Median 
(MPa) 
COV Skewness 
Total 112 3.95 4.44 0.23 -1.41 
E Layer 28 4.22 4.48 0.12 -1.10 
F1 Layer 16 4.52 4.59 0.06 -0.73 
Fill Layer 17 3.20 3.33 0.36 -1.01 









CaO Mean Value: 
% by weight 
Variance 
38 34 2.4 8.0 3.2 
75 67 2.4 7.8 1.9 
150 133 2.4 8.0 1.6 
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(a)        (b) 
Figure 4.2. Typical distribution of UCS along column radial direction. (qu_min is minimum 
value in m).  
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Figure 4.4. Histogram of UCS data from NCH Stn – Rasjet Project 
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Figure 4.7. Histograms of chloride concentration samples. (Source: Chen, 2012)  
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Figure 4.10. Monte-Carlo calculation results for strength based on Lee et al. (2005)’s formula. 
 
 
Figure 4.11. Comparison between exponential and polynomial functions 
  



























skew ness = 2.51
kurtosis = 10.82
Set 1




























f(x) = 1 + x +x^2





(b) (Modified from Lee et al., 2005) 
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Figure 4.13. Histograms of strength predicted from chloride concentration samples.  
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Figure 4.14. Histograms of strength obtained from Marina Bay Financial Centre (MBFC) 
project (Source: Chen, 2011). 
 
Figure 4.15. Histograms of strength obtained from Nicoll Highway Station (NCHS) project 
(Source: Chen, 2011).  
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Figure 4.16. Autocorrelation lengths (mm) of field DM columns (Source: Larsson, 2005) 
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(a)                                                             (b) 
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Figure 4.19. Common autocorrelation models 
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Figure 4.21. Correlation between elastic (Young’s) modulus and unconfined compressive 


























































































































MBFC Phase 2 
Sample Size = 97 
Correlation: 0.96 
MBFC Phase 3-1 
Sample Size = 156 
Correlation: 0.79 
MBFC Phase 3-2 
Sample Size = 73 
Correlation: 0.86 
MBFC Phase 3-3 
Sample Size = 75 
Correlation: 0.84 
MBFC Phase 4 
Sample Size = 84 
Correlation: 0.79 

 Chapter 5   
Deterministic Finite Element Analysis 
5.1 Introduction 
A common way to stabilize soil in deep excavations is to form an improved soil layer by 
overlapping cement-admixed columns by deep mixing or jet grouting. This creates an 
improved soil slab, the function of which is to resist lateral compressive pressure from the 
retained soil. The soils in this layer will be referred to as cement-treated soils since cement 
grout is usually used as the stabilizing agent, and the columns will be referred to as soil-
cement columns. The stiffness and strength of cement-treated soils are often highly variable 
(Honjo, 1982; Larsson et al., 2005; Chen, 2011, amongst others). This may be due, partly to 
the columnar structure of the treated soil mass and partly to the stochastic fluctuations about 
the trend as discussed in Chapter 2. These variations in cement-treated soil properties render it 
difficult to estimate the mechanical behaviour of the improved soil layer as a mass, hereafter 
termed mass behaviour, from a theoretical point of view. It is also difficult to conduct full-
scale field experiments because of the large size of the improved soil layer. As a result, 
numerical simulation is likely to be the most viable option to examine the mass behaviour of 
the improved soil layer. Figure 5.1 shows a finite element model for simulating this type of 
soil layer (Yang, 2009), where the two-material model as shown in Fig. 2.5 is used to reflect 
the radial variation in stiffness and strength without considering the stochastic fluctuations.  
In order to consider the radial trend and stochastic fluctuations in stiffness and strength, the 
random/stochastic finite element method (FEM) is needed. This will be discussed in the next 
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Chapter. This Chapter is the precursor which considers only deterministic variation, so that 
effects of random fluctuations and radial variation can be examined separately. The 
motivation of this choice is to clarify the effects of columnar radial trend and other 
deterministic parameters on the mass behaviour of the improved soil layer so that the effects 
of stochastic variations can be isolated. This will hopefully reduce the quantum of parametric 
studies in the next chapter. This chapter will also serve as a prelude to the random finite 
element analysis in the next chapter; some basic aspects of the problem are introduced and 
discussed, such as problem description, material assignments and presentation of results.  
5.2 Problem Description, Model Setup and Verification 
5.2.1 Problem Description 
In this study, a soil layer improved by soil-cement columns will be analyzed via numerical 
simulation results. The soil layer is subjected to lateral compressive pressure, which reflects 
the pressure from earth retaining wall in practice. Under this loading condition, its mass 
behaviour will be examined. Figure 5.2a illustrates the loading condition for this problem. 
The soil layer cannot be reduced to a plane strain problem in the x- or y-directions due to the 
columnar distribution in stiffness and strength. It is also not plane strain in the z-direction 
since the improved soil layer is relatively thin compared to its lateral extent and the softer soil 
above and below the improved layer is unlikely to be able to provide much constraint against 
vertical movement. The plane stress assumption is likely to be a better approximation. 
However, plane stress analysis cannot readily deal with failure in the out of plane direction. It 
also cannot handle flexure and warping in the out of plane direction. For these reasons, it was 
decided to use three-dimensional analysis instead. A three-dimensional model with geometric 
size: 14D × 10D × 4D/3 (length × width × depth, see Fig. 5.2) will be used, where D is the 
diameter of a column. 
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Two types of side boundary conditions (i.e., unconfined case and confined case) are shown in 
Figs. 5.2b and c. The soil layer in the unconfined case can be used to reflect the scenario 
where a separated section of soil layer is improved, and confined case is used to reflect a 
representative section out of a long (in y-direction) improved soil layer (Fig. 5.2d). 
5.2.2 Material Assignment and Model Setup 
The improved soil layer is assumed to comprise of overlapping soil-cement columns. 
Depending upon the overlap between neighbouring columns, some zones may remain 
untreated. These zones are considered herein to be considered as natural soils even though 
there may be some “spillover” improvement due to the diffusion of lime from the cement 
column. The material properties are assumed to vary from point to point within a column, and 
also between the soil-cement columns and natural soils, because of the radial variation and 
stochastic fluctuations. Thus, it would be impractical to divide the whole soil layer into so 
many parts that the variable material properties can be reflected. Instead, the material 
properties can be described as a function of spatial coordinates and thus merely one part shall 
be considered in numerical analysis. In this study, the software ABAQUE/Explicit (version 
6.11) is employed to do the numerical analysis unless otherwise stated, and the material 
assignment is implemented by the user subroutine VUSDFLD, which allows the martial 
properties to be assigned as a function of spatial coordinates. The element type used is the 
eight-noded brick element with reduced integration. Displacement control method is used to 
exert compressive boundary condition.  
Both the cement-treated soils and the natural soils are described as elastic-perfectly-plastic 
material following Mohr-Coulomb failure criterion in undrained conditions. In this situation, 
the elastic-perfectly-plastic model can be described by the elastic modulus and undrained 
shear strength cu. To account for strain-softening effects after the peak strength, the undrained 
shear strength can be decreased as plastic strain increases. 
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5.2.3 Model Verification 
The material assignment in this study is different from that of Yang (2009)’s work. Yang 
(2009) assumed that each column consists of an inner zone and an outer zone. Each zone is 
assigned different values of stiffness and strength. In this study, material properties are 
prescribed as a function of spatial coordinates via a user subroutine. To check the validity of 
material assignment in this study, one case of Yang (2009)’s work is analyzed. Yang assumed 
that the two zones in column have the same volume. The inner zone was assigned with higher 
values of stiffness and strength than those of the outer part. The columns are arranged in a 
triangular pattern (see Fig. 5.1) with centre-centre spacing between two adjacent columns set 
to 0.866D; where D = 1.8 m is the diameter of the columns. This ensures that there is no 
untreated zone between adjacent columns. The material properties for those two zones are 
shown in Table 5.1. According to Yang (2009)’s work, a “balanced confining pressure” 
around 300 kPa is applied on the model for this case. Figure 5.3a shows the three-dimensional 
model and Fig. 5.3b shows the calculated mass strain-stress curves in this study together with 
that of Yang (2009)’s work. The mass stress-strain curves obtained from these two kinds of 
material assignments have the same trend. The initial slope of the curves and failure stresses 
obtained in this study is about 5 - 8% smaller than those of Yang (2009)’s work. This 
difference may be in part caused by the different setups between these two models. Firstly, 
the mesh sizes of those two models are not the same. The mesh processes for these two 
models are different due to the different material assignment methods. Therefore, it would be 
difficult to obtain the same mesh size for both models, due to the different assignments of 
material properties. Secondly, the side boundaries of these two models are not the same. In 
Yang (2009)’s model, the improved soil layer is simulated with irregular side boundary 
surfaces so that the columns at the boundaries will be kept intact as indicated in Fig.5.1. The 
irregular side boundary surfaces would make it difficult to estimate the width (along y-
direction) of the improved soil layer, which is likely to affect the calculation of lateral 
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compressive stress from reaction force. The model in the current work is chosen to have 
regular side boundaries obtained by cutting off some parts of the columns at the boundaries. 
The results obtained by ABAQUS/Standard and ABAQUS/Explicit in this study are almost 
the same. The material in this case is simulated as the elastic-perfectly-plastic model without 
considering the strain-softening effect. Yang (2009) noted that ABAQUS/Standard can 
simulate elastic-perfectly-plastic material quite well, but “when it comes to strain softening, 
the stress obtained from the simulation either overshoots or falls below the correct values”. 
For the problems in this study, especially with randomness in material, trials show that 
ABAQUS/Standard is unable to produce convergent calculations when dealing with strain-
softening materials; but ABAQUS/Explicit usually can. One possible reason is that, in strain 
softening situations, the stiffness matrix is no longer positive definite. This is likely to cause 
difficulties for the direct solution method using by ABAQUS/Standard. In this study, 
ABAQUS/Explicit will be used hereafter. The calibration of ABAQUS/Explicit in simulating 
strain-softening materials will be given in the next section. 
5.2.4 Presentation of Calculation Results 
The mass behaviour of an improved soil layer will be presented by its load-displacement 
curve in a numerical calculation. This curve can be obtained by plotting the reaction force in 
one of the compression faces against the prescribed displacement. To make the results 
dimensionless, the displacement is normalized by the length of the soil layer to obtain the 
mass strain. Similarly, the load is normalized by the area of the compressed face and the 
volume-averaged unconfined compressive strength (UCS, qu) of a column to give the 
“mobilized mass strength ratio”. The volume-averaged unconfined compressive strength qu_ave 





1 ( )d(π )πRq q r r=   (5.1) 
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where qu is the point value of the unconfined compressive strength, assumed herein to be a 
function of radial distance r, and R is radius of the column. In the reference case to be 
discussed in the next section, qu_ave is set as 2.86 MPa, which implies soil/cement ratio is 
about 1 and water/cement ratio is about 1.6 from Fig. 4.12b. 
As a result, a mass stress-strain curve of the improved soil layer can be obtained. Based on 
the mass stress-strain curve, the working stiffness (denotes E) and failure stress (denotes Q) of 
soil mass can be evaluated to reflect the mass behaviour. The effective stiffness for the 
unconfined case (see Fig. 5.2b) is the initial slope of the mass stress-strain curve; it reflects 
the Young’s modulus of the soil mass. The effective stiffness for the confined case (see Fig. 
5.2c) should be the initial slope multiplied a factor of (1-ν2), where ν is the Poisson’s ratio, 
because the initial slope no longer represents the mass Young’s modulus, owing to its 
confined boundary conditions. For this type of boundary conditions, the introduction of the 
factor (1-ν2) could convert the initial slope to the mass Young’s modulus (Timoshenko and 
Goodier, 1970). The failure stress is measured as the peak stress of the mass stress-strain 
curve. 
5.3 Parametric Studies 
Parametric studies were conducted on the following parameters to examine their effects on 
the mass behaviour.  
• Strain-softening effects of cement-treated soils 
• Layout patterns of column arrangement 
• Radial trend in stiffness and strength 
• Overlapping distance 
• Overburden pressure 
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Table 5.2 shows the values which were chosen as the reference case. As can be seen, the 
Poisson’s ratio is taken to be 0.49 to reflect a saturated soil under undrained loading. The 
effect of Poisson's ratio will be discussed in next chapter. Parametric studies are conducted by 
varying a certain parameter but keeping other parameters constant. Mesh size effect has been 
examined and is discussed in Appendix D. 
5.3.1 Strain-softening Effects of Cement-treated Soils 
The Mohr-Coulomb model is often used to simulate cement-treated soil in numerical analysis 
(e.g., McGinn, 2003; Goh, 2003; Zhang, 2004; Yang, 2009). In undrained conditions, the 
model can be described by two parameters: cohesion yield stress, cu, and elastic modulus. 
Many studies (e.g., Tan et al., 2002; Kamruzzaman, 2002; Chin, 2006; Xiao, 2009; Sindhu, 
2011) have found that the cement-treated sample exhibited post-peak strain softening. As a 
result, a more sophisticated model is needed to simulate this post-peak strain softening 
feature. Some refined constitutive models (e.g., Kasama et al., 2000; Liu and Carter, 2002; 
Xiao, 2009) have been developed to capture the overall behaviour of this type of soil. 
However, these models are not widely used today mainly due to the high degree of 
complexity in calibrating the model. Sindhu (2011) adopted a simple defined softening model 
in ABAQUS/Explicit software by setting the shear strength to vary as a function of the plastic 
strain. In this model, an additional effort was made by considering the strength reduction in 
plastic zone as compared to typical elastic-perfectly-plastic model. Figure 5.4 shows the 
simulated strain softening model compared with test data used by Sindhu (2011).  
Xiao (2009) found the slenderness ratio (ratio of height to diameter, H/D) of specimens and 
conditions of end caps can also affect the deviator stress-strain curves of cement-treated soils. 
By reducing the slenderness ratio of his triaxial specimens from 2 to 1, and using enlarged 
Teflon platens (low friction) instead of porous stone platens (high friction) in CIU 
(isotropically consolidated undrained) tests, Xiao (2009) found significant differences in the 
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degree of post-peak softening. Figure 5.5 shows the deviator stress, q, versus axial strain of 
these two types of CIU tests and Fig. 5.6 shows the samples after shearing. The results 
suggest that the short specimen with enlarged Teflon end caps shows significantly slower rate 
of strain softening than that with porous stones and slenderness ratio of 2. The residual stress 
after yielding is about 80% of its peak stress for the short specimen and might be less than 
for the taller specimen. Detailed compressions and discussions between these two kinds of 
specimens can be found in Xiao (2009). 
The following three models with different deviator stress-strain curves for cement-treated 
soils are considered in numerical analyses (see Fig. 5.7). Since the unconfined compressive 
strength is a common strength index for cement-treated soils, the undrained cohesion cu in the 
Mohr-Coulomb failure criterion will be converted to qu using qu = 2cu. 
• Mohr-Coulomb Model (MC Model). This model is the typical elastic-perfectly-
plastic model with Mohr-Coulomb failure criterion without considering strain-
softening.  
• Strain-Softening Model 1 (Model 1). This model follows the Mohr-Coulomb Model 
but considering the strain-softening. The unconfined compressive strength is 
prescribed as a function of the plastic strain, reducing linearly from 100% to 80% of 
its peak value as the plastic strain increases from 1% to 3% (Fig. 5.7). Then, the 
unconfined compressive strength is kept constant at 80% of its peak value for plastic 
strain larger than 3%.  
• Strain-Softening Model 2 (Model 2). This model is similar to Model 1 above. The 
unconfined compressive strength linearly reduces from 100% to 20% of its peak 
values with the plastic strain from 0.5% to 1.5% (Fig. 5.7). Then, the unconfined 
compressive strength is kept constant at 20% of its peak value for plastic strain larger 
than 1.5%. 
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As for the problem in this study, the material properties in the soil mass are different from 
point to point, and these deviator stress-strain curves are valid at a point in the soil mass with 
its own qu and elastic modulus. Figure 5.7 also shows the computed unconfined compression 
response of the model obtained using ABAQUS/Explicit.  
Figures 5.8a and b illustrate the mass stress-strain curves of the slab problem for confined 
case and unconfined case, respectively. The case with Model 1 under confined boundary 
conditions is used as the reference case hereafter in this chapter. The calculated stress is 
normalized by the volume-averaged UCS, qu_ave as defined in Eq. 5.1. The results indicate that 
the three curves have the same initial slopes. This is because the three models in Fig. 5.7 are 
prescribed with the same elastic modulus. Under small strain condition, the entire soil layer is 
in an elastic condition and thus no difference would be observed among those three stress-
strain models until some zones starting to yield. As expected, the improved soil layer with 
Model 2 yields at a smaller mass strain than those with MC model and Model 1. The soil 
layer with Model 2 also shows very brittle behaviour; the calculated stress dropped rapidly 
after it reached the peak value. On the other hand, for MC model, the mass stress is 
maintained at a relatively constant level while that for Model 1 drop by about 20% before 
reaching a relatively constant level. Similar results can be found in both confined and 
unconfined cases except that the mass stress-strain curves for MC model and Model 1 deviate 
from each other at a smaller mass strain in the confined case (Fig. 5.8a) compared to that in 
the unconfined case (Fig. 5.8b).  
The specific values of working stiffness and failure stress calculated in this sub-section are 
summarized in Table 5.3. In summary, strain-softening behaviour in cement-treated soils can 
reduce the mass failure stress but has limited effect on the mass working stiffness. In the 
confined boundary conditions, the failure stresses for cases with the MC model, Model 1 and 
Model 2 are about 0.98qu_ave, 0.94qu_ave and 0.79qu_ave, respectively. On the other hand, the 
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difference in the working stiffness is about 0.92Eave for all cases. In the unconfined case, the 
failure stresses for cases with the MC model, Model 1 and Model 2 are about 0.92qu_ave, 
0.92qu_ave and 0.74qu_ave, respectively. Likewise, no evident difference in the working stiffness 
has been observed, which is about 0.94Eave for all cases. 
5.3.2 Layout Patterns of Column Arrangement 
For a soil layer improved by overlapping soil-cement columns, the arrangement of columns 
can have different arrangements. Two common arrangements are illustrated in Fig. 5.9. The 
Layout 1 refers to columns arranged in a rectangular grid as indicated in Fig. 5.9a. This 
pattern of layout has been reported by Kawasaki et al. (1984); Yoshida (1996) and Porbaha 
(2000b), amongst others. Layout 2 refers to columns arranged in a triangular grid as indicated 
in Fig. 5.9b. This pattern of layout has also been reported (e.g. Noda et al., 1996). Yang 
(2009)’s three-dimensional numerical analysis on improved soil layers was based on Layout 
2. 
In order to compare the mass behaviour of these two types of layouts, the centre-to-centre 
distance of columns for these two layouts should be adjusted in such a manner that these two 
layouts will lead to same number of columns per unit plan area of the improved soil layer. 
This requirement can be satisfied by 
2 2
1 2 sin 60C C= ⋅
  (5.2) 
where C1 and C2 are the centre to centre distances for Layout 1 and Layout 2, respectively, 
(see Fig. 5.10). 
Figures 5.11a and b compare the effects of layouts on mass behaviour for confined and 
unconfined cases, respectively. The results for both cases show that Layout 2 has larger, albeit 
only slightly, working stiffness and failure stress compared to the corresponding values of 
Layout 1. The superior performance of Layout 2 over Layout 1 may be attributed to the fact 
that the untreated area in Layout 2 is smaller than that in Layout 1, which makes the contact 
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area among columns in Layout 2 larger than that in Layout 1. When the soil layer is subjected 
to compressive pressure, the larger contact area among columns enables the compressive 
force to be distributed more uniformly and results in a smaller pressure at the contact zones. 
The working stiffness and failure stress of Layout 2 are about 10% and 6% higher than those 
of Layout 1 for both confined and unconfined cases.  
The specific values of working stiffness and failure stress calculated in this sub-section are 
summarized in Table 5.4. 
5.3.3 Radial Trend in Stiffness and Strength 
As discussed in Chapter 2, the strength and stiffness of a deep mixing or jet grouting column 
may have a radial variation. In this section, two types of strength and stiffness transition 
curves are considered: inner-stiffer case and outer-stiffer case. In the former, the strength and 
stiffness decrease with radial distance from the centre to the periphery of a column. In the 
latter, the trend is reversed. These two cases have been considered in Yang (2009)’s work as 
well, where the strength variation was described by a two-zone model (Fig. 2.5). In the 
current study, this radial variation will be described by continuous functions (i.e., the beta 
cumulative distribution functions as discussed in Chapter 4). The stiffness is set as 140 times 
larger than the UCS (qu) and thus they will have the same shape of columnar curves.  
Figure 5.12a illustrates the strength transition curves; that is, the variation of strength with 
radial distance from the centre of the column, for the inner-stiffer case. Three curves (Curves 
1, 3 and 4) are given to describe the transition process from 2.0 to 1.0 and additional line 
(Curve 2) with constant value is given as well for comparison purposes. The mass stress-
strain curves with different layouts and different boundary conditions are plotted in Figs. 
5.12b - e. The calculated stresses are normalized by the volume average of UCS, qu_ave. Since 
the four strength curves in Fig. 5.12a are not the same, their volume averages are also not the 
same. Nevertheless, the results indicate that the normalized calculated stress curves do not 
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have too much deviation from each other (the specific normalized values are listed in Table 
5.5). Similar findings can also be found for the outer-stiffer case as indicated in Fig. 5.13. 
Thus, a good evaluation of qu_ave is likely to reduce the difficulty in identifying the strength 
transition curve in practice. Although only the radial trends in strength are plotted in Figs. 
5.12 and 5.13, the stiffness also follows the same trends because the ratio of E/qu is set as 140. 
Results listed in Table 5.5 indicate that the variation in the normalized working stiffness and 
failure stress caused by the radial trends are generally less than 11% for the magnitude of the 
variation adopted. 





q q= . (5.3) 
where R is the radius of the column. Equation 5.3 implies that if the strength qu linearly varies 
with r, then the volume-averaged strength of the column will be equal to the value of UCS at 
the location of 2/3R from the column centre. Figure 5.14 shows the comparisons between the 
strength at 2/3R and the corresponding volume-averaged strengths for curves in Figs. 5.12a 
and 5.13a. Results show that the relative errors are within 10%. Thus, if the number of core 
samples is limited in a practical project, then core samples at the location of 2/3R from 
column centre probably could make a reasonable estimation of the volume-averaged strength 
of a column.  
5.3.4 Overlapping Distance 
In the reference case, the centre to centre distance for Layout 1, C1, and Layout 2, C2, are set 
as 0.84D and 0.9D, respectively. Different distances for Layout 1 and Layout 2 are prescribed 
so that both layouts have the same number of columns in improving a soil layer as discussed 
in Section 5.3.2. For a column with diameter D of 1.5 m, the centre to centre distance for 
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Layout 1 and Layout 2 are 1.26 m and 1.35 m, respectively; the overlapping distances for 
Layout 1 and Layout 2 are 0.24 m and 0.15 m, respectively. In order to examine the effect of 
overlapping distance on the mass behaviour, parametric studies are also conducted by varying 
the centre to centre distance.  
Figures 5.15a and b show the effects of centre-to-centre spacing on working stiffness and 
failure stress, respectively. The results are based on the confined case. The performance of 
layout 1 and layout 2 could be plotted by setting the horizontal axes as C1 and C2, 
respectively. Since the values of C1 can be correlated with C2 by Eq. 5.2, the horizontal axes 
for those curves are unified to C2/D in Figs. 5.15a and b for comparison purposes. As 
expected, both the working stiffness and failure stress decrease with the increase of 
normalized centre-to-centre spacing, C2/D. The rate of decrease becomes larger with the 
increase of C2/D. These two figures also illustrate that the Layout 2 shows superior 
performance over Layout 1. The differences in results between these two layouts increase as 
C2/D increases. 
5.3.5 Overburden Pressures 
The overburden pressures used in this study refer to the pressures acting on the top surface of 
the improved soil layer. In practice, the improved soil layer is often formed a few meters 
below the formation level. Hence the improved soil layer will be subjected to the self-weight 
loading from the soils above it. Case studies were conducted to investigate the effect of the 
overburden pressures on the mass behaviour of the improved soil layer. The overburden 
pressures range from zero to 100 kPa, which indicates that the depth of soil above the 
improved soil layer ranges from zero to about 6 meters. Figure 5.16 shows the mass stress-
strain curves of the cases studied. No significant difference among the curves was found. The 
limited effect caused by the overburden pressures may be attributed to their relatively small 
values compared to the strength of cement-treated soils; the volume-averaged value of the 
latter is 2.86 MPa in the reference case. Similar findings have also been reported by Yang 
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(2009). For these reasons, the overburden pressure is omitted in the reference case to reduce 
the intensity of numerical analyses. 
The specific values of working stiffness and failure stress calculated in this sub-section are 
summarized in Table 5.6. 
5.4 Summary 
In this chapter, the improved soil layer formed by soil-cement columns is analyzed by using 
deterministic finite element method. The material properties are described as functions of 
spatial coordinates and assigned by using the subroutine VUSDFLD in Abaqus/EXPLICIT. 
By exerting lateral compressive pressure, the behaviour of the improved soil layer as a mass 
is examined in both confined and unconfined boundary conditions. The calculation results are 
presented by the mass stress-strain curves, and the mass behaviour is measured by the mass 
working stiffness and failure stress. To present the results in dimensionless form, the mass 
working stiffness and failure stress are normalized by the volume averaged stiffness, Eave, and 
the volume averaged unconfined compressive strength, qu_ave, of a soil-cement column, 
respectively. The following findings are observed based on the parametric studies. 
(1) Three deviator stress-strain curves are considered to account for the strain-softening 
in cement-treated soils. These three curves are elastic-perfectly-plastic models governed by 
the Mohr-Coulomb failure criterion. By setting the cohesion yield stress as a function of 
plastic strain, the strain-softening in soils are taken into account. Results show that the strain-
softening in cement-treated soils will reduce the mass failure stress but has limited effect on 
the mass working stiffness. Without considering the strain-softening effect, the normalized 
mass failures stress (normalized by qu_ave) is approximately 0.98 and 0.92, for confined and 
unconfined cases, respectively; these values reduce to around 0.79 and 0.74 when the cement-
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treated soils behave as brittle materials. As for the normalized working stiffness (normalized 
by Eave), no significant difference has been observed for different deviator stress-strain curves; 
about 0.92 and 0.94 for confined and unconfined cases, respectively. 
(2) It is found that the triangular layout shows superior performance over the rectangular 
layout. The working stiffness and failure stress of the former are about 10% and 6% higher 
than those of the latter for both confined and unconfined cases. The differences in results 
between these two layouts increase as the centre-to-centre distance increases.  
(3) Both the inner-stiffer and outer-stiffer cases are considered with four transition curves 
describing the radial trends in stiffness and strength. Although there are different values of 
volume-averaged stiffness and strength for these transition curves, the normalized mass 
stress-strain curves of the improved soil layer are approximately the same. This finding would 
facilitate identifying a transition function of the radial trend provided that the values of Eave 
and qu_ave can be estimated. The values of Eave and qu_ave could be estimated as the stiffness 
and strength at two thirds of the radius from the centre of a column. These estimations will 
yield correct solutions if the stiffness and strength are linear functions of radial distance. For 
non-linear functions, based on the curves analyzed in this study, the relative error in the 
estimated solutions is likely to be within 10%. 
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Table 5.1. Material properties used for comparison work 
Material parameters Stiffer Part Less-stiffer Part Unit 
Young’s Modulus 300 75 MPa 
Poisson’s Ratio 0.495 0.495 - 
Cohesion Yield Stress 1500 375 kPa 
Friction Angle 0 0 Degree 
Dilation Angle 0.01 0.01 Degree 
Confining Pressure 300 300 kPa 
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Table 5.2. Parameters for deterministic analysis in reference case 
 
Parameter Value or choice for reference case Unit Illustration 
Geometric size 14D × 10D × 4D/3* - Fig. 5.2 
Constitutive curves Strain-Softening Model 1 - Fig.5.7 
Layout of columns Layout 1 - Fig. 5.9 
Centre to centre distance, C C1 = 0.84D (Layout 1) 




Strength transition curve Inner-stiffer linear curve - Fig. 5.12 
Ratio of strength at centre to 
strength at edge, RCE 
2 - Fig. 5.12 
qu_min (improved soils) 2.14 MPa - 
qu_ave (improved soils) 2.86 MPa - 
qu_max (improved soils) 4.28 MPa - 
E / qu** (improved soils) 140 - - 
qu (nature soils) 0.145 MPa - 
E / qu (nature soils) 100 - - 
Poisson’s ratio (all soils) 0.49 - - 
Density (all soils) 1.7 kN/m3 - 
Friction angle (all soils) 0.1 Degree - 
Dilation angle (all soils) 0.1 Degree - 
Element type (all soils) 8-noded brick element with reduced 
integration 
- - 
*D is the diameter of columns; ** E is the elastic modulus and qu is the unconfined compressive strength. 
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Table 5.3. Effects of Deviator Stress-Strain Models of Cement-treated Soils 
Parameters  Working Stiffness / Eave * Failure Stress / qu_ave 
MC Model, Confined Case 0.92 0.98 
**Model 1, Confined Case 0.92 0.94 
Model 2, Confined Case 0.92 0.79 
MC Model, Unconfined Case 0.94 0.92 
Model 1, Unconfined Case 0.94 0.92 
Model 2, Unconfined Case 0.95 0.74 
* Eave = 140 qu_ave; ** Reference Case   




Table 5.4. Effects of Layouts of Column Arrangements 
Parameters  Working Stiffness / Eave  Failure Stress / qu_ave 
Layout 1, Unconfined Case 0.94 0.92 
*Layout 1, Confined Case 0.92 0.94 
Layout 2, Unconfined Case 1.03 0.95 
Layout 2, Confined Case 1.03 1.02 
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Table 5.5. Effects of Transition Curves for Radial Trends 
Parameters  Working Stiffness / Eave  Failure Stress / qu_ave 
(a) Inner-stiffer Cases   
Layout 1, Curve 1, Confined Case 0.90 0.93 
Layout 1, Curve 2, Confined Case 0.86 0.92 
*Layout 1, Curve 3, Confined Case 0.92 0.94 
Layout 1, Curve 4, Confined Case 0.92 0.94 
Layout 1, Curve 1, Unconfined Case 0.93 0.88 
Layout 1, Curve 2, Unconfined Case 0.89 0.82 
Layout 1, Curve 3, Unconfined Case 0.94 0.92 
Layout 1, Curve 4, Unconfined Case 0.93 0.88 
Layout 2, Curve 1, Confined Case 0.94 1.03 
Layout 2, Curve 2, Confined Case 0.96 1.00 
Layout 2, Curve 3, Confined Case 1.03 1.02 
Layout 2, Curve 4, Confined Case 0.96 1.01 
Layout 2, Curve 1, Unconfined Case 0.98 0.97 
Layout 2, Curve 2, Unconfined Case 1.03 0.97 
Layout 2, Curve 3, Unconfined Case 1.03 0.95 
Layout 2, Curve 4, Unconfined Case 1.00 0.95 
   
(b) Outer-stiffer Cases   
Layout 1, Curve 1, Confined Case 0.84 0.91 
Layout 1, Curve 2, Confined Case 0.86 0.93 
Layout 1, Curve 3, Confined Case 0.83 0.90 
Layout 1, Curve 4, Confined Case 0.87 0.88 
Layout 1, Curve 1, Unconfined Case 0.89 0.78 
Layout 1, Curve 2, Unconfined Case 0.89 0.83 
Layout 1, Curve 3, Unconfined Case 0.85 0.74 
Layout 1, Curve 4, Unconfined Case 0.82 0.77 
Layout 2, Curve 1, Confined Case 0.91 1.00 
Layout 2, Curve 2, Confined Case 0.96 1.00 
Layout 2, Curve 3, Confined Case 0.96 0.98 
Layout 2, Curve 4, Confined Case 0.89 0.95 
Layout 2, Curve 1, Unconfined Case 0.98 0.97 
Layout 2, Curve 2, Unconfined Case 1.03 0.97 
Layout 2, Curve 3, Unconfined Case 0.99 0.92 
Layout 2, Curve 4, Unconfined Case 0.92 0.89 
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Table 5.6. Effects of Overburden Pressures 
Overburden Pressure  Working Stiffness / Eave  Failure Stress / qu_ave 
* 0 kPa 0.92 0.94 
20 kPa 0.92 0.95 
50 kPa 0.92 0.96 
100 kPa 0.93 0.97 
*Reference Case   
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Figure 5.2 (a) Simulation model in 3D space, (b) Plan view of confined case, (c) Plan view of 










Figure 5.3. Model calibration. (a) meshed model in current study. Darker zones signify larger 

















Material properties assigned by parts
(Yang, 2009)
Material properties assigned as spatial
function (ABAQUS/Explicit)
Material properties assigned as spatial
function (ABAQUS/Standard)
162  Random Finite Element Analysis on Cement-treated Soil Layer 
 
Figure 5.4. Numerical model for strain-softening behaviour of cement-treated soil. (Source: 
Sindhu, 2011) 
Chapter 5 Deterministic Finite Element Analysis 163 
 
Figure 5.5. Effect of slenderness ratio (ratio of height to diameter H/D) of specimens and 
conditions of end caps on deviator stress-strain curve of CIU test. Ls is the difference between 
diameters of platen and specimen. Mix proportion soil:cement:water = 2:1:4, with confining 




(a)                                                        (b) 
  
Figure 5.6. Samples after shearing in CIU test (a) specimen H/D = 2, porous stone, Ls = 0, (b) 
specimen H/D = 1, Teflon, Ls = 6 mm. Mix proportion soil:cement:water = 2:1:4, with 
confining pressure 1000 kPa. (Source: Xiao, 2009) 
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Figure 5.7. Three deviator stress-strain curves for cement-treated soils in numerical analyses. 
 
 
(a)                                                        (b) 
Figure 5.8. Effects of deviator stress-strain curves of cement-treated soils on mass behaviour. 
(a) confined case, (b) unconfined case. 
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Figure 5.9. Contours of unconfined compressive strength of (a) Layout 1 and (b) Layout 2 in 
three-dimensional spaces. Darker zones signify higher values of strength. 
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Figure 5.10. Plane view of (a) Layout 1 and (b) Layout 2. 
 
 
(a)                                                        (b) 
Figure 5.11. Comparisons between Layout 1 and Layout 2 of column arrangements. (a) 

















































(a) Layout 1  (b) Layout 2 
C2·sin60° 




Figure 5.12. Comparisons among functions of radial trends of UCS. (a) Illustration of 
functions for inner-stiffer case, (b) Layout 1, confined case, (c) Layout 1, unconfined case, (d) 












































































































(e)  Layout 2, Unconfined Case
(a) 




Figure 5.13. Comparisons among functions of radial trends of UCS. (a) Illustration of 
functions for outer-stiffer case, (b) Layout 1, confined case, (c) Layout 1, unconfined case, (d) 












































































































(e)  Layout 2, Unconfined Case
(a) 
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 Chapter 6   
Random Finite Element Analysis  
6.1 Introduction 
The effect of radial variation in stiffness and strength on mass behaviour of an improved soil 
layer has been considered through parametric studies in Chapter 5. Apart from radial 
variation, variations in strength are dependent on a number of other factors as discussed in 
Chapter 2. Two other contributory factors will be considered in this study. Firstly, the strength 
usually possesses some stochastic fluctuations about the radial variation due to random 
variations in the distribution of the cement slurry within the treated soil mass. The stochastic 
fluctuations can be modelled as random processes for one-dimensional problems or random 
fields for two- and three-dimensional problems with zero mean if the radial trend can be 
subtracted. Secondly, the deviation of column positions from their designated locations will 
also be considered as an uncertainty affecting mass behaviour of the improved soil layer. This 
deviation, termed positioning error hereafter, may result from errors in the position and 
verticality of the drilling shaft (see Table 2.3). In Singapore, the maximum allowable off-
verticality in pile drilling is about 1 in 75 (e.g., Singapore Standard, 2003); that is, if the 
improved depth is 25 m, then this is equivalent to a positioning error of 1/3 m.  
These three sources of uncertainties, namely the deterministic radial variation, stochastic 
fluctuations and positioning error, will be taken into consideration by using the random finite 
element method (FEM) (see Griffiths and Fenton, 2009). In random FEM, material properties 
are described by random fields and repeated calculations of a same problem will generate 
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different results. If the number of repeated calculations is sufficiently large, then the 
calculated results can form a sample for statistical analysis. Such an approach to execute the 
random FEM falls under the realm of Monte-Carlo simulations which is simple and direct. In 
this chapter, random FEM will be used to analyze the same problem described in Chapter 5; 
that is, an improved soil layer formed by soil-cement columns subjected to lateral 
compressive pressures. The modified linear estimation (MLE) method, with the three-
dimensional cylindrical coordinate systems, discussed in Chapter 3, will be used to generate 
random fields for the soil-cement columns. As a precursor to the improved soil layer, the 
MLE method will be validated using the strip footing settlement problem analyzed by 
Griffiths and Fenton (2009), and the axially loaded columns problem analyzed by Namikawa 
and Koseki (2013). 
6.2 Method Verification Using a Two-dimensional Problem 
As discussed in Chapter 2, Griffiths and Fenton (2009) used both the random FEM and the 
stochastic FEM to analyze the settlement of a rigid strip footing. They compared the results 
obtained from those two kinds of methods and found that the random FEM shows superior 
performance over the stochastic FEM in dealing with material spatial variability. The random 
field generation method they used for generating material property (Young’s modulus) is the 
local average subdivision method. In this study, random FEM is used to analyze the same 
problem; with the random field generated using the MLE method proposed in Chapter 3. 
6.2.1 Problem Statement 
Figure 6.1 shows a smooth rigid strip footing of width B = 1.0 lying on a layer elastic soil of 
depth 2.0. A concentrated vertical force P = 1.0 is applied on the centre of the footing. The 
bottom layer is assumed perfectly rough and rigid. Plane strain condition is assumed. The 
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Poisson’s ratio ν is set as 0.25; this follows the value used by Griffiths and Fenton (2009). 
The Young’s modulus E of the soil is modelled as spatially random. Its marginal PDF is 
lognormally distributed with mean value at E0 = 1. The statistical characteristic of the 
settlements are analyzed based on repeated calculations.  
6.2.2 Results 
The same mesh size and boundary conditions used herein are same as those in Griffiths and 
Fenton (2009) as indicated in Fig. 2.15. The statistical results of the settlements may be 
affected by both the autocorrelation length and coefficient of variation (COV) of Young’s 
modulus, E. In this study, the autocorrelation length is fixed for simplicity as 1.0 to examine 
the mean value and COV of outputs (i.e., settlements) versus COV of E. The software 
Abaqus/STANDARD version 6.11 is used for the finite element analysis. The random field of 
Young’s modulus E is implemented by the user subroutine USDFLD. Four-noded rectangular 
element with reduced integration is used so that there is only one integration point within each 
element. As such small elements are used. The number of repeated simulations for each 
parametric study is 2000; same as the value used in Griffiths and Fenton (2009). 
When the COV of E is zero, the Young’s modulus reduces to a constant. In this extreme 
scenario, the random FEM reduces to deterministic FEM, where a deterministic settlement 
can be obtained in this extreme scenario. In this study, all settlement values will be 
normalized by this deterministic settlement. Figure 6.2 indicates that the results obtained in 
this study (denoted by ‘the proposed method’ in the figure) is consistent with those obtained 
by Griffiths and Fenton (2009)’s work. Figure 6.2a shows the average values of normalized 
settlements versus the input COV of E. It is found that the settlement increases as the input 
COV increases. Figure 6.2b shows the COV of normalized settlements as an output versus the 
174  Random Finite Element Analysis on Cement-treated Soil Layer 
input COV of E. Although the output COV increases with the input COV, the value of the 
former is smaller than that of the latter. 
6.2.3 Discussions 
Although the results obtained in this study are generally consistent with those obtained by 
Griffiths and Fenton (2009)’s work, some differences between these two methods should be 
pointed out. The software used in this study is Abaqus/STANDARD whereas the software 
used in Griffiths and Fenton (2009) is their own code based on the finite-element method in 
Smith and Griffiths (2004). Secondly, the local average subdivision method incorporates local 
averaging in the input random variate which reduces the variance of the input random variate; 
the degree of reduction being dependent on the ratio of element size to the autocorrelation 
length (refer to Eq. 4.21 and Fig. 4.20). The larger value of this ratio, the more reduction will 
be yielded due to averaging effect. In this study, the ratio is small (about 0.1) so that the 
reduction in the variance of E is likely to be small. Thirdly, the autocorrelation function 
adopted in Griffiths and Fenton (2009)’s work is the exponential model; whereas, in this 
study, the squared exponential model is adopted. The effects arising from different types of 
autocorrelation function in random FEM have been discussed by Fenton and Griffiths (2008) 
for several problems of material properties with spatial variation. They found the results were 
insensitive to the autocorrelation function. The example in Section 3.6 in this study also 
shows this insensitivity. 
6.3 Method Verification Using a Three-dimensional Problem 
As discussed in Section 2.3.4, Namikawa and Koseki (2013) examined the spatial 
autocorrelation in the strength of a soil-cement column using finite element analyses. One of 
their findings is that when the autocorrelation distance is about half of the column diameter, 
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then the mean value of responses reaches its minimum value. This problem will now be 
simulated using the MLE method and the results compared with Namikawa and Koseki 
(2013)'s. 
6.3.1 Problem Statement 
Namikawa and Koseki (2013) simulated a soil-cement column, with a diameter of 1 m and a 
depth of 2 m, subjected to axial loading without confining pressure. The unconfined 
compressive strength (UCS) of the cement-treated soils was simulated using a second-order 
random field. In other words, both the autocorrelation structure and marginal distribution are 
considered. The autocorrelation function used was the exponential model (see Eq. 4.24), 
which is a one-parameter model, the properties of which is completely specified by the 
autocorrelation length. The marginal distribution adopted was the normal distribution, 
whereby the UCS, qu, is simulated as 
u u u(1 )q qq xμ δ= + ⋅  (6.1) 
where μqu (= 1.7 MPa) and δqu are the mean and COV of qu, respectively. x is a random variate 
distributed normally with zero-mean and unit-variance. In Namikawa and Koseki (2013)'s 
study, the values of x were classified into discrete intervals and the range of each interval is 
0.1 (see Fig. 6.3).  The range of x considered is from -3.1 to 3.1; values exceeding the lower 
and upper limits of this range are classified into the lowest and highest intervals, respectively. 
This treatment ensures that the generated strength is non-negative as long as δqu is less than 
0.32 as implied in Eq. 6.1. The linear system theory (Bendat and Piersol, 2000) was used to 
generate the normal random field by Namikawa and Koseki (2013).  
An elasto-plastic model for cement-treated sands (Namikawa and Mihira, 2007) was used as 
the constitutive model in Namikawa and Koseki (2013)'s study; whereas, in the current study, 
the elastic-perfectly-plastic model based on the stress-strain curve of the elasto-plastic model 
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was used instead for simplicity (see Fig. 6.4). Namikawa and Mihira’s (2007) model has a 
Mohr-Coulomb type yield envelope but allows for non-linear sub-yield behaviour (Fig. 6.4) 
and strain softening, whereas the standard Mohr-Coulomb model assumes linear elastic sub-
yield and perfectly plastic behaviour. This does not detract from the purpose of this 
comparison exercise, which is to examine the effect of autocorrelation length on overall 
strength. The Poisson’s ratio ν is set as 0.167; this follows the value used by Namikawa and 
Koseki (2013). 
6.3.2 Results 
The problem was simulated using Abaqus/STANDARD (Version 6.11) in this study. The 
random field was generated by the MLE method and implemented via the subroutine 
USDFLD. Eight-noded brick elements with reduced integration were used. Figure 6.5a and b 
illustrate the contours of UCS with different autocorrelation lengths, θ, together with the mesh 
size. It should be pointed out that the autocorrelation length defined in this study is twice the 
autocorrelation distance defined in Namikawa and Koseki (2013) (the former is 2a as 
indicated in Eq. 4.24; whereas, the latter is a); the latter will be converted to the 
autocorrelation length in the subsequent discussion. For comparison purposes, two contours 
with the same autocorrelation lengths simulated by Namikawa and Koseki (2013) are 
illustrated in Figure 6.5c and d. Namikawa and Koseki’s simulated fields appear to be 
“grainier” than those generated in the present study. The differences can be attributed to the 
fact that the finite element meshes used by Namikawa and Koseki are coarser than those used 
herein.  
Following Namikawa and Koseki (2013), three values of the COV of qu, denoted herein by 
δqu, are considered, that is, 0.2, 0.3 and 0.4. The PDF used is also similar to that used by 
Namikawa and Koseki (2013) and shown in Fig. 6.3. A similar truncation procedure was 
adopted herein to ensure the simulated strength is always positive. For the cases in which δqu 
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= 0.4, the range of x in Eq. 6.1 was limited to ±2.4 to avoid negative strength values. 
Namikawa and Koseki proposed that 50 simulations are sufficient for estimating the mean 
value. In this study, one hundred simulations (i.e., Monte-Carlo simulations) were conducted 
for each combination of δqu and autocorrelation length.  
6.3.3 Comparison of Results 
Namikawa and Koseki (2013)'s results suggest that the mean value of overall strength is a 
function of autocorrelation length, θ, and reaches a minimum value when θ is about 1 m (see 
Fig. 6.6a), that is, the size of column diameter. To investigate the "worst" value of 
autocorrelation length, θ, some additional points around θ = 1 m are also examined in this 
study; and the results shown in Fig. 6.6b. As can be seen, the trend obtained herein is similar 
to Namikawa and Koseki’s (2007), with the mean values reaching their minimum values 
when autocorrelation length is about 1 m. In addition, the minimum strength reached for each 
value of δqu is also similar to that obtained by Namikawa and Koseki (2013).  
The differences in the specific values may be attributed to the differences between these two 
methods. Firstly, the software used in this study is Abaqus/STANDARD; whereas the 
software used in Namikawa and Koseki (2013) is based on Shiomi et al.’s (1993) finite-
element code. Secondly, the constitutive models for cement-treated soils are not the same. 
Namikawa and Koseki (2013) used the elasto-plastic model, which was developed for 
cement-treated sands and can account for strain-softening; whereas, the elastic-perfectly-
plastic model is adopted in this study.  
For engineering purposes, a low percentile overall strength is often of interest. For example, 
according to Eurocode (CEN, 2002) in dealing with material or product property with 
randomness, the 5th percentile (i.e., 95% lower one-sided bound) value is recommended as 
the characteristic value when a low value of material or product property is unfavourable. 
Figures 6.7a and b illustrate the 100 simulated mass stress-strain curves for θ = 1m and 2m, 
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respectively. The average and 5th percentile of those curves are also plotted in Fig. 6.8a. As 
can be seen, the trend for the 5th percentile values is very dissimilar to that of the average 
values. No minima is present for the 5th percentile overall strength. Accordingly, no "worst-
case" autocorrelation length is present for the 5th percentile values. This may be attributed to 
the increase in output COV (i.e. COV in overall strength) as the autocorrelation length 
increases (see Fig. 6.8b). This is also reflected in Fig. 6.7 which shows that, while the mean 
overall strength may increase with increase in autocorrelation length, so does the spread in the 
overall strength, which is likely to affect the 5th percentile value of overall strength 
significantly. 
6.4 Improved Soil Layer  
In the parametric study below, random variation in material properties and positioning errors 
are introduced into the analyses. The parameters for radial variation and other deterministic 
factors, which have been independently studied in Chapter 5, will be chosen as the values 
listed in Table 5.2 unless otherwise stated. A reference case will be studied in this section first 
and followed by parametric studies in the next section.  
6.4.1 Three-dimensional Bivariate Cylindrical Random Fields 
The elastic modulus and unconfined compressive strength (UCS) of cement-treated soils are 
considered to be random variates; three-dimensional bivariate random fields will be generated 
based on the cylindrical coordinate system for each soil-cement column. The reason to 
simulate a column with a cylindrical random field is that a DM columns is usually formed by 
rotating the mixer, and it is also found that the autocorrelation length of such columns usually 
have different values along the circumferential and radial directions (see Larsson et al., 
2005c). 
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Each column is simulated with an independent random field. This is reasonable since the 
columns are installed separately and their material properties are unlikely to be correlated. For 
these kinds of random fields, the marginal PDFs of the two variates and their correlation 
structures need to be determined.  
Marginal Probability Density Function - As discussed in Chapter 4, the UCS could be fitted 
by the beta distribution, which can be completely determined by four parameters: two shape 
parameters, mean value and standard deviation (or other four equivalent parameters). Since 
the mean value for the random field is zero (because of the removal of the mean trend), the 
COV at a specific point in the random field is defined herein as the standard deviation of the 
marginal PDF divided by the value of the mean trend at this point. As a result, the marginal 
PDF can be determined by the radial variation, COV and two shape parameters. In this study, 
the distributions for the elastic modulus and UCS will be assumed to have the same shape, 
that is the same values of skewness and kurtosis (see Eqs. 4.12 and 4.13), because of their 
high value of cross-correlation coefficient, as indicated in Fig. 4.21.  
Correlation Functions - The bivariate cylindrical random field has three correlation functions 
along each axis, which form the correlation matrix, given by 
11 12
21 22
( ) ( )
( )




=   
τ τ
R τ τ τ  (6.2)
 
where τ is the spatial distance between two points; Ri is the correlation matrix along the ith 
axis; R11 is the auto-correlation of the first variate, that is, elastic modulus in this study; R22 is 
the auto-correlation of the second variate, that is, the UCS in this study; R12 = R21 is the cross-
correlation function between the first and second variates. Popescu et al. (1998) noted that  
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The spatial variability of material properties is caused by differences in composition/structure 
from one location to another. Since these differences are likely to influence all properties in 
similar ways, it is assumed that the auto-correlation functions describing the stochastic 
spatial variability of each material property are identical. 
Popescu et al. (1998) also assumed that the cross-correlation function could be related to the 
auto-correlation by the cross-correlation coefficient, c, between those two variates. Following 
Popescu et al. (1998), the correlation matrix in Eq. 6.2 can be simplified as 
1




ξ  =   R τ τ  (6.3) 
where ξ is the auto-correlation function of the first or second variate. Considering the three 
directions, there will be three auto-correlation functions in total and one cross-correlation 
coefficient, c, to be determined for a three-dimensional bivariate random field. In using the 
MLE method, the auto-correlation lengths of these three functions should be known.  
The elastic modulus and UCS is simulated in the way that both marginal PDFs for the two 
variates are first simulated according the requirements of the UCS with prescribed cross-
correlation, c, and then multiply one of them by a factor 140 to form the marginal PDF for the 
elastic modulus. This is based on Lee et al.(2005)’s finding that, on average, the elastic 
modulus of cement-treated marine clay is 140 times larger than those of its UCS as indicated 
in Fig. 4.21. It also leads to same values of COV, skewness and kurtosis for both PDFs. For 
these reasons, only the marginal PDF of UCS will be discussed hereafter. Figures 6.9a and b 
illustrate two realizations for the UCS of the random field, of which the marginal PDF is 
chosen as the beta distribution with COV = 0 (i.e., only deterministic trend is considered) and 
COV = 0.4, respectively. The shape parameters are chosen as γ = 1.86 and η = 3.78.  
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6.4.2 Parameter Choices 
Deviator Stress-strain Curves for Cement-treated Soils - The Model 1 shown in Fig. 5.7 will 
be used in the reference case. This model is based on Xiao (2009)’s CIU (isotropically 
consolidated undrained) tests of sample with slenderness ratio (ratio of height to diameter, 
H/D) of 1 as shown in Figs. 5.5 and 5.6. This model describes the strain-softening behaviour 
of cement-treated soils. While the elastic modulus and UCS vary from point to point, the 
deviator stress-strain curve in Model 1 is assumed to have the same shape, so that the curve 
can be defined by the elastic modulus and UCS.  
Deterministic and Reference Case Properties - The deterministic parameters are taken to be 
same as those for the reference case, which are shown in Table 5.2. As discussed in Chapter 
5, the Poisson’s ratio of 0.49 is adopted to reflect the “incompressibility” of the saturated 
improved soil under undrained loading. Nonetheless, the effects of Poisson’s ratio on the 
findings will be examined and discussed below. 
Stochastic Fluctuations - The COV for the reference case is chosen as 0.4 and the shape 
parameters are chosen as γ = 1.86 and η = 3.78, which imply the skewness = 0.49 and kurtosis 
= 2.62. Figure 6.10a shows the PDF with zero-mean by removing the mean trend (i.e., qu_mean) 
and Fig. 6.10b shows the PDF with qu_mean = 2.86 MPa. The adoption of the shape and COV 
of the beta distribution is based on the MBFC project (see Fig. 4.14) and Singapore River 
project (see Fig. 2.7), where the UCS data are positive-skewed, with a COV of about 0.4. 
The auto-correlation lengths along radial-, angular- and depth-direction are set as R/3, π/4 and 
5R, respectively, where R is the column radius. The adoptions of these values are based on 
Larsson (2005)’s work and Honjo (1982)’s work. The cross-correlation coefficient, c, 
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between UCS and elastic modulus is set as 0.85, which is based on the field data from the 
MBFC project (see Fig. 4.21).  
Positioning Error - Table 2.3 listed the allowable deviation in position from different 
literatures. In the reference case, the allowable deviation, d, is set as D/4. The centres of the 
columns are assumed to be uniformly distributed within the allowable deviation as illustrated 
in Fig. 6.11. The deviation in column centres can be described by two components, namely 
the radial deviation and the angle of deviation. These two components may not be 
independent because neighbouring columns may deviate similarly due to similar positioning 
and installation procedures. For this reason, the positions of column centres are described by a 
two-dimensional bivariate random field. The two variates of the random fields are the angle 
(αi in Fig. 6.11) and amount (di in Fig. 6.11) of the deviation. Their marginal PDF are 
assumed to be uniform distribution, with squared exponential autocorrelation function and 
same autocorrelation structure. Thus, two autocorrelation lengths, namely, autocorrelation 
length along the x-axis and autocorrelation length along the y-axis, need to be evaluated. In 
this study, autocorrelation length for the reference case is assumed as R along the x-axis (i.e., 
parallel to the compressive pressure direction), and 3R along the y-axis (i.e., vertical to the 
compressive pressure direction) as illustrated in Fig. 6.12.  
The parameters chosen for the reference case are summarized in Table 6.1. The mesh size of 
the model is discussed in Appendix D. 
Figure 6.13a shows a realization of unconfined compressive strength with the discussed 
parameters as the reference case. For comparison purposes, one more realization with COV = 
0 is illustrated in Fig. 6.13b. From these figures, some untreated zones can be observed due to 
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the positioning error. The mass behaviour of the soil slab with parameters discussed above 
will be analyzed by random FEM with 100 repeated simulations.  
6.4.3 Monte-Carlo Simulation Results 
Figure 6.14 illustrates 100 calculated stress-strain curves of the soil layer (the number of 100 
will be discussed later). The normalized calculated stresses at a mass strain of 0.8% are 
adopted as the failure stresses in this case. Some statistics of the failure stresses are 
summarized in Figs. 6.14b and c. The mean value (i.e., average) of failure stress is 0.62qu_ave 
with a COV of about 0.08, and the mean value of working stiffness is 0.78Eave with a COV of 
about 0.06, where qu_ave and Eave are the volume-averaged UCS sand elastic modulus of a soil-
cement column. The small values of COV in this case are due in part to the geometric sizes of 
the model. The geometric dimensions in the x-y plane are much larger than the 
autocorrelation lengths of both the material properties and positioning error parameters. The 
small value of COV is consistent with the local averaging theory (Vanmarcke, 1983), which 
states that the variations in the response reduce as the model size increases. The skewness and 
kurtosis of the failure stresses for this case are -0.16 and 2.87, respectively. These two values 
imply that the distribution of the failure stresses is roughly normal since for normal 
distribution, the skewness is zero and kurtosis is 3.0. This is to be explained by virtue of the 
Central Limit Theorem (Elishakoff, 1999).  
By assuming the histogram shown in Fig. 6.14b follows the normal distribution, then a design 
value of the mass failure stress, Qd, can be determined as 
d QQ Q β σ= − ⋅  (6.4) 
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in which Q  and σQ are the mean value and standard deviation of the mass failure stresses Q, 
respectively; β determines the confidence level in design, and is also known as the reliability 
index (see Phoon, 2008). Figure 6.15a illustrates the relationship in Eq. 6.4. For a relatively 
high confidence level of 95% lower one-sided bound (i.e., the 5th percentile value, Q5%), β 
can be chosen as 1.645 (Ang and Tang, 2007). The relationship between β and percentile, p, is 
(Phoon 2008): 
1( )pβ −= −Φ −  (6.5) 
in which Φ is the cumulative distribution function of the normal distribution with zero-mean 
and unit-variance. Figure 6.15b illustrates this relationship. 
In this study, the mean value and COV of simulated results will be presented, and the 5th 
percentile value will also be calculated based on Eq. 6.4 for illustration. For any other 
required percentile, p, a corresponding β can be obtained from Eq. 6.5 or Fig. 6.15b, and the 
design value can be obtained from Eq. 6.4. Recommended design procedures will be 
discussed later. 
Two main statistics in Figs. 6.14a - c are the average value and output COV of the Monte-
Carlo simulation results; the working stiffness and average failure stress are estimated based 
the average values, and the 5th percentile curves are estimated based on both statistics. These 
two statistics are likely to fluctuate from their true values due to the limited amount of 
simulations used, which is chosen to be 100 in this study. It is necessary to assess the range of 
potential error caused by the limited sample size. In this study, the standard errors of these 
two statistics are evaluated (see Appendix E). The standard error of a statistic is defined as the 
standard deviation of the sampling distribution of the statistic. Results indicated that if the 
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simulated results have a COV less than 10% with 100 repeated simulations, than the standard 
error in the average value is roughly less than 1% of the simulated average value, and the 
standard error in the output COV is roughly less than 2%. 
6.5 Parametric Studies 
In this section, parametric studies are conducted to examine the effects of some parameters on 
the mass behaviour of the improved soil layer. The parametric studies are conducted by 
changing one parameter and keeping others constant. For the purpose of comparison, a 
reference case is chosen based on the geometry shown in Fig. 5.2 and the properties shown in 
Tables 5.2 and 6.1. As discussed earlier, the properties in Table 5.2 are considered to be a 
reasonably realistic representation of cement-treated soil properties. The following parameters 
will be considered in this section: 
• Strain-softening effects and boundary conditions 
• Model size 
• Coefficient of variation and skewness of UCS 
• Correlation lengths of UCS 
• Cross-correlation between UCS and elastic modulus 
• Strength ratio of radial variation 
• Amount of positioning error 
• Correlation lengths of deviation of column positions 
• Poisson's ratio 
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6.5.1 Strain-Softening Effects and Boundary Conditions 
The three deviator stress-strain curves, namely Mohr-Coulomb (MC) Model, Model 1 and 
Model 2, for cement-treated soils shown in Fig. 5.7 are considered in this section to examine 
the strain-softening effects on mass behaviour of the improved soil layer. Both the confined 
and unconfined boundary conditions are considered.  
Confined Boundary Conditions - Figures 6.16a, b and c show simulation results of the MC 
Model, Model 1 and Model 2, respectively. The results of MC Model and Model 1 are similar 
and no significant strain-softening behaviour is found in the mass stress-strain curves of both 
of these two models. The 5th percentile values of failure stress for the MC Model and Model 
1 are 0.59qu_ave and 0.53qu_ave, respectively. These values suggest that, the strain-softening part 
in Model 1 could cause about 10% of reduction in failure stresses than those of the MC 
Model. As for the Model 2, the 5th percentile values of failure stress is 0.24qu_ave, which are 
about 40% and 45% of those of the MC Model and Model 1, respectively. With Model 2, 
failure occurs at around 0.3% mass strain but the value is around 7% for the other models, and 
some strain-softening behaviour can be found in the mass stress-strain curves in the Model 2; 
that is, the improved soil layer behaves in a more brittle manner. 
On the other hand, the values of working stiffness for these three models are almost the same, 
at value of 0.78Eave. This may be attributed to the identical initial elastic part for all these 
three models. For small mass strain, the soil layer is still in an elastic range, within which the 
three models are identical.  
Unconfined Boundary Conditions  - Figures 6.16d - f show the simulation results of the MC 
Model, Model 1 and Model 2, respectively for the unconfined boundary conditions. The 
trends are similar to those of the confined boundary conditions. The 5th percentile values of 
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failure stress for the MC model, Model 1 and Model 2 are 0.44qu_ave, 0.42qu_ave and 0.21qu_ave, 
respectively. They are about 10 to 30% smaller than the corresponding values in the confined 
case.  
Figure 6.17 summarized the average curves and 5th percentile curves of these three models. 
The specific values of statistic results are summarized in Tables 6.2 and 6.3. Figures 6.18a 
and b illustrate typical contours of the plastic strain occur as the failure of soil mass is 
incipient for cases with confined and unconfined boundary conditions, respectively. The 
plastic strains are not uniform due in part to the non-uniformity of strength in cement-treated 
soils. In the confined case, zones with large plastic strains are not connected with each other; 
however, in the unconfined case, some zones with large plastic strains are connected, which 
suggest the formation of some rupture surfaces within the improved soil layer. With the 
increase of compressive pressure, failure is likely to occur along these surfaces through the 
soil mass even though large parts of the soil mass may be still in an elastic condition. As a 
result, the average failure stresses of the improved soil layer as a whole in unconfined 
boundary conditions are lower than those in confined boundary conations. The rupture 
surfaces shown in the unconfined case in Fig. 6.18a are similar to those observed in triaxial 
samples with normal slenderness ratio, i.e. 2, as shown in Fig.5.6a. Such rupture surfaces are 
not so significant in the confined case, Fig. 6.18b, and samples with slenderness ratio of one 
as shown in Fig. 5.6b. Hence large slabs with strain-softening material may undergo rupturing 
in a manner akin to that observed in triaxial samples. 
6.5.2 Model Size 
It is common in numerical analysis to consider a representative region rather than full-scale of 
a real project to reduce the calculation effort (e.g., Yang, 2009). As will be shown later, this 
approach is applicable for deterministic cases. In this study, since the randomness in both soil 
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properties and positioning are considered, the model size chosen for numerical analysis may 
influence the results. To examine this kind of influence, five cases with different model sizes 
are considered as shown in Fig. 6.19, in which the plan views of the cases are illustrated. The 
depths, H, of those cases are all set as 1.33D, where D is the diameter of the columns. If D is 
1.5 m, then H will be 2 m. 
• Case 1. Width w1 = 0.84 D and Length l1 = 0.84 D. The region under consideration is 
a unit-cell of the whole problem. 
• Case 2. Width w2 = 1.68 D and Length l2 = 1.68 D. The region under consideration 
consists of four unit-cells. 
• Case 3. Width w3 = 2.52 D and Length l3 = 2.52 D. The region under consideration 
consists of nine unit-cells. 
• Case 4. Width w4 = 6.7 D and Length l4 = 10 D. If the diameter D = 1.5 m, then w4 = 
10 m and l4 = 15 m. 
• Case 5. Width w5 = 10 D and Length l5 = 14 D. If the diameter D = 1.5 m, then w5 = 
15 m and l4 = 21 m. The model size of this case is used as that of the reference case in 
Chapters 5 and 6. 
In numerical analysis, the mesh size (or mesh density) for all cases is kept as the same.  
Numerical Analysis without Randomness - Figure 6.20 illustrates the mass stress-strain curves 
for all the five cases without considering the randomness in both soil properties and 
positioning, i.e. if only the deterministic radial variation is considered. The five curves behave 
similarly except that Cases 4 and 5 show about 15% reduction in failure stresses for mass 
strain lager than about 0.9%. If the mass behaviour of the improved soil layer is evaluated by 
its working stiffness and calculated failure stress, then the five curves are likely to yield 
similar predictions. In this respect it may be reasonable to choose a unit-cell region for 
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numerical analysis to enhance computing efficiency for cases where no randomness is 
considered. Cases 4 and 5 show some strain softening at lower mass strain compared to those 
of Cases 1-3; it may be because that the former are rectangular-shaped but the latter are 
square-shaped. The major portion of displacement of a soil slab usually occurs at the weak 
zones in the slab. Cases 1-3 behaving similarly suggests that the ratios of weak zones to the 
entire zones are roughly the same for square-shaped cases, irrespective of the sizes of the 
models. Assuming that two cases having the same volume, there will be more weak zones 
accumulated along the lengthwise direction for a rectangular-shaped case than a square-
shaped case; the effects of weak zones are likely to be more significant for the former than the 
latter. 
Numerical Analysis with Randomness - The specific values of statistic results of these five 
cases are summarized in Tables 6.2 and 6.3. The mass stress-strain curves from random FEM 
simulations for the five cases are presented in Fig. 6.21. As can be seen, the bands of curves 
become narrower as the model size of the simulated zone increases. This implies that the 
variation in responses become small as the model size increases. Figures 6.22a and b 
summarize the average and 5th percentile of the mass stress-strain curves, respectively. The 
average failure stress decrease as the model size increases, while the failure stresses of the 5th 
percentile curves remain roughly the same. Figures 6.23a - c summarize the failure stresses, 
working stiffness and coefficients of variation of responses (termed hereafter output COV), 
respectively. The difference between average and 5th percentile failure stress decreases as the 
model size increases. The average working stiffness remains nearly unchanged, while the 
output COV for the working stiffness decreases from ~0.2 for Case 1 to ~0.1 for Case 5, that 
is, as the model size increases. The decrease in variation of responses as model size increases 
can be explained by the local averaging theory (Vanmarcke, 1983) as discussed in Chapter 4. 
For fixed autocorrelation lengths, the variation of responses decreases with model size as 
190  Random Finite Element Analysis on Cement-treated Soil Layer 
demonstrated in Fig. 4.21. Case 5 was chosen as the reference case for two reasons. Firstly, 
the large model size is used to reflect a real project, where the size usually about 20 - 30m in 
width of an excavation. Secondly, a large model size can result in small variations in 
responses. In the reference case (i.e. Case 5), the output COVs are generally smaller than 0.1, 
which implies standard errors of the average values in responses are roughly less than 1% of 
the simulated average values, and the standard errors in the output COV are roughly within 
(see Appendix E). 
6.5.3 Coefficient of Variation and Skewness of Cement-treated soils 
The COV and skewness of the UCS were set at 0.4 and 0.49, respectively, for the reference 
case. In reality, as discussed in Chapter 4, the values of the input COV may range from 0.06 
to 0.6 or even larger, and the distribution of UCS could be either positively or negatively 
skewed. Parametric studies have been conducted to examine the effects of the COV and 
skewness of UCS on the mass behaviour of the improved soil layer. 
Coefficient of Variation - Four different values of COV of UCS are considered, that is, 0.0, 
0.25, 0.4 and 0.55 and the results are shown in Figure 6.24. In Fig. 6.24a, both the average 
and 5th percentile failure stresses decrease as the input COV increases. This is also reflected 
in Fig. 6.24b. The trend for the average working stiffness is similar, as indicated in Fig. 6.24c. 
The beta distribution requires four parameters (namely, mean value, COV, lower bound and 
upper bound or other equivalent four parameters). In this parametric study, the mean value is 
fixed. Therefore, a larger COV implies an expansion in the range of the distribution; that is, a 
decrease in the lower bound and an increase in the upper bound. The decrease in the lower 
bound of the UCS and Young's modulus will enlarge the weak zones. For a uniaxial 
compression problem, the enlarged weak zones can adversely affect the mass behaviour. 
the spatial variation in UCS and Young's modulus is an adverse factor for the mass behaviour, 
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and it turns out to be of practical interest to evaluate the COV in UCS or Young's modulus 
from cement slurry and installation processes. Chen (2012) demonstrated a procedure and 
statistical model for such an evaluation based on centrifuge model tests. 
Skewness - To investigate the influence of the skewness of UCS, the input COV is considered 
as 0.25 instead of 0.4. There are two reasons for this replacement. Firstly, the negatively-
skewed field data obtained from the new Nicoll Highway MRT Station (NCHS) project 
2011) show that the COV is generally smaller than 0.3 (see Table 4.3). Secondly, the small 
input COV could also ensure the simulated UCS has positive values; negatively-skewed 
distribution with large value of COV was found to tend to yield negative values of UCS, 
which is counterintuitive. Three different PDFs of UCS are considered as shown in Fig. 6.25. 
The shape parameters of the thick solid curve are the same of those of the reference case, with 
skewness of 0.49. The other two curves have the same shape but are mirror reflected about 
their mean values, it implies they will have the same absolute value of skewness but one is 
negatively-skewed and the other is positively-skewed. The absolute value of skewness for 
these two curves is 0.77. Figures 6.26a and b illustrate the average and 5th percentile of 
simulation results for these three cases, respectively. The specific values of statistic results in 
this sub-section are summarized in Table 6.4. The average and 5th percentile values of the 
case with negative skewness are lower, albeit slightly, than those of the cases with positive 
skewness. This is because a negative skewness in distributions can decrease the lower bound 
of the distributions and enlarge weak zones in the soil slab. Compared to the reference case, 
the lower bound of the dashed curve decreases from 1.58 MPa to 0.5 MPa as indicated in Fig 
6.25; however, the cumulative probability within the interval (0.5 MPa, 1.58 MPa) is 
relatively small because this interval is located in the tail end of the curve. As a result, the 
enlarged weak zones are so small that they have limited effect on mass behaviour from an 
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engineering viewpoint. This finding implies that although the skewness of field data may 
range from negative to positive, its effects on mass behaviour are limited. 
6.5.4 Influence of Autocorrelation Length 
To examine the influence of autocorrelation lengths of UCS on the mass behaviour of the 
improved soil layer, three cases are considered. 
• Case 1. Autocorrelation lengths of UCS and elastic modulus along circular, radius 
and depth directions are set as π/3, R/2 and 7R, respectively. Compared to the results 
of field data or existing publications as discussed in Chapters 2 and 4, the values of 
autocorrelation lengths in this case are relatively large for the cement-treated soils.  
• Case 2. Autocorrelation lengths of UCS and elastic modulus along circular, radius 
and depth directions are set as π/4, R/3 and 5R, respectively. The values of 
autocorrelation lengths in this case are considered to be within the published ranges 
for cement-treated soils (e.g. Honjo, 1982; Larsson, 2005). The values used in this 
case are the values for the reference case. 
• Case 3. Autocorrelation lengths of UCS and elastic modulus along circular, radius 
and depth directions are set as π/5, R/4 and 3R, respectively. The values of 
autocorrelation lengths in this case are also considered to be within the published 
range for cement-treated soils.  
Figures 6.27a and b show the average and 5th percentile of simulation results, respectively, 
which are also summarized in Tables 6.2 and 6.3. No significant difference among these three 
cases is found from both of the figures. This finding appears to be different from the findings 
of Namikawa and Koseki (2013); the latter states that "numerical results have shown that 
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spatial autocorrelation in the material properties significantly affects the overall compression 
strength of full scale columns". Their results indicate that when autocorrelation length equals 
1.0m, the mean value of overall compression strength reaches its minimum value. The main 
reason lead to the difference in findings between Namikawa and Koseki (2013) and the 
current study may exist in the different model setups in these two studies. The object of 
Namikawa and Koseki’s (2013) study is an axially loaded column of 1m in diameter and 2m 
in height and the random field is assumed to be statistically homogenous; that is, the 
autocorrelation lengths along each axis are set as the same. On the other hand, the object of 
the current study is an improved soil layer involving more than 160 columns, and each 
column is simulated by a three-dimension two-variate cylindrical random field, and loaded 
laterally, not axially. Apart from the variation of strength in each individual column, the radial 
trend in columns and positioning error among columns are also considered. Positioning error 
dominates the overall performance of the improved soil layer, for it directly affects the size of 
the untreated zones. Overall, the relative significance of autocorrelation lengths in soil-cement 
columns has diminished.  
6.5.5 Cross-correlation between UCS and Elastic Modulus 
The relationship between the UCS, qu, and elastic modulus, E, is commonly described by a 
proportional relationship, such as E = 140qu. It implies an underlying assumption that these 
two quantities are perfectly correlated with correlation coefficient, c, equal to 1. As discussed 
in Chapter 4, these two quantities are positively but not perfectly correlated. To investigate 
the influence of the correlation coefficient on the results, three cases with different values of c 
are considered; that is, c = 0.7, c = 0.85 (reference case), and c = 1.0. Figures 6.28a and b 
illustrate the average and 5th percentile stress-strain curves obtained from the simulations. 
The simulated elastic modulus and unconfined compressive strength are shown in Tables 6.2 
and 6.3. As can be seen, the differences between the stress-strain curves of the three cases are 
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insignificant. This is because, in random FEM, each integration point has of its own UCS and 
Young's modulus, and the ratio of Young's modulus to UCS average around 140, although it 
is larger than 140 at some points and lower than 140 at the other points. The deviation degree 
from 140 depends on the correlation coefficient, c. For large value of c (say larger than 0.7), 
the variation in the ratio is not significant and can only have limited effect on the overall 
performance. Similar findings can be found in literatures (e.g., Fenton and Griffiths, 2003; 
Cho and Park, 2010). Based on this finding, the conventional assumption that UCS and 
Young's modulus have a deterministic ratio (i.e., c = 1) could be adopted for simplicity to 
evaluate the overall performance of the improve soil layer. 
6.5.6 Radial Variation in Strength 
As discussed in Chapter 2, within a soil-cement column, strength and stiffness may have a 
radial variation. Some cases show that cement-treated soils have larger values of strength and 
stiffness at central zones than those at peripheral zones; while, there are also some cases 
showing a reversed trend (e.g. Larsson 2005). Yang (2009) used the terms “inner-stiffer” and 
“outer-stiffer” to describe these two scenarios. In reality, however, any radial variation in 
strength and stiffness is likely to be gradual rather than abrupt. In this chapter, the radial 
variation is described by a linear function, that is, a straight line connecting the values of 
strength (or stiffness) at the centre and at the edge of a column. Thus, the “inner-stiffer” and 
“outer-stiffer” cases can be described by the ratio of strength (or stiffness) at the centre to that 
at the periphery. This ratio is denoted by RCP hereafter, whereby RCP > 1 refers to a inner-
stiffer case, RCP < 1 refers to a outer-stiffer case and RCP = 1 implies no radial variation. In 
order to examine the effect of RCP on the mass behaviour of an improved soil layer, three 
cases are considered with different values of RCP (see Fig. 6.29), 
• Case 1: RCP = 2 (inner-stiffer case), 
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• Case 2: RCP = 1 (constant-mean case), 
• Case 3: RCP = 0.5 (outer-stiffer case). 
 
Figures 6.30a and b show the average and 5th percentile mass stress-strain curves for these 
three cases. The specific values of statistic results in this sub-section are summarized in 
Tables 6.2 and 6.3. As Fig. 6.29 shows, the volume-averaged strength qu_ave for those three 
cases are not in the same. For linear radial variation, the volume-averaged strength is identical 
to the value of the transition curve at two-third column radius from the centre, as shown in 
5.3. The mass stress-strain curves show that the difference among these three cases is not 
significant. The inner-stiffer case yields a slightly larger failure stress and working stiffness 
than those of the other two cases. Although Yang's (2009) work suggests that the outer-stiffer 
case can yield larger working stiffness and failure stresses compared to those of the inner-
stiffer case (see Fig. 2.14), the outer-stiffer case also has larger values of Eave and qu_ave than 
those of the inner stiffer case as indicated in Fig. 6.29. After normalization, cases with 
different values of RCP can yield generally similar results. This implies that if the volume-
averaged stiffness and strength are considered, then the normalized results may be less 
sensitive to the value of RCP. As indicated by the results listed in Table 6.2 and 6.3, for cases 
with different values of RCP, the variation (calculated as the maximum difference among data 
divided by their average value) in the normalized failure stresses is generally less than 10% 
for both the average and 5th percentile levels. Similar findings can be obtained for the 
working stiffness; the variation is about 5%. In this sub-section, only three linear functions in 
stiffness and strength are considered due to time limit. Some typical non-linear functions have 
been analyzed in Chapter 5 (Section 5.3.3) without considering the randomness in material 
prosperity and positioning. In that section, both the normalized working stiffness and failure 
stress have also been found to be insensitive to the functions of radial trends. As a result, the 
volume-averaged stiffness and strength could be estimated instead of their specific radial 
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trends; since the latter may be difficult to determined, especially from limited field data. The 
estimation of volume-averaged stiffness and strength has been discussed in Section 5.3.3 as 
well. 
6.5.7 Positioning Error 
Five cases with different amounts of positioning error, d, have been studied. The values of 
amount are normalized by the column diameter, D. 
• Case 1. d/D = 0, 
• Case 2. d/D = 0.15, 
• Case 3. d/D = 0.2, 
• Case 4. d/D = 0.25, (Reference Case), 
• Case 5. d/D = 0.3, 
• Case 6. d/D = 0.35. 
Figure 6.31 illustrates the Monte-Carlo simulation results of these five cases, of which the 
average and 5th percentile curves are summarized in Figs. 6.32a and b, respectively. The 
values of statistical results are also summarized in Tables 6.2 and 6.3. Figures 6.33a - c show 
the variation in mass failure stress, working stiffness and output COV with d/D. As expected, 
both the failure stress and working stiffness decrease as d/D increases. The 5th percentile 
failure stress, Q5%, reduces from 0.79qu_ave to 0.37qu_ave with the ratio d/D increases from 0.15 
to 0.35, and the working stiffness, E, reduces from about 0.87Eave to 0.69Eave. In this range of 
d/D, the 5th percentile failure stress and modulus decrease approximately linearly with d/D. 
On the other hand, the output COV of both failure stress and working stiffness increase with 
d/D, but the maximum output COVs remain less than 0.1. 
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As an extreme case where d/D = 0, the value for Q5% and E are about 0.87qu_ave and 0.91Eave, 
receptively. The Monte-Carlo simulation results of this extreme case have been shown in Fig. 
6.31a. It can be found that there are still some variations in the results due to the randomness 
in materials (the COV in UCS is 0.4). In this figure, the mass stress-strain curve from 
deterministic analysis result has also been plotted. This curve is calculated without 
positioning error and material randomness.  
In Singapore, the allowable off-verticality is 1/75. If the drilling depth is 25m, then this will 
lead to a positioning error of 1/3m. However, positioning error can also arise from drilling 
shaft eccentricity. Assuming a drilling shaft eccentricity of 50mm at the ground surface, then 
the total amount of positioning error, d, including effect of off-verticality will be about 0.38m 
at 25m depth. For columns with diameter D = 1.5m, the ratio d/D is about 0.25. Based on the 
calculations in this study, the normalized failure stress and normalized working stiffness of 
the improved soil layer in this situation would be about 0.62 and 0.78 in the average level, 
respectively. Specifically, if qu_ave = 2.14MPa and Eave = 300MPa, then the failure stress (the 
5th percentile) and working stiffness would be about 1.33MPa (i.e. 0.62 × 2.14 MPa) and 
234MPa (i.e. 0.78 × 300 MPa) in the average level, respectively. Likewise, the 5th percentile 
values of failure stress and working stiffness would be about 1.14 MPa (i.e. 0.53 × 2.14 MPa) 
and 210 MPa (i.e. 0.7 × 300 MPa), respectively. 
6.5.8 Autocorrelation Lengths of Positioning Error 
In deep mixing or jet grouting processes, the improved soil columns are usually installed one 
to 3 at a time to form a row of columns, and then row by row to improve the whole ground. In 
this process, the positioning errors of neighbouring columns within a same row are likely to 
have some tendency to behave similarly; this is especially in multi-shaft set-ups. Statistically, 
the positioning error, both its magnitude and direction, of these neighbouring columns may 
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have some correlation, of which can be described by the autocorrelation length to reflect the 
number of columns having the same tendency. For multi-shaft equipment, such as that shown 
in Fig. 6.34, two to three shafts are typically arranged in a row. This is likely to generate near-
perfect correlation over the two or three shafts, but only along the direction of the row. This 
scenario is taken partially into account in the simulations below. 
The magnitude and direction of the positioning error is described herein by a two-dimensional 
bivariate random field. It implies there are four parameters that need to be considered, that is, 
the autocorrelation functions of both variates along two directions. Following the discussion 
in Section 6.4.1, the autocorrelation functions for the magnitude and direction of positioning 
error is assumed to be squared exponential. This leaves two autocorrelation lengths to 
describe the two-dimensional bivariate random field. Furthermore, a strong correlation may 
exist between columns in the same row, especially in multi-shaft mixing (Fig. 6.34) but is 
unlikely to exist between two rows. For this reason, a much shorter correlation length 
between rows is prescribed, than that between columns in the same row. In this study, this 
inter-row correlation length is set as 1R, where R is the radius of a column. The intra-row 
correlation length is varied as described below. Therefore, there is only one parameter, the 
autocorrelation length of positioning error along a row of columns, remained to be considered 
for parametric studies. Finally, two scenarios are considered. In the first, the correlated 
direction is perpendicular to that of the applied stress (see Fig. 6.35a). In the other, the 
correlated direction is parallel to that of the applied stress (see Fig. 6.35b). 
 Scenario 1. Direction of Correlated Columns is Vertical to that of the Compressive Pressure 
– In this scenario the direction of correlated columns is vertical to that of the compressive 
pressure. The intra-row autocorrelation length in this scenario is denoted by Lv. Four different 
values Lv are chosen for the parametric studies: 1R, 3R, 5R and 100R, where R is the radius 
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of columns. In effect, these values are related to the number of correlated columns. In other 
words, there probably are three neighbouring columns behaving similarly if Lv = 3R. The 
simulated mass stress-strain curves are shown in Fig. 6.36. The average and 5th percentile 
curves of those gray curves are summarized in Fig. 6.37 and the some statistics of the 
simulated curves are summarized in Fig. 6.38. The results are also summarized in Tables 6.2 
and 6.3. 
It can be found that the failure stress decreases as the value of Lv increases, which implies that 
a positive autocorrelation in positioning error decreases the mass failure stress of the 
improved soil layer. This adverse influence can be attributed to the fact that, in a highly 
correlated row, any untreated soil gap will probably recur in most columns of the row. For 
instance, for the case of Lv = 100R shown in Fig. 6.35a. In this case, the position error of a 
row of columns will have the same direction and magnitude. If two columns located in 
neighbouring rows have an untreated gap between them, this gap will be replicated to most 
other columns in the two rows. This leads to a long untreated gap between these two rows, 
which greatly reduces the mass failure stress and stiffness. In the same way, a strong zone 
will also be replicated, in which case the mass failure stress will be increased. Thus, the 
variation in mass stress-strain curves is expected to increases as Lv increases as shown in Fig. 
6.38b. However, as shown in Fig. 6.38c, the average working stiffness is not strongly 
affected.  
Scenario 2. Direction of Correlated Columns is Parallel to that of the Compressive Pressure - 
In this scenario, the direction of correlated columns is parallel to that of the compressive 
pressure. The autocorrelation length in this scenario is denoted as Lp. Like in Scenario 1, four 
different values of the autocorrelation lengths for this scenario are chosen for the parametric 
studies. They are Lp = 1R, 3R, 5R and 100R. The mass stress-strain curves for those four 
cases are illustrated as gray curves in Fig. 6.39. The results are also summarized in Tables 6.2 
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and 6.3. The average curves and 5th percentile curves of those gray curves are summarized in 
Fig. 6.40 and the some statistics of those gray curves are summarized in Fig. 6.41, which 
show that both the failure stress and working stiffness increase as Lp increases. Hence, 
autocorrelation along this direction will enhance the bearing capacity of the improve soil 
For instance, when Lp = 100R, rows of columns and the untreated soil gaps are aligned along 
the loading direction. The “connected” rows of columns can enhance the failure stress of the 
mass, even though the untreated soil gaps have lower strengths. Thus, the existence of 
untreated soil gaps in this pattern will not necessarily result in low values of bearing capacity 
of the improved soil layer. The bearing capacity in this situation may depend on the number 
of untreated soil gaps, which is a random in a specific realization. The variation in this 
random number among different realization will be a decreasing function of the value of the 
width, w, of the improved soil layer according to the local averaging theory (Vanmarcke, 
1983). In this study, w is chosen as 10D, which is a relatively large value compared to the 
value d/D. This would partially explain the small values of output COV in both bearing 
capacity and working stiffness (see Fig. 6.41c). In the case of multi-shaft mixing (see Fig. 
6.34), wherein several mixing shafts are mounted together, Lp is likely to be high along a 
bank of shafts. The above findings would suggest that there may be benefit in aligning the 
bank of shafts along the loading direction. 
In conclusion, in cases in which the autocorrelation direction of positioning error is 
perpendicular to the loading direction, a longer autocorrelation length of the position error 
will result in a lower mass failure stress and larger output COV. In contrast, in cases in which 
the autocorrelation direction of positioning error is parallel to that of the compressive 
pressures, a longer autocorrelation length of the position error will result in a larger mass 
failure stress and smaller output COV. Thus, it is suggested that align the bank of shafts along 
the loading direction. 
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6.5.9 Poisson’s Ratio 
The effect of Poisson’s ratio is examined since it may be smaller than 0.5 even under 
undrained loading due to the air voids and bubbles in the improved soils. Figures 6.42a, b and 
c illustrate the results of Monte-Carlo simulations for cases with Poisson’s ratios 0.3, 0.4 and 
0.49, respectively. Figure 6.43 summarize some statistical descriptors of the curves in Figure 
6.42. It can be found that both the failure stress and working stiffness decrease about 20% as 
Poisson’s ratio reduces from 0.49 to 0.3.   
This is attributable to the fact that, for the same Young’s modulus, a higher Poisson’s ratio 
implies a higher bulk modulus. When the Poisson’s ratio is 0.5, the bulk modulus is ∞, that is, 
the material is incompressible. Loading an incompressible material is one direction is likely to 
result in a significant stress transfer in the other two orthogonal directions arising from the 
Poisson’s ratio effect. Hence, a material with higher Poisson’s ratio will re-distribute the 
stresses better than a material with lower Poisson’s ratio. This difference can be important if 
there are stress concentrations in the body, such as those arising from weak zones. 
6.6 Practical Aspects 
6.6.1 Current Design Methodology 
Cement-treated soil slabs are often treated as a homogeneous slab in engineering analysis; it 
is often not practical to conduct random FEM to analyze slab behaviour. In practice, the 
design value of strength, Qd, of the assumed homogeneous slab is to be a certain value such as 
600 kPa (e.g. Ho, 2010), which is usually smaller than the minimum value of core samples. In 
other words, a real project usually requires all core sample data larger than Qd; otherwise, 
some remedy work needs to be done, such as installing one or more columns. Two aspects of 
this design methodology can be discussed here. Firstly, as discussed earlier, due to the 
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existing of positioning error, there are inevitably some zones remaining untreated and the 
strength of soils in these zones is likely to be less than Qd; the undrained shear strength of soft 
soil is usually much lower, at about 20kPa (Dames and Moore, 1983). It turns out that the 
quality assessment depends on the locations of core sampling points to some extent. As a 
result, there will be some extreme cases wherein although all core sample data are larger than 
Qd, the overall mass strength is still likely to be less than this design value due to the presence 
of some untreated zones. Secondly, the current philosophy in design is to adopt the worst 
the slab is so weak that every point only has a strength value of Qd. Figure 6.44 shows the 
histograms of core sample data from the Marina Bay Financial Centre project (Phases 3-1 and 
3-3). These figures show that most of the core samples have strength higher than the assumed 
Qd of 600 kPa. For both cases the mean value is about 2.15 MPa. Thus, the assumed value of 
Qd appears to be an over-conservative value, which is likely to be motivated by the need to 
account for the variations in cement-treated soils. In this study, three main kinds of 
uncertainties contributing the variations in cement-treated soils are examined by random 
The following illustration example can be used to compare the current design methodology 
and random FEM results. 
We will assume that the mean values of Young's modulus and UCS of the core samples from 
a project are 300 MPa and 2.15 MPa, respectively. The COVs for both quantities are assumed 
to be 0.4. The diameter of the columns is assumed to be 1.5 m. Applying random FEM on a 
soil slab with the same parameters of the reference case discussed in Section 6.4, 100 
simulations are conducted and the results are shown in Fig. 6.45, where two scenarios with 
different drilling depths are considered, one with a drilling depth of about 13 m, and the other, 
24 m. For comparison purposes, a homogenous soil slab with the same model size is also 
simulated assuming a Mohr-Coulomb material with Young's modulus 150 MPa and UCS 600 
kPa, in order to reflect current design philosophy (Ho, 2010). As indicated in Fig. 6.45, the 
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5th percentile values of the mass failure stresses for these two scenarios are 1.68 MPa and 
1.14 MPa. These two values are 2.8 and 1.9 times larger than 600 kPa, respectively. The 
comparisons indicate that a design value of mass strength and stiffness based on random FEM 
may be more rational than the value of 600 kPa (or 150 MPa). Following this argument, a set 
of design guidelines is to be proposed based on the random FEM results. Prior to the 
introduction of these design guidelines, some engineering implications of the results will be 
discussed first. 
6.6.2 Engineering Implications of Findings 
As noted earlier, it is often not practical to conduct random FEM to analyze slab behaviour 
and cement-treated soil slabs are often treated as a homogeneous slab in engineering analysis. 
The random finite element analyses results indicate that by using different values of 
equivalent parameters, results corresponding to different degrees of conservatism can be 
obtained. In the discussion, two different levels of response with different degrees of 
conservatism are considered, namely an average response and a 5th percentile response. 
Tables 6.2 and 6.3 show the equivalent mass properties required to generate the average and 
5th percentile responses under the various parametric conditions, respectively. The equivalent 
working stiffness and failure stress are normalized by the corresponding volume-averaged 
Young's modulus and unconfined compressive strength, respectively. Thus, the results in 
these two tables may be useful in selection of equivalent mass modulus and strength in 
practice. 
Based on the findings in this study, the following engineering implications can be 
summarized. 
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(1) Positioning error - As indicated in Fig. 6.33, the positioning error is found to be the 
principal factor influencing the mass behaviour of an improve soil layer. If the positioning 
error exceeds 15% of column diameter, that is, d/D > 0.15, then the treated mass performance 
will degrade significantly. A large ratio of d/D can result in not only low equivalent working 
stiffness and failure stress, but also a large COV in the responses. Therefore, it is of practical 
importance to reduce or control the ratio d/D. This reduction could be achieved by either 
reducing the maximum allowable off-verticality in pile drilling or using multi-shaft installers. 
For multi-shaft installers, the relative positions of columns formed by a multi-shaft installer 
are fixed; the direction and amount of positioning error in these columns are the same. Thus, 
they can be treated as a unity (i.e. a bigger column) in dealing with positioning error, whereby 
the value of D is enlarged. 
(2) Layout pattern of column arrangement - Results in Chapter 5 indicate that the triangular 
pattern shows superior performance than the rectangular pattern (i.e. Layout 1) for the same 
soil slab improved by the same number of columns. Layout 2 will lead to a higher safety 
margin compared to Layout 1. Thus, the triangular column (i.e. Layout 2) arrangement is 
recommended. 
(3) Evaluating of COV - It may be not easy to deduce a deterministic trend in strength from 
core sample data due to the drilling depth, and thus this trend would not be readily subtracted 
in calculating the variation in strength. As a result, the COV in strength has to be estimated as 
that of the core sample data. In effect, this estimation is to assume the strength in a column 
has a constant mean trend. Any deterministic variation in strength will lead to an apparent 
increase in the measured COV (e.g. of core strength), which will lead to a conservative 
design. 
(4) Autocorrelation lengths in positioning error - It may be impractical to deduce the 
autocorrelation lengths in positioning error from core sample data. However, there are two 
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ways to achieve a conservative design, even if the autocorrelation lengths are unknown. 
Firstly, the aligning of the bank of shafts is recommended to be along the loading direction. 
As discussed in Section 6.5.8, this recommendation can increase the autocorrelation length 
along the loading direction (i.e. Lp) and eliminate any autocorrelation orthogonal to the 
loading direction (i.e. Lv). The increase in Lp can enhance the mass behaviour of an improved 
soil layer with little effect on the COV of responses; the elimination of autocorrelation 
vertical to the loading direction can also enhance the performance of the soil slab, for the 
existing of Lv can weaken the mass behaviour and increase the COV of responses as shown 
in Figs. 6.36 and 6.37. Secondly, the reference case involved a conservative consideration in 
choosing Lp and Lv, which are taken as one and three times of the radius of columns, 
respectively; this represents an unfavourable scenario which should give conservative results. 
(5) Project size effect - From Fig. 6.23, for large model size (say, larger than Case 4 as shown 
in Fig. 6.19: 10D × 6.7D × 1.33D, where D is the column diameter), the statistical results are 
relatively stable except that the output COV decreases as model size increases. The model 
size of a real project is usually larger than 15D × 10D × 1.33D (model size of the reference 
case), which will lead to a smaller output COV than that of the reference case. Thus, by 
neglecting the model size effect, the output COV will be over-estimated, leading to a 
conservative design. 
(6) Insensitive parameters - The mass behaviour of an improve soil layer is found to be 
insensitive to some parameters. They are: skewness of core sample data, correlation 
coefficient between Young's modulus and UCS, autocorrelation length for cement-treated 
soils and radial variation (i.e., deterministic trend) in strength. These factors will not be taken 
into account in the proposed design procedure. 
Based on the engineering implications of findings, some design guidelines could be proposed. 
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6.6.3 Proposed Design Guidelines 
The following suggestions are proposed to enhance the overall performance based on the 
findings in this study. 
• Triangular pattern of column arrangement (i.e. Layout 2) is recommended. 
• Aligning the bank of shafts along the loading direction. 
• Multi-shaft installers, if possible, are recommended to be used. 
The following five factors are considered as the main contributory factors affecting the mass 
behaviour of an improved soil layer, and they are recommended to be considered in applying 
the findings: 
• Core sample data - Two key features of core sample data are the mean value and 
standard deviation (or equivalently, COV). The volume-averaged UCS or Young's 
modulus can be determined as the mean values of core sample data. 
• Positioning error - The positioning error caused by verticality in pile drilling and 
eccentricity from the centreline at the starting point.  
• Strain-softening effect in cement-treated soils 
• Centre-to-centre distance 
• Poisson's ratio 
The following discussion proposes a possible design procedure, taking into account the 
random variations in properties. As given in Eq. 6.4, the two main parameters in design are 
the mean and standard deviation (or COV) of the mass behaviour. A reference case has been 
examined in Section 6.4, with mean mass failure stress 0Q  = 0.62qu_ave and COV δ0 = 0.08.  
The proposed design procedures is based on comparing the above five factors in a real project 
to those of the reference case, to obtain an equivalent failure stress for finite element analysis 
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assuming that the cement-treated soil is a uniform mass. The same procedure can be applied 
to obtain the equivalent working stiffness. 
(1) Determine the COV δ of core sample data. Obtain the corresponding failure stress Qδ  
(average level) corresponding to a COV of δ  from Fig. 6.24 or Table 6.2. The COV 
for the reference case is 0.4. Calculate the ratio η1 = 0/Q Qδ . In cases in which COVs 
are smaller than 0.4, the COVs can be set as 0.4; that is, η1 = 1, as a conservative 
measure.  
(2) The ratio of C/D in the reference case is 0.84 for Layout 1 and 0.9 for Layout 2, 
where C is the centre to centre distance and D is the column diameter. Likewise in 
Step 1, evaluate the ratio η2 = Q'/Q from Fig. 5.15, where Q' is the failure stress 
corresponding to the C/D value in the project and Q is the failure stress for the 
reference case.  
(3) The strain-softening effect could be measured by the ratio of qu'/qu, where qu' and qu 
are the residual strength and unconfined compressive strength, respectively. This ratio 
is 0.8 for the reference case. Determine the ratio of qu'/qu (denoted herein by κ1) for 
the project, and then, likewise, calculate the ratio η3 = 1 0/Q Qκ  from Table 6.2. 
(4) Determine the ratio of d/D (denoted herein by κ2) of the project, where d can be 
calculated as the drill depth times the verticality criterion (e.g., 1/75) and plus the 
positioning error at the starting point. For multi-shaft installers, the relative positions 
of columns formed by a multi-shaft installer are fixed; they can be treated as a unity 
and its (usually equivalent) diameter can be taken as the column centre, D. As for the 
other factors, evaluate the ratio η4 = 2 0/Q Qκ  from Fig. 6.33a. 
(5) Evaluate a Poisson's ratio of the improved soil slab, denotes ν0. Likewise in Step 1, 
evaluate the ratio η5 = 0 0/Q Qν  from Fig. 6.43a. 
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(6) Calculate η6 = η1η2η3η4η5 for mass failure stress (average level). Likewise, the 
procedures in Steps 1 - 5 can be applied obtained a coefficient ζ6 = ζ1ζ2ζ3ζ4ζ5 for COV 
in mass failure stress. Actually, ζ1, ζ2 and ζ5 can be taken as 1 since the corresponding 
factors have limited effect on the COVs of responses.  
(7) Choose an allowable percentile for design and find the corresponding β value from 
Fig. 6.15b. Then, the equivalent mass failure stress can be evaluated from Eq. 6.4 as  





=  (6.6) 
in which qu_ave is the volume-averaged UCS, 60.62QA η= , 60.08Qδ ζ= , and the 
reduction coefficient 1.1 is introduced to account for the error caused by the limited 
Monte-Carlo simulation times (the number of simulations is 100 in this study), which 
may lead to a standard error of about 1% in mean value and 2% in output COV as 
discussed in Appendix E. The design value Qd presented in Eq. 6.6 can be readily 
converted to the following form: 
             d u_ave Q
Q q α σ= −
 (6.7) 
in which σ is the standard deviation in unconfined compressive strength based on 
field data, and the coefficient Qα  can be expressed as 
            





=  (6.8) 
in which δ = σ/qu_ave is the COV in unconfined compressive strength. 
The proposed design procedures are illustrated by two application examples in the next sub-
section.  
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6.6.4 Discussion on Validation of Proposed Design Guidelines 
Although the range of some parameters in the random FEA were based on available 
field/experimental data, the proposed design guidelines are not validated by comparing the 
results with field or experimental tests due to the difficulties in conducting this kind of tests. 
Firstly, it would be unlikely to repeatedly conduct field tests for such a large soil layer, and 
applying loading until it fails. Secondly, it would also not be easy to conduct lab tests to 
model the sources of heterogeneity without introducing any additional assumptions (for 
instance, it would be unlikely to control the autocorrelation length in lab work). Due to these 
difficulties, numerical simulation turned out to be a good choice to examine the influence of 
randomness in soil properties on massive behaviour of a soil layer. In this study, The FEM 
used is actually standard ABAQUS, the only addition introduced is the random field. As for 
the validation of the proposed random field generator, it has been conducted by comparing the 
proposed method with SRM in Section 3.6. The random FEM used in this study has also been 
compared with the work of Griffiths and Fenton (2009) in Section 6.2 and the work of 
Namikawa and Koseki (2013) in Section 6.3. Furthermore, the FE model used in this study is 
compared with Yang (2009)’s work in deterministic analysis in Section 5.2.3 as well.  
In this section, additional validation is conducted for the soil layer in terms of simulated and 
field UCS. It is conducted by comparing the following three sets of data: 
(1) Core sample data from Phase 4 of the Marina Bay Financial Centre project (Chen et al., 
2011).  
(2) Sample with data collected at different points from one simulation (i.e. realization) of the 
soil layer. The distance between any two points is set as larger than the autocorrelation length. 
This sample can be referred to as spatial sample. (The radial trend of qu is chosen as the 
constant-mean curve, in that the aim is to validate the component of stochastic fluctuation.) 
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(3) Sample with data collected from different realizations. Each realization is similarly 
simulated as above, but only one value is sampled from one realization at a fixed location; 
that is, the sampling location for all realizations is the same. This sample is referred to as 
ensemble sample. 
During the sampling processes, the sample points are likely to be located in the untreated 
zones, where the UCS is set as constant at 0.145MPa. These data are eliminated from 
consideration since they are constant and much smaller than those of the cement-treated soils. 
Figure 6.46 illustrate the histograms of these three samples. The solid curve labelled as 
beta(1.86, 3.78) is the beta PDF with shape parameters 1.86 and 3.87, which is used as the 
distribution in study. It can be found from the figure that the spatial and ensemble samples 
have similar histograms with that of the field data, which implies that the simulated strength 
is similarly distributed as the field data. 
Notwithstanding, although the design guidelines are not fully validated by conducting field or 
lab tests, the approach of using FEM to define code provisions is not unknown. It was used by 
Simpson (1992) to set his strength mobilization factor in the BS8002 retaining wall code. 
6.6.5 An Illustrative Example 
(1) General Case - The parameters of the reference case were chosen based on field data 
except the drilling depth, which can vary from case to case. As such, in this illustration 
example, the design procedures are illustrated based on the reference case with different 
drilling depths; specifically, the five parameters as discussed in the foregoing section are: 
I. COV = 0.4. 
II. C/D ratio = 0.84. 
III. Stress-strain curve for cement-treated soils: Model 1 in Fig. 5.7. 
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IV. Positioning error depends on drill depth; it is the only varying parameter in this 
example. The maximum allowable off-verticality in pile drilling is chosen as 1 in 75. 
V. Poisson's ratio = 0.49. 
Based on Eq. 6.6, the design values of mass working stiffness and failure stress can be 
evaluated as functions of the reliability index, β. The latter can be converted to the percentile 
based on Eq. 6.5 or Fig. 6.15b, which may be more familiar with engineers. Figure 6.47 
illustrates the design charts for different drilling depths. From a target reliability index, one 
can first find the corresponding percentile from the β-line, and then the design value of 
working stiffness or failure stress can be evaluated based on the drilling depth. The design 
charts based on Eq.6.7 are illustrated in Fig. 6.48. 
(2) Marina Bay Financial Centre - The Marina Bay Financial Centre project is used as an 
example to illustrate the application of the findings in this chapter. The ground improvement 
methods used in this project consists of deep mixing method and jet grouting. The drilling 
depth is about 12 m as shown in Fig. 6.49. Detailed information and description of the project 
has been introduced by Chen et al. (2011) and Chen (2012). The related parameters of this 
project for evaluating a design value of mass failure stress are summarized below: 
• Drilling depth: ~12 m. 
• Average value of UCS: 2.24 MPa (weighted average of the averages of each phase, 
see Table 4.2), and COV is about 0.4. 
• Column diameter: 1 m (Note that the project is constructed by 4-shaft deep mixing 
installers as shown in Fig. 6.50; four columns will be installed at the same time and 
their relative position will be fixed. Therefore, the four shafts will be treated as one 
column with diameter 1.9 m in dealing with the positioning error.)  
• Overlapping distance: 0.1 - 0.2 m as indicated in Figure 6.50. The ratio of C/D will be 
taken as 0.84. 
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• The stress-strain curve for cement-treated soils will be taken as Model 1 as shown in 
Fig. 5.7. 
• Poisson's ratio is taken as 0.49 to reflect a saturated soil under undrained loading. 
Based on the information stated above, the procedures for design proposed in Section 6.6.3 
can be applied: 
The value of COV in this project is 0.4, which is the same as that of the reference case. Thus, 
η1 = 1. Likewise, η2, η3 and η5 can be set as 1 as well. The amount of positioning error, d, can 
be first estimated as: 12/75 + 0.05 = 0.21m, where 0.05m is the eccentricity in placing 
columns at the start points, and the maximum allowable off-verticality in pile drilling is 1 in 
75. The ratio of d/D is therefore 0.21/1.9 = 0.11. From Fig. 6.33a, the value of η4 shall be 
0.84/0.62. 
Similarly, ζ1, ζ2, ζ3 and ζ5 can be set as 1, and the value of ζ4 can be obtained as 0.025/0.08 
from Fig. 6.33c with d/D = 0.11. 
Thus, design values can be estimated as a function of target percentile based on Eq. 6.6 
Qd = 




The relationship between Qd and β is plotted in Fig. 6.51a and the relationship between Qd 
and target percentile is plotted in Fig. 6.51b. For instance, if the target percentile is 0.1%, then 
the design value of strength can be determined as 1.57 MPa. 
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Table 6.1. Parameters for random finite element analysis in reference case 
Parameters Value or choice for reference case 
 Illustrations 
Side boundary conditions Confined side boundaries  Fig. 5.2 
Cross-correlation between qu and E 0.85  Fig. 4.21 
Distribution type for qu and E Beta distribution  Fig. 4.14 
Coefficient of variation of qu and E 0.4  Fig. 4.14 
Skewness of qu and E 0.49  Figs. 4.14, 4.15 
Kurtosis of qu and E 2.62  Fig. 6.25 
Random field generation method Modified linear estimation 
method 
 - 
Autocorrelation-length along angle, radial and 
depth directions (material properties) 
π/8, R/3, 5R*  Figs. 2.9, 4.16  
Distribution type for column deviation Uniform distribution  Fig. 6.12 
Autocorrelation-length along x and y directions 
(positioning error) 
3R, 1R  Fig. 6.13 
Amount of column deviation D*/4  Fig. 6.14 
Autocorrelation function for both material 
properties and geometric uncertainties 
Squared exponential 
model 
 Fig. 4.19 
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Table 6.2 Equivalent mass properties with coefficient of variations (COV) in brackets 
required to generate “average” response. 
Factors Parameters 
Parameters needed to generate 
“average” response 
E / Eave (COV) Q / qu_ave (COV) 
Reference Case Refer to Tables 5.2 and 6.1 0.78 (0.06) 0.62 (0.08) 
Strain-Softening Effect 
 
MC Model,  Confined Case 0.79 (0.06)) 0.67 (0.08) 
Model 1,  Confined Case Reference Case 
Model 2,  Confined Case 0.78 (0.16) 0.30 (0.14) 
MC Model,  Unconfined Case 0.78 (0.05) 0.52 (0.06) 
Model 1,  Unconfined Case 0.78 (0.06) 0.47 (0.07) 
Model 2,  Unconfined Case 0.78 (0.18) 0.26 (0.15) 
Model Size 
w = 0.84 D;  l = 0.84 D 0.79 (0.19) 0.79 (0.21) 
w = 1.68 D;  l = 1.68 D 0.79 (0.16) 0.74 (0.19) 
w = 2.52 D;  l = 2.52 D 0.78 (0.12) 0.71 (0.17) 
w = 6.70 D;  l = 10 D 0.78 (0.07) 0.62 (0.10) 
w = 10 D; l = 15 D Reference Case 




Input COV=0.00, Skewness=0.49 0.81 (0.05) 0.65 (0.08) 
Input COV=0.25, Skewness=0.49 0.80 (0.05) 0.64 (0.08) 
Input COV=0.40, Skewness=0.49 Reference Case 
Input COV=0.55, Skewness=0.49 0.74 (0.06) 0.56 (0.08) 
Input COV=0.25, Skewness=0.77 0.81(0.05) 0.64 (0.09) 
Input COV=0.25, Skewness=0.49 0.80 (0.05) 0.64 (0.08) 
Input COV=0.25, Skewness=-0.77 0.79 (0.06) 0.63 (0.08) 
Autocorrelation Length in 
Cement-treated Soils 
θc = π/3, θr = R/2, θd = 7R 0.78 (0.06) 0.60 (0.08) 
θc = π/4, θr = R/3, θd = 5R Reference Case 
θc = π/5, θr = R/4, θd = 3R 0.78 (0.06) 0.60 (0.08) 
Correlation between 
Elastic Modulus and UCS 
Correlation coefficient = 0.7 0.79 (0.06) 0.60 (0.08) 
Correlation coefficient = 0.85 Reference Case 
Correlation coefficient = 1.0 0.78 (0.06) 0.63 (0.08) 
Layout of Columns 
Layout 1 (Rectangular) Reference Case 
Layout 2 (Triangular) 0.80 (0.05) 0.67 (0.05) 
Strength Ratio 
RCP =  2 (Inner-stiffer) Reference Case 
RCP =  1 (Constant-mean) 0.75 (0.06) 0.60 (0.09) 
RCP =  0.5 (Outer-stiffer) 0.74 (0.05) 0.57 (0.08) 
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Table 6.2. (continued) 
Amount of Positioning 
Error 
d/D = 0 0.91 (0.01) 0.89 (0.02) 
     d/D = 0.15 0.87 (0.02) 0.82 (0.04) 
     d/D = 0.2 0.83 (0.04) 0.72 (0.05) 
d/D = 0.25 Reference Case 
   d/D = 0.3 0.74 (0.07) 0.52 (0.10) 
     d/D = 0.35 0.69 (0.07) 0.44 (0.10) 
Autocorrelation Length of 
Positioning Error 
Lv = 1R 0.78 (0.05) 0.63 (0.06) 
Lv = 3R Reference Case 
Lv = 5R 0.79 (0.08) 0.58 (0.10) 
    Lv = 100R 0.79 (0.22) 0.40 (0.41) 
Lp = 1R 0.78 (0.05) 0.63 (0.06) 
Lp = 3R 0.80 (0.04) 0.67 (0.06) 
Lp = 5R 0.82 (0.04) 0.72 (0.06) 
    Lp = 100R 0.87 (0.03) 0.83 (0.04) 
Poisson’s Ratio 
0.3 0.61 (0.05) 0.48 (0.06) 
0.4 0.69 (0.05) 0.54 (0.06) 
0.49 Reference Case 
Notes: E = equivalent working stiffness; Q = equivalent failure stress; Eave = volume-average elastic modulus; qu_ave 
= volume-averaged unconfined compressive strength; R (D) = radius (diameter) of columns; w and l are width and 
length of model size, respectively; θc, θr and θd are autocorrelation length along circular, radius and depth directions, 
respectively; Lv = autocorrelation length vertical to compressive pressure; Lp = autocorrelation length parallel to 
compressive pressure; d = amount of positioning error;  RCP = ratio of strength at centre to strength at periphery 
(average values). 
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Table 6.3. Equivalent mass properties required to generate 5th percentile response 
Factors Parameters 
Parameters needed to generate 5th 
percentile response 
E / Eave Q / qu_ave 
Reference Case Refer to Tables 5.2 and 6.1 0.70 0.53 
Strain-Softening Effect 
 
MC Model,  Confined Case 0.71 0.59 
Model 1,  Confined Case Reference Case 
Model 2,  Confined Case 0.57 0.24 
MC Model,  Unconfined Case 0.72 0.47 
Model 1,  Unconfined Case 0.70 0.42 
Model 2,  Unconfined Case 0.55 0.21 
Model Size 
w = 0.84 D;  l = 0.84 D 0.54 0.51 
w = 1.68 D;  l = 1.68 D 0.58 0.51 
w = 2.52 D;  l = 2.52 D 0.63 0.51 
w = 6.70 D;  l = 10 D 0.69 0.52 
w = 10 D; l = 15 D Reference Case 




Input COV=0.00, Skewness=0.49 0.74 0.56 
Input COV=0.25, Skewness=0.49 0.73 0.56 
Input COV=0.40, Skewness=0.49 Reference Case 
Input COV=0.55, Skewness=0.49 0.67 0.48 
Input COV=0.25, Skewness=0.77 0.74 0.55 
Input COV=0.25, Skewness=0.49 0.73 0.56 
Input COV=0.25, Skewness=-0.77 0.71 0.54 
Autocorrelation Length in 
Cement-treated Soils 
θc = π/3, θr = R/2, θd = 7R 0.70 0.52 
θc = π/4, θr = R/3, θd = 5R Reference Case 
θc = π/5, θr = R/4, θd = 3R 0.70 0.52 
Correlation between 
Elastic Modulus and UCS 
Correlation coefficient = 0.7 0.71 0.52 
Correlation coefficient = 0.85 Reference Case 
Correlation coefficient = 1.0 0.72 0.54 
Layout of Columns 
Layout 1 (Rectangular) Reference Case 
Layout 2 (Triangular) 0.73 0.61 
Strength Ratio 
RCP =  2 (Inner-stiffer) Reference Case 
RCP =  1 (Constant-mean) 0.68 0.51 
RCP =  0.5 (Outer-stiffer) 0.68 0.49 
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Table 6.3. (continued) 
Amount of Positioning 
Error 
d/D = 0 0.90 0.87 
     d/D = 0.15 0.84 0.79 
     d/D = 0.2 0.76 0.66 
d/D = 0.25 Reference Case 
   d/D = 0.3 0.65 0.44 
     d/D = 0.35 0.61 0.37 
Autocorrelation Length of 
Positioning Error 
Lv = 1R 0.72 0.56 
Lv = 3R Reference Case 
Lv = 5R 0.69 0.49 
    Lv = 100R 0.50 0.22 
Lp = 1R 0.72 0.56 
Lp = 3R 0.75 0.61 
Lp = 5R 0.77 0.64 
    Lp = 100R 0.83 0.78 
Poisson’s Ratio 
0.3 0.56 0.43 
0.4 0.63 0.48 
0.49 Reference Case 
Notes: E = equivalent working stiffness; Q = equivalent failure stress; Eave = volume-average elastic modulus; qu_ave 
= volume-averaged unconfined compressive strength; R (D) = radius (diameter) of columns; w and l are width and 
length of model size, respectively; θc, θr and θd are autocorrelation length along circular, radius and depth directions, 
respectively; Lv = autocorrelation length vertical to compressive pressure; Lp = autocorrelation length parallel to 
compressive pressure; d = amount of positioning error;  RCP = ratio of strength at centre to strength at periphery 
(average values). 
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Figure 6.1. Problem descriptions (Griffiths and Fenton, 2009) 
 
 
Figure 6.2. Comparisons between proposed and existing methods. (a) Average settlement 














































Griffiths & Fenton (2009)
(a) (b) 
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Figure 6.3. Illustration of probability density functions (PDF) of Namikawa and Koseki 
(2013)'s work. 
 
Figure 6.4. Stress-strain curves for cement-treated soils 
  






























qu = 1.7 MPa
[-3.1, 3.1] 
                 Continuous PDF    
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 (Namikawa and Koseki, 2013) 
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(a) θ = 0.4 m        (b) θ = 1.0 m                           (c) θ = 0.4 m      (d) θ = 1.0 m 
Figure 6.5. Illustrations of mesh size and contours of unconfined compressive strengths. (a)-
(b): simulated by current study, and (c)-(d): simulated by Namikawa and Koseki (2013). 
Darker zones signify higher unconfined compressive strength. 
 
 
(a) Namikawa and Koseki (2013)             (b) Current Study 
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δqu = 0.2 
0.4
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(a) θ = 1.0 m                                      (b) θ = 2.0 m 
Figure 6.7. Mass stress-strain curves of 100 simulations with COV of qu fixed as 0.4. 
 
 
(a)                                                       (b) 
Figure 6.8. Effect of autocorrelation length on (a) average and 5th percentile values and (b) 

























































































δqu = 0.4 
δqu = 0.4 
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(a)                                            (b)  
Figure 6.9. Two realizations of unconfined compressive strength within columns with 





(a)                                                                       (b)  
Figure 6.10. Probability density function for unconfined compressive strength used in 
reference case. (a) Probability density function with zero mean and (b) probability density 
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Figure 6.11. Illustration for positioning error 
 










Designed position of column centre
Possible positions of column centre
Range of allowable deviation
d = Max. allowable deviation
dx = Deviation component along x-
direction
dy = Deviation component along y-
direction
di = Amount of deviation of the ith
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di
αi d = ax. al o able deviation
dx = Deviation component along x-axis
dy = Deviation component along y-axis
di = Amount of deviation of the ith
column centre
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Autocorrelation Length 
along x-axis = 1R
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Figure 6.13. Two realizations of unconfined compressive strength within soil slabs with 
different COVs in cement-treated soils. (a) COV = 0.4 and (b) COV = 0. Darker zones signify 
higher unconfined compressive strength. 
  
(a) COV = 0.4; Positioning
Error d/D = 1/4. 
(b) COV = 0; Positioning
Error d/D = 1/4. 






Figure 6.14. Statistical results of reference case. (a) Monte-Carlo simulation results, (b) 
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Figure 6.15. (a) Illustration of determining design value and (b) relationship between 









































Figure 6.16. Effects of strain-softening and boundary conditions. (a) MC Model with confined 
boundary conditions, (b) Model 1 with confined boundary conditions, (c) Model 2 with 
confined boundary conditions, (d) MC Model with unconfined boundary conditions, (e) 
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Q = 0.67qu_ave
Q5% =0.59qu_ave 
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Q = 0.52qu_ave
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(b) Model 1, Confined BCs
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Q = 0.62qu_ave
Q5% =0.53qu_ave 
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Q = 0.47qu_ave
Q5% =0.42qu_ave 
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_                          
Q = 0.30qu_ave
Q5% =0.24qu_ave 
COVQ =0.14      






























_                          
Q = 0.26qu_ave
Q5% =0.21qu_ave 
COVQ =0.15      
(f)  Model 2, Unconfined BCs
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Figure 6.17. Effects of strain-softening on (a) Average of mass stress-strain curves under 
confined boundary conditions, (b) 5th percentile of mass stress-strain curves under confined 
boundary conditions, (c) average of mass stress-strain curves under unconfined boundary 





















































































































Figure 6.18. Illustrations of plastic strain for cases with (a) confined boundary conditions and 
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Case 1  Case 2  Case 3                                                           Case 4 Case 5 (Reference Case) 
Chapter 6 Random Finite Element Analysis 231 
 
(a) Case 1                                                        (b) Case 2 
 
(c) Case 3                                                        (d) Case 4 
     
                                 (e)  Case 5 
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(a) Average Curves                                              (b) 5th Percentile Curves 




Figure 6.23. Summary of Monte-Carlo simulation results of cases with different model sizes. 
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Figure 6.24. Effects of input COV on (a) failure stress, (b) 5th percentile of mass stress-strain 


















































































COV of Failure Stress
COV of Working Stiffness
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Figure 6.25. Three probability density functions with different values of skewness. 
 
 
Figure 6.26. Effects of skewness on (a) average of mass stress-strain curves and (b) 5th 


















Mean=2.86, COV=0.25, Skewness=-0.77, Kurtosis=2.93, γ=3.0,  η=1.1
Mean=2.86, COV=0.25, Skewness= 0.49, Kurtosis=2.62, γ=1.86, η=3.78
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Figure 6.27. Effects of autocorrelation lengths of unconfined compressive strength and elastic 




Figure 6.28. Effects of correlation coefficients on (a) average of mass stress-strain curves and 
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Figure 6.29. Three transition curves for radial trend in unconfined compress strength, qu. 
qu_min denotes minimum qu in radial trend in strength of inner-stiffer column. 
 
 
Figure 6.30. Effects of strength ratio of radial trend. (a) average mass stress-strain curves, (b) 













Inner-stiffer, RCP = 2
Constant-mean, RCP = 1
Outer-stiffer, RCP = 0.5
qu_ave of Outer-stiffer Case
qu_ave of Constant-mean Case
qu_ave of Inner-stiffer Case
























----- Inner-stiffer, RCP = 2
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----- Inner-stiffer, RCP = 2
Constant-mean, RCP = 1
Outer-stiffer, RCP = 0.5
(b) 
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Figure 6.31. Effects of amount of positioning error, d, on mass stress-strain curves of Monte-
Carlo simulations. (a) d = 0, (b) d = 0.15D, (c) d = 0.2D, (d) d = 0.25D, (e) d = 0.3D and (f) d 
= 0.35D, where D is column diameter. 
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Figure 6.32. Effects of amount of positioning error. (a) average mass stress-strain curves, (b) 
5th percentile mass stress-strain curves. 
 
 
Figure 6.33. Effects of amount of positioning error on (a) failure stress, (b) normalized 
working stiffness and (c) output COV. 

































































































































Normalized deviation, d / D
COV of Failure Stress
COV of Working Stiffness
(c)
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Figure 6.34. Illustration of multi-shaft installer  
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Figure 6.35. Two realizations of qu contour to illustrate directions of autocorrelation length (a) 
vertical and (b) parallel to direction of compressive pressure. Darker zones signify larger 
values of qu. (Lv and Lp: autocorrelation length vertical and parallel to pressure direction, 
respectively; R = radius of columns) 
  
Compressive Pressure 
(b) Lp = 100R 
(a) Lv = 100R 
Compressive Pressure 
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Figure 6.36. Effects of autocorrelation length along vertical direction, Lv, on mass stress-
strain curves of Monte-Carlo simulations. (a) Lv = 1R, (b) Lv = 3R, (c) Lv = 5R and (d) Lv = 
100R, where R is column radius. 
 
 
Figure 6.37. Effects of autocorrelation length along vertical direction. (a) average mass stress-
strain curves, (b) 5th percentile mass stress-strain curves. 
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Figure 6.38. Effects of autocorrelation length along vertical direction on (a) failure stress, (b) 
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Figure 6.39. Effects of autocorrelation length along parallel direction, Lp, on mass stress-
strain curves of Monte-Carlo simulations. (a) Lp = 1R, (b) Lp = 3R, (c) Lp = 5R and, (d) Lp = 
100R, where R is column radius. 
 
 
Figure 6.40. Effects of autocorrelation length along parallel direction. (a) average mass stress-
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Figure 6.41. Effects of autocorrelation length along parallel direction on (a) failure stress, (b) 
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Figure 6.42. Monte-Carlo simulation results of cases with different Poisson’s ratio υ: (a) υ = 
0.3, (b) υ = 0.4 and (c) υ = 0.49. 
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(a) MBFC Project Phase 3-1 
 
 
(b) MBFC Project Phase 3-3 
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Sample Size = 156
Mean = 2.15 MPa
COV = 0.46
Min. = 0.76 MPa
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Sample Size = 75
Mean = 2.15 MPa
COV = 0.41
Min. = 0.91 MPa
Max. = 4.97 MPa
qu = 600 kPa 
qu = 600 kPa 
E = 150 MPa 
E = 150 MPa 
Chapter 6 Random Finite Element Analysis 247 
 





























Average (Failure Stress = 1.75 MPa)
5th Percentile (Failure Stress = 1.68 MPa)



























Average (Failure Stress = 1.33 MPa)
5th Percentile (Failure Stress = 1.14 MPa)
Eu = 150 MPa, qu = 0.6 MPa
(a) Drilling depth is 13 m (d/D ~ 0.15) 
(b) Drilling depth is 24 m (d/D ~ 0.25) 
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Figure 6.46. Comparions among samples of (a) field data, (b) spatial sample from one 
realization and (c) ensemble sample from different realizations at a fixed location. (quave and 
std are average and standard deviation of qu, respectively) 
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Depth d / D AQ δQ AE δE  
0 m 0 0.89 0.02 0.91 0.01  
~13 m 0.15 0.82 0.04 0.87 0.02  
~19 m 0.20 0.72 0.05 0.83 0.04  
~24 m 0.25 0.62 0.08 0.78 0.06  
~30 m 0.30 0.52 0.1 0.74 0.07  
~36 m 0.35 0.44 0.1 0.69 0.07  
Note: D: Column diameter and assumed to 
be 1.5 m; d: Maximum allowable 
deviation (maximum allowable off-




(1 ) /1.1;  
(1 ) /1.1;  
Q Q
E E
Q Q Q A q
E E E A E
βδ
βδ
= − = ⋅













































































































Figure 6.48. (a) Design chart for equivalent working stiffness, (b) Design chart for equivalent 
failure stress, (c) Typical field data of unconfined compressive strength (UCS) and (d) Fitted 















































































Chapter 6 Random Finite Element Analysis 251 
 
Figure 6.49. Typical section of deep mixing in MBFC Project (Source: Chen 2012) 
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                     (a)                                                       (b) 
 
(c) 
Figure 6.50. Illustrations of multi-shaft installer. (a) and (b): DMM layout drawing for MBFC 
Project and (c): four-shaft installer. (Source: Chen, 2012) 
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 Chapter 7   
Conclusions and Recommendations 
7.1 Conclusions 
The main contributions of this study are as follows: 
1. A modified linear estimation method has been proposed to generate normal random fields 
with squared exponential autocorrelation function. The proposed method has been shown to 
be able to generate a large multi-dimensional property field that is both normally distributed 
and weakly stationary. The simulated property field is also shown to be ergodic both in the 
mean and correlation as long as the property field has a finite autocorrelation length along 
each direction. The proposed method can also be extended to a cylindrical field with 
orthogonal stationary. For a cylindrical field, the simulated autocorrelation function along the 
circumferential direction is a monotonically decreasing function in the interval [0, π]. A 
generation algorithm has also been proposed for two-variate beta fields. Based on this 
algorithm, the simulated two-variate fields can possess arbitrary value of cross-correlation 
coefficient and auto-correlation length.  
2. The spatial variability of cement-treated soils is examined based on field data, experimental 
data and existing publications. The ranges of some statistical parameters are assessed: (a) The 
coefficient of variation of unconfined compressive strength generally ranges from 0.1 to 0.5. 
(b) The unconfined compressive strength is usually positively skewed, whereas some field 
data show that it may also be negatively skewed. (c) The autocorrelation length of unconfined 
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compressive strength in the horizontal direction is generally less than 30 cm. This is 
supported by both centrifuge and field data. (d) The Young’s modulus and UCS is positively 
correlated with a correlation coefficient generally larger than 0.79. 
3. An improved soil layer involving more than 160 overlapping soil-cement columns is 
numerically simulated by using random finite element method. The random fields for the 
columns are generated using the modified linear estimation method. Three sources of 
heterogeneity contributing to the variability in strength and stiffness of cement-treated soils 
are considered in the random finite element method; that is, the radial variation (i.e., 
deterministic trend) in stiffness and strength, the stochastic fluctuation about the deterministic 
trend and the positioning error caused by the off-verticality in pile drilling. A detailed 
parametric study has been conducted on the various factors in these three sources of 
heterogeneity affecting the mass behaviour based on the ranges of parameters estimated from 
centrifuge and field data. 
4.  A detailed set of design guidelines has been proposed based on the results of random finite 
element analyses. The equivalent working stiffness and failure stress of a soil slab can be 
estimated based on the design guidelines. Design values of stiffness and failure stress can then 
be evaluated based on those equivalent values according to a target reliability index or 
percentile in confidence.  
The main findings from the parametric study are as follows: 
• The positioning error is the principal factor influencing the mass behaviour of an 
improve soil layer. If the positioning error exceeds 15% of column diameter, then the 
performance of the treated mass will degrade significantly. For instance, when the 
amount of positioning error increases from 15% to 35% of column diameter, then the 
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failure stress and working stiffness are estimated to decrease by about 53% and 20%, 
respectively. 
• The effect of autocorrelation length in positioning error depends on its direction. For 
cases in which the autocorrelation direction is orthogonal to the loading direction, 
then a longer autocorrelation length of the position error will result in a lower mass 
failure strength and higher output COV. In contrast, for cases in which the 
autocorrelation direction is parallel to the loading direction, a longer autocorrelation 
length of the position error will result in a higher mass failure strength and lower 
output COV. 
• The computed mass working stiffness and failure stress are insensitive to the 
deterministic trend in strength, if they are normalized by the volume-averaged 
stiffness and strength. The volume-averaged strength within a soil-cement column 
could be estimated as the strength at two thirds of the radius from the centre of a 
column. These estimations will yield correct solutions if the strength is a linear 
function of radial distance. For non-linear functions, the relative error in the estimated 
solutions is likely to be within 10%.  
• Triangular columnar grid gives slightly higher working stiffness and failure strength 
than rectangular grid, the difference being about 10% and 6% for working stiffness 
and mass failure stress, respectively.  
• Strain-softening behaviour in the cement-treated soil can lead to a reduction in mass 
failure strength but has little effect on working stiffness of an improved soil layer. In 
this study, the strain-softening behaviour is simulated by decreasing the stress 
attainable in the stress-strain curve after a certain value of plastic strain. For cases in 
which the deviator stress-strain curve has 20% reduction, the reduction of the failure 
stress of the soil mass is about 10%; for cases in which the deviator stress-strain curve 
has 80% reduction, the reduction of the failure stress of the soil mass is about 60%. 
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• The coefficient of variation in cement-treated soils has an adverse effect on both 
failure stress and working stiffness of soil mass; there is approximately 15% 
reduction in these two quantities when the coefficient of variation increases from 0.25 
to 0.55. For cases in which coefficient of variation is smaller than 0.25, the reduction 
of those two quantities are not appreciable. 
• Both the failure stress and working stiffness are observed to decrease about 20% as 
Poisson’s ratio reduces from 0.49 to 0.3. 
• The mass behaviour of an improved soil layer is found to be insensitive to some 
statistical parameters, such as autocorrelation length in cement-treated soils, skewness 
of the distribution of unconfined compressive strength and cross-correlation between 
unconfined compressive strength and Young's modulus. 
7.2 Recommendations for Future Work 
There are many aspects of the current work that can be improved in future work. Two main 
aspects are: 
1. The autocorrelation function of the MLE method is restricted to the squared exponential 
model. It may be attributed to the fact the interpolation function used in this method is the 
linear shape functions. Other autocorrelation functions may be achieved via changing the 
shape functions. 
2. An advanced constitutive model describing the cement-treated soils is recommended to be 
used in future work. In the current study, the elastic-perfectly-plastic model governed by the 
Mohr-Coulomb strength criterion is used for simplicity. The strain-softening effect is 
considered by reducing the cohesive strength of the Mohr-Coulomb model. Real cement-
treated soils may not follow this model. 
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3. Although the approach of using FEM to define code provisions is not unknown, (e.g., it 
was used by Brian Simpson to set his strength mobilization factor in the BS8002 retaining 
wall code), the guidelines proposed in this study have not been validated by field or 
experimental tests. Validation work is recommended to be conducted on these guidelines. 
4. It is recommended to examine the possibility of using more than one integration points 
within an element in applying random finite element method. In this current study, the four-
noded rectangular element and eight-noded brick element for two- and three-dimensional 
problems are used, respectively. Reduced integration is used for both types of elements with 
the aim that there is only one integration point within one element. As such, a very fine mesh 
is required to reflect the random variation in the material properties. As a result, the numerical 
calculation of a large-scale three-dimensional problem is time-consuming. If there are more 
than one integration points within one element, then the mesh size could be set larger than 
that in the current work, which will improve computational efficiency. 
5. The effect of multi-shaft mixing has not been studied in detail. This is an important aspect 
in practical installation and deserves more attention. 
6. In actual deep excavation work, the improved soil layer is not just subjected to laterally. It 
is also subjected to bending moment arising from heaving of soil within the excavation area. 
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 Appendix A   
 
Derivation of Autocorrelation Function in Two-
Dimensional Space of Modified Linear Estimation 
Method 
Consider a two-dimensional normal field generated using the modified linear estimation 
(MLE) method and a line segment AB separated by distance L in this field as shown in Fig. 
A.1a. In order to assess the stationarity of the autocorrelation function of the generated field, 
the correlation between A and B can be estimated followed by checking whether the 
correlation is a function of only L, rather than the specific position of AB.  
The MLE method is a Monte-Carlo simulation algorithm, the position of AB in the precursor 
random field is randomly changing from one simulation to the next. This randomized position 
can be described by a random position (s, t) of A and a random angle, φ, between AB and the 
horizontal direction. The distance L and angle φ can be described by s’ and t’ as shown in Fig. 
A.1a. 
By virtue of symmetry, the range of random position A could be fixed within the element 
1234 (see Fig. A.1a); that is, 0 ≤ s, t ≤1. The range of random angle φ can be chosen as 0 ≤ φ 
≤ π/2. The probability density functions for s, t and φ can be respectively written as: 





≤ ≤  (A.1) 





≤ ≤  (A.2) 
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The correlation, R, between A and B can be calculated numerically as a piecewise function, 
comprising five non-zero parts as indicated in Fig. A.2 in brackets. 
(1) 0 1L≤ ≤ . Points A and B can be either located within a same element or in two 
neighbouring elements (two elements sharing one or two common nodes). Specifically, 
there are four scenarios of the positions of points A and B (see Fig. A.1b). The 
autocorrelation for Part (1) is given by R = R1 + R2 + R3 + R4, where each Ri is given 
below: 
(i) Points A and B are located within element 1234, that is, s’ < s ≤ 1 and t’ < t ≤ 1.  The 
















=f B f  (A.5) 
Thus, considering the random variables of fi are independent and identically distributed (i.i.d) 
with zero mean and unit variance and Eqs. A.1-A.3, the correlation between A and B in this 
scenario, denoted R1, can be calculated by the following threefold integration 
2 1 1 4
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The threefold integration in Eq. A.6 implies that R1 is independent of t, s and φ, and only 
dependent of L. In other words, R1 is merely dependent on the distance between A and B, 
rather than the specific positions of A and B. Thus, R1 is stationary. Similar methodology can 
be used to show the stationary in autocorrelation function in the following sections. 
 (ii) Point A is located in element 1234 and Point B located in the right side to element 1234, 
that is, s < s’< L and  t’< t ≤ L. In this scenario, there are two common nodes (Node 1 and 
Node 4) of the elements in which Points A and B are located. The correlation between A and 
B in this scenario, denoted R2, can be calculated as  
( )2 cos 12 1,A 1,B 4,A 4,B
0 0 sin
2 d d d
L
L





= +    (A.7) 
(iii) Point A is located in element 1234 and Point B located in the element top-right to 
element 1234, that is, s < s’< L and t < t’< L. In this scenario, there is only one common node 
(Node 1) of the elements in which Points A and B are located. The correlation between A and 
B in this scenario, denoted R3, can be calculated as 
( )2 cos sin3 1,A 1,B
0 0 0
2 d d d
L L




=     (A.8) 
(iv) Point A is located in element 1234 and Point B located in the element top to element 
1234. that is, s > s’ and t < t’< 1. The correlation between A and B in this scenario, denoted 
R4, shall be identical to R2 by virtue of symmetry.  
Thus, R can be calculated by 
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where ,AiN denotes the shape function of the i
th node at Point A. The nodes for each element is 
numbered counter clockwise; that is, for an arbitrary element, the top right node is numbered 
1, the top left node is numbered 2, the bottom left node is numbered 3 and bottom right node 
is numbered 4. 
(2) 1 2L< ≤ . A and B can be located within a same element or, in two neighbouring 
elements or, in two independent elements (two elements sharing no common node; in this 
regard, the autocorrelation will be zero). Figure A.1c (where 1 4
πϕ ≤ ) illustrates the 
variations of s’ and t’ against φ. The correlation between A and B can be derived as that 
in Case 1. 
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(3) 2 2L< ≤ . A and B will not be located within a same element; they may be either 
located in two neighbouring elements or in two independent elements. Figure A.1c 
(where 1 4
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(4) 2 5L< ≤ . Similar like scenario (3); A and B will not be located within a same 
They may be either located in two neighbouring elements or in two independent 
Figure A.1d (where 1 22
πϕ ϕ≤ − ) illustrates the variations of s’ and t’ against φ. 
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(5) 5 2 2L< ≤ . A and B will be located within two elements sharing at most one 
common node. Figure A.1d (where 1 22
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=     (A.13) 
For cases where L is larger than 2 2 , the autocorrelation between AB shall be zero, since A 
and B will be located in two independent elements sharing no common node. It can be found 
that the autocorrelation R only a function of L and is independent the variables s, t and φ due 
to the threefold integration on those variables. The curve of function R is plotted in Fig. A.2. 
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Figure A.1 Illustrations for calculation of autocorrelation function. (a) Problem description; 
(b) cases where 0 1L≤ ≤ ; (c) cases where 1 2L< ≤ ; (d) cases where 2 2 2L< ≤ . The shaded 
zones signify impossible scenarios in the current case.  
L 
L 
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Figure A.2. Autocorrelation function of two-dimensional case. 
 
(2) (3) (4) (5)(1)
 Appendix B   
 
Estimating Bounds of Beta Distribution 
B.1 Introduction 
The normal and lognormal distributions are widely used to describe random variables in 
practice due to their simplicity and well-established properties bearing in mind that often the 
actual distributions are hard to establish due to the lack of sufficient data. However, there are 
engineering variables that have obvious lower and upper limits and there are instances where 
large volume of data are available. For the latter, high order moments (e.g., skewness and 
kurtosis) of a random variable may even be estimated with fairly good accuracy. Several 
distributions or functions can deal with bounds and high order moments of a sample, such as 
the trigonometric function (Fenton, 1990; Fenton and Griffiths, 2003), maximum entropy 
distribution (Rosenblueth and Hong, 1987; Tagliani, 1989 and 1990), Hermite polynomials of 
normal variates (Grigoriu, 1995) and Johson’s system (Johnson, 1949). The four-parameter 
beta distribution is chosen in this paper because it not only can capture the first four moments 
of a random variable, but also has limited bounds. Furthermore, it has well-established 
properties for computer-aided simulations. In this appendix, the bounds to fit the marginal 
beta distribution were estimated based on Cooke’s theory. This estimation approach was 
compared with other two methods, namely, the six-sigma method (Harr, 1977; Low, 2005) 
and the moment-based method (Elderton and Johnson, 1969; Johnson and Kotz, 1970). The 
six-sigma method fixes the range of the distribution to six sample standard deviations centred 
at the sample mean and the moment-based method determines the four parameters of the beta 
distribution from the first four moments of a sample. 
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B.2 Probability Density Function 
A random variable, Z, follows the beta distribution in a bounded interval [0, 1] if it has the 
probability density function: 
1 1(1 ) ,  0 1( ; , ) ( , )
0,  otherwise
z z zf z B
γ η






where γ and η are the two shape parameters of f; B denotes the beta function (Elderton and 
Johnson, 1969). A random variable, X, with beta distribution in the interval [a, b] can be 
obtained by 
( )X a b a Z= + −  (B.2) 
The PDF of X is therefore completely defined by the parameters (a, b; γ, η). A beta random 
variable is therefore defined by information beyond the mean, Xμ , and variance, 
2
Xσ . The 
additional information can be either the bounds, a and b, or shape parameters, γ and η, of the 
random variable. Their relationships can be described by (Johnson and Kotz, 1970) 
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The skewness and kurtosis of a beta variable can be determined from γ and η (Johnson and 
Kotz, 1970). Thus, the parameters of the beta distribution can also be determined by its first 
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four moments. Since the minimal and maximal values of a sample with limited size always 
respectively underestimate the lower and upper bounds of its population, remedies are needed 
to account for these underestimations.  
B.3 Estimation of Bounds 
Order statistics is one approached that can be adopted to estimate the bounds of a random 
variable, Y, from its sample data. Consider the data ordered such that 
1 2 nY Y Y≤ ≤ ≤ ,           (B.6) 
where n is the sample size. Cooke (1979) pointed out that the lower bound, a, and upper 
bound, b, of Y could be estimated as: 
1 1 1 2( ) / 2a Y c Y Y= + − , (B.7) 
2 1( ) / 2n n nb Y c Y Y −= + − ,   (B.8) 
where c1 and c2 depend on the specific distribution of Y. If Y follows the beta distribution, 
then c1 and c2 are the shape parameters γ and η, respectively (He, 1991). Therefore, the 
following algorithm could be proposed to estimate the bounds a and b and the shape 
parameters γ and η. 






















 .    (B.9) 
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(2) Take  1 22a Y Y= −  and 12 n nb Y Y −= −  as the initial estimators for a and b, respectively. 
(3) The initial estimators γ  and η  of γ and η can be computed from Eqs. B.4 and B.5 by 
replacing Xμ , 2Xσ , a and b with Y , V , a  and b , respectively. 
(4) Update the estimators of a and b from Eqs. B.7 and B.8 by replacing c1 and c2 with γ  and 
η , respectively. 
(5) Update the estimators of γ and η from Eqs. B.4 and B.5 with the updated estimators of a 
and b. 
Steps 4 and 5 present an iteration process to estimate a, b, γ and η. It should be pointed out 
that c1 = γ and c2 = η in Eqs. B.7 and B.8 are based on the assumption that the sample follows 
the beta distribution, which might not be always true. If not, it may render the iteration 
process non-convergent. For those non-convergent cases, short of using other appropriate 
distributions as the model, one could also use the initial estimators of the four parameters to 
obtain an approximate beta PDF of the sample. 
To compare the performance of the proposed algorithm (herein termed Cooke’s approach) 
with the six-sigma method and the moment-based method, numerically simulated data are 
used. A sample of size n is numerically generated following the beta distribution with a = 0, b 
= 1, γ = 2 and η = 3. To calculate the variations of the estimated bounds against the sample 
size n, 1000 samples are generated for each value of n. Results plotted in Fig. B.1 indicate 
that both the six-sigma method and Cooke’s approach can yield estimators with small 
variations; however, the former may yield biased estimators, which implies the estimated 
bound may not be convergent to the correct one as n increases. The limit of the lower bound, 
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for example, as indicated in Fig. B.1a does not tend to 0 as n increases. This can be attributed 
to the fact that the six-sigma method always yields symmetric distributions without taking the 
skewness of the sample into account. Both the moment-based method and Cooke’s approach 
can avoid generating biased estimators because the first four moments and bounds of a 
sample will tend to those of its corresponding population as n increases. Compared to the 
moment-based method, as indicated in Figs. B.1b and c, Cooke’s approach is likely to yield 
estimators with smaller variations for relatively small n (say n < 200). The large variations in 
estimators from the moment-based method may because that the sample skewness and 
kurtosis deviate from those of the corresponding population if the sample size is not large 
enough. 
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                                     (c) 
Figure B.1. Variation of estimated bounds by (a) six-sigma method, (b) Moment-based 
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Lower Bound for Correlation of Translation Processes 
As indicated by Eqs. 3.50 - 3.52, the lower bound of ξ(τ) is likely to be larger than -1, that is, 
ξ* > -1. It implies that there may be no values of ρ(τ) can produce ξ(τ) in the interval [-1, ξ*). 
In this section, the value of ξ* will be shown to be -1 on condition that the marginal PDF of a 
translation process is symmetrical about its expected value. A theoretical proof will be given 
first followed by a numerical example. A symmetrical PDF and its CDF will be hereafter 
denoted as fs and Fs, respectively. 
C.1 Proof 
Since ξ(τ) is an increasing function of ρ(τ), the lower bound of ξ(τ) will occur as ρ(τ) reaches 
its lower bound -1, which implies G(u) = -G(u+τ). In this case, Equation 2 can be rewritten as 
[ ] [ ] 2*
2
( ) ( ) X
X






Considering the standard Gaussian CDF Φ and symmetrical PDF fs, one has 
[ ] [ ]( ) ( ) 1G GΦ + Φ − =u u  (C.2) 
and 
[ ] [ ]{ }1 1s s( ) 1 ( ) 2 XF G F G μ− −Φ + − Φ =u u   (C.3) 
Substituting Eq. C.2 into Eq. C.3 yields: 
[ ] [ ]( ) ( ) 2 Xg G g G μ+ − =u u  (C.4) 
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Since (Papoulis, 1965) 
2 2 2
X XEX μ σ= +  (C.6)  
Thus, the value of ξ* in Eq. C.5 is -1. Thus, it has been shown that a translation process with a 
symmetrical marginal PDF can yield ξ* = -1. Grigoriu (1995) demonstrated that an odd 
function of g can result in ξ* = -1, which is a special case of Eq. C.4 with µX = 0. Therefore, 
Eq. C.4 weakens the restraint proposed by Grigoriu (1995). In this regard, the marginal PDF 
of the target random process can be considered instead of the specific translation function g to 
evaluate the lower bound of the correlation of a translation process. 
C.2 Numerical Example 
Three translation processes with different types of symmetrical PDFs are considered to check 
the lower bounds of their correlations: 
1. Normal distribution with mean µ = 0.5 and standard variance σ = 0.15; 
2. Uniform distribution within the range [0, 1]; 
3. Standard beta distribution (Johnson and Kotz, 1970) with shape parameters: 0.5 and 0.5. 
These three PDFs are illustrated in Fig. C.2a. These translation processes are obtained from 
the Gaussian process with correlation function ρ(τ) based on Equation 1. The relationship 
between ξ(τ) and ρ(τ) is estimated from the Monte-Carlo simulation results (number of 
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simulation times is 100,000). The results are plotted in Fig. C.2b. It can be found that all 
correlation functions, ξ(τ), of the three translation processes can reach -1. 
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Figure C.1. Illustrations of translation process with symmetrical marginal probability density 
function. 
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Figure C.2. (a) Different types of symmetrical distributions. (b) Relationships between 
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Mesh Size Effect 
To check the effects of mesh size on mass behaviour of the improved soil layer, different 
mesh sizes are used for both deterministic and random finite element analysis. Since the radial 
trend of stiffness and strength in a soil-cement column is assumed to be a function of radius 
distance, r, and is independent of the depth z, the variation in the x-y plane (refer to Fig. D.1a) 
is likely to be larger than that along z direction. Thus the mesh size is more refined in the x-y 
plane compared to that along z direction as shown in Fig. D.1. The following five mesh sizes 
are employed to examine the effect of mesh size.  
• Case 1. Mesh size along x-, y-, z-directions are 0.444D, 0.133D and 0.133D, 
respectively. 
• Case 2. Mesh size along x-, y-, z-directions are 0.444D, 0.12D and 0.12D, 
respectively. 
• Case 3. Mesh size along x-, y-, z-directions are 0.444D, 0.10D and 0.10D, 
respectively. 
• Case 4. Mesh size along x-, y-, z-directions are 0.444D, 0.08D and 0.08D, 
respectively. 
• Case 5. Mesh size along x-, y-, z-directions are 0.333D, 0.10D and 0.10D, 
respectively. 
where D is the diameter of columns. Figure D.1 illustrate the mesh size of these four cases. 
Cases 1 – 4 is set to examine the mesh size density in the x-y plane, and Cases 3 and 5 are set 
to examine the mesh density along the z-direction.  
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Numerical analyses are conducted based on the reference cases in Chapters 5 and 6. Figure 
D.2 plots the results from deterministic analysis without considering the randomness in 
material properties and positioning error. No evident differences in the mass stress-strain 
curves among these cases are found. Figure D.3 plots the mass stress-strain curves of these 
five cases in random finite element analysis. The average and 5% percentile curves of Cases 
1-4 are plotted in Fig. D.4, and the values for Cases 3 and 5 are plotted in Fig. D.5. The 
results indicate that the Case 3 might be a reasonable choice of mesh size; the relative 
difference (absolute difference divided by that of Case 3) between results from Case 3 and 
Case 4 is less than 3%, and less than 1% between Case 3 and Case 5. The choice of mesh size 
in Case 3 as the reference case is also considered to balance the calculation efficiency and 
reliability of simulations. In this study, the calculation time for Cases 3, 4 and 5 are about 50 
minutes, 90 minutes and 100 minutes, respectively. The study was performed using dual core 
3.40 GHz personal computers with 16GB random access memory and running on Windows 
XP Professional 64-bit operating system. 
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(a) Case 1 
(b) Case 2 
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(c) Case 3 
(d) Case 4 
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Figure D.1. Illustrations of mesh size. 
 
 
(a)                                                                   (b) 
 
Figure D.2. Mass stress-strain curves obtained from deterministic analysis of (a) Cases 1-4, 



















































(e) Case 5 
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(a)                                                                   (b) 
 
Figure D.4. (a) Average of mass stress-strain curves obtained from deterministic analysis of 
Cases 1-4, and (b) 5% percentile of mass stress-strain curves obtained from deterministic 
analysis of Cases 1-4. 
 
 
(a)                                                                   (b) 
 
Figure D.5. (a) Average of mass stress-strain curves obtained from deterministic analysis of 
Cases 3 and 5, and (b) 5% percentile of mass stress-strain curves obtained from deterministic 
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Standard Error in Monte-Carlo Simulation Results 
Two main statistics used in Chapter 6 are the average value and output coefficient of variation 
(COV) of the Monte-Carlo simulation results; the working stiffness and average failure stress 
are estimated based the average values, and the 5% percentile values are estimated based on 
both the average values and output COVs. These two statistics are likely to fluctuate from 
their true values due to the limited times of simulations. The number of simulations, nsim, is 
chosen as 100 in this study. It is necessary to assess the range of potential error caused by the 
fluctuation. In this study, the standard errors of these two statistics are evaluated. The 
standard error of a statistic is defined as the standard deviation of the sampling distribution of 
the statistic. 
E.1 Average Value 
By assuming the results obtained from Monte-Carlo simulations follow the normal 





μ =  (E.1) 
where SE[ ] is the standard error operator, μsim and ssim are the average value and standard 
deviation of the Monte-Carlo simulation results, respectively. Equation E.1 indicates that the 
standard error of μsim decreases with the square root of nsim. The standard error of μsim is not a 
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dimensionless quantity, thus its absolute value might not be a good estimate for the 
fluctuation. For this reason, both sides of Eq. E.1 can be divided by the average value of 








= =  (E.2) 
where δsim denotes the output COV of Monte-Carlo simulation results. If δsim is less than 0.1 





δδ = < . (E.3) 
Equation E.3 could give a rough estimation of the potential error in the average values. The 
correctness of the average value can be checked by using the standard normal distribution 
table (e.g., Ang and Tang, 2007). For instance, the correctness of the simulated average value 
can reach 99.7% if its tolerate error is 3%.  
E.2 Output Coefficient of Variation 
By assuming the results obtained from the Monte-Carlo simulations following the normal 
distribution, then 2 2sim sim( 1) /n s s− follow the Chi-squared distribution (Johnson, 1994), where 
s is the standard deviation of the population, that is, the value of ssim with infinitely large nsim, 
one has 
2 2
sim sim sim( 1) / 2( 1)Var n s s n − = −   (E.4) 
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where Var[ ] is the variance operator. Let u0 and δ0 denote the expectation and COV of the 

























By expanding the function g = 2simδ  into a Taylor series at point δ0 and considering the 
constant and linear terms, one can obtain 








δ δ δ   = =   
−
 (E.8) 
Equation E.8 indicates that the standard deviation of δsim is a function of δ0 and nsim. Since the 
value of δ0 is unknown, one has to replace δ0 by δsim to make a rough estimation of simSE δ   . 
If δsim is less than 0.1 and nsim = 100, then the range of simSE δ    can be calculated based on 
Eq. E.8 




SE δ  < ≈  ×  (E.9) 
Thus, the estimated output COV approximately has a standard error of 1%. Considering the 
error caused by the assumption for Eq. E.6, then the cumulative error would be about 2%. It 
implies that the correctness of the output COV can reach 99.7% if the tolerate error is 6%. 
