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Mission-Specific Solar Radiation Environment Model
(MSSREM): Peak Flux Model

A new probabilistic model has been presented in the dissertation. The MissionSpecific Solar Radiation Environment Model (MSSREM) peak flux model provides
a design reference environment that can be tailored to a specific mission with the
mission length, mission duration, and confidence level specified. These reference
environments will provide the bounding-case flux for solar energetic particles that will
be encountered during the mission at the specified confidence level. The MSSREM
peak flux model probabilistically models the environment for six elements (hydrogen,
helium, carbon, oxygen, silicon, and iron) and scales these environments to produce
the remaining 86 environments for elements Z=1-92.
The MSSREM peak flux model uses datasets of particle flux measurements
from multiple satellites. These datasets come from a combination of existing datasets
and datasets that were produced for the six probabilistically modeled elements in
MSSREM. The data for the produced datasets were cleaned and normalized to create
continuous datasets.
MSSREM uses three different approaches to produce the reference environments, two direct methods and one interpolated method. First, for missions longer
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CHAPTER 1

INTRODUCTION

Since the dawn of the space age, humans have continually sent satellites, spacecraft, and humans into space. Some of these trips to space involved landing on the
Moon, establishing a space station in orbit around Earth, satellites orbiting other
planets, spacecraft leaving the solar system entirely, and spacecraft getting extremely
close to the Sun. Our modern culture requires technology that relies on satellites for
everything, including satellite television, GPS coordinates, and cell phone signals.
As time has passed, humans have learned a lot about the environment of the
solar system and, more specifically, that around Earth. Between the galactic cosmic
background from outside the solar system, the solar wind expanding outwards from
the Sun, trapped particles in the Earth’s radiation belt, and the occasional coronal
mass ejection which sends solar energetic particles (SEP) outward from the surface of
the Sun, there is a constant and ever-changing charged particle environment around
the Earth. All these charged particles in the environment can strike manmade objects
in space, including satellites, shuttles, and rockets. This can be dangerous for the electronics onboard spacecraft. An energetic particle striking electronics can potentially
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cause the spacecraft to reboot, go into ’safe mode’, or other dangerous anomalies.
These particles can even cause catastrophic damage and loss of the mission.
To protect against these particles, system designers can employ one or more
mitigation strategies. These can range from including radiation shielding on the
spacecraft, choosing parts less prone to radiation effects, and/or mitigating by design
through the use of error-detection-and-correct, triple modular redundancy, or other
techniques. While including all of these strategies would dramatically increase the
odds of survival for the mission, each approach adds additional costs. Mission planners
and designers must weigh strategies against cost to best protect the mission and
stakeholder’s interest.
A logical way to reduce the cost of these mitigation strategies is to design
enough protection to ensure the system survives only to the desired confidence of
mission success and not more. To fit these needs, multiple models have been developed
to create a reference environment that can be tailored to the user’s mission. These
models have provided the space community with tools to better assist mission planners
and designers with preparing the spacecraft for survival during the entire mission.
The Mission-Specific Solar Radiation Environment Model (MSSREM, pronounced mis rem) for peak flux is a new model available to the space radiation
community. The MSSREM peak flux model uses probabilistic modeling techniques
to build design reference environments that are tailored to a specific mission for
elements Z=1-92 (hydrogen to uranium) on the Periodic Table. The reference environments produced by the model are dependent upon the mission start date, mission
duration, and confidence level sought for mission survival. The reference environ2

ments produced by MSSREM can be for any mission duration that occurs between
October 1, 1953 to September 30, 2055. The MSSREM peak flux model probabilistically models six elements (hydrogen, helium, carbon, oxygen, silicon, and iron) and
scales the resulting reference environments to determine the environments for the remaining 86 elements. While the MSSREM peak flux model only provides the SEP
component of the reference environment, it can be used along with a geomagnetic
cutoff transmission function, trapped radiation, and cosmic ray models to provide a
complete reference environment for the user’s mission.
While there have been multiple models that can create reference environments,
MSSREM is unique in that it is one of the first models, if not the first, that allows
users to select mission lengths that are on the order of minutes. Most models have
a lower duration limit of roughly half a year. MSSREM utilizes a new probabilistic
modeling techniques that can create unique reference environments for missions as
short as five minutes. The MSSREM peak flux model also utilizes the sunspot number
to determine solar activity over the solar cycle. This allows for a more detailed
prediction of the solar activity throughout the user’s mission and enables the reference
environments built by MSSREM to be closer to the actual environment that will be
seen during the user’s mission.
In this dissertation, the datasets used by the MSSREM peak flux model and
the probabilistic modeling approaches used to build it will be presented. Chapter 2
will provide the reader with background information that will be needed in order
understand space weather and the methods used throughout this work. In addition,
historical models will be reviewed. Chapter 3 will detail the process that was un3

dertaken to produce datasets that could be used in the MSSREM peak flux model.
Chapter 4 analyses how the MSSREM peak flux model builds the reference environments for the specified mission. This chapter also includes a discussion on the short
mission approach, which provides MSSREM a way to calculate environments for short
mission lengths. Chapter 5 presents the verification and validation of the MSSREM
peak flux model. Finally, Chapter 6 provides the conclusion for this work along with
the areas of future research.
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CHAPTER 2

BACKGROUND

The purpose of this chapter is to survey the necessary information to better
understand how energetic particles from the Sun arrive at Earth, the sunspot cycle,
and other key pieces of information to aide in the understanding of this work. First,
a description of space weather will be given and will include a description of the Sun
and how the energetic particles travel to Earth. Next, a broad review of historic and
current models for solar energetic particles will be given. Finally, a brief explanation
of some of the methodologies used in this dissertation will be discussed.

2.1

What is Space Weather?

The Nation Space Weather Program defined space weather as “conditions on
the Sun and in the solar wind, magnetosphere, ionosphere, and thermosphere that
can influence the performance and reliability of space-borne and ground-based technological systems and can endanger human life or health. Adverse conditions in
the space environment can cause disruptions of satellite operations, communications,
navigation, and electrical power distribution grids, leading to a variety of socioeconomic losses” (Wright Jr et al., 1995). While there are multiple components of space
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weather, this dissertation will focus on the solar energetic particles that are emitted
from the Sun. These particles are mostly comprised of protons but include most of
the naturally occurring elements on the Periodic Table.
In this section, a description of the Sun’s structure will be given. This will be
followed by a discussion of the solar magnetic field in the Sun and the solar system.
Finally, the solar energetic particles from coronal mass ejections around Earth will
be discussed.

2.1.1

Solar Structure
The Sun is a star and it is located in the center of the solar system. It has

roughly a 1.39 million kilometers diameter and is about 1.99 × 1030 kilograms (Carroll
and Ostlie, 2007). The Sun is a giant sphere of plasma and is comprised of mostly
hydrogen (∼91%) and helium (∼9%) with respect to elemental abundances, with
heavier elements contributing <0.1% (Boyd, 2019). The interior of the Sun can be
divided into three main regions: core, radiative zone, and convection zone. The
atmosphere of the Sun can also be split into three different regions: photosphere,
chromosphere, and corona. A sketch of the Sun’s layers are shown in Figure 2.1.
The inner most region of the Sun (core) has a radius of 150 megameters and
contains roughly half the mass of the Sun (Priest, 2014). The core also produces 99%
of the Sun’s energy, a majority of which is produced through the proton-proton chain
(Priest, 2014). The proton-proton chain takes 4 ionized hydrogen atoms (protons)
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Figure 2.1: A diagram of the Sun’s structure is shown in this image. The surface
of the Sun is indicated by the darker black line. This diagram originally appeared in
Priest (2014).

and fuses them into one helium nucleus. This process follows the reaction

41 H →4 He + 2e+ + 2ν + 26.7M eV

(2.1)

and produces energy since the helium nucleus weighs less than the four protons
(Priest, 2014).
Working outwards, the radiative region is the next region of the interior of the
Sun. It is between 0.25R to 0.713R , where R is the symbol for the solar radius
and is named after the radiative process that transports the energy produced in the
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core outwards from the center (Priest, 2014). Since the matter in this region of the
Sun is very dense, the photons travel very short distances before being absorbed by
an atom (Priest, 2014). These atoms will then emit a photon in a random direction.
This randomness causes the energy from the core to take a long time to escape from
the Sun.
The outer most region of the interior of the Sun is the convection zone. The
convection zone starts around 0.713R

and extends to the surface of the Sun and

comprises roughly 60% of the Sun’s volume but only contains 2% of the mass of the
Sun (Priest, 2014). The energy that escapes the radiative zone is passed through
the convection zone by convection motion. The temperature at the bottom of this
zone is roughly 106 K but is only around 10, 000K on the surface of the Sun (Priest,
2014). This vast temperature difference causes material in the lower region of the
convection zone to heat up and rise to the surface of the Sun. Once the material
cools down, it starts sinking back to the bottom of the convection zone. This process
creates convection loops in the Sun that bring material from deep within the Sun to
the surface (Priest, 2014).
Just above the convection zone is the photosphere. The photosphere layer
is the first layer of the Sun’s atmosphere and is the visible surface of the Sun. It
is approximately 500 kilometers thick and the minimum temperature on the Sun
(4400K) can be found at the top of the photosphere (Priest, 2014). The two main
mechanisms that form the photosphere are convection and magnetism (Priest, 2014).
Convection in the photosphere causes granules and supergranules, depending on the
scale of the convection. Granules are small cells on the Sun that have a typical size of
8

1 megameter with each one lasting at most 20 minutes (Priest, 2014). Supergranules
are between 20-50 megameters in diameter and have a lifetime between one and two
days (Priest, 2014).
The middle layer of the atmosphere is the chromosphere. Depending on the
solar model, the chromosphere starts at 500 kilometers and extends to a range of 2.5
to 15 megameters above the surface of the Sun (Priest, 2014). The temperature inside
the chromosphere gradually increases with altitude, eventually reaching 25000K at
2 megameters (Priest, 2014). At this point, the temperature skyrockets to 106 K
over a few hundred kilometers (Priest, 2014). This rapidly heating region of the
chromosphere is known as the transition region. The chromosphere also has roughly
100,000 spicules, which are plasma jets that extend from the photosphere to the
corona (Priest, 2014).
The corona is the top layer of the atmosphere. The corona is controlled by
the solar magnetic field (Priest, 2014). The temperature in the corona is between
106 − 5 × 106 K and it can exceed 107 K in solar flares (Priest, 2014). The corona
also includes coronal loops and coronal holes. Coronal loops are giant arches in the
magnetic field that has come out of the photosphere through sunspots (Priest, 2014).
A picture of a coronal loop is shown in Figure 2.2. The reason that a loop can be
seen in the image is that the plasma is frozen into the magnetic field. This means
that the plasma is bound to the magnetic field and flows along the field wherever it
goes. The frozen-in assumption will be discussed in Section 2.1.2.3. Coronal holes are
cooler and less dense areas in the corona that are magnetically open (Priest, 2014).
Figure 2.3 shows a coronal hole in the Sun’s corona.
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Figure 2.2: Coronal loops are shown in this image. The coronal loop displays where
the magnetic field has come out of the surface of the Sun. This image was obtained
from NASA/TRACE (2008).

The outer solar corona is continuously expanding outwards, producing the solar wind (Priest, 2014). Protons, electrons, and alpha particles make up the majority
of the solar wind (Priest, 2014). Most of the plasma in the solar wind comes from
the boundaries between granules and supergranules (Priest, 2014). The solar wind
has two variable supersonic components to it, a slow wind and a fast wind. The fast
wind, originating from magnetically open regions on the Sun, like coronal holes, is
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Figure 2.3: This image of the Sun shows a coronal hole. The coronal hole on the
Sun is the dark region that is covering the center and extending into the northern
hemisphere. This image was obtained from Dunbar (2012).
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hotter and less dense than the slow wind (Priest, 2014). The origin of the slow solar
wind is uncertain (Priest, 2014).

2.1.2

Solar Magnetic Field
The magnetic field of the Sun is a very important topic in space weather. It

is responsible for sending large amounts of particles outward from the Sun. It is important to understand the cause and workings of the magnetic field of the Sun before
discussing the jettisoned particles. This section will detail sunspots, the basics of solar
dynamo, the Sun’s magnetic field in the solar system, and magnetic reconnection.

2.1.2.1

Sunspots

The magnetic field is responsible for multiple features seen on the Sun, such
as corona loops and corona holes. One of these features that occur on the surface of
the Sun is a sunspot. A sunspot is a darker region on the surface of the Sun where an
exceptionally large concentration of magnetic flux breaks through the surface (Priest,
2014).
The first observation of sunspots was recorded in 325 BC by Theophrastus of
Athens (Priest, 2014). Almost two thousand years later, better measurements and
observations of sunspots were possible with the invention of the telescope in 1608
(Priest, 2014). This led to the discovery that the Sun rotated (Priest, 2014). The
Royal Observatory of Belgium has records of the monthly sunspot number dating
back to 1749 and the daily sunspot numbers since 1818 (SILSO World Data Center,
2018). In 1858, the Sun was discovered to have differential rotation, where the equator
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Figure 2.4: A diagram of the differential rotation is shown here. As time progresses,
the magnetic field inside the Sun becomes more twisted. This image was obtained
from Moldwin (2008).

rotates more rapidly than the poles (Priest, 2014). Since the magnetic field is frozen
into the plasma inside the Sun, the differential rotation of the Sun causes the magnetic
field to become twisted over time. A diagram of this is shown in Figure 2.4. The
frozen-in assumption will be discussed in Section 2.1.2.3.
The twisting magnetic field inside the Sun causes sunspots to appear on the
surface. As the field becomes more twisted, it can break through into the atmosphere
of the Sun (Priest, 2014). Sunspot groups are comprised of pairs of connected sunspots
where the magnetic field emerges from the Sun in one and returns to the Sun in the
other. The sunspots in a group will, thus, have opposite polarity (Priest, 2014). An
active region is a location on the Sun where the magnetic field emerges out of the
Sun and contains sunspots and sunspot groupings (Priest, 2014). Figure 2.5 shows
an active region on the sun that contains multiple sunspots.

13

Figure 2.5: Active Region 11520 is shown in this image. The large darker spots in
the image are sunspots. This image is from Friedman (2012).

2.1.2.2

Solar Dynamo

The magnetic field of the Sun can not be generated through a simple magnetohydrodynamics oscillator since there is no sign of an accompanying large oscillation
in velocity (Priest, 2014). Instead, the Sun’s large-scale magnetic field is most likely
generated through a process called a dynamo (Priest, 2014). Tiwari (2016a) defined a
dynamo as “a process by which the magnetic field in an electrically conducting fluid
is maintained against Ohmic dissipation”. There is still disagreement on the exact
cause of the solar dynamo and many different solar dynamo theories exist. However,
any potential dynamo theory must be able to explain the six key patterns in the Sun’s
magnetic field (Priest, 2014). These are:
 The 11-year sunspot cycle
 The 22-year magnetic cycle
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 Sunspots appear between ±35◦ in latitude and preferred ‘active’ longitudes
 The spread and drift of sunspots towards the equator
 The inclination and tilt of sunspots
 Hale’s Polarity Law

The Sun has be observed to exhibit an 11-year solar cycle. While solar cycle
lengths can vary, the average length of a solar cycle is approximately 11 years. This
cycle has two parts. The first part is very active and the Sun produces a large quantity
of sunspots. This is called solar maximum and lasts for approximately seven years
(Feynman et al., 1990; Priest, 2014). The second part of the solar cycle, lasting
roughly four years, is solar minimum, during which, the Sun is relatively quiet and
very few sunspots appear (Feynman et al., 1990; Priest, 2014).
For the purpose of this work, solar maximum will be identified using a similar
approach to the one laid out in Feynman et al. (1990). Sunspot maximum is identified
by the month with the largest smoothed monthly sunspot number in each cycle. Solar
maximum starts 2.5 years before sunspot maximum and ends 4.5 years after sunspot
maximum. The time in between each solar maxima is defined as solar minimum.
In this work, there was one exception to this rule that occurred for Solar Cycle 24.
The month with the most sunspots occurred during April 2014 (SILSO World Data
Center, 2018). However, this cycle had two peaks and it was the first peak, occurring
March 2012, that was identified as the peak of the solar cycle (SILSO World Data
Center, 2018).
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Near the sunspot maximum during solar maximum, the Sun’s magnetic field
flips polarities (Priest, 2014). After two solar cycles, the magnetic field returns to it’s
initial orientation. Since each solar cycle is 11 years long, the 22-year magnetic cycle
is derived from the time it takes the Sun to revert to it’s original polarity.
Sunspots appear in two belts of latitude on the Sun, typically between ±35◦
(Priest, 2014). Sunspots will never appear close to the poles of the Sun. In addition,
sunspots also tend to appear on preferred ‘active’ longitudes. ‘Active’ longitudes are
regions on the Sun’s northern and southern hemisphere that are 180◦ apart. Sunspots
tend to form preferentially in these active longitudes (Berdyugina and Usoskin, 2003).
Sunspots have also been observed to spread and drift towards the equator
as the solar cycle progresses (Priest, 2014). This is illustrated best in the butterfly
diagram, shown in Figure 2.6. As can been seen in the top plot, sunspots in the
beginning of a solar cycle tend to start around 30◦ latitude. As the solar cycle
progresses, the sunspots tend to appear closer to the equator.
Another sunspot trait observed on the Sun is that a sunspot group has a
tilt to it. The leading sunspot is closer to the equator, with the tilt increasing as
the latitude of the sunspot group increases. This phenomenon is called Joy’s Law
(Priest, 2014). Hale’s Polarity Law says that the leading sunspot in a sunspot group
will have the same polarity as all other leading sunspots in the same hemisphere and
opposite in the other hemisphere (Priest, 2014). If a sunspot grouping in the northern
hemisphere has a leading sunspot with a positive polarity, all other leading sunspots
in the northern hemisphere will also have a positive polarity and all leading sunspots
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Figure 2.6: The butterfly diagram in the top plot shows the sunspot drift towards
the equator as each solar cycle progresses. The bottom plot shows the percentage of
the visible hemisphere that is covered by sunspots. The higher the percentage, the
more sunspots that are on the surface of the Sun as seen from Earth. This image was
found on the Solar Cycle Science’s website (Hathaway and Upton, 2017).

in the southern hemisphere will have a negative polarity. The polarities of the leading
sunspot in each hemisphere changes every 11 years when the magnetic field flips.
Solar dynamo theory is a vast and complex topic. Currently, there is no
agreement on a theoretical model. It is beyond the scope of this dissertation to review
all of the theories and mathematics behind each theory of this vast and important
subject. Since all the theories and mathematics behind each theory is beyond the
scope of this dissertation, this dissertation will not spend the time to go into this vast
and important subject. Of the six patterns explained by the dynamo theory, that the
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Sun has a changing magnetic field and that there is an 11-year sunspot cycle are key
to this dissertation.

2.1.2.3

Interplanetary Magnetic Field

As the solar wind travels away from the Sun, part of the Sun’s magnetic field
is pulled outwards to form the interplanetary magnetic field (IMF) (Moldwin, 2008).
Within two solar radii, the magnetic field of the Sun is pointed radially outward
(Kallenrode, 2004). At further distances, the magnetic field is frozen into the plasma
in the solar wind due to the high conductivity of the solar wind (Kallenrode, 2004).
The conditions that cause the frozen-in assumption are related to the magnetic
Reynolds number. The magnetic Reynolds number is given by the equation

Rm =

lo Vo
,
η

(2.2)

where Vo is the typical plasma speed, lo is the length-scale, and η is the magnetic
diffusivity. When Rm  1, the magnetic field is frozen in to the plasma and when
Rm  1, the magnetic field diffuses through the plasma, causing the plasma to follow
(or be frozen in to) the magnetic field (Priest, 2014). The magnetic Reynolds number
will vary depending on the distance from the center of the Sun. For the interior of
the Sun to the surface, the magnetic Reynolds number is much greater than 1. For
the corona, the magnetic Reynolds number is much less than 1.
The magnetic field freezing into the solar wind plasma has an interesting effect
on the IMF. Since the plasma in the solar wind is moving radially outwards from the
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Figure 2.7: This image shows how the magnetic field of the Sun appears to curve
as it gets further away from the Sun. In reality, the magnetic field is frozen into
the plasma of the solar wind and the foothold on the Sun rotates away from the
launch point. This image originally appeared in Kivelson and Russell (1995) but was
obtained from Moldwin (2008).

Sun, the magnetic field is also moving radially outward (Kallenrode, 2004). However,
the Sun continues to rotate and causes the foothold of the magnetic field on the
surface of the Sun to move from underneath it. This is shown in Figure 2.7. The
location where the plasma parcel launched from the Sun rotates away from the parcel
as the parcel moves further away from the Sun.
The plasma parcels sent out from the surface of the Sun form an Archimedian
spiral (Kallenrode, 2004). This pattern is also referred to as the Parker Spiral, named
after Eugene Parker’s work (Parker, 1958) on the IMF. A simplistic drawing of the
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Figure 2.8: This illustration shows a simplistic look at the Parker Spiral. This image
is from Steigies (2018).

Parker Spiral is shown in Figure 2.8. The Earth is connected to the magnetic field in
the Parker Spiral that has a foothold on the western limb of the Sun. This refers to
the right side of the Sun when viewing it from the northern hemisphere of the Earth,
as in Figure 2.3.
As was mentioned in Section 2.1.2.2, the magnetic field of the Sun switches
polarity every 11 years, with each hemisphere of the Sun having a different polarity.
The place where the two hemispheres of different polarities meet is called the heliospheric current sheet (HCS). However, due to a lack of symmetry, the HCS is not at
the equator but is warped like a brim of a sombrero (Priest, 2014). This means that
polarities from both hemispheres will be detected in the solar wind at different times
in measurements made at Earth.
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Figure 2.9: This figure illustrates a simple example of reconnection. As shown in
the three images, reconnection causes the one magnetic field line to go from AB to
AC. This image was originally published on page 189 in Priest (2014).

2.1.2.4

Magnetic Reconnection

Magnetic reconnection is the process through which two magnetic field lines
pointing in opposite directions and in close proximity to each other break apart and
combine with a part of the other magnetic field line. A simple illustration of reconnection is shown in Figure 2.9. According to Priest (2014), there are four main effects
of magnetic reconnection:
 convert some magnetic energy into heat by Ohmic dissipation,
 accelerate plasma by converting magnetic energy into kinetic energy,
 create shock waves, current filamentation, and turbulence; all associated with

strong electric fields that may accelerate fast particles,
 change the global connections of the field lines and so affect the fluxes of fast

particles and heat.
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There are also two types of reconnection, fast and slow. To determine whether reconnection is slow or fast, one need to look at the speed of the inflow plasma. Typical
speeds for fast reconnection are between 0.01vA and 0.1vA , where vA is the Alfvén
speed.
Modeling reconnection began with 2D models as early as 1958. The SweetParker model (Parker, 1957, 1963; Sweet, 1958) first described this process of reconnection as plasma flowing slowly inwards towards a current sheet before it is accelerated out of the ends of the magnetic diffusive layer. A problem with this model
is that it was considered much too slow for solar flares. In this regard, Petschek
(1964) found a solution to this problem by making the diffusion area smaller than
the Sweet-Parker model. This allowed for more plasma to flow into the diffusion area
in a shorter amount of time. Petschek (1964) also proposed that reconnection should
use slow-mode shock. In Priest and Forbes (1986), they explored different types of
inflows. Ugai and Tsuda (1977) and Sato (1979) provided the first numerical models that produced a steady state that helped confirm the standing slow-mode shock
proposed by Petschek (1964). More recent models tend to look at 3D reconnection.
Priest and Titov (1996) suggested that for a continuous flow in a flux tube across
a fan of magnetic field lines, a fan reconnection would be produced. Modeling of
the kinematic effect of an isolated 3D diffusion region was done by Hornig and Priest
(2003). Using ideal Lagrangian code, Pontin and Craig (2005) modeled the formation
of the current sheets by the compressible collapse of a line-tied 3D null.
In coronal loops, the magnetic arches can stretch and twist. When this happens, the magnetic field can get close to another spot in the coronal loop. When this
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happens, reconnection will occur that will break the coronal loop into two pieces. One
of those pieces will go back towards the surface of the Sun while the other portion is
ejected away from the Sun (Priest, 2014). This ejected portion of the coronal loop
is sent outwards into the solar system. This ejected material is known as a coronal
mass ejection (CME). These CMEs have large-scale magnetic structure inside of them
that remain even after the reconnection process has completed (Moldwin, 2008). As
described earlier in Section 2.1.2.3, the plasma is frozen into the magnetic field above
the surface of the Sun and it allows for the reconnection to be observed.
A CME at different time intervals is shown in Figure 2.10. The series of images
in this figure were taken from the High Altitude Observatory. The first image on the
top left shows the CME at the earliest time of the three images. As time progresses,
the CME expands and becomes larger. This CME is sent outwards from the Sun
and into the solar system. CMEs can come from the Sun with velocities that are
up to many times faster than the solar wind. In these cases, the CME effects the
IMF’s Parker Spiral pattern. The outgoing CME compresses the magnetic field in its
path. This causes a shock front to form in the solar wind (Kallenrode, 2004). The
CME cloud has a notably faster speed and stronger magnetic field compared to the
surrounding solar wind (Kallenrode, 2004). The shock front between the CME cloud
and solar wind also helps to accelerate particles in the solar wind.
Magnetic reconnection can also cause a solar flare. Solar flares are “the result
of a sudden violent outburst of energy” (Kallenrode, 2004). Solar flares can also
jettison particles outward from the Sun (Kallenrode, 2004). While both solar flares
and CMEs can occur together, they occur more often individually (Kallenrode, 2004).
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Figure 2.10: This figure shows the August 18, 1980 CME. The top left image is the
first image in this series. This image was obtained from Tiwari (2016b).

2.1.3

Particles at Earth
The environment around Earth is filled with many energetic particles from

multiple sources. According to Kallenrode (2004), there are six sources of particles
at Earth. These are galactic cosmic rays, anomalous cosmic rays, solar energetic
particles, energetic storm particles, co-rotating interaction regions, and planetary
bow shocks (Kallenrode, 2004). Each of these sources of particles cover various energy
ranges (Kallenrode, 2004). The sources of particles that are relevant to this work are
the solar energetic particles (SEP).
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Figure 2.11: This figure shows the January 9, 2000 event in channel P2 (4.2-8.7
MeV) of the SEM on the GOES-8 satellite. There are two peaks that occur at 13100
and 13600 minutes in this event. The second peak that occurs at the 13600 minute
mark is likely due to the CME arriving at Earth.

An SEP event is when the energetic particles from a CME or solar flare are
detected at Earth. An example of the January 9, 2000 episode is shown in Figure 2.11.
This SEP event lasted just over four days. The other small fluctuations of the flux
between the 14000 to 16000 minute marks can be contributed to either a smaller
CME, solar flare, or daily fluctuations due to the satellite passing through the Earth’s
magnetotail.
When a CME occurs on the surface of the Sun and an SEP event is detected
at Earth, the particles typically originate from the westward limb of the Sun. The
first particles to arrive are usually the highest energy ones since they are traveling
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at the fastest speeds. The lower energy particles appear shortly after higher energy
ones. The first detection of particles usually occurs after a couple hours but can occur
within tens of minutes for the larger CMEs. As time goes on, the number of particles
being detected at Earth increases rapidly. This eventually reaches a peak in the flux
of the particles detected from the CME.
Roughly 24-48 hours after the CME occurred on the sun, the CME will finally
arrive at Earth. This brings with it all the magnetic energy that was released in
the CME. This can cause another increase in the particle flux at Earth if the CME
is still accelerating particles. This will depend on the size of the CME and the
flux level before the CME arrived at Earth. It will cause an addition peak in the
flux measurements. In the January 9, 2000 event shown in Figure 2.11, the peak
that occurs around the 13100 minute mark is probably associated with the particles
arriving at Earth while the peak that occurs around the 13600 mark is more than
likely the CME arriving at the Earth. A more detailed example of the peak association
process using the July 4, 2012 episode can be found in Robinson et al. (2018).
Shortly after the peak flux occurs, the environment around the Earth can be
considered isotropic, with particles being detected equally from all directions around
Earth (Reames and Ng, 2014). The environment becomes isotropic because the particles can be scattered back towards the Sun or in other directions while the CME
particles are traveling outwards along the interplanetary magnetic field lines of the
Sun. The particles that get scattered back towards the Sun will travel along the
interplanetary magnetic field line. Because the field lines are converging as the particles move back toward the Sun, their pitch angles will rotate to 90◦ and they will
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mirror. This will send some of them outwards from the Sun again. This scattering
repeats itself multiple times, causing the particles to come from all directions with
equal probability and not just from the direction aligned with the magnetic field line
connected to the westward limb of the Sun.
After the CME has passed Earth, the flux levels will decrease until they reach
the levels that were observed before the CME occurred. This usually happens about
five days after the CME occurs. This continuous decreasing of the flux can vary from
event to event. In Figure 2.11, the January 9, 2000 event persists for roughly two
days after the peak flux from that event.
Not all CMEs or solar flares will produce an SEP event at Earth. There are
occasions when a fast CME arises on the front side of the Sun but the Earth never
detects a rise in the particle flux from this CME. The most likely reason for this is
due to a lack of magnetic connectivity between the CME and Earth. If the CME rises
from the eastern limb of the Sun (or potentially the center of the disk), the particles
could travel on magnetic field lines that never approach Earth. Another possibility is
that the fast CME is too slow to drive a shock. Since CMEs slow down as they travel
farther from the Sun, the CME may not be fast enough to drive a shock. A third
posibility is that the CME is on the small side and does not eject enough material off
the Sun to reach Earth. As the particles are scattered around the solar system while
traveling outwards from the Sun, the CME spreads out causing the elevated levels of
particles in the CME to decrease. If the CME spreads out enough, the particle level
from the CME could become indistinguishable from the background levels at 1 AU
from the Sun.
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In the case of instruments measuring the solar energetic particles, each instrument has a different background level. Instruments with a higher background level
may not be able to distinguish the event from the background. For example, the Goddard Medium Energy experiment on board IMP-8 has a background that is between
10 and 100 times lower than the Energetic Particle Sensors onboard the Geostationary
Operational Environmental Satellite (GOES) satellite series. A small event could be
detected by the Goddard Medium Energy experiment that is indistinguishable from
the background by the GOES satellite instrument.
On the other hand, there are times when no CME is seen erupting on the front
side of the Sun but an increase in particle flux is still detected at Earth. With the
Sun’s magnetic field forming the spiral shape, there are magnetic field lines originating
on the backside of the sun that pass near Earth. If a CME arises near any of the
backside field lines, there is a chance that particles from the CME will reach Earth.
This can happen because the Parker spiral field line connects to the CME just behind
the west limb of the Sun or because the interplanetary field has been disrupted by
previous solar activity.
Often times, the Sun is quite active and multiple CMEs can occur on the Sun
in a short period of time. When this occurs, particles from a CME can arrive at
Earth before the particle flux from the previous CME have fully subsided. In these
situations, the flux measured at Earth will increase rapid before the flux has fully
returned to background. This phenomenon is referred to as an SEP episode. An SEP
episode is one or more overlapping SEP events and can have multiple increases in the
flux measured at Earth due to multiple CMEs or solar flares occurring before the flux
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Figure 2.12: This figure shows the July 10, 2000 episode in channel P2 of the SEM
instrument on the GOES-8 satellite. This episode contains at least two SEP events.
The first event peaks around the 283000 minute mark while the second event peaks
around the 302000 minute mark.

returns to background. Figure 2.12 shows the July 10, 2000 episode. This episode
has at least two SEP events, with the peak from the first event occurring around the
283000 minute mark while the second event peaks around the 302000 minute mark.
The peaks that occur around the 280000 and 293000 minute marks could also be
separate SEP events in this episode. It is important to remember that an episode can
consist of one or more events. From this point forward, episode will be used instead
of SEP.
The background flux that is detected between SEP episodes can come from
several different sources. One of the main contributors to the background is from
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particles arriving outside the detector’s geometry factory. For scientific satellites,
the background in the instruments is usually much lower than the background of an
instrument on a non-scientific satellite. As previously mentioned, the background is
much lower in the GME instrument than the EPS instrument for this reason. Another
source of particles included in the background are galactic and anomalous cosmic rays.
Both are dependent on the phase of the solar cycle. The stronger solar wind that
occurs during solar maximum helps to shield more of the galactic and anomalous
cosmic rays from reaching the inner heliosphere. While there may be other sources of
particles in the background, the two mentioned in this paragraph are most important
to this study.

2.2

Historical and Current Models

This section originally appeared in Robinson (2015) and has been modified
and updated for this dissertation.
The modern study of solar particle events started around 1956. In the proceeding 15 years, there were only four instances of increased solar cosmic ray activity
measured at the surface of the Earth. This led to the assumption that these events
were quite rare (Webber et al., 1963). There was also not much knowledge of the radiation spectrum these events produced. However, as technology developed and better
tools were produced to study these events (balloon flights, satellites, space probes,
etc.), scientists were able to describe a more complete picture of these events. The
composition of the cosmic ray particles ejected from the Sun were primarily protons
that had steep energy spectra (Webber et al., 1963). These protons had energies rang30

ing from less than 10 M eV to a few GeV for the larger SEP events (Webber et al.,
1963). These particles arrived at Earth shortly after being produced in the region of
a solar flare (although today it is understood that most solar energetic particles come
from CMEs (Hundhausen, 1999)). The intensity of these events was also found to
exceed the galactic cosmic ray intensity by thousands of times for a period of a few
days (Webber et al., 1963). Even though some of the solar events had similar characteristics, most of the time these characteristics differed on an event to event basis.
Some of these solar event characteristics are described in Robinson et al. (2018).
Eventually, models were built to predict the flux or fluence of protons at Earth
coming from these events. One of the earliest models was the King model. The King
model gave the probability that any given solar proton fluence level will be exceeded
during a space mission that occurred during solar maximum of solar cycle 20 (King,
1974). This model used fluence level, proton energy threshold, and mission duration
as its parameters. The energy range of this model was 10-100 MeV. The calculations
used in this model are only based on the data collected from 1966-1972 or roughly
just the previous solar maximum. The downsides to this model were that it was only
designed for solar cycle 20 and that it was based on a small data set which is used to
compute the probability.
The King model was used as the standard model until roughly 1990. The
JPL model (Feynman et al., 1990) was created to try to improve on the predictive
abilities for the fluence of SPEs. The JPL model looked at event-integrated fluences
for energies > 10 M eV and > 30 M eV (Feynman et al., 1990). The JPL model found
good agreement with the King model at energies > 30 M eV but found the fluence to
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be twice that expected in the King model for > 10 M eV (Feynman et al., 1990). This
model also used data from 1956 to 1985, spanning a period of time about three times
larger than the King model. The JPL model did not rely on sunspot number or the
distinction between ordinary proton events and anomalously large events that was
required in the King model (Feynman et al., 1990). Feynman et al. (2002) showed
that the JPL model was still valid and in agreement with additional data and the
newer models developed.
The Cosmic Ray Effects on MicroElectronics (CREME) toolkit provided users
a way to calculate the effects of space radiation on electronic components (Adams,
1986; Adams et al., 1981, 1983; Tsao et al., 1984). In 1997, Tylka et al. released
an updated version of CREME that contained multiple newer models for a lot of
the options. This newer version was referred to as CREME96. For solar radiation,
CREME96 added a model that took the worst case week, worst case day, and peak
instantaneous flux from the October 1989 solar storms. While this model would
produce environments and calculations based on the October 1989 storms, this would
be a 99% worst case for most missions since this storm is the worst storm on record.
This toolkit, including the October 1989 solar storms, is still used by a large portion
of the community for planning and designing spacecraft.
In 1998 and 1999, Michael Xapsos developed models for the peak flux, eventintegrated fluence, and mission-integrated fluences for protons. The peak flux model
creates mission specific, worst case, > 10 M eV solar proton event peak fluxes. This
model also predicted that there is an upper limit that the peak flux can attain, which
is approximately twice the largest peak flux on record at the time (Xapsos et al.,
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1998). The event-integrated fluence model predicted the worst case event fluence
for a user specified time interval. This model also predicted the proton energies in
the largest range available at the time, > 1 M eV to > 300 M eV (Xapsos et al.,
1999b). The third model, known as the Emission of Solar Protons (ESP), developed
by Xapsos during this time period predicted the cumulative proton fluence for a user
specified mission duration (Xapsos et al., 1999a). For the energy ranges > 1 M eV to
> 100 M eV , there was enough data to do a statistical model for these energy ranges
at this time. This was not the case for the ranges > 100 M eV to > 300 M eV , so an
empirical approach was taken. The data used in all three of these models spanned
roughly the same time period, 1963 to 1996. This corresponds to solar cycles 20, 21,
and 22. Xapsos et al. (2004) updated the ESP model with the more recent data. Since
all three models used the maximum entropy principle, the ESP model in this work
will refer to the peak flux model created by Xapsos et al. using the maximum entropy
principle. One benefit of using the maximum entropy principle is that a truncated
power law naturally appears in the mathematics. The truncated power law can be
used to describe the extreme fluxes. The one side effect of this is that the truncated
power law produces a variable for the maximum flux or fluence that could appear
from an SEP episode (Xapsos et al., 1998).
There is a model by Riho Nymmik that was proposed as the International
Standard (Nymmik, 1999). This model creates a probability for ≥ 10 M eV /nucleon
fluences and peak fluxes. This model is not only able to calculate the probabilities for
protons, but also for Z=2 to Z=28 ions (Nymmik, 1999). This model used separate
SEP event fluence distributions for events that occurred during months with different
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sunspot numbers in them (Nymmik, 1999). This model also argued for using a cutoff power law to describe the extreme fluxes (Nymmik, 1999). The cut-off power law
does not put a predetermined limit on the maximum flux or fluence that could be
observed but instead has a reduction in the probability of an event greater than the
cut-off flux or fluence (European Space Agency, 2015).
In 2005, Rosenqvist et al. proposed an update to the JPL model. The main
update to the JPL model was to replace the Monte Carlo method in it with an analytic
solution. Rosenqvist et al. planned to make the JPL model into one that has a fully
reproducible computer-based procedure so it could be easily applied to any new data
set and not just data in the format needed for the original JPL model (Rosenqvist
et al., 2005). The original model used a dataset that consisted of events from 1974 to
2003. Rosenqvist et al. also wanted to created a data set that was general enough it
could be used to check other models (e.g. King (1974), Nymmik (1999), and Xapsos
et al. (1998)) (Rosenqvist et al., 2005).
Jun et al. (2007) used a Monte Carlo approach to estimate worse case mission
integrated proton fluence in their paper. The 2007 paper focused on the statistical
distributions of event fluences, event duartions, and time intervals between adjacent
events (Jun et al., 2007). The event fluences could be fit to a log-normal distribution
while the event durations and time interval between events can be represented by the
Poisson Distribution (Jun et al., 2007).
Jiggens et al. (2012) developed yet another model to calculate the peak flux of
SPEs by using the Lévy distribution. The authors used the Lévy distribution instead
of the Poisson distribution because the Lévy distribution is time-dependent and they
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wanted to create a model that did not make the time-independent assumptions needed
for a Poisson process. Jiggens et al. also made use of a new method called Virtual
Timelines that used the distribution of the time between events instead of the event
frequency. Later named the Solar Accumulated and Peak Proton and Heavy Ion
Radiation Environment (SAPPHIRE) model, it used the theories laid out in their
earlier work to provide the user with cumulative fluence, SPE fluence, and peak flux
for both protons and helium during solar maximum and solar minimum (Jiggens et al.,
2018a,b). The SAPPHIRE model uses the SEPEM dataset (Crosby et al., 2015) for
the proton and helium data (Jiggens et al., 2018b). It allows for additional outputs
to be derived by combining outputs from solar maximum and solar minimum and
creates environments for the heavy ions using ACE data and the abundances found
in literature (Jiggens et al., 2018b). The SAPPHIRE model uses a cut-off power law
following the work of Nymmik (1999).
The Virtual Enhancements- Solar Proton Event Radiation (VESPER) model
uses a new virtual events method (Aminalragia-Giamini et al., 2018). The VESPER
model produces virtual time-series of proton differential fluxes to create reference
environments for the user’s mission (Aminalragia-Giamini et al., 2018). While the
VESPER model uses a similar approach to the virtual timelines approach used in
SAPPHIRE, VESPER models flux time-series of SPEs while SAPPHIRE still uses
macroscopic variables like fluence and peak flux (Aminalragia-Giamini et al., 2018).
The VESPER model also uses an exponential cut-off power law to model extreme
fluxes (Aminalragia-Giamini et al., 2018).
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There are other models that have been created but are not as widely used
as frequently or recognized for making major improvements to the existing models.
Burrell (1971) calculated tissue doses in rads at the center of an aluminum spherical
shell. The SOLPRO model (Stassinopoulos and King, 1974) was based on a solar
cycle dominated by one large SPE. GOST 2545.134-86 proposed a model that uses a
log-normal distribution to describe the occurrence of events during the solar maximum
(GOST2545.134-86, 1986). Xapsos et al. (2000a) presented a model that predicted
cumulative solar proton event fluences for a space mission. Gerontidou et al. (2002)
looked at the frequency distributions of peak intensities of solar proton events for
1976-1999. Xapsos et al. (2008) created a long term solar energetic particle event
environment model. Kim et al. (2009) used the occurrence of large SEP events to
predict doses in typical blood-forming organs. Schwadron et al. (2010) proposed
the groundwork for a model that will predict how the radiation environment evolves
as a function of radial distance from the sun; this paper also identifies areas that
need further research before the model can be implemented. Laurenza et al. (2012)
studied the time evolution of the SPE spectrum by applying Shannon differential
entropy. Usoskin and Kovaltsov (2012) tried to find a maximum fluence of protons
in solar particle events on a time scale of tens of millennia. Kovaltsov and Usoskin
(2014) looked at lunar rocks to try to predict the maximum proton fluence in a year
over a period of one million years. Robinson (2015) used the maximum entropy
principle laid out in Xapsos et al. (1998) to develop an episode-integrated fluence
model that could be used for missions two weeks or longer. Raukunen et al. (2018)
created two different models for calculating the fluences for protons using the GLE
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data. Both of which used different modeling approaches and produced results that
were in agreement with the JPL, ESP, and SEPEM proton models (Raukunen et al.,
2018).

2.3

Methodologies

In this section, a few methodologies that will be used in the MSSREM model
will be discussed. The first section will discuss overfitting of data with a theoretical
model. Next, a section follows that explains why only one set of data for each element
was used rather than all the sets available. Then a discussion of Poisson Statistics will
be provided. Finally, the Levenberg-Marquardt Algorithm will be described. This
algorithm was used to do all the model fitting that will be described in Chapter 4.

2.3.1

Overfitting the Data
Overfitting the data occurs when a statistical model contains more parameters

than can be justified by the data (Everitt and Skrondal, 2010). This has a couple
different meanings. The first is that a linear set of data should not be fit with a
non-linear model. But it also means that if the data consists of only 2 points, then
a model should have no more than two free parameters in it. Otherwise, you could
get an infinite number of fits. For example, take the two data points (4,0) and (-4,0).
The data can only be fit with linear model. A quadratic or higher order model would
have at least one parameter that is not controllable by the data. The remaining
parameter(s) could have an infinite number of values. To illustrate this example,
multiple fits have been plotted in Figure 2.13 for the sample data set. As can be seen,
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Figure 2.13: The fits above illustrate an example of overfitting a data set. There is
only one possible linear fit while there are an infinite number of quadratic fits that
will work for this model. Using a quadratic model to fit this data would result in
overfitting the data since multiple fits could be found for this one data set.

there are multiple quadratic fits that represent the data well while there is only one
linear fit.
In the MSSREM peak flux model, there are multiple places where a theoretical
model or a piecewise function of multiple models are chosen to fit a dataset. MSSREM
has internal checks in place that prevent it from overfitting the data. Throughout
the explanation of the peak flux model in Chapter 4, overfitting will be a motivating
force behind some of the choices made in MSSREM.
Verifying that a piecewise function does not overfit the data is fairly straightforward. Each function in the piecewise function needs to be checked to make sure
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that it does not overfit the section of the data that it is fitting. If a linear function is
being used to fit a portion of the dataset in the piecewise function, the portion being
fitted has to have at least two data points in it to prevent the model from overfitting
the dataset.

2.3.2

Multiple Datasets
The MSSREM peak flux model will use multiple datasets to create cumulative

distributions for each element that can be used to create the design reference environments for the user’s mission. These datasets have been compiled from different
satellites observing space weather. However, only one set of data can cover a given
time period. Including overlapping data from multiple satellites will negatively affect
the cumulative distribution. If a second (or third) satellite’s data is added to the data
set, then part of the time period has more weight to affect the distribution. Using
the heavy element data as an example, if data from STEREO-A and STEREO-B
are added to the ACE data, the time period from 2006 to 2016 will have triple the
amount of data in it (ACE, STEREO-A, and STEREO-B) than 1998 to 2006 (ACE
data only). This skews the data in the distribution to be more like the later half of
the time period rather than an evenly distributed sampling of data over the entire
time period.
This is illustrated in Figure 2.14. As demonstrated by Figure 2.14, the integrated fluence observed during the current solar cycle is smaller than was seen in the
previous two cycles. If all three sources of data are added to the cumulative distribution, there would be more measurements from the current, smaller solar cycle due
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Figure 2.14: The integrated fluence for the last three solar cycles are compared. As
one can see, the current solar cycle, Solar Cycle 24, is smaller than the previous two
cycles. Image from Mewaldt (2014).

to the overlapping years of data. The cumulative distribution would then not be a
true indicator for the higher flux region of the distribution. The additional data from
the smaller solar cycle would cause the distribution to show a decreased chance of
observing higher fluxes in the distribution than what actually exists.
The same sort of problems occur if multiple sources of data were added during
the larger solar cycles. For this example, consider the proton data set that comes from
the GOES satellites. If data from the Goddard Medium Energy (GME) experiment
(1986-2001) were added to the GOES data, the time period from 1986 to 2001 would
be weighted higher since there are multiple sets of data from this time period included
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in the cumulative distribution. This would cause the cumulative distribution to show
a higher probability of experiencing larger flux measurements than in reality due to
the higher flux measurements seen in Solar Cycle 22 and 23.
This is not to say that data from multiple satellites can not be used to construct the distribution. Rodriguez et al. (2014) has done extensive work to scale the
more recent GOES satellites (GOES-8 to GOES-15) so it would be reliable to use
these factors to scale one GOES satellite to another and use the combined dataset in
a cumulative distribution. However, it is still important not to include data from both
satellites during any overlap in time to avoid the issues mentioned above. In Chapter 3, multiple GOES satellites are combined to create the cumulative distributions
with careful consideration of the aforementioned precaution.

2.3.3

Poisson Statistics
As described in Section 2.1.3, this work focuses on SEP episodes. The use of

episodes over events is important because it allows the solar activity to be described
by Poisson statistics. This means that the occurrence of episodes is a Poisson Process
and can be described by the Poisson distribution. According to Koehrsen (2019),
a Poisson Process is “a model for a series of discrete events where the average time
between events is known, but the exact timing of events is random.” For SEP episodes
to be considered a Poisson Process, episodes must meet the following criteria:
 Episodes are independent of each other. The occurrence of one episode does

not affect the probability of another episode occurring.
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 The average rate (episodes per time period) is constant.
 Two episodes can not occur at the same time (Koehrsen, 2019).

Episodes can be considered independent of each other because episodes, which
are predominately from different active regions, are independent. An episode occurring in one active region does not affect the likelihood that another episode could
occur in a different active region. While this is mostly true, examining the historical
data shows that about ten percent of episodes come from multiple active regions. An
eruption in one active region can occur by chance while an episode due to eruptions
in a second active region is in progress. In addition, the magnetic field of the Sun is a
vast interconnecting web and there is probably some small influence on the magnetic
field in one active region from another active region. Indeed, sympathetic eruptions in
nearby active regions have been observed. For this work, it will be assumed that each
episode comes from only one active region and each active region is its own structure
that is independent from another active region.
It should be noted that there is a belief that there is an increase chance of
experiencing a higher peak flux during an episode when more events are combined.
To counteract this, Raukunen et al. (2018) split episodes and then randomly sampled
a number of events within to try to work around this issue for ground level enhancements. Ground level enhancements (GLE) are events where the ground-based
neutron monitors detect elevated levels of particles due to an SEP event. One of the
examples given in this paper is the October 22, 2003 episode, shown in Figure 2.15.
This episode had three ground level enhancements with one occurring on October 28,
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Figure 2.15: This figure shows the October 22, 2003 episode in channels P6 and P7
of the SEM instrument on the GOES-11 satellite.

October 29, and November 2.
While the author agrees that there is overlap of events in episodes that can
lead to a higher peak flux than one event alone, such cases are extremely rare. In the
October 22, 2003 episode, the October 28 and October 29 GLEs do overlap and both
GLEs are of equivalent size in GOES channel P7. However, the first GLE has dropped
by a factor of approximately 20-50 by the time the second GLE reaches its peak. This
means that the first GLE is only contributing between 2-5% of the flux at the peak of
the second GLE. This contributing flux is smaller than the systematic measurement
errors reported for some satellites (e.g. ACE). For the overlapping events to lead to a
significant increase in the peak flux of an episode, the two events would have to occur
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within 12 hours of each other and be of equivalent size. Otherwise, the fluxes from
the first event have decreased enough to be of little consequence to the second GLE.
Please note that the data in Figure 2.15 come from a satellite and are not from a
ground-based detector. However, the argument still stands if the ground-based data
was used.
If the number of episodes per time period are examined, it is found that the
average episode rate changes with the phase of the solar cycle. Solar maximum
tends to produce more active regions, which will increase the average episode rate.
However, these changes occur over the 11-year solar cycle. So over shorter time scales,
the average episode rate will appear to be constant. For this work, it will be assumed
that the average episode rate is constant over short periods of time.
The last criteria for episodes to be considered a Poisson Process is that two
episodes can not occur at the same time. However, due to the way that an episode is
defined in Section 2.1.3, there can never be two episodes occurring simultaneously. If
a second episode were to occur at the same time that the first episode is still active,
by definition, they would be the same episode. Using SEP episodes in lieu of SEP
events in this work allows for Poisson statistics to be applied. Because SEP events
can overlap one another, there is no way for SEP events to fulfill the third criteria
for a Poisson Process.
The time-independent Poisson statistics can be used here because the timing
of the occurrence of each episode is not influenced by the timing of other episodes
that may precede or follow it. This means that if there is no episode that occurs for
the first 30 days in a year, day 31 will still have the same probability of an episode
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occurring as there was on day one. For the rest of this work, episodes will be assumed
to be statistically independent of each other and therefore, time-independent Poisson
statistics can be used to describe them. The use of time-independent Poisson statistics
to describe episodes will be critical to the probabilistic modeling used in this work.
Poisson statistics are also important when discussing the flux. For heavier
elements, the number of particles that are detected in a given measurement can be
very small, especially if an episode is not occurring. The measured flux is a representation of the number of particles that are detected by the instrument over a given
energy range and during a given period of time. Each particle that is detected in the
instrument is really an event. This particle detection event fulfills the requirements
to be considered a Poisson Process. In other words, the flux has particles that arrive
independently of each other, the average rate is constant (background flux changes
slowly on a solar cycle scale), and two particles cannot occupy the same position in
space at the same time. The use of Poisson statistics to describe heavy ion fluxes will
be important during the data processing of heavier elements.

2.3.4

Levenberg-Marquardt Algorithm
There are a few spots in the MSSREM peak flux model where data needs to

be fit with a non-linear function. These fits can not be provided for the model ahead
of time since the data will vary depending on the user’s mission. To find these fits,
the MSSREM peak flux model uses the Levenberg-Marquardt algorithm, which can
be used to solve non-linear least squares problems (Press et al., 1992). While the
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mathematics involved with this algorithm is beyond the scope of this dissertation, a
brief description of the algorithm summarized from Press et al. (1992) follows.
The Levenberg-Marquardt Algorithm uses a combination of the inverse-Hessian
method and the steepest descent method to find the best fit to a set of data using
a predetermined function. In the steepest decent method, Marquardt (1963) proposed using a damping factor instead of a constant in the equation. This allows for
a summation of equations to replace equations used in both the inverse-Hessian and
steepest decent method.
An initial guess of the fit is then plugged into an equation of merit to determine
whether the initial guess produced a good fit. With a small value for the damping
factor, the summation is then solved. The values for each parameter is then used to
solve the equation of merit. This new value for the equation of merit is compared to
the initial value of the equation of merit. Depending on which value is bigger, the
damping factor is either increase or decreased. This process repeats until the equation
of merit changes by a value much smaller than one.
While there are other approaches that can be used to solve non-linear least
squares problems, the Levenberg-Marquardt algorithm has become the stand routine
to use for these problems (Press et al., 1992). In this work, there will be multiple
instances where the model is said to fit the data. In these cases, the LevenbergMarquardt algorithm was used to find the best fit of a function for a set of data.
In this chapter, the fundamental knowledge needed to understand the subject
of this dissertation has been provided. The reader should now understand the Earth
Sun system and how energetic particles arrive at Earth. In addition, the reader has
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learned which type of particles at Earth will be discussed in this work. There has also
been a review on the different historical and current models available. Finally, this
chapter provided the reader with some key methodologies that will be used throughout
this work.
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CHAPTER 3

EPISODE DATABASES

Before the probabilistic modeling techniques can be described, the datasets
that these techniques use needs to be discussed. This chapter will describe the steps
taken to create the continuous databases for the six primary elements. The chapter is
split into three main sections which discuss the proton, SEPEM, and ACE databases,
respectively. Each of these sections will outline how single continuous datasets were
created for each of the six primary elements. This chapter will conclude with a section
that discusses the two helium datasets that are used in this work.

3.1

Proton Data

This section will describe the process used to create the proton dataset. It
starts out by giving a description of the satellites and instruments which collected
the data. Then, the data cleaning and event identification process will be explained.
Finally, the process of normalizing the data to create single continuous datasets is
examined. For the years 2001-2013, the data processing and episode identification
was done in previous work by the author (Robinson, 2015). The following sections
expand upon what was written previously in Robinson (2015).
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3.1.1

Proton Instruments
The proton dataset was created using data from the Geostationary Operational

Environmental Satellite (GOES) series. The GOES satellites are a series of satellites
that were first launched in May of 1974. The GOES satellites orbit the Earth in
geostationary orbit, approximately 35,800 km above the Earth’s surface (Onsager
et al., 1996). Before each satellite is launched, the satellite is given a letter name,
e.g. GOES-I. The satellite is renamed using a number-based system, e.g. GOES-I
was renamed to GOES-8, once the satellite was in orbit (Leslie, 2005). The proton
data comes from the Space Environmental Monitor (SEM) package that is flown
on the GOES satellites until GOES-16 (which became operational on December 18,
2017). The proton data comes from the Space Environment In-Situ Suite (SEISS) on
GOES-16 and future satellites in the GOES series (GOES-R Series Program Office,
2015). The SEM package has two instruments, the Energetic Particle Sensor (EPS)
and the High Energy Proton and Alpha Detector (HEPAD). A complete description
of these instruments can be found in Onsager et al. (1996). The energy channels for
the instruments across all the satellites can be found in Table 3.1.
The proton data spans the years 1986 to 2016. For this research, GOES-6 was
used for the years 1986 through 1994, GOES-8 for 1995 through May 2003, GOES-11
for June 2003 to April 2010, and GOES-13 for May 2010 through 2016. The choice
of satellite was determined by following NOAA’s recommendations for the primary
satellite for proton measurements (NOAA, 2012). While these recommendations for
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Table 3.1: The proton energy channel widths for each of the GOES satellites.
GOES-6 through GOES-7
Proton
Lower
Upper
Channel Energy (MeV) Energy (MeV)
P1
0.6
4.2
P2
4.2
8.7
P3
8.7
14.5
P4
15
44
P5
39
82
P6
84
200
P7
110
900

GOES-8 through GOES-15
Lower
Upper
Energy (MeV) Energy (MeV)
0.74
4.2
4.2
8.7
8.7
14.5
15
40
38
82
84
200
110
900

the primary satellite referred only to the electron data, it was decided to use the
primary satellite for the proton data.
Recently, there has been work to reexamine the energy channel widths of the
GOES satellites. Sandberg et al. (2014) used the Goddard Medium Energy experiment on the IMP-8 satellite to redefine the effective energies for the uncorrected
GOES energy channels. The new effective energies for each channel that Sandberg
et al. found were validated by Rodriguez et al. (2017). In addition, Bruno (2017)
was able to redefine the effective energies of the P6 and P7 channels on the GOES13 and GOES-15 satellites using PAMELA SEP observations. The effective energies
for the GOES satellites used in this paper did not come from either of these works.
Instead, the effective energies used in this work were calculated using the approach
described in Robinson (2015) that uses the corrected GOES data. This process will
be explained in more detail in Section 4.5.
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3.1.2

Cleaning the Raw Data
The raw GOES proton data were downloaded off of NOAA’s website (see

NOAA, 2015). The data chosen were the corrected proton 5-minute. The data were
corrected using the Zwickl Algorithm (Zwickl, 1990). This algorithm was designed to
account for two effects in the data. The first effect is due to the use of passive shielding
in the instrument, which allows particles to pass through the shielding in any direction
and be counted as if they arrived through the front collimator (Zwickl, 1990). The
second effect is that a very high background is measured in the GOES sensors due
to cosmic rays and their production of secondary particles inside the GOES system
(Zwickl, 1990). The Zwickl Algorithm corrects for both of these effects.
The raw data contained some bad values that were scattered throughout it.
This bad data were marked with values of 32700 or -99999, depending on the format
of the data. It should be noted that the only format currently found on NOAA’s
website uses the value -99999 to mark the bad data. The other bad value marker was
used in an older format of the data, which has been removed from the current website
but was present when a majority of the data discussed here were downloaded from the
website. The bad data markers were inserted into the data by the satellite operators
whenever there were data gaps, the satellite was changing location, or there were
issues in the data. To remove the bad data from our dataset, one of two methods was
applied. If the bad data was only one or two successive 5-minute data measurements,
linear interpolation was used to interpolate the proceeding and following good data.
If the bad data consisted of three or more 5-minute measurements in a row, the value
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9 × 106 was inserted to identify sections of data that were missing. These gaps of
missing data were only filled if there was a solar particle event in progress during that
time. This will be discussed in more detail in Section 3.1.3.
The raw data also had some bad data that were not marked with these bad
data values. Sandberg et al. (2014) discusses these issues in more detail. These bad
data were not corrected in this work. Due to the limited number of these data and
the fact that they never were greater than the peak flux, these bad data had a limited
effect on the dataset and the cumulative distributions.
The next step to clean the data was to subtract off the background cosmic
rays and particles of magnetospheric origin. To do this, the 5-minute flux data for
every year was converted into daily flux averages. The daily flux averages were then
examined to find a period of at least seven days that had the lowest daily averages
of the entire year. The low flux period was then averaged together and was used to
represent that background for the entire year. The daily averages for the year 2002
are shown in Figure 3.1. The background in this figure is shown by the horizontal
line on the graph, covering the days May 31 to July 2. The background time period
for each channel in a given year do not have to be the same time of the year or length
in all channels. For example, the background time period for channel P6 in 2002 is
from April 23 to August 1 and not the same time period used in channel P2. With
these background time periods identified, the flux was averaged over the whole period
to find the cosmic ray and particles of magnetospheric origin background for entire
year. These background values were then subtracted off of the cleaned 5-minute flux
measurements.
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Figure 3.1: The daily flux averages for the year 2002 are shown above. The period
that was chosen for the background for the entire year is marked with a horizontal
line above it on the graph.

The cleaned background-subtracted 5-minute flux measurements were then
converted into 30-minute averages that would be used to identify the particle events
in the data. The choice of converting the data into 30-minute averages had both
positives and negatives. Averaging the data into 30-minute measurements reduced the
temporal resolution, making it impossible to recreate the 5-minute data going forward.
However, in using the 30-minute averaged data, the higher statistical precision made
identifying periods of increased flux easier. In addition, the 30-minute data were used
in Robinson (2015), which would allow the author to use the previously identified start
and stop times for episodes for the years 2000 through 2013. The increased statistical
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precision can be compared in Figure 3.2. As one can clearly see, all events in the
month can be seen in both figures. However, in the 30-minute plot (Figure 3.2b), the
higher statistical precision makes it easier to identify when an episode of proton flux
starts and stops.
After plotting the GOES-6 data, there were a couple issues with channels P4
and P5 on this satellite. First, channel P4 had an elevated background throughout
the entire lifetime of the satellite. While this effect was hard to see in the channel by
itself, it was obvious during strong solar proton episodes. The flux for an episode in
channels P3 and P5 would be higher and wider than one seen in channel P4. This
made it difficult to get quality onset and end times for channel P4. Figure 3.3 shows
an example of when the channel P4 data is low compared to the surrounding channels.
It is believed that a low bias voltage in channel P4 is the cause of the channel’s issues
(Rodriguez, 2016).
There was also an issue with the systematic background of the instrument
increasing by a factor of five in channels P5 through P7 in April 1992 to May 1992.
This shift is shown in Figure 3.4. The systematic background shift was corrected
about a month later in channels P6 and P7 but remained in channel P5. There was a
small episode that occurred during May 1992 while the systematic background shift
was still present in the data. While this could have been cleaned for channels P6
and P7, it was decided that correcting this would not be worth it. Instead, the data
were included in the database as is. The inclusion of these data contributed less
than 0.4% of the cumulative distribution in either channel and does not effect the
overall cumulative distribution. However, the shift was never corrected for channel
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(a) The 5-minute flux measurements have been plotted for January 2000.

(b) The 30-minute averaged flux measurements have been plotted for January 2000.

Figure 3.2: Channel P2 5-minute and 30-minute average fluxes are plotted for the
month January 2000. The exact start and stop times of an event can be seen much
easier in the 30-minute data.
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Figure 3.3: The November 1988 data are plotted from the GOES-6 satellite. The
channel P4 data are lower than the channel P3 and P5 data during the episode on
day 313. Note that the large spikes in all the channels on days 307 and 327 are the
9 × 106 values that are used to mark the location of the bad values in the GOES data.

P5 and this left about two and a half years of data in P5 that had a higher systematic
background than the rest of the channel.
Instead of trying to correct the data arbitrarily, it was decided that another
data source would be used for the entirety of channel P4 data from GOES-6 and
the channel P5 data for the years 1992 to 1994. These data were replaced with
data from the Goddard Medium Energy (GME) experiment on the Interplanetary
Monitoring Platform-8 (IMP-8). The processing of this GME data was done by
Xapsos and Stauffer (2005) and used in Robinson (2015). The GME data has 29
channels spanning the energy range 0.88-485 M eV . The episodes were identified in
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Figure 3.4: Channel P5-P7 have been plotted for April 1992 to May 1992. These
months show the systematic background increase in the higher energy channels of
GOES-6. Only channel P5 maintains this increase for the rest of the satellite’s lifetime.

the GME data when the flux rose above 4 protons ∗ cm−2 s−1 sr−1 M eV −1 in the 1.15
to 1.43 M eV energy channel or 0.001 protons ∗ cm−2 s−1 sr−1 M eV −1 in the 42.9 to
51.0 M eV energy channel on the GME instrument. To convert the GME data into
the GOES-8 channels, multiple channels of GME data were combined together to
form the width of the larger GOES channels. The GME data were then multiplied
by a normalization factor to match the GOES-8 data. A detailed description of
this normalization process is given in Section 3.1.4. This process provided a reliable
method for replacing the bad data in channels P4 and P5 from GOES-6.
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3.1.3

Episode Identification
With the data finally cleaned and background-subtracted, each channel for

every month of the 30-minute data was plotted. One of the first things that was
noticed was that channel P1 contains a lot of daily fluctuations that were seen over
all the GOES satellites. These daily fluctuations, shown in Figure 3.5, are caused
by magnetospheric particles that add a time-varying background to the data. As
can be seen in Figure 3.5a, channel P1 fluctuates over the entire month. Large
episodes can usually be seen in channel P1 to some degree (e.g. minutes 153000 to
164000 in Figure 3.5a) but the elevated background level for the month makes it
nearly impossible to identify when episodes begin and end. Comparing Figure 3.5a
and Figure 3.5b, the fluctuations easily stand out during the time period 139000
to 144000 minutes. The smaller episodes of the month are hard to distinguish in
the presence of the background in channel P1. Due to these fluctuations and the
increased difficulty of identifying episodes, channel P1 was excluded from the dataset
for all GOES satellites.
The process for identifying proton episodes is completely done by eye. Episodes
were identified whenever the flux rose above the residual background, as shown in
Figure 3.6. The episode in this channel spans the time period of day 187 to 221 of
the year 2012. The flux approaches the residual background on day 195 and crosses
beneath the residual background on day 210. Since the flux concentration at these
two times were still well above the residual background, the episode was considered
continuous over those two time frames. The onset and end times for episodes were not
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(a) The 30-minute flux measurements for channel P1 in April 2002.

(b) The 30-minute flux measurements for channel P2 in April 2002.

Figure 3.5: Channel P1 and P2 are plotted for the month of April 2002. The daily
fluctuations caused by magnetospheric particles make the channel P1 data nearly
impossible to include in this dataset.
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Figure 3.6: The July 4, 2012 episode is plotted along with the residual background.
The flux starts to rise above the residual background around day 187 and returns to
background around day 221.

the same through all channels during which the episode was active. The criteria that
the proton flux had to rise above background in a given channel is the determining
factor in deciding the onset and end times for an event. For example, in channel P4
of the same episode (see Figure 3.7), the flux returns to background in the middle of
the episode from days 197 to 200. The proton flux does not return to background at
day 195 mark since the average flux is consistently higher than the background.
At multiple times throughout this research, it was discussed if there was some
way to automate the process of identifying episodes. The easiest method would be to
implement a threshold level in the proton flux such that if the 30-minute flux crosses
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Figure 3.7: The July 4, 2012 episode is plotted along with the residual background
for channel P4. Unlike in channel P2 (Figure 3.6), the proton flux drops to background
between days 197 to 200.

the threshold level, it would signal the start of an episode. This threshold approach
is used widely in the field, most notably by NOAA in their list of solar proton events
(Gurman, 2016). It show be noted that the events in this list refer to proton events
that may persist longer than just a single flare or CME. They cover the entire time
period that the proton flux is above the background level. However, if, for example,
a threshold level was chosen for the proton flux to determine episode onset and end
times, episodes that are below the threshold level but above the background could
go undetected. To create a true cumulative distribution for the entire time period,
all the flux measurements have to be included in the distribution, no matter the size.
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This argument was used against the implementation of a threshold-level identification
system even though it could have saved some time.
While examining the data to identify the proton episodes, all episodes were
checked to make sure that they didn’t have any 9 × 106 values during the episode.
If the episode had this value in it, the data had to be replaced since it was missing. This was done in a couple different ways. First, the secondary satellites for
proton fluxes were checked to see if there was data during the gap time periods. The
secondary satellites are also announced in NOAA announcements for the primary
satellite (NOAA, 2012). The data from the secondary satellites were inserted into the
5-minute cleaned proton data. The background was then subtracted for the month
and the resulting data converted into 30-minute averages. The author decided not to
normalize the secondary data to the primary instrument because the data gaps were
never very long. The author did examine the secondary data to make sure there was
not any major differences between the secondary data and the surrounding primary
data.
If the secondary data also had a data gap or the data was not similar to the
surrounding primary data, the primary satellite data gap was interpolated. This
interpolation was never used for longer than a 2-hour time period in the 5-minute
data (24 data points in a row). The last way that these data gaps were handled was
by ignoring them. This only happened for data from the GOES-6 instrument. There
were approximately five large data gaps scattered throughout the data that did occur
during episodes and had gaps in the secondary satellite data. Since these data gaps
were quite large (a couple were over 100 measurements in the 5-minute data), the
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author felt like these gaps were too large to interpolate. Instead, the author decided
to say that the episode produced no flux above background during this time. This
would make the distribution less complete. However, since the gaps were randomly
placed during the episode and the gaps were not in some of the largest episodes
on record, as a consequence, this missing data would have a minimal effect on the
cumulative distribution. Once these gaps were converted into the 30-minute average
data, the gap only consisted of approximately 20 measurements in a row in the 30minute data. It should be noted that when the active time ratio lists were calculated,
these large gaps were treated as having flux above background.

3.1.4

Creating a Continuous Dataset
Now that all the episodes have been identified in the proton data, the next

step is to find a way to normalize the data to create a continuous dataset. If the
data are not normalized, the flux measurements can not be compared between the
different satellites due to differences in each instrument calibrations on the different
satellites. It was decided to normalize each of the GOES satellites to GOES-8 since
GOES-8 has been widely used in past work.
To create the continuous dataset, the four GOES satellites used in this research
had to be normalized to one another. GOES-8, -11, and -13 were normalized in previous work done by Rodriguez et al. (2014). These normalization factors can be found in
Table 3.2. In order to normalize GOES-6 to the other GOES satellites, the Goddard
Medium Energy (GME) experiment on the Interplanetary Platform Monitor-8 (IMP8) had to be used as an intermediate data source. The GME data was used as an
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Table 3.2: The scaling factors found by Rodriguez et al. (2014) are present below.
These scaling factors were used to scale GOES-11 and GOES-13 to GOES-8.
GOES-13 to
Channel
GOES-11
P2
1.01
P3
0.937
P4
1.299
P5
0.928
P6
1.068
P7
1.056

GOES-10 to
GOES-8
1.056
0.827
0.914
0.917
1.004
0.968

GOES-13 to
GOES-10
1.126
0.981
1.213
1.005
1.128
1.013

intermediate because there was no temporal overlap between GOES-6 and the other
GOES satellites. Also, GME is considered the ‘gold standard’ of satellite instrument
measurements. In addition, GME was operational for the entire lifetime of GOES-6
and most of the lifetime of GOES-8. The GME data were previously processed by
Xapsos and Stauffer (2005) and discussed in Robinson (2015) and Robinson et al.
(2018).
The normalization between the GOES-6, GOES-8, and GME data was achieved
by identifying large episodes in all three datasets that were well above background.
Each episode was then studied to see if it met two conditions. The first condition
was that the period of the episode had to occur in an environment which was believed to be isotropic. The reason for using an isotropic environment was that the
GOES and IMP-8 satellites were not always pointed in the same part of the sky. The
GOES satellites are in geosynchronous orbit and therefore take a full day to scan the
entire sky. IMP-8 was spinning on its axis and scanned the entire sky during each
30-minute measurement. Using an isotropic environment allowed for comparisons to
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be done between the satellites where there would be the best chance for the satellites
to be observing the same environment, no matter which way the satellite was pointing in the sky. For this work, it was decided that the environment became isotropic
shortly after the peak occurred in an episode.
The second condition was that the period of the episode used in the normalization was well above background. Choosing the flux much larger than the background
flux levels during periods of the selected episodes allowed for a comparison between
instruments with minimal effects coming from the instrumentation differences. A
period of time was eliminated from the normalization process if the flux from the
episode was not at least ten times greater than the background.
Using these two conditions, episodes were identified that could be used for
the normalization process. One thing that the author had to be careful about is
gaps in the GME coverage. In the previously processed work by Xapsos and Stauffer
(2005), the gaps were filled with the GOES data that were scaled to the GME data or
through linear and logarithmic interpolation across the gap. The author tried to find
periods of time that had no missing data to ensure that the comparisons between the
instruments were as accurate as possible and did not include data from an outside
source. To verify that the GME data had no gaps or at least that the gaps were not
filled with the GOES data, the online GME data were verified to make sure that any
potential normalization period came directly from the GME data. The GOES data
also contained some missing data over its lifetime, but there were significantly fewer
gaps and it was therefore much easier to exclude these gaps from the normalization
process.
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Figure 3.8: The October 27, 1991 episode is plotted above. The time period between
436125 and 436815 for channels P5-P7 was used for normalizing the GME and GOES6 instruments. The lower energy channels did not have an isotropic environment
during this time.

The GOES data were scanned by eye to locate large episodes that were well
above background in all energy channels. The episode was then examined to make
sure there was an isotropic period that was well above background. An example
of an isotropic period from GOES-6 that was used for the normalization process is
shown in Figure 3.8. For this episode, the period of time between 436125 and 436815
(measured in minutes since the beginning of the first of the year) was used to help
normalize channel P5-P7 from GOES-6 to GME. The lower energy channels could
not be used in this episode because a softer event occurs around the 437400 minute
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mark of this year. This soft event did not have any high energy protons in it and the
event is not seen in the higher energy channels.
The periods of time used in the normalization process for GOES-6 and GOES-8
to GME are shown in Table 3.3 and Table 3.4, respectively. The normalization periods
chosen for each channel were not the same across most of the channels due to the
challenge of finding good periods of times to use for the comparisons. In the lower
GOES energy channels, there were usually more peaks in the data than the higher
ones. This created a problem of trying to find an isotropic time during the episode
because there was not a lot of time in between peaks where one could realistically
say the proton environment was isotropic. The high energy channels also created
a problem for identifying the normalization time periods because the flux usually
falls to background fairly quickly in these higher energy channels. This made finding
events that persisted well above background during an isotropic environment quite
challenging. Both of these issues can be seen in October 27, 1991 episode shown in
Figure 3.8. In addition, the data gaps in the GME dataset prevented some promising
episodes in GOES from being used. These episodes had time periods that met both
of the normalization conditions but could not be used because there was a large data
gap in the GME data during this time period.
With usable periods identified, the normalization factors could now be calculated. The GOES 30-minute flux measurements were summed up across an individual
normalization time period. This sum was then multiplied by the number of seconds
in 30 minutes and the width of the energy channel. This produced a fluence over the
entire normalization time period. The GME data was converted to a fluence using a
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Table 3.3: The date and time of the normalization periods for each channel used to scale GOES-6 to GME are given. Due to
an extremely high background in GOES-6, channel P4 was not used. All times are UTC.

Channel P2
Channel P3
Channel P5
Channel P6
Channel P7
Start
End
Start
End
Start
End
Start
End
Start
End
6/30/88
7/1/88
6/30/88
7/1/88
7/25/89 7/25/89 7/25/89 7/25/89 7/25/89 7/25/89
17:45
5:15
17:45
5:15
17:45
22:15
17:45
22:15
17:45
22:15
10/21/89 10/22/89 10/21/89 10/22/89 10/21/89 10/22/89 5/22/90 5/23/90 5/22/90 5/23/90
13:15
2:15
13:15
2:15
13:15
2:15
15:15
6:15
15:15
6:15
3/20/90 3/20/90 3/20/90 3/20/90 5/22/90 5/23/90 10/30/91 10/31/91 10/30/91 10/31/91
10:45
18:15
10:45
18:15
15:15
6:15
20:45
4:45
20:45
4:45
2/1/91
2/1/91
2/1/91
2/1/91 10/30/91 10/31/91
12:15
20:15
12:15
20:15
20:45
4:45
5/13/91 5/14/91 5/13/91 5/14/91
18:15
2:15
18:15
2:15
6/16/91 6/16/91
13:45
17:15
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Table 3.4: The date and time of the normalization periods for each channel used to
normalize GOES-8 to GME are given. All times are UTC.
Channel P2
Channel P3
Channel P4
Start
End
Start
End
Start
End
10/20/95 10/21/95 10/20/95 10/21/95 10/20/95 10/21/95
19:45
3:15
19:45
3:15
19:45
3:15
11/5/97 11/6/97 11/5/97 11/6/97
5/3/98
5/3/98
18:45
5:15
18:45
5:15
0:15
13:45
6/8/00
6/9/00
4/12/01 4/12/01
6/5/99
6/6/99
21:15
5:45
4:15
9:15
5:45
1:15
4/12/01 4/12/01
9/13/00 9/14/00
4:15
9:15
18:15
6:15
Channel P5
Channel P6
Channel P7
Start
End
Start
End
Start
End
11/7/97 11/7/97 11/7/97 11/7/97 11/7/97 11/7/97
5:45
14:45
5:45
14:45
5:45
14:45
5/3/98
5/3/98
5/2/98
5/3/98
5/2/98
5/3/98
0:15
13:45
15:45
1:45
15:45
1:45
4/16/01 4/16/01 4/16/01 4/16/01 4/16/01 4/16/01
2:45
14:15
2:45
14:15
2:45
14:15
8/16/01 8/17/01 8/16/01 8/17/01 8/16/01 8/17/01
13:15
5:45
13:15
5:45
13:15
5:45

similar process. The GME channels were converted into a fluence by first summing
up all the fluxes. Then the fluxes in each channel were multiplied by the number of
seconds in 30 minutes and the width of each GME energy channel. Since the GME
energy channels were significantly smaller than the GOES energy channels (see Table 3.5), the GME fluence from multiple energy channels were combined to match the
energy channel widths from the GOES satellites.
With the fluences calculated for the normalization periods, the normalization
factors for the GOES-6 and GOES-8 to GME could be found. The ratio of fluences for
each channel in each episode were averaged together to determine the normalization
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Table 3.5: A list of the GME channels and their widths that were used in the GME
data portion of the episode database. These are the energy channels that Xapsos and
Stauffer (2005) used when they first built the GME database.
GME
Lower
Channel Energy (MeV)
1
0.88
2
1.15
3
1.43
4
1.79
5
2.27
6
3.03
7
4.2
8
4.94
9
5.96
10
7.25
11
8.65
12
11.1
13
13.6
14
16.1
15
19.24
16
24.2
17
28.7
18
35.2
19
42.9
20
51
21
63.2
22
84
23
92.5
24
107
25
121
26
154
27
178
28
230
29
327
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Upper
Energy (MeV)
1.15
1.43
1.79
2.27
3.03
4.2
4.94
5.96
7.25
8.65
11.1
13.6
16.1
19.24
24.2
28.7
35.2
42.9
51
63.2
84
92.5
107
121
154
178
230
327
485

Table 3.6: The normalization factors between the GOES and GME datasets for each
channel are shown below. Since the channel P4 data for GOES-6 were not used in
this work, there is no normalization factor for this channel.
GOES-6
Channel
to GME
P2
0.96810285
P3
0.86756728
P4
P5
1.76439993
P6
2.08335933
P7
4.60964312

GOES-8
to GME
0.94471173
1.23457991
2.1981906
1.54407902
1.85843788
5.33218053

Table 3.7: The normalization factors for the GOES satellites to GOES-8 are shown
here. There is no normalization factor for GOES-6 channel P4 since the data from
that channel were not used.
GOES-6
Channel to GOES-8
P2
1.025
P3
0.703
P4
P5
1.143
P6
1.121
P7
0.864

GOES-11
to GOES-8
1.177
0.866
0.853
0.993
1.06
0.928

GOES-13
to GOES-8
1.19
0.811
1.109
0.922
1.132
0.98

factors that were used in this work. The GOES to GME normalization factors can be
found in Table 3.6. The normalization factors used to normalize each GOES satellite
to GOES-8 are shown in Table 3.7.

3.2

SEPEM Data

The SEPEM data that are used in this study will be described in this section. The helium data comes from two different sources, with the first one being the
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Solar Energetic Particle Environment Modelling (SEPEM) system, developed by the
European Space Agency. The SEPEM data have been processed by Crosby et al.
(2015). A brief description of the data will be given. Then the process used to identify episodes in the helium data will be described. This process is very similar to the
one used for protons in Section 3.1.3.

3.2.1

SEPEM System
The Solar Energetic Particle Environment Modelling system was developed

with funding by the European Space Agency (Crosby et al., 2015). The SEPEM
system used the GOES satellites and their precursors, Synchronous Meteorological
Satellite (SMS), to build a continuous database of SEP fluxes. All of these satellite
flew similar instruments (the SEM package), which allowed for similar measurements
to be taken by all the satellites. The database spans a 42 year period, from 1974
to 2015. The helium data from the SEPEM system have been used in this study.
The cleaning and normalization of the different GOES satellites used in the SEPEM
system will be briefly discussed in this section.
The SEPEM database consists of data from nine satellites. The usage period
for each of these satellites contributing to the SEPEM database is shown in Table 3.8.
The helium energy channels for these satellites are found in Table 3.9. Even though
the instruments on the spacecraft were very similar, the energy channels varied between the satellites. Jiggens et al. (2018b) used the IMP-8/GME helium data and
followed the procedure laid out in Sandberg et al. (2014) to cross-calibrate the satellites.
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Table 3.8: The time periods for the data used from each satellite in the SEPEM
database. The data in this table originally appeared in Jiggens et al. (2018b).
Spacecraft
SMS-01
SMS-01
GOES-01
GOES-02
GOES-05
GOES-07
GOES-08
GOES-11
GOES-13

Usage in SEPEM
1974-07-01 - 1975-01-31
1975-02-01 - 1977-03-31
1977-04-01 - 1977-07-31
1977-08-01 - 1983-05-19
1983-05-20 - 1987-03-05
1987-03-06 - 1994-12-31
1995-01-01 - 2003-06-16
2003-06-17 - 2011-01-31
2011-02-01 - 2015-12-31

Table 3.9: The helium energy channels for the SMS and GOES satellites. The
energies given in this table are in units of M eV . This table originally appeared in
Jiggens et al. (2018b).

Channel
A1
A2
A3
A4
A5
A6

SMS01-02 GOES02 GOES01
GOES03
4.0-10.0
3.2-10.0
10.0-16.0
10.0-16.0
18.0-56.0
16.0-60.0
71.0-150
85.0-182
167-245
156-228
340-392
326-412

GOES05 GOES07
3.8-9.9
9.9-21.3
21.3-61.0
60.0-180
160-260
330-500

GOES08 GOES12
4.0-10.0
10.0-21.0
21.0-60.0
60.0-150
150-250
300-500

GOES13 GOES15
3.8-9.9
9.9-20.5
20.5-61.0
60.0-160
160-260
330-500

Sandberg et al. (2014) and Jiggens et al. (2018b) described the process used to
cross calibrate the instruments and form new energy channels. Essentially, the GOES
helium data were compared with the helium data from the GME experiment onboard
IMP-8. The GME data were used as a ”virtual tunable transmitter” to determine
the characteristic GOES channels (Sandberg et al., 2014). The new energy channels
for the SEPEM helium data are given in Table 3.10.

73

Table 3.10: The SEPEM helium energy channels given in this table are in units of
M eV . This energy channels in this table were obtained from Jiggens et al. (2018b).
Channel Lower Upper
1
5
7.23
2
7.23
10.46
3
10.46 15.12
4
15.12 21.87
5
21.87 31.62
6
31.62 45.73
7
45.73 66.13
8
66.13 95.64

Mean
6.01
8.7
12.58
18.18
26.3
38.03
54.99
79.53

There have been multiple releases of the SEPEM reference dataset. The
SEPEM Version 2.0 included the addition of the background subtracted helium data.
The SEPEM Version 2.1 included the background subtraction for the protons dataset.
In this work, the SEPEM data refers to the SEPEM Version 2.0 helium data. While
there is the more recent release of SEPEM Version 2.1, the helium data were searched
for any differences between the two different versions and none were found from the
40 plus years of data.

3.2.2

Episode Identification
The episode identification process was very similar to what was described

earlier for the protons in Section 3.1.3. The main differences were that the 5-minute
data were used and not all time periods had to be searched for an episode. The
5-minute data were not converted into 30-minute averaged data for the helium data.
The main reason was that the SEPEM database had quite a few years where the
flux was reported as zero for many measurements. Since there were more zero flux
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measurements in the database, the resolution of the data was more clear than was
seen in the proton data. This is illustrated in Figure 3.9b. There is very little helium
flux during this time period. Most of the measurements had zero flux during this
time.
The second main difference was that not all the helium data had to be searched
for episodes. Since protons are the most abundant element in SEP detected at Earth,
there will always be a proton episode when the helium flux is above background due
to the elemental composition in a solar energetic particle episode. However, there will
not always be a helium component to the SEP episode. For this reason, the helium
data only had to be searched during periods of time when the proton flux in channel
P2 was above background. This effect is illustrated in Figure 3.9. The lowest energy
channel for both protons and helium have been plotted to illustrate how the helium
flux is only above background when the proton flux is also above background.
Episodes in the helium data were identified by eye in the same manner as
described in Section 3.1.3. The episode starts when the flux raises above the residual
background in the channel and the episode ends when the flux returns to the residual
background level. Just like the higher protons channels, the helium episodes also used
the temporal extent identified by the channel P2 data for protons. So an episode can
return to background multiple times in any of the channels in the helium data and it
would be considered the same episode as long as the flux remained above background
the whole time in the channel P2 proton data. The episode identification is classified
this way in order to not artificially inflate the number of episodes in the helium data.
The probabilistic model approach discussed in Section 4.1.2 requires the temporal
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(a) The September 7, 2005 episode is shown above.

(b) The October 17, 2002 episode is shown above.

Figure 3.9: The two plots shown here illustrate how the proton flux is always above
background when a helium episode is occurring but there won’t always be a helium
episode when the proton flux is above background. The top plot is the September 7,
2005 episode. The bottom plot is the October 17, 2002 episode.
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extent of individual episodes to be consistent across all the elements. If there were
two helium episodes that occurred during a single proton episode, it would make the
helium design reference environment artificially higher than it should be. This issue
will be explained in more depth in Section 4.1.2.

3.3

ACE Data

The following describes the process used to build the ACE helium and heavy
ion databases. First, a description of the instrument used to build the databases will
be given. Then, a section describing the background subtraction process and episode
identification process will be provided.

3.3.1

ACE SIS Instrument
The ACE helium and heavy ion data come from the Solar Isotope Spectrome-

ter (SIS) onboard the Advanced Composition Explorer (ACE). ACE was launched on
August 25, 1997 and arrived at the L1 Lagrangian point within a few months (Russell et al., 1998). Lagrangian points are “positions in space where the gravitational
forces of a two body system like the Sun and the Earth produce enhanced regions of
attraction and repulsion” (Cornish, 2019). There are five Lagrangian Points in the
Earth-Sun system, shown in Figure 3.10. The L1 Lagrangian point is roughly 1.5
million kilometers from Earth and lies directly between the Earth and Sun (Cornish,
1998).
The SIS instrument is one of nine instruments on ACE. The SIS instrument
is made up of two identical stacks of silicon detectors (Russell et al., 1998). Each
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Figure 3.10: This image shows the five Lagrangian Points that exist in the Earth-Sun
system. The ACE satellite orbits the L1 point in a similar motion as demonstrated by
the satellite orbiting the L2 point in the figure. This image was not drawn to scaled
and was obtained from Cornish (2019).

stack consists of 17 high-purity silicon detectors (Russell et al., 1998). The first
two detectors are used to measure the trajectory and energy loss of incident particle
(Russell et al., 1998). The other 15 detectors in each stack are single-electrode silicon
devices (Russell et al., 1998). Three Kapton windows provide protection of the SIS
telescopes from sunlight and micro-meteorites (Russell et al., 1998). The geometry
factor for the instrument is 38.4 cm2 ∗ sr (Stone et al., 1998).
The SIS instrument measures particles Z=2-30 in the 10-100 Mev/nuc range
(Russell et al., 1998). The ACE website allows users to download portions of the
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SIS instrument data, allowing the user to choose the energy range and the elements
for each download. For this work, all 14 elements available on the ACE SIS website
were downloaded. Each element had 8 energy channels that spanned different energy
ranges. The elements and energy channels used in this work are shown in Table 3.11.
The ACE SIS data used in this dissertation span the years 1997 through 2016 for all
elements. The ACE SIS data will be referred to as the ACE data for the rest of this
work.
Table 3.11: The SIS energy channels flown on the ACE satellite.
Elemental Channel Lower Energy (MeV) Upper Energy (MeV)
He Ch 1
3.43
4.74
He Ch 2
4.74
6.13
He Ch 3
6.13
7.29
He Ch 4
7.29
9.72
He Ch 5
9.72
13.59
He Ch 6
13.59
17.96
He Ch 7
17.96
29.35
He Ch 8
29.35
41.19
C Ch 1
6.426
8.62
C Ch 2
8.62
11.23
C Ch 3
11.23
13.4
C Ch 4
13.4
17.94
C Ch 5
17.94
25.12
C Ch 6
25.12
33.21
C Ch 7
33.21
54.3
C Ch 8
54.3
76.34
N Ch 1
6.8744
9.33
N Ch 2
9.33
12.18
N Ch 3
12.18
14.56
N Ch 4
14.56
19.51
N Ch 5
19.51
27.34
N Ch 6
27.34
36.17
N Ch 7
36.17
59.19
N Ch 8
59.19
83.26
O Ch 1
7.29675
9.99
Continued on next page
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Table 3.11 – Continued from previous page
Elemental Channel Lower Energy (MeV) Upper Energy (MeV)
O Ch 2
9.99
13.07
O Ch 3
13.07
15.63
O Ch 4
15.63
20.97
O Ch 5
20.97
29.42
O Ch 6
29.42
38.94
O Ch 7
38.94
63.77
O Ch 8
63.77
89.78
Ne Ch 1
8.0546
11.15
Ne Ch 2
11.15
14.64
Ne Ch 3
14.64
17.56
Ne Ch 4
17.56
23.62
Ne Ch 5
23.62
33.22
Ne Ch 6
33.22
44.02
Ne Ch 7
44.02
72.24
Ne Ch 8
72.24
101.83
Na Ch 1
8.1473
11.34
Na Ch 2
11.34
14.94
Na Ch 3
14.94
17.94
Na Ch 4
17.94
24.19
Na Ch 5
24.19
34.08
Na Ch 6
34.08
45.21
Na Ch 7
45.21
74.28
Na Ch 8
74.28
104.77
Mg Ch 1
8.68175
12.16
Mg Ch 2
12.16
16.03
Mg Ch 3
16.03
19.26
Mg Ch 4
19.26
25.99
Mg Ch 5
25.99
36.64
Mg Ch 6
36.64
48.63
Mg Ch 7
48.63
79.97
Mg Ch 8
79.97
112.9
Al Ch 1
8.74325
12.3
Al Ch 2
12.3
16.27
Al Ch 3
16.27
19.58
Al Ch 4
19.58
26.48
Al Ch 5
26.48
37.4
Al Ch 6
37.4
49.7
Al Ch 7
49.7
81.83
Al Ch 8
81.83
115.6
Si Ch 1
9.2106
13.04
Continued on next page
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Table 3.11 – Continued from previous page
Elemental Channel Lower Energy (MeV) Upper Energy (MeV)
Si Ch 2
13.04
17.26
Si Ch 3
17.26
20.79
Si Ch 4
20.79
28.13
Si Ch 5
28.13
39.76
Si Ch 6
39.76
52.87
Si Ch 7
52.87
87.14
Si Ch 8
87.14
123.2
S Ch 1
9.7002
13.83
S Ch 2
13.83
18.37
S Ch 3
18.37
22.17
S Ch 4
22.17
30.1
S Ch 5
30.1
42.66
S Ch 6
42.66
56.81
S Ch 7
56.81
93.85
S Ch 8
93.85
132.9
Ar Ch 1
10.098
14.59
Ar Ch 2
14.59
19.54
Ar Ch 3
19.54
23.67
Ar Ch 4
23.67
32.3
Ar Ch 5
32.3
46
Ar Ch 6
46
61.44
Ar Ch 7
61.44
101.81
Ar Ch 8
101.81
144.35
Ca Ch 1
10.4856
15.16
Ca Ch 2
15.16
20.3
Ca Ch 3
20.3
24.61
Ca Ch 4
24.61
33.6
Ca Ch 5
33.6
47.87
Ca Ch 6
47.87
63.99
Ca Ch 7
63.99
106.22
Ca Ch 8
106.22
150.87
Fe Ch 1
10.6794
15.83
Fe Ch 2
15.83
21.53
Fe Ch 3
21.53
26.3
Fe Ch 4
26.3
36.31
Fe Ch 5
36.31
52.22
Fe Ch 6
52.22
70.23
Fe Ch 7
70.23
117.53
Fe Ch 8
117.53
167.66
Ni Ch 1
11.2302
16.71
Continued on next page
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Table 3.11 – Continued from previous page
Elemental Channel Lower Energy (MeV) Upper Energy (MeV)
Ni Ch 2
16.71
22.76
Ni Ch 3
22.76
27.85
Ni Ch 4
27.85
38.5
Ni Ch 5
38.5
55.47
Ni Ch 6
55.47
74.69
Ni Ch 7
74.69
125.24
Ni Ch 8
125.24
178.96
There are multiple levels of data that come from ACE, ranging from Level 0
to Level 3 (ACE Science Center, 2015). Level 0 data is processed by the ACE Science
Center (ACS) at Caltech. Level 0 processing removes duplicate data and puts it in
chronological order (ACE Science Center, 2015). Level 1 data is also processed at
the ACS. During Level 1 processing, the data is put into a format that is requested
by the instrument team (ACE Science Center, 2015). In addition, ancillary satellite
data is put into the Level 1 dataset, including, but not limited to, the position of
the spacecraft and calibration of the spacecraft clock (ACE Science Center, 2015).
Level 2 data is processed by the instrument team. Level 2 processing includes the
data calibration and sorting the data into energy and time bins (ACE Science Center,
2015). Level 3 data are data, plots, and lists provided by the ACE team members
(ACE Science Center, 2015). The Level 2 1-hour averaged data were chosen for this
work since the Level 2 data are suitable for scientific work (ACE Science Center,
2000a).

3.3.2

Background Subtraction and Episode Identification
With the ACE data in hand, the datasets could be constructed. The first step

was to find the cosmic ray background for the data, which required the author to
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take a different approach than what was used for the protons. As was mentioned in
Section 2.3.3, the numbers of particles detected during each measurement is so low
that Poisson statistics come into play. For this reason, the background flux could not
be calculated in the same manner as the protons.
Converting the fluxes into daily averages and finding a couple week period
with the lowest flux would be challenge for most of the elements since there were a
lot of measurements that record zero flux. Recall that protons make up a majority of
the SEPs measured during an episode so all episodes will have a proton component to
the flux. This means that helium and heavy ions can only appear above background
when there was a proton episode active. To find the background for a given year,
all the data that were outside of a proton episode’s temporal bounds were averaged
together. The average did include all the zero flux measurements because it is possible
that there were zero particles detected during the 1-hour measurement since the flux
is a Poisson Process. This average value was considered the cosmic ray background
for the year.
There were 17 elemental energy channels that had zero background cosmic
ray flux for the year. While it is possible that a 1-hour measurement could have zero
particles detected during the measurement, the likelihood that the entire year would
have zero background cosmic rays is very low. To determine the background for these
years, the Badhwar-O’Niell (2014) Galactic Cosmic Ray Flux Model (BON2014) was
used to determine the background cosmic ray flux during these times (O’Neill et al.,
2015). The BON2014 model is well known throughout the field for predicting the
average cosmic ray flux for a given mission. The BON2014 model can be used to
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get a yearly average of the cosmic ray flux by setting the program to run a mission
that starts on January 1 and lasts 365 (or 366) days. The output of the BON2014
model gives the flux at 1000 different energies in the cosmic ray spectrum. To find the
background cosmic ray flux for a given elemental energy channel, a power law was fit
between the two closest energy points in the BON2014 spectrum to the mean energy
of the missing energy channel. The background for these 17 elemental energy channels
are given in Table 3.12. Before these values were accepted, they were compared to the
calculated background in other years. The BON2014 fluxes were within the range of
the surrounding years so they were all accepted. The background flux for each year
was subtracted off the flux measurements in each energy channel for every year.
With the background subtracted off the data, the episode identification could
begin. As mentioned before, Poisson statistics need to be considered when dealing
with the heavy ion data. With this in mind, an episode can not be consider above
background if it is only above the residual background of the channel. Since the
counts are a Poisson Statistic, the background cosmic ray counts are the mean of a
Poisson distribution. So even if the flux was larger than the background counts, there
can still be a high probability that the flux could be from the cosmic ray background.
Since episodes could only occur when a proton episode was active, not all the
data had to be searched. To prevent the possibility that background fluxes could be
identified as part of an episode, multiple conditions were used to identify episodes.
The reason for including multiple conditions for each channel was to reduce the chance
that background fluctuations could be counted as an episode.
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Table 3.12: The BON2014 model is used to find the background cosmic ray for
the 17 elemental energy channels that had zero background flux from averaging the
yearly data when there was no active episode. The BON2014 Flux column has units
of counts/(cm2 ∗s∗sr∗MeV/nuc).
Element
He
He
He
He
S
Ar
Ar
Ar
Ni
Ni
Ni
Ni
Ni
Ni
Ni
Ni
Ni

Year Mean Energy (MeV) BON2014 Flux
1997
5.40
1.57 × 10−6
2016
15.80
3.08 × 10−6
2016
23.70
4.81 × 10−6
2016
35.30
7.32 × 10−6
2015
20.30
1.65 × 10−9
2000
28.00
5.51 × 10−10
2015
17.05
5.34 × 10−10
2015
28.00
9.09 × 10−10
1997
13.95
6.91 × 10−10
2004
25.35
3.34 × 10−10
2006
25.35
6.27 × 10−10
2007
13.90
4.91 × 10−10
2013
13.90
2.15 × 10−10
2013
25.35
4.19 × 10−10
2015
19.75
3.84 × 10−10
2015
25.35
5.06 × 10−10
2015
33.20
6.76 × 10−10

The first condition used was that an episode is only considered active if the
counts for a measurement was 2.5-σ above the background counts. To find the σ
value for each background measurement, the background counts had to be calculated.
The background counts can be calculated by multiplying the background flux by
the geometry factory, length of the measurement, and the energy channel width.
The mean of the background flux is simply the background counts. Since Poisson
statistics apply to the flux, the mean is equal to the variance. The σ is defined to
be the square root of the variance. So 2.5-σ is equal to 2.5 times the square root of
the background counts for a channel. Since the background rate is represented by a
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Poisson distribution, the 2.5-σ level corresponds to 99.38% of the distribution being
less than this threshold. So if a measurement is 2.5-σ above the background flux, there
is only a 0.62% chance that the measurement is a fluctuation above background.
However, there are over 169000 measurements in each energy channel and
over 20000 measurements above background in the lowest energy channel of carbon.
This means that it could be expected to see 127 measurements above the background
threshold that were simply background fluctuations in the lowest carbon energy channel. So for all the elements, there needs to be three measurements in a row that are
2.5σ above background in channel 1 for the measurements to be considered part of
an active episode. This ensures that there will be less than one measurement above
background that could statistically be due to the background fluctuations.
For the higher energy channels, it was decided that three measurements in
a row 2.5-σ above background was too harsh. For some of the more rare elements,
there’s very few episodes detected in the 20 years of data (e.g. argon). Finding three
measurements 2.5-σ above background in a row could have been impossible. So for
channels 2-8, there only needs to be two measurements in a row that are 2.5σ above
background. However, another type of condition was applied for these higher energy
channels. Channels 2-4 can only have an active episode if there is also an episode
occurring in channel 1. For channels 5-8, there must be an active episode in channel
1 and an active episode in at least one channel between channels 2-4.
With all these conditions placed on the helium and heavy ion data from the
ACE SIS instrument, the number of measurements that appear active but are likely
statistical fluctuations due to Poisson Statistics is drastically reduced. The number
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of fluctuations that are marked as part of an episode is expected to be less than two
measurements for all helium channels and less than one measurement for all the heavy
ion channels.

3.4

Helium Datasets

With an explanation of each dataset complete, attention can be turned to the
helium datasets. Both the SEPEM and ACE helium datasets contained a critical
flaw that prevented either dataset from becoming the sole source of the helium data.
Instead, the MSSREM peak flux model probabilistically models both sets of data and
then chooses which set of data to proceed with. The selection criteria will be provided
in Section 4.4. In this section, a discussion will be given to describe the flaw in each
set of helium data. Then, the normalization process will be explained.

3.4.1

Issues within the Datasets
The SEPEM and ACE helium data both had a flaw that prevented either

dataset from becoming the sole source for the helium data. The SEPEM database
was constructed from the GOES satellite series. The GOES satellites are not pure scientific satellites. This caused the background to be significantly higher on the GOES
instruments than on a typical scientific satellite, like ACE. This elevated background
can be seen in Figure 3.11. The July 4, 2012 episode was multiple orders of magnitude
above background in all the ACE channels. In the SEPEM database, this episode is
only above background during the three peaks. The majority of this episode is below
background due to the higher background in the SEPEM dataset.
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(a) The July 4, 2012 episode from the ACE database.

(b) The July 4, 2012 episode from the SEPEM database.

Figure 3.11: The elevated background in the SEPEM data set can clearly be seen
during the July 4, 2012 episode.
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This higher background causes a lot of the smaller helium episodes to be hidden
in the SEPEM dataset. In a period of time when all the satellites were active, this loss
of the smaller episodes becomes apparent. During the years 1998-2015, there were
291 protons episodes. The lowest helium channel on ACE had 286 episodes identified.
However, the lowest helium channel in SEPEM only had 131 episodes. While this
isn’t an exact comparison since each channel has a slightly different energy range, the
vast difference in the SEPEM episodes when compared to ACE is revealing.
The ACE data also has a flaw in it. Figure 3.12 shows how the lower energy
channel had a flux that was an order of magnitude smaller than the flux in the higher
channel. This occurred around the 283000 minute mark in the year 2000. This issue
happened during a very large SEP episode and has been seen during multiple episodes.
This issue can also happen in the higher helium energy channels (6 and 7) in ACE.
This issue of a lower energy channel having significantly less flux than higher
energy channels is mostly due to the anti-coincidence shielding on the instrument.
The anti-coincidence shielding can reduce the livetime of an instrument to a very
small percentage of total time so that there are only a fraction of the particles being
measured. This livetime correction is performed by the ACE instrument team. In
addition, the ACE SIS team tried to focus more on the heavier ions during large SEPs
(Mewaldt and Cohen, 2019). This increased focus on the heavier ions during large
SEPs decreases the accuracy of the helium data during the large SEPs.
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(a) ACE helium channel 2 plotted for the entirety of 2000.

(b) ACE helium channel 3 plotted for the entirety of 2000.

Figure 3.12: The helium peak flux around the 283000 minute mark for ACE channels
2 and 3 are show in the two plots above. The channel 3 flux is almost an order of
magnitude higher than the channel 2 flux. Both plots show data for the year 2000.

90

3.4.2

Helium Normalization
Since both helium datasets had a flaw, it was decided that this work would

incorporate both helium datasets. To do this, the two datasets had to be normalized to
one another. This normalization process starts out very similar to the normalization
method used for protons in Section 3.1.4.
The first thing that was done was to convert the SEPEM data into 60-minute
averaged data. This allowed the SEPEM and ACE data to be compared using the
same accumulation time. Both datasets were then searched for time periods when
the flux was far above background and thought to be isotropic.
The SIS release notes list periods of time when the instrument team recommends using caution (ACE Science Center, 2000b). This is due to the livetime of the
instrument being less than 10% or when the thresholds were raised on some or all of
the detectors. Livetime issues in the instrument occur when a particle is detected in
the anti-coincidence shield of an instrument as well as a different particle strikes the
detector. In this case, the instrument ignores both particles. This ensures that the
instrument is only measuring particles that come through the entrance aperture of the
instrument and not the particles that penetrate through the sides of the instrument.
During really large solar storms, there can be so many particles passing through the
sides of the instrument that they accompany all particles coming in through the entrance aperture so the instrument can not measure any particles until the storm starts
to dissipate. The Level 2 ACE data used in this work has been modified to include
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Table 3.13: The times where the ACE SIS instrument team suggests using caution
due to raised thresholds in some or all the detectors or the livetime of the instrument
is less than 10%.

Year
1997
1998
1998
2000
2000
2000
2001
2001
2001
2001
2001
2002
2003
2003
2003
2005
2005
2005
2005
2005
2005
2005
2006
2012

Start
Stop
Day of Year Hour Day of Year Hour
311
16
315
16
111
15
115
16
237
16
237
17
196
11
197
19
196
16
200
19
314
0
318
17
93
6
93
7
267
20
269
12
275
6
275
8
309
1
310
12
327
6
328
15
111
7
112
7
301
13
303
21
306
20
307
22
338
6
338
8
17
15
18
11
20
6
20
16
135
0
135
5
253
9
255
22
286
16
286
17
306
16
306
18
313
16
313
17
341
15
342
6
23
9
27
21

the livetime corrections. The periods of time that were listed in the release notes with
recommendations to use caution are shown in Table 3.13.
To prevent the normalization factors from using periods of time when the
instrument team suggests using caution, the normalization periods did not include
any times listed in Table 3.13. In addition, a one day buffer was added on these dates
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Table 3.14: The date and time of the normalization periods for each channel used
to normalize SEPEM to ACE are given. All times are UTC.
Channel 1
Channel 2
Channel 3
Start
End
Start
End
Start
End
11/27/2011 11/27/2011 11/27/2011 11/27/2011 11/27/2011 11/27/2011
15:30
20:30
15:30
20:30
15:30
20:30
11/27/2011 11/28/2011 11/27/2011 11/28/2011 11/27/2011 11/28/2011
21:30
9:30
21:30
9:30
21:30
9:30
5/24/2013 5/24/2013 5/24/2013 5/24/2013 5/24/2013 5/24/2013
11:30
16:30
11:30
16:30
11:30
16:30
1/9/2014
1/9/2014
1/9/2014
1/9/2014
17:30
22:30
17:30
22:30
Channel 4
Channel 5
Channel 6
Start
End
Start
End
Start
End
11/27/2011 11/27/2011 11/27/2011 11/27/2011 5/24/2013 5/24/2013
15:30
20:30
15:30
20:30
11:30
16:30
11/27/2011 11/28/2011 11/27/2011 11/28/2011 1/9/2014
1/9/2014
21:30
9:30
21:30
9:30
17:30
22:30
5/24/2013 5/24/2013 5/24/2013 5/24/2013
11:30
16:30
11:30
16:30
1/9/2014
1/9/2014
1/9/2014
1/9/2014
17:30
22:30
17:30
22:30
Channel 7
Channel 8
Start
End
Start
End
12/13/2006 12/13/2006 12/13/2006 12/13/2006
13:30
21:30
13:30
21:30
5/24/2013 5/24/2013
11:30
16:30

to ensure that the livetime of the instrument had recovered substantially before the
data were included in the normalization process. The idea behind this was to get the
livetime of the instrument as far above the 10% level as possible before using it. One
thing to note is that the ACE issue shown in Figure 3.12 occurs during a period of
time where the livetime was less than the 10%.
The periods of time used for the normalization are given in Table 3.14. The
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times given in the table correspond to the midpoint of the measurement period.
For example, the start time for one normalization period in channel 1 is listed as
11/27/2011 at 15:30. This measurement begins at 15:00 and ends at 16:00. Due to
the issues with both datasets, it was tough to find periods of time where the flux was
sufficiently above background in both instruments and the ACE instrument did not
have livetime issues.
The flux for each period of time was converted into a fluence for each dataset.
Since the ACE and SEPEM datasets have very different energy channels, the normalization of the instruments couldn’t be done by simply taking a ratio of the fluences
in each GOES energy channels. Instead, the fluences from the SEPEM normalization
periods were fit with a Weibul function. The Weibull function is given by

f (E) = a ∗ b ∗ c ∗ E c−1 ∗ exp(−b ∗ E c ),

(3.1)

where E is the energy and a, b, c are fitted parameters (Xapsos et al., 2000b). The
Weibull function was chosen for its ability to fit a wide range of spectra and from
previous work the author has done using this function (Robinson, 2015). An example
of the Weibull function for one of the normalization periods is shown in Figure 3.13.
Only the first five channels on SEPEM meet the normalization period criteria for this
January 9, 2014 period.
Using the Weibull function fits found for each normalization period, the fluence at the midpoint of each ACE energy channels could be found. The fluence at
the midpoint energy for each ACE channel from the Weibull fit was compared to
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Figure 3.13: The January 9, 2014 normalization period is shown for the SEPEM
data. The Weibull function has been fit to the first 5 energy channels from SEPEM
during this period.

the fluence measured in the ACE channel to create a ratio of the fluences for each
normalization period. As with the proton normalization, the ratio was only created
for a given channel when the ACE channels were well above background and the
corresponding energy range in the SEPEM data was also well above background. If
either instrument had data for an energy range that was not well above background,
a ratio could not be created for that channel.
ACE channel 1 has an energy range that falls outside the energy range contained in the SEPEM dataset. To find the ratio for this channel, the four normalization periods that were used for channel 2 were examined. It was decided that the
Weibull fit for the SEPEM data could be used to find the midpoint energy for ACE
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Table 3.15: The ACE to SEPEM normalization factors for the 8 ACE channels are
provided below.
ACE
Channel to SEPEM
1
1.359
2
1.758
3
2.604
4
1.715
5
1.026
6
0.922
7
0.602
8
1.254

channel 1. This provided a way to produce the normalization ratio for channel 1.
The January 9, 2014 normalization period was excluded from channel 1 because the
ratio found was vastly different the the other 3 normalization periods. While this is
by no means a perfect solution, this allowed the ACE channel 1 data to be included
in this model.
The ratios found in all the normalization periods for each channel were then
averaged together to find the normalization ratios for each ACE channel. These
normalization ratios are shown Table 3.15. The normalization factors are then used
to scale the ACE data to the SEPEM dataset. This produces two datasets that
are both normalized to the same system. The use of each of these datasets will be
discussed in Section 4.4.
This chapter has discussed the process through which the datasets were created
for the MSSREM peak flux model. An explanation of where the data were found for
the proton, SEPEM, and ACE databases was provided. In addition, the process of
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cleaning the data and identifying episodes in each dataset was detailed. Finally, the
reason for including two datasets for the helium data was discussed.
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CHAPTER 4

MSSREM PEAK FLUX MODEL

The Mission-Specific Solar Radiation Environment Model (MSSREM) is a
FORTRAN-based program. The MSSREM peak flux model is a data-driven model
that can produce design reference environments for elements Z=1-92 that can be tailored to a user’s mission. However, the design reference environment for each element
is not calculated the same way. The peak flux model uses one of three probabilistic
modeling approaches for six elements: hydrogen (protons), helium, carbon, oxygen,
silicon, and iron. The probabilistic modeling approach used for these six elements,
henceforth referred to as primary elements, depends on the mission length that the
user selected. For the other elements, the MSSREM peak flux model will use the
design reference environments for the six primary elements and scale them in one
of three ways. This scaling will produce the design reference environments for the
remaining 86 elements.
When the MSSREM peak flux program is run, the program requires the user
to enter four pieces of information. First, the user will need to enter the mission start
date. This date needs to be entered in a decimal format. Once the MSSREM peak
flux has the start date of the mission, it will verify that the start date is between
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the years 1953.751 and 2055.751. This limit will be explained in this chapter. If the
mission does not fall within this time period, the model will inform the user of the
issue and ask the user for a new mission start date.
Second, the MSSREM peak flux model requires defining the mission duration.
This entry also needs to be in years. The model will then check to make sure that the
entire mission occurs between the years 1953.751 and 2055.751. If the entire mission
is not between these dates, MSSREM will inform the user of the issue and provide
the user a chance to reenter the mission start date and mission duration.
The third thing that the MSSREM peak flux model will request is the confidence level that the calculated peak fluxes will not be exceeded at any time during
the mission. The confidence level needs to be entered as a decimal value between 0
and 1. If the value is outside this range, the model requests the user to reenter the
confidence level. The final piece of information needed by the model is the output
file name. The name should not include a file extension (e.g. .txt) as the extension of
’.zpb’ will be added. This file is saved to the MSSREM folder on the user’s computer.
The probabilistic modeling and scaling approaches used in the MSSREM peak
flux model follow. MSSREM utilizes three separate probabilistic modeling approaches
for the six main elements. The first approach is for missions longer than 6 months
(called ‘the long mission approach’). The second approach is for missions shorter
than a few days (called ‘the short mission approach’). This is a new approach that
will provide mission designers and planners with tailored reference environments for
short missions for the first time. The third approach is for missions lengths that fall
in between the long and short mission approaches (called ‘the intermediate mission
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approach’). Next, a section describing the helium dataset selection process will be
presented. Then, an explanation of the redistributing process to convert the spectra
into new energy channels will be discussed. Afterwards, the scaling methods used
to create the other 86 design reference environments will be described. Finally, the
output file from the MSSREM peak flux model will be discussed.

4.1

Long Mission Approach

The long mission approach is a probabilistic modeling technique that was first
used by Xapsos et al. (1998) to create a peak flux model for solar proton events. More
recently, this method was used by Robinson (2015) to create an episode-integrated
fluence model. The long mission approach uses extreme value theory to find a probability that the peak flux from an episode will not exceed some limit during the mission
(Robinson, 2015). The following sections discussing the long mission approach first
appeared in Robinson (2015) but were modified to describe the MSSREM peak flux
model. However, as will be shown later in this section, the theory is the same for
both an episode-integrated fluence or peak flux model.
The extreme value theory used for the long mission approach will be laid out
in this section. Then, the peak flux distributions used in the long mission approach
will be described. Next, the process for determining the episodes per year will be
discussed. Finally, a section that details how the MSSREM peak flux model runs
using the long mission approach will be provided.
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4.1.1

Extreme Value Theory
Following the work in Xapsos et al. (1998), the extreme value theory starts by

maximizing the entropy,

Mmax

Z
S=−

p(M ) ln(p(M ))dM,

(4.1)

0

where S is the entropy, p(M ) is the probability density, and M is defined as

M = log(φ),

(4.2)

where φ is the peak flux. If we subject the entropy equation to the conditions

Z

Mmax

p(M )dM = 1
0

and
Mmax

Z

M p(M )dM = ω,
0

where ω is the mean of M over the range in the integral, we can use the method of
Lagrange multipliers to solve for p(M ). (This method also assumes that Mmin = 0
and there is a finite upper limit, Mmax , whose value is unknown.) The calculations
yield
p(M ) =

λ
exp(−λM ),
1 − exp(−λMmax )

where λ is a constant and a Lagrange multiplier.
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(4.3)

By integrating the probability density from 0 to M , the cumulative probability
can be found as
P (M ) =

1 − exp(−λM )
.
1 − exp(−λMmax )

(4.4)

The initial distribution, P (M ), is the probability that the next solar particle episode
will have a flux < φ. This equation can be applied to n episodes in some period of
time, T years, which produces a probability, [P (M )]n , that none of the n episodes
will have a flux ≥ φ. If the average number of episodes per year with energy, E, is µ,
then Poisson’s equation,
(µT )n e−µT
,
n!

(4.5)

can be used to find the probability that n episodes will be produced in T years. The
use of Poisson’s equation assumes that the episodes occur independently. This is
essentially true for episodes, as was discussed in Section 2.3.3.
Now, the probability that no episode with a flux ≥ φ will occur in T years is

FT (M ) =

X (µT )n
n

n!

exp(−µT )[P (M )]n .

(4.6)

The term FT (M ) can also be thought of as the confidence level. This equation can
be simplified to
FT (M ) = exp(−µT [1 − P (M )]).

(4.7)

Equations (4.2), (4.4) and (4.7) can be solved for φ once the user specifies T and
FT (M ). Solving these equations provides the user with a spectrum that will not be
exceeded at any energy in a mission length of T years at a confidence level FT (M ).
102

That means if a spectrum is built at the 95% confidence level, 19 out of 20 hypothetical
missions will encounter an environment that is not as severe as the one produced by
Equation (4.7).
Since this method does not specify the element or energy, this process can be
repeated for different energy channels to create a bounding-case differential energy
spectrum for the flux of any element. In addition, since there was no specific mention
of the cumulative distribution, this process can be used for either fluxes or fluences.
The MSSREM peak flux model uses the long mission approach to construct
the upper bound spectra for the different elements using the databases that were
described in Chapter 3 for mission lengths greater than 0.5 years. Before MSSREM
can construct these bounding-case spectra, the initial distribution and the average
number of episodes per year are needed to solve Equations (4.2), (4.4) and (4.7).
For the MSSREM peak flux model, the initial distribution is simply the peak
flux distribution. The average number of episodes per year changes depending on what
part of the solar cycle the sun is currently in so µ is not constant and is dependent
on the user’s start date and mission length. However, in Equation (4.7), the average
number of episodes per year is multiplied by the T years. If T is the length of the user’s
mission, then the µT term in Equation (4.7) can be thought of as the total number
of episodes that occurs during the user’s mission. The total number of episodes that
occurs during the user’s mission can be found using the start date and duration of
the user’s mission if there is a record of the number of episodes that occur or are
expected to occur in a given year. For the MSSREM peak flux model to utilize the
long mission approach, MSSREM must contain the peak flux distribution for each
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energy channel and a list of the number of episodes that occur or are expected to
occur in a given year.

4.1.2

Peak Flux Distributions
The peak flux distributions, P (M ), for each energy channel can be constructed

using the flux databases that were discussed in Chapter 3. Using the start and stop
times for each episode, the peak flux for each channel can be found by finding the
maximum flux that occurs during each episode. Only one peak flux was gathered
for each episode, even if there were multiple events that occurred during a single
episode. Recall that the temporal resolution of an episode is determined by the flux in
proton flux in channel P2. The higher proton energy channels and the heavy elements
can have the flux rise above and then return to background multiple times in the
same episode. In these situations, only one peak flux is used from the entire episode
identified by channel P2. If multiple peaks were included from a single episode, the
likelihood of encountering an episode of a certain size would be skewed since the extra
peaks would affect the peak flux distributions.
Once the peak fluxes for all the episodes in an energy channel were identified,
the peak fluxes for each energy channel were sorted from smallest to largest. The peak
fluxes are arranged this way to match the 1 − P (M ) term in Equation (4.7). This
is referred to as the inverse peak flux distribution. Now that the episodes for each
channel have been identified, the distribution value for each flux can be created. The
equation to find the distribution value for each peak flux in the inverse distribution

104

is
CI =

N −n+1
,
N

(4.8)

where CI is the inverse peak flux distribution value, N is total number of episodes in
the peak flux distribution, and n is the sequence number. The sequence number of
the smallest flux is 1 while the largest flux has a sequence number equal to N . The
sequence number is always less than or equal to N and greater than or equal to 1.
The peak flux cumulative distributions have now been created. Since there are
a finite number of episodes in the datasets, the peak flux distributions are discrete.
This means that there are gaps in the distribution, or fluxes with no associated
distribution value to it. For example, say a peak flux distribution has 11 fluxes in it,
with the distribution values starting at 1 and ending at 0 with each value spaced 0.1
apart. This example is shown in Figure 4.1. In this example, only 11 fluxes have an
associated cumulative distribution value. There is no cumulative distribution value
for a flux of 27 in this example. On the other hand, a continuous distribution will
have an associated cumulative distribution value for all fluxes, as shown in Figure 4.2.
In this example, the distribution value for a flux of 27 is approximately 0.13.
To convert the discrete peak flux distribution into a continuous distribution, a
continuous function can be used to represent the peak flux distribution. The resulting
functional fit to the distribution would make the distribution continuous. Before the
distribution fitting can begin, error bars need to be created for each peak flux in the
distribution. The error bars for the peak flux distribution were found following the
work of MacKay (2006). The standard deviation of the inverse cumulative distribution
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Figure 4.1: An example of a discrete cumulative distribution is plotted above.

Figure 4.2: An example of a continuous cumulative distribution is plotted above.

106

is
s
σSD =

N
,
n(N − n)

(4.9)

where σSD is the standard deviation. Using σSD and CI , the upper and lower error
bars can be found for each episode in the channel using the equation

σ± =

1
− CI .
1 + exp [− ln Nn−n ] ∓ σSD

(4.10)

The error bars for the lowest flux in the distribution is set to 0 since the σSD has a 0
in the denominator.
Sorting the peak flux distribution from smallest to largest causes the distribution to be monotonically decreasing. This means that the distribution value is always
decreasing as the flux increases. Any function used to represent this distribution
needs to also be monotonically decreasing. The distribution could also be fit piecewise with a combination of functions as long as they are continuous and monotonically
decreasing over the entire distribution.
In each channel, there is a high frequency of peak fluxes in the low flux regime.
This provides for good statistics in this part of the distribution, meaning that a line
just has to be drawn through the data to fit it well. A power law and a logarithmic
quadratic functions were chosen to fit this portion of the peak flux distributions.
There are more statistical fluctuations in the high flux regime, which means that the
data has to be fit with a theoretical model. Xapsos et al. (1998) showed that the higher
flux regime of the cumulative distributions can be fit with a Fréchet distribution. The
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Fréchet distribution is given by

FCD = a(

f −b − d−b
),
c−b − d−b

(4.11)

where FCD is the cumulative distribution value, f is the peak flux of an episode,
and a, b, c, and d are the fitted parameters of the Fréchet distribution. Using the
Fréchet distribution for the high flux regime will mean that the highest fluxes in the
distribution will be represented by a truncated power law.
An interesting point to discuss regarding the piecewise fitting of the peak flux
distribution is whether or not the piecewise function overfits the peak flux distributions. To determine this, each function in the piecewise function is examined to see
if the function overfits the section of the distribution it is representing. Both the
Fréchet and power law function has been shown to fit the peak flux distributions
(Gabriel and Feynman, 1996; Xapsos et al., 1998). Since both of these functions have
been shown to not overfit a peak flux distribution, they can be used to fit a portion of
the distribution as well. Since the logarithmic quadratic has less free parameters then
the Fréchet, one can argue that the logarithmic quadratic function does not overfit
the distribution.
Looking at Equation (4.11), FCD will equal 0 when f is equal to d. This
means that d can be considered the maximum peak flux that can be observed during
an episode. While there is no universally accepted maximum peak flux that is possible
during a solar particle event, the maximum peak flux chosen for each channel is twice
the largest flux measured in that channel. This follows along with Xapsos et al. (1998).
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In addition, the a parameter can be thought of as the amplitude of the function since
it is multiplied by everything on the right side of the equation.
These peak flux distributions were fit by a Fortran program. To ensure that
each channel’s data was fit well, some conditions were placed in the fitting algorithm.
First, the Fréchet distribution needed to cover the largest flux down to fluxes that
were one order of magnitude smaller. The Fréchet fit also had to have at least 4 data
points in it to prevent overfitting the data. Next, the Fréchet fit was limited to using
only the bottom quarter of the cumulative distribution. If one order of magnitude in
the peak fluxes was not covered in the bottom quarter of the cumulative distribution,
the Fréchet fit only used the bottom quarter of the distribution and didn’t include
more fluxes in the fitting process. There were a few exceptions to the one order of
magnitude rule to produce a better fit of the Fréchet fit of the peak flux distribution.
These exceptions are shown in Table 4.1. Finally, the d parameter was held constant
throughout the fitting procedure. This prevents the fitting algorithm from selecting
a Fréchet function with an unrealistic maximum peak flux.
For the logarithmic quadratic fit, peak fluxes are used from the 0.93 cumulative distribution value down to the part where the Fréchet distribution ended. This
ensured that both the logarithmic quadratic and power law function had enough data
points to not overfit any channels. There were a few exceptions to this rule, which
are shown in Table 4.2. The change for these channels had to be done to make sure
that the logarithmic quadratic does not give a distribution value greater than 1. The
power law function is used to fit the remaining portion of the peak flux distribution.
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Table 4.1: The exceptions to the rule for the starting value of the Fréchet fit in the
peak flux distributions.
Starting n sequence
Element Channel
for Fréchet fit
Helium
8
218
Carbon
1
196
Carbon
4
136
Carbon
5
115
Carbon
6
93
Carbon
7
80
Oxygen
3
142
Oxygen
5
121
Oxygen
6
100
Silicon
1
129
Silicon
3
87
Silicon
4
80
Iron
1
122
Iron
5
57
Iron
7
40

Table 4.2: The exceptions to the rule for the starting value of the Logarithmic
Quadratic fit in the peak flux distributions.
Starting CD value
Element Channel for Log Quad fit
Carbon
6
0.90
Oxygen
8
0.90
Silicon
2
0.90
Iron
1
0.90
Iron
7
0.87
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To ensure that distribution is continuous, all three fits need to connect at
their end points. The power law is matched to the logarithmic quadratic fit by
using the cumulative distribution value given by the logarithmic quadratic equation
as the second data point rather than an actual peak flux from the distribution. To
match the Fréchet and logarithmic quadratic functions, the Fréchet fit was slightly
modified. The amplitude of the Fréchet equation is adjusted until the Fréchet function
matches the Logarithmic Quadratic function at the end point. While adjusting only
this parameter to match the Logarithmic Quadratic function will make the Fréchet
function less accurate, it is also the only reliable way to make the fits continuous.
Redoing the fitting procedure for the Fréchet function while holding both a and d
constant will not guarantee that the end points would produce a continuous fit.
Two examples of the peak flux distribution fitting process can be seen in
Figure 4.3. In Figure 4.3a, the proton channel P2 peak flux distribution is plotted.
The three fits do a pretty good job of representing the distribution throughout all
the peak fluxes. Likewise, the fits for the oxygen channel 7 peak flux distribution
(Figure 4.3b) are also a good representation of the distribution on a whole. The
Fréchet fit is slightly high for this distribution but that is a consequence of adjusting
the amplitude in the fitting process. Most of the heavy ion peak distribution fits show
some discrepancy in the data and the Fréchet fit. However, this discrepancy usually
resulted in the Fréchet fit laying above the data. This means that the Fréchet fit is
going to slightly overestimate the likelihood of encountering the largest episodes.
Recall that each channel of data contains a different number of episodes that
are used to create the peak flux distribution. Softer and smaller episodes are not above
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(a) The peak flux distribution fits are shown above for protons in channel P2.

(b) The peak flux distribution fits are shown above for oxygen in channel 7. This fit was one
of the two that needed to change the starting point for the Logarithmic Quadratic equation.

Figure 4.3: The two plots shown here demonstrate the fits used for the peak flux
distributions. The top plot shows the proton distribution in channel P2 while the
bottom plot shows the oxygen distribution in channel 7.
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background in the higher energy channels. This means that the peak flux distribution
for each channel is constructed from a different number of episodes. The peak flux
distribution for protons in channel P7 has roughly one fifth as many episodes in it as
channel P2.

4.1.3

Episodes Per Year
The number of episodes that occur or are expected to occur per year comes

from three different sources: actual number of episodes, a sunspot proxy, and an
eleven year cycle fit. Using these three approaches, a database of the number of
episodes that occur or are expected to occur in a given year can be created from the
start of the space age to the distant future (1953.751-2055.751). This episode per year
database will be constructed from protons episodes identified in channel P2. Then a
discussion will be presented to explain how the episode scaling factor was created to
scale the episodes per year to the different elemental energy channels.

4.1.3.1

Episodes from Datasets

For the years 1974-2016, the actual number of episodes per year was used in
the probabilistic model. The proton database discussed in Chapter 3 is used for the
episode counts in 1986-2016. To determine the actual number of episodes in a given
year, the episodes were tallied up by looking at the starting date of the episode.
Whichever month the episode started in, the episode was said to occur in that month
no matter if the episode even started on the last day of the month. This is not a
perfect method, i.e. the October 26, 2013 episode, but this eliminated any human bias
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in determining which month the episode should be attributed to when the episode
spans two months.
The episode counts for the years 1974-1985 come from the GME database that
was compiled by Xapsos and Stauffer (2005) and used in Robinson (2015). Using the
episodes from Xapsos and Stauffer (2005) created a slight inconsistency with the
episodes per year count. Since the GME dataset determined episodes by looking
to see if the flux exceeded a predetermined level in two different energy channels,
the episodes per year are not completely consistent across the entire time period.
However, the author believes including the additional years is more beneficial than
the discrepancies caused by using two datasets. The differences between the episodes
per year in the two datasets are shown in Table 4.3. The years in this table refer to the
starting date of October 1 from the previous year to September 30 of the year listed
in the table. So the number of episodes per year listed for 1987 refer to the number
of episodes starting on October 1, 1986 to September 30, 1987. These differences are
not significant for most of the years from 1986-2001, with the lone exception being
1989. For this reason, the author used the GME database to file in the episode counts
for the years 1974-1985.

4.1.3.2

Sunspot Proxy

The sunspot proxy was developed as a way to predict solar activity by using
the sunspot number to estimate the number of episodes in a year. Sunspots have
been observed and counted going back into the 1600’s and are currently the only
characteristic of the sun that can be predicted with a high level of accuracy.
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Table 4.3: The number of episodes observed in the GOES and GME datasets. The
GME episodes are originally from Xapsos and Stauffer (2005). The data for the year
1986 only covers January 1, 1986 through September 30, 1986 since that was the
earliest GOES data in this database.
Episodes per Year
Year GOES
GME
1986
5
5
1987
4
6
1988
16
21
1989
40
22
1990
22
21
1991
21
20
1992
25
25
1993
16
16
1994
11
9
1995
6
7
1996
1
2
1997
5
5
1998
19
24
1999
17
25
2000
28
24
2001
24
29

To create a sunspot proxy to determine the number of episodes that occur
in a year, databases of the yearly sunspot number and episodes per year needed
to be obtained. A database for the monthly sunspot number was obtained by first
downloading the smoothed monthly sunspot numbers off the World Data Center
SILSO website for 1950 to 2019, (see SILSO World Data Center, 2018).
The database of monthly episode rate was obtained by counting the number
of episodes that occurred in each month of the proton dataset described in Chapter 3.
The episode counts come from the channel P2 data. As mentioned in Section 4.1.3.1,
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the episode was associated with the month that the episode started in. The episodes
identified by Xapsos and Stauffer (2005) were used for the years 1974-1985.
The databases for the monthly sunspot number and episodes per month were
then coverted into yearly numbers by adding twelve consecutive months together.
Twelve sets of yearly data were compiled with each set having the year start on a
different month, i.e. January-December, February-January, etc. Since there was not
a full year of data for 1973 and to minimize human bias by arbitrarily throwing away
the partial year, the best fitting database out of the twelve would be used for the
sunspot proxy.
To find the sunspot proxy, the number of episodes per year and the number
of sunspots per year were plotted for one of the twelve databases. A few different fits
were tried, including linear and quadratic functions. The one producing the best chi
squared value was the exponential distribution with a dead time correction factor,

N = (a ∗ n + b) exp[−q(a ∗ n + b)]

(4.12)

where N is the number of episodes in a year, n is the number of sunspots in a year,
and a, b and q are fitted parameters.
Equation (4.12) was then used to fit the other eleven databases and the root
mean square values for each fit were found. These values can be found in Table 4.4.
The root mean square values for all twelve databases were around 1. The fitted
values for the year starting October 1 and ending September 31 of the following year
were chosen to be used for the probabilistic model due to the agreement with the
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Table 4.4: The root mean square values for the sunspot proxy.
Year
Start
End
Root Mean Square
January
December
0.96
February
January
0.85
March
February
0.90
April
March
1.13
May
April
1.21
June
May
1.39
July
June
1.48
August
July
1.25
September
August
1.22
October
September
1.40
November
October
1.29
December November
1.18

Table 4.5: The fitted parameters of the sunspot proxy.
Parameter Value
a
0.0297
b
-0.9894
q
0.0144

11-year cycle, which will be discussed in Section 4.1.3.3. The fitted parameters of
the sunspot proxy are shown in Table 4.5. The sunspot proxy fit can be seen in
Figure 4.4. Figure 4.5 shows the sunspot proxy compared to the actual observed
number of episodes in each year in this episode database. The error bars on the
sunspot proxy fit equal the square root of the episodes per year, or mean. This is
because episodes follow Poisson Statistics, as mentioned in Section 2.3.3. Figure 4.5
shows that there is good agreement between the sunspot proxy and the number of
observed episodes in a year over the database.
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Figure 4.4: The sunspot proxy fit. Notice that as there are more sunspots in a year,
the number of episodes per year tends to increase at a smaller rate before eventually
decreasing with increasing sunspot numbers.

The use of the exponential distribution with a dead time correction factor to
find the number of episodes per year makes physical sense. An active sun produces
more sunspots than a quiet sun. Since SPEs are more frequent when the Sun is
active, the SPE frequency can be expected to correlate with the sunspot number, an
indicator of solar activity. Initially, as the number of events per year is increased, the
number of episodes per year increases linearly as a function of sunspot number. As
the number of sunspots per year increases, the number of episodes per year grows less
rapidly. As more events occur during a year, the events start to overlap and merge
into single episodes more frequently so the number of new episodes during the year
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Figure 4.5: The number of observed episodes per year is compared to the number
of episodes per year found using the sunspot proxy.

no longer increases linearly. This is demonstrated by the slow down in the increase of
the number of episodes per year starting around the 600 sunspots per year mark in
Figure 4.4. As more events overlap throughout the year, the likelihood that the events
would cause episodes to start overlapping increases. When episodes start overlapping,
it causes the number of episodes per year to start to decrease. When the likelihood
that a new event causes episodes to overlap is greater than the likelihood that the
new event would form a new episode in the year, the total number of episodes per
year will begin to decrease. This is seen around the 2400 sunspots per year mark in
Figure 4.4.
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Between 1953.751-1973.751, the sunspot proxy can be used to estimate the
number of episodes in a given year. The historical sunspot record is used to calculate
the number of episodes that would have been seen during each year. This gives the
number of episodes per year based on the only consistently measured property of the
sun.
As mentioned earlier, the sunspot number is the only characteristic of the
sun that can be predicted into the future with a high level of accuracy. There are
many different models that predict the sunspot cycle size, or the maximum number
of sunspots that will be observed in a single month during the solar cycle. Pesnell
(2008) examined over 50 models that predicted the size of Solar Cycle 24 before
the cycle started. After the sun left solar maximum during Solar Cycle 24, Pesnell
reexamined over 100 models that predicted Solar Cycle 24’s size to see how well each
model preformed (Pesnell, 2016).
One problem with all these models is the accuracy of the predictions at the
start of the solar cycle. The sunspot models become much more reliable three years
after the minimum in the sunspot number (Hathaway et al., 1994). But these models
can not predict further into the future than the end of the current solar cycle. For this
paper, the predictions posted on NOAA’s website will be used to extend the sunspot
number through the end of the solar cycle (NOAA, 2014). There are predictions of
the monthly sunspot number through the end of 2022 on the website.
It should be noted that the NOAA predictions for Solar Cycle 25 were released
on December 9, 2019 (NOAA, 2019). The prediction can be seen in Figure 4.6. This
prediction has the current solar minimum occurring in April 2020 with error bars of
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Figure 4.6: The prediction for Solar Cycle 25 is shown here. This image first
appeared in NOAA (2019).

±6 months. Solar Cycle 25 is predicted to peak in July 2025 with error bars of ±8
months. Due to the reliability of these prediction models this early in the solar cycle,
this prediction will not be used in this work.
Using the historical sunspot database and the sunspot predictions from NOAA,
the sunspot proxy was used for the years 2017-2022. The historical sunspot database
was used for 2017-2018 while the sunspot predictions were used starting in January
2019.

4.1.3.3

11-Year Solar Cycle Fit

As was mentioned in Section 2.1.2.2, an average solar cycle lasts about 11
years. Since the solar cycles fluctuate in length from cycle to cycle, the 11-year solar
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Table 4.6: The reduced chi squared values for the 11-year solar cycle fit.
Year
Start
End
Reduced Chi Squared
January
December
2.79
February
January
2.70
March
February
2.69
April
March
2.87
May
April
2.91
June
May
2.81
July
June
2.76
August
July
2.76
September
August
2.56
October
September
2.47
November
October
2.86
December November
2.94

cycle fit was used to extend the episode database three solar cycles into the future.
The 11-year solar cycle fit was not used to extend the episode database further into the
future because there is a good chance that the model would fall out of synchronization
with the actual solar cycle and would become much less accurate.
The 11-year solar cycle fit was found by first producing twelve datasets, with
each starting on a different month of the year, like what was done for the sunspot
proxy. Each dataset was then used to create an average 11-year solar cycle fit to
determine the number of episodes in each year of the cycle. The RMS value and the
reduced chi squared were found for all twelve sets of data. The set with the lowest
reduced chi squared was the dataset used for the 11-year cycle. This turned out to
be the year starting on October 1 and ending on September 30. The reduced chi
squared value for all twelve datasets are shown in Table 4.6. The 11-year solar cycle
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Figure 4.7: The 11-year cycle fit is compared to the actual number of episodes per
year in each solar cycle.

fit is compared to the previous solar cycles in Figure 4.7. There were some months left
over because they would not fit into a whole year. These extra months were excluded
from the solar cycle fit.
The last step to create the 11-year solar cycle fit was to adjust the start of
the cycle so that the years with the fewest episodes were at the beginning and end
of the cycle. Since the sunspot proxy continues until the end of the current solar
cycle, the 11-year cycle needs to start at solar minimum. Since the fit increased
(measured in the number of episodes per year) in the last year of the fit, the solar
cycle was chosen to start at the point where there are the fewest episodes per year.
Adjusting the 11-year cycle ensures that the cycle fit and sunspot proxy are both in
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Table 4.7: The 11-year solar cycle fit.
Cycle Year Episodes
1
5.25
2
8.00
3
13.75
4
28.25
5
24.00
6
19.00
7
26.50
8
21.25
9
14.50
10
7.00
11
4.67

phase with the solar cycle at the end of the current solar cycle when the episodes per
year database switches from the sunspot proxy to the 11-year cycle fit to calculate
the number of episodes per year. The solar cycle fit used for the years 2023-2055 is
shown in Table 4.7.

4.1.3.4

Episode Scaling Factor

Since the episodes per year database uses the number of episodes per year for
the lowest energy channel of protons, a scaling factor was needed to scale the number
of episodes observed in channel P2 of the proton data to the other elemental energy
channels. In order to determine the correct number of episodes per year for the other
elemental energy channels, the number of episodes calculated for channel P2 had
to be scaled for each elemental energy channel. This was done by multiplying the
number of episodes that occur in channel P2 during the user’s specified mission by a
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scaling factor for each elemental energy channel. This calculates the correct number
of episodes that occurred during the mission for the other elemental energy channels.
To calculate the scaling factor, a period of time was examined where all
databases were recording data. The period chosen for this work was 1998 through
2015. ACE, GOES, and the SEPEM database were all active during this time. The
scaling factor, s, is calculated by taking the number of episodes observed in a channel
during this time period and dividing it by the number of episodes observed in channel
P2 of the proton data. The scaling factors for each channel are given in Table 4.8.

4.1.4

Running Long Missions in MSSREM
If a mission with a mission length of 0.5 years or longer is specified by the

user in the MSSREM peak flux model, the long mission approach is taken. The
peak flux distribution fits that were found in Section 4.1.2 are used to create a new
cumulative distribution. The new cumulative distribution contains 1000 fluxes that
are logarithmically spaced from the smallest to largest peak flux measured for an
episode in that channel. The fluxes in the list are then used to find the cumulative
distribution value for each flux using one of the three fits used to describe the peak
flux distributions.
The MSSREM peak flux model then finds the number of episodes identified
during the mission. The number of episodes for each year are stored in a list that
is read into MSSREM. The mission start date and duration is used to calculate the
number of episodes that will occur in channel P2 during the user’s mission.

125

Table 4.8: The scaling factors, s, used to scale the number of proton episodes in
channel P2 of the proton data to a different elemental energy channel.
Elemental
Channel
H Ch P2
H Ch P3
H Ch P4
H Ch P5
H Ch P6
H Ch P7
SEPEM He Ch 1
SEPEM He Ch 2
SEPEM He Ch 3
SEPEM He Ch 4
SEPEM He Ch 5
SEPEM He Ch 6
SEPEM He Ch 7
SEPEM He Ch 8
ACE He Ch 1
ACE He Ch 2
ACE He Ch 3
ACE He Ch 4
ACE He Ch 5
ACE He Ch 6
ACE He Ch 7
ACE He Ch 8
C Ch 1
C Ch 2
C Ch 3
C Ch 4
C Ch 5

Scaling
Elemental
Scaling
Factor
Channel
Factor
1.00
C Ch 6
0.350515464
0.762886598
C Ch 7
0.319587629
0.676975945
C Ch 8
0.305841924
0.388316151
O Ch 1
0.683848797
0.233676976
O Ch 2
0.580756014
0.192439863
O Ch 3
0.515463918
0.450171821
O Ch 4
0.494845361
0.374570447
O Ch 5
0.436426117
0.343642612
O Ch 6
0.367697595
0.257731959
O Ch 7
0.29209622
0.233676976
O Ch 8
0.288659794
0.127147766
Si Ch 1
0.467353952
0.116838488
Si Ch 2
0.384879725
0.096219931
Si Ch 3
0.319587629
0.982817869
Si Ch 4
0.309278351
0.969072165
Si Ch 5
0.257731959
0.95532646
Si Ch 6
0.199312715
0.924398625
Si Ch 7
0.195876289
0.89347079
Si Ch 8
0.127147766
0.821305842 Fe Ch 1 0.439862543
0.824742268 Fe Ch 2 0.343642612
0.780068729 Fe Ch 3 0.271477663
0.704467354 Fe Ch 4 0.257731959
0.573883162 Fe Ch 5 0.216494845
0.508591065 Fe Ch 6 0.178694158
0.508591065 Fe Ch 7 0.158075601
0.419243986 Fe Ch 8 0.137457045
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Now, Equation (4.7) can be rewritten as

1 − P (M ) =

− ln(FT (M ))
,
U ∗s

(4.13)

where U is the number of episodes in the proton channel P2 during the user’s mission
and s is the episode scaling factor. The right side of this equation can be thought of
as updated confidence level for the user’s mission.
Using this new confidence level, the flux that won’t be exceeded during the
mission can be found from the newly created cumulative distribution. If the new
confidence level gives a value greater than 1, the flux is reported as 0 because the
flux is at background for that channel. If the new confidence level matches the
cumulative distribution value in the newly created peak flux distribution, the flux
at that position of the cumulative distribution is recorded for this channel. If the
confidence level is in between two values of the distribution, linear interpolation is
used to find the corresponding flux for this channel. If the new confidence level is
smaller than the smallest value in the cumulative distribution, then the Fréchet fit
is used to extrapolate the flux for this channel. This process is repeated across all
energy channels for the six primary elements.

4.2

Short Mission Approach

The short mission approach is a new data driven approach that was developed
for the MSSREM peak flux model. This new approach divides the chronological
record of flux measurements of each element in each energy channel into a succession
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of back-to-back hypothetical missions, for different mission lengths. For each mission
length, two quantities are calculated, the active time ratio and a custom cumulative
distribution.
The active time ratio (ATR) is the ratio of the number of missions containing at
least one flux measurement that is above background to the total number of missions.
The custom cumulative distribution is constructed from the largest flux measurement
in each of the hypothetical missions. These are explained in more detail in the
following sections. Then, the mission length limit for the short mission approach will
be discussed. Finally, an explanation of how the short mission approach is used inside
of the MSSREM peak flux model will be presented.

4.2.1

Active Time Ratio
The ATR for each element and energy channel will be different since the flux

is above background for a different amount of time in each. The ATR gives the
probability that the flux will not be at background for the entire mission. This
probability increases with the mission length. The ATR also depends on the phase of
the solar cycle. In this section, three approaches to accounting for the dependence on
the solar cycle phase will be investigated and the approach chosen for this work will
be identified. Then, the process by which the ATRs are calculated will be presented.
To finish off this section, a discussion on the 11-year monthly sunspot number fit will
be given.
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4.2.1.1

Accounting for the Phases of the Solar Cycle

Before the ATR could be calculated for each channel, the cumulative distributions for different scenarios were tested and compared. This comparison was done
for a mission length of a single flux measurement (less than 30 minutes for protons,
less than 5 minutes for the SEPEM data, and less than an hour for the ACE data) to
determine whether it would be best to use the same active time ratio for the entirety
of the solar cycle or split the cycle into different segments. It is well known that there
is more SEP activity during solar maximum than during solar minimum. However,
the author wanted to test to see if there may be a better way to split the database
up into different groupings rather than just solar maximum and solar minimum.
To determine how the database should be split to create the ATR groupings,
three different methods were tested and compared. The three methods were the entire
solar cycle, solar cycle phase, and sunspot number. The entire solar cycle method
used the entire database to create a single active time ratio for each elemental energy
channel. The solar cycle phase method split the entire database into solar maximum
and solar minimum grouping for each elemental energy channel, using a standard 7
year solar maximum. The month with the highest sunspot number in it was considered
the peak of the solar cycle and solar maximum was said to begin 2.5 years before the
peak and end 4.5 years after the peak. The years not in the solar maximum were
considered to occur during solar minimum. Classifying each phase of the solar cycle
as described follows the approach used by Feynman et al. (1990).
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The sunspot number method was similar to the solar phase method. However,
the entire database for each elemental energy channel was split up by the smoothed
monthly sunspot number that was reported for each month. As mentioned earlier,
the smoothed monthly sunspot number were obtained from the Royal Observatory
of Belgium, which lists the smoothed monthly sunspot numbers dating back to the
18th century (SILSO World Data Center, 2018). This data are freely available online
(SILSO World Data Center, 2018). The entire database was divided into four sunspot
groupings: 0-50, 50-100, 100-150, and above 150.
One way to think of these sunspot grouping can be as four different parts of the
solar cycle. The 0-50 sunspot grouping is solar minimum and the above 150 sunspot
grouping is solar maximum. The 50-100 sunspot grouping is the phase of the solar
cycle just approaching or just leaving solar minimum. The 100-150 sunspot grouping
is the phase of the solar cycle just approaching or leaving the solar maximum. While
this description of the sunspot groupings does not always work for a solar cycle (i.e.
Solar Cycle 24), it is a good description of what each group could represent.
The entire database for each elemental energy channel was divided up three
different ways, with each way based on the three methods described above. The active
time ratio for a mission length that was equal to a single measurement in length was
found for each method. The active time ratios for protons in channel P2 are shown in
Table 4.9. As can be seen in the table, each method produces a completely different
active time ratio. The above 150 sunspot grouping had a much higher ATR than
any of the other groupings tested. This grouping showed that the flux was above
background 17% more of the time than if the solar maximum grouping was used for
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Table 4.9: The different active time ratios groupings for protons in channel P2 were
compared for the 3 different methods of dividing the solar cycle.
Method
Method 1
Method 2
Method 2
Method 3
Method 3
Method 3
Method 3

Grouping
Active Time Ratio
Entire Cycle
21.56%
Solar Minimum
5.78%
Solar Maximum
28.79%
0-50 Sunspot
4.31%
50-100 Sunspot
23.51%
100-150 Sunspot
25.68%
Above 150 Sunspot
46.26%

an active sun for the solar phase method. This is a significant difference between the
groupings that represent the most active time of the sun for each method. Due to
the difference between the two groupings, it was decided that the sunspot groupings
for splitting up the active time ratios would be used.
With the sunspot method providing the most detailed active time ratios, the
thought of increasing the number of sunspot groupings used was considered to provide
a more accurate assessment of the ATR of the different parts of the solar cycle.
The thought of using 10 or 12 grouping instead of the four chosen groupings was
considered. However, it was concluded that if more sunspot groupings were used,
there would be less data in each grouping. There might even be a group that has one
or two months of data in it. This little data in a grouping could easily be influenced
by the one or two episodes that occur during the sunspot grouping and cause the
ATR to be less accurate. For protons, the four sunspot groupings chosen all have at
least four years of data in them. The 100-150 sunspot grouping has the least amount
of data with approximately 4 years of data while the under 50 sunspot grouping had
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the most with more than 12 years of data in it. Thus, the 4 sunspot groupings were
used to reduce the effects of statistical fluctuations on the ATRs.
For the heavy elements (Z≥3), there was not enough data to create separate
ATRs for the different sunspot groupings. This is because of there being 1 hour
measurements and only 20 years of data in the ACE database. Instead, it was decided
to use one active time ratio to increase the statistics on these rarer elements in SEPs.
For the helium data, the ATR sunspot groupings were used for both the SEPEM
and ACE databases. Even though the ACE helium data had 1 hour measurements
and only 20 years of data in the database, helium is much more abundant than the
heavier elements. This meant that there were a lot more episodes available to create
the ATR, providing better statistics for the calculations.

4.2.1.2

Calculating the ATR

With the sunspot number groupings being chosen to split the databases into
separate phases of the solar cycle, the ATRs for each grouping can now be calculated.
The databases for each elemental energy channel were divided up into the four sunspot
groupings. The smoothed monthly sunspot number for each month in the databases
came from the Royal Observatory of Belgium (SILSO World Data Center, 2018). The
chronological lists of flux measurements for each sunspot grouping were converted into
a simple chronological list of flags (zeros and ones). A one indicates that the flux is
above background while a zero indicates that the flux is at background. The first
flag in the list corresponded to the first flux measurement in the chronological list,
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the second number was the second measurement, etc. With these lists in hand, the
ATRs for a given mission length could be calculated.
To do this chronological list of flags was divided into mission length segments
with the first segment beginning with the first flag in the list. Each segment was
then checked to see if any flags in it were one. If so, the segment was considered to
be above background for the mission length. The results for all the segments was
recorded.
Next, this process was repeated but beginning with the second flag in the
chronological list as a starting point for dividing the list into segments. This process
repeated, each time advancing the beginning one flag farther in the chronological list
until the next beginning flag will be farther down the list than the number of flags
in a segment. Proceeding with this and subsequent steps would be redundant, so the
process is stopped at this point.
Finally, the entire record was examined. The number of segments with at
least one flag not zero was counted as being above background. The total number of
“above background” segments was divided by the total number of bins. This ratio
is the active time ratio. The whole process was repeated for each of the sunspot
groupings.
To better understand this process, let’s look at channel P2 for protons as an
example. The measurements in channel P2 are 30 minute-averaged data. So for a
mission lasting between 0-30 minutes is considered to contain one flux measurement
and therefore the corresponding segment would contain one flag. The segment for a
mission length of 30-60 minutes would contain two flags in chronological order. In this
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example a mission length between 30-60 minutes will be assumed. The chronological
list of flags is divided into segments, each containing two flags. If either or both of
the flags in the list is a ‘one’, then the mission occurred during a time when the flux
was above background. If both values are ‘zero’, then the mission is assumed to have
occurred when the flux was at background. This result (above background or not) is
recorded. Next, the second and third values in the list of flags are placed together
in the first segment and examined to determine if the mission is at background or
not. Then the third and fourth flags are places in the second segment and this
segment is also examined to determine if the mission was at background or not. This
process is repeated, stepping though the entire chronological list of flags. If, for the
last segment, only one flag remains, the first flag in the chronological list is used to
complete filling the segment. This ensures that there will be the same number of bins
created as number of flags in each list. Because there are only two flags in a segment,
the process is stopped at this point because to continue would be redundant. The
number of segments that are above background in it is divided by the total number
of segments to find the ATR for the sunspot grouping.
Calculating the active time ratio in the manner described above ensures that
the active time ratio is not dependent on where the binning starts. To illustrate,
let’s consider a list of ten 30-minute measurements. Suppose that the first four and
last four flags are ‘zero’ while the fifth and sixth are ‘one’ because the corresponding
measurements were part of an active episode. If the mission length chosen is 30
minutes, then each segment will contain only one flag. There are 2 out of the 10
segments that contain ‘ones’ so the ATR is simply 20%.
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If the mission length is 60 minutes, the segments now each contain two flags.
In this case two passes will be made, dividing the list of flags into segments. The
segments in the first pass will contain [00], [00], [11], [00], [00]. For the second pass,
the segments will be [00], [01], [10], [00], [00]. So there are 10 segments and three of
them are above background, so the ATR is 30%.
It should be noted that the process of dividing the chronological list of flags
into segments does not need to start with the first flag in the list. Because the process
“wraps” back to the beginning of the list to fill the last segment, the process can be
started at any point in the list so long as the entire list is divided into segments.
One way to think about this is to consider a Monte Carlo simulation of the
above 150 sunspot grouping in the proton channel P2 data. In this simulation, a
60-minute mission is used and a randomly chosen start date from the database is
used. Two consecutive measurements are search due to the 60-minute mission. The
larger of the two fluxes is recorded. If both measurements are at background, the
flux is recorded as 0. This process is repeated many times (>1000). This simulation
leaves the user with a distribution of fluxes that a 60-minute mission will encounter.
For a portion of this distribution, there will be no flux values due to the Monte
Carlo simulation. If the Monte Carlo simulation was repeated millions of times, the
percentage of the distribution that have no flux values will converge on a particular
value. This value will be almost identical to the ATR for a 60-minute mission in the
above 150 sunspot grouping for the proton channel P2 data.
For a particular mission, the ATR needs to be calculated for 54 channels of data
for the six primary elements, including both sets of helium data. These calculations
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take time due to the large amount of data that is used. For this reason, the ATRs
are calculated ahead of time and stored in tables that MSSREM can read in. These
tables contain the ATR for any mission length that can be used by the short mission
approach.

4.2.1.3

11-Year Monthly Sunspot Number Model

Since the sunspot number is used to determine what ATR grouping is used
for a mission, the smoothed monthly sunspot number is required for the short mission approach. This is easy for historical missions (missions from 1953-2018). As
mentioned earlier, the Royal Observatory of Belgium lists the historical smoothed
monthly sunspot numbers (SILSO World Data Center, 2018). For missions between
2019-2022, the predicted sunspot numbers for each month are used (NOAA, 2014).
For missions that start or extend past the end of 2022, a 11-year monthly
sunspot number model was created to estimate the monthly sunspot number in each
month of an 11-year solar cycle. Almost four full solar cycles were used to create this
model, starting with Solar Cycle 21 in October 1973 and ending during Solar Cycle
24 in December 2016. The sunspot number in each month of the 11-year solar cycle
was averaged together with the sunspot number in the corresponding months in the
other solar cycles. This creates a list of the average sunspot number in a given month
of this average 11-year solar cycle. The 11-year monthly sunspot number model can
be compared to the sunspot numbers of the four solar cycles in Figure 4.8.
With the 11-year monthly sunspot number model complete, it could be used
to extend the monthly sunspot number three solar cycles into the future. Looking at
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Figure 4.8: The 11-year monthly sunspot number model is compared to the actual
number of sunspots in each month for Solar Cycles 21-24.

the 11-year monthly sunspot number model in Figure 4.8, it was decided to start the
11-year cycle on the month with the lowest monthly sunspot number. This meant
that the cycle was shifted by 16 months. The sunspot numbers used for each month
of the 11-year average sunspot cycle fit are shown in Table 4.10.

4.2.2

Custom Cumulative Distributions
With the active time ratio calculated for the mission, the next thing that is

needed for the short mission approach is the custom cumulative distribution (CCD)
for each elemental energy channel. The CCDs are dependent on the mission length
specified for the MSSREM peak flux model. In this section, a discussion of which
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Table 4.10: The monthly sunspot numbers are given for each month of the 11-year
average sunspot cycle fit.
Cycle Sunspot
Month Number
1
16.725
2
17.075
3
17.25
4
17.45
5
17.6
6
17.825
7
18.125
8
18.95
9
20.625
10
22.325
11
24.025
12
25.725
13
27.4
14
29.55
15
31.65
16
33.225
17
35.025
18
37.575
19
40.475
20
43
21
44.95
22
47.2
23
51.4
24
56.475
25
60.45
26
63.625
27
67.675
28
72.95
29
78.225
30
83.3
31
89.5
32
96.75
33
103.875
34
110.325
35
115.825
36
120.875

Cycle Sunspot
Month Number
37
125.4
38
131.2
39
137.275
40
142.375
41
147.15
42
151.95
43
154.375
44
154.875
45
155.6
46
156.35
47
157.025
48
157.55
49
159.6
50
161.9
51
163.45
52
164.55
53
165.675
54
166.525
55
168.15
56
169.35
57
170.425
58
173.25
59
174.475
60
174.8
61
175.1
62
173.6
63
171.775
64
170.625
65
169.925
66
168.925
67
167.425
68
166.625
69
164.875
70
160.85
71
156.225
72
152.775

Cycle Sunspot
Month Number
73
149.875
74
147.55
75
145
76
142.05
77
138.45
78
133.9
79
130.1
80
127.35
81
124.2
82
120.975
83
118.725
84
116
85
112.1
86
107.675
87
103.375
88
99.325
89
95.45
90
92.775
91
89.125
92
83.95
93
79.675
94
76.875
95
74.775
96
72.35
97
69.95
98
67.3
99
64.3
100
60.75
101
57.075
102
53.725
103
51.725
104
51
105
50.45
106
49.175
107
46.9
108
49.7
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Cycle
Month
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132

Sunspot
Number
46.4
43.53333333
41.06666667
39.4
37.93333333
35.9
33.36666667
29.76666667
31.125
28.5
26.925
26.575
26.45
25.4
24.5
24.1
23.625
22.85
22
21.625
21.2
20.25
18.9
17.325

Figure 4.9: The cumulative distributions for the four sunspot groupings are plotted
above for the proton channel P2 data. Notice how the 0-50 sunspot grouping provides
the highest fluxes from the 70-90% region of the distribution.

data would be used to create the CCDs will be detailed. Then a description of the
process to build the CCDs will be given.

4.2.2.1

Data Selection for the CCDs

Since the ATRs used in this work are separated into groupings by the monthly
sunspot number, an attempt was made to sort the data used to build the CCDs by
sunspot groupings. In other words, the monthly sunspot number determines which
set of flux measurements will be used to build the different CCDs.
Figure 4.9 shows the cumulative distributions for each of the four sunspot
groupings for channel P2 of the proton data. The above 150 sunspot grouping provides
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the highest fluxes throughout most of the distribution. However, what is concerning
with this plot is that the 0-50 sunspot grouping provides the hardest spectrum for
the 70-90% region of the distribution. If this is accepted as true, this means that the
periods of time when the sun has the fewest sunspots produces the largest SEPs in
the energy range covered by GOES channel P2.
To examine this further, other channels of data were plotted. In the higher
energy channels, the 0-50 sunspot grouping also had higher fluxes, leading to the conclusion that the 0-50 sunspot grouping provides much harder spectra than the other
groupings. Figure 4.10 illustrates this point very well. The 0-50 sunspot grouping
provides fluxes that are 3-5 times higher than the other sunspot groupings in the
channel P3 proton data for a good portion of the distribution. The 0-50 sunspot
grouping continues to provide a much harder spectrum up through channel P7 in the
proton data.
To investigate this further, the 0-50 monthly sunspot data was examined more
closely. In the protons channel P2 data, there were over 9000 measurements above
background. However, about 70% of these flux measurements come from two large
episodes. These episodes occurred on September 7, 2005 and December 5, 2006. Both
of these episodes persisted for much longer than any of the other episodes that occur
during a month with 0-50 sunspots. Since so much of the cumulative distribution
come from these two episodes, the distribution is skewed by these large episodes. Not
all episodes during this sunspot grouping exhibit such hard spectra. There needs to
be many more episodes measured in this sunspot grouping before a conclusion can be
drawn.
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Figure 4.10: The cumulative distributions for the four sunspot groupings are plotted
above for the proton channel P3 data. Notice how the 0-50 sunspot grouping provides
the hardest spectra for most of the distribution.

For this reason, CCDs could not be constructed for each sunspot grouping. If
the CCDs were constructed in this way, the CCD for the 0-50 sunspot group would
be biased towards these two large episodes. To avoid this bias, the CCDs needed
to be built from the entire database of flux measurements above background in each
elemental channel rather than flux measurements that occur in months with a certain
number of sunspots.

4.2.2.2

Building the CCDs

A similar process to the one described in Section 4.2.1 is used to select the
data for constructing the custom cumulative distributions. However, there are some
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differences from the process described earlier. The first difference is that flux list
used for the process is just the chronological list of flux measurements that are above
background. The background measurements were removed from the list. This creates
a list of above-background fluxes where the episodes flux measurements follow one
another tip to tail with the background periods compressed out of the chronological
list.
Second, the binning process does not use each flux measurement multiple
times. Using the proton data for an example, if the mission length specified is 60
minutes, two measurements will be binned together as described in Section 4.2.1.
The first bin will use the first and second measurement from the flux list, the second
bin will use the third and fourth measurement, etc. When the binning process reaches
the end of the flux list, the process stops. Data from the beginning of the flux list is
not used because it would put more weight on those measurements by including them
twice. This produces a final bin that may be smaller than the mission length size.
While the smaller bin could potentially have an artificially lower maximum flux than
some of the other bins, this would not have a serious impact on the CCDs because
it affects only one data point in the distribution. One data point artificially lower in
the CCD will have a negligible effect on the distribution as a whole.
Third, only the maximum flux value in each bin was used in the CCDs. While
a case could be made to use a different flux rather than the maximum from each
bin (like one related to the confidence level), using the maximum flux from each
bin provides a worst case CCD. The CCD can also be compared to the peak flux
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Figure 4.11: The binning process used to build the CCDs for a five hour mission
for protons in channel P2 is shown here.

distributions found in the long mission approach. As the mission length increases,
the distribution will approach the peak flux distribution.
Figure 4.11 demonstrates the binning process for a five hour mission in channel
P2 of the proton data. Since the measurements are 30-minute averaged measurements,
the binning process collects 10 of these measurements in each bin. The maximum
flux from each bin is then recorded. The maximum flux for each bin in the binning
process is then used to construct the CCD for the user’s mission.
Since the binning process depends on the mission length, there is a range of
mission lengths that produces identical custom cumulative distributions. For example, if the mission length chosen by the user is 41 or 51 minutes, both would produce
identical custom cumulative distributions for protons because the data was averaged
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into 30 minute measurements and would require there to be 2 measurements in each
bin during the binning process. There is no way to distribute a fraction of a measurement during the binning process. However, the cumulative distributions would
be different for the SEPEM helium data since they are in 5-minute measurements.
The binning process for the 41 minute mission would yield 9 measurements in a bin
while the 51 minute mission would yield 11 measurements per bin.

4.2.3

Short Mission Approach Limit
Because the short mission approach is data driven, limitations are imposed

on the mission length by the data. The CCDs are fit with the same three functions
that are used to fit the peak flux distributions described in Section 4.1.2. These three
functions have a total of nine free parameters between them. To avoid overfitting the
data, at least the same number of data points as parameters are required. It was
originally thought there could be a minimum of eighteen bins in the binning process
for each channel due to slightly different functions than what are currently used and
a desire to have a few more data points than the bare minimum number. In this
section, the 18-bin minimum originally believe to be correct is used. This choice does
not affect any of the results of this section.
The eighteen bins allow the short mission approach to be used for missions
up to a few months in length for the protons data in channel P2. However, this
created a discrepancy between the short and long mission approaches. The short
mission approach provided a higher flux than the long mission approach when the
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Figure 4.12: The cumulative distributions for channel P2 are plotted for the short
and long mission approaches. Both missions started and ended in the Above 150
sunspot grouping. As can be seen, the short mission approach produces a cumulative
distribution that is more severe than the peak flux distribution from the long mission
approach.

start date and confidence level was held constant. This does not make sense because
the probability of seeing a given flux increases as missions get longer.
After a comprehensive study, it was concluded that the CCDs were producing
a cumulative distribution more severe than the one given by the peak fluxes from the
long mission approach. The proton cumulative distributions for channel P2 for an
18-bin mission (∼0.37 years) and the peak flux cumulative distribution (0.5 years)
are shown in Figure 4.12. The confidence levels can be found from this figure by
subtracting the cumulative distribution value (y-axis) from one. So for the 90% con-
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Figure 4.13: The CCDs are plotted for multiple bin widths for GOES channel P3.
The missions all started and ended in the Above 150 sunspot grouping for the short
mission approach. The distribution with 81096 bins is for a mission that is shorter
than 30 minutes.

fidence level, the short mission approach gave a flux that was two orders of magnitude
higher than the long mission approach.
To solve this problem, the number of bins used to create the CCD for the
short mission approach had to be increased. Different mission lengths were tested
to find the number of bins that would produce a less severe cumulative distribution
than the long mission approach. This testing for protons in channel P3 is shown in
Figure 4.13. It should be noted that the appropriate ATRs for each mission have been
added to each CCD. Since there are confidence levels that the short mission approach
would return zero flux during a mission, the CCDs for each mission need to include
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the part of the distribution where the mission does not experience any flux above
background. The distribution for the long mission approach will always start at a
cumulative distribution value of one. For protons in channel P3, the short mission
approach distribution with 660 bins clearly provides a distribution that is less severe
than the long mission approach.
After plotting other channels with multiple missions containing a wide range
of bin quantities, a pattern emerged. The distributions from both the short and long
mission approach appear very similar when the number of bins used in the short
mission approach is approximately the number of episodes identified in that channel.
If one assumes that each bin in the short mission approach is a separate episode, then
it makes sense that the two distributions appear similar when they have the same
number of data points. This line of thought assumes the CCD for the short mission
approach has equal length episodes (or bins) in it while the peak flux distribution uses
the actual length of each episode, creating the differences in the two distributions.
Using this fact, the CCDs from the short mission approach can provide equivalent distributions to the long mission approach if the number of bins used in the
short mission approach matches the number of episodes observed in the database. To
ensure that the CCDs from the short mission approach never gave a distribution as
severe as the peak flux distribution from the long mission approach, it was decided
that the minimum number of bins for a channel needed to be twice the number of
episodes observed in that elemental energy channel. The limit for each channel is
given in Table 4.11. While the short mission approach could be used for missions
shorter than this length, using this approach allows the limit to be easily found from
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Table 4.11: The limit for the short mission approach are given for each channel.

Elemental
Energy
Channel
H Ch P2
H Ch P3
H Ch P4
H Ch P5
H Ch P6
H Ch P7
SEPEM He Ch 1
SEPEM He Ch 2
SEPEM He Ch 3
SEPEM He Ch 4
SEPEM He Ch 5
SEPEM He Ch 6
SEPEM He Ch 7
SEPEM He Ch 8
ACE He Ch 1
ACE He Ch 2
ACE He Ch 3
ACE He Ch 4
ACE He Ch 5
ACE He Ch 6
ACE He Ch 7
ACE He Ch 8
C Ch 1
C Ch 2
C Ch 3
C Ch 4
C Ch 5

Approx.
Approx.
Minimum Mission Elemental Minimum Mission
Number
Length
Energy
Number
Length
of Bins
(days)
Channel
of Bins
(days)
940
2.54
C Ch 6
210
1.25
684
2.48
C Ch 7
190
0.96
640
2.50
C Ch 8
186
0.50
398
1.81
O Ch 1
408
2.21
238
1.58
O Ch 2
348
2.08
192
1.60
O Ch 3
306
1.92
532
1.47
O Ch 4
296
1.83
446
1.34
O Ch 5
260
1.58
416
1.26
O Ch 6
216
1.29
316
1.32
O Ch 7
172
1.04
280
1.19
O Ch 8
170
0.54
168
1.02
Si Ch 1
278
1.83
140
0.85
Si Ch 2
228
1.54
100
0.69
Si Ch 3
188
1.29
590
2.63
Si Ch 4
182
1.21
576
2.58
Si Ch 5
152
0.96
574
2.50
Si Ch 6
118
0.71
556
2.50
Si Ch 7
116
0.46
538
2.33
Si Ch 8
76
0.25
482
2.08
Fe Ch 1
260
1.54
482
1.63
Fe Ch 2
204
1.29
456
0.83
Fe Ch 3
162
1.04
420
2.17
Fe Ch 4
154
1.04
344
2.08
Fe Ch 5
128
0.79
300
1.88
Fe Ch 6
106
0.54
302
1.75
Fe Ch 7
94
0.38
248
1.63
Fe Ch 8
82
0.17
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the data. The number of episodes in each channel are known from fitting the peak
flux distributions used in the long mission approach. If this limit was not easily
found, the MSSREM peak flux model would need to compare the CCD to the peak
flux distribution every time the CCD was created to ensure that the CCD does not
produce a distribution more severe than the peak flux distribution.

4.2.4

Running Short Missions in MSSREM
When the MSSREM peak flux model is run, the mission start date and du-

ration are used to determine the time period of the mission. The database of the
monthly sunspot numbers is checked to determine the sunspot number for each month
during the mission. If the mission occurred during one sunspot grouping, the ATR is
found by searching the ATR database for that sunspot grouping and using the ATR
that is for the user’s mission length. For example, if a mission starts January 1, 2001
at 1200 and last 12 hours, the entire mission occurs during the same month (January
2001). The sunspot number for this month is 158.3 so the above 150 sunspot grouping
data is used to calculate the active time ratio.
If the mission duration spans multiple sunspot groupings, the ATRs from those
sunspot grouping ATR databases are collected. The ATR for the user’s mission is
found by weighing the ATR’s based on the percentage of the mission that was spent
in a month with each sunspot grouping. For example, if a mission started on August
31, 2002 at 1200 and had a mission length of 24 hours, then half the mission occurs
in August and half the mission occurs in September. However, August 2002 and
September 2002 have different sunspot numbers. August had 155.4 sunspots while
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September had 149.5 sunspots. This means that August was part of the Above 150
sunspot grouping while September was in the 100-150 sunspot grouping. Since the
mission occurred equally in both sunspot groupings (12 hours in each), the active
time ratio for this mission is found by taking a weighted average of the active time
ratio found for a 24-hour mission in the 100-150 sunspot grouping with the active time
ratio found for a 24-hour mission in the above 150 sunspot grouping. This averaging
creates an active time ratio for a 24-hour mission that spends half its duration in two
different months with different sunspot numbers.
Next, the MSSREM peak flux model uses the user-specified confidence level to
determine whether there will be solar activity during the mission. The confidence level
is compared to the active time ratio that was found for the mission. If the confidence
level is less than 1 − AT R for a given elemental energy channel, this channel will be
reported as being at background and will have zero flux in it. If the confidence level is
greater than or equal to 1 −AT R for a given elemental energy channel, MSSREM will
provide a flux value for that elemental energy channel. Note that if the confidence
level is equal to 1 − AT R, the MSSREM peak flux model will return the smallest flux
value in the CCD.
If the confidence level was greater than 1 − AT R for a given elemental energy
channel, the CCD was used to find the flux for the mission. This occurred in one
of two ways. If there were 1000 or more measurements in the distribution, the CCD
was used to find the peak flux. The ATR and confidence level are used to find the
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corresponding flux from the CCD for the user’s mission by using

(1 −

CL − AT R
) ∗ 100,
100 − AT R

(4.14)

where CL is the confidence level of the mission. This term scales the confidence level
to a corresponding location on the CCD for the user’s mission. If this value falls
between two points in the CCD, then linear interpolation is used to find the flux.
If the CCD had less than 1000 measurements in it, the distribution had to
be fit with some smoothing function or functions. This provided a continuous and
sufficiently accurate representation of the distribution. If the linear interpolation
method used for 1000 or more measurements was used on a distribution that contained
significantly fewer measurements, there could be large gaps in the distribution that
could not be represented well by linear interpolation. These large gaps can be seen
in some of the CCDs plotted in Figure 4.13. Particularly, compare the 18 and 24 bin
CCDs to the 81096 bin CCD.
To fit the distribution, the same three functions used in Section 4.1.2 for the
peak flux distributions were used for the CCDs. Since it would take too much time to
fit every possible combination of CCDs by hand, the fitting process was automated.
A combination of Power Law, Logarithmic Quadratic, and Fréchet functions allowed
for accurate fitting of the CCD. The same conditions were placed on the fits for the
CCD as described for the peak flux distributions (Section 4.1.2).
In order to check the reliability of the fits for the Logarithmic Quadratic and
Fréchet functions, the fitting process was repeated with multiple sets of initial pa-
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Figure 4.14: MSSREM was run for a mission starting on January 1, 2003 at 0000.
The mission length was 262.8 minutes and a confidence level of 98% was selected. The
Fréchet fit for carbon channel 7 had the amplitude adjusted to match the Logarithmic
Quadratic function. This causes the Fréchet fit to not be an ideal fit but still does a
reasonable job describing the CCD for this energy channel.

rameters until a fit with a low enough chi squared was found. A chi squared value
less than 1.5 was used to indicate that the fit was good. If the fit had a chi squared
greater than 1.5, the next set of initial parameters was used to see if a better fit could
be found. If for some reason no fit had a chi squared less than 1.5, the fit with the
lowest chi squared was used. An example of the three functions fitted for a CCD are
shown in Figure 4.14.
After the CCD is fit, the three functions are then used to create an array
of 1000 values. The 1000 points in the distribution are evenly spaced between the
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minimum and maximum flux in the distribution. The corresponding distribution
value for each flux is recorded in the array. Finally, the flux corresponding to the
mission’s confidence level is found the same way as described above when there were
over 1000 data points in the CCD.

4.3

Intermediate Mission Approach

Looking at the approximate mission length list for each energy channel in
Table 4.11 and the knowledge that the long mission approach has a lower limit of 0.5
years, there is a gap in the possible mission lengths that can be calculated by either
of the two approaches described in Section 4.1 and Section 4.2. Another approach is
needed to calculate the flux for a mission that has a mission length that is not covered
by the long and short mission approach. This third approach, called the intermediate
mission approach, will use interpolation to determine the flux for the mission.
As was mentioned in Section 4.2.3, the predicted flux should increase as the
mission length increases. More specifically, the flux should continuously increase to
the predicted maximum flux for a channel as the mission length increases. To see this,
MSSREM was run for multiple mission lengths for both the short and long mission
approaches. The mission lengths were then plotted against the resulting fluxes for
protons in channel P2, shown in Figure 4.15. The start date for all the missions
in this figure is 2001.00 and has a confidence level of 90%. This figure shows that
as the mission lengths increase, the peak flux from the mission increases towards a
maximum value. These data seem to form the shape of the sigmoid function, so a
sigmoid function will be used to interpolate the flux for intermediate length missions.
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Figure 4.15: MSSREM was run for multiple mission lengths for both the long and
short mission approaches for missions that start on 2001.00 at a confidence level of
90% for protons in channel P2. The mission lengths were plotted with the resulting
fluxes. The data looks like it could be fitted by a sigmoid function.

The sigmoid function used for the intermediate mission approach is

f (x) =

c
+ b,
1 + exp[−a(log x)]

(4.15)

where x is mission length in years and a, b, and c are the parameters of the sigmoid
function. Since there are three parameters in the sigmoid function, there must be
peak fluxes for at least three different mission lengths to prevent overfitting.
For the intermediate approach, the MSSREM peak flux model is run four
times, with the long and short mission approaches both being run twice. The missions
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lengths for the long mission approach are the long mission approach limit (0.5 years)
and a mission length of 5 years. The mission lengths chosen for the short mission
approach are the short mission approach limit (Table 4.11) and a mission length two
orders of magnitude smaller than the short mission approach limit. It is important
to remember that since the short mission approach uses the number of measurements
in a bin, there can’t be a fractional number of bins or less than 1 measurement in
each bin. For this reason, the shortest mission length may not always be two orders
of magnitude smaller than the short mission approach limit.
With the four mission lengths identified, MSSREM is run for each of those
mission lengths. These data points are then fitted with the sigmoid function. Once
the sigmoid fit is found, the desired mission length is inserted into the sigmoid function
to calculate the flux for the mission. An example of the sigmoid fit can be seen in
Figure 4.16. The four data points shown in this figure are the four mission lengths
used by MSSREM to fit the sigmoid function for protons in channel P6. The mission
started on 2001.5 and was run at the 95% confidence level. To find the flux for an
intermediate mission length, the user’s mission length is plugged into the sigmoid fit.
The standard deviation used for the fluxes in the fitting process are 25% of the flux
for the longest and shortest mission lengths and 5% of the flux for the mission lengths
associated with the long and short mission limits.
Depending on the mission start date and the confidence level selected by the
user, there will be times when there will be less than four data points available to
fit the data. This can occur if there is no flux predicted for the shortest mission
length. Since the sigmoid function only has three parameters, the sigmoid function
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Figure 4.16: The figure above shows an example of the sigmoid fit for protons in
channel P6 for a mission starting on 2001.5 at the 95% confidence level. The chi
squared value for this fit was 0.1488.

was originally planned to fit these three data point situations. However, the fitting
process usually returned a fit with a steep increase in the flux over a small change in
mission lengths. An example of this is shown in Figure 4.17. In order to prevent an
artificially higher flux from being used due to the poor fit of the sigmoid function, a
different approach was implemented when one of the four mission lengths provided
zero flux.
Instead of a sigmoid function, a power law function was used to extrapolate
the flux between the two approaches. An example of the power law compared to the
sigmoid fit is shown in Figure 4.18. For a mission that started on 2000.0 and was run
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Figure 4.17: The figure above shows an example of the sigmoid fit for helium in
channel 7 for a mission starting on 2001.5 run at the 95% confidence level. Notice
how the fit does not appear similar to what was shown in Figure 4.15.

at a 90% confidence level, the power law function fits the region between the long
and short mission fluxes well. The sigmoid function does not even provide a positive
flux in the mission length of 0.004 years. This means that it could not be realistically
expected to extrapolate the flux for missions slightly larger than the short mission
approach limit.
The extrapolation used by the intermediate mission approach gets more complicated when there are different combination of fluxes that are above background for
the four mission lengths. This can only happen in unique situations. If the 0.5 year
mission length ever returns a flux of zero, then the intermediate mission approach

157

Figure 4.18: The figure above shows an example of the sigmoid and power law
fits for protons in channel P6. This was produced by running a mission starting on
January 1, 2000 at 0000 and was run for a 90% confidence level. The sigmoid fit does
not give positive values for the flux at a mission length of 0.004 years.

will also return a flux of zero. The only time the long mission approach can return
a flux of zero is during periods of time when there no episodes were detected or predicted. This can only happen between October 1, 2007 through September 30, 2009
and October 1, 2019 through September 30, 2022. Since neither of these time periods
is longer than five years, the longest mission length will always return a flux. In this
case, the short mission length could return a flux value in each channel. However, if
there are no episodes during the time period when the mission occurs, the flux should
be reported as zero since there is no chance of an episode occurring. The intermediate
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mission approach adopts this logic because it uses extrapolation. The short mission
approach does not automatically give zero flux during this mission period because it
does not use episode rate in the modeling. It just uses the percentage of time the
flux is above background during a given sunspot grouping. This just means that the
short mission approach will produce a reference environment above background when
there was no flux during the user’s mission.
Another combination of fluxes that the intermediate mission approach could
encounter is when the long mission approach provides fluxes at both mission lengths
while the short mission approach returns zero flux for both mission lengths. This
means that for some mission length between the long and short mission length limits
the flux first starts appearing above background at the specific confidence level. To
determine if the user’s mission length is long enough to see flux above background in
this energy channel, the ATR for the mission is calculated. This is found the same
way as described in Section 4.2.1 for the short mission approach. The ATR for the
user’s mission length is then compared to 1 − CL. If the ATR is less than 1 − CL,
then the mission length isn’t long enough at the confidence level to have flux above
background in this energy channel. If the ATR is greater than or equal to 1 − CL, the
user’s confidence level is large enough to see flux above background in this channel.
However, the amount of flux above background is still unknown.
To find the flux above background in this situation, consider what the ATR
means. The ATR was defined in Section 4.2.1 as “the percentage of time the flux
is above background in a given channel for a particular mission length”. But using
the relationship between the ATR and the confidence level, i.e. CL = 1 − AT R, a
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different meaning can be found. The ATR informs the user how much of the CCD
is at background and how much of it is above background for a mission length. If
the mission length associated with the point in the CCD where the flux is first above
background is found, then that mission length would have the smallest flux found
in the CCD. For a mission that occurs during a single sunspot grouping, the ATR
table for that sunspot group is searched for the spot where 1 − CL = AT R. The
mission length associated with that ATR is then used as the starting point for the
distribution. If 1 − CL falls in between two values in the ATR table for the sunspot
group, linear interpolation is used to find the mission length.
If a mission spans more than one sunspot grouping, the process used is almost
the same as a single sunspot grouping mission. This time around, the MSSREM peak
flux model must calculate how much of the mission is in each sunspot grouping. Then,
starting at the user’s mission length, MSSREM will subtract off one unit of the mission
length. That means MSSREM will identify which dataset is being calculated and will
subtract 5, 30, or 60 minutes from the mission length for the SEPEM, GOES, or ACE
datasets, respectively. MSSREM will then find the ATR in each sunspot grouping
and multiply the ATR for each group by the percentage of time the mission spends
in each sunspot group. MSSREM will calculate the ATR for the entire mission by
summing up the four calculated ATRs. This whole mission ATR is then compared
to 1 − CL. If the ATR is less than or equal to 1 − CL, the starting point of the CCD
has been found. If the ATR is larger than 1 − Cl, then MSSREM repeats the process,
reducing the mission length again by a single unit at a time until the starting point
is found.
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After the mission length where the flux first rose above background has been
determined, the flux needs to be determined. Using the CCD approach described in
Section 4.2.2.2 produces a CCD that is more severe than the long mission approach
peak flux distribution. Instead, it was decided to use the smallest flux found in the
CCD for a mission length that equaled the short mission approach limit. While this
flux may slightly underestimate the flux in this channel, using a longer mission length
may produce a flux more severe than the flux from the long mission approach at the
mission length of 0.5 years. With the mission length and flux value found, the power
law can be fit to the data to find the flux at the user’s mission length.

4.4

Helium Dataset Selection

Now that the the six elements have had their upper bounding spectra found
for each energy channel, the helium data are examined further. As mentioned in
Section 3.4.1, the ACE and SEPEM helium data have some issues in their datasets.
To summarize, the ACE SIS instrument has anti-coincidence shielding that can cause
the livetime of the instrument to be less than 10% if the particle storm is large
enough. The SEPEM data have an extremely high background that prevents the
smaller episodes from being identified.
To combat these issues, it would be desirable to use both datasets in the
MSSREM peak flux model. However, with both datasets having vastly different
energy channels, the datasets couldn’t be easily combined. For this reason, each
dataset was used for a certain range of fluxes. For the smaller fluxes modeled by
MSSREM, the ACE data were used. The ACE data have a much lower background,
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Table 4.12: The helium energy channels used to compared the ACE and SEPEM
datasets.
Elemental
Energy Channel
SEPEM Ch 2
ACE Ch 4

Lower
Energy (MeV)
7.23
7.3

Upper
Energy (MeV)
10.46
9.7

Mean
Energy (MeV)
8.7
8.5

so ACE is able to measure much smaller fluxes than the GOES satellites. For the
larger fluxes modeled by MSSREM, the SEPEM data are used. The GOES satellites
never saturate in a large SEP episode. This allowed the SEPEM dataset to accurately
measure the larger fluxes that the ACE data could not measure.
In order to use both datasets, it was necessary to verify that the two datasets
give flux distributions. Luckily, the two datasets each have one channel that are very
similar. Channel 2 from SEPEM and channel 4 from ACE were used for this test.
These channels are shown in Table 4.12. While the SEPEM energy channel is slightly
wider, it is by a small amount (less than 1 M eV ). The mean energy for each of these
channels also only differ by 0.2 M eV . For the comparison of these satellites, these
small differences will be ignored.
For the first test of these two datasets, the SEPEM data were converted into
60-minute average measurements to match the ACE data. This was done by averaging groups of twelve contiguous 5-minute measurements. The ACE data was then
multipled by the normalization factors found in Section 3.4.2. The ACE and SEPEM
flux distributions are plotted in Figure 4.19. As expected, the distributions are quite
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Figure 4.19: There are four flux distributions shown in this figure. The ACE and
SEPEM distributions are provided along side two combined ACE and SEPEM distributions.

different since the ACE SIS instrument can measure fluxes to a much lower level that
the GOES satellites.
It was then decided to use the ACE data for the beginning of the distribution
and switch to the SEPEM data once the ACE distribution reached a certain flux level
(see Figure 4.19). Two separate flux levels were considered for this. The first flux
level (black curve) was the lowest flux in the SEPEM dataset. The second flux level
(green curve) was chosen by looking at the SEPEM distribution and finding a spot
where it seemed the distribution was evolved enough to avoid being influenced by the
plateau in the beginning of the distribution. The combined distribution (green curve)
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Figure 4.20: The ACE and SEPEM cumulative distributions combined with their
ATR are plotted here. As can be seen, the ACE and SEPEM databases are in close
agreement after the initial plateau in the SEPEM distribution.

that starts at 0.0193 (cm2 ∗ sr ∗ s ∗ M eV /nuc)−1 is nearly identical to the ACE flux
distribution for the majority of the distribution. This shows that the SEPEM and
ACE datasets are observing the same flux levels through their operating period.
The ACE and SEPEM distributions were then combined with their respective
ATR for a 1-hour mission. Since the SEPEM data were combined and averaged into
1-hour measurements, the ATR was found by taking the number of flux measurements above background and dividing by the total number of 1-hour measurements
in the database. These distributions are plotted in Figure 4.20. Once again, there is
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Figure 4.21: The ACE and SEPEM peak flux distributions combined with their
scaling factor are plotted here. As can be seen, the ACE and SEPEM databases are
in close agreement in the beginning before diverging around 0.5 (cm2 ∗sr ∗s∗meV )−1 .

good agreement between the two distributions after the initial plateau in the SEPEM
distribution.
The peak flux distributions for the long mission approach also had to be compared to see if the ACE and SEPEM peak flux distributions are also similar. The peak
flux distributions had to be combined with the scaling factors for each channel. The
peak flux distributions are shown in Figure 4.21. The peak flux distributions agree
well with each other in the beginning before they diverge. Since ACE has unreliable
data in the high flux regime, diverging peak flux distributions are to be expected once
the flux reaches a certain level.
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Table 4.13: The threshold flux levels used to switch from the ACE database to the
SEPEM database.
ACE Helium
Channel
1
2
3
4
5
6
7
8

Threshold Level
(cm ∗ sr ∗ s ∗ M eV /nuv)−1
1
1
1
0.5
0.1
0.05
0.008
0.005
2

After seeing the comparisons between the datasets, it was decided that the
MSSREM peak flux model would use the ACE data until the flux predicted in any
of the ACE channels reaches a certain threshold. At that point, the MSSREM peak
flux model would switch to using the SEPEM database in all channels. The chosen
thresholds are shown in Table 4.13. Using the ACE dataset for the smaller fluxes and
the SEPEM dataset for the larger fluxes addresses the weakness of both datasets.
And since the ACE and SEPEM data have been shown to be very consistent with
each other, the ACE and SEPEM datasets are both used in the MSSREM peak flux
model.
When running the MSSREM peak flux model and after the flux has been
probabilistically determined for all the primary elemental energy channels, MSSREM
will compare the calculated ACE fluxes at the threshold levels in Table 4.13. If any of
the ACE energy channels have a flux greater than the threshold level, then MSSREM
will proceed using the SEPEM dataset for the helium data. If all the ACE channels
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produce a flux less than the threshold levels, then MSSREM will proceed using the
ACE dataset for the helium data.

4.5

Redistributing the Flux into New Energy Channels

Using the three approaches described, the MSSREM peak flux model has
produced an upper bounding spectrum for the six primary elements. Since there are
only a maximum of 8 energy channels that were measured for these elements, the
spectra will be distributed into smaller energy channels using a theoretical model.
The benefit of this is that the spectra will be more smoothly defined than is possible
with the maximum 8eight energy channels that are available in this database. In
addition, the theoretical model for SEPs allows the spectrum to be extrapolated
beyond the energy range limits of the dataset. The spectra was distributed into 1002
logarithmically spaced energies for the energy range of 0.1 M eV to 105 M eV . These
are the same energy channels used in CREME96. In addition to using the same
energy channels as in CREME96, it was also decided that the flux below 1 M eV
is always going to be reported as zero because particles with those energies are not
sufficiently penetrating to reach electronic components within the space vehicle.
Before the redistributing process can begin, the mean energy, E, of each channel had to be recalculated. The mean energy reported for each energy channel is
usually the midpoint energy, or the middle of the energy channel. Depending on how
fast or slow the flux falls off in the higher energy channels, the mean energy for a
channel will differ from the midpoint energy. Here we define the mean energy to be a
value such that the energies of half the flux in the channel fell below and half above
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the mean energy value, i.e. a value such that

Z

E

Z

E1

f (E)dE =
E0

f (E)dE,

(4.16)

E

where E0 and E1 are the lower and upper energy bounds of an energy channel (Robinson, 2015).
For each energy channel, the initial guess for E is the midpoint between the
lower and upper energy bound of the channel. The estimate of E for each channel
is improved using a piece-wise power law fit of the energy spectrum. The power law
spectral form is f = AE −γ .
Consider energy channel, j. If the differential fluxes in this channel as well as
in channels j − 1 and j + 1 are all above background, power laws can be fit between
E j−1 and E j and between E j and E j+1 . Then to find the spectral index for the power
law, Aj E γj , describing the spectrum across channel j, the spectral indices and the
amplitudes of the fits are averaged, i.e.,

γj =

γ(j−1,j) + γ(j,j+1)
2

and
Aj =

A(j−1,j) + A(j,j+1) ]
.
2

Equation (4.16) can now be evaluated. The integral form of the power law for
channel is
F (E) =

A
E −(γ−1) .
γ−1
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A definite integral of the power law for the differential flux between E0 and E1 is

F (E1 ) − F (E0 ) =

A
−(γ−1)
−(γ−1)
[E0
− E1
].
γ−1

(4.17)

This equation can be used in Equation (4.16) to find a more accurate value of the
mean energy, E j , of channel j. Let E j− be the lower energy bound of channel j and
E j+ be the upper energy bound. Then E j can be found by solving

F (E j ) − F (E j− ) = F (E j+ ) − F (E j ).

Thus,
−(γ−1)

Ej = [

Ej+

−(γ−1)

+ Ej−
2

]γ−1 .

(4.18)

If the flux in channel j − 1 is zero or j is the lowest channel, the spectral
index obtained by fitting power law between the means of channels j and j + 1 is
used to find the spectral index to be used in Equation (4.18) to find E j . If the flux
in channel j + 1 is zero or j is the highest channel, the spectral index of channel j is
found by fitting a power law between the means of channels j − 1 and j and used in
Equation (4.18) to find E j . Finally, if the fluxes in both channels j − 1 and j + 1 are
zero, then γ = 3 is used in Equation (4.18) to find E j .
The procedure described above provides estimates of E j that are improvements
over assuming that
Ej =

E j+ − E j−
,
2
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but further improvements may be obtained by applying this procedure iteratively.
Experience has shown that these iterations rapidly converge to a final value for E j .
For this work, only one iteration of this procedure was used.
After the mean energy for each channel is found, the redistributing process can
begin. There are three different methods that MSSREM can use in the redistributing
process. The first method is when there are at least four channels that have a flux
above background. For this case, the Band function was selected. It is given by

f (E) =





AE α exp( EEo )

Ecut ≥ E




A((α − β)Eo )α−β exp(β − α)E β

Ecut ≤ E

(4.19)

where E is the energy and α, β, Eo , and A are fitted parameters (Band et al., 1993).
In addition, the value of Ecut is defined as

Ecut = (α − β)Eo .

(4.20)

The Band function was chosen for its ability to fit a wide range of spectra and
from previous work that has been done using this function (Mewaldt et al., 2005;
Robinson, 2015; Tylka et al., 2005, see). An example of this fit for protons is shown
in Figure 4.22. The mission fit in this figure started on 2005.2 and lasted 1.2 years.
The bounding-case spectrum shown in the figure is for a 98% confidence level. Like
the previous fitting done with MSSREM, the program tested multiple different sets
of initial parameters until a fit with a chi squared less than 1.5 was found. In the rare
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Figure 4.22: The Band function is fitted to the MSSREM spectra prediction for
protons. The mission started on 2005.2 and lasted for 1.2 years at the 98% confidence
level. The chi squared value for this fit was 4.41.

case that none of the initial sets of parameters yielded a fit that had a chi squared
value less than 1.5, the fit that gave the lowest chi squared value was used. Figure 4.22
showed a fit with a chi squared value of 4.41. The fit is then used to distribute the
flux into the 1002 new energy channels. This is done by simply evaluating the Band
function at the midpoint energy of each channel.
The second method is used when there are between 1 to 3 channels with fluxes
above background. In this situation, a power law function was chosen to fit the data.
If there are three channels of data, one power law fit is found between the first and
second channels and a second power law fit is found between the second and third
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channels. The first power law fit is used to extrapolate the flux to energies below
the second channel of flux while the second power law fit is used to extrapolate to
energies above the second channel. After the upper energy boundary of the third
channel, the slope of this second power law must fall at least as rapidly as energy to
the −3 power. This combination of power laws is used to find the flux for all 1002
energy channels.
If there are two channels with data, the power law fit will be found by using
the corresponding mean energies and fluxes for these two channels. Then, the slope
of the power law fit is checked to make sure that the slope is at least as steep as −3.
If it is, the power law slope is used for the entire spectrum. If the power law index is
greater than −3, a slope of −3 is used for the spectrum for energies greater than the
upper energy boundary for the second energy channel. This fit is then used to find
the flux for all 1002 energy channels.
When there is only one channel with flux above background, a power law
function is also used to fit the data. However, since there is only one data point, the
slope of the power law has been predetermined and set to −3. With the predetermined
slope and the one channel of flux, the amplitude of the power law function can be
found. The power law fit can then be used to find the flux in all 1002 energy channels.
The third method used is when there are no channels with flux above background. When this happens, all 1002 energy channels will be reported as having zero
flux above background.
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4.6

Secondary Elements

For every SEP episode that reaches Earth, the elemental composition is different. Looking at Table 1 in Reames (2000), multiple SEP events are given that have
a drastically different iron to oxygen ratios, for example. There’s also a indicator to
show which events are enriched with helium. Just in the brief study Reames performed, there is clear evidence that episodes can provide an enhancement of certain
elements detected at Earth. The scaling of the design reference environments of the
primary elements need to include this heavy ion enhancement whenever possible to
accurately model the secondary elements.
Since the MSSREM peak flux model created reference environments for the six
primary elements, these can be used to scale the reference environments for the other
86 elements. This process requires an average episode and the coronal abundances.
In this section, an explanation of the ACE average episode and how it was created
will be given. Then, a description of the coronal abundances for all the elements will
be discussed. Finally, a section on how the remaining design reference environments
are scaled from the design refernce environments for the primary elements in the
MSSREM peak flux model.

4.6.1

ACE Average Episode
The ACE average episode is a list of the fluences for each elements measured by

the ACE SIS instrument in the CREME96 energy channels. The list for each element
can then be used to help scale the design reference environments for the six primary
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elements to the remaining elements in the model. To do this, the total fluence above
background for each element measured by the ACE SIS instrument over the entire
instrument’s lifetime needs to be calculated.
To find the total fluence above background, the flux measurements above background for each elemental energy channel was converted into a fluence by multiplying
the flux by the number of seconds in an hour and the width of the energy channel.
The measurements are one hour measurements so there are 3600 seconds in each measurement. The energy channel widths can be found by taking the upper energy of
the channel and subtracting the lower energy. The energy channels for each element
were defined in Table 3.11. The units of fluence are then just (#/cm2 ∗ sr). The
fluence over the entire database were summed up for each elemental energy channel.
The time periods listed in Table 3.13 were excluded from the average episode. These
include the periods of time where the ACE data team suggest using caution due to
issues in the data (Cohen et al., 2019). See Section 3.4.2 for more information on
these issues.
This summation process produced the fluence spectrum for each element. However, there are only eight energy channels for each element in the ACE SIS instrument.
These channels do not cover the entire spectrum of the CREME96 energy channels
used for the reference environments for these six primary elements. These fluence
spectra were then fit by two difference models to create the ACE average episode
that has the same energy channels as the reference environments.
The two models selected for fitting the fluence spectra for each element were
the Weibull function and a power law function. In Figure 4.23, the carbon and iron
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Figure 4.23: The carbon and iron fluence data are plotted along side the power law
and Weibull fits. As can be seen, the Weibull fit for carbon falls off much faster than
the one for iron at the higher energy ranges.

fluence measurements are plotted along with the power law and Weibull fits for both
elements. The standard deviation for each fluence in a channel was assumed to be
25% of the total fluence in that channel. Both the power law and Weibull functions
do a good job of representing the spectrum in the energy range that ACE measured.
However, in the higher energy ranges, the fits are not consistent with one another. The
carbon Weibull fit falls off at a much fast pace than the iron Weibull fit. This means
that in the higher CREME96 energy ranges, iron is a lot more abundant than carbon,
which is not realistic. In addition, the fluence spectrum for each element looked like it
could be fit by a power law. The Weibull function for the higher Z elements produced

175

Figure 4.24: The average episode for carbon is shown here. The error bars shown
on the fluence are 25% of the fluence for each channel.

a fit that was close to a power law over the energy range of the ACE SIS instrument.
This can be seen in the Weibull function fit for iron in Figure 4.23.
The carbon average episode illustrates that the fluence data can be described
accurately with the power law fit. A closer view of the carbon average episode is
shown in Figure 4.24. The Weibull function does not improve the fit significantly.
The data itself does not clearly indicate that the data would be represented better by
the Weibull fit compared to the power law. The chi square value for both the Weibull
and power law function fits do not differ much for any of the elements either.
The power law fits for all 14 elements are shown in Figure 4.25. While the
power law fit is used in this work, it is not an ideal fit either. The nickel spectrum
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Figure 4.25: The spectra for all the elements measured in ACE SIS are shown here
for the average episode. Each element was fit by the power law function.

doesn’t fall off as fast as some of the other elements. However, when compared to
the Weibull function fit, the power law is vastly superior. The Weibull fit for nickel
produced a spectrum that ended up being over two orders of magnitude higher than
the Weibull fit found for helium.

4.6.2

Coronal Abundances
Elemental abundances in the solar system come from a few different sources,

mainly the photosphere and meteorites. The meteoritic abundances are usually referred to as the universal elemental abundances and are presumed to describe the
elemental composition of the universe (Asplund et al., 2009). The photosphere abun-
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dances are usually assumed to describe the composition of the sun (Asplund et al.,
2009). For SEP episodes, the photospheric abundances do not completely describe the
composition of the SEP storm that reaches Earth. Since particles are accelerated in
the sun’s corona, the SEP composition more closely matches the coronal abundances
than the photospheric abundances.
The coronal abundances can be related to the photospheric abundances through
the use of the first ionization potential (FIP) energy for each element. The FIP energy refers to the amount of energy required to remove one electron from a neutral
atom. The coronal to photospheric abundances are enhanced for low FIP (<10 eV)
elements compared to the high FIP (>11eV) elements (Schmelz et al., 2012). Schmelz
et al. (2012) provide 20 coronal abundances. The coronal to photospheric abundance
ratio for 20 elements were also published by Schmelz et al. (2012) and are plotted in
Figure 4.26. The enhanced ratio can be seen in this figure for the low FIP elements.
If the FIP energy and the photospheric abundance for the other elements are known,
the coronal abundance could be found by using linear interpolation. The FIP energy
for each element are taken from Kramida et al. (2019).
The photospheric abundances used in this work come from a few different
sources. The majority of the photospheric abundances come from a series of three
papers (Grevesse et al., 2015; Scott et al., 2015a,b). In addition, Asplund et al. (2009)
provides meteorite abundances for a few additional elements. For 13 elements that
did not have a measured photospheric abundance, the meteorite abundances were
used instead and assumed to be the same as the photospheric abundance.
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Figure 4.26: The coronal to photospheric abundance ratios are from Schmelz et al.
(2012). The ratio for elements with a FIP below 10 eV are enhanced compared to
the higher FIP elements.

With the photospheric abundances in hand, the coronal abundances for the
elements can be found by using linear interpolation. For an element that does not
have a coronal abundance, the FIP energy is used to find the two closest coronal
to photospheric abundance ratios. Linear interpolation is then used between those
two ratios to find the coronal to photospheric abundance ratio for the missing element’s FIP energy. The coronal abundance can then be found using the coronal to
photospheric abundance ratio and the photospheric abundance.
The coronal abundances used in this work are shown in Table 4.14. These
include the calculated abundances along side those reported by Schmelz et al. (2012).
Since all the abundances are scaled in respect to hydrogen, the coronal abundance of

179

Table 4.14: Coronal Abundances
Atomic
Coronal
Atomic
Coronal
Atomic
Coronal
Number Abundance Number Abundance Number Abundance
1
1.00E+00
32
1.02E-08
63
7.93E-12
2
6.08E-02
33
3.73E-10
64
2.52E-11
3
2.79E-11
34
4.17E-09
65
4.76E-12
4
5.45E-11
35
2.42E-10
66
2.90E-11
5
1.12E-09
36
1.44E-09
67
6.74E-12
6
2.26E-04
37
7.36E-10
68
1.78E-11
7
5.17E-05
38
1.61E-09
69
2.72E-12
8
4.11E-04
39
3.44E-10
70
1.51E-11
9
2.29E-08
40
8.75E-10
71
3.12E-12
10
8.01E-05
41
6.75E-11
72
1.52E-11
11
4.17E-06
42
1.65E-10
73
1.69E-12
12
7.41E-05
43
0.00E+00
74
1.57E-11
13
6.16E-06
44
1.24E-10
75
4.13E-12
14
7.24E-05
45
1.72E-11
76
5.64E-11
15
3.09E-07
46
7.96E-11
77
5.95E-11
16
1.69E-05
47
2.04E-11
78
9.43E-11
17
1.27E-07
48
1.33E-10
79
1.85E-11
18
2.26E-06
49
1.49E-11
80
1.82E-11
19
2.75E-07
50
2.31E-10
81
1.66E-11
20
4.36E-06
51
2.30E-11
82
1.84E-10
21
3.22E-09
52
3.43E-10
83
9.81E-12
22
1.82E-07
53
4.35E-11
84
0.00E+00
23
1.77E-08
54
1.07E-10
85
0.00E+00
24
9.55E-07
55
2.97E-11
86
0.00E+00
25
5.82E-07
56
4.53E-10
87
0.00E+00
26
7.08E-05
57
3.12E-11
88
0.00E+00
27
2.01E-07
58
9.27E-11
89
0.00E+00
28
3.55E-06
59
1.29E-11
90
2.30E-12
29
3.12E-08
60
6.42E-11
91
0.00E+00
30
8.26E-08
61
0.00E+00
92
6.09E-13
31
2.37E-09
62
2.14E-11
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hydrogen is equal to one. There are nine elements that have a coronal abundance of
zero since these elements have no stable isotope.

4.6.3

Creating Design Reference Environments for Secondary Elements
in MSSREM
After the MSSREM peak flux model has redistributed the design reference

environments into the CREME96 energy channels, the reference environments for the
secondary elements are calculated. To scale the reference environments for Z ≤ 28
elements, MSSREM uses the equation

fi (j) = hi (j) ∗ gi (j),

(4.21)

where the fi (j) term is the scaled flux in energy channel j for element i. Element i
is one of the secondary elements that is currently being calculated. The gi (j) term is
the standard flux in energy channel j for element i. The standard fluxes are either
the ACE average episode spectra or calculated using the coronal abundances. The
hi (j) term is the heavy ion enhancement at energy channel j for element i.
The heavy ion enhancement is defined as


hi (j) =

Zi − Zl
Zu − Zl

 

fu (j) fl (j)
fl (j)
∗
−
+
,
gu (j) gl (j)
gl (j)

(4.22)

where Zu and Zl are the atomic numbers for the upper and lower bounding elements,
respectively. The upper and lower bounding elements always refer to one of the
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primary elements. The fu (j) and fl (j) terms are the probabilistically modeled fluxes
in energy channel j of the upper and lower bounding elements, respectively. The
gu (j) and gl (j) terms are the standard fluxes in energy channel j of the upper and
lower bounding elements, respectively. Since the heavy ion enhancement requires
an upper and lower bounding element, it can only be calculated for elements below
iron. For cobalt and nickel, it was decided to use silicon and iron elements as the
lower and upper bounding element for the heavy ion enhancement. So the heavy ion
enhancement can be calculated for Z ≤ 28 in this work.
For the Z ≤ 28 elements that are measured by the ACE SIS instrument, the
scaled environment can be found by using Equations (4.21) and (4.22). The ACE
average episode is used for the standard flux. As an example of this process, the
calcium scaling calculations will be discussed for the 200th energy channel. The
lower and upper bounding primary elements are silicon and iron (atomic numbers of
14 and 26, respectively). The first part of the first term in Equation (4.22) is equal
to 0.5. Then, the flux from the 200th energy channel for both silicon and iron are
divided by the 200th energy channel in the ACE average episode for silicon and iron,
respectively. This produces a ratio of the fluxes for the upper and lower bounding
elements. These ratios are subtracted from each other and then multiplied by the 0.5
term for the ratio of the atomic numbers. This new value is then added to the ratio of
the lower bounding element to determine the heavy ion enhancement. This heavy ion
enhancement is then multiplied by the 200th energy channel for the calcium average
episode. This produces the flux in the 200th energy channel of the calcium spectra.
This process is then repeated for the remaining energy channels.
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For the Z ≤ 28 elements that are not measured by the ACE SIS instruments,
the scaled environment can found in a similar manner as described above for the
elements measured by ACE. The only difference is that the standard flux is now
found using the coronal abundances listed in Table 4.14 instead of the ACE average
episode. In addition, the coronal abundance is the same across all energy channels
and does not change with each energy channel.
For elements with an atomic number greater than 28, the reference environments are found by

fi (j) = fl (j) ∗

gi (j)
gl (j)


.

(4.23)

The standard fluxes used here are the coronal abundances listed in Table 4.14. Once
again, the coronal abundance is the same for all energy channels. This equation is
repeated for each energy channel until the entire spectrum is created. While it was
consider to use silicon and iron to find the heavy ion enhancement for the Z > 28
elements, it was concluded that the trend between silicon and iron is not necessarily
a representation of how the other elements would behave at much higher values of Z.
For the Z > 28 elements, no heavy ion enhancement was included in the scaling of
the reference environments.

4.7

MSSREM Output File

With reference environments created for all 92 elements, MSSREM can put
together the output file for the peak flux model. The output file has a file extension
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Figure 4.27: The output file for the MSSREM peak flux model is shown here. The
file has a header that describes the mission case that was run to create the reference
environments included in the file.

of .zpb and can be opened by any text editor (Notepad, Wordpad, etc.). Each output
file has a header, as can be seen in Figure 4.27.
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The first line of the header provides the user with some important pieces of
information. Reading on the left, the first line tells the user the number of comment
lines to follow. Next comes the name of the output file, and then the version number
of MSSREM is provided. The last value on the line is the number 3. The comment
lines start with the ’%’sign. The first provides the user with name of the model run
in the MSSREM package, the version number of the model, and the date of the last
update to the model. The second comment line lists the missions start date and
mission length.
The third comment line provides the user with the confidence level used in the
calculations. The last two comment lines provide the user with the element range
and the flux units, respectively. The current version of the MSSREM peak flux model
will always use, by default, elements of hydrogen through uranium. The elements are
listed in the output file for completeness. An important thing to note is the flux units.
The units are changed to include the units of meters rather than centimeters, as was
used throughout the last two chapters. This change was incorporated to match the
units in the CREME96 output files.
The seventh line in the header is also the last one. From left to right, this
line gives the lowest energy for a channel, highest energy for a channel, the number
of energy bins used to describe the spectra, the lower and upper atomic numbers for
the range of elements included in the calculations, the word ’unshielded’, the version
number, and the number 3. This line is included to match the format of the CREME96
output files. It provides some useful information regarding the calculated spectra. As
discussed in Section 4.5, the flux spectra is broken into 1002 energy channels that
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span 6 orders of magnitude. The first three values on this line provide the user
the information to recreate these energy channels. Next, the range of elements is
included to remind the user which elements were used in the calculations. The word
’unshielded’ is included to specifically state that the design reference environments
in the output file describe the spectra at the skin of a spacecraft outside the Earth’s
magnetic field. The version number and the number 3 are included at the end of the
line for compatibility with the CREME96 output files.
The next line in the output file is left blank. This indicates the start of the
reference environments for each element. Before the flux values are included in the
output file, the fluxes are checked to see if they are above a threshold level. If they
are not, the flux is reported as zero for that channel. This is to ensure the Band fit
used to distribute the flux into the CREME96 energy channels does not provide a
flux that is unrealistically small. The threshold levels used in the MSSREM peak flux
model are obtained from the BON2014 cosmic ray model. The threshold level should
be sufficiently small enough that any SEP component of the flux will contribute an
insignificant portion to the total flux. For this reason, the year 1990.2 was chosen to
run the BON2014 model. This corresponds to a galactic cosmic ray flux that is close
to the minimum cosmic ray environment on record. The author then decided that if
the SEP flux from MSSREM was 10% of this minimum galactic cosmic ray flux for
any channel, MSSREM would report the flux as zero for that channel.
The data are organized into 167 rows with 6 values in each row. The block of
data is organized in this way so that the flux from the lowest energy channel is the
first value on the left in the first row. The energy channels increase in energy going
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from left to right in a row. After six fluxes are placed on a row, the flux from the
next lowest energy channel begins the next row. The fluxes in the first 167 energy
channels are zero for all the elements since these energy channels are below 1 M eV .
It takes 167 lines to write a spectrum with 1002 energy bins, so each block of 167 lines
contains the spectrum of one element. After the spectrum of an element have been
written to the file, a blank line is inserted to separate the blocks of data containing
individual elemental spectra. So the first 167 lines of data contain the hydrogen
spectrum, followed by a blank line, and then 167 lines of data containing the helium
spectrum and so on. Once all 92 elements have been written out to the output file,
MSSREM closes the output file.
This chapter has explained how the MSSREM peak flux model is constructed.
This includes providing a detailed explanation of the probabilistic modeling approaches used for short, intermediate, and long missions. It explained how the MSSREM peak flux model determines which approach to use for a given mission length.
These approaches are used on the six primary elements (hydrogen, helium, carbon,
oxygen, silicon, and iron). The selection process used by the MSSREM peak flux
model for which helium dataset will be used for the chosen mission was then explained. Next, a section on how the Band function was used to distribute the flux
into the CREME96 energy channels was included. Then, the process used to scale
the design reference environments for the six primary elements to the other 86 elements was explained. Finally, the chapter ended will a description of the output file
generated by the MSSREM peak flux model.
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CHAPTER 5

VERIFICATION AND VALIDATION OF MSSREM

Verification and validation is an important step in evaluating the accuracy and
reliability of a model. However, the meaning of each of these words can sometimes be
blurred together during the testing of a model. Following the definitions provided by
Easterbrook (2010): “validation is concerned with checking that the system will meet
the customer’s actual needs, while verification is concerned with whether the system
is well-engineered, error-free, and so on.” In other words, validation of a model ensures
that the model is providing the user with exactly what is asked for while verification
means that the system works as designed.
With respect to the MSSREM peak flux model, verification and validation
play an important role to determine how useful this new model is to the space radiation community. Verification of the MSSREM peak flux model will examine the
reference environments for different confidence levels and mission lengths. As either
the confidence level or mission length increases, the reference environment provided
by the MSSREM peak flux model should become more severe. If a higher confidence level or longer mission length provides a lower/softer reference environment,
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this could indicate a problem in the theory or implementation of the probabilistic
modeling techniques used in this model.
On the other hand, validation of the MSSREM peak flux model will ensure that
the reference environments produced for a given mission do not over or under estimate
the environment. Ideally, validation would occur on a completely separate set of data
than that used to build the model. Even though there are multiple instruments
measuring the particle flux at Earth, all the measurements are measuring the same
Sun and series of episodes. So testing the MSSREM peak flux model on another data
source would not provide an ideal way to validate the model. One could in theory
use data covering different energy ranges to test the model. This would be a different
dataset than the one used in the model. For example, one could use the HEPAD
data from the GOES satellites to test the MSSREM peak flux model since the proton
and alpha (helium) particles measured are in a higher energy range than the particles
measured by the EPS instrument on GOES. However, this validation route is still
measuring the same Sun and series of episodes. Instead, the MSSREM peak flux
model will be compared to existing models in the field (e.g. SAPPHIRE and ESP)
to see how MSSREM compares to these models.
This chapter will provide the results of verification and validation of the MSSREM peak flux model. The first section will examine the verification of the MSSREM
peak flux model. Then, a section on the validation of the MSSREM model, comparison to other models used by the space radiation community, will be presented. Finally,
the verification and validation results will be discussed.
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Figure 5.1: The design reference environments that were generated for the six primary elements are shown in this figure. This mission started on January 1, 2024 at
0000, lasted for 100 minutes, and was run at the 98% confidence level.

5.1

Verification

To start the verification process of the MSSREM peak flux model, let’s begin
by looking at a few different missions. The first mission is a 100 minute mission that
launched on January 1, 2024 at 0000. This mission was run at the 98% confidence
level and is shown in Figure 5.1. The short mission approach described in Section 4.2
was used to create these environments. This mission ran during the 0-50 sunspot
grouping.
Since the spectra for all six elements do not extend through the entire energy
range, the elemental spectra reached a point where the flux in the spectra was less
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Figure 5.2: The design reference environments that were generated for the six primary elements are shown in this figure. This mission started on January 1, 2050 at
0000, lasted for two years, and was run at the 95% confidence level.

than 10% of the background cosmic rays calculated from the BON2014 model. The
proton spectra was fit by two power laws since there were only 3 channels with flux
above background. The ACE data was selected for the helium data since none of the
channels produced a flux greater than the helium threshold levels in Table 4.13. The
five heavier elements all had at least four channels of data above background so the
spectra were fit with the Band function.
When this mission is compared to the two year mission shown in Figure 5.2,
it is obvious that the reference environment given for the two year mission is much
more severe. This two year mission launched on January 1, 2050 at 0000 and was run
at the 95% confidence level. The long mission approach described in Section 4.1 was
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Figure 5.3: The design reference environments for a two year mission launching
on January 1, 2050 at 0000 are shown here for protons. The four lines are for the
confidence levels 95-98%. Notice how the 98% confidence environment for protons
crosses the 95% and 96% environments around 300 MeV/nuc.

used to create these environments. For this mission, the Band function was used to
fit the data across all elements. While these two missions show that the MSSREM
peak flux model does produce a more severe reference environment for a long mission
than a shorter mission, the confidence levels and mission lengths need to be broken
down into much smaller pieces before a general conclusion can be reached.
A potential issue arises when you compare the different confidence levels for
the mission in 2050. The environments at four different confidence levels for the two
year mission launching on January 1, 2050 at 0000 are shown in Figure 5.3. As can
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clearly be seen by examining the 98% confidence level environment for protons, the
higher confidence levels do not always produce the harsher environments.
This overlapping of the confidence levels means that there is either an error in
the code, fitting approach, or the theory itself. After examining the MSSREM code
for potential errors, none were found. To get to the bottom of this issue, the flux
outputs from the short, intermediate, and long mission approaches were examined
to see if the probabilistic modeling approaches produced fluxes in the lower energy
channels that were smaller than the fluxes in a higher energy channel.

5.1.1

Verification of the Probabilistic Modeling Approaches
The verification of the probabilistic modeling approaches used in the MSS-

REM peak flux model can be done in a similar manner to that described early. The
MSSREM peak flux model was run for multiple missions covering a wide range of
mission lengths and confidence levels. However, this time the values generated for
each elemental energy channel were examined rather than the fitted spectra. This
can determine if there is an issue in the probabilistic modeling approaches discussed
in Chapter 4 or if this is an effect from the fitting of the spectra to distribute the
data into the CREME96 energy channels.
To verify that the probabilistic modeling approaches are sound, three different
verification tests are discussed. These test different parts of the MSSREM peak flux
model on the multiple datasets to see if there are any issues within the theory. The
first verification test varied the length of the mission while the second and third
verification tests varied the confidence levels of the missions. In both cases, the
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design reference environments should increase as the mission length or confidence
level increases.

5.1.1.1

Verification Test 1

The first verification test was for missions that launch on January 1, 2000 at
0000 and run at the 90% confidence level. For these missions, the mission length
will vary between 0.00001-1.0 years. This corresponds to missions as short as 5.2704
minutes. For mission lengths between 0.00001 and 0.002, the step size between each
mission tested was 0.00001 years (5.2704 minutes). For missions between 0.002 and 1.0
years, the step size between missions tested was 0.002 years (1054.08 minutes). Using
these mission lengths tested all three probabilistic modeling approaches described in
Chapter 4. The short mission approach for all the channels occurs in the above 150
sunspot grouping for all mission lengths tested. The first elemental energy channel
that switched to the intermediate approach was channel 8 for the iron element. This
switching occurred for mission lengths exceeding 240 minutes. For mission lengths
greater than or equal to 0.01 years, all the channels used the intermediate mission
approach. The long mission approach was used by all the elements with mission
lengths that are 0.5 years or greater.
The plots shown in this section are the proton reference environments. Due to
the limitations of the plotting software, only 100 different sets of data could be plotted
in a single plot. This means that each plot only has 100 unique mission lengths in it.
So the range of missions for this first set of calculations for protons is spread across
seven figures. In addition, the fluxes for each reference environment generated are
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shown in a scatter plot and a line plot. Scatter plots are useful for examining the
reference environments that contain only one channel. Besides, the plotting software
can not draw a line for a mission length with only one channel of data. Line plots
are useful to see if longer missions provide lower fluxes than shorter one. Ideally, the
lines for the different reference environments should never cross because a longer or
higher confidence level mission produce reference environments that are more severe
than shorter or lower confidence level missions. If reference environments are seen to
be crossing one another, there is an issue with the model that needs to be studied.
Figure 5.4 displays the design reference environments for mission lengths between 0.00001-0.001 years. The proton design reference environments for mission
lengths between 0.001-0.002 years are shown in Figure 5.5. Figure 5.6 contains the
proton reference environments for mission lengths between 0.002-0.2 years. The design reference environments for protons with mission lengths between 0.2-0.4 years are
found in Figure 5.7. Figure 5.8 displays the proton design reference environments for
mission lengths between 0.4-0.6 years. The proton design reference environments for
mission lengths between 0.6-0.8 years are shown in Figure 5.9. Figure 5.10 contains
the proton reference environments for mission lengths between 0.8-1.0 years.
All these plots show that the reference environment generally increases as the
mission length increases. In Figure 5.6a, it is probably the easiest to see that most,
if not all, the lines are not overlapping, especially for the shorter mission lengths in
the plot. For the other figures presented here, it’s hard to clearly see the detail in
the figures since there are minute differences between some of these reference environments. A zoomed in view of the reference environments for mission lengths between
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.4: Design reference environments for mission lengths between 0.00001-0.001
years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.5: Design reference environments for mission lengths between 0.001-0.002
years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.6: Design reference environments for mission lengths between 0.002-0.2
years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.7: Design reference environments for mission lengths between 0.2-0.4 years
are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.8: Design reference environments for mission lengths between 0.4-0.6 years
are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.9: Design reference environments for mission lengths between 0.6-0.8 years
are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.10: Design reference environments for mission lengths between 0.8-1.0 years
are shown here in both line and scatter plot format.
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Figure 5.11: The proton design reference environments for mission lengths between
0.00001-0.001 years are shown here. In this zoomed in view, it can clearly be seen
that the environments do no overlap.

0.00001-0.001 years is shown in Figure 5.11. In this figure, the reference environments
are not overlapping with increasing mission length.
One thing that is interesting about Figure 5.11 is that you can see multiple
mission lengths producing the same reference environments. Each mission length has
its own color assigned to it in the plotting software. Since the environments shown
in the figure have multiple colors in a line, this means that there are multiple mission
lengths that are producing the same environment. Remember how the short mission
approach produces these reference environments. The data were grouped into bins to
match the mission length. Since the data were averaged measurements over a period
of time, there can be multiple mission lengths that can cause the same number of
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Figure 5.12: The proton design reference environments for mission lengths between
0.001-0.002 years are shown here. In this zoomed in view, there are a few lines that
can clearly be seen as overlapping. These are indicated by the arrow on the right side
of the plots.

measurements to be binned together for the short mission approach. Looking at this
plot, the mission length increased by 5.2704 minutes with each step. This means that
the first five step sizes are all going to bin the same number of measurements into
each bin. This causes multiple mission lengths to produce the same environments.
This is also seen in the ACE data since the measurements are 60 minute averages.
Taking a closer look at Figure 5.5, a concern appears. Figure 5.12 shows a
zoomed in section of the reference environments. The two arrows on the right side
of the plot highlight multiple reference environments that cross each other. The
lower arrow highlights a solid red line that crosses a multiple-shades-of-blue line. The
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higher arrow highlight a dashed pink line that crosses a solid pink line. In reviewing
these plots, the crossing of multiple reference environments was seen in all elemental
reference environments across most of the channels at one point or another. This
only seemed to occur for missions that used the short mission approach. This issue
will be discussed in more depth in Section 5.1.2.
Looking at the reference environments for mission lengths between 0.4-0.6
years, another feature appears. Comparing the two plots shown in Figure 5.13, one
thing that stands out. An occasional channel will have a small gap in it between the intermediate mission approach and the long mission approach, as shown in Figure 5.13a.
However, most of the time, there is no gap, as demonstrated by Figure 5.13b. While
this does not cause a failure of the verification of the model, it is a unique feature.
This was only seen a handful of times during the testing. This issue will be examined
in more detail in Section 5.1.2 to determine the cause.
The other proton reference environments shown earlier have no other noteworthy features in them. They all verify that longer missions do provide more severe
reference environments, in general. The reference environments for the remaining
elements will be provided in Appendix A. These plots provide nothing new to the
verification process. Specific examples from these other plots will be discussed in
Section 5.1.2. In these cases, the figures will be plotted again in the body of this
dissertation for the reader’s convenience.
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(a) Reference environments produced for channel P5 in the GOES data.

(b) Reference environments produced for channel P6 in the GOES data.

Figure 5.13: Design reference environments for mission lengths between 0.4-0.6 years
are shown. Both plots are zoomed in on sections of the line plot shown in Figure 5.8.
Notice how Figure 5.13a has a gap before the 0.5 year mission.
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5.1.1.2

Verification Test 2

For the second verification test, a 0.5 year mission will be plotted over a range
of confidence levels. This mission launches on January 1, 2016 at 0000. The confidence
levels in this test range from 10-99.9%. For confidence levels 10-99%, the step size
used is 1%. For confidence levels 90-99.9%, a step size of 0.1% is used. This created
some overlap in the confidence levels but helps to show finer detail in the reference
environments for confidence levels that might be used more often.
For this test, the helium data was plotted so that the helium dataset threshold
can be discussed. Figure 5.14 contains the helium reference environments for confidence levels between 10-99%. The helium reference environments for confidence levels
between 90-99.9% are plotted in Figure 5.15.
Around the 30% confidence level, the helium reference environment switches
from using the ACE data to the SEPEM data. As can be seen in Figure 5.14a,
switching from the ACE dataset to the SEPEM dataset does not cause any of the
reference environments to cross over one another. The only questionable region in
these plots would be around the 30 MeV/nuc region. Technically, the SEPEM data
does not have any flux in its reference environment for the 30-40% confidence level
environments while the ACE data did produce an environment with flux in this region.
Since these environments are fitted with a Band function to distribute the flux into
different energy channels, this issue is mitigated since the Band function will provide
the environment with a flux in that energy range.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.14: The helium design reference environments for confidence levels between
10-99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.15: The helium design reference environments for confidence levels between
90-99.9% are shown here in both line and scatter plot format.
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The reference environments for the other elements are provided in Appendix B
for completeness. Once again, there are not any interesting features in these plots so
they have been removed from this chapter to conserve space.

5.1.1.3

Verification Test 3

The third verification test was for a mission that launched on January 1, 2006
at 0000. This mission had a duration of 99.72 minutes. This mission occurs during the
0-50 sunspot grouping of the short mission approach. The verification testing for this
mission will examine confidence levels from 50-99.99999%. The 50-99% confidence
levels had a step size of 1% between them. There was a step size of 0.01% for
confidence levels between 99-99.99%. The step size for confidence levels between
99.9-99.999% was 0.001%. There was a step size of 0.0001% for confidence levels
between 99.99-99.9999%. Finally, for confidence levels between 99.999-99.99999%, a
step size of 0.00001% was used. The confidence level is tested for this small of size
for the mission because the reference environments had not reached the largest fluxes
in the CCD used to produce the flux for an elemental energy channel.
For this test, the helium design reference environments were once again plotted.
The helium design reference environment for confidence levels between 50-99% are
shown in Figure 5.16. Figure 5.17 displays the helium design reference environments
for confidence levels between 99-99.99%. The confidence levels between 99.9-99.999%
for the helium design reference environments are shown in Figure 5.18. The helium
design reference environment for confidence levels between 99.99-99.9999% are shown
in Figure 5.19. Figure 5.20 displays the helium design reference environments for
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.16: The helium design reference environments for confidence levels between
50-99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.17: The helium design reference environments for confidence levels between
99-99.99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.18: The helium design reference environments for confidence levels between
99.9-99.999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.19: The helium design reference environments for confidence levels between
99.99-99.9999% are shown here in both line and scatter plot format.
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confidence levels between 99.999-99.99999%. Notice that the ACE helium data crosses
the helium threshold in Figure 5.17. This occurs somewhere between the 99% and
the 99.9% confidence levels for this mission.
There are three big issues that can be seen from these plots. The first one can
be seen in Figure 5.16. The first helium reference environment shown in the figure
does not have any flux in channel 2 while channels 3 and 4 both have flux above
background. Since the SEP flux decreases monotonically with increasing energy,
all channels with energies below one containing flux above background should also
contain flux above background. The scatter plot shown in Figure 5.16b allows the
missing channel 2 data to be noticed.
The second issue can be seen in Figure 5.17. The helium reference environments from the ACE and SEPEM datasets overlap. The third channel in the reference
environments produced from the ACE dataset had higher fluxes than the first energy
channel of the reference environments from the SEPEM dataset. Since the third ACE
channel has a higher energy than the first SEPEM channel, the ACE channel should
also have a lower flux.
The third issue can be seen in both Figure 5.16 and Figure 5.17. The second
helium channel in the reference environments produced from the ACE dataset is
consistently lower than the third energy channel. This should not happen since the
SEP flux decreases monotonically with increasing energy. All three of these issues
will be discussed in more detail in Section 5.1.2.
The design reference environments for the other five elements for this verification test can be found in Appendix C. While most of the plots show nothing new,
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure 5.20: The helium design reference environments for confidence levels between
99.999-99.99999% are shown here in both line and scatter plot format.
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there is one other issue that needs to be addressed from this testing. Take a look at
Figure 5.21. The carbon reference environments provide flux above background at
multiple confidence levels while the proton reference environments do not have any
flux above background. Protons are always present in an SPE. The MSSREM peak
flux model should not be able to produce a reference environment where there are
carbon ions but no protons. This issue will be discussed more in Section 5.1.2.
Using these three verification tests, a few issues in the MSSREM peak flux
model have been discovered. Section 5.1.2 will provide details on how these issues
could be resolved. The potential changes that would be made to the MSSREM peak
flux model or the probabilistic modeling approaches themselves are minor.

5.1.2

Verification Issues
Through the verification testing, a number of unexpected features or issues

have been uncovered. To recap, these are:
1. Overlapping reference environments in CREME96 energy channels (Figure 5.3).
2. Overlapping reference environments from the GOES, SEPEM, and ACE datasets
(Figure 5.12).
3. Gaps appearing in the reference environments between the intermediate and
long mission approaches (Figure 5.13a).
4. Higher energy channels start before the lower energy channels (Figure 5.16).
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(a) The proton reference environments plotted as a line plot.

(b) The carbon reference environments plotted as a line plot.

Figure 5.21: The proton and carbon design reference environments for confidence
levels between 50-99% are shown here. The carbon reference environments produce
flux above background for multiple confidence levels while the proton reference environment does not have any flux above background.
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5. The helium reference environments overlap when the helium data switches from
the ACE dataset to the SEPEM dataset (Figure 5.17).
6. The second ACE helium channel is consistently lower than the third energy
channel (Figure 5.16 and Figure 5.17).
7. The heavy ions produce a reference environment with flux above background at
lower confidence levels than protons (Figure 5.21).
For clarity’s sake, these verification issues will be referred to by the number in the list
above. Each of these issues causes the verification of the MSSREM peak flux model
to fail. However, these issues will now be discussed in more detail to try to determine
what might be causing them and if there may be a way to solve them going forward.
Looking at verification issue 4, this is clearly related to the ATR used for the
mission. The ATR used for the ACE helium data was broken into the four sunspot
groupings. While these are clearly the better option, as shown in Table 4.9, there
needs to be enough data for this approach. This ensures that the ATR can be an
accurate representation of the percentage of time the flux is above background in that
sunspot grouping. If there is not enough data, the ATR can be easily influenced by
one or two large episodes. In this case, the energy channels are so close that they
have very similar ATR in each sunspot grouping. Depending on how the fluxes above
background are organized in each channel, a higher energy channel could very well
have a slightly higher ATR if there is not enough data to calculate the ATR for a
particular sunspot grouping. This appears to the be cause of verification issue 4. It
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also seems to be the cause of verification issue 6 since that issue also depends on the
ATR for each energy channel.
It was decided that even though the ACE heavy ion data did not have enough
data to use the four sunspot groupings to create a precise ATR, the ACE helium data
would use those groups since the SEPEM group had more than enough data for the
sunspot approach. This was clearly a poor decision. Since the ACE SIS instrument
can measure particles at a much lower flux than the GOES instruments, the ATR
from the SEPEM dataset were much smaller than the ATR from the ACE dataset.
This prevents the SEPEM ATR rates from being used for the ACE data.
This ATR issue may also be the cause of verification issue 5. If the 0-50
sunspot grouping for the ACE data is influenced by the limited data, there is a
chance that the ATR over predicts the likelihood of seeing flux above background in
this sunspot grouping. If the ATRs for the ACE data over predicts the likelihood of
seeing flux above background by a significant amount, this elevated ATR could cause
the reference environments from the two satellites to overlap. Since this was not seen
in Verification Test 1 when the mission occurred in the above 150 sunspot grouping for
the short mission approach, this issue must only occur in the other sunspot groupings
when there are fewer epsiodes.
Now, consider verification issue 7. The way the short mission approach determines the confidence level at which the reference environment has flux above background is by comparing the confidence level to the ATR that corresponds to the user’s
mission. The only way for the heavy ions to have a flux above background in the
reference environment before the protons is if the ATR for the heavy ions was higher
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than the protons. As was mentioned earlier, the protons use the sunspot grouping
approach to calculate the ATR in each sunspot grouping. The heavy ions just use
one ATR ratio for all missions. The use of one ATR ratio for the heavy ions is the
clear cause of this issue.
Take a moment to refer back to Table 4.9. The channel P2 active time ratio
for the entire cycle was around 21.5% while 0-50 sunspot grouping had an ATR
around 4.3% for a 30-minute mission. The ATR for carbon is around 12.5% for an
hour long mission. Since the ATR varies slowly with increasing mission length, these
values can be used as an approximation of the ATRs used in Verification Test 3. The
ATR of the carbon data being greater than the ATR of the proton data for the 0-50
sunspot grouping causes the carbon reference environment to produce a flux above
background before the protons. Due to the ATR of the other three sunspot groupings,
this problem only occurs for the 0-50 sunspot grouping.
Verification issues 4-7 all dealt with the ATR. Issues 4-6 indicate that ACE
helium data can not use one ATR while the SEPEM helium data uses 4 possible
ATRs. Issue 7 indicates that the different approaches to calculating the ATR can
not be combined across different elements. The obvious answer to solve this issue is
to use the entire cycle ATR grouping for all elements. However, the vast differences
seen in the different sunspot grouping ATRs make them the superior choice for the
ATR grouping method.
A second option is available to solve this issue but it would require some
research to see if it could be implemented into the model. If the heavy ion ATR for
each sunspot grouping could be related to the proton ATR for the same grouping, then
221

sunspot grouping ATRs for heavy ions could be used. One potential way to do this
is to take a ratio of the percentage of time that the heavy ions are above background
to when the protons in channel P2 are above background. This ratio could then be
multiplied by the sunspot grouping ATR in channel P2 of protons to find out the
ATR for each sunspot grouping for the heavy ions. One thing that would need to be
studied is whether you use the same ratio for each sunspot grouping or you calculate a
separate ratio for each sunspot grouping. Either of these two options would probably
solve the verification issues 4-7 by implementing them into the MSSREM peak flux
model.
Next, take a look at verification issue 2. One channel suddenly predicting a
flux that was lower than that for a shorter mission length is quite odd. This seems to
occur across all energy channels and elements randomly. One thing that was noticed
was that this overlapping of the reference environments did not happen in the first
few mission lengths.
Recall that for the short mission approach, the CCD used for each mission
length is different. A few different CCDs were plotted in Figure 4.13. Taking a closer
look at the distributions plotted in the figure, the shape of the distributions seem
to vary ever so slightly with the different number of bins or groupings. The shape
of the CCD can become quite different if the number of bins is changed significantly
enough. Since the ATR varies slightly with increasing mission length and the shape of
the CCD can be different depending on the number of bins in the distribution, there
is a chance that a portion of the CCD will occasionally cross over a neighboring CCD.
In these cases, if the confidence level of the mission corresponded to the overlapping
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CCD region, then the reference environments for those confidence levels will also be
overlapping.
This issue can be fixed in one of two ways. The first would be to change the
short mission approach limit defined in Section 4.2.3. The short mission approach
limit could be found by plotting CCDs for different mission lengths and then seeing
if any of the CCDs cross one another. If none of the CCDs cross up to the previous
short mission approach limit, the older limit is used. If there is at least one CCD that
cross another, then the short mission approach limit would be set to longest mission
length that does not produce a CCD that overlaps another CCD.
The second way to fix verification issue 2 would be to change the way that
the CCD is created. Currently, the CCD is created by binning the data from a list
of fluxes that have the episodes tip to tail. This means that the CCD is dependent
on the order that the episodes occur. If a different approach is used that does not
depend on the order of the episodes, it may solve this issue. However, the author
could not determine a different approach that would produce the exact same results
each time.
Verification issue 3 is an interesting one. While this issue was never seen to
cause reference environments to overlap between the intermediate and long mission
approaches, its important to understand what is causing this gap in case there is
some issue between the two approaches. The intermediate approach is found by
either using a sigmoid or a power law function. These fits are found by running both
the short and long mission approaches and fitting the output flux as a function of
mission length. The flux for the user’s desired mission length can then be found using
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one of those two fits. In theory, by using these fits, the reference environments from
the intermediate mission approach would match the reference environment from the
long mission approach for a mission length of 0.5 years.
For a gap to appear in the reference environments, the intermediate and long
mission approaches would most likely not produce the same reference environment
for a mission length of 0.5 years. This is physically impossible for the power law
since it was mathematically calculated to run through both points. This means
that the sigmoid fit is the culprit. The gap in the reference environments would
indicate that the sigmoid fit at 0.5 years is less than the environment produce by the
long mission approach at the same mission length. While this gap does not cause
a verification issue, it does signal that the sigmoid fit does not run directly through
the point used to fit the sigmoid function. If that is true, then it is also a possibility
that the sigmoid fit could produce a flux that is slightly larger than the long mission
approach. This would cause the reference environments produced by the intermediate
mission approach to be slightly larger than the reference environment produced by the
long mission approach at 0.5 years. This could also happen when the short mission
approach switches to the intermediate mission approach, although this was not seen
in the testing.
This issue could be solve in one of two ways. First, the power law function
could always be used to find the flux produced by the intermediate mission approach.
The power law function can be calculated to run directly through two points. This
would prevent the overlapping reference environments from occurring. The second
option would be to limit the sigmoid fit to only provide fits where the fit passes directly
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through both data points for the limits of the short and long mission approaches. The
fit would automatically be tossed out if the sigmoid function does not pass directly
through the data points.
Finally, verification issue 1 dealt with the crossing of the reference environments in the CREME96 energy channels. There has been more than enough evidence
shown in this section that the reference environments in the GOES, SEPEM, and
ACE energy channels do not cross most of the time. When the environments do
cross, it is on a small scale and not on a global scale, like is shown in Figure 5.3.
This means that this verification issue is caused by the Band fit used to distribute
the fluxes into the CREME96 energy channels rather than one of the probabilistic
modeling approaches. This issue can be solved by limiting the Band fitting process.
One way this could be done is by using the same curve in the Band function for all
environments but only fitting the amplitude to the environments. This would ensure
that the Band fit produces reference environments that do not overlap.
One thing to note about this is that some of the reference environments produced by the probabilistic modeling approach are extremely challenging to fit. Figure 5.22 shows hard to fit reference environments. In this example, the channel 5
flux seems to be compressed compared to the surrounding channels. One way to fix
this could be slightly modifying the peak fluxes values used in the MSSREM peak
flux model to provide an easier reference environment to fit. As mentioned in Section 4.1.2, the maximum flux used in this work was just set to double the largest
measured flux in a channel. And since ACE SIS does have issues with saturation,
this compressed flux in this channel could very well just be a artifact of the saturation
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Figure 5.22: The iron design reference environments from the third verification test
is shown here. The reference environments produced here would be very challenging
to fit without having any increasing confidence level environments overlap.

and should be adjusted. Changing the maximum flux that could be observed in a
channel should be the last resort for fixing this issue since that could cause the model
to predict large fluxes in that channel at a lower confidence level.
In this section, the MSSREM peak flux model was tested over a large number
of mission lengths and confidence levels to verify that the probabilistic modeling
approaches used in the model produce consist reference environments. A few small
issues were identified in the model and solutions to these issues were suggested as a
way to improve the model and to ensure that it can be verified in the future.
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5.2

Validation

The validation of the MSSREM peak flux model will occur in multiple steps
since each probabilistic modeling approach used needs to be validated. For the long
mission approach, the MSSREM model can be compared to existing models in the
field. For this work, the SAPPHIRE, ESP, and CREME96 models will be used to
validate the long mission approach in the MSSREM peak flux model.
The approach to validate the short mission approaches is a bit different. To
the author’s knowledge, there is no other model that looks at mission lengths as short
as MSSREM (timescale of minutes). This makes it impossible to validate the short
mission approach from MSSREM by comparing it with another model. However,
a random sampling approach was developed to build a distribution that could be
compared to the CCD and ATR used by MSSREM to validate the short mission
approach.
The intermediate mission approach is the trickiest to validate. As with the
short mission approach, there are no other models that look at mission lengths between a few days and half a year. And there is not enough data to use the random
sampling approach used by the short mission approach. Instead, the validation of the
intermediate approach is going to be discussed in Section 5.3.
In this section, the validation of the long mission approach is going to be
explained. This will include three separate validation tests on the MSSREM peak
flux model against models commonly used by the community. Then the validation
of the short mission approach will be discussed. This validation requires the use of
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randomly sampled distributions that are compared to the CCD of the short mission
approach.

5.2.1

Long Mission Approach Validation
For the long mission approach validation, the MSSREM peak flux model will be

compared to the peak flux models in SAPPHIRE and ESP. In addition, there will also
be some comparisons made to the October 1989 SEPs in CREME96. SAPPHIRE was
run from the Space Environment Information System (SPENVIS) website (European
Space Agency, 2018). The ESP model was run on the SEPEM application server and
used the SEPEM data (European Space Agency, 2015). A true validation between
models would require the models to use the same datasets so that any variations
between the data can be canceled out. Fortunately, the SEPEM dataset is used by
the SAPPHIRE model so there can be a direct comparisons between the approaches
in the helium reference environments. Since the ESP model was run on the SEPEM
application server and used the SEPEM data, all three models can be compared using
the same dataset for the helium data.

5.2.1.1

Validation Test 1

The first validation mission selected was a one year mission that started on
January 1, 1995 at 0000. This mission was run at four different confidence levels,
90%, 95%, 99%, and 99.8%. The comparisons at the 90% and 95% confidence levels
are shown in Figure 5.23 while the 99% and 99.8% confidence level comparisons are
shown in Figure 5.24. For the SAPPHIRE model, the entire year mission occurred
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(a) The 90% confidence level for Validation Test 1.

(b) The 95% confidence level for Validation Test 1.

Figure 5.23: The SAPPHIRE, ESP, and MSSREM models at the 90% and 95%
confidence levels for Validation Test 1.
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(a) The 99% confidence level for Validation Test 1.

(b) The 99.8% confidence level for Validation Test 1.

Figure 5.24: The SAPPHIRE, ESP, and MSSREM models at the 99% and 99.8%
confidence levels for Validation Test 1.
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during solar minimum. Meanwhile, the entire one year mission occurred during a
quiet time of solar activity according to the MSSREM peak flux model. The long
mission approach used 4.75 episodes for the number of episodes that occurred during
this mission.
Looking at the protons environments, MSSREM seems to be within agreement
to both the ESP and SAPPHIRE models above the 10 MeV/nuc level in the four
confidence levels. The lower energy portion of the do not match as well, with the
two environments differing by roughly an order of magnitude at 1 MeV/nuc for all
four confidence levels. MSSREM produces a milder environment at these energies.
Looking at these environments, one will notice that verification issue 1 appears in this
test. Just looking at Figure 5.23a and Figure 5.23b, the proton environment provides
a lower flux at 1 MeV/nuc for the 95% confidence level. For these environments, the
lower energy range is affected most by the fitting with the Band function.
The 90% confidence level helium environment still exhibits some of the poor
fitting done by the Band function. However, the 95%, 99%, and 99.8% environments
for the MSSREM peak flux model are fairly consistent with the SAPPHIRE and ESP
models. The 99% and 99.8% confidence level environments for MSSREM overlay the
SAPPHIRE model for a good portion of the energy range.
For the heavy ions, there is agreement between SAPPHIRE and MSSREM for
the energies below 100 MeV/nuc at all four confidence levels. Above 100 MeV/nuc,
the two models agree at the lower confidence levels but differ a bit more at the higher
confidence levels. Part of this may be due to the different methods used to calculate
these heavy ions. The SAPPHIRE model finds an energy dependent abundance ratio
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between seven elements measured by ACE/SIS and the SEPEM helium data (Jiggens
et al., 2018b). The four heavy ions shown in the plot are all found this way. MSSREM
probabilistically models the flux for these four heavy ions that are shown in the
plots. The benefit of probabilistically modeling these four heavy ions is that the SEP
episodes do not always have the same abundance ratios (e.g. the Fe/O ratio reported
in Reames (2000)).

5.2.1.2

Validation Test 2

The second validation test is for a one year mission launching on January 1,
2013 at 0000. The mission was run at four different confidence levels, 85%, 90%,
95%, and 99%. The comparison plots for the the 85% and 90% confidence levels
are shown in Figure 5.25. Figure 5.26 contains the 95% and 99% confidence levels
for this mission. For the SAPPHIRE model, the entire year occurs during the solar
maximum phase of the solar cycle. For the MSSREM model, there were 17.75 episodes
that occurred during the mission.
For the proton environment, this validation test shows a similar result compared to Validation Test 1. The low energy region was once again an order of magnitude below the flux in the SAPPHIRE environment. The higher energy region shows
better agreement between the models in all confidence levels tested.
The helium environment shows especially great agreement between SAPPHIRE
and MSSREM across all energy ranges. Both of these models are also in excellent
agreement with ESP. As mentioned earlier, the correct way to validate a model is
compare it to existing models using a completely different dataset than what the
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(a) The 85% confidence level for Validation Test 2.

(b) The 90% confidence level for Validation Test 2.

Figure 5.25: The SAPPHIRE, ESP, and MSSREM models at the 85% and 90%
confidence levels for Validation Test 2.
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(a) The 95% confidence level for Validation Test 2.

(b) The 99% confidence level for Validation Test 2.

Figure 5.26: The SAPPHIRE, ESP, and MSSREM models at the 95% and 99%
confidence levels for Validation Test 2.
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models were built on. Since this is impossible to do in this situation, comparing the
model to existing models is usually the next best approach. If both models can be
run using the same dataset, the modeling approaches can be compared directly. The
fact that there is excellent agreement between SAPPHIRE and MSSREM throughout most of the energy ranges for helium helps to demonstrate the validity of the
MSSREM peak flux model.
The heavy ion environments are once again similar to Validation Test 1. There
is agreement between the models in the lower energy range across all confidence levels.
The higher energy level are in agreement at lower confidence levels. This mission once
again shows a difference in the higher energy ranges of the environments.

5.2.1.3

Validation Test 3

The third validation test is for a five year mission launching on January 1,
2035 at 0000. This mission was run at the 90%, 95%, 99%, and 99.8% confidence
levels. Figure 5.27 contains the 90% and 95% confidence level comparisons for this
mission. The 99% and 99.8% confidence level comparisons are shown in Figure 5.28.
For the SAPPHIRE model, 4.87 years of this mission occur during solar maximum
while 0.13 years occur during solar minimum. For the MSSREM model, there were
97.625 episodes during the missions.
Once again, the proton environments tend to agree between SAPPHIRE and
MSSREM at the higher energies at all confidence levels. The agreement improves as
the confidence level increases as the 90% case shows the largest differences between
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(a) The 90% confidence level for validation test 3.

(b) The 95% confidence level for Validation Test 3.

Figure 5.27: The SAPPHIRE, ESP, and MSSREM models at the 90% and 95%
confidence levels for Validation Test 3.
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(a) The 99% confidence level for Validation Test 3.

(b) The 99.8% confidence level for Validation Test 3.

Figure 5.28: The SAPPHIRE, ESP, and MSSREM models at the 99% and 99.8%
confidence levels for Validation Test 3.
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the two models. The ESP model agrees with both models across all confidence levels
but is about a factor of two smaller than MSSREM for all confidence levels.
The helium environments agree between SAPPHIRE and MSSREM very well
at all four confidence levels. In addition, the ESP model produces an environment
very similar to both MSSREM and SAPPHIRE. There is a slight separation between
SAPPHIRE and MSSREM around 100 MeV/nuc. This is related to the spectral
extrapolation that occurs in this region in the SAPPHIRE model (Jiggens et al.,
2018b). In this approach, the three highest energy channels in the helium spectrum
are created by applying an exponential fit to the rigidity spectra (Jiggens et al.,
2018b). This seems to slightly boost the flux from SAPPHIRE in this region at high
confidence levels.
The heavy ion environments are very similar to the previous validation tests.
The lower energy region of the heavy ion spectrum tend to agree across confidence
levels. The high energy range once again has some differences between the SAPPHIRE
and MSSREM models. One thing to note is that the iron, and occasionally silicon,
reference environments in the MSSREM model tend to provide a flatter reference
environment than carbon or oxygen. As discussed in Section 4.6.1, the spectra from
these elements tended to be flatter than for the lighter heavy ions.
This third validation mission also compared MSSREM to the CREME96 peak
instantaneous flux. The CREME96 peak instantaneous model is the worst five minute
flux from the October 1989 SEP storms. It should be noted that while the October
1989 storm gave the largest proton fluxes at Earth on record, it was not most severe
storm for the other elements. The CREME96 and MSSREM comparison is shown in
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Figure 5.29: The MSSREM model run for validation test 3 at the 95% confidence
level is compared to the CREME96 Peak Instantaneous model.

Figure 5.29. The comparisons show that for the majority of the environment, all six
elemental environments from MSSREM are consistently above the environment from
CREME96. While there is still not a large difference between the values, it should
be noted. When comparing both of these models to Figure 5.27b, the SAPPHIRE
and ESP environments would fall between the CREME96 and MSSREM proton environments. With regards to helium and the heavier ions, it should be expected that
MSSREM would produce more severe environments since the October 1989 storm is
not the most severe storm for all elements.
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5.2.2

Short Mission Approach Validation
The short mission approach in MSSREM allows the peak flux to be modeled

for mission lengths that are much shorter than most models. MSSREM will provide
unique reference environments for missions starting as short as five minutes in length.
SAPPHIRE has a limit that requires the mission length selected to be at least 0.5
years long (Jiggens et al., 2018b). ESP requires the mission length to be much longer
than the length of an episode (Xapsos et al., 1998). While CREME96 can provide
the 5-minute peak instantaneous flux from the October 1989 SEP storm, it provides
the worst proton flux measurements on record (Tylka et al., 1997). In addition,
CREME96 does not produce an environment that is based off of the mission length
or a user’s confidence level. Considering all of this, there are no models that can be
compared to the short mission approach to valid this section of the model. Another
method had to be developed to valid this approach.
To validate the short mission approach, the CCD and ATR used by MSSREM
for a short mission can be compared to a random sampling of the dataset. The random
sampling was performed on each of the four sunspot grouping flux lists. These flux
lists are a chronological list of fluxes at and above background for each sunspot
grouping. A random location in the flux list was picked using a random number
generator. This position would correspond to a hypothetical start time. Then the
number of data points were pulled (with replacement) from the flux list that are
needed to equal the length of the mission being tested. So if the mission length
being validated was five hours, ten data points would be pulled from the flux lists
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for protons since the proton data consist of 30-minute averaged measurements. From
the list of measurements pulled, the maximum flux above background was found
and recorded. If all the data points were at background, a flux of zero would be
recorded. This process is repeated until the number of samples equals the number of
flux measurements in the flux list for that sunspot grouping. This random sampling
was completed on the flux list for each of the four sunspot groupings. A random
sampling was also completed on the flux list that contained all the flux measurements
from the entire dataset. This created five randomly sampled distributions from the
dataset.
These five randomly sampled distributions were then used to create a cumulative distribution for the user’s mission length. Recall from Section 4.2, the short
mission approach used the flux list from each sunspot grouping to find the ATR for
the mission but then used the entire dataset of flux measurements to build the CCD.
In addition, Section 4.2.2.1 described how using the sunspot groupings to create the
CCDs would bias the distributions towards large episodes in the 0-50 sunspot grouping. In order for the randomly sampled distributions to accurately compare to the
CCDs, the randomly sampled distributions had to be combined to create a similar distribution to the CCDs. For each sunspot grouping, the part of the randomly
sampled distribution that is at background is used as the point in the distribution
where the fluxes above background begin for the mission. Then, the fluxes above
background in the randomly sampled distribution for the entire dataset are scaled to
match the point in the distribution for each sunspot grouping where the fluxes above
background begin.
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Figure 5.30: The short mission approach for a five hour mission is compared to the
randomly sampled distributions for a five hour mission. The data shown here are
from the channel P2 of the proton dataset.

These randomly sampled distributions are compared to MSSREM’s CCDs
scaled by the ATR for a five hour long mission in Figure 5.30. The agreement between
the two approaches is great. There are some minor difference in the distributions in
the large flux region of the randomly sampled distribution. However, these minor
differences only appear in the tail of the spectra where the variance from random
sampling comes into play. To show this random sampling variance, each sunspot
grouping was combined with a different sampling of the entire dataset flux list. The
variations that exist in this sampling procedure can be seen from the four unique
flux distributions used for the randomly sampled distributions in Figure 5.30. While
the 0-50 and 50-100 sunspot groupings have a distribution that mostly follows the
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MSSREM distribution, the 100-150 and above 150 sunspot groupings have variations
come into play much sooner in the distribution.

5.3

V&V Conclusions

Through the testing that was performed on the MSSREM peak flux model, a
lot was uncovered about the model. First, the MSSREM peak flux model underwent
a robust verification process that tested hundreds of mission lengths and confidence
levels for a single mission. For the majority of the time, all three probabilistic modeling approaches used in MSSREM produce very consistent reference environments
from the processed datasets. There have been multiple plots provided in this chapter
and in the appendices to support this claim.
However, there are still some minor issues in the model that were identified and
discussed in Section 5.1.2. These issues were discussed at length and potential changes
to the probabilistic modeling approaches were suggested. While the solutions to
these issues were not tested for this dissertation, there is optimism that the proposed
solutions can resolve all the issues in MSSREM. Besides some slight verification issues
in the probabilistic modeling, there was also an issue in the fitting of the spectra to
redistribute the flux into the CREME96 energy channels. While this is a big issue for
the verification of the code, it can reasonably be solved in the future by potentially
limiting the number of parameters the MSSREM model can fit.
The validation of the long and short mission approaches used by the MSSREM peak flux model went much smoother than the verification. The long mission
approach used for missions longer than 0.5 years shows good agreement overall with
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the SAPPHIRE, ESP, and CREME96. While the fitting issue for the CREME96
energy channels appeared for many of the proton fits, the fit over the data range was
reasonably consistent among the models.
The most important comparisons came from the helium environments. The
helium data used by MSSREM in all three validation tests were from the SEPEM
dataset. Since this dataset was also used by the SAPPHIRE and ESP models tested
in this work, the great agreement between these models helped to validate the long
mission approach.
The short mission approach was validated by randomly sampling the datasets.
Through this random sampling, cumulative distributions were created for a five hour
mission that were compared to the CCDs used by MSSREM for a five hour mission. Outside the statistical variations from the random sampling, the two sets of
distributions were very consistent over all possible fluxes in each channel.
The only thing that was not discussed was the validation of the intermediate
mission approach. As mentioned earlier, there is no method to validate the intermediate mission approach. Models can not be run for mission lengths that are covered
in the intermediate mission approach. In addition, there isn’t enough data to use the
random sampling approach used to validate the short mission approach.
Instead, consider the intermediate mission approach presented in Section 4.3.
This approach runs multiple cases of the long and short mission approaches to produce
fluxes at multiple mission lengths. The flux is then plotted as a function of mission
length and either a sigmoid or power law function is used to extrapolate the flux for
an intermediate mission length. Since both the long and short mission approaches
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were validated in Section 5.2, the fluxes that are produced by those methods are
validated for their corresponding mission lengths. Since the intermediate mission
approach interpolates between two validated approaches, it is reasonable to conclude
that the fluxes produced by this interpolation should also be valid for the intermediate
mission lengths. While this does not truly validate the intermediate mission approach,
it does indirectly validate the interpolation method used by the intermediate mission
approach.
In this chapter, the verification and validation have shown that the probabilistic modeling approaches used in the MSSREM peak flux model are accurate and, for
the most part, internally consistent. While the verification has shown that there are
still some minor issues with this consistency, proposed solutions have been discussed
for each issue. The validation of the MSSREM peak flux model showed that it is
consistent with models used by the rest of the community. The validation of the
short mission approach provides the space radiation community with a tool that can
finally create unique reference environments for missions as short as a few minutes.
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CHAPTER 6

CONCLUSIONS

The Mission-Specific Solar Radiation Environment Model (MSSREM) peak
flux model has been presented in this dissertation. The MSSREM peak flux model is
a data-driven model that uses multiple probabilistic modeling approaches to create
design reference environments at 1 AU and outside the Earth’s magnetic field that can
be tailored to the user’s mission. The user can select the mission start date, mission
duration, and confidence level at which the reference environment will be constructed.
Reference environments for the spectra of the elements hydrogen through uranium
are included in the model. Combining the MSSREM peak flux model with a galactic
cosmic ray model, like BON20202 (Slaba and Whitman, 2020), would provide the
user with a more complete reference environment for the environment 1 AU from the
sun and outside the Earth’s magnetic field.
The probabilistic modeling approaches used in the MSSREM peak flux model
require large continuous datasets for each element modeled using one of the probabilistic modeling approaches. Due to the rarity of most of the elements in SEP
episodes, datasets could only be created for six primary elements: hydrogen, helium,
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carbon, oxygen, silicon, and iron. The datasets for these primary elements came from
the GOES satellites, the SEPEM dataset, and the ACE satellites.
Depending on the mission duration specified by the user, the MSSREM peak
flux model uses one of three different approaches to build the reference environments
for the six primary elements. The approach, used for missions longer than 0.5 years,
follows the extreme value theory laid out in Xapsos et al. (1998). For the short
mission approach, a new probabilistic modeling approach was developed that creates
custom cumulative distributions that are specific to the user’s mission length. Since
this is a data-driven method, this approach can not be used for missions longer than
a few hours to a couple days, depending on the element and the energy channel. In
addition, the short mission approach uses sunspot numbers to determine the level of
solar activity rather than the solar cycle phase, used by others. The intermediate
mission approach provides a way to interpolate the flux in each elemental energy
channel between the values obtained using the long and short mission approaches.
These three approaches allow MSSREM to provide unique, mission-specific reference
environments for missions as short as 5 minutes. The remaining 86 reference environment elemental spectra were created by scaling one of the six primary reference
environment spectra.
This dissertation strived to verify and validate the peak flux model in MSSREM. The testing of MSSREM showed that the MSSREM peak flux model is consistent with models used regularly by the radiation effects community. This testing
also showed that the new probabilistic modeling approach used for short missions is
very robust and finally provides users with a option to create unique reference envi247

ronments for missions as short as 5 minutes. This testing also revealed the areas that
still needs to be adjusted before the MSSREM peak flux model can be fully verified
and validated.
While the space radiation community has multiple models available for predicting the solar radiation component of the space environment, MSSREM addresses
a need within the community. The previous models available to the community either have a lower mission length that is not very short (e.g. SAPPHIRE’s limit of 0.5
years) or do not take the user’s mission length into account (e.g. the October 1989
storm model in CREME96). MSSREM provides a design reference environment for
missions that are five minutes or longer. Another benefit of MSSREM is that it uses
the sunspot number rather than the phase of the solar cycle to predict solar activity.
This dissertation has shown that the sunspot number and the phase of the solar cycle
predict very different rates of solar activity. The sunspot numbers used in this work
allow for a better prediction of the solar activity level that will be encountered during
the mission when compared to the phase of the solar cycle approach.
In the future, there are numerous areas where more work can be done on the
MSSREM model. First, the verification issues found during the testing need to be
addressed. This will improve the model reliability and ensure that the model is verified
and validated. Second, more research is needed on the sunspot groupings used in the
short mission approach. While four groups were used in this dissertation, it would
be beneficial to determine if there are other ways to group the sunspot numbers that
would help distinguish between the different activity levels on the sun more precisely.
In particular, the 50-100 and 100-150 sunspot grouping are very similar in the amount
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of solar activity that appears during each grouping. It may be possible to combine
these two groupings into one sunspot group if the solar activity is constant over the
entire 50-150 sunspot grouping.
Third, other types of models besides the peak flux model can be added to
the MSSREM model. The author has produced an episode-integrated fluence model
in the past (Robinson, 2015). This could be added to MSSREM with relative ease.
The challenging part of this process would be to see if the short mission approach
developed for the peak flux model can also be used for the episode-integrated fluence
model. This would need to be fully investigated but the author does not foresee any
major issues with using this newly developed approach. Another model that could
be included is one for the cumulative mission fluence. While there multiple existing
models for determining the episode-integrate fluence or mission cumulative fluence,
providing these additional models will give users more options when planning and
designing a mission.
Fourth, the MSSREM models could be extended to different distances from
the Sun. This will be useful for satellites traveling to different locations in the solar
system or for future round trips to Mars. Currently, there are few models available
in the community for missions beyond 1 AU. This will be more critical as more deepspace missions are being planned than ever before.
Fifth, the MSSREM model could be modified to allow the user to input their
own sunspot predictions into the program. The sunspot numbers are used by both
the short mission approach and the long mission approach to determine the solar
activity level. Since these approaches use an average solar cycle to predict the size of
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future solar cycles, a user may want to use their own sunspot predictions instead of
this average solar cycle sunspot predictions. This would allow users to build reference
environments for the exact environment that their mission plans to fly in. The predictions for Solar Cycle 25 shown in Figure 4.6 are much different from the average
sunspot cycle presented in Figure 4.8. While the author feels that sunspot predictions
are not reliably until there are sunspot number observations from the rising edge of
the next solar cycle, other users may want to run MSSREM model with their own
sunspot predictions than the one provide in the model.
Lastly, MSSREM is only as good as the datasets used by the model. With the
next solar cycle set to begin with the next couple years, the datasets for all six primary
elements need to be extended by continued measurement of solar particle fluxes. The
ACE satellite is still operational but will need to be replaced in the future. The
next generation of GOES satellites have already been launched and have replaced the
existing GOES-13 and GOES-15 satellites. In order to extend the proton dataset to
include data from the upcoming solar cycle, work will be needed to cross calibrate
the new GOES satellite data with the existing data from the current generation of
instruments. The hardest part of this will be related to the new channels introduced
this next generation of GOES satellites. These new instruments will have more and
narrower energy channels than in the past.
At the same time, consideration should be given to reevaluating the energy
channel widths and the median energies used for each of the GOES satellites. Sandberg et al. (2014) proposed new channel widths for each of the GOES satellites and
instruments using a cross-calibration to the GME instrument on the IMP-8 satellite.
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These channels have recently been validated by Rodriguez et al. (2017). In addition,
Bruno (2017) proposed a different method to correcting the GOES-13 P6 and P7 energy channels. While the author does not have an opinion on the correct approach, it
is clear that the GOES proton channels have been over estimated. The mean energy
for each channel in this work has been adjusted using a process similar to Robinson
(2015).
The proton energy range could also be expanded by including data from the
High Energy Proton and Alpha Detector (HEPAD) instrument flown on the GOES
satellites. The HEPAD data provides four additional channels of proton measurements that are in the range of hundreds of MeV. Recent calibrations of the HEPAD
data against PAMELA data were made by Bruno (2017), this was only preformed for
the current generation of GOES satellites (GOES-13 and GOES-15). It is possible to
extend the calibration back to 2006 using the PAMELA measurements of the SEP
that occurred in December, 2006 (Bruno et al., 2018). These calibrations would need
to be extended to earlier generations of GOES satellites before the data could be
incorporated into the MSSREM datasets.
With the completion of this dissertation, the new goal is to hope that the
MSSREM peak flux model can be of use to the space radiation community. MSSREM
is already beginning to be used by the radiation effects community. The current
Artemis mission by NASA to revisit the Moon is one example. The Space Radiation
Analysis Group at Johnson Space Center has enlisted Dr. Jim Adams, the advisor
to this dissertation, to create design reference environments that can be given to
the lunar lander designers to make sure that the crew exposures stay below the
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radiation dose limits set by NASA. This program will allow the user to specify the
confidence level, sunspot grouping, and the mission length of up to 10 days to create
the reference environment for the mission. This model utilizes the short mission
approach developed for MSSREM to create the environments for the user alongside
the proton and helium data from this work. While the author has not been actively
working on this project, there have been multiple discussion between Dr. Adams and
the author throughout the development of this model.
The second example is with Fifth Gait Technologies, Inc. Fifth Gait has
incorporated the MSSREM peak flux model into the Space Ionizing Radiation Environment and Effects (SIRE2) toolkit (Adams et al., 2020). The SIRE2 toolkit has
a growing user base within the space radiation community. Earlier versions of MSSREM have been made available inside of SIRE2 since early 2018. The current plan is
to continue to provide updates to MSSREM for the SIRE2 toolkit for the foreseeable
future. At this moment, the MSSREM peak flux model is only available inside of the
SIRE2 toolkit. The author hopes to provide a stand alone version of the MSSREM
peak flux model in the future.
The peak flux model in the Mission-Specific Solar Radiation Environment
Model is a new peer-reviewed model available to the space radiation community
(Adams et al., 2020; Robinson et al., 2020). The new short mission approach described
in these pages provides the community with the first model that can be used for
mission lengths as short as five minutes. This has allowed early users of the MSSREM
peak flux model to help determine the reference environments for upcoming satellite
missions and manned missions to the Moon.
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APPENDIX A

VERIFICATION TEST 1

This appendix contains the remaining plots for Verification Test 1. This test
ran the MSSREM peak flux model for different mission lengths to show that the reference environments increase with increasing mission length. The figures shown in this
appendix are for the helium, carbon, oxygen, silicon, and iron reference environments
for a mission launching on January 1, 2000 at 0000. All these missions were run at
the 90% confidence level. These reference environments are for the same mission as
was featured in Section 5.1.1.1. Providing these plots will provide completeness for
Verification Test 1 that was done in Section 5.1.1.1.
The way this appendix is laid out is that the reference environments for helium
are provided first. Then the next smallest element of the remaining four primary
elements are provided. For silicon and iron, there are not plots for every range of
mission lengths. If no plot is provided, it means all the reference environment spectra
are at the cosmic ray background level. In addition, for the mission lengths in the
range of 0.001-0.002 years, there is only a scatter plot provided for the silicon element.
This is because there was only one energy channel that had flux above background
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in all the reference environments. Both the line and scatter plots are available for all
reference environments.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.1: Helium design reference environments for mission lengths between
0.00001-0.001 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.2: Helium design reference environments for mission lengths between
0.001-0.002 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.3: Helium design reference environments for mission lengths between
0.002-0.2 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.4: Helium design reference environments for mission lengths between 0.20.4 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.5: Helium design reference environments for mission lengths between 0.40.6 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.6: Helium design reference environments for mission lengths between 0.60.8 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.7: Helium design reference environments for mission lengths between 0.81.0 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.8: Carbon design reference environments for mission lengths between
0.00001-0.001 years are shown here in both line and scatter plot format.

263

(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.9: Carbon design reference environments for mission lengths between
0.001-0.002 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.10: Carbon design reference environments for mission lengths between
0.002-0.2 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.11: Carbon design reference environments for mission lengths between
0.2-0.4 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.12: Carbon design reference environments for mission lengths between
0.4-0.6 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.13: Carbon design reference environments for mission lengths between
0.6-0.8 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.14: Carbon design reference environments for mission lengths between
0.8-1.0 years are shown here in both line and scatter plot format.

269

(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.15: Oxygen design reference environments for mission lengths between
0.00001-0.001 years are shown here in both line and scatter plot format.

270

(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.16: Oxygen design reference environments for mission lengths between
0.001-0.002 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.17: Oxygen design reference environments for mission lengths between
0.002-0.2 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.18: Oxygen design reference environments for mission lengths between
0.2-0.4 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.19: Oxygen design reference environments for mission lengths between
0.4-0.6 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.20: Oxygen design reference environments for mission lengths between
0.6-0.8 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.21: Oxygen design reference environments for mission lengths between
0.8-1.0 years are shown here in both line and scatter plot format.
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Figure A.22: Silicon design reference environments for mission lengths between
0.001-0.002 years are shown here in scatter plot format. Since there is only one
channel of data for each reference environment, a line plot could not be created for
this range of mission lengths.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.23: Silicon design reference environments for mission lengths between
0.002-0.2 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.24: Silicon design reference environments for mission lengths between
0.2-0.4 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.25: Silicon design reference environments for mission lengths between
0.4-0.6 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.26: Silicon design reference environments for mission lengths between
0.6-0.8 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.27: Silicon design reference environments for mission lengths between
0.8-1.0 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.28: Iron design reference environments for mission lengths between 0.0020.2 years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.29: Iron design reference environments for mission lengths between 0.2-0.4
years are shown here in both line and scatter plot format.

284

(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.30: Iron design reference environments for mission lengths between 0.4-0.6
years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.31: Iron design reference environments for mission lengths between 0.6-0.8
years are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure A.32: Iron design reference environments for mission lengths between 0.8-1.0
years are shown here in both line and scatter plot format.
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APPENDIX B

VERIFICATION TEST 2

This appendix contains the remaining plots for Verification Test 2. This test
ran the MSSREM peak flux model for different confidence levels to show that the
reference environments increase with increasing confidence levels for the long mission
approach. The figures shown in this appendix are for hydrogen, carbon, oxygen,
silicon, and iron reference environments for a mission launching on January 1, 2016 at
0000. All missions run had a mission length of 0.5 years. These reference environments
are for the same mission as was featured in Section 5.1.1.2. Providing these plots will
provide completeness for Verification Test 2 that was done in Section 5.1.1.2.
The way this appendix is laid out is that the reference environments for hydrogen are provided first. Then the next smallest element of the remaining four primary
elements are provided. Once again, both the line and scatter plots are available for
all reference environments.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure B.1: The hydrogen design reference environments for confidence levels between 10-99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure B.2: The hydrogen design reference environments for confidence levels between 90-99.9% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure B.3: The carbon design reference environments for confidence levels between
10-99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure B.4: The carbon design reference environments for confidence levels between
90-99.9% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure B.5: The oxygen design reference environments for confidence levels between
10-99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure B.6: The oxygen design reference environments for confidence levels between
90-99.9% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure B.7: The silicon design reference environments for confidence levels between
10-99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure B.8: The silicon design reference environments for confidence levels between
90-99.9% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure B.9: The iron design reference environments for confidence levels between
10-99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure B.10: The iron design reference environments for confidence levels between
90-99.9% are shown here in both line and scatter plot format.
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APPENDIX C

VERIFICATION TEST 3

This appendix contains the remaining plots for Verification Test 3. This test
ran the MSSREM peak flux model for different confidence levels to show that the
reference environments increase with increasing confidence levels for the short mission approach. The figures shown in this appendix are for hydrogen, carbon, oxygen,
silicon, and iron reference environments for a mission launching on January 1, 2006
at 0000. All missions run had a mission length of 99.72 minutes. These reference
environments are for the same mission as was featured in Section 5.1.1.3. Providing these plots will provide completeness for Verification Test 3 that was done in
Section 5.1.1.3.
The way this appendix is laid out is that the reference environments for hydrogen are provided first. Then the next smallest element of the remaining four primary
elements will be provided. Once again, both the line and scatter plots are available
for all reference environments.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.1: The hydrogen design reference environments for confidence levels between 50-99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.2: The hydrogen design reference environments for confidence levels between 99-99.99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.3: The hydrogen design reference environments for confidence levels between 99.9-99.999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.4: The hydrogen design reference environments for confidence levels between 99.99-99.9999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.5: The hydrogen design reference environments for confidence levels between 99.999-99.99999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.6: The carbon design reference environments for confidence levels between
50-99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.7: The carbon design reference environments for confidence levels between
99-99.99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.8: The carbon design reference environments for confidence levels between
99.9-99.999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.9: The carbon design reference environments for confidence levels between
99.99-99.9999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.10: The carbon design reference environments for confidence levels between
99.999-99.99999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.11: The oxygen design reference environments for confidence levels between 50-99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.12: The oxygen design reference environments for confidence levels between 99-99.99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.13: The oxygen design reference environments for confidence levels between 99.9-99.999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.14: The oxygen design reference environments for confidence levels between 99.99-99.9999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.15: The oxygen design reference environments for confidence levels between 99.999-99.99999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.16: The silicon design reference environments for confidence levels between
50-99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.17: The silicon design reference environments for confidence levels between
99-99.99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.18: The silicon design reference environments for confidence levels between
99.9-99.999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.19: The silicon design reference environments for confidence levels between
99.99-99.9999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.20: The silicon design reference environments for confidence levels between
99.999-99.99999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.21: The iron design reference environments for confidence levels between
50-99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.22: The iron design reference environments for confidence levels between
99-99.99% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.23: The iron design reference environments for confidence levels between
99.9-99.999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.24: The iron design reference environments for confidence levels between
99.99-99.9999% are shown here in both line and scatter plot format.
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(a) Reference environments plotted as a line plot.

(b) Reference environments plotted as a scatter plot.

Figure C.25: The iron design reference environments for confidence levels between
99.999-99.99999% are shown here in both line and scatter plot format.
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