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Abstract
In this paper we mainly study the Cauchy problem for the generalized shallow water wave equation
in the Sobolev space Hs of lower order s. Using the crucial bilinear estimates in the Fourier transform
restriction spaces related to the shallow water wave equation, we establish local well-posedness in Hs with
any s − 1116 .
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1. Introduction
A number of basic equations in the study of nonlinear waves takes the form [1]
ut +
(
f (u)
)
x
+ Lu = 0, (1.1)
where f (u) is a function of u and L is a linear operator with constant coefficients. When f (u) =
3
2u
2
, L = ∂3
∂x3
, (1.2) becomes the Korteweg–de Vries equation. In [2], J.L. Bona and R.S. Smith
considered the following fifth-order shallow water equation
ut + αuxxxxx + βuxxx + γ ux + μ∂x
(
u2
)= 0, (1.2)
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∂x5
+ β ∂3
∂x3
+ γ ∂
∂x
in (1.1), where α = 0, β and γ are
real constants and μ is complex constant. The model described in (1.2) arises in the study of
water waves with surface tension in which the Bond number takes on the critical value, where
the Bond number represents a dimensionless magnitude of surface tension in the shallow water
regime. In [17], by using the Fourier restriction norm method [3,4,7], the local well-posedness
of the Cauchy problem for the above equation is established for low regularity data in Sobolev
spaces Hs (s − 38 ).
In [5,6,13], the study of the third-order K(m,n) equations was generalized by including into
the equation higher-order nonlinear dispersive terms, like for example, the fifth-order K(m,n,p)
equations of the form
ut + β1
(
um
)
x
+ β2
(
un
)
xxx
+ β3
(
up
)
xxxxx
= 0,
where m,n > 1, p  1, and β1, β2, β3 are constants. In particular, we observe K(2,2,1) equa-
tion
ut +
(
u2
)
x
± (u2)
xxx
+ (u)xxxxx = 0.
When we choose the sign “−” before u2, the above equation becomes
ut + uxxxxx + ∂x
(
1 − ∂2x
)(
u2
)= 0,
where the term ∂x(1−∂2x )(u2) gives the dispersive and convection effects. Seeking to understand
the role of nonlinear dispersive and nonlinear convection effects in K(2,2,1), we introduce and
study the Cauchy problem for the new fifth-order generalized shallow water equation:{
ut + uxxxxx + ∂x
(
1 − ∂2x
) 1
2
(
u2
)= 0,
u(0, x) = u0(x), x ∈R, t > 0.
(1.3)
Let ξ = x − ct , and c = 116 , then we have the travelling wave solutions of (1.3) as follows
u(t, x) = c1e 12 (x− 116 t) + c2e− 12 (x− 116 t) + c3,
where c1, c2, c3 are constants.
In fact, we can use the method of the Fourier restriction norm to consider the well-posedness
of Cauchy problem for (1.3), since the equation has a stronger smoothing effect stemmed from
the fifth-order space derivative. This effect enables us to handle the nonlinear terms.
Eq. (1.3) can be written as the integral equation
u(t) = U(t)u0 −
t∫
0
U(t − t ′)∂x
(
1 − ∂2x
) 1
2
(
u2
)
(t ′) dt ′, (1.4)
where U(t)u0(x) = St ∗ u0(x) and St (·) is defined by the following oscillatory integral
1840 L. Tian et al. / J. Differential Equations 245 (2008) 1838–1852St (x) = c
+∞∫
−∞
eixξ+itφ(ξ) dξ (1.5)
with φ(ξ) = ξ5. About the application of harmonic analysis in partial difference equation see
[8–12,14–16]. About shallow water wave see [18–28].
The goal of the present paper is to study the Cauchy problem of (1.3) with the positive disper-
sion β > 0. The main result is that (1.3) is locally well-posed for data in the Sobolev space Hs
with s − 1116 . The essential element of the method is the new Fourier transform restriction spaces
that are strongly related to the symbol of the linear equation [4]. Combining the crucial analysis
for χ with the Strichartz-type inequalities will enable us to extend the bilinear estimates for the
nonlinearity to the Bourgain function spaces associated with the index s for s − 1116 .
Before formulating our main achievements, notation is introduced and some preliminary
mathematical points are brought to the fore.
We denote the Sobolev spaces Xb(R2) the completion of the Schwarz space S(R2) equipped
with the norm
‖u‖Xb(R2) =
∥∥〈τ 〉buˆ(τ, ξ)∥∥
L2
(τ,ξ)
,
where 〈 · 〉 = (1 + | · |). By Hsx we denote the Sobolev space which measures the regularity with
respect to the x variable equipped with the norm
‖u‖Hsx =
∥∥〈ξ 〉s uˆ(·, ξ)∥∥
L2(·,ξ). (1.6)
In the same vein, we define the space Bbs equipped with the norm
‖u‖Bbs =
∥∥〈τ + φ(ξ)〉b〈ξ 〉s uˆ(τ, ξ)∥∥
L2(τ,ξ). (1.7)
Clearly, Bb0 = Bb. Let I ⊂ R be an interval. Then we define the space Bbs (I ) equipped with the
norm
‖u‖Bbs (I ) = inf
ω∈Bbs
{‖ω‖Bbs , ω(t, ·) = u(t, ·) on I}. (1.8)
Note that for b > 12 , one-dimensional Sobolev embedding injects Bbs into C(R,H sx (R)).
2. Preliminary estimates
Lemma 2.1. If u0 ∈ L1(R), then u(t) = U(t)u0 ∈ L∞x (R) and∥∥U(t)u0∥∥L∞x  C|t |− 15 ‖u0‖L1 . (2.1)
Remark. By the interpolation between (2.1) and the following identity∥∥U(t)u0∥∥ 2  ‖u0‖L2 . (2.2)Lx x
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∥∥U(t)u0∥∥Lpx C|t |− 15 (1− 2p )‖u0‖Lp′x , where 1p + 1p′ = 1. (2.3)
For convenience, in what follows, we denote
F̂ρ(τ, ξ) = f (τ, ξ)
(1 + |τ − ξ5|)ρ . (2.4)
Lemma 2.2 (Global smoothing effects). (See [9].) Assume that the phase function φ is not linear
and φ(ξ) = (R(ξ))α , where R(ξ) is a rational function and α ∈ R. Define Wγ for γ  0 and
(t, x) ∈R2 by
Wγ (t)u0(x) =
∫
R
ei(xξ+tφ(ξ))
∣∣φ′′(ξ)∣∣γ /2uˆ0(ξ) dξ. (2.5)
Then,
(1) for any ϑ ∈ [0,1],
∥∥Wϑ/2(t)u0∥∥Lqt Lpx  C‖u0‖L2, where (q,p) =
(
4
ϑ
,
2
1 − ϑ
)
, (2.6)
(2)
( ∞∫
−∞
sup
t
∣∣W0(t)u0(x)∣∣4 dx)
1
4
 Cφ
(∫
R
∣∣uˆ0(ξ)∣∣2∣∣∣∣ φ′(ξ)φ′′(ξ)
∣∣∣∣ 12 dξ
) 1
2
. (2.7)
Lemma 2.3. The group {U(t)}+∞−∞ satisfies∥∥U(t)ϕ∥∥
L12t L
12
x
 C‖ϕ‖L2, (2.8)∥∥D2xU(t)ϕ∥∥L∞x L2t  C‖ϕ‖L2, (2.9)∥∥D− 14x U(t)ϕ∥∥L4xL∞t  C‖ϕ‖L2, (2.10)
and ∥∥D 12x U(t)ϕ∥∥L6t L6x  C‖ϕ‖L2 . (2.11)
Proof. Firstly we shall prove (2.8). More generally, we come to obtain∥∥U(t)ϕ∥∥
L
p
t L
q
x
 C‖ϕ‖L2, (2.12)
where p  2, q  2, 2
q
= 15 (1 − 2p ). When p = 12, q = 12, (2.12) is corresponding to (2.8).
In fact, by duality, we need to bound
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L2x
(2.13)
for f ∈ Lp′t Lq
′
x , ‖f ‖
L
p′
t L
q′
x
= 1, where 1
p′ + 1p = 1 and 1q ′ + 1q = 1.
Squaring (2.13) and using the fact that ‖f ‖
L
p′
t L
q′
x
= 1, it follows from the unitary property of
the linear group that∫ ∫ 〈
U(s − t)f (t, ·), f (s, ·)〉ds dt C∥∥∥∥∫ U(s − t)f (t, ·) dt∥∥∥∥
L
p
s L
q
x
, (2.14)
where 〈·,·〉 is defined as the inner product in L2x . Substitution of (2.3) in (2.14) gives the bound
C
∥∥∥∥∫ |s − t |− 15 (1− 2p )∥∥f (t)∥∥Lq′x dt
∥∥∥∥
L
p
s
C‖f ‖
L
p′
t L
q′
x
 C, (2.15)
where use has been made of the Hardy–Littlewood–Sobolev inequality. This proves (2.12).
Secondly, a simple computation shows that for ξ = 0,
φ′(ξ) = 5ξ4 > 0.
So φ is invertible. Thus we have
U(t)ϕ =
∫
eixξ eitφ(ξ)ϕˆ(ξ) dξ =
∫
eixφ
−1
eitφϕˆ
(
φ−1
) 1
φ′
dφ
=F−1t
(
eixφ
−1
ϕˆ
(
φ−1
) 1
φ′
)
. (2.16)
Making change of the variable ξ = φ−1 yields
∥∥U(t)ϕ∥∥2
L2t
=
∥∥∥∥F−1t (eixφ−1 ϕˆ(φ−1) 1φ′
)∥∥∥∥2
L2t
=
∫ ∣∣ϕˆ(φ−1)∣∣2 1|φ′|2 dφ =
∫ ∣∣ϕˆ(ξ)∣∣2 1|φ′(ξ)|2 φ′(ξ) dξ

∫ ∣∣ϕˆ(ξ)∣∣2 1|φ′(ξ)| dξ =
∫ ∣∣ϕˆ(ξ)∣∣2 1|ξ |4 dξ. (2.17)
The above inequality then implies (2.9).
Attention is now turned to prove (2.10). From Lemma 2.6, one can see that
∥∥U(t)ϕ∥∥2
L4xL
∞
t
 C
∫ ∣∣ϕˆ(ξ)∣∣2∣∣∣∣ φ′(ξ)φ′′(ξ)
∣∣∣∣ 12 dξ  C ∫ ∣∣ϕˆ(ξ)∣∣2|ξ | 12 dξ. (2.18)
This completes the proof of (2.10). Finally, (2.11) can be obtained by interpolation between (2.9)
and (2.10). 
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Ĥρ(τ, ξ) = h(τ, ξ)
(1 + |τ |)ρ .
Then for ρ > 1/2,
‖Hρ‖L2xL∞t C‖h‖L2ξL2τ . (2.19)
Proof. In view of the Hölder inequality and the Plancherel identity, we can easily ob-
tain (2.19). 
Lemma 2.5. Let R(t, x) ∈R2 be defined by
R̂ρ(τ, ξ) = χ(ξ)F̂ρ(τ, ξ),
where χ ∈ C∞0 (R), χ(ξ) = 1 if |ξ | 1 and χ(ξ) = 0 if |ξ | > 2. Then for ρ > 1/2 we have
‖Rρ‖L2xL∞t  C‖f ‖L2ξL2τ , (2.20)
where Fρ is defined in (2.4).
Proof. Since
Rρ(t, x) =
∞∫
−∞
∞∫
−∞
ei(xξ+tτ )χ(ξ) f (τ, ξ)
(1 + |τ + φ(ξ)|)ρ dξ dτ
=
∞∫
−∞
∞∫
−∞
ei(xξ+tλ)e−itφ(ξ)χ(ξ)f (λ − φ(ξ), ξ)
(1 + |λ|)ρ dξ dλ,
this in turn implies that
R̂ρ(λ, ξ) = e−itφ(ξ)χ(ξ)f (λ − φ(ξ), ξ)
(1 + |λ|)ρ .
Hence applying Lemma 2.4 to the function Rρ, we obtain (2.20). 
Lemma 2.6. Let ρ > 38 . Then ∥∥D 38x Fρ∥∥L4xL4t  C‖f ‖L2ξL2τ . (2.21)
Proof. Recall F̂ρ(τ, ξ) = f (τ,ξ)(1+|τ+φ(ξ)|)ρ . Changing the variable τ = λ − φ(ξ), there appears the
relation
1844 L. Tian et al. / J. Differential Equations 245 (2008) 1838–1852Fρ(t, x) =
∞∫
−∞
∞∫
−∞
ei(xξ+tτ ) f (τ, ξ)
(1 + |τ + φ(ξ)|)ρ dξ dτ
=
∞∫
−∞
eitλ
∞∫
−∞
ei(xξ−tφ(ξ)) f (λ − φ(ξ), ξ)
(1 + |λ|)ρ dξ dλ. (2.22)
Therefore, in view of (2.11), Plancherel’s identity and Minkowski’s integral inequality, and
taking into account ρ > 12 , we obtain that
∥∥D 12x Fρ∥∥L6xL6t  C
∞∫
−∞
∥∥f (λ − φ(ξ), ξ)∥∥
L2ξ
1
(1 + |λ|)ρ dλ C‖f ‖L2ξL2τ . (2.23)
On the other hand, we have
‖F0‖L2xL2t  C‖f ‖L2ξL2τ . (2.24)
Inequality (2.21) then follows from (2.23) interpolated with (2.24). 
Lemma 2.7. If ρ > θ2 with θ ∈ [0,1], then∥∥D2θx Fρ∥∥
L
2
1−θ
x L
2
t
 C‖f ‖L2ξL2τ . (2.25)
In particular, when θ = 0,
‖Fρ‖L2xL2t  C‖f ‖L2ξL2τ for ρ > 0,
and when θ = 1,
∥∥D2xFρ∥∥L∞x L2t  C‖f ‖L2ξL2τ for ρ > 12 .
Proof. The argument in (2.23) and the estimate (2.9) show that for ρ > 12∥∥D2xFρ∥∥L∞x L2t  C‖f ‖L2ξL2τ . (2.26)
Again, applying interpolation (2.26) with (2.24) yields (2.25). 
Lemma 2.8. Suppose ρ > 12
6(q−2)
5q . Then for 2 q  12, we have
‖Fρ‖LqxLqt  C‖f ‖L2ξL2τ . (2.27)
In particular, when q = 2 with ρ  0
‖Fρ‖L2L2 C‖f ‖L2L2 ,x t ξ τ
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‖Fρ‖L3xL3t  C‖f ‖L2ξL2τ ,
and when q = 4 with ρ > 310
‖Fρ‖L4xL4t  C‖f ‖L2ξL2τ .
Proof. The argument in (2.23) and the estimate (2.8) show that for ρ > 12
‖Fρ‖L12x L12t  C‖f ‖L2ξL2τ . (2.28)
Thus a suitable interpolation between (2.24) and (2.28) provides the needed inequality. 
3. Bilinear estimates
In this section, we are in the position to state a bilinear estimate which will be the main tool
in the proof of local existence for (1.3) (Theorem 4.2 below).
Theorem 3.1. If s − 1116 then for sufficiently small ε > 0, we have
∥∥∂x(1 − ∂2x ) 12 (uv)∥∥
B
− 12 +3ε
s
 c‖u‖
B
1
2 +2ε
s
‖v‖
B
1
2 +2ε
s
. (3.1)
For convenience, we define
fˆ (τ, ξ) = 〈τ + φ(ξ)〉 12 +2ε〈ξ 〉s uˆ(τ, ξ),
gˆ(τ, ξ) = 〈τ + φ(ξ)〉 12 +2ε〈ξ 〉s vˆ(τ, ξ),
σ = σ(τ, ξ) = τ + φ(ξ), σ1 = σ(τ1, ξ1), σ2 = σ(τ − τ1, ξ − ξ1), (3.2)
k(τ, ξ) = 〈ξ1〉
−s〈ξ − ξ1〉−s
〈σ1〉 12 +2ε〈σ2〉 12 +2ε
= (〈ξ1〉〈ξ2〉)
−s
〈σ1〉 12 +2ε〈σ2〉 12 +2ε
, (3.3)
ξ2 = ξ − ξ1.
Then (3.1) is equivalent to the estimate∥∥∥∥〈σ 〉− 12 +3ε|ξ |〈ξ 〉1+s ∫ ∫
R2
k(τ, ξ)fˆ (τ1, ξ1)gˆ(τ − τ1, ξ2) dτ1 dξ1
∥∥∥∥
L2(τ,ξ)
 c‖f ‖L2‖g‖L2 . (3.4)
Hence by the self-duality of L2, it is easy to see that (3.4) is equivalent to
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R4
k1(τ, ξ, τ1, ξ1)fˆ (τ1, ξ1)gˆ(τ − τ1, ξ − ξ1)hˆ(τ, ξ) dτ1 dξ1 dτ dξ
∣∣∣∣
 c‖f ‖L2‖g‖L2‖h‖L2 , (3.5)
where
k1(τ, ξ, τ1, ξ1) = |ξ |〈ξ 〉
1+s〈ξ1〉−s〈ξ2〉−s
〈σ1〉 12 +2ε〈σ2〉 12 +2ε〈σ 〉 12 −3ε
.
Lemma 3.2. The following inequality holds
max
{|σ1|, |σ2|, |σ |} c∣∣ξξ1(ξ − ξ1)∣∣max{|ξ |2, |ξ1|2, |ξ − ξ1|2}. (3.6)
Proof.
σ1 + σ2 − σ = −5ξξ1(ξ − ξ1)
(
ξ2 + ξ21 − ξξ1
)
. 
Remark. Lemma 3.2 implies that one of the following cases occurs:
|σ1| c|ξ ||ξ1||ξ − ξ1|max
{|ξ |2, |ξ1|2, |ξ − ξ1|2}, (3.7)
|σ2| c|ξ ||ξ1||ξ − ξ1|max
{|ξ |2, |ξ1|2, |ξ − ξ1|2}, (3.8)
|σ | c|ξ ||ξ1||ξ − ξ1|max
{|ξ |2, |ξ1|2, |ξ − ξ1|2}. (3.9)
Proof of Theorem 3.1. We denote by J the left integral of (3.5).
Case 1. |ξ | 2.
We denote by J1 the restriction of J on this region.
Case 1.1. |ξ1| 1.
In this case, |ξ2| |ξ | + |ξ1| 3,
k1(τ, ξ, τ1, ξ1) = |ξ |〈ξ 〉
1+s〈ξ1〉−s〈ξ2〉−s
〈σ1〉 12 +2ε〈σ2〉 12 +2ε〈σ 〉 12 −3ε
 c
〈σ1〉 12 +2ε〈σ2〉 12 +2ε〈σ 〉 12 −3ε
,
so,
J11  c
∣∣∣∣ ∫ ∫ ∫ ∫
R4
fˆ (τ1, ξ1)gˆ(τ − τ1, ξ − ξ1)hˆ(τ, ξ)
〈σ1〉 12 +2ε〈σ2〉 12 +2ε〈σ 〉 12 −3ε
dτ1 dξ1 dτ dξ
∣∣∣∣
 c‖F 1
2 +2ε‖L4xL4t ‖G 12 +2ε‖L4xL4t ‖H 12 −3ε‖L2xL2t
 c‖f ‖L2‖g‖L2‖h‖L2 .
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Without loss of generality, we assume |ξ1| |ξ2| and denote by s˜ = −s.
In this case, by Lemma 3.2, we consider the three subcases (3.7), (3.8) and (3.9) separately.
If (3.7) holds, we have
〈σ1〉 12 +2ε  c|ξ1|r1( 12 +2ε)|ξ2|r2( 12 +2ε)|ξ | 12 +2ε,
where r1 + r2 = 4, 1 r1, r2  3, so
k1(τ, ξ, τ1, ξ1) c
|ξ1|s˜−r1( 12 +2ε)|ξ2|s˜−r2( 12 +2ε)
〈σ2〉 12 +2ε〈σ 〉 12 −3ε
 c |ξ2|
2s˜−4( 12 +2ε)
〈σ2〉 12 +2ε〈σ 〉 12 −3ε
.
Hence, we can obtain
J12  c
∣∣∣∣ ∫ ∫ ∫ ∫
R4
fˆ (τ1, ξ1)gˆ(τ − τ1, ξ − ξ1)|ξ − ξ1|2s˜−4( 12 +2ε)
〈σ2〉 12 +2ε〈σ 〉 12 −3ε
dτ1 dξ1 dτ dξ
∣∣∣∣
 c‖F0‖L2xL2t
∥∥D 38x G 1
2 +2ε
∥∥
L4xL
4
t
‖H 1
2 −3ε‖L4xL4t
 c‖f ‖L2‖g‖L2‖h‖L2,
where 2s˜ − 4( 12 + 2ε) 38 .
If (3.8) holds, similar to the estimate above, we can easily get the estimate
J12  c‖f ‖L2‖g‖L2‖h‖L2 .
If (3.9) holds, we have
〈σ 〉 12 −3ε  c|ξ | 12 −3ε|ξ1|α( 12 −3ε)|ξ2|2( 12 −3ε),
so
k1(τ, ξ, τ1, ξ1) c
|ξ1|s˜−2( 12 −3ε)|ξ2|s˜−α( 12 −3ε)
〈σ1〉 12 +2ε〈σ2〉 12 +2ε
.
Therefore, one can see that
J12  c
∣∣∣∣ ∫ ∫ ∫ ∫
R4
fˆ (τ1, ξ1)|ξ1|s˜−2( 12 −3ε)gˆ(τ − τ1, ξ − ξ1)|ξ − ξ1|s˜−2( 12 −3ε)hˆ(τ, ξ)
〈σ1〉 12 +2ε〈σ2〉 12 +2ε
dτ1 dξ1 dτ dξ
∣∣∣∣
 c
∥∥D 38x F 1
2 +2ε
∥∥
L4xL
4
t
∥∥D 38x G 1
2 +2ε
∥∥
L4xL
4
t
‖H0‖L2xL2t
 c‖f ‖L2‖g‖L2‖h‖L2,
where s˜ − 2( 1 − 3ε) = s˜ − 1 + 6ε  3 .2 8
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We denote by J2 the restriction of J on this region.
Case 2.1. |ξ1| 1.
In this case, we have |ξ − ξ1| 1 and |ξ | ∼ |ξ − ξ1| ∼ 〈ξ 〉 ∼ 〈ξ − ξ1〉, so
k1(τ, ξ, τ1, ξ1)
|ξ2|2
〈σ1〉 12 +2ε〈σ2〉 12 +2ε〈σ 〉 12 −3ε
.
Therefore, we obtain
J21  c
∣∣∣∣ ∫ ∫ ∫ ∫
R4
fˆ (τ1, ξ1)gˆ(τ − τ1, ξ − ξ1)|ξ − ξ1|2hˆ(τ, ξ)
〈σ1〉 12 +2ε〈σ2〉 12 +2ε〈σ 〉 12 −3ε
dτ1 dξ1 dτ dξ
∣∣∣∣
 c‖F 1
2 +2ε‖L2xL∞t
∥∥D2G 1
2 +2ε
∥∥
L∞x L2t
‖H 1
2 −2ε‖L2xL2t
 c‖f ‖L2‖g‖L2‖h‖L2 .
Case 2.2. |ξ2| 1.
This statement is similar to Case 2.1.
Case 2.3. |ξ1| 1 and |ξ2| 1.
In this case, we denote by J23 the restriction of J2 on this region. From Lemma 3.2, we must
consider the three cases (3.7), (3.8) and (3.9) separately.
If (3.7) holds, without loss of generality, we assume |ξ1| < |ξ2|, then
k1(τ, ξ, τ1, ξ1)
c|ξ |2−s˜ |ξ1|s˜ |ξ2|s˜
〈σ1〉 12 +2ε〈σ2〉 12 +2ε〈σ 〉 12 −3ε
 c|ξ |
2−s˜−3( 12 +2ε)|ξ1|s˜−( 12 +2ε)|ξ2|s˜−( 12 +2ε)
〈σ2〉 12 +2ε〈σ 〉 12 −3ε
 c|ξ |
2−s˜−( 32 +6ε)|ξ2|2s˜−2( 12 +2ε)
〈σ2〉 12 +2ε〈σ 〉 12 −3ε
.
Hence, we have
J23  c
∣∣∣∣ ∫ ∫ ∫ ∫
R4
|ξ |2−s˜−( 32 +6ε)|ξ2|2s˜−2( 12 +2ε)fˆ gˆhˆ
〈σ2〉 12 +2ε〈σ 〉 12 −3ε
dτ1 dξ1 dτ dξ
∣∣∣∣
 c‖F0‖L2xL2t
∥∥D 38 G 1
2 +2ε
∥∥
L4xL
4
t
‖H 1
2 −2ε‖L4xL4t
 c‖f ‖L2‖g‖L2‖h‖L2 ,
where 2s˜ − 2( 1 + 2ε) 3 .2 8
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If (3.9) holds, then
k1(τ, ξ, τ1, ξ1) c
|ξ |2−s˜−(3−20ε)( 12 −3ε)|ξ1|s˜−(1+10ε)( 12 −3ε)|ξ2|s˜−(1+10ε)( 12 −3ε)
〈σ1〉 12 +2ε〈σ2〉 12 +2ε
.
Hence, we have
J23  c
∥∥D 38x F 1
2 +2ε
∥∥
L4xL
4
t
∥∥D 38x G 1
2 +2ε
∥∥
L4xL
4
t
‖H0‖L2xL2t
 c‖f ‖L2‖g‖L2‖h‖L2 . 
4. Local well-posedness
Let ψ be a cut-off function such that
ψ ∈ C∞0 (R), suppψ ⊂ [−2,2], ψ = 1 over the interval [−1,1].
We truncate (1.4) the integral equivalent formulation of (1.2) with the data u(0, x) = u0(x) as
follows
u(t) = ψ(t)U(t)u0 − 2ψ(t/T )
t∫
0
U(t − t ′)u(t ′)∂xu(t ′) dt ′. (4.1)
Since the solutions of (4.1) will correspond local solutions of (1.6) in the time interval [−T ,T ],
we shall apply a fixed point argument to solve (4.1) in B
1
2 +2ε
s for sufficiently small ε. To solve
problem (4.1), we need to estimate the two terms in the right-hand side of (4.1). Firstly, we have
the following linear estimates.
Lemma 4.1 (Linear estimates). Assume s  − 1116 and T ∈ (0,1]. Then the following estimates
hold for sufficiently small ε > 0:∥∥ψ(t/T )U(t)u0∥∥
B
1
2 +2ε
s
 c0T −2ε‖u0‖Hs , (4.2)∥∥ψ(t/T )h∥∥
B
1
2 +2ε
s
 CT −2ε‖h‖
B
1
2 +2ε
s
, (4.3)
∥∥∥∥∥ψ(t/T )
t∫
0
U(t − t ′)w(t ′) dt ′
∥∥∥∥∥
B
1
2 +3ε
s
 CT −3ε‖w‖
B
− 12 +3ε
s
, (4.4)
and ∥∥∥∥∥ψ(t/T )
t∫
0
U(t − t ′)w(t ′) dt ′
∥∥∥∥∥
B
1
2 +2ε
s
 CT ε‖w‖
B
− 12 +3ε
s
. (4.5)
Now we are in the position to prove our main theorem.
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constant T > 0 and a unique local solution u(t) of (1.3) satisfying u ∈ C([−T , T ];Hs) ∩
B
1
2 +2ε
s ([−T ,T ]) with u(0) = u0.
Proof. Let u0(x) ∈ Hs(R) with s − 1116 . For u ∈ Bbs we define a mapping
Φu0(u) = Φ(u) = ψ(t)U(t)u0 − ψ(t/δ)
t∫
0
U(t − t ′)∂x
(
1 − ∂2x
) 1
2
(
u2
)
(t ′) dt ′.
We shall prove that Φ(·) defines a contraction mapping on
B = {u ∈ Bbs : ‖u‖Bbs  2c0‖u0‖Hs}
with b = 12 + 2ε and s − 1116 , provided that δ is small enough and depends only on ‖u0‖Hs .
In fact, (4.2) yields ψ(t)U(t)u0 ∈ B which guarantees that B is not empty. Moreover, if u ∈ B,
then, when T = δ, in view of relations (4.2), (4.5) and Theorem 3.1, we have∥∥Φ(u)∥∥
Bbs
 c0‖u0‖Hs + Cδε
∥∥∂x(1 − ∂2x ) 12 (u2)∥∥
B
− 12 +3ε
s
 c0‖u0‖Hs + Cδε‖u‖2
B
1
2 +2ε
s
 c0‖u0‖Hs + 4c20Cδε‖u0‖2Hs .
Thus, if we fix δ such that 4c0Cδε‖u0‖Hs < 1/2, then
Φ(B) ⊆ B.
On the other hand, if u,v ∈ B with the same data u0(x), then by using (4.5) again, and com-
bining Theorem 3.1, we have∥∥Φ(u) − Φ(v)∥∥
B
1
2 +2ε
s
= ∥∥Φu0(u) − Φu0(v)∥∥
B
1
2 +2ε
s
 C
2
δε
∥∥∂x(1 − ∂2x ) 12 [(u + v)(u − v)]∥∥
B
− 12 +3ε
s
 1
2
Cδε‖u + v‖
B
1
2 +2ε
s
‖u − v‖
B
1
2 +2ε
s
 4c0Cδε‖u0‖Hs‖u − v‖
B
1
2 +2ε
s
 1
2
‖u − v‖
B
1
2 +2ε
s
and Φ is a contraction mapping in B. Hence, we can apply the contraction mapping principle for
small T which completes the proof of Theorem 4.2. 
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