Abstract. We show that a line arrangement in the complex projective plane supports a nontrivial resonance variety if and only if it is the underlying arrangement of a "multinet," a multi-arrangement with a partition into three or more equinumerous classes which have equal multiplicities at each inter-class intersection point, and satisfy a connectivity condition. We also prove that this combinatorial structure is equivalent to the existence of a pencil of plane curves, also satisfying a connectivity condition, whose singular fibers include at least three products of lines, which comprise the arrangement. We derive numerical conditions which impose restrictions on the number of classes, and the line and point multiplicities that can appear in multinets, and allow us to detect whether the associated pencils yield nonlinear fiberings of the complement.
Introduction
Resonance varieties of complex hyperplane arrangements are the focus of much of the current research in the field, with connections to topics of algebraic, analytic, and topological interest such as cohomology of local systems, generalized hypergeometric functions, lower central series formulae, and Alexander invariants [4, 26, 27] . In addition, the description of these varieties relates to classical geometric and combinatorial constructions [29, 9] . This paper continues the theme of connections between resonance varieties in degree one and geometry of the complex projective plane. It is based on a combination of two ideas. In [18] , every essential component of R 1 was described by a generalized Cartan matrix Q constructed from the combinatorics of lines. The most symmetric particular case of this construction led to very special configurations of lines, called nets [29] . On the other hand, the first author, studying the implications of [18] with respect to K(π, 1) arrangements arising from pencils of curves, discovered an empirical method to construct from a pair of resonant weights a multi-arrangement of lines which, in a sense, lies within a pencil of curves, resulting in nets "with multiplicities" [8, 5] .
In this paper we call a line arrangement with this combinatorial structure a "multinet." Our main result is that existence of this structure is equivalent to the existence of a global component of the resonance variety of degree one, and to the existence of a pencil of curves respecting the arrangement (a "pencil of Ceva type"). The multiplicities of lines come naturally from the combinatorics of the arrangement. In some cases these Ceva pencils yield nonlinear fiberings of the complement of the underlying arrangement, consequently the complement is an aspherical space.
Let us establish some notation and give a brief more technical description of our results. Let L = {ℓ 1 , . . . , ℓ n } denote a central arrangement of (homogeneous linear) hyperplanes in C k . Let K be a field, and let E = Λ(e 1 , . . . , e n ) the exterior algebra over K generated by degree-one elements e i corresponding to the hyperplanes ℓ i . Define ∂ : E → E of degree -1 by
where as usualˆdenotes omission. Let I be the ideal of E generated by {∂(e i1 · · · e ip ) | {ℓ i1 , . . . , ℓ ip } is a minimal dependent subset of L}.
The Orlik-Solomon algebra A = A(L) is the quotient E/I, a graded algebra isomorphic (for K = C) to the DeRham cohomology of the complement M = C ℓ − n i=1 H i , [21] . The generator ω i of A represented by e i is identified under this isomorphism with the holomorphic logarithmic one-form d(log(α i )), where α i is a defining linear form for H i .
For the purposes of this paper it will be no loss to assume L is an arrangement in C 3 . Projectivizing we think of L as an arrangement in CP 2 , whose elements are lines, and whose codimension-two intersections are points. Our techniques require that K have characteristic zero, and indeed the results are false over fields of positive characteristic. All of our matrices have integer entries, and there is no loss in assuming K = Q.
The degree one resonance variety R 1 (L) is by definition the set of elements a ∈ A 1 such that each a annihilates some element b ∈ A 1 not proportional to a. In [18] , the second author and A. Libgober gave a description of R 1 (L) using generalized Cartan matrices. This approach is the basis for the present work, so we will summarize their results in some detail, and refer the reader to [18] for proofs.
Suppose X is a collection of points of multiplicity at least 3. Let L ′ ⊆ L be the set of lines passing through points of X , and form the |X |×|L ′ | incidence matrix J. Let E denote the matrix whose every entry is 1, and let Q(X ) = J T J − E. The matrix Q(X ) is a generalized Cartan matrix, and so the Vinberg classification [15] applies. One writes Q(X ) as a block direct sum of indecomposable Cartan matrices, each of which is of finite, affine, or indefinite type.
It turns out that for any irreducible component of R 1 there exists a set X of multiple points such that the given component is equal to ker(Q(X )) ∩ ker(E). Moreover such a Q(X ) will contain at least three affine blocks, and no finite or indefinite blocks. So, let Q(X ) = Q 1 ⊕ · · · ⊕ Q k with k ≥ 3 and each Q i affine. By the Vinberg classification, ker(Q i ) is one-dimensional, spanned by a positive integer vector u i . Then ker(Q(X )) ∩ ker(E) = { k i=1 λ i u i | k i=1 λ i = 0}. One can assume without any loss that the sums of the coordinates of u i are pairwise equal. Then the
This setup forms the starting point for our work. For convenience let us assume L ′ = L. (In this case we say the corresponding component of R 1 is supported on L.) We consider the positive integer coordinates of u i as multiplicities of lines in the corresponding block of N and obtain a multinet. A multinet consists of a partition
classes, a set of points X , called the base locus, and a multiplicity function m : L → Z >0 such that, counting multiplicities, each class contains the same number of lines, and each point of X is contained in the same number of lines from each class. There is a further condition ("connectivity") concerning intra-class intersection points corresponding to the indecomposability of the Q i . This structure is then equivalent to the decomposition of Q(X ) into k indecomposable blocks of affine type. Thus there is a component of the first resonance variety supported on L if and only if L is the underlying arrangement of a multinet.
1
The two requirements on multiplicities, namely, that classes contain the same number d of lines, and that inter-class intersection points lie in the same number of lines from each class, are necessary conditions for the existence of a pencil of degree d plane curves with three or more (possibly non-reduced) singular fibers whose settheoretic union is L. The connectivity condition on multinets implies this pencil has "connected fibers" in the appropriate sense (see Section 3). We prove the converse of this: if L = L 1 ∪ · · · ∪ L k is a multinet then there is a connected pencil of plane curves among whose singular fibers are the curves given by
, where, again, α i is the homogeneous linear form defining ℓ i . The connectivity condition, for both multinets and pencils, is crucial -the result is false without this restriction. The resonant 1-forms with coefficient vectors u i −u j are seen as pullbacks of 1-forms on CP 1 with three or more points removed, whose pairwise products are a fortiori zero for dimensional reasons. A net is a multinet in which all lines have multiplicity one and every point of X is contained in precisely one line from each class. In this case the connectivity condition is vacuous.
For line arrangements L with a nontrivial first resonance variety, the existence of an associated pencil of curves, whose singular fibers include the lines of L among their components, was proven in [18] . Our result is sharper, identifying the pencil precisely, and expressing the multiplicities of the linear factors of the split fibers in terms of combinatorics of multinets. This pencil may be viewed as a realization, by the restriction of an algebraic map of projective varieties, of the map of the complement M to a curve arising from a local system with nonvanishing first cohomology, whose existence is ensured by Arapura's Theorem [1] . 2 1 A similar result was discovered independently by M. Marco [19] . 2 After receiving a preprint of this paper, A. Dimca has given an argument based on Arapura's theorem of a more general, but less explicit form of the equivalence of (i) and (iii) of Corollary 3.12 [3] .
There is enough geometric data encoded in the multinet structure for us to write down a Riemann-Hurwitz type formula for the sum of the euler numbers of the special fibers, in terms of the degree d and multiplicities of points inside and outside the base locus. This imposes some restriction on the various parameters; for instance if all line multiplicities equal one then a multinet can have at most 5 classes, for any d. Comparing with the euler numbers of the special fibers L i , this formula also detects the existence of additional singular fibers that are not part of L. When there are no other singular fibers, we say the multinet is complete. In this case the pencil defines a fibering of the complement M with aspherical base and fiber, showing that M is aspherical, i.e., L is a K(π, 1) arrangement. In this case, it is sometimes possible to add lines to L preserving the fibering property. These larger fibered K(π, 1) arrangements are not themselves multinets. The fibered K(π, 1) arrangements J d , d ≥ 2 constructed in [10] arise from a family of nets in this way. Fiber-type arrangements of rank three also arise from this construction, starting from the unique rank-two net. Using other complete multinets, we are able to produce new examples of fibered arrangements by this method.
Here is an outline of the paper. In Section 2, we define multinets and establish a one-to-one correspondence between components of R 1 (L) with support equal to L (global components) and multinets on L. In Section 3 we show that multinets correspond to connected pencils of curves with three or more singular fibers that are (non-reduced) products of lines. In Section 4 we write down the Riemann-Hurwitz type formula for our situation, and discuss the implications for the K(π, 1) problem. Many examples appear throughout the paper.
Multinets and resonance varieties
Let L be an arrangement of lines in the complex projective plane. A point contained in two or more lines of L will be called an intersection point. A point contained in three or more lines will be called a multiple point.
Let m : L → Z >0 be a function which assigns to each ℓ ∈ L a positive integer multiplicity m(ℓ). The pair (L, m) is called a multi-arrangement.
A multi-arrangement is a realization of a rank-three matroid whose ground set contains m(ℓ i ) copies of ℓ for each ℓ i ∈ L. Intersection points correspond to the rank-two flats in the matroid. The Orlik-Solomon algebra of L, defined in the introduction, depends only on the underlying matroid, and the theory developed in this section generalizes to the more general setting of (loopless) matroids.
. . L k , and X is a set of multiple points, such that
A multinet is a weak multinet satisfying the additional property 
Remark 2.2. Multiplying all m(ℓ) of a (k, d)-multinet by a positive integer c defines a (k, cd) multinet with the same L and X . We will always assume that d is chosen minimally in this sense, that is, that the line multiplicities are mutually relatively prime.
Examples appear in Figures 1 and 2 . Each line of multiplicity m(ℓ) ≥ 2 is so labeled; the partition N is indicated with capital letters A, B, C.
We will call X the base locus -it need not include all multiple points of L. Note that, if (N , X ) is a weak multinet, then X is determined by N , namely
is a multinet, then X determines N as well: construct a graph Γ with vertex set L and an edge from ℓ to ℓ ′ when ℓ ∩ ℓ ′ ∈ X . Then, by (ii) and (iv), the L i are the components of Γ. We will see below (Remark 2.6) that every weak multinet can be refined to a multinet with the same base locus.
The third condition says that the number of lines from L i passing through p ∈ X , counting multiplicities, is the same for every i. This number is denoted n p . If n p = 1 for every p ∈ X then (N , X ) is called a net. In this case condition (iv) follows from (iii), and m(ℓ) = 1 for every ℓ ∈ L. The converse of the last statement is falsethere are multinets with m(ℓ) = 1 for every ℓ ∈ L that are not nets (see Figure  2) . Combinatorially a k-net corresponds to a set of k − 2 mutually orthogonal latin squares; in particular 3-nets correspond to quasi-groups. In studies of components of resonance varieties, nets in CP 2 first appeared implicitly in [18] and explicitly with a partial classification in [29] . See also [16] . Figure 2 . A multinet with m(ℓ) = 1 for all ℓ ∈ L, which is not a net.
Proof. Each class L i consists of d lines counting multiplicity. This implies (i). For (ii), count |L 1 × L 2 |, with multiplicities, using the fact that every p ∈ X contains n p lines of each of L 1 and L 2 . For (iii), let ℓ ∈ L i , and count L j with multiplicities, with j = i. Each point p lying on ℓ has n p lines from L j passing through it, counting multiplicities.
Given any set X of multiple points, let J(X ) denote the |X |×|L| incidence matrix of X , whose (p, ℓ) entry is 1 precisely when p ∈ ℓ. Let K be a field of characteristic zero, and let A be the Orlik-Solomon algebra of L over K, as defined in the introduction. We denote the generator of A corresponding to ℓ ∈ L by ω ℓ ; then {ω ℓ | ℓ ∈ L} is a basis of
Proof. Let J = J(X ) and u i = ℓ∈Li m(ℓ)ω ℓ . Then Ju i is the vector with entries n p , p ∈ X , for each 1 ≤ i ≤ k, by condition (iii) of the definition. Thus u i − u 1 lies in the kernel of J for each i. It follows from section 3 of [18] that the vectors u i − u 1 have pairwise products equal to zero in A. Alternatively, the partition N is neighborly, by (iii), and the vectors u i − u 1 restrict to parallel vectors on each block L i , so the pairwise products vanish by the criterion of [7] . They are linearly independent since the vectors u i have pairwise disjoint supports.
Since the criterion of [7] is characteristic-free (see also [9] ), the previous theorem also holds for fields of characteristic p > 0, provided each class has a line whose multiplicity is not divisible by p (so that each u i = 0).
Next we will prove the converse to Theorem 2.4. For this argument it is essential that K have characteristic zero. In this case it was shown in [18] that R 1 (L) is a union of linear subspaces which pairwise intersect trivially. Each of these subspaces is an irreducible component of R 1 (L) and is isotropic. In particular the dimension of the subspaces is at least 2.
Proof. We apply again the results of [18] , referring the reader to the brief sketch in the introduction. The hypothesis implies the existence of a set of multiple points X , with incidence matrix J = J(X ), such that the kernel of the matrix Q = J T J − E has dimension k ≥ 3. Here E is the matrix of all ones. The matrix Q is a generalized Cartan matrix, symmetric with nonnegative integers on the main diagonal and -1 or 0 off the main diagonal. There is a block direct-sum decomposition Q = Q 1 ⊕· · ·⊕Q k with each Q i indecomposable of affine type. (The absence of finite types follows from the hypothesis that R is supported on L.) The kernel of each Q i is onedimensional, spanned by a positive integer vector u i . Define the class L i to be the support of the block
We identify u i with the non-negative integer vector (u i1 , . . . , u in ), with support L i , whose nonzero entries correspond to those of u i .
The integer vectors u i can be chosen to be primitive vectors. However, we need to ensure that the sums σ i = n j=1 u ij of their coordinates are equal to each other. For that it suffices to multiply each u i by d/σ i where d is the least common multiple of all σ i . Then the u i will be positive integer vectors, not necessarily primitive, having the same coordinate sum d. Assign multiplicities to the lines in L i to match the corresponding entry in u i , for each i. Then, by construction, condition (i) of Definition 2.1 holds. The resulting multiplicities m(ℓ), ℓ ∈ L, will be mutually relatively prime.
Suppose ℓ and ℓ ′ lie in different classes. Then the (ℓ, ℓ ′ ) entry of Q is zero, whence the (ℓ, ℓ ′ ) entry of J T J is 1. This implies some p ∈ X contains both ℓ and ℓ
Then, for every i, j, the vector u i − u j lies in the kernel of E, hence also in the kernel of J, since ker(Q) ∩ ker(E) = ker(J) ∩ ker(E). This implies that condition
To prove (iv) we study more carefully the formation of classes L i . Given the matrix Q, form the graph Γ with vertex set L and an edge connecting ℓ and ℓ ′ if and only if the (ℓ, ℓ ′ ) entry of Q is nonzero. The indecomposable blocks Q 1 , . . . , Q k of Q are precisely the restrictions of Q to the connected components of Γ. Now the (ℓ, ℓ ′ ) entry of Q is zero if and only if the same entry of J T J is 1, which means that
So, suppose ℓ, ℓ ′ ∈ L i for some i. Then the pair (ℓ, ℓ ′ ) indexes an entry in Q i , an indecomposable component of Q. By the observations in the preceding paragraph, there is a path in Γ from ℓ to ℓ ′ , so there is a sequence
Thus (iv) holds, and (N , X ) is a multinet. Remark 2.6. Theorems 2.4 and 2.5 have as a consequence that any weak multinet can be refined to a multinet with the same base locus X . Indeed, suppose (N , X ) is a weak (k, d)-multinet. Set J = J(X ). Let w i = ℓ∈Li m(ℓ). Then, for each i, Jw i has entries n p for p ∈ X , and J T Jw i is then the vector of all d's, by Lemma 2.3(iii). Thus w i is a non-negative vector in the kernel of Q = J T J − E, with support L i , for each i. Then w i is a positive linear combination of the vectors u i from the proof of Theorem 2.5. It follows that the (k
For example, consider an arrangement of five concurrent lines, one having multiplicity two. Partition the lines into three classes, of two lines each, counting multiplicities. This is a weak (3, 2)-multinet. Its multinet refinement is the partition into five singletons, with each line having multiplicity one, i.e., a (5, 1)-net. In this case the matrix Q is the 5 × 5 zero matrix, the Q i are 1 × 1 zero matricesthese are of affine type, with u i = 1 for each i.
Multinets and pencils of plane curves
In this section we relate the notion of multinet in CP 2 to pencils of plane algebraic curves. In light of the connection with resonance established in the preceding section, this construction may be viewed as a concrete realization, via the restriction of an algebraic map of projective varieties, of the mapping of the complement of L to a curve predicted by the theorem of Arapura [1] (generalizing the Castenuovode Franchis lemma [12] ), arising from a pair of non-proportional one-forms with wedge product zero. The existence of such a pencil, whose singular locus includes the set-theoretic union of the lines of L, was proved in [18] , and was used in [18] and [29] to derive restrictions on nets. Our result is more precise, showing that the multiplicities of lines in the singular locus match the coefficients in the one-forms, and are determined combinatorially. We give a different, more direct proof. In particular our argument does not depend on Arapura's theorem.
We will identify a homogeneous polynomial in three variables (usually determined up to a nonzero multiplicative constant) with the projective plane curve it defines, and often refer to either as a "curve." A one-dimensional linear system of curves is called a pencil. One can think of a pencil as a line in the projective space of homogeneous polynomials of some fixed degree. Thus any two distinct curves generate a pencil, and conversely a pencil is determined by any two of its curves C 1 , C 2 . An arbitrary curve in the pencil is then aC 1 + bC 2 , [a : b] ∈ CP 1 . Every two curves in a pencil intersect in the same set of points X = C 1 ∩ C 2 , called the base of the pencil. We will always assume that our pencils have no fixed components, that is, that the base locus is a finite set of points.
The two curves C 1 , C 2 determine a rational map π :
] whose indeterminacy locus is the base of the pencil. The (closure of the) fiber of π over [a : b] is the curve aC 1 + bC 2 , and each point outside the base locus lies in a unique such curve. The map π is uniquely determined by the pencil, up to linear change of coordinates in CP 1 . For convenience we will often call π a "pencil," when no confusion will result. For more about pencils the reader may consult [12] .
A curve of the form
, where α i is a linear form and m i is a positive integer, for 1 ≤ i ≤ q, will be called completely reducible. We are mainly interested in pencils that have some completely reducible fibers. For later use we treat the two-dimensional case. We will continue to call the fibers "curves," thinking of them as unions of lines through the origin in the affine plane. The last assertion below will be used in the next section to detect "hidden" singular fibers (Proposition 4.8.) Proof. Any homogeneous polynomial in C[x, y] is a product of linear forms, so every fiber is completely reducible. Since there are no fixed components, the pencil is basepoint free and the associated rational map is regular. It defines a branched covering of CP 1 by CP 1 of degree n, so the generic fiber consists of n points of multiplicity one. The Riemann-Hurwitz formula for maps of curves implies χ(CP 1 ) = nχ(CP 1 )− p∈CP 1 (m p − 1), which is equivalent to (iv).
We consider pencils in CP 2 generated by two completely reducible curves. We are grateful to M. Marco for pointing out an error in the first version of Lemma 3.2, necessitating the additional hypothesis.
Lemma 3.2. Suppose π is a pencil with no fixed components and at least two completely reducible fibers C 1 and C 2 . Let p ∈ C 1 ∩ C 2 be a base point, and suppose C 1 and C 2 have the same multiplicity n p at p. Then (i) no two fibers of π are tangent at p, (ii) if n p = 1 then the generic fiber of π is nonsingular at p, and (iii) if n p > 1 then the generic fiber of π has an ordinary singularity of multiplicity n p at p.
Proof. The tangent cones to C 1 and C 2 at p generate a pencil of curves in two variables, of degree n p , whose fibers are the tangent cones to the fibers of π at p. Because C 1 and C 2 have no common components, this "local" pencil satisfies the hypothesis of Lemma 3.1. The first assertion then follows from (ii), and the second and third statements follow from (iii) of that lemma.
Let ϕ : S → CP 2 be the blow-up of CP 2 at the points of X . The absence of fibers tangent at a base point (Lemma 3 Figure 1(a) . This arrangement appears in [18, 7, 17] in the context of resonance and characteristic varieties, and in slightly modified form in [10] , as an example of a nonlinearly fibered arrangement (see Example 4.13).
Example 3.5. The other "classical" example of a pencil of Ceva type is the Hesse pencil of cubics a(x 3 + y 3 + z 3 ) + 3bxyz, [a : b] ∈ CP 1 which share the same nine inflection points. In this case there are four completely reducible fibers, each of which is a product of three distinct lines, which meet in pairs outside the base locus, so again the pencil is connected. The resulting arrangement of twelve lines in CP 2 is called the Hessian arrangement [23] . It supports a (4, 3)-net, and in fact is the only known example of a line arrangement supporting a (4, d)-net for any d [29] . In this case, again, all other fibers are nonsingular. This additional property implies that the complement of the Hessian arrangement, and of the Ceva arrangements of the preceding example, are aspherical spaces. This was the original motivation for studying similarly defined "sharp pencils" in [8] , also called "Hessian pencils" in [5] , and will be taken up in the next section.
, and (z 2 − x 2 )y 2 , which are completely reducible but not reduced. The resulting arrangement of nine lines is the B 3 arrangement (Figure 1(b) ). The pencil determines a nonlinear fibering of the complement (see Example 4.6). This example, discovered by the first author [5] , motivated our work. 
To each ℓ ∈ L assign the multiplicity m(ℓ) to be the multiplicity of the corresponding linear factor in C i . Then the L i form a partition of L because the pencil has no fixed components. Also, property (i) of Definition 2.1 is clearly satisfied. Let X be the base of the pencil. Then property (ii) is automatic. Observe that the multiplicity of any fiber C = aC 1 + bC 2 at p ∈ X is at least the minimum of the multiplicities of C 1 and C 2 at p. Since any two of the C i generate the pencil, this implies they all must have equal multiplicities at p.
This confirms condition (iii).
It is only left to prove that the weak multinet we obtain is really a multinet. This follows from the connectedness of the pencil. Indeed suppose that the property (iv) fails. Then the components of the graph Γ determine finitely many proper subvarieties of of the fiber C i which pairwise intersect only in the base locus. Then the pencil π is not connected, by our earlier observation.
Here is an example of a pencil which satisfies the first, but not the second condition of Definition 3.3, and yields a weak multinet that is not a multinet. This rank-two example is special. We conjecture that for rank-three pencils the connectedness condition is unnecessary, that is, the connectedness follows from the other condition of Definition 3.3.
Not every weak multinet arises from a pencil, connected or not. In rank two, consider the multi-arrangement with defining polynomial x 2 y 2 (ax − by)(cx + dy). The induced weak (3,2)-multinet corresponds to a pencil if and only if ad − bc = 0. Here is a rank-three example.
Example 3.9. Consider the Hesse pencil a(x 3 +y 3 +z 3 )−3bxyz of Example 3.5. Let C 0 , C 1 , C 2 , C 3 be the four completely reducible fibers, whose components together form the Hessian arrangement L of twelve lines. The base X of the pencil consists of the nine inflection points of any of the smooth fibers of the pencil. Now define a weak multinet structure on L with the base locus X and three classes formed by the irreducible components of respectively C 0 C 1 , C 2 2 , C 2 3 . This is a weak (3, 6)-multinet that is not a multinet. It is easy to check directly that the pencil [C where ξ 3 = 1, corresponding to the special fibers of Hesse pencil, cannot be ordered to form a harmonic set.
Our aim in this section is to prove that, by contrast with the previous example, every multinet arises from a pencil of Ceva type as in Theorem 3.7. Specifically, let (N , X ) be a (k, d)-multinet on (L, m) with mutually relatively prime multiplicities, and let
be the product of the defining linear forms (with multiplicities) of lines from the class L i . We will show that C 1 , . . . , C k are collinear in the space of degree d curves, i.e., they lie in a pencil, and that this pencil is connected.
First we need to introduce some notation and prove a combinatorial lemma. Suppose (N , X ) is a multinet on the multi-arrangement (L, m). Fix a class L i . For every ℓ 0 ∈ L i and every p ∈ X put
. We will often omit ℓ 0 from the notation if no ambiguity results.
Proof. We apply Remark 2.6 to build the generalized Cartan matrix Q associated with X . The submatrix Q i corresponding to L i is indecomposable by Definition 2.1(iv). The vector u i = m(ℓ)ω ℓ lies in the kernel of Q i . The row of Q i corresponding to ℓ 0 has s = |ℓ 0 ∩ X | − 1 on the diagonal, -1 in the columns corresponding to ℓ ∈ L ′′ i \ {ℓ 0 }, and 0 in all the other columns. This implies sm(ℓ 0 ) =
Multiplying by k(ℓ 0 )/m(ℓ 0 ) and using the assumptions we obtain
Now we consider the right-hand side of (1) . Notice that ℓ 0 ∈ L p i for every p ∈ ℓ 0 ∩X and the sets L p i \ {ℓ 0 } for p ∈ ℓ 0 ∩ X partition L ′ i . Then, using (2) we obtain the following:
with strict inequality under the additional condition stated in the lemma.
Theorem 3.11. Suppose (N , X ) is a multinet on the multi-arrangement (L, m) .
. Then the pencil of degree d curves determined by any two of C 1 , . . . , C k contains all of them and is connected.
Proof. Recall that the hypothesis means in particular that the line multiplicities m(ℓ) are mutually relatively prime (see Remark 2.2). Let π : CP 2 → CP 1 be the pencil generated by C 1 and C 2 . As a first step we prove there is a fiber F i of π that is divisible by ℓ∈Li α ℓ , for each i. By condition (iv) of Definition 2.1, we can write L i = {ℓ 1 , . . . , ℓ r } so that, for each j, 1 ≤ j < r, p j = ℓ j+1 ∩ ℓ j ∈ X , i.e., p j is not in the base C 1 ∩ C 2 of π. Then there is a unique fiber F i of π passing through p 1 . By Lemma 2.3(iii), ℓ 1 contains d points of the base locus C 1 ∩ C 2 counting multiplicities. Also ℓ 1 contains p 1 by construction. The degree d curve F i contains these d + 1 points of the line ℓ 1 , counting multiplicities. It follows that ℓ 1 is an irreducible component of F i , by Bézout's theorem. Assuming that ℓ j is a component of F i we have p j ∈ F i ∩ ℓ j+1 , whence as above ℓ j+1 is also a component of F i . Then by induction on j we conclude ℓ∈Li α ℓ divides F i .
Now for each
. Then we can write F i = D i E i where α ℓ does not divide E i for any ℓ ∈ L i .
Next we claim that, for any
with equality for all ℓ 0 ∈ L i if and only if E i and D i are disjoint outside the base locus. Indeed, the degree of E i can be computed by counting intersections with the line ℓ 0 , with multiplicity. The multiplicity of E i at any point p of X is
where ǫ is the sum of the multiplicities of E i at points of E i ∩ ℓ 0 outside the base locus. This proves the claim.
On the other hand, we have deg(E i ) = d− ℓ∈Li k(ℓ), and p∈ℓ0∩X ℓ∈L Combining inequality (4) with Lemma 3.10, we conclude that equality holds in both cases. Then the ratios m(ℓ)/k(ℓ) are equal to a constant ρ i ≥ 1 for all ℓ ∈ L i , and E i and D i are disjoint away from the base locus, for every i. We will complete the proof by showing that the first condition implies that π is connected. The second condition implies that the proper transforms of D i and E i under the blowup ϕ : S → CP 2 of CP 2 at X are disjoint; connectedness of π will then imply that E i = 1 (i.e., E i is the "empty curve"). Then D i = F i and k(ℓ) = m(ℓ) for all ℓ ∈ L i , for every i ≥ 3, proving the first assertion of the theorem. Furthermore, having m(ℓ)/k(ℓ) = 1 for all ℓ ∈ L i , for all i, we also conclude that π is indeed connected, confirming the second assertion of the theorem. (The curve C can be embedded in projective space, so that the rational map π 0 is given by a collection of homogeneous polynomials of degree d ′ .) By assumption we have
for every ℓ ∈ L, contradicting the requirement that the line multiplicities m(ℓ) be mutually relatively prime. We conclude that π is connected. This completes the proof, by remarks above.
Corollary 3.12. The following are equivalent: The preceding result imposes further restrictions on the multiplicities that can appear in a multinet. Proof
Since d > 1 the latter map has disconnected fibers. Thenπ = π • ϕ has disconnected fibers, contradicting the definition of Ceva pencil. Examples 3.8 and 3.9 show that these restrictions need not hold for disconnected pencils or weak multinets.
In fact we have not found any examples of multinets with exponents different from 1, and we suspect that none exist. At least we can show that there is only one possible triple of nontrivial exponents. Proof. Suppose C i is a completely reducible fiber of π, and C i = G ei i with e i > 1, for i = 1, 2, 3. Without loss we can suppose that
We write
with the α ij being pairwise nonproportional linear forms in (x, y, z), and d i and r ij being positive integers. We can choose coordinates so that the coefficient of x in every α ij is equal to 1. We differentiate both sides of equation (5) above with respect to x, and conclude that α
e 2 r 2k α 2k
for every j = 1, 2, . . . , d 3 . Let f be the numerator of the rational function when expressed in lowest terms. For r 3j = 1, α r3,j −1 3,j divides both C 1 + C 2 and the polynomial (6), but does not divide C 1 . By eliminating the second term in (6) , it follows that α r3,j −1 3,j divides f for j = 1, 2, . . . , d 3 . Since the degree of f is at most
The latter inequality, together with Proposition 3.14, immediately implies the first statement. This and Proposition 3.14 imply the second statement. 
The Riemann-Hurwitz type formula and fibered line arrangements
Using the pencil to calculate the euler characteristic of the blowup of CP 2 at the points of X , we obtain a Riemann-Hurwitz type formula which imposes restrictions on parameters of multinets, generalizing analogous results for nets in [18, 29] . The formula can also be used to show that for some Ceva pencils all singular fibers are completely reducible, thus forming a fibered, K(π, Proof. The first statement is a consequence of the Ehresmann Fibration Theorem [28] . The mapπ is a submersion at every point of S 0 and, as the restriction of a map of compact spaces to a full inverse image,π| S0 is proper. The second statement follows from Lemma 3.2(iii), since the generic fiber ofπ is the proper transform of the generic fiber of π.
LetX denote the set of intersection points of L not contained in X . For p ∈X , let m p be the multiplicity of p in L. 
with equality if and only if the classes of (N , X ) form the only singular fibers of π.
Proof. The left-hand side of (8) is precisely the Euler characteristic χ(S) since blowing up a variety of dimension 2 at a point increases its Euler characteristic by 1. On the other side we have estimated χ(S) using the decomposition into 3 After we posted a draft of this article, J. Pereira pointed out to us that the inequality (7) was proved by G. Halphen around 1884 [13] -see also [20] . Besides Pereira managed to prove a similar inequality for e 2 and e 3 when e 1 = 1.
fibers ofπ. The euler characteristic of S 0 is determined using the bundle map π : S 0 → B from Lemma 4.1. Supposeπ has k ′ singular fibers. Then χ(B) = 2 − k ′ . The euler characteristic of the fiber ofπ is given by the Noether formula 3d − d 2 + p∈X n 2 p − n p (e.g., see [28] , pp. 157-158).
There are k special fibers that are products of proper transforms of lines intersecting only at (not blown up) points ofX . The Euler characteristic of such a fiber corresponding to a class
Summing up these contributions, we obtain the right-hand side of (8) . If there are no other singular fibers, then k = k ′ and equality holds. Since the euler characteristic of a singular fiber is strictly greater than the euler characteristic of the generic fiber [12, pp. 508-510] , the desired inequality holds in general, and is strict if k ′ > k.
The inequality (8) is not easy to use. For instance, we do not know if it implies k ≤ 5 in general. We can prove this in the following particular case, generalizing the similar statement for nets proved in [18] .
again for every i. Choosing i that maximizes p∈Xi (m p − 1) we see that (8) implies
If k ≥ 6 then (13) cannot hold (recall that d > 1) which completes the proof. To be precise, the fiber of this bundle map is obtained from a degree d curve with nodes of orders n p , for n p > 1, by removing |X | points, including all the nodes. (8) equal 10, and we conclude that the complement of the B 3 arrangement is fibered by quartics with three double points, with the nodes removed (i.e., CP 1 's with six punctures) over CP 1 with three points removed. Therefore the arrangement is K(π, 1). This arrangement is the complexification of a real simplicial arrangement, and is supersolvable (or fiber-type), each of which implies that the arrangement is K(G, 1) -we now have a third proof.
This example generalizes to yield a complete (3, 2r)-multinet on the reflection arrangement corresponding to the full monomial group G (r, 1, 3) . The corresponding Ceva pencil has three singular fibers: x r (y r − z r ), y r (z r − x r ), and z r (x r − y r ), whose linear factors comprise the arrangement. The coordinate lines x = 0, y = 0, and z = 0 are assigned multiplicity r, and all other lines have multiplicity one. There are 3 base points of multiplicity r and r 2 base points of multiplicity one. Lines within each class intersect outside the base locus in r double points on the coordinate line, so multinet condition (iv) is satisfied, and the pencil is connected. Both sides of inequality (8) are equal to r 2 + 6, so the multinet is complete. It yields a fibering of the complement by curves of degree 2r with three nodes of order r, with the nodes removed. These arrangements are supersolvable. K(π, 1) arrangement. The original argument uses the fact that this is the reflection arrangement associated with a Shephard group, and thus the complement is a finite cover of the complement of a complexified simplicial arrangement [22] . Thus all lines have multiplicity one except z = 0 has multiplicity r. In particular the equality of Lemma 4.8 fails at p = [1 : 0 : 0], so the multinet is not complete. The partition indicated by the brackets in the expression of Q defines a (3, 2r)-multinet on (L, m). For r = 2 the arrangement is pictured in Figure 3(b) . The hidden singular fiber does not have a real form, but can be found with some cleverness using Macaulay 2 (thanks to Frank-Olaf Schreyer for this). This arrangement (for r = 2) is neither simplicial nor supersolvable; nevertheless, somewhat surprisingly in the current context, it is known to be a K(π, 1) arrangement, by the weight test ( [6] , see also [24] ). We don't know if this arrangement is K(π, 1) for r > 2.
Remark 4.11. At the level of matroids, every multinet can be obtain from a net by gluing some points and lines (see [16] To see the effect on the associated pencils of these degenerations, it is convenient to rewrite the right-hand side of inequality (8) using Lemma 2.3(ii). We obtain
For the sake of argument, let us assume k = 3; the inequality becomes
In the case of nets, the right-hand side is equal to 3d − p∈X (m p − 1), which is maximized by forcing the most degeneracy outside the base locus. This explains why equality holds for the d = 3 Ceva arrangement, where all classes are pencils of three lines, but fails for the Pappus arrangement, where two of the classes are in general position. When three classes are in general position, they form three of the four classes of the Hessian, and the pencil contains a fourth singular fiber, which is completely reducible.
In general, keeping the same number of lines, one also wants to bring lines within classes into more special position; this is why the arrangement of Figure 2 comes closer to being fibered than the Steiner arrangement. Bringing lines together, as occurs when Figure 3 (b) degenerates to the B 3 arrangement, has the effect of decreasing both sums as well as |X | and |L|, the net result of which is difficult to discern.
In [10] there appeared examples of (non-supersolvable) fibered K(π, 1) arrangements closely related to the Ceva arrangements of Examples 3.4 and 4.7. The arrangement, called J d in [10] , has defining equation (
It is obtained from the Ceva arrangement by adding one line z = 0. (J 2 is the nonFano arrangement.) The restriction of the Ceva pencil to the complement of the larger arrangement is also a bundle projection, because the line z = 0 is transverse to all the regular fibers. (This will be verified below.) Then one can modify the local trivializations of π so that they respect the line, and thus restrict to local trivializations of the restricted map.
Here we formulate numerical criteria to determine whether this transversality holds for a given line ℓ 0 ∈ L relative to a fixed Ceva pencil π : CP 2 → CP 1 corresponding to a complete multinet on L. Example 4.14. Consider the complete (3, 4)-multinet on the B 3 arrangement in Example 3.6. The line x + y + z = 0 meets the arrangement in six points. Since 2 − 2 · 4 = 6 − 3 · 4, this line is transverse to the regular fibers of the associated Ceva pencil. In fact one can apply Proposition 4.12 to several lines in succession, so long as they meet inside L. Thus any or all of the lines x ± y ± z = 0 can be added to the arrangement to result in fibered arrangements; all are K(π, 1) arrangements, fibered by quartics with three double points, with the double points and some additional points removed.
For the more general (3, 2r) multinet of Example 3.6 one seeks a line which meets the arrangement in 2 + 2r points outside the base locus. The line x + y + z = 0 does not have that property.
All of the arrangements in the preceding examples are simplicial and/or supersolvable, except the Hessian, which was known to be a K(π, 1). We have yet to find a "new" K(π, 1) arrangement using these methods. On the other hand, all supersolvable arrangements arise through the process described above, starting with the rank-two (k, 1)-multinet and its associated (complete) Ceva pencil, successively removing lines which miss the base locus and meet inside the arrangement. Here identity of Proposition 4.12 reads 2 − 2 · 1 = d − d · 1, that is 0 = 0.
