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This research project consisted of three primary objectives: (1) Improve rearing
methods for L. lineolaris, (2) Determine if selected behaviors displaying photoperiodicity
are under circadian control, and (3) Estimate phase angle shifts of selected circadian
rhythms, in an effort to contribute toward the future improvement of current integrated
pest management techniques. Improving rearing methods was accomplished in three
areas: (1) Estimating the optimal stocking rate to maximize production while
maintaining acceptable insect quality as a function of photoperiodic regime, (2)
Estimating fecundity at the optimal stocking rate and photoperiodic regime, and (3)
Determining the timing of oviposition, mating, feeding and egg hatch, under the optimal
stocking rate and photoperiodic regime.
The stocking rate maximizing production of females was 8.93 (SE = 2.54) egg
packets/rearing container. It was also determined that average female weight
significantly declined as stocking rate increased. Therefore, a lower stocking rate of six
oviposition packets is recommended as a compromise between productivity and product
quality appropriate for many rearing purposes.

Fecundity under the optimal stocking rate was also determined. Females
produced an average of zero to seven eggs per day over the course of their lifetime, and
an average of 83.49 eggs over the course of a single female’s lifespan (SE = 9.4). This is
unusually low compared to other studies due to an infection of Nosema spp. in the
laboratory colony. Oviposition peaked nine to 12 days after eclosion. Fecundity data can
be used by rearers as a measure of fitness, allowing them to gauge the overall vigor of
their colony.
Oviposition and mating behaviors were determined to be periodic with respect to
photoperiod, while feeding and egg hatch were not. Oviposition and mating were also
determined to be under circadian control, because they met the four criteria stated by
Saunders (2001). No significant phase angle shift occurred between 16:8 and 12:12 LD
photoperiods for either behavior. Therefore the calculation of a phase angle shift was not
possible. Additionally, the investigation of light intensity effect on peak oviposition
showed that L. lineolaris did not respond differently to on/off light signals compared to
simulated “dawn/dusk” signals.
Key words: Lygus lineolaris, circadian rhythm, insect rearing
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CHAPTER I
INTRODUCTION

Historically, the plant bug complex has been recognized as a damaging to cotton
crops across the U.S. Cotton Belt (Stewart and Layton 2000). Primary members of this
complex are the tarnished plant bug, Lygus lineolaris (Palisot De Beauvois), and the
western tarnished plant bug, L. hesperus Knight (Heteroptera: Miridae). L. hesperus is
the dominant species of Lygus found in cotton west of Texas, while L. lineolaris is
generally found from Texas throughout the eastern United States (Jackson et al. 1998).
In recent years, several changes in cotton insect management systems in the South have
allowed L. lineolaris to move up in importance, becoming the most economically
damaging pest in cotton in the mid-southern US (Williams 2010).
The first change to contribute to the rise in L. lineolaris importance was the boll
weevil eradication program, which eliminated the boll weevil, Anthonomus grandis
grandis Boheman, as a key cotton pest east of Mississippi (Stewart and Layton 2000).
The second major change was the development of insecticide resistant populations of
Lygus throughout the Mid-South and in some areas of Arizona (Snodgrass 1996,
Snodgrass and Elzen 1995, Xu and Brindley 1993). The third major change was widescale adoption of transgenic cotton expressing insecticidal proteins of Bacillus
thuringiensis (Bt cotton) due to its targeted effect on the heliothine complex, which
historically has been a major contributor to yield losses (Williams 2008). Finally, new
1

insecticides introduced to control lepidopteran pests are typically inefficacious against
most non-lepidopteran pests (Stewart and Layton 2000). The combined effect of these
changes has resulted in a reduction in broad-spectrum insecticidal inputs that previously
helped to suppress L. lineolaris populations. This in turn has allowed L. lineolaris
populations to increase to damaging levels. Lygus spp. are multivoltine with a generation
time as short as 20 days under favorable conditions. They are cryptic, have high
reproductive rates, can be active year round in southern regions of the United States, and
are mobile (Leigh et al. 1996, Raulston et al. 1996, Stefferaud 1952, Wagner et al. 1996).
These characteristics have allowed L. lineolaris to become a serious pest of cotton
(Nordlund 2000).
The surge in L. lineolaris pest status has led to a large volume of research in the
past two decades. Most of this research has focused on chemical control tactics, with a
smaller portion of the literature being dedicated to basic biology and behaviors, and
improvement of rearing techniques. L. lineolaris rearing sytems have been in place for
over 50 years These systems are indispensable in supporting L. lineolaris pest
management research. Efficacy assays testing newly developed insecticides, insecticide
resistance assays, genetic mapping and research, various behavioral studies and
physiological research would all suffer without rearing systems providing adequate
numbers of high quality test subjects. While current production systems are reliable,
many of the procedures used are ad hoc. For example, detailed information on
production capacity and quality in colonies raised on the artificial diet developed by
Cohen (2000) are unknown. This information potentially is very useful to rearers. One
of the major objectives of this project was to improve L. lineolaris rearing systems. This
2

was accomplished in three ways. A stocking rate using standard rearing procedures was
developed, and average fecundity at that rate was determined. Additionally, the timing of
oviposition, mating, feeding and egg hatch as a function of photoperiod were also
determined. By developing a stocking rate under standard rearing procedures and
providing an estimated fecundity at that stocking rate, production can be optimized
without sacrificing product quality. Additionally, knowing when a certain behavior will
peak during the day can be extremely useful to rearers. For example, knowledge of peak
oviposition could allow rearers to collect the maximum amount of eggs at one time,
providing them with the ability to more efficiently create stockpiles in case of colony
collapse. By providing rearers with mating periodicity information disturbance levels can
be minimized and mating success potentially increased.
Long-term control of L. lineolaris will require a more thorough understanding of
its basic biology and associated behaviors (Godfrey 2001). To the author’s knowledge,
no published works on circadian rhythms, phase angle shifts, light sensitivity or
underlying circadian rhythm clock mechanisms in L. lineolaris exist, except for one paper
on feeding activity in strawberry fields in Canada (Rancourt et al. 2000). This paper did
not actually meet the criteria for a study on circadian rhythms, but rather simply reported
observations of insect movement on plants throughout the day. Therefore a large gap in
L. lineolaris research exists. The second and third objectives of this study focused on the
chronobiology of L. lineolaris and how this information might be exploited by rearers
and pest managers to improve both rearing systems and future integrated pest
management control efforts. It was determined that oviposition and mating behaviors
met the four main criteria for classification as circadian rhythms. The absence of phase
3

angle shifts for oviposition and mating was also determined, along with the light intensity
level which acted as a minimum threshold for “light on" perception. Pest managers could
potentially exploit this knowledge for increasing the efficacy of current control methods.
The success of long-term control efforts is built upon a thorough understanding of
all aspects of the pest in question. Adding new behavioral information to the body of
literature concerning L. lineolaris spur new research and help to build a stronger
foundation upon which future control efforts will successfully be launched.
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CHAPTER II
LITERATURE REVIEW

Chronobiology and Circadian Rhythms
Chronobiology is the study of biological rhythms. A biological rhythm is loosely
defined as any cyclic phenomenon in a living organism that represents an adaptation to
solar or lunar cycles. Many types of important cycles are studied in chronobiology. For
example, rhythms less than 24 hours, generally 90-100 minutes in length, are referred to
as ultradian rhythms and include cycles such as REM sleep patterns, heart rate or appetite
in humans. Infradian rhythms, those rhythms with periods substantially longer than 24
hours, include such cycles as migration patterns in various birds and menstrual cycles in
mammals (Aschoff 1981). Tidal rhythms, which are governed by lunar cycles, are also
frequently studied in a variety of sea creatures (Dunlap et al. 2003).
Perhaps the most widely studied are the circadian rhythms, those rhythms
occurring on approximately a 24 hour schedule. A circadian rhythm is loosely defined
as, “… [An] endogenous oscillation with a natural period (τ) close to, but not necessarily
equal to, that of the solar day (24 hours)” (Saunders 2002). Not all rhythms displaying 24
hour periodicity are categorized as circadian. Saunders (2001) listed four key
components that must be present in order for a rhythm to be classified as circadian.
Firstly, circadian rhythms must persist or ‘free-run’ in continuous darkness attesting to
their endogenous nature. When a rhythm runs in its natural state without environmental
5

signals, it is said to be “free-running”. Secondly, free-running circadian rhythms possess
a period (τ) that is close to but rarely equal to 24 hours. This deviation from 24 hours is
important to note, because, if a rhythm were free-running at a period of exactly 24 hours,
it would be impossible to rule out the possibility that the rhythm was a response to
environmental factors not usually controlled in normal circadian experiments, e.g.
magnetic fields, which cannot be controlled in a laboratory setting, but could potentially
be influencing the rhythm. Thirdly, circadian rhythms must be temperature compensated.
With temperature variation from day to day, the rhythms must not speed up or slow
down. This ensures accurate entrainment of the rhythm. Finally, circadian rhythms must
have the ability to entrain to periodic environmental factors, most notably photoperiod, so
that the period of the rhythm becomes equal to the period of the entraining factor (T),
thereby regulating a physiological or behavioral process (Beck 1980, Saunders 2002).
The period of the cycle during free-running is represented by the symbol τ, which
represents one oscillation of the event or behavior. When a biological clock is entrained
to an environmental stimulus (zeitgeber), a phase relationship is established between the
entraining and the entrained oscillations (Johnson et al. 2003). Phi, Φ, is used to denote
a reference phase point that is repeated at each cycle, usually the beginning of the activity
in question. Light or temperature pulses administered during the free-running rhythm
may cause Φ to occur earlier or later than would be predicted in the unperturbed freerunning rhythm. A Phase Response Curve (PRC) plots the responses of a circadian
rhythm in its free running state exposed to short light pulses administered at different
times ( phase points/Φ). The responses vary systematically according to the circadian
time of the light pulse. The PRC relates the phase-regulating effect of the light pulses to
6

the circadian time of their occurrence with either phase advances (+∆Φ) or phase delays
(-∆Φ) (Beck 1980). The relationship between the entraining and the entrained rhythms
can be described by a phase angle (ψ). Beck (1980) defined a phase angle as, “…the time
between the beginning of the photoperiod or circadian cycle (0 hr) and any arbitrary Φ
[reference phase point].” Restated, this means that the phase angle is the time (or
equivalent number of degress (360˚/24 hours) between any arbitrary point of the
Zeitgeber (e.g. lights on) and the circadian event of interest (Φ). Thus, the relationship
between any two phase points can be expressed in terms of phase angles. These points
signify another essential property of circadian rhythms: they must undergo some type of
phase regulation with respect to the Zeitgeber. In other words, when entrainment occurs,
the phase relationship formed between the phase of the circadian rhythm and the phase of
the zeitgever becomes fixed.
The word “entrainment” comes from the French word “entrainer”, which literally
means “to carry along” (Barnhart and Barnhart 1989). When the circadian rhythm is not
exactly 24-hours, it can be “carried along” by an entraining environmental rhythm
(zeitgeber). The period of the organism’s rhythm is corrected for by small or large shifts
induced by light, or another zeitgeber’s influence (Daan 1977). While many authors do
not note the difference, Johnson et al. (2003) emphasized the idea that entrainment is not
synonymous with synchronization, which would imply that the occillation of the
environment, 24 hours, coincides with the occillation of the internal clock, which varies
around 24 hours.
A key component of circadian rhythms is that they are capable of being entrained
to various zeitgebers (time-givers), most predominantly photoperiod (Gunawan and
7

Doyle 2007). That photoperiod is the most common zeitgeber is not surprising,
considering that all other potential zeitgeber signals, such as temperature, humidity, food
or social cues, are typically reliant upon the 24 hour light cycle governing a single day.
Roenneberg and Foster (1997) suggested that circadian pacemaker centers, or areas of
central control, in all phyla are morphologically closely linked to light input pathways,
and Crosthwaite et al. (1997) found this to be true for molecular components as well.
Entrainment cues differ across systems and can also include temperature or chemical
signals like hormones (Schibler et al. 2003), though the argument has been posed that
light is always the main zeitgeber, even if its actions are only indirect. For example,
while suprachiasmatic nuclear cells do not respond directly to light, they do respond to
glutamate, which is excreted from the optic tract as a direct response to retinal light
exposure in humans (Roenneberg and Merrow 2002).
Circadian rhythms have been demonstrated in many organisms, throughout all
phyla (Dunlap 1999, Oster et al. 2002). They act as biological “clocks” that provide
internal estimates of external environmental time (Johnson et al. 2003, Page 2003). In
insects, rhythms can include individual activities such as oviposition, feeding, and motor
activity, or population level activities that occur only once in an individual’s life-time,
such as eclosion and mating (Beck 1980, Saunders 2002). Ultimately, circadian rhythms
provide organisms with an internal method for scheduling physiological, developmental
or behavioral activities according to the hourly opportunities and constraints specific to
their ecological niches (Beck 1980, Greenberg et al. 2006, Naef 2005, Neville 1967,
Pittendrigh 1972, Roberts 1974, Tshernyshev 1984).
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A plethora of research on different behaviors demonstrates the adaptive function
of circadian rhythms. Saunders (2001) confirmed a daily rhythm of locomotor activity in
Calliphora vicina expressed as increased activity during cooler hours of the day.
Learned feeding rhythms have been shown in Apis mellifera and related species
demonstrating that bees can “learn” when to visit flowers whose nectar production is
based on a circadian rhythm (Beling 1929, Kleber 1935, Brady 1974). Insecticide
susceptibility rhythms have been reported for Blattella (Beck 1963) and for Anthonomus
grandis grandis (Cole and Adkission 1965). Tychsen and Fletcher (1971) demonstrated
that in Dacus tryoni all reproductive individuals were active at the same time, increasing
the likelihood of successful mating. In addition to regulating individual behaviors or
physiological events, circadian rhythms can also be responsible for synchronizing events
within a population. When this happens, the event is said to be “gated”, implying that the
event can only occur when the circadian clock opens the “gate” at the appointed time and
that if an individual misses a given day’s gate, it must wait for the next one. Examples of
such behaviors include eclosion and pupation, i.e., those behaviors that occur once in the
life of each individual. An example of this is Pittendrigh’s (1958) findings that adult
eclosion of Drosophila pseudoobscura only occurs close to dawn. Relative humidity is
highest at dawn, perhaps increasing the success of eclosion. The eclosion-related
hormone, PTTH, cycles in a circadian fashion in Periplaneta americana (Richter 2001),
Bombyx mori (Dedos and Fugo 1999, Mizoguchi et al. 2001), and Rhodnius prolixus
(Vafopoulou and Steel 1996). Hemolymph ecdysteroids have also been shown to have a
circadian rhythm throughout development in Manduca sexta (Schwartz and Truman
1983), R. prolixus (Ampleford and Steel 1985), the waxmoth Galleria mellonella
9

(Cymborowski et al. 1991), Bombyx mori (Mizoguchi et al. 2001, Sakurai et al. 1998),
and P. americana (Richter 2001). Additionally, adult emergence of Xyleborus
ferrugineus was found to be circadian by Saunders and Knoke (1968).
Endogenous rhythms are considered to be an inherent part of an organism. Much
research has been done in recent years exploring the link between endogenous rhythms
and the molecular systems of not only insects but other living creatures as well (Herzog
and Tosini 2001, Oster et al. 2002, Saunders 2002). In simplest terms, the circadian
system can be represented by three main components: an input pathway through which
light information reaches the ‘clock’ or pacemaker; the pacemaker itself, comprised of
the state variables providing temporal information; and output pathways through which
the pacemaker regulates specific physiological processes (Jackson et al. 2001). A good
deal of research has been done on pacemaker mechanisms, (Glossop et al. 1999, Dunlap
1999, Edery 2000) and input pathways mediating circadian photoreception (Foster and
Helfrich-Forster 2001) in D. melanogaster. The evidence suggests that almost every cell
has the potential to become a biological oscillator contributing to the organism’s internal
“clock” (Oster et al. 2002) and that these “clocks” in some situations have the ability to
communicate, driving the over-all oscillation (Naef 2005). Currently accepted theories
suggest a transcriptional regulation in prokaryotic cells with post-translational regulation
becoming a possibility as well in eukaryotic cells (Kim et al. 2002, Martinek et al. 2001,
Price et al. 1998, Yang and Sehgal 2001).
According to Dunlap (1999), the endogenous circadian oscillations are based on
autoregulatory feedback loops that involve gene transcription and translation, and a
molecular loop that generates circadian rhythms within cells. The molecular loop
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consists of mainly orthologous genes, or genes which are homologous, that are passed
from one generation to the next, but end up in different gene pools due to speciation. In
Drosophila melangaster, for example, the circadian rhythm of locomotion is thought to
be driven by a negative feedback loop that generates the daily oscillation. Two main
genes, PER and TIM, are involved in controlling insect circadian ‘clocks’(Konopka and
Benzer 1981). The TIM/PER complex facilitates the translocation of PER to the nucleus,
and TIM appears to be involved in the light induced resetting of the oscillation because it
is rapidly degraded when the fly is exposed to light (Zeng et al. 1996). The PER protein
and its mRNA are found in the nucleus and cytoplasm of cells in D. melanogaster eyes,
as well as in lateral neurons which are regarded as the pacemaker cells (Hall 1996). It
has been demonstrated that PER oscillates with a circadian frequency (Vosshall et al.
1994), and it is thought to regulate its own transcription negatively. Step-wise posttranslational phosphorylation of PER, together with subsequent coupling with TIM may
provide a time delay in the loop which is essential for the system to oscillate (Saunders
1997). While many models have been developed over the years in an effort to explain
input pathways, pacemaker function, and output pathways, there are still many
unanswered questions that need further research to resolve.
History of Research of Circadian Rhythms
The term “circadian” was first coined by Dr. Franz Halberg in the 1940’s. Dr.
Halberg was known for establishing the Halberg Chronobiology Center, the first medical
circadian research center, which is located at the University of Minnesota (Kiser, 2005).
“Circadian” comes from the Latin circa/around, and diem/day, meaning literally “about a
day”. The earliest known account of circadian rhythms dates from the fourth century BC,
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when Androsthenes in his accounts of the campaigns of Alexander the Great described
the diurnal leaf movements of the tamarind, or Indian date (Tamarindus indica) tree. The
first demonstration of the endogenous nature of a circadian rhythm was recorded by the
French scientist Jean-Jacques d’Ortous de Mairan in the 1700’s. He observed that the
movement of Mimosa pudica leaves occurred on 24 hour cycles even when the plants
were isolated from external stimuli (Dunlap et al. 2003).
Key contributors to our present understanding of circadian rhythms include
Jürgen Aschoff, Colin Pittendrigh, Erwin Bűnning, and Ronald Konopka. Both Aschoff
and Pittendrigh were leaders in early circadian rhythm research and have contributed
significantly to the current understanding of how photoperiod entrains circadian systems.
They pursued different, but complementary aspects of circadian rhythms including
parametric vs. nonparametric, continuous vs. discrete, tonic vs. phasic, and gradual vs.
instantaneous, respectively (Dunlap et al. 2003). Aschoff supported the model that the
effect of an entrainment factor is parametric, meaning that the oscillation responds
continuously to the level of the entrainment stimulus with a modulation of period. By a
combination of acceleration and deceleration, the rhythm adjusts its frequency to that of
the environment. Pittendrigh, on the other hand, supported nonparametric entrainment
theory, which posits the abrupt resetting of the pacemaker once or twice a day when the
environment offers its discrete time cues at dawn and dusk. The continuous detection of
light intensity requires tonic input from photoreceptors, which was supported by Aschoff,
whereas the perception of dawn and dusk may be adequately achieved by phasic
responses, which was supported by Pittendrigh (Daan 1977). Both published numerous
papers supporting their theories (Aschoff 1960, 1965, 1969, 1981, Aschoff et al. 1971,
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Aschoff, Klotter and Wever 1965, Aschoff and Saint-Paul 1990, Pittendrigh 1954,
Pittendrigh 1960, 1965, 1966, 1967, 1974, and 1993). Aschoff also contributed
“Aschoff’s Rule”, which has become a circadian rhythm cornerstone, particularly for
birds and mammals. The rule states that “…τ lengthens with an increase in light
intensity, or on transfer from DD to LL, for nocturnal animals, but shortens for diurnal
animals.” (Saunders 2002). While this rule is violated by several examples of insects
(Lohmann 1964), it is still viewed as a fundamental principle within circadian research.
Erwin Bűnning worked primarily with plant-leaf movement and proposed the
“Bűnning Hypothesis”, which suggests that the physiological basis of photoperiodism
lies with endogenous daily rhythms (Bűnning 1936). His hypothesis implied that
circadian rhythms “time” photoperiodic responses, and that there was one ‘master-clock’
controlling all endogenous rhythms. His work was foundational and stimulated years of
research, both for and against his theory (Hamner and Enright 1967). His hypothesis
might be overlooked today as archaic, especially in light of recent single-cell
measurements in cell cultures which have discovered entrainment at cell population
levels. Each individual cell apparently has a separate oscillator or “time keeper” that
coordinates with other cells for “group” coordination (Carr and Whitmore 2005, Nagoshi
et al. 2004, Welsh et al. 2004).
Konopka and Benzer (1971) discovered the first genes associated with circadian
rhythms. They were found in D. melanogaster and named PER and TIM. The same
genes were identified to be defective in the sleep disorder Familial Advanced Sleep Phase
Syndrome (FASPS) in human beings thirty years later (Young and Kay 2001),
underscoring the conserved nature of the molecular circadian clock.
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Other major contributors to the field of insect circadian rhythm research include
D. S. Saunders, John Brady and Stanley Beck. A small sampling of Saunders’ research
includes the following: temperature compensation (Saunders 1971), photoperiodic
induction of various behaviors (Saunders 1978), photoperiodic clocks and arrhythmic
clock mutations (Saunders, Henrich and Gilbert 1989), and extensive reviews on current
circadian rhythm research along with in-depth explanations of basic principles (Saunders
2002). Brady conducted most of his research on Glossina spp. focusing on the
physiology behind circadian rhythms (Brady 1974) and underlying controlling factors
(Brady 1969, 1972). Beck’s research focused primarily on photoperiodism; but due to
the nature of his work, much of it contributed to the fundamental understanding of
circadian rhythms (Beck 1962, 1963, 1980, 1983). Much of the foundational research on
circadian rhythms was conducted othe following species: D. melanogaster, Sarcophahga
argyrostoma, Glossina moristans, Calliphora vicina, Nasonia vitripennis ,
Acyithosiphon pisum, Periplaneta spp., Anopheles gamiae, and Aëdes taeniorhynchus
(Brady 1972, Gunn 1940, Harker 1954, Nayer and Sauerman 1971, Pittendrigh 1967,
Roberts 1960, Saunders 2002).
Circadian Rhythms and Hemiptera
Hemiptera have been studied, though not as extensively as those listed above with
respect to circadian rhythms. Egg hatch, oviposition rhythms, locomotor activity,
behavioural responsiveness to carbon dioxide, and activity patterns in relation to refuge
exploitation have been studied in Triatoma infestans (Barrozo, Minoli and Lazzari 2004,
Reisenman, Insausti and Lazzari 2002, Lorenzo and Lazzari 1998, Lazzari 1991,
Settembrini 1984). The circadian orchestration of developmental hormones (Steel and
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Vafopoulou 2006), circadian rhythms associated with egg hatch, oviposition and
locomotor activity (Ampleford and Davey 1989), and the circadian rhythm of ecdysis in
populations has been studied in Rhodnius prolixus (Ampleford and Steel 1982) and
Pyrrhocoris apterus (Lopatina et al. 2007). Locomotor activity has also been studied in
Cimex lectularius (Romero, Potter and Haynes 2010). Caldwell and Dingle (1967)
looked at regulation of cyclic reproductive and feeding activity in Oncopeltus spp., and
Walker (2008) reported the circadian rhythms of coupling, copulation duration and
‘rocking’ behaviours in Oncopeltus fasciatus. Mating rhythms have also been observed
in Diaphorina citri (Wenninger and Hall 2007). VanLaerhoven et al. (2003) observed
the diel activity patterns and predation rates in Dicyphus hesperus. Diel periodicity has
also been studied in Euschistus conspersus, for aggregation, mating and feeding rhythms
(Krupke et al. 2006). Daily rhythm and site choices for oviposition have been studied for
Neomegalotomus parvus (Ventura and Panizzi 2000). Photoperiod clocks have been
studied in Megoura vicia and Aphis fabae (Hardie and Vaz Nunes 2000). Mating
frequency, duration and circadian mating rhythms have been studied in Nysius huttoni
(Wang and Shi 2004). No published work on circadian rhythms in L. lineolaris exists,
except for one paper on feeding activity in strawberry fields in Canada (Rancourt et al.
2000). However, the fact that activities such as feeding, mating and oviposition have
proven to be circadian rhythms in other Hemipteran species supports the presumption that
L. lineolaris experiences the same rhythms.
Lygus lineolaris Life History
Lygus lineolaris (Heteroptera: Miridae) was first described by Palisot de Beauvois
in 1818, under the name Coreus lineolaris. Eventually, Slater and Davis (1952),
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established Lygus lineolaris, the name accepted today. The common name “tarnished
plant bug” was first used by Riley in 1870 (Bariola 1969, Stewart and Khoury 1976). L.
lineolaris is the most widely distributed species of Lygus in North America, occurring
from central Alaska and Newfoundland to southern Mexico (Kelton 1980, Schwartz and
Foottit 1992, Young 1986). It is the predominant species of Lygus in the Southeast, MidSouth, and parts of Texas (Bariola 1969, Layton 2000). L. lineolaris has been reported
on 328 plant species throughout the United States (Young 1986) and on 169 plant species
in the Mississippi River Delta Region of Arkansas, Louisiana and Mississippi (Snodgrass
et al. 1984). Most of these species are early successional, including Vicia spp., Erigeron
spp., Rumex crispus and Amaranthus spp. Adult L. lineolaris have been collected from
wild hosts during every month of the year in the Mid-South (Snodgrass et al. 1984).
Principal economically-important hosts are cotton, seed alfalfa, snap and lima beans,
soybeans, apples, cherries, strawberries, pears, peaches, tomatoes, carrots and nursery
stock (Freeman and Mueller 1989, Haseman 1918, Tingey and Pillemer 1977, Young
1986). Other vegetable crops less preferred but still susceptible to infestation include;
artichoke, asparagus, broccoli, cabbage, celery, chard, coriander, corn, cowpea,
cucumber, eggplant, endive, escarole, faba bean, fennel, horseradish, lettuce, mustard,
onion, parsnip, parsley, pea, pepper, potato, radish, spinach, squash, sweet potato, turnip
and watermelon (Capinera 2001). Greenhouse hosts include asters, chrysanthemums,
dahlias, impatiens, and marigolds. L. lineolaris has also been reported as a pest of
conifer seedlings, including loblolly pine (Pinus taeda) and Choctawhatchee sand pine
(Pinus clausa) among others (Schowalter et al. 1986, Shrimpton 1984, South 1986). L.
lineolaris overwinters in the adult stage in plant debris and other protected sites including
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wild host plants (Cleveland 1982, Crosby and Leonard 1914, Snodgrass et al. 1984).
Two important host plants in the South are Shepherd’s purse, Capsella bursa-pastoris
(L.) Medicus, and henbit, Lamium amplexicaule L. Both species have been reported as
important overwintering sites of L. lineolaris because they can bloom from December
through February (Snodgrass et al. 1984). Adults begin entering reproductive diapause in
central Mississippi near the middle of September as daylengths decrease and begin
breaking diapause throughout December-January (Snodgrass 2003, Villavaso and
Snodgrass 2004). The adults that overwinter on host plants break diapause almost one
month earlier than those that overwinter in plant debris (Snodgrass 2003).
After breaking diapause, adults feed preferentially on newly developing buds and
shoots. Females oviposit inside plant tissues, often in leaf petioles or at the base of leaf
blades; but preferred locations vary with the crop attacked (Capinera 2001). In cotton,
eggs are generally inserted into squares and terminals (Fleischer and Gaylor 1988, Layton
2000). Eggs hatch in five to seven days. Nymphs molt five times to reach adulthood.
The amount of time needed to complete all five stadia varies widely, depending on
climate and other environmental conditions present in a particular geographic area.
However, in the mid-south, nymphal development time has been reported to be around 18
days in mid-summer (Bariola 1969, Fleischer and Gaylor 1988, Ridgeway and Gyrisco
1960). Development from egg to adult has been reported to occur between 15˚C and
35˚C (Ridgway and Gyrisco 1960) or 11˚C and 32˚C (Bariola 1969). Temperatures
around 20˚C appear to be optimal for development in the laboratory. Insects failed to
develop at temperatures above 35˚C (Ridgway and Gyrisco 1960). Similarly, L. elisus
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(Bommireddy et al. 2004) and L. hesperus (Butler and Wardecker 1971) failed to develop
at temperatures above 35˚C.
Bariola (1969) reported that the pre-ovipositional period (during which new adults
feed, mate and mature eggs) lasted eight days at 27˚C on cotton. Similarly, Ridgway and
Gyrisco (1960) found that the pre-ovipositional period lasted eight days at 25˚C on pods
of green beans (Phaseolus vulgaris L.). Females oviposit one to three eggs per day.
Adult females oviposit between 30-120 eggs throughout their lives (Bariola 1969,
Fleischer and Gaylor 1988, Ridgeway and Gyrisco 1960). The sex ratio of new adults
has been reported as approximately 1:1 (Layton 2000). There are two to three
generations per year (Haseman 1918, Knight 1941, Ridgeway and Gyrisco 1960,
Sutherland et al.1989); and population peaks for adults generally occur in early July,
August, and September (Ridgeway and Gyrisco 1960, Rikackas and Watson 1974).
Lygus lineolaris Behavior
Research has been conducted concerning the behaviors of L. lineolaris, including
pheromone release, flight times and heights, and host selection and feeding. However, to
date, evidence for a mating pheromone released by virgin females has not been shown in
L. lineolaris (Scales and Furr 1968, Snodgrass and Scott 1999). Numerous compounds
have been reported as potential female sex pheromone components of various Lygus
species, but no synthetic blends attract males to traps in the field (Ho and Millar 2002,
Innocenzi et al. 2005). Innocenzi et al. (2005) did successfully use a synthetic blend of
components to attract male L. rugulipennis, the European tarnished plant bug.
Snodgrass and Scott (1999) also reported results suggesting that the presence of a maleproduced aggregation pheromone is attractive to both sexes. Wardle et al. (2003) found
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that different volatile compounds were released by disturbed and calm adults of both
sexes. The compounds released by disturbed adults were isolated and applied,
unsuccessfully, as a repellant to bean plants. Zhang et al. (2007) reported the isolation of
several compounds from the metathoracic scent gland that showed promise in repelling L.
lineolaris males.
Ridgeway and Gyrisco (1960) found that 90 percent of adult L. lineolaris flew
within 1.8 meters of the ground and that few, if any, flew higher than 5.4 meters.
Additionally, longer and more frequent flights were generally undertaken by females than
by males. Females that had a higher number of chorionated eggs were observed to fly
longer than those without eggs, and the average maximum speed observed during
sustained flights was 0.45 m/s (Stewart and Gaylor 1994). The mobility of L. lineolaris
demonstrated in these studies supports its ability to colonize new habitats efficiently.
Flight times have not been published, to date, for L. lineolaris, but Butler (1972) and
Mueller and Stern (1973) reported that L. hesperus adults were most active one hour after
sunset and before sunrise, with no flights being recorded during the day.
L. lineolaris preferentially feed on mustard and alfalfa plants (Laster and
Meredith 1974, Sevacherian and Stern 1975) and receive important sensory input from
rostral chemosensillae for initial host selection (Hatfield et al. 1983). Epipharyngeal
chemosensillae are important in determining the quality of the ingested material and
therefore, the quantity taken in (Hatfield et al. 1982). In general, L. lineolaris have been
shown to use visual and olfactory stimuli in initial orientation to hosts (Avé et al. 1978,
Prokopy et al. 1979). After arriving on the host, they move around, tapping the plant
with antennae and rostrum (Avé et al. 1978). When locomotion ceases, stylet probing
19

begins, and salivation and re-ingestion of salivated material occurs within various plant
tissues (Flemion et al. 1952). Hagler et al. (2010) reported that average feeding duration
of L. lineolaris was over 100 seconds. Termination of feeding may involve sensory
adaptation, central programming, or input from gut stretch receptors (Hatfield et al.
1983). Time of day of feeding activity has not been reported for L. lineolaris; however,
Sevacherian and Stern (1975) reported that at 21˚C, 60 percent relative humidity, and
14:10 photoperiod, L. hesperus had intensive locomotor activity during the period of time
that would correspond to crepuscular periods in natural conditions. He also found the L.
hesperus did not feed during the scotophase, despite extensive probing. Both Lygus spp.
are omnivores, primarily relying on herbivory for meeting nutritional needs but engaging
in predation occasionally (Cohen 2000, Hagler et al. 2010). Cannibalism is also common
with Lygus spp., especially in the early instars (Wheeler 1976).
Lygus lineolaris Damage in Cotton
One or more generations are usually completed by L. lineolaris on early season
weeds before they move into cotton fields that have become attractive due to the
initiation of bud formation (Layton 2000, Snodgrass et al. 2006). L. lineolaris has been
shown to cause damage to cotton from emergence through the early lint development
stage of the last harvestable bolls (Layton 2000, Nordlund 2000). However, it is most
susceptible to economic damage during square initiation and early bloom, as L. lineolaris
feeds preferentially on fruiting structures (Black 1973, Layton 2000, Snodgrass 1998,
Tugwell et al. 1976). Most of the damage caused by feeding is due to the injection of
salivary enzymes. However, the enzymes are localized, and have no known systemic
effects (Layton 2000).
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Pre-squaring cotton is not generally attractive enough for high infestation, but
occasionally meristematic tissues on terminals will be fed on by adults which causes the
loss of apical dominance. When this happens, the development of numerous secondary
terminals occurs resulting in a condition referred to as “crazy cotton” (Hanny et al. 1977,
Layton 2000, Scales and Furr 1968). The economic impact from this type of damage is
thought to be small, as some studies have found no effects on yield (Hanny et al. 1977,
Tugwell et al. 1976). However, unusually high populations have the potential to cause
significant losses (Layton 2000).
After squaring begins, plants become highly attractive to L. lineolaris. Squares
less than 3.175mm diameter are preferred over larger squares and bolls (Tugwell et al.
1976). Small squares suffering from feeding damage usually become “blasted” and
abscise within a few days, leaving an abscission scar at the point where the square was
attached to the branch (Layton 2000). The rate of square shed was found to be 0.6 to 2.1
squares per individual per day when L. lineolaris adults remained on cotton plants for
several days (Gutierrez and Leigh 1977, Mauney and Henneberry 1979, Wilson 1984). It
has been shown that there is a significant negative correlation between L. lineolaris
numbers and percentage early square retention (Andrews et al. 1997, Leigh et al. 1988,
Phelps et al. 1996, Ruscoe et al. 1998). In addition, excessive early square loss can affect
fruiting patterns and delay crop maturity and/or result in yield loss. Laster and Meredith
(1974) reported an average yield reduction of 15.5 percent across 16 varieties of cotton
when initial populations in early square averaged 0.9 nymphs per plant. Additionally,
Scott et al. (1986) reported a 21 percent yield reduction in untreated check plots infested
primarily with L. lineolaris compared to yields from plots treated with four weekly
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applications of commercial insecticides before bloom. Tugwell et al. (1976) showed a 42
percent yield loss in plots infested with three L. lineolaris per plant during the first two
weeks of squaring and a 55 percent yield loss during the fourth to sixth week of squaring.
Black (1973) observed a 90 percent yield reduction in fields infested with 148,616 L.
lineolaris per 0.4 hectares. Baker et al. (1993) reported a 32 percent yield loss due to L.
lineolaris damage to squares and fruiting branch development at the eighth and ninth
nodes on cotton plants. No distinction in any of these studies was made between yield
loss and delay in crop maturity. L. lineolaris feeding on larger squares damages the
developing anthers. The square may abort if the damage is extensive, but more
commonly it will result in a “dirty bloom”. When the bloom opens, it will have brown or
blackened anthers. Damaged anthers can result in reduced or inadequate pollination,
increasing the number of malformed bolls and bolls shed (Layton 2000). Pack and
Tugwell (1976) suggest that when less than 30 percent of the anthers are damaged there
is little to no effect on yield.
Not all studies have shown yield reductions due to damage during the period of
early squaring through bloom. Wilson (1984) found no yield losses for fields infested
with one L. lineolaris per plant, but he did report delays in maturity of up to two weeks.
Additionally, several studies involving artificial de-fruiting have shown that cotton can
withstand partial or even complete loss of squares during the early square set period
without suffering yield loss (Hamner 1941, Mann et al. 1994, Montez and Goodell 1994,
Phelps et al. 1996, Stewart 1997, Stewart and Sterling 1988, Tugwell et al. 1976).
Small bolls are also a target of L. lineolaris feeding. Feeding damage appears as a
dull, dark colored slightly sunken lesion on the outer boll wall. Inside the lesion, a pin22

point sized black spot at the site where the boll was punctured is present (Pack and
Tugwell 1976). Boll age and intensity of feeding affect the extent of internal damage
suffered by the boll. Small to medium sized bolls that have sustained heavy damage
contain a translucent, jelly-like material, or “wart”, visible upon slicing open the boll.
This material is tissue that has been disrupted by the salivary enzymes. These bolls
generally abscise or fail to open. Larger bolls with more developed lint may sustain
damaged seed, discolored lint, and reduced weight of harvestable lint (Layton 2000, Pack
and Tugwell 1976). Horn et al. (1999) and Russell et al. (1999) indicated that bolls are
relatively safe from damage by L. lineolaris once they have accumulated approximately
250 to 300 DD60s (degree-days above a threshold of 60˚F) after flowering. Most studies
have shown no yield effects due to infestation of L. lineolaris during the late season
(Black 1973, Jubb and Carruth 1971, Tugwell et al. 1976).
Lygus lineolaris Control
Insecticidal treatments are the primary control tactic currently implemented
against L. lineolaris populations in cotton. This has remained the case from the 1930’s
until now, although the class of chemical used has changed considerably over the years.
In the 1930’s, mixtures of calcium arsenate (paris green) and sulphur were used. These
were replaced by organic insecticides such as DDT in the 1940’s. Organochlorine
insecticides were introduced in the 1960’s. These included insecticides such as, dieldrin,
strobane, toxaphene, and malathion. In the 1970’s, carbamates and organophosphates
were registered for use in cotton. Pyrethoids were first registered for use against
Heliothine species of Lepidoptera in 1978 and were found to be effective against L.
lineolaris as well (Snodgrass and Scott 2000).
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However, resistance to pyrethroids and some organophosphate, carbamate and
cyclodiene insecticides has been documented. Snodgrass and Elzen (1995) tested four
organophosphates, two carbamates, and one cyclodiene insecticide for control of L.
lineolaris. They reported that all four insecticides were ineffective in controlling
populations in the field in the Mississippi Delta. Snodgrass (1996) also reported
insecticide resistance in field populations in the Mississippi Delta, with the highest levels
of resistance occurring for the pyrethroid class. Additionally, Snodgrass and Scott
(2000) showed that pyrethroid resistance increased from the spring to the fall in the
Mississippi Delta areas of Arkansas, Louisiana and Mississippi. Pankey et al. (1996)
documented cases of insecticide-resistant populations in Arkansas and Louisiana; and Xu
and Brindley (1993) did the same for areas in the Mid-South. Cook et al. (2003)
demonstrated that imidacloprid and acephate did not provide acceptable control of L.
lineolaris when applied as a seed treatment in Louisiana. Snodgrass and Scott (2003)
found that populations of L. lineolaris located in boll weevil eradication areas did not
seem to express a permanent increase in resistance to malathion. For those strains that
were resistant to malathion, Zhu et al. (2004) showed that an up-regulation of the esterase
gene appeared to be related to the resistance. In contrast to these studies from
Mississippi, Fleury et al. (2007) showed that no tolerance to any insecticide class was
found in the populations collected in eastern Canada. They attributed this to lowselection pressure as a result of the diversified agricultural landscapes present in the
research area.
Cultural control of Lygus spp. has been tried, and is a current topic of research.
The most common cultural control used for L. hesperus is intercropping alternate hosts
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such as alfalfa that are more attractive than cotton (Stern et al. 1969, Sevacherian and
Stern 1975, Summers 1976, Godfrey and Leigh 1994). This has also been investigated
for managing L. lineolaris. Schuster (1980) reported that alfalfa interplanted with cotton
in Mississippi could potentially reduce L. lineolaris populations in adjacent cotton.
However, growing alfalfa in the Mid-South has agronomic and economic limitations.
Trap cropping is another alternative that has been studied. Craig et al. (1999) used kenaf,
Hibiscus cannabinus (L.), and redroot pigweed, Amaranthus retroflexu (L.), as trap
crops.

They found that these hosts acted as a nursery for L. lineolaris, and treatment of

the trap with insecticide was necessary to avoid dispersal into the nearby cotton. A
number of other studies have demonstrated the sequence of movement Lygus spp. Follow
among hosts (Anderson and Schuster 1983, Cleveland 1982, Snodgrass et al. 1984).
Despite the wide host range of L. lineolaris, it has been suggested that destroying
alternate hosts could help control populations near agricultural fields. Fleischer et al.
(1989) and Snodgrass and Stadelbacher (1994) both noted the possibility of controlling L.
lineolaris colonization of cotton by the timely application of mowing or herbicide
treatments to alternate hosts. However, it has been stressed that these treatments would
have to be made at the correct time. Destruction of alternate hosts when adjacent cotton
is more susceptible to injury could force the resident populations into cotton (Fleischer et
al. 1989, Layton 2000). Robbins et al. (2000) listed several key alternate host species in
the Mid-South that might be important in controlling L. lineolaris populations, including
those species found in the genus Erigeron. Snodgrass et al. (2005, 2006) found that the
elimination of broadleaf weeds with herbicides was effective in reducing the numbers of
L. lineolaris in cotton. L. lineolaris populations still required treatment in cotton fields,
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but the amount of control needed was reduced. They also found that the best time to
apply herbicide treatments was late-February through mid-March because the abundance
of hosts on which nymphs could develop or on which eggs had been laid were low.
Host plant resistance and biological control have also been explored for
management of L. lineolaris populations in cotton. Studies have indicated that nectariless
and earliness traits tend to increase yield in the presence of L. lineolaris (Scott et al.
1988, Meredith 1998). Additionally, a variety of biological control agents have been
studied over the past few decades. Lygus spp. are attacked by a variety of natural
enemies, including predators, parasites and pathogens, though susceptibility varies with
life-stage (Ruberson 1998). Some strains of the entomopathogenic fungus Beauvaria
bassiania has been found to be highly pathogenic to Lygus lineolaris. Several strains
have been isolated, but their suitability for mass-production, inoculum stability, and
conidial viability and efficacy still need to be evaluated (Liu et al. 2002, 2003). Sabbahi,
Merzouki and Guertin (2008) reported a significant reduction in strawberry fruit damage
by L. lineolaris after application of B. bassiana. Dissemination of B. bassiania by honey
bees (Apis mellifera (L.)) indicated that the bees may provide a reliable means for
applying the fungus to L. lineolaris on canola (Mazra’awi et al. 2006). Ruberson (1998)
stated encouragement for the use of B. bassiana as an effective management tool of
early-season populations of Lygus spp. in all cropping systems.
Mass rearing techniques for natural predators and parasitoids of L. lineolaris are
currently being explored as well. Some of these species include Anaphes iole Girault,
Peristenus stygicus Loan, Leiophron uniformis (Gahan), Geocoris punctipes (Say), and
Orius insidiosus (Say) (Smith and Nordlund 2000). Predators of Lygus spp. have not
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received as much attention as have the parasites and pathogens. While predators have
been reported, such as Geocoris punctipes, Geocoris pallens, Nabis americoferus,
Chrsyoperla carnea, Reduviidae spp., and Pentatomidae spp., the actual predation rates
for each are still unknown (Ruberson 1998). Additionally, in many cases, insecticides
that are toxic to Lygus spp. will also be toxic to other heteropterans, such as
Pentatomidae (Ruberson 1998). On the other hand, parasitism has received a large
amount of research attention. Inundative releases of Anaphes iole to control L. hesperus
in strawberries have provided up to 64 percent suppression (Udayagiri et al. 2000). Day
et al. (1990) reported establishment of the parasite Peristenus digoneutis Loan in northern
New Jersey. They observed a 29 percent average total parasitism of L. lineolaris nymphs
in their study, although further reports on their status in New Jersey are lacking. Later
research conducted by Day et al. (2003) demonstrated establishment of P. digoneutis in
62 counties in eight U. S. states and Canada. They reported a 63 percent reduction in
apple fruit damage due to natural parasitism of L. lineolaris by P. digoneutis in study
sites in New Hampshire. Tilmon and Hoffmann (2003) reported parasitism rates of L.
lineolaris by P. digoneutis and its native congener P. pallipes in strawberry fields in New
York. They found evidence of competition between the two parasites, with both showing
higher levels of parasitism where the other was not present. Additionally, they reported
that insecticide usage to control L. lineolaris reduced both P. digoneutis and P. pallipes
densities, and the resultant parasitism rates.
Release of sterilized L. lineolaris is also a biological control tactic recently
studied. Villavaso (2005) reported that selected dosages of radiation had suppressive
effects on egg-to-adult survival, in both the irradiated and the F1 generations. Higher
27

dosages tended to yield higher suppression, but the effectiveness of mass release of sterile
L. lineolaris adults has not been established. Also of potential importance for developing
control measures in the future is the development of a partial genomic library for L.
lineolaris (Perera et al. 2007). While not a physical control strategy itself, it could be a
valuable tool for collecting the information used to develop these strategies in the future.
Lygus lineolaris Rearing Techniques
Rearing L. linoelaris started as a labor-intensive process but has become more
efficient in recent years. Initially, fresh green beans or broccoli were used as both a food
source and oviposition site (Waters 1943, Parrott et al. 1975, Slaymaker and Tugwell
1982). These substrates deteriorated rapidly under typical rearing environments, causing
a significant amount of labor to be directed toward replenishing them. Additionally, they
made egg collection a tedious process; and those eggs held in storage easily dessicated or
became infected with fungi or bacteria (Slaymaker and Tugwell 1982, Snodgrass and
McWilliams 1992). Snodgrass and McWilliams (1992) developed a method for
wrapping moistened tissue paper around a few green beans, providing a better oviposition
site. Slaymaker and Tugwell (1982) suggested using sprouted potatoes as both a food
source and oviposition site; but, although they found it to be successful, their method was
never adopted. The first artificial diet for Lygus spp. was developed by Vandersant
(1967). This was followed by the development of a liquid, meridic diet by Debolt (1982)
for L. hesperus. Cohen (2000) introduced a viscous, oligidic diet for both L. hesperus
and L. lineolaris, which has proved to be successful in maintaining healthy colonies. It
introduced whole foods such as lima bean meal and egg yolks combined into a viscous
28

paste. In combination with disposable, Parafilm diet and oviposition packets developed
by Patana (1982), the Cohen diet has vastly improved L. lineolaris rearing systems.
At Mississippi State University’s Rearing Center, these ideas have been utilized
successfully and built upon as well. Diet packets consist of two layers of Parafilm®
(American National Can, Chicago, IL) (one long piece folded in half). The packet is heat
sealed on two sides with a common kitchen vacuum sealer. The prepared diet is then
dispensed into the packet leaving enough room to fold down the top. Oviposition packets
consist of autoclaved Gelcarin® (FMC Corporation, Philadelphia, PA), a carageenin
based (seaweed) agar, dispensed into Parafilm® packets identical to those used for the
diet. After being exposed to ovipositing females for 48 hours, the oviposition packets are
collected and placed into 8.3-liter rectangular, plastic containers. The middle of the lid is
cut out leaving the sealing rim intact to hold an organza screen in place. Shredded paper
is placed over the egg packets to increase surface area, reducing early instar cannibalism
and to decrease the build-up of fecal matter on screens and on the bottom of containers.
Diet packets are replaced every two to three days. Initially, diet packets are placed inside
the cage for nymphs, and then placed on top of the organza screen for adults. Containers
are maintained in a 16:8 light/dark (LD) cycle, at 25.6˚C, and 60 percent relative
humidity (pers. com. Kathy Knighten 1).

1

Research Associate, Department of Entomology & Plant Pathology, Mississippi State University.
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CHAPTER III
IMPROVEMENT OF REARING METHODS FOR L. LINEOLARIS: OPTIMIZATION
OF STOCKING RATE AND ESTIMATION OF FECUNDITY

Abstract
An optimal stocking rate, as a function of photoperiodic regime, was developed
for the tarnished plant bug (TPB), Lygus lineolaris (Heteroptera: Miridae). The
maximum number of adult females produced per standard rearing container resulted
when the containers were stocked with an estimated 8.93 (2.54) [AVE (SE)] oviposition
packets. These packets were produced by exposure to the females in containers that had
been stocked at the rate of six oviposition packets. The high standard error indicated that
the number of females produced did not depend strongly upon the number of oviposition
packets used to stock the container. This could possibly be due to contest-competitionlike behavior. Additionally, stocking rate was found to have a statistically significant
effect on average female weight: female weight decreased as stocking rate increased.
Therefore, a stocking rate of six oviposition packets per standard rearing container is
recommended to increase average female weight without significantly decreasing the
total number of females produced. Photoperiod (16:8 and 14:10) had no significant effect
on female production and oviposition rate. Oviposition was estimated as zero to seven
eggs per female per day over the course of their lifetime, with peak oviposition occurring
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22-29 days after oviposition by the previous generation. Total average eggs laid per
female was 83.5 eggs (SE 9.4) over the course of their lifetime.
Introduction
Historically, the plant bug complex has been recognized as one of the most
damaging pest complexes across the U. S. Cotton Belt. Primary species in the complex
are the western tarnished plant bug, Lygus hesperus, and the tarnished plant bug, Lygus
lineolaris, (Heteroptera: Miridae). L. hesperus is found primarily west of Texas where it
is a key pest on cotton and alfalfa crops. L. lineolaris is established throughout the
United States, southern Canada and northern Mexico, though it does the most damage to
cotton in the mid-southern United States (Stewart and Layton 2000). Eradication of the
boll weevil, Anthonomis grandis grandis Bohman, and the introduction of transgenic
crops for control of the Heliothine complex significantly reduced insecticide applications
which had previously held L. lineolaris in check (Stewart and Layton 2000). In recent
years it has become the number one damaging pest of cotton in the midsouth (Williams
2010).
Rearing systems for L. lineolaris (Heteroptera: Miridae) have been used for over
50 years. Rearing L. linoelaris started as a labor-intensive process but has become more
efficient in recent years. Initially, fresh green beans or broccoli were used as both a food
source and oviposition site (Waters 1943, Parrott et al. 1975, Slaymaker and Tugwell
1982). These substrates deteriorated rapidly under typical rearing environments, causing
a significant amount of labor to be directed toward replenishing them. They made egg
collection a tedious process, and those eggs held in storage easily dessicated or became
infected with fungi or bacteria (Slaymaker and Tugwell 1982, Snodgrass and
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McWilliams 1992). Snodgrass and McWilliams (1992) showed that wrapping moistened
tissue paper around green beans, provided a better oviposition site. Slaymaker and
Tugwell (1982) suggested using sprouted potatoes as both a food source and oviposition
site but, although they found it to be successful, their method was never adopted. The
first artificial diet for Lygus spp. was developed by Vandersant (1967). This was
followed by the development of a liquid, meridic diet by Debolt (1982) for L. hesperus.
Cohen (2000) introduced a viscous, oligidic diet for both L. hesperus and L. lineolaris
which has proven to be successful in maintaining healthy colonies. It introduced whole
foods such as lima bean meal and egg yolks combined into a viscous paste. In
combination with disposable Parafilm diet and oviposition packets developed by Patana
(1982), the Cohen diet has vastly improved L. lineolaris rearing systems.
These systems are indispensable in supporting L. lineolaris pest management
research. Efficacy assays testing newly developed insecticides, insecticide resistance
assays, genetic mapping and research, various behavioral studies and physiological
research would all suffer without rearing systems providing adequate numbers of viable
test subjects. While current production systems are reliable, many of the actual
procedures are ad hoc. For example, detailed information on production capacity and
quality in colonies raised on the artificial diet developed by Cohen (2000) are unknown.
This information could potentially be very useful to rearers. By developing a stocking
rate that maximized number of females produced under current rearing procedures and
providing an estimate of fecundity at each stocking rate, production could be optimized
without sacrificing product quality. It has been shown that photoperiodic regime can

32

have an effect on oviposition in various Heteroptera (Ampleford and Davey 1989), so the
effect of photoperiodic regime on productivity was determined as well.
During the course of this study, it was discovered that the research colony was
infected with Nosema spp. (Microsporidia). Microsporidia are obligate, intracellular,
single-celled, eukaryotic parasites that possess a unique structure and life cycle. They
were originally thought to be part of the kingdom Protista, but recent studies have shown
that they actually share a common ancestor with fungi, placing them in the kingdom
Fungi (Lee, Corradi and Byrnes 2008). The phylum contains approximately 1300
described species in 160 genera (Corradi, Gangaeva and Keeling 2008; Li, Zhengli and
Pan 2009). It is estimated that 600 of these species have been reported in association
with insects. All insect orders have been shown to harbour microsporidia, but the
majority of genera occur in dipteran hosts, with 10 genera specialized to aquatic insects
(Inglis 2009; Becnel and Andreadis 1999). Microsporidia typically cause chronic
disease, although cases of acute disease and death are possible. Chronic effects may
include: reduced adult mating success, reduced longevity and fecundity, reduced pupal
weight, prolonged larval development, failure to successfully pupate, increased
susceptibility to other pathogens and toxins, and various physical deformities, including
altered color, size and form (Windels, Chiang, and Furgala 1976; Fuxa 1979; Solter,
Onstad and Maddox 1990; Inglis, Lawrence and Davis 2003; Reardon et al. 2004; Shi
and Njagi 2004).
Various treatments are available for Nosema spp. infections, including adding a
fungicide such as Fumigilin B to diet components, single-paired mating techniques, egg
washes, and heat therapy of eggs (Inglis and Sikorowski 2009). However, due to time
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constraints associated with finding the most appropriate treatment, and the stage of the
doctoral project in which the infection was discovered, it was considered necessary to
continue this study with the original infected colony. Varying levels of infection were
monitored in the research colony, dependent upon the growth stage present. Results in an
independent study demonstrated that the average number of eggs laid per female per day
was not affected by Nosema spp. infection. However, female lifespan was shortened, so
total oviposition per female decreased (unpublished data, Musser).
Materials and Methods
This study was conducted in at the Mississippi State University Insect Rearing
Center from April 2009 to March 2010.
Microsporidia Monitoring
Nosema spp. infection levels were monitored over time from initial detection
through the completion of the research project. Twenty adults, ranging from newly
eclosed through late adulthood, were collected every week at random from the laboratory
colony. They were macerated individually in sterile water. Homegenate from the
maceration was smeared on a clean slide and stained with Buffalo Black stain (Napthol
Blue Black stain). Slides were examined via oil immersion at 100X, and
presence/absence of Nosema spp. spores was recorded.
Stocking Rate
The experimental design used was randomized complete block. Four treatments
(the number of oviposition packets per rearing container) were applied per replication,
with four replications per block, giving a total of 16 rearing containers per block (Table
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3.1). Three blocks were replicated per experiment over time. Two separate experiments
were run: two, four, six and eight oviposition packets per container and then eight, ten, 12
and 14 packets per container. The oviposition packets were produced from rearing
containers that had been stocked with six packets.
Table 3.1

Experimental design.

Four treatment levels per replication and four replications in one block.
Packets consisted of two layers of Parafilm® (American National Can, Chicago,
IL): one long piece folded in half. The packets were heat sealed on two sides with a
common kitchen vacuum sealer. Oviposition packets were filled with a four percent
solution of autoclaved Gelcarin (FMC Corporation, Philadelphia, PA), a carageeninbased (seaweed) agar, which hardens into a soft gel upon cooling. Females oviposited
eggs directly through the parafilm into the gel, where the eggs were protected from
dessication. After being exposed to ovipositing females for 48 hours, the oviposition
packets were collected and placed into sealable 8.3-liter rectangular plastic containers.
The middle of the lid was cut out, leaving the sealing rim intact to hold an organza screen
in place. Shredded paper was placed over the egg packets to increase surface area,
reduce early instar cannibalism and decrease build-up of fecal matter on screens and on
the bottom of containers.
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The rearing containers were maintained under standard rearing conditions of
26.6°C, 55% (+/- five %) relative humidity, and 16:8 LD cycle. Due to variation in
oviposition rate with female age, packets were exposed to oviposition by females 20-26
days post hatch (or approximately five to nine days post eclosion). Total number of
female adults produced in each treatment container were counted and recorded.
Additionally, 30 randomly selected adult females were collected from each treatment and
weighed to the nearest 0.001 g to provide a measure of female health. Optimal stocking
rate was defined as the number of standard packets that maximized the number of
females produced, without significantly decreasing female weight. Data from the two
experiments were combined for analysis by calculating the averages for the eight
oviposition packet stocking treatment in both experimental runs and then subtracting the
difference from the second experimental data set. Proc GLM was used to perform
analysis of variance (ANOVA), least significant differences, and linear/quadratic
regressions at the 0.05 level of significance in SAS version 9.2.
An additional experiment was run to determine whether or not oviposition rates
were significantly affected by photoperiodic regime. As before, a randomized complete
block was used for the experimental design. The optimal stocking rate of 6 oviposition
packets, determined in the previous experiment, was used to stock rearing containers.
Oviposition packets used to stock the containers were collected as described above. Four
treatment containers were used per replication, with three replications over time for each
photoperiodic regime, giving a total of 12 rearing containers per photoperiod. Room
selection was completely random. Photoperiods of 16:8 LD and 14:10 LD were run
simultaneously in different rearing rooms. Apart from different photoperiodic regimes,
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the same procedures described above were used. Proc GLM was used to compute
ANOVA, least significant differences and linear/quadratic regressions at the 0.05 level of
significance in SAS® version 9.2.
Fecundity
Randomized complete block was utilized for the experimental design. The
optimal stocking rate of 6 oviposition packets determined in the previous experiment was
used to stock individual containers. Four rearing containers were used per replication,
with each replication in a separate rearing room. There were three replications per block.
A block was run on two occasions, giving a total of 24 rearing containers. Standard
rearing conditions were used. Oviposition packets were replaced every Monday,
Wednesday and Friday for three consecutive weeks, yielding 216 total packets. The
number of eggs/packet frequently exceeded 1,000, total eggs per collected packet was
estimated. Therefore, a square grid consisting of 25, 1.27 x 1.27 cm squares was
overlayed on the oviposition packets. Three squares were randomly selected, and the
number of eggs per square was counted. The egg packet was laid on top of a black cloth
to provide contrast for better visibility, and the eggs were counted with the aid of a
magnifying head lamp. Total number of eggs per packet was then estimated by
calculating the average number of eggs per square and multiplying by 25.
Dead females in each rearing container were removed with an aspirator and
counted when oviposition packets were replaced. At the end of the three week period,
the number of total live females in each rearing container was determined to obtain an
estimate of age-specific ovpisition rate per female. Measurment of female weight and
analyses were performed as described above.
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Results and Discussion
Microsporidia Monitoring
Microsporidian infection rates ranged from 30.3-99.3 percent over the course of
the research project (Table 3.2). One source of variation in estimated infection rates may
be that Nosema spp. sporulation does not occur immediately. The variation in age
distribution may have caused a wider range of infection rates to be collected than actually
existed (unpublished data, Musser).
Table 3.2

Average percent infection rates of Nosema spp. in laboratory colony of
Lygus lineolaris (N = 87 adults/month)

Month/Year

Avg % Infection
Rate by Month

March 2009

93

April 2009

89

May 2009

75

June 2009

99

July 2009

93

August 2009

99

September 2009

76

October 2009

89

November 2009

55

December 2009

55

January 2010

88

February 2010

78

March 2010

54

April 2010

49

Standard
Error
1.08
0.85
0.48
0.41
1.22
0.48
2.27
6.46
5.33
6.25
6.51
9.49
6.41
9.03
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Month/Year

Avg. % Infection
Rate by Month

May 2010

80

June 2010

45

July 2010

45

August 2010

79

September 2010

48

October 2010

87

November 2010

65

December 2010

73

January 2011

30

February 2011

47

March 2011

70

April 2011

80

May 2011

60

Standard
Error
8.81
6.07
7.67
7.33
16.62
7.67
12.81
13.86
5.24
7.63
7.04
8.46
10.02

Optimization of Stocking Rate
Number of females produced per rearing container varied significantly with the
number of oviposition packets used to stock the container (F = 4.19; df = 9, 62; p =
0.0003). Total average female production peaked at eight oviposition packets per rearing
container (Fig. 3.1).

Figure 3.1

Female production as a function of stocking rate (AVE +/- SE) and
quadratic regression showing a range for the estimate.

Quadratic regression was used to estimate the stocking rate (P) at which total
female production (F) was maximized. The regression equation (F = 43.16559 + (40.855
* P) – (2.2871 * P2); R2 = 0.38, p = 0.0013), (F = 4.19, d.f. = 9, 62; p = 0.0003), results in
P = 8.9 (2.5) [EST (SE)] at dF/dP = 0 (Figure 3.1). The standard error of the estimate for
the optimum stocking rate was estimated using the techniques of Barford (1967) under
the assumption that estimates of the regressions parameters were statistically
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independent. The range for the estimate of stocking rate maximizing production
(Estimate +/- 1*SE) was 6.4 – 11.4 oviposition packets (Fig. 3.1). Female weight (W)
declined as stocking rate (P) increased (W = 9.7992 – 0.1393*P; F = 40.30; d.f. = 1, 70;
p<0.0001; R2 = 0.3563) (Fig. 3.2). However, while no lack of fit is apparent, significant
lack of fit to the linear regression was also observed ( F = 3.48; d.f. = 5, 65; p = 0.0075).

Figure 3.2

Female weight (+/- SE) as a function of stocking rate and linear regression
showing range for the estimate.

The high variability observed in female production as a function of stocking rate
(Fig. 3.1) indicates that L. lineolaris may exhibit contest competition. This type of
intraspecific competition is characterized by the “winners” gaining the resources needed
for survival and reproduction, while the “losers” use very little of the resources (Price
1984). Early instar cannibalism is frequently associated with this type of competition and
is prevalent in L. lineolaris laboratory colonies (Clark et al. 1967). A decline in female
weight would typically not be expected, however the decline in this situation may simply
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be the result of limited resources, such as space, as populations increased within the
confines of the rearing container. Due to the wide range of possible stocking rates and
the significant decline of average female weight as stocking rate increased, a lower
packet number would be the most beneficial to rearers wishing to increase female
production without reducing colony vigor. For example, a stocking rate of six packets
might be a reasonable compromise for many production systems.
Effect of Photoperiod on Female Production and Weight
Two photoperiodic regimes, 16:8 LD and 14:10 LD, were compared with respect
to female production and female weight at the stocking rate of six standard oviposition
packets. ANOVA and LSD analyses showed no significant differences for either total
female production or average female weight at the two photoperiodic regimes: total
females produced (F = 2.07; df = 5,12; p = 0.1404), average female weight (F = 4.19; df
= 5,12; p = 0.2387) (Table 3.3). Given the lack of evidence for a significant effect of
photoperiod on optimal stocking rates and constraints on time, further photoperiodic
regimes were not tested.
Table 3.3

Effect of photoperiodic regime on female production and female weight
[AVE(SE), mg]

Photoperiod , L:D
No. Females Produced
Female Weight, mg
273.3 (27.5)
A*
8.9 (0.15)
A
14:10
270.6
(23.5)
A
9.3
(0.12)
A
16:8
*Averages with the same letter within a column are not statistically different
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Fecundity
Age-specific fecundity was determined for L. lineolaris reared under standard
conditions at a stocking rate of six standard oviposition packets. Peak age-specific
fecundity (ASF) was six to seven eggs per day between 22-29 days of age (A), or
approximately five to 12 days after eclosion (Fig.3.3) (F = 42.54; df = 4,76; p<0.0001;
ASF = -38.444 + 3.5446 A – 0.0702 A2; R2 = 0.6912; p<0.0001). Over the course of a
female’s lifetime, 60 (9.4) [AVE (SE)] eggs were produced. Females appear to show a
Type I survivorship curve, with high survival in the early and middle of their lifespan,
and a sharp decline at the end (Fig. 3.4). Total eggs produced per container peaked at an
average of 1400 eggs ( 220.7) [AVE (SE)] when females were 26 days old (Fig. 3.5).

Figure 3.3

Oviposition as a function of female age and quadratic regression showing
range for the estimate
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Figure 3.4

Survivorship curve as a function of female age

Figure 3.5

Total eggs produced per rearing container as a function of female age

43

CHAPTER IV
PHOTOPERIODICITY AND CIRCADIAN CONTROL OF SELECTED BEHAVIORS
OF L. LINEOLARIS (HETEROPTERA: MIRIDAE)

Abstract
The timing of oviposition, mating, feeding activity and egg hatch was observed
under 16:8 LD photoperiod. Oviposition and mating were found to vary significantly
with time of day. The periodicity was stationary, meaning that the times of maximum
and minimum activity did not shift over the course of the three successive 24-hour
observation periods. Oviposition and mating behaviors were therefore determined to be
periodic with respect to photoperiod. Peak oviposition occurred 10 hours after lights on
at 6 a.m. Peak mating occurred four hours after lights on. Feeding behavior was
observed for three separate groups: nymphs, males and females. Time of day was
significant with respect to nymphal feeding activity; however, this periodicity was not
stationary: the peaks occurred at different times for each 24-hour observation period.
Time of day was not significant with respect to the timing of male and female feeding
Egg hatch did not occur at a particular time period, but rather exhibited a single broad
peak at approximately 22-26 hours after oviposition. Thus, egg hatch was not gated by
photoperiod but rather was a function of the physiological time necessary for
development. In addition to being periodic, both mating and oviposition met the criteria
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to be classified as circadian rhythms: both were free-running in continuous darkness and
demonstrated temperature compensation.
Introduction
The tarnished plant bug, Lygus lineolaris, (Heteroptera: Miridae) is found
throughout the United States, southern Canada and northern Mexico, though it does the
most damage to cotton crops in the midsouthern United States (Stewart and Layton
2000). Several factors have contributed to the increase in the damage done by L.
lineoarlis. Eradication of the boll weevil, Anthonomis grandis grandis Bohman, and the
introduction of transgenic cotton for control of the Heliothine complex, significantly
reduced insecticide applications in cotton which had previously held L. lineolaris in
check (Stewart and Layton 2000). L. lineolaris is currently ranked as the number one
pest of cotton in the Midsouth (Williams 2010).
While a plethora of research has been conducted over the past 50 years on L.
lineolaris, much of it has been dedicated to estimating the damage/population density
relationship and to insecticidal efficacy assays. A limited amount of research has
focused on basic biological behaviors. One of the major objectives of the research
reported here was to improve rearing systems by investigating the periodicity of mating,
oviposition, egg hatch and feeding with respect to photoperiod phase. This information
has the potential to facilitate improvement in rearing systems for L. lineolaris, which is
desirable for the development of effective, long-term control strategies. Knowing when a
certain behavior peaks for this pest can be extremely useful to rearers. For example,
knowledge of time of peak oviposition could provide rearers with the ability to maximize
production levels and/or more efficiently create stockpiles in case of colony collapse. By
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providing rearers with mating periodicity information, disturbance levels can be
minimized and mating success potentially increased. Laboratory tests concerning
reproductive refractoriness, mating status, or gonadal activity could all potentially benefit
from understanding mating periodicity as well. Likewise, feeding and egg hatch
periodicity, if present, could be manipulated by rearers to provide individual systems with
greater efficiency and convenience.
Beyond the expression of photoperiodicity is the question of whether the observed
periodicity is controlled as a circadian rhythm. To the author’s knowledge, no published
work on circadian rhythms in L. lineolaris exists, except for one paper on feeding activity
in strawberry fields in Canada (Rancourt et al. 2000). Circadian rhythms have been
demonstrated in many organisms, throughout all phyla (Dunlap 1999, Oster et al. 2002).
They act as biological “clocks” that provide internal estimates of external environmental
time (Johnson et al. 2003, Page 2003). In insects, rhythms can include individual
activities such as oviposition, feeding, and motor activity, or population level activities
that occur only once in an individual’s life-time, such as eclosion and, in some species,
mating (Beck 1980, Saunders 2002). Ultimately, circadian rhythms provide organisms
with an internal method for scheduling physiological, developmental or behavioral
activities according to the hourly opportunities and constraints specific to their ecological
niches (Beck 1980, Greenberg et al. 2006, Naef 2005, Neville 1967, Pittendrigh 1972,
Roberts 1974, Tshernyshev 1984).
A circadian rhythm is loosely defined as, “… [An] endogenous oscillation with a
natural period (τ) close to, but not necessarily equal to, that of the solar day (24 hours).”
(Saunders 2002). Not all rhythms displaying 24 hour periodicity are categorized as
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circadian. Saunders (2001) listed four key components that must be present in order for a
rhythm to be classified as circadian. Firstly, circadian rhythms must persist or ‘free-run’
in continuous darkness attesting to their endogenous nature. When a rhythm runs in its
natural state without environmental signals, it is said to be “free-running”. Secondly,
free-running circadian rhythms possess a period (τ) that is close to but rarely equal to 24
hours. This deviation from 24 hours is important to note, because, if a rhythm were freerunning at a period of exactly 24 hours, it would be impossible to rule out the possibility
that the rhythm was a response to environmental factors not usually controlled in normal
circadian experiments, e.g. magnetic fields. Thirdly, circadian rhythms must be
temperature compensated. With temperature variation from day to day, the rhythms
must not speed up or slow down. This ensures accurate entrainment of the rhythm.
Finally, circadian rhythms must have the ability to entrain to periodic environmental
factors, most notably photoperiod, so that the period of the rhythm becomes equal to the
period of the entraining factor (T), thereby regulating a physiological or behavioral
process (Beck 1980, Saunders 2002).
When a circadian rhythm is entrained to an environmental stimulus (zeitgeber), a
fixed phase relationship is established between the entraining and the entrained
oscillations (Johnson et al. 2003). This relationship is described by a phase angle (ψ).
Beck (1980) defined ψ as, “The time between the beginning of the photoperiod or
circadian cycle (0 hr) and any arbitrary Φ [reference phase point].” Restated, this means
that ψ is the time (or equivalent number of degrees, (360˚/24 hours) between an arbitrary
point in the cycle of the zeitgeber (e.g. lights on) and an event of interest in the circadian
rhythm (Φ, phi). Φ is used to denote a reference phase point that is repeated at each
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cycle, usually the beginning of the activity. Light or temperature pulses administered
during the free-running rhythm may cause Φ to occur earlier or later than would be
predicted in the unperturbed free-running rhythm. A Phase Response Curve (PRC) plots
the responses of a circadian rhythm in its free running state exposed to short light pulses
administered at different times ( phase points/Φ). The responses vary systematically
according to the circadian time of the light pulse. The PRC relates the phase-regulating
effect of the light pulses to the circadian time of their occurrence with either phase
advances (+∆ψ) or phase delays (-∆ψ) (Beck 1980). Thus, the relationship between any
two phase points can be expressed in terms of phase angles. These points signify another
essential property of circadian rhythms: they must undergo some type of phase regulation
with respect to the zeitgeber. In other words, when entrainment occurs, the phase
relationship formed between the phase of the circadian rhythm and the phase of the
zeitgeber becomes fixed.
Materials and Methods
The laboratory colony used in this research was collected from the laboratory
colony reared in the Mississippi State University Rearing Center, started by Dr. Fred
Musser. The original colony was collected from wild host colonies throughout
Mississippi in 2005. Annual additions of wild-type specimens were maintained in the
MSU Rearing Center colony, as well as in the colony used for this research. Both
colonies were maintained on the Cohen (2000) diet. Insect containers were reared in a
16:8 light/dark (LD) cycle, at 25.6˚C, and 55% (+/-5%) relative humidity.
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Oviposition Periodicity
To determine whether oviposition is periodic, a randomized complete block
experiment was performed at the Insect Rearing Center at Mississippi State University.
Three rearing containers were used per replication, and three replications were completed
simultaneously in different rearing rooms. Each rearing container was stocked with 50
adults in 1:1 sex ratio (Layton 2000). Adults were 22-23 days old (post oviposition), or
five to six days old (post adult emergence). These ages were selected based on Parrot et
al. (1975), who reported a three day lag for mating and egg development, and Bariola
(1969) who reported a pre-ovipositional period of eight days on cotton at 27˚C.

These

ages also corresponded to near peak oviposition rate per female (Fig. 3.3, this study).
Adults were taken from maintenance colony rearing containers with a “Pooter” ®
aspirator (Bioquip Products Inc.) and narcotized with CO2 for sexing. The CO2 was
bubbled through a filter flask filled with sterile water before being directed over the
insects. Rearing containers were held under standard rearing conditions of 16:8 L:D
(using standard fluorescent light bulbs), 26.6˚C, and 55 % (+/- 5 %) relative humidity.
Observations were conducted every two hours for a 72-hour period and followed
methods described by Caldwell and Dingle (1967). Observations began at 12 am on the
first observation day. Oviposition packets were collected and replaced with new packets
at each two hour interval, for a total of 324 oviposition packets. Total eggs per packet
were counted and recorded along with the corresponding time of day. Oviposition
packets placed on rearing containers prior to initial observations were discarded. Packets
consist of two layers of Parafilm®, one long piece folded in half. The packet was heat
sealed on two sides with a common kitchen vacuum sealer. Oviposition packets were
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filled with autoclaved Gelcarin (FMC Corporation, Philadelphia, PA), a carageeninbased (seaweed) agar, which hardens into a soft gel upon cooling. Females oviposited
eggs directly through the parafilm into the gel, where they were protected from
desiccation.
All observations at night were conducted using a Sylvania Inc.® (Danvers, MA)
red, compact fluorescent light (CFL) bulb with a spectral output peaking at
approximately 630nm (orange/red). This light produced very small peaks at
approximately 450nm (violet) and 550nm (blue). These wavelength discrepancies posed
potential problems with light perception and will be discussed in following sections. It
should be noted that L. lineolaris displays positive phototaxis (Wheeler 2001). L.
lineolaris were therefore tested for positive phototaxis to the red CFL prior to the
periodicity experiments. A standard rearing container was placed in a totally dark room
and the illuminated red CFLwas placed at one side of the cage for 60 minutes. The total
number of individuals present on the illuminated side of the cage was determined at the
beginning of the 60 minutes and again at the end. No change in numbers occurred, or if
one did occur, it was a decline in the number of individuals on the illuminated side of the
container (Table 4.1). Therefore the red CFL was deemed suitable for making
observations during the scotophase.
Table 4.1
Trial
1
2
3

Data results for red CFL trials
Total No. Adults at Time 0
37
15
26
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Total No. Adults after 60 min.
24
15
26

Repeated measures ANOVA was used to determine the significance of time of
day, and means separation was used to compare observation times in Proc Mixed.
Repeated measures quadratic polynomial regression provided the best fit model for the
data and was calculated in Proc GLIMMIX. All tests were run at the 0.05 level of
significance in SAS® version 9.2.
Studies of Lygus hesperus have shown stage-specific effects of population density
on development and fertility (Brent 2010). Therefore, three additional replications were
established at regular laboratory colony density – approximately 200-300 adults per
rearing cage. All materials and methods used were identical to those described above.
Pearson correlation coefficients were calculated in Proc CORR to determine the strength
of the relationship between time of day and oviposition for both density levels. Proc
GLIMMIX was used to calculate repeated measures quadratic polynomial regressions,
which provided the best fit model for the data. All tests were run at the 0.05 level of
significance in SAS® version 9.2.
Mating Periodicity
To determine whether or not mating is periodic a randomized complete block
experiment was performed at the Insect Rearing Center at Mississippi State University.
Experiment design was the same as that used for oviposition periodicity experiments (see
above), except for age of adults. Adults were approximately 20 days old (post
oviposition), or three days old (post adult emergence). This age was selected based upon
Parrot et al. (1975), who reported a three day lag for mating.
Observations were conducted every two hours for 72 consecutive hours and
followed methods described by Caldwell and Dingle (1967) and Wang and Shi (2004).
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For each rearing cage the total number of mated pairs observed was recorded in a three
minute period (27 minutes total for three boxes for each of three replications), along with
the corresponding time. Longer observation periods were not practical considering the
physical limitations of the observer. Cages were never moved or disturbed, and all
observations were conducted through the same viewing area each time. Repeated
measures ANOVA was used to determine the significance of time of day, and means
separation was used to statistically separate observation times in Proc MIXED. Repeated
measures quadratic polynomial regression provided the best fit model for the data and
was calculated in Proc GLIMMIX. All tests were made at the 0.05 level of significance
in SAS®Vers. 9.2.
Feeding Periodicity
To determine whether or not feeding is periodic with respect to photoperiod, a
randomized complete block experiment was performed in the Insect Rearing Center at
Mississippi State University. Males, females and nymphs were observed separately to
capture any gender or reproductive state differences. Such differences are not uncommon
and have been reported by Cooper and Spurgeon (2011) for L. hesperus. Three rearing
cages were used per replication, and three replications were completed simultaneously in
different rearing rooms for each gender group or life-stage. This was repeated on a
second occasion, giving a total of 54 rearing cages.
Each rearing cage was stocked with 25 individuals to allow clear observation.
Adults were aspirated from laboratory colony rearing containers with the same methods
described above. Males and females were approximately 18-28 days old from egg hatch,
or one to ten days old after eclosion. Nymphs were collected in the third and fourth instar
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stage to avoid eclosion during the observation period. Nymphs were not sexed. Rearing
containers were held under standard rearing conditions and observations during the
scotophase were performed using the methods described above.
All observations were conducted every two hours for 72 consecutive hours and
followed methods described by Caldwell and Dingle (1967). For each rearing cage the
total number of stationary individuals present on a feeding packet were counted, along
with the corresponding time. Observations were conducted for two minutes per box,
totaling 54 minutes per 27 boxes per experimental run. Two minute observation duration
was considered long enough to determine feeding activity based upon Backus et al.
(2007), and Cooper and Spurgeon (2011). Both cited data for Lygus hesperus, with test
probes ≤10 seconds, salivation and laceration probes >10 seconds to ≤1 minute, and
ingestion probes >1 minute. Additionally, longer observation periods were not practical
considering the physical limitations of the observer. Cages were never moved or
disturbed, and all observations were conducted through the same viewing area each time.
Analyses were completed in two steps. First, repeated measures ANOVA with an
autoregressive first order (AR1) covariate structure/ logistic regression was used to test
for significant effects due to time of day and subject class (female, male, nymph). This
step was also used to test for any interaction between classes (male, female and nymph).
The second step was the harmonic analysis, a time series analysis containing a cyclical
response (Bloomfield 2000). A fourier transformation was made to linearize the sine
curve and repeated measures ANOVA was used to search for cyclical components with
24, 12, 8, 6 and 4 hour periods. Bayesian Information Criterion (BIC) was used to
develop the best fit model and determine the presence of different harmonic frequencies.
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Those classes that did not have significant interactions were combined and analyzed
together. Statistical procedures were run in Proc Mixed and Proc Glimmix. Means
separation was run for each class or combination of classes to inspect the data for any
systematic change in treatment (time of day), in Proc Mixed. All tests were run at the
0.05 level of significance in SAS® version 9.2.
Egg Hatch Periodicity
To determine whether or not egg hatch is gated with respect to photoperiod, a
series of three experiments were performed in the Insect Rearing Center at Mississippi
State University. The first experiment consisted of two oviposition cohorts: eggs that
were oviposited 10:00 a.m. – 12:00 p.m. and 2:00 p.m. – 4:00 p.m. These times were
selected based upon the results of oviposition periodicity experiments, which showed
peak oviposition occurring at 2:00 - 4:00 p.m. In this way, it was thought that the
maximum number of eggs could be collected, and therefore more hatching events could
be recorded. The second experiment also consisted of two oviposition cohorts: eggs
were oviposited 8:00 a.m. – 10:00 a.m. and from 8:00 p.m. – 10:00 p.m. Experiment 2
was initiated in an effort to separate hatch peaks and provide further elucidation of data
collected. In the first experiment, collection times were only two hours apart. In the
second experiment hatch times were separated by 12 hours, with the intent of capturing
any gating that might have been missed in the first experiment. The third experiment
consisted of one oviposition cohort: eggs were oviposited for a 24 hour period from 8:00
a.m. to 8:00 a.m. This run was performed to further separate hatch peaks, and provide
the maximum amount of data possible for accurate interpretation of results.
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For each oviposition cohort in each experiment there were two sources of
replication variance: rearing room (N = 3) and oviposition packet within room (N = 3)
giving a total of 18 packets per experiment except for experiment three (see below). For
each experiment, oviposition packets were collected after the prescribed periods of
exposure to containers of ovipositing females and then held for five days. During this
five-day period as well as during the observation days, eggs were held under standard
rearing conditions described above. Eggs generally hatch between five and nine days
after oviposition (Bariola 1969 and personal observation). Observations of egg hatching
events began on day six and were completed on day eight. Throughout days one – five
egg packets were checked daily for hatching. Total eggs per packet were counted and
recorded. For days six – eight, hatched nymphs were counted and discarded every two
hours for 72 consecutive hours (Greenberg et al. 2006). Percentages were computed and
transformed using arcsine-square root to equalize the variance over the range of
observations (Sokal and Rohlf 1994).
All scotophase observations were conducted as described above. Additionally,
due to the presence of small peaks in the violet and blue wavelengths emitted by the red
CFL bulbs, observations were made in a fourth rearing room using Ultra Bright Red
LEDs (LED661W) (Thorlabs© LTD, UK) with a known spectral output of 670nm (+30/20nm) in experiment three. Thus, a total of 12 oviposition packets were used. This was
done in an effort to determine whether or not L. lineolaris behavioral patterns were being
affected by the red CFL. It is unknown if L. lineolaris can perceive deep red
wavelengths; however, it was hypothesized that if no change in behavioral patterns
occurred, it could be surmised that they were unaffected by the red CFLs. During the
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course of the study it was determined that egg hatch was noncyclic with respect to
daylength. Unfortunately, it was therefore impossible to make a definitive conclusion
regarding the effects of the red CFL and LED lights used in these experiments on L.
lineolaris behavior.
Egg hatch responses were non-cyclic, therefore analysis of covariance was
applied to the data to find best fit models and to test for differences in curves between
two treatments where appropriate in Proc GLIMMIX. For experiments 1 and 2, ANOVA
was used to test for significance of treatment (time of day) effects in Proc GLIMMIX.
Regression analyses were used to provide the best fit model for the irregular data in Proc
GLM. Zero values prior to initiation of hatching and zero values following last recorded
hatch values were not included in regression analysis. For experiment 3, repeated
measures logistic regression was used to test for significant differences between CFL and
LED light treatments in Proc GLIMMIX. All tests were run at the 0.05 level of
significance in SAS® version 9.2.
Testing for Circadian Control of Periodic Behaviors
In order for a periodic behavior/event/activity to be under circadian control it
must display the following: 1. display temperature compensation, and 2. free-run in
continuous darkness (Saunders 2001). Oviposition and mating were the only two
behaviors that displayed periodicity with respect to photoperiod and were therefore the
only behaviors tested for the presence of endogenous circadian rhythm control.
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Free Running Rhythm
Identical materials and methods described above for oviposition and mating
periodicity experiments were used with the exception of lighting. Rearing cages were
held under continuous darkness (DD). Test individuals were collected and held under
DD for three days prior to data collection to allow for acclimation. Insects were moved
at normal “lights out” from 16:8 LD conditions into the rooms continuously illuminated
with a Sylvania Inc.® (Danvers, MA) red, compact fluorescent light bulb.
In order to determine whether or not periodicity was significant, and, to detect the
presence of cyclic frequencies, analyses were completed in two steps. First, repeated
measures ANOVA with an autoregressive first order (AR1) covariate structure/ logistic
regression was used to test for significant effects due to time of day. The second step was
the harmonic analysis, a time series analysis containing a cyclical response (Bloomfield
2000). A fourier transformation was made to linearize the sine curve and repeated
measures ANOVA was used to search for cyclical components with 24, 12, 8, 6 and 4
hour periods. Appropriate model structure was based on minimizing the Bayesian
Information Criterion (BIC). An attempt was then made to simplify the frequency
structure by using an F-test to add pairs of components such as sine and cosine for each
period tested (i.e. cos24 and sin24). The model was tested for significance of 24, 12, 8,
6, and 4 cycles in different combinations. Once the frequencies were selected, the model
parameters (cos and sin) were inspected for significance.
Repeated measures ANOVA was used to determine significance of time of day in
Proc Reg. Quadratic polynomial regression was used to find the best fit model in Proc
Reg. All tests were run at the 0.05 level of significance in SAS® version 9.2.
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Temperature Compensation
This experiment used materials and methods identical with the free-running
experiment, except that half of the experimental cages were held at 21.1˚C (+/- 0.5˚C),
and the remaining half were held at 26.6˚C (+/- 0.5 ˚C). Once again, experimental cages
were moved into the new conditions three days prior to observations to allow for
acclimation of the insects to a new environment. All data collection was conducted as
described above. Repeated measures ANOVA was used to determine significance of
time of day in Proc Reg. Nonlinear regression was used to estimate model parameters,
including τ, the period of the free-running rhythm, in Proc NLIN using the following
equation: Y = a + b *cos [(2*π /d) – c]; Where: a = AVE [Y], b = ½ *amplitude [Y], c
= ψ, d = τ. Standard errors of the parameter estimates were compared using a standard ttable. All tests were run at the 0.05 level of significance in SAS® version 9.2.
Results and Discussion
Oviposition Periodicity
Oviposition was determined to be highly periodic in the low density experiment.
Strong oviposition peaks occurred at 4:00 p.m. in a 24 hour period with “lights on” set at
6:00 a.m. (Figs.4.1 and 4.2).
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Figure 4.1

Oviposition in low density rearing containers (25 females + 25 males)

Data were fit with a repeating quadratic polynomial regression. The 72 hours of
data were treated as three 24-hour periods, and the model was fit on a single 24 hour
interval with three “replications”. The first eight observations (0:00 – 14:00) were moved
from the beginning to the end of the series. By centering the data on hours 0 to 22, with
maxima at 0 and 22 hours, a 2nd order polynomial regression analysis was possible. This
type of analysis was deemed appropriate because the means of the collected data for each
24 hour period were the same, i.e. the data were “stable”. To demonstrate the quality of
the fit, the predicted values for the regression were plotted on three consecutive 24 hour
periods along with the data means for those same points (Fig. 4.2, Table 4.2).
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Figure 4.2

Oviposition for all replications and corresponding fitted parabolic curve
centered on hours 0-22.

Hour 0 corresponds to observation time 16:00, etc. (R2 = 0.55, F = 196.53, d.f. = 2, 321; p
< 0.0001)
Table 4.2
Effect
Intercept
HR
HR*HR

Regression results for oviposition periodicity (α = 0.05)
Estimate
25.80
-2.71
0.091

Std. Error
0.8077
0.1690
0.0074

DF
2
317
317

t-Value
32.24
-16.06
12.36

P-Value
<0.0001
<0.0001
<0.0001

High density cages (typical laboratory colony density) showed similar patterns of
oviposition, with oviposition also peaking at hour sixteen in a 24 hour period, or 4:00
p.m. (Figs. 4.3 and 4.4). The apparent secondary oviposition peak at 12:00 a.m. was not
statistically significant. There was a strong positive correlation between number of eggs
for the two population levels, R2 = 0.95587, n = 12, p<0.0001.
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Figure 4.3

Oviposition in high density rearing containers (regular colony density)

High density data were also fitted with a repeating quadratic polynomial
regression <0.0001), with a coefficient of multiple determination value of R2 = 0.26. (Fig.
4.4). Regression analysis showed that the model was highly significant (p <0.0001).
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Figure 4.4

Oviposition in high density rearing containers and corresponding fitted
parabolic curve centered on hours 0-22.

Hour 0 corresponds to observation time 1600 etc. (R2 = 0.26; F = 18.17; d.f. = 2, 105;
p<0.0001)
Mating Periodicity
Mating was determined to be highly periodic in the low density experiment.
Strong mating peaks occurred at 10:00 a.m. with “lights on” set at 6:00 a.m. (Fig. 4.5).
Since the data followed a very definite pattern with peaks occurring every 24 hours, (hr =
10, 34, 58), focus was placed on determining the best fit curve for a 24 hour period.
Curves were structured to fit time of day from hours 0 to 22, repeated three times. Due to
this, actual peaks occurring at hours 10, 34, and 58 are represented in Figure 4.6 at hours
0, 24, and 48. This analysis assumed that the peak activity was a stationary response.
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That is, each cycle was identical so that the means of the data for each cycle were the
same. To demonstrate the fit, data means for three days were plotted with three repeats
of the parabola generated by the repeated quadratic polynomial regression used to find
the best fit model (Fig. 4.6).

Figure 4.5

Average mated pairs for low density rearing containers (25 females + 25
males)
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Figure 4.6

Average mated pairs for low density rearing containers and corresponding
fitted parabolic curve centered on hours 0-22.

Hour 0 corresponds to observation time 10:00 etc. (R2 = 0.6997; F = 374.1; d.f. = 2, 321;
p<0.0001)
Table 4.3
Effect
Intercept
HR
HR*HR

Regression results for mated pairs periodicity (α = 0.05)
Estimate
5.42
-0.094
0.039

Std. Error
0.1635
0.0345
0.0015

DF
2
317
317

t-Value
33.13
-27.29
25.83

p-Value
<0.0001
<0.0001
<0.0001

Regression results showed that time of day was highly significant with respect to
mating activity (Table 4.3). High density cages (typical laboratory colony density)
showed similar patterns of mating activity, with mated pair observations also peaking
10:00 a.m. in a 24 hour period (Fig. 4.7). There was a strong positive correlation
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between the number of mating pairs for the two population levels (low and high density
levels), R2 = 0.94671, n = 12, p<0.0001.

Figure 4.7

Average mated pairs for high density rearing containers (regular colony
density)

Figure 4.8

Average mated pairs for all replications and corresponding fitted parabolic
curve for high density cages, centered on Hours 0-22.

Hour 0 corresponds to observation time 10:00. (R2 = 0.56; F = 289.2; d.f. = 2, 105;
p<0.0001)
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High density data were also fitted with a repeating quadratic polynomial
regression (Figure 4.8). Regression analysis showed that the model was highly
significant (F = 289.2; d.f. = 2, 105; p<0.0001), with a coefficient of multiple
determination value of R2 = 0.56.
Feeding Periodicity
Interactions among the three classes (males, females, nymphs) were significant (F
= 427.36; df = 2, 1819; p<0.0001), and interaction between classes and treatments (time
of day) was significant (F = 2.73; df = 70, 1819; p<0.0001). It was therefore necessary to
determine if any two of the three classes were statistically the same. There was no
significant difference between male and female classes (F = 1.26; df = 35, 1207; p =
0.1437), so thereafter they were combined and analyzed together. Nymphs were
significantly different from the other two classes and were analyzed separately: males vs.
nymphs: F = 5.04; df = 35, 1207; p<0.0001 and females vs. nymphs: F = 2.93; df = 35,
1207; p<0.0001.
The BIC result indicated the necessity of fitting an autoregressive (AR(1))
covariance structure on a random intercept (Tables 4.4 and 4.5). An attempt was then
made to simplify the frequency structure by using an F-test to add pairs of cyclical
components such as sine and cosine for each period tested (i.e. cos24 and sin24). The
model was tested for significance of 24, 12, 8, 6, and 4 cycles in different combinations.
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Table 4.4

Sequential harmonic analysis using BIC for adult class
Model Parameters

BIC Value

No AR(1), Fixed Intercept

7108

AR(1), Fixed Intercept

6876

No AR(1), Random Intercept

6876

AR(1), Random Intercept

6812

Table 4.5

Sequential harmonic analysis using BIC for nymph class
Model Parameters

BIC Value

No AR(1), No Random Intercept
With AR(1), No Random Intercept
No AR(1), With Random Intercept
With AR(1), With Random Intercept

3496
3303
3332
3275

For adults, none of the cycles were significantly different at the 0.05, and it was
concluded the response was not cyclic. A means separation analysis on the hour effect
was also computed to assess whether there was any variation by time of day. There was
none (F = 1.26; df = 35, 1207; p = 0.1437). Figure 4.9 shows the lack of periodicity in
adult feeding activity observed over a 72 hour period.
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Figure 4.9

Average number of adults observed feeding over a 72 hour period

For nymphs, an inspection of the significance of parameters (sine and cosine
amplitude parameters) indicated that only the 24 hour harmonic was important (Table
4.6). This means that only the 24 hour time interval was significant with respect to
feeding periodicity of nymphs. All other intervals tested, 4, 6, 8, and 12, were not
significant with regard to affecting the cyclicity of nymphal feeding habits.
Table 4.6
Effect
Cos24
Sin24

ANCOVA results for 24 hour harmonic parameters
Num DF
1
1

Den DF
590
590

F-Value
76.67
50.49

P-Value
<0.0001
<0.0001

Inspection of the data showed a cyclical response. In addition, feeding values
decreased over time. Therefore, another parameter was fit to the original 24 hour model
to test for significance of non-stationary effect (Hr), which was determined to be
significant (Table 4.7). The estimates of the parameters were then used to calculate the
predicted responses (Figure 4.10). The estimates from this model were used to solve for
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the final harmonic model components. The calculations, using the basic harmonic model
are given below.
Equation 4.1 Solving for Amplitude:
R = (A2 +B2)½ = (1.75892 + 1.15642)½ = (4.43)½ = 2.105

(4.1)

Solving for Phase Shift: (where w = frequency = 24hr)
2πwΦ = arctan (B/A) = arctan (B/A) / 2πw =
[arctan (1.1564/1.7589)] / w = arctan (.657456)/w =

(4.2)

33.323 / 24 = 2πΦ = 1.39
Final Harmonic Model:
Y = 15.8618 – 0.065*Hr + 2.105 Cos (2π (1/24) Hr2 – 1.39)

(4.3)

Where: Intercept estimate = 15.8618, Hr estimate = non-stationary response = 0.065, Amplitude = 2.105, Frequency = 1/24 = w = 1 cycle in 24 hours, Phase angle =
1.39 to the right
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Figure 4.10

Table 4.7
Effect
Intercept
Hr
Cos24
Sin24

Predicted nymphal feeding activity in a 16:8 LD cycle and observed means

Harmonic regression results for nymphal feeding periodicity model
Estimate
15.8618
-0.06503
1.7589
1.1564

Error
0.4977
0.01214
0.2126
0.2391

DF
1
591
591
591

t-Value
31.87
-5.36
8.27
4.84

P-Value
0.0200
<0.0001
<0.0001
<0.0001

Male and female classes showed no periodicity over the course of a 24 hour
period, with no underlying harmonic frequencies. Nymphal feeding activity did show a
24 hour periodicity. However, this periodicity was not stationary with respect to time of
day. While nymphs did show a consistent rise and fall in feeding times over a 24 hour
period, incidence of feeding varied over the course of the three observation days. A
possible explanation for the daily decline in nymphal activity may be age. Nymphs were
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collected in the third and fourth instars to prevent eclosion during the study. Nutritional
requirements may have altered as nymphs aged over the course of the three day period, as
third instar nymphs prepared to molt into fourth instars, and as fourth instar nymphs
prepared to molt into fifth instars. This change in nutritional requirements has not been
noted for L. lineolaris specifically, but Wheeler (2001) did note changes in feeding
patterns as nymphs aged in other Miridae.
Although viewing actual stylet probes was not possible with this type of
observation, it is highly plausible that feeding activity was being measured by counting
individuals motionless for three minutes on feeding packets. This conclusion is based on
the findings of Backus et al. (2007) and Cooper and Spurgeon (2011), that feedingrelated stylet probes last for greater than one minute and the fact L. lineolaris is highly
mobile and constantly moving, especially during daylight and crepuscular hours,
(Sevacherian 1975). It was concluded that L. lineolaris feeding activity of males and
females was not periodic with respect to photoperiod, and was therefore excluded from
future circadian rhythm experiments conducted later in this study. Nymphal feeding
activity did show periodicity, but the incidence of feeding varied over the course of time.
It was also excluded from further study.
Egg Hatch Periodicity
Hatch occurred over a 26-hour period for eggs collected 10:00 a.m. to 12:00 noon
and over a 20 hour period for eggs collected 2:00 p.m. to 4:00 p.m., with no periodicity
apparent (Fig. 4.11) A plot of cumulative egg hatch (Fig. 4.12) shows that difference in
median times of hatch (DM ) was four hours (H0: DM = 0 rejected; Normal
approximation to the Wilcoxon Test; Z = -6.44 , p<0.0001), and approximately equal to
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the difference in time of oviposition of the two groups of eggs. A plot of percentage
hatch against time since beginning of oviposition period for the two cohorts of eggs
illustrates the expected coincidence (Fig. 4.13).

Figure 4.11

Observed percentage hatch for 10:00 A.M. and 2:00 P.M. oviposition
cohorts
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Figure 4.12

Cumulative percentage hatch for 10:00 A.M. and 2:00 P.M. oviposition
cohorts

Figure 4.13

Observed percentage hatch for 10:00 A.M. and 2:00 P.M. oviposition
cohorts
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Percentage data (p) were subjected to an arcsin square root transformation . A
preliminary repeated measures ANOVA was run to test for significant differences
between oviposition cohorts and time of day (Hour). Time was highly significant (F =
88.64; df = 1, 300; p<0.0001). Therefore, further regression analysis was conducted for
each oviposition cohort separately. For both age cohorts, time of day was highly
significant (10:00 a.m. – 12:00 noon: t = 7.57; p<0.0001 and 2:00 – 4:00 p.m.: t = 6.01;
p<0.0001 ). Both regression models (for the two age cohorts) were also highly
significant (p<0.0001, α = 0.05) however, both models had relatively low R2 values (R2 =
0.30, 10:00 a.m. cohort, and R2 = 0.38, 2:00 p.m. cohort), due to the irregularity of the
data. For the 10:00 a.m. – 12:00 noon cohort, the regression model generated was: Y =
arcsin [(p/100)½] = -0.8488 + 0.0723Hr – 0.00118Hr2.

For the 2:00 – 4:00 p.m. cohort,

the regression model generated was: Y = arcsin [(p/100)½] = -2.74 + 0.16877Hr –
0.00234Hr2.
A second experimental run was conducted, to ascertain if any differences might
arise if the age cohorts were spaced farther apart. The second experiment also consisted
of two age cohorts. Eggs were collected 8:00 a.m. – 10:00 a.m. and 8:00 p.m. – 10:00
p.m. Hatching of the two cohorts separated by 12 hours obviously occurred at different
times during the 72 hour observation period (Fig. 4.14). However, once a 12 hour
correction, or subtraction was applied to the 8:00 p.m. cohort data, both curves followed
very similar hatch patterns (Fig. 4.15). Both cohorts completed hatching over a 26 hour
period, and both had peak hatch at 180 – 184 hours after oviposition. Difference in
median times of hatch (DM ) was 13 hours (H0: DM = 0 rejected; Normal approximation
to the Wilcoxon Test; Z = -29.70 , p<0.0001).
74

Figure 4.14

Percent hatch observed for 8:00 a.m. cohort and 8:00 p.m. cohort as a
function of time of day.
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Figure 4.15

Percent hatch observed for 8:00 a.m. cohort and 8:00 p.m. cohort as a
function of time of day.

Observations for the 8:00 p.m. cohort have been shifted 12 hours earlier than observed
After the 8:00 p.m. – 10:00 p.m. data were shifted 12 hours earlier, a repeated
measures ANOVA was run to determine if there was significant difference between the
two age cohorts. There was no significant difference between the two cohorts ( F = 3.80;
d.f. = 1, 246; p = 0.0522). Only the Hour * Hour effect was significant (F = 115.50; d.f.
= 1, 246; p<0.0001), consequently a single repeated measures regression line was fitted
for both age cohorts (Fig. 4.16). Percent data were transformed using the arcsin
transformation, and then back-transformed before being graphed. Consequently, the
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regression equation applies to the transformed data (Y = -0.253 + 0.025 Hr – 0.000475
Hr2).

Figure 4.16

Regression results for egg hatch for 8:00-10:00 a.m. cohort and 8:00-10:00
p.m. cohort

(R2 = 0.33; F= 60.27; d.f. = 2, 249; p<0.0001)
It was concluded that hatching times of the two cohorts in oviposition experiment
2 were identical except for a 12 hour shift. Additionally, neither displayed periodicity,
since both completed hatching prior to two consecutive 24 hour periods. They did
however both take approximately the same amount of time after oviposition to begin and
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to complete hatching. These data suggest, in concert with experiment 1, that the most
important factor determining time of egg hatch is time since oviposition.
Egg hatch in Experiment 3 did not show periodicity with respect to photoperiod.
Hatching events lasted approximately 48 hours, and only one major peak occurred around
hour 20 of observation times (Fig. 4.17). Observation hour 20 corresponded to
approximately 176 hours after oviposition for those eggs laid at the peak oviposition time
of 2:00 - 4:00 p.m. under standard rearing conditions. This result was very similar to
those found in the Experiment 2, in which peack hatch occurred at 180-184 hours after
oviposition for the previous two age cohorts observed. The broader span of time during
which hatching occurred in Experiment 3 has ranges that are consistent given the longer
period of oviposition time compared to Experiments 1 and 2. Gating of egg hatch due to
circadian control should result in two peaks of hatch separated by 24 hours.
No difference was apparent between time of hatch observed under CFL and LED
red light sources (Fig. 4.17). Repeated measures logit regression analysis determined that
there was no significant difference between light sources (F = 0.57; d.f. = 1, 293; p =
0.4522).
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Figure 4.17

Percent hatch observed for CFL and LED light sources

None of the five age cohorts tested (from Experiments 1, 2 and 3) were cyclic
with respect to photoperiod, therefore it was concluded that egg hatch in L. lineolaris was
not under circadian control. Data analyses suggested that the timing of egg hatch is a
physiological event, determined by developmental time requirements, or hours after
oviposition. For all oviposition cohorts, hatching began between 172-180 hours after
oviposition, regardless of the phase of the photoperiod at which oviposition occured.
This corresponds to developmental changes over time, documented by Stewart and
Gaylor (1993). They reported the appearance of red spots at 108 hours, scent-gland
opening on developing nymphs at 132 hours, and a general green tint after 156 hours.
Hatching events lasted between 22-28 hours for the first four age cohorts, and 46 hours
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for the 24 hour age cohort. Additionally, there were no significant differences between
CFL and LED red light treatments. There is the possibility that L. lineolaris may have
been perceiving both the LED and red CFL. However, it more likely that perception of
the red light, if it occurred, was not enough to influence typical behavior patterns based
on both the preliminary phototaxis trials, mentioned previously, and the results of these
experiments. While it cannot be stated with absolute certainty that the red lights used did
not have an effect on circadian rhythms, it is highly probable that they did not.
Circadian Control of Oviposition Periodicity
Oviposition remained periodic under conditions of continuous darkness (DD)
(Fig. 4.18), peaking at the same time each day. Additionally, these peaks occurred at
4:00 p.m. each day, or ten hours after 6:00 a.m., when lights had been coming on in the
usual 16:8 light regime.
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Figure 4.18

Average observed oviposition over 72 hour period in DD

First, repeated measures ANOVA with an autoregressive first order (AR1)
covariate structure/ logistic regression was used to test for significant effects due to time
of day. Interaction between oviposition and hours (time of day) was significant (F-value
= 8.99, p = 0.0029).
The second step was the harmonic analysis, a time series analysis containing a
cyclical response (Bloomfield 2000). Appropriate model structure was based on
minimizing the Bayesian Information Criterion (BIC). The BIC result indicated the
necessity of fitting an autoregressive (AR(1)) covariance structure on a random intercept
(Table 4.8). The model was tested for significance of 24, 12, 8, 6, and 4 cycles in
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different combinations. Once the frequencies were selected, the model parameters (cos
and sin) were inspected for significance. The four hour, and 24 hour parameters were
significant (Table 4.9).
Table 4.8

Sequential harmonic analysis using BIC for Oviposition
Model Parameters

BIC Value

No AR(1), Fixed Intercept

2652.7

AR(1), Fixed Intercept

2616.7

No AR(1), Random Intercept

2626.1

AR(1), Random Intercept

2611.0

Polynomial trigonometric regression was used to fit, 24 hour, 24 hour + 4 hour,
24 hour + 12 hour, and 24 hour + 12 hour + 4 hour, models to the data. Based on
coefficient of variation, the best fit model was the 24 hour + 12 hour + 4 hour
combination. However, three of the six parameters for this model were non-significant,
so the model including 24 hour + 4 hour frequencies (four of five parameters were
significant), was deemed the best (Table 4.10). While the four-hour component of this
model appears to be biologically unimportant, its inclusion did provide a much better fit
to the data (Table 4.10). Although the precence of a 4-hour frequency cannot be
explained biologically at this time, it was included in the model to provide the best fit
curve possible. All models had low coefficient of variation values, indicating the
irregularity of the data and a relatively poor fit to the data. The complete model
parameters are given in Table 4.11. These parameters were used to solve for the
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amplitude and phase shifts of the curve using the basic harmonic model. The final
harmonic model is given in Figure 4.19 overlaid on the data.
Table 4.9

Polynomial trigonometric regression results for testing model parameters

Effect
Cos 4
Sin 4
Cos 6
Sin 6
Cos 12
Sin 12
Cos 24
Sin 24

Table 4.10

DF
313
313
313
313
313
313
313
313

F-Value
0.95
52.48
0.45
0.26
3.07
0.11
9.28
3.31

P-Value
0.3306
<0.0001
0.5021
0.6093
0.0850
0.7413
0.0025
0.0699

Coefficient of variation summary table for oviposition models
R2 Value
0.0500
0.1780
0.1019
0.1960

Model

24 Hour
24 Hour + 4 Hour
24 Hour + 12 Hour
24 Hour + 12 Hour + 4 Hour

Table 4.11

Polynomial regression analysis results for oviposition behavior

Variable DF

Parameter Estimate

Standard Error

t-Value

P-Value

6

31.93038

4.8115

8.68

0.0001

311

-3.4966

1.4596

-2.40

0.0172

311

-6.6812

3.1851

-2.10

0.0367

311

0.8112

1.4066

0.58

0.5645

311

-10.1347

1.4634

-6.93

<0.0001

Intercept
Cos24
Sin24
Cos4
Sin4
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Figure 4.19

Complete polynomial trigonometric regression model for oviposition DD

(F = 17.27; d.f. = 4, 319; R2 = 0.1780; p<0.0001)
The low R2 value shows that model fit is not exceptional. However, it does
confirm that oviposition behavior remained periodic in continuous darkness, and that
periodicity was significant with respect to time of day. It did not alter significantly over
the course of the 72 hour observation period, although it did appear to be dampening out
toward the end of the final observation day. These results demonstrated that oviposition
behavior was capable of free-running in DD conditions.
To determine whether oviposition periodicity is temperature compensated, all
materials and methods were identical to the preceding observations, with the exception
that 21.1°C was used in addition to 26.6°C. Oviposition activity maintained periodicity
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in DD, with peak oviposition occurring at 4:00 – 6:00 p.m , exactly the same result
obtained at 26.6˚C (Fig. 4.20).

Figure 4.20

Average observed oviposition over 72 hour period in 21.1°C

In order to determine whether τ, the period of the free-running rhythm, was
significantly different at 21.1 and 26.6˚C, a non-linear regression was used to estimate
this parameter at each temperature. The parameters were then used to calculate the test
statistic, which was compared to the standard t-value for three d.f., at 0.05 level of
significance. Both nonlinear models were significant (26.6˚C: F = 15.93; d.f. = 3, 104;
p<0.0001; 21.1˚C: F = 12.69; d.f. = 3,104; p<0.0001). The parameter estimates are
reported in Table 4.12.
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Table 4.12

Nonlinear regression parameter estimates for tau (τ)

Temperature
21.1˚C
26.6˚C

Estimate (hr)
24.2364
23.5858

Std Error
0.7430
0.6321

95% Confidence Limits
22.7631
25.7098
22.3323
24.8394

There was no significant difference in free-running period (τ) between the two
temperature regimes (t0.05 (3) = .9755 < 2.35). These results confirm that oviposition
behavior in L. lineolaris is temperature compensated.
Oviposition behavior has been shown to meet the three of the four criteria stated
by Saunders (2001) for a rhythm to be considered under endogenous circadian control:
demonstration of a fixed phase relationship with respect to photoperiod; ability to freerun under DD; temperature compensated. The fourth criterion, the presence of a freerunning period close to, but not equal to 24 hours was not met. The pooled free-running
period of 23.9 hours was not statistically different from 24 hours (Z(0.025) = 1.96; 95%
Confidence Limits = 22.04 – 25.77 hours; p>0.05).
Circadian Control of Mating Periodicity
Mating was determined to be periodic with a fixed phase relationship with respect
to photoperiod, therefore mating was subjected to further study to determine if it was
under endogenous circadian control.
Mating activity remained periodic under conditions of continuous darkness (DD)
(Fig. 4.21), peaking at the same time each day. Peak mating activity occurred at 2:00
p.m. each day, or 8 hours after 6 :00 a.m., the time when lights came on in the 16:8 light
regime from which the adults had been transferred. Mating peaks were shifted four hours
later compared to the timing under 16:8 LD. Shifts in peak activity are not uncommon
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under DD conditions. Saunders (2001) and Brady (1974) both cited examples of insects,
including various hemipterans, in which this was the case. These examples either did not
specify the lighting conditions prior to the transferal of subjects into DD, or were moved
from LL into DD. The important thing to note is the continued periodicity in the absence
of photoperiod.

Figure 4.21

Average mated pairs observed for 72 hour period in DD

Since the data followed a very definite pattern with peaks occurring every 24
hours, (hr = 14, 38, 62), focus was placed on determining the best fit curve for a 24 hour
period. Curves were structured to fit time of day from hours 0 to 22, repeated three
times. Due to this, actual peaks occurring at hours 14, 38, and 62 are represented in
Figure 4.21 at hours 0, 24, and 48. This analysis assumed that the peak activity was a
stationary response. That is, each cycle was identical so that the means of the data for
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each cycle were the same. To demonstrate the fit, data means for three days were plotted
with three repeats of the parabola generated by the repeated quadratic polynomial
regression used to find the best fit model (Fig. 4.22). These results confirm that mating
behavior in L. lineolaris is capable of free-running in continuous darkness (DD).

Figure 4.22

Quadratic polynomial regression model results for mated pairs in DD.

Hour 0 corresponds to hour 14:00 in actual observation (F = 157.03; d.f. = 2, 321; R2 =
0.49,p<0.0001)
To determine whether mating periodicity was temperature compensated, all
materials and methods were identical to the preceding observations, with the exception
that 21.1°C was used. Mating activity maintained periodicity in D/D, with peak
oviposition occurring at 10:00 a.m ; the four hour shift noted above for 26.6˚C did not
occur, and is currently unexplained (Fig. 4.23). Repeated measures ANOVA results
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showed that mating behavior was significant with respect to time of day (t-value = 11.96,
p<0.0001).
In order to determine whether τ, the free-running rhythm, was significantly
different at 21.1˚C, a non-linear regression was used to estimate this parameter. The
parameters were then used to calculate the test statistic, which was compared to the
standard t-value for three d.f., at 0.05 level of significance. Both nonlinear models were
significant (26.6˚C: F = 37.21; d.f. = 3, 68; p<0.0001; 21.1˚C: F = 22.56; d.f. = 3,68;
p<0.0001). The parameter estimates are reported in Table 4.13.

Figure 4.23
Table 4.13

Observed average mated pairs for 21.1°C, DD, 55% RH (+/- 5%)
Nonlinear regression parameter estimates for tau (τ)

Temperature
21.1˚C
26.6˚C

Estimate
23.3129
23.5170

Std Error
0.5592
0.4175
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95% Confidence Limits
22.2040
24.4219
22.6890
24.3449

There was no significant difference in free-running period (τ) between the two
temperature regimes (t0.025 (3) = .6979 < 2.35). These results confirm that mating
behavior in L. lineolaris is temperature compensated.
Mating behavior has been shown to meet three of the four criteria stated by
Saunders (2001) for a rhythm to be considered under endogenous circadian control:
demonstration of a fixed phase relationship with respect to photoperiod; ability to freerun under DD temperature compensated. The fourth criterion, a free-running period
close to, but not equal to 24 hours was not met. The pooled free-running period of 23.4
hours was not statistically different from 24 hours (Z(0.025) = 1.96; 95% Confidence
Limits = 22.03 – 24.76 hours; p>0.05).
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CHAPTER V
TEST OF THE EFFECT OF PHOTOPERIOD REGIME ON THE PHASE ANGLES OF
CIRCADIAN RHYTHMS FOR OVIPOSITION AND MATING IN L. LINEOLARIS
(HEMIPTERA: MIRIDAE)

Abstract
The circadian rhythms of oviposition and mating in Lygus lineolaris (Hemiptera:
Miridae), were tested for phase angle shifts under different photoperiodic regimes. The
phase angles for both behaviors were determined for 16:8 and 12:12 LD with “lights on”
at 6:00 a.m. and a phase shift was not observed. In a second experiment,“lights on” time
was at 6:00 a.m. for the 16:8 LD photoperiod and 10:00 a.m. for 12:12 LD. For both
behaviors, the phase angle was four hours later for 12:12 LD, i.e. peak activity shifted
four hours later in 12:12 LD. These results suggest that L. lineolaris responds to “lights
on” as a cue to start a timer-like clock that “counts down” to peak behavior. The light
intensity serving as the minimum threshold for the “lights on” signal could not be
determined.
Introduction
The tarnished plant bug, Lygus lineolaris, (Heteroptera: Miridae) is ranked as the
number one pest of cotton in the midsouth (Williams 2010). It is found throughout the
United States, southern Canada and northern Mexico, though it does the most damage to
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crops in the midsouthern United States (Stewart and Layton 2000). Two primary factors,
the eradication of the boll weevil, Anthonomis grandis grandis Bohman, and the
introduction of transgenic crops for control of the Heliothine complex, have significantly
affected L. lineolaris pest status. Both factors contributed to the reduction of insecticide
applications which had previously held L. lineolaris in check (Stewart and Layton 2000).
Circadian rhythms are internal rhythms that maintain approximately 24 hour
periods of oscillation. This occurs because the internal rhythm is entrained to an
environmental stimulus, typically LD cycles. When a circadian rhythm is entrained to an
environmental stimulus (zeitgeber), a phase relationship (Phi, Φ) is established between
the entraining and the entrained oscillations (Johnson et al. 2003). Φ is used to denote a
reference point in the oscillation that is repeated at each cycle, usually the beginning of
the activity in question. Light or temperature pulses administered during the free-running
rhythm may cause Φ to occur earlier or later than would be predicted in the unperturbed
free-running rhythm. The relationship between the entraining and the entrained rhythms
can be described by a phase angle (ψ). Beck (1980) defined a phase angle as, “The time
between the beginning of the photoperiod or circadian cycle (0 hr) and any arbitrary Φ
[reference phase point].” Restated, this means that the phase angle is the time (or
equivalent number of degress (360˚/24 hours) between any arbitrary point of the
zeitgeber (e.g. lights on) and the circadian event of interest (Φ). Thus, the relationship
between any two phase points can be expressed in terms of phase angles. These points
signify another essential property of circadian rhythms: they must undergo some type of
phase regulation with respect to the zeitgeber. In other words, when entrainment occurs,
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the phase relationship formed between the phase of the circadian rhythm and the phase of
the zeitgeber becomes fixed.
During the course of the research program, it was determined that for the selected
circadian rhythms studied, L. lineolaris did not demonstrate phase angle shifts with
photoperiod, but that they did seem to be responding to “lights on” signals. Therefore,
the original objective to determine phase angle shift was no longer possible for the
selected behaviors of oviposition and mating. However, the overall objective of
contributing base-line data to improve integrated pest management for this pest did not
change. Rather than focusing on phase angle, the last objective turned to the next best
step; determining what light intensity level (lux) L. lineolaris perceived as their “lights
on” signal.
No published works on phase angle shifts, light sensitivity or underlying circadian
rhythm clock mechanism were discovered in the literature for L. lineoarlis. Determining
the presence/absence of phase angles, lux levels perceived as “lights on” signals, and the
presence of a possible timer-like clock would start the process of filling in this
information void. The success of long-term control efforts is built upon a thorough
understanding of all aspects of the pest in question. Adding new behavioral information
to the body of literature surrounding L. lineolaris will increase understanding of this pest,
spur new research in similar areas, and hopefully build a stronger foundation upon which
future control efforts will successfully be launched. Therefore the final objective of
contributing to the success of integrated pest management tactics will be met.
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Materials and Methods
Determination of Phase Angle Shift
To determine phase angle shift, it was necessary to determine the phase angles for
at least two photoperiodic regimes. The photoperiods of 16:8 LD (standard rearing
photoperiod; photophase duration greater than 14.3 hours, the maximum local duration
(Meeus 1991)) and 12:12 LD (photophase duration at autumnal solstice (Meeus 1991)
when most crop protection has terminated were chosen.

Three rearing cages were used

per repetition, and three repetitions were completed for each photoperiod regime. Each
rearing cage was stocked with 50 adults: 25 females and 25 males in an effort to mimic
natural conditions of a 1:1 sex ratio as reported by Layton 2000. Adults were
approximately 22-23 days old (post oviposition) or five to six days old (post adult
emergence). These ages were selected based on Parrot et al. (1975), who reported a three
day lag for mating and egg development, and Bariola (1969) who reported a preovipositional period of eight days on cotton at 27˚C. Adults were taken from
maintenance colony rearing containers with a “Pooter” aspirator (Bioquip® Products
Inc.) and narcotized with CO2 for sexing. The CO2 was bubbled through a filter flask
filled with sterile water before being directed over the insects. Rearing containers were
held under standard rearing conditions of 16:8 L:D (using standard fluorescent light
bulbs), 26.6˚C (+/- 0.5 ˚C), and 55 % (+/- 5 %) relative humidity.
“Lights on” for both photoperiodic regimes was scheduled for 6:00 a.m., with
“light off” being altered to fit the appropriate day length (10:00 p.m. and 6:00 p.m.
respectively). All observations at night were conducted using a Sylvania Inc.® (Danvers,
MA) red, compact fluorescent light (CFL) bulb with a spectral output peaking at
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approximately 630nm. All individuals were collected and held in 12:12 LD three days
prior to observations to allow for acclimation of the insects to new conditions. Insects
were moved at “lights out” into the LD cycle treatment.
Observations were conducted every two hours for a 72-hour period and followed
methods described by Caldwell and Dingle (1967) and Wang and Shi (2004).
Observations began at 12 a.m. on the first observation day. Oviposition packets were
collected and replaced with new packets at each two hour interval, for a total of 324
oviposition packets. Total eggs per packet were counted and recorded along with the
corresponding time of day. Oviposition packets placed on rearing containers prior to
initial observations were discarded. Packets consist of two layers of Parafilm®, one long
piece folded in half. The packet is heat sealed on two sides with a common kitchen
vacuum sealer. Oviposition packets are filled with autoclaved Gelcarin (FMC
Corporation, Philadelphia, PA), a carageenin-based (seaweed) agar, which hardens into a
soft gel upon cooling. Females oviposit eggs directly through the parafilm into the gel,
where they are protected from desiccation.
For mating, in each rearing cage the total number of mated pairs observed in a
three minute period was recorded (27 minutes total per three replications), along with the
corresponding time. Longer observation periods were not practical considering the
physical limitations of the observer. Cages were never moved or disturbed, and all
observations were conducted through the same viewing area each time.
Following the first experiment, described above, which resulted in no shift in peak
activity with respect to time of day, a second experiment was run. All materials and
methods were identical to the first with two exceptions: “Lights off” for both
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photoperiods was 10:00 p.m., while “lights on” was 6:00 a.m. and 10:00 a.m. for the 16:8
and 12:12 photoperiods, respectively. In order to reduce strain on the observer,
observations at 2:00 a.m. and 4:00 a.m. were not made. Repeated measures ANOVA was
used to determine significance of time of day in Proc Reg.
Nonlinear regression was used to estimate model parameters, including ψ, the
phase angle, in Proc NLIN using the following equation: Y = a + b *cos [(2*π /d) – c],
Where: a = AVE [Y], b = ½ *amplitude [Y], c = ψ, d = τ. Standard errors of the
parameter estimates were compared using a standard t-table. All tests were run at the
0.05 level of significance in SAS® version 9.2.
Determination of Light Intensity Threshold
In order to estimate the light intensity L. lineolaris perceives as “lights on”, it was
necessary to construct two dawn/dusk simulators. These were constructed by Mr. Ben
Ardahl, Lab Operations Supervisor in the Physics and Astronomy Dept. at MSU. The
design was based on the electronic light intensity controller described by Byers and
Unkrich (1983). Two, 12- volt incandescent light bulbs were positioned over each
rearing cage. A control unit allowed the length of time desired for gradual increase and
decrease of light level to be set. The control unit was connected to a Brinks® 7 day
digital timer (Model 44-1030, Hampton Products Int. Corp., Foothill Ranch, CA) which
plugged into a standard wall socket. The timer determined when the controller started
increasing or decreasing light level. Light intensity was measured using an Extec® Light
Meter and Data Logger with PC Interface (Model 401036, Extec Instruments
Corporation, Waltham, MA). Light intensity was measured in units of Lux, the SI unit
of luminous emittance. It measures the luminous power of a light source per unit area:
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one lumen per square meter (Merriam-Webster’s Collegiate Dictionary, 2005). Light
readings were captured in every five minutes for the duration of the experiment and
stored on a portable laptop computer. The two simulators were employed to provide the
two LD regimes. This allowed identical spectral outputs and light intensities for both
regimes. Light intensity maximum was slightly higher than that of a typical cloudy day,
1200 LUX, which would adequately simulate natural conditions (Kohei and Schreude
2004).
Because 60 minutes was the maximum interval over which light could increase
and decrease, it was necessary to reduce the observation interval in order to increase the
precision of the estimate of threshold light intensity. Consequently, observations were
made every 20 minutes for four consecutive hours centered on the peak activity of the
behavior, which had been determined in previous experiments. Observations were made
on three consecutive days. Mating behavior was excluded from this part of the study, and
only oviposition behavior was investigated.
A randomized complete block experimental design was established. Three
rearing cages were used per light regime, and three repetitions were completed over time.
One light regime consisted of lights following the standard on/off schedule. The other
light regime included simulated dawn/dusk with light increased and decreased over a 60
minute time period, beginning at the time of “lights” on and “lights off” in the other
regime. The phase angle observed in the on/off regime was then used to extrapolate back
from the oviposition peak observed in the dawn/dusk regime to the light intensity
threshold. All materials and methods used to stock containers, as well as conditions
under which containers were held were identical to those used in the previous section,
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Determination of Phase Angle Shift. Insects were held in new simulator conditions for
three days prior to observations to allow for acclimation of the insects to a new lighting
environment.
Oviposition packets were collected and replaced with new packets at 20 minute
intervals 2:00 p.m. to 6:00 p.m., for three consecutive days. These times were selected
based upon peak egg lay which occurred at 4:00 p.m. Total eggs laid per packet were
counted and recorded along with the corresponding time of day. Repeated measures
ANOVA was used to determine significance of time of day in PROC REG. Nonlinear
regression was used to estimate lux intensity (I) in PROC NLIN using the following
equation: I = a / (1 + b*ct-6); Where: I = intensity (lux), t = time, a = maximum intensity,
b = normalized gain in intensity, c = maximum rate of increase of intensity. Standard
errors of the parameter estimates were compared using a standard t-table. All tests were
run at the 0.05 level of significance in SAS® version 9.2.Repeated measures regression
was used to find the best fit model in Proc Reg. All tests were run at the 0.05 level of
significance in SAS® version 9.2.
Results and Discussion
Determination of Phase Angle Shift
With lights on at 6:00 a.m., no shift in the peak activity between 16:8 and 12:12
LD for either oviposition or mating behaviors was observed (Figs. 5.1, 5.2). For both
behaviors, repeated measures ANOVA was used to test for interaction between
photoperiod (LD) and observation time (Hour). The presence of significant interactions
(Table 5.1 and Table 5.2) warranted further analyses being applied to each photoperiodic
regime separately.
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Table 5.1

Oviposition ANOVA results for experiment 1: 16:8 LD vs. 12:12 LD

Effect

DF

F-Value

P-Value

LD

423

35.30

<0.0001

Hour

423

263.39

<0.0001

Hour * LD

423

11.37

0.0008

Hour * Hour

423

294.89

<0.0001

Hour * Hour * LD

423

1.72

0.1907

Table 5.2

Mating ANOVA results for experiment 1: 16:8 LD vs. 12:12 LD
Effect

DF

F-Value

P-Value

LD

423

20.98

<0.0001

Hour

423

103.31

<0.0001

Hour * LD

423

0.20

0.6521

Hour * Hour

423

508.27

<0.0001

Hour * Hour * LD

423

38.32

<0.0001
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Figure 5.1

Experiment 1 average oviposition for both photoperiod regimes

Figure 5.2

Experiment 1 average mating pairs for both photoperiod regimes

In order to determine whether the phase angle (∆ψ) shifted significantly between
the two photoperiods, a non-linear regression was used to estimate this parameter. The
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parameter estimates were then compared using a two-tailed, z-test at 0.05 level of
significance. All nonlinear models were significant, as summarized in Table 5.3. The
parameter estimates are reported in Tables 5.4 and 5.5.
Table 5.3

Summary statistics for nonlinear regression models, experiment 1
Mating

Oviposition

16:8 LD

F-Value
46.89

d.f.
3,68

p-value
<0.0001

F-value
20.71

d.f.
3,68

p-value
<0.0001

12:12 LD

28.21

3,68

<0.0001

20.22

3,68

<0.0001

Table 5.4

Nonlinear regression oviposition parameter estimates for phase angle (ψ)

Photoperiod
16:8 LD
12:12 LD
.
Table 5.5

Estimate
16.5
16.1

Std Error
0.901
0.919

95% Confidence Limits
18.3
14.7
17.9
14.3

Nonlinear regression mating parameter estimates for phase angle (ψ)

Photoperiod
16:8 LD
12:12 LD

Estimate
10.7
10.1

Std Error
0.694
0.880

95% Confidence Limits
9.3
12.1
8.4
11.8

Neither behavior showed a significant phase angle shift between the two
photoperiodic regimes (Mating: Z = 0.54, p < 0.05; Oviposition: Z = 0.31, p < 0.05).
These results clearly show that no shift in peak activity occurred between the two
different photoperiodic regimes for either behavior. Peak oviposition occurred 10 hours
after lights turned on at 6:00 a.m. for both the 16:8 LD and 12:12 LD cycles. Similarly,
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peak mating activity occurred four hours after lights on for both 16:8 LD and 12:12 LD
cycles.
The absence of phase angle shifts could be because oviposition and mating
behaviors are not truly circadian rhythms. However, in light of the fact that both
behaviors demonstrated all criteria necessary to be classified as circadian rhythms, an
alternative explanation was tested: the hypothesis that L. lineolaris responds to the
“lights on” signal only. In this scenario, the behaviors could still be classified as
circadian rhythms that re-set to a particular phase at lights-on, rather than being shifted
by a phase-dependent amount. If lights-off had no effect, this hypothesis would also
explain the ability of the behaviors to free-run in continuous darkness (DD) with a period
of approximately 24 hours. Other “clocks” measuring daylength, as opposed to
measuring both day and nightlength, have been reported for Pyrrhocoris apertus
(Hemiptera: Pyrrhocoridae) (Saunders 1986), and spider mites (Vaz Nunes and Veerman
1979). While the accepted theory is that phase shifts in circadian time occur at both
lights on and lights off, Aschoff (1969) showed that diurnal animals tended to entrain to
dawn signals, while nocturnal animals entrained to dusk, which supports our hypothesis.
Due to the fact that L. lineolaris is strongly diurnal, it is consistent that this species seems
to synchronize with “dawn” rather than “dusk”.
The experiment with “lights off” held at 10:00 p.m. for both 16:8 and 12:12 LD
photoperiods resulted in shifts in time of peak activity for both behaviors (Figs. 5.3 and
5.4). Once again, repeated measures ANOVA was used to test for treatment effect (LD
regime) interactions in both behaviors. Significant interactions were present (Table 5.6
and 5.7), therefore the photoperiodic regimes were analyzed separately.
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Table 5.6

ANOVA results for oviposition experiment 2: 16:8 LD vs. 12:12 LD

Effect

DF

F-Value

P-Value

LD

423

35.30

0.0038

Hour

423

263.39

<0.0001

Hour * LD

423

11.37

0.0007

Hour * Hour

423

294.89

<0.0001

Hour * Hour * LD

423

1.72

0.1991

Table 5.7

ANOVA results for mating experiment 2: 16:8 LD vs. 12:12 LD
Effect

DF

F-Value

P-Value

LD

423

20.98

0.0016

Hour

423

103.31

<0.0001

Hour * LD

423

0.20

0.5732

Hour * Hour

423

508.27

<0.0001

Hour * Hour * LD

423

38.32

<0.0001
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Figure 5.3

Experiment 2 average oviposition for both photoperiod regimes; points at
0,4,26,28,50,and 52 are missing observations

Figure 5.4

Experiment 2 average mated pairs for both photoperiod regimes; points at
0,4,26,28,50,and 52 are missing observations
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All nonlinear models were significant, as summarized in Table 5.8. The
parameter estimates are reported in Tables 5.9 and 5.10.
Table 5.8

Summary statistics for nonlinear regression models, experiment 2
Mating

Oviposition

16:8 LD

F-Value
86.77

d.f.
3,68

p-value
<0.0001

F-value
32.10

d.f.
3,68

p-value
<0.0001

12:12 LD

44.34

3,68

<0.0001

12.04

3,68

<0.0001

Table 5.9

Nonlinear regression oviposition parameter estimates for phase angle (ψ)

Photoperiod
16:8 LD
12:12 LD

Table 5.10

Estimate
16.5
19.3

Std Error
0.688
0.989

95% Confidence Limits
15.1
17.8
17.4
21.2

Nonlinear regression mating parameter estimates for phase angle (ψ)

Photoperiod
16:8 LD
12:12 LD

Estimate
9.9
14.5

Std Error
0.421
0.611

95% Confidence Limits
9.1
10.7
13.3
15.7

A significant phase shift was observed in both behaviors (Figs. 5.7 and 5.8)
(Mating: Z = 6.15, p < 0.0001; Oviposition: Z = 2.36, p <0.05). In addition, the
observed phase shifts were not significantly different from four hours (Mating: Z = 0.75,
p >0.05; Ovipostion: Z = -0.96, p > 0.05). The results support the hypothesis that L.
lineolaris was responding to a “lights-on” cue, re-setting its phase with “dawn”.
Consequently, the next logical step was determining the light intensity level that L.
lineolaris perceives as “lights-on”.
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Determination of Light Intensity Threshold
Oviposition times were compared under standard lights on/off and under
simulated dawn/dusk conditions. It has been suggested that the gradual change of light
during dawn and dusk is a more reliable timing signal than the on/off signals found in
laboratory environments (DeCoursey 1989, Remmert 1978). Fleissner and Fleissner
(2002) stated that dawn/dusk experimental conditions must simulate the physiological
range of light intensity experienced under natural conditions. They found that if the light
was too bright or the transition between light and darkness too steep, synchronization was
not different from that achieved with on/off programs; and if the transition between light
and darkness was too slight, the rhythm free-ran. In this experiment, the change in light
intensity over the course of an hour (the maximum time period possible) was gradual and
sigmoid (Fig. 5.5).

Figure 5.5

Average light intensity levels corresponding to “dawn”
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The data were then subjected to a repeated measures ANOVA to determine if
observation time was significant. For both the on/off and dawn/dusk groups, time of day
was determined to be significant with respect to peak oviposition (Table 5.11 and 5.12)
Table 5.11

ANOVA results for standard On/Off group

Source
Model
Error
Corrected Total

Table 5.12

DF
2
348
350

SS
488.50
3726.86
4215.37

MS
244.25
10.71

F-Value
22.81

P-Value
<0.0001

ANOVA results for Dawn/Dusk group

Source

DF

SS

MS

F-Value

P-Value

Model

2

826.35

413.17

31.10

<0.0001

Error

348

4623.55

13.29

Corrected Total

350

5449.90

A shift is apparent between on/off and dawn/dusk groups (Figs. 5.6 and 5.7). The
observation times at 20 minutes were numbered in order starting with “1” for statistical
analysis. A repeated measures regression was applied to the data to find the best fit
model, and to estimate time of peak oviposition. Regression results are also shown in
Figs. 5.6, 5.7, and 5.8.
For the On/Off group, peak egg lay occurred at 4:40 p.m., close to the peak of
4:00 p.m., which had been observed in previous periodicity experiments. The estimated
oviposition peak was 4:14 p.m., calculated using regression parameters as follows:
On/Off Solution: Y = -0.45196 + 1.35009 * T – 0.0878 * T2, 0 = 1.35009 –
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2(0.08780)T, 1.35009 = 0.1756 T, T = 7.688 ~ 7.7 in the time sequence. In the numbered
time sequence, 7 corresponded to 4:00 p.m. and 8 corresponded to 4:20 p.m. Therefore
7.7 is equal to 4:14 p.m (SE = 34 min.). For the simulator group, peak egg lay occurred
between 4:40 and 5:00 p.m. The estimated oviposition peak was at 4:46 p.m. This was
calculated using regression parameters as follows: Simulator Solution: Y = -0.54856 +
1.34848 *T – 0.0726 * T2, 0 = 1.34848 – 2(0.07261)T, 1.34848 = 0.14522 T, T = 9.28577
~ 9.3 in the time sequence.
In the numbered time sequence, 9 corresponded to 4:40 p.m. and 10 corresponded
to 5:00 p.m. Therefore 9.3 is equal to 4:46 p.m. (SE = 51 min.), which is 32 minutes later
(SE = 61 min.; t (24) = 0.53, p >0.05) than the on/off group. A delay is expected if L.
lineolaris were responding to a light intensity threshold. If the on/off group immediately
responded to the “ lights on” signal at 6:00 a.m., it would follow that the dawn/dusk
group would respond later when the threshold intensity for perception of light was
reached.
The time 6:32 a.m. ( = 6.533 h) corresponds to a light intensity of 28 lux based on
the nonlinear model of light intensity generated by the dawn/dusk simulator as a function
of time (Table 5.14). However, the lack of statistical significance from zero of the 32
minute time lag precludes statistical significance from zero of the estimate of 28 lux for
the threshold of light perception.
Table 5.13

NLIN model for estimating threshold light intensity

Source
Model
Error
Corrected Total

DF
3
195
198

SS
1.173E8
496214
1.178E8

MS
39101464
2544.7
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F-Value
15365.9

P-Value
<0.0001

Table 5.14

NLIN model parameters for estimating threshold light intensity

Parameter

Estimate

Std. Error

a

1175.0

7.0405

1161.1

1188.9

b

3734.3

882.3

1994.2

5474.5

c

0.000208

0.000052

0.000106

0.000311

Figure 5.6

Predicted oviposition for On/Off group

(F = 7.33; d.f. = 1, 338; p = 0.0071)
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95% Confidence Limits

Figure 5.7

Predicted oviposition for Dawn/Dusk group

(F = 46.59; d.f. = 1, 338; p<0.0001)

Figure 5.8

Predicted oviposition for both On/Off

(F = 7.33; d.f. = 1, 338; p = 0.0071) and Dawn/Dusk (F = 46.59; d.f. = 1, 338; P<0.0001)
groups
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Summary
It was determined that L. lineolaris did not exhibit a phase shift in mating and
oviposition behaviors under different photoperiods when “lights-on” was held constant.
However, when the timing of “lights-on” was altered, a significant four-hour shift in peak
behaviors occurred. It was also determined that L. lineolaris did not perceive light until it
reached a level of 48 lux. These results support the hypothesis that L. lineolaris were
responding to “dawn”, rather than “dusk” signals, and were re-setting their phase to
“lights on”. This exact situation was not found in the literature, but reports of different
species responding to “dawn” over “dusk” was: Pyrrhocoris apertus (Hemiptera:
Pyrrhocoridae) (Saunders 1986), and Tetranychidae (spider mites) (Vaz Nunes and
Veerman 1979). These studies did not show an absence of “dusk” synchrony, they only
reported a preference for “dawn”. Aschoff (1969) showed that diurnal animals tended
to entrain to dawn signals, while nocturnal animals synchronized with dusk. Since L.
lineolaris are strongly diurnal, it is logical that they would follow this pattern.
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CHAPTER VI
CONCLUSION

The goal of this project was two-fold; to improve standard rearing practices for L.
lineolaris, and to fill in a small portion of the information void concerning L. lineolaris
behaviors. A large amount of research has been done on efficacy studies and various
methods for control, but very little research has been conducted on L. lineolaris biology.
All successful long-term control depends upon a thorough understanding of the pest in
question. By providing a small portion of this information through this study, it is hoped
that future behavioral research will be stimulated and long-term control measures will
become more successful as a result. Additionally, by improving standard rearing
practices, reliable quantities of healthy specimens can be produced to meet future
research needs.
Improving rearing methods was accomplished in three areas: 1. Estimating the
optimal stocking rate to maximize production capacity while maintaining acceptable
insect quality as a function of photpoperiodic regime, 2. Estimating fecundity at the
optimal stocking rate and photoperiodic regime, and 3. Determining the timing of
oviposition, mating, feeding and egg hatch, under the optimal stocking rate and
photoperiodic regime. A stocking rate maximizing production of females was
determined (8.93 +/- SE = 2.54 egg packets/container). It was also determined that
average female weight significantly declined as stocking rate increased. Therefore, a
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lower stocking rate of six oviposition packets is recommended as a compromise between
productivity and product quality appropriate for many rearing purposes. It was found that
the stocking rate was not affected by photoperiod, which is useful information for rearers
who alter photoperiods based on individual system needs.
Females produced an average of zero to seven eggs per day over the course of
their lifetime, and an average of 83.49 eggs (+/- SE = 9.4) over the course of a single
female’s lifetime. This number was somewhat lower than average due to the Nosema
spp. infection. Fecundity data can be used by rearers as a measure of fitness, allowing
them to gauge the overall vigor of their colony.
Out of the behaviors/activities of L. lineolaris tested in this study, oviposition,
mating and nymphal feeding were determined to be periodic with respect to time of day,
while adult feeding and egg hatch were not. Peak oviposition occurred ten hours after
lights on. Peak mating occurred four hours after lights on. Due to the photoperiodicity of
these behaviors, they were selected for further study to the determine the presence of
endogenous control by circadian rhythms. While nymphal feeding was periodic with
respect to time of day, the incidence of feeding declined over three consecutive 24 hour
periods. This may have been due to changing nutritional requirements as the nymphs
molted. Nymphal feeding was not selected for further circadian rhythm study.
Time of day was not significant with respect to egg hatch. None of the five age
cohorts tested were cyclic with respect to photoperiod, therefore it was concluded that
egg hatch in L. lineolaris was not under circadian control. Data analyses suggested that
the timing of egg hatch is a physiological event, determined by developmental time
requirements, or hours after oviposition. For all oviposition cohorts, hatching began
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between 172-180 hours after oviposition, regardless of the phase of the photoperiod at
which oviposition occured. Egg hatch was therefore excluded from further circadian
rhythm study. Knowing when eggs are likely to hatch, based on hours after oviposition,
will be extremely useful to rearing systems. For example, it could allow rearers to
produce large quantities of test subjects that are all in the same stage growth stage.
Periodicity information has the potential to facilitate improvement in rearing
systems for L. lineolaris, which is desirable for the development of effective, long-term
control. Knowing when a certain behavior peaks, for this pest, can be extremely useful to
rearers. For example, knowledge of time of peak oviposition could provide rearers with
the ability to maximize production levels and/or more efficiently create stockpiles in case
of colony collapse. By providing rearers with mating periodicity information disturbance
levels can be minimized and mating success potentially increased. Laboratory tests
concerning reproductive refractoriness, mating status, or gonadal activity could all
potentially benefit from mating periodicity data as well.
The second over-all goal of this project was to contribute baseline data on L.
lineolaris behaviors. This was done by determining if oviposition and mating behaviors
were controlled by endogenous circadian rhythms. Oviposition and mating behaviors of
L. lineolaris were periodic with respect to photoperiod, demonstrating the ability to be
entrained to a periodic environmental factor. They also both exhibited the ability to freerun in continuous darkness, which attested to the endogenous nature of the periodicity.
Both behaviors had free-running periods (τ) that were slightly less than the entrainment
period of 24 hours, though these were not statistically different from 24 hours. Finally,
both behaviors displayed temperature compensation, maintaining periodicity under an
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altered temperature (21.1˚C vs. 26.6 ˚C). These data support the hypothesis that
oviposition and mating behaviors in L. lineolaris are circadian in nature.
The final phase of this research project was to demonstrate phase angle shift for
the behaviors that met circadian rhythm criteria. No shifts in mating and oviposition
rhythms occurred between 16:8 and 12:12 LD, when timing of “lights on” was held
constant. It was hypothesized that L. lineolaris were responding to “dawn”, rather than
“dusk” signals, and using “lights on” to initiate a phase re-set. Therefore, a second
experimental run, which altered when lights came on , 6:00 a.m. for 16:8 LD and 10:00
a.m. for 12:12 LD, was run. In both oviposition and mating behaviors peak activity
shifted four hours later under the 12:12 LD conditions. Statitistical analyses showed that
these shifts were significant, and a phase angle shift was occurring. A third experiment
was run to determine if a light intensity threshold existed that L. lineolaris were
perceiving as “lights on”. This was done by simulating “dawn/dusk” conditions with an
electronic light intensity control unit. It was determined that L. lineolaris did alter peak
oviposition by 32 minutes, suggesting that light intensity did have an affect on their
behavior. A light intensity level of 48 lux was also determined to be the minimum
threshold for “light on” perception.
This study met the primary goals of improving standard rearing methods and
contributing important base-line data on L. lineolaris biology. Adding new behavioral
information to the body of literature surrounding L. lineolaris will increase understanding
of this pest, spur new research in similar areas, and hopefully build a stronger foundation
upon which future control efforts will successfully be launched. Areas of future research
could include determining the type of circadian rhythm operative present in L. lineolaris.
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Vaz Nunes and Saunders (1999) listed various clock models and described the underlying
mechanism in each. Determining which systems control the rhythms identified in L.
lineolaris could contribute to other behaviours studies. Additionally, if L. lineolaris is
unique in its method of entrainment, understanding this system could shed light in
general circadian rhythms.
Other areas of research that could be stimulated from this study include
insecticidal efficacy studies utilizing the information on physiological time needed for
egg hatch. It is likely that efficacy would improve with application just prior to, or just
after, egg hatch when 1st instar nymphs are likely to be the most susceptible. Lack of
feeding periodicity determined in this study could be further tested with the aid of
Electical Penetration Graph (EPG) equipment to determine exactly when a probe of the
stylet is occurring and to determine if stylet probing times are similar to those reported
for L. hesperus. Finally, stocking rates, fecundity data, and mating and oviposition
periodicity data generated in this study could be adapted as standard operating procedures
to improve the efficiency and effectiveness of rearing L. lineolaris.
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