We study the memory-type null controllability property for wave equations involving memory terms. The goal is not only to drive the displacement and the velocity (of the considered wave) to rest at some time-instant but also to require the memory term to vanish at the same time, ensuring that the whole process reaches the equilibrium. This memory-type null controllability problem can be reduced to the classical null controllability property for a coupled PDE-ODE system. The later is viewed as a degenerate system of wave equations, the velocity of propagation for the ODE component vanishing. This fact requires the support of the control to move to ensure the memory-type null controllability to hold, under the so-called Moving Geometric Control Condition. The control result is proved by duality by means of an observability inequality which employs measurements that are done on a moving observation open subset of the domain where the waves propagate.
Introduction
This paper is devoted to analyzing the controllability properties of the following model for wave propagation involving memory terms: in Ω.
(1.1)
is a given bounded domain with a C ∞ smooth boundary ∂Ω 1 . System (1.1) is a controlled wave equation with a memory term entering as a lower order term perturbation, and the control being applied on an open subset O(t) of the domain Ω where the waves propagate. The support O(t) of the control u(·) at time t may move in time. This is reflected in the structure of the control in the right hand side of the equation where χ O(t) = χ O(t) (x) stands for the characteristic function of the set O(t). The state of the system is given by (y, y t ) and the initial state by (y 0 , y 1 ). The control u ∈ L 2 (O) is an applied force localised in O(t), where O ≡ {(t, x) | t ∈ (0, T ), x ∈ O(t)} and T > 0 is the control time. We shall also employ the notation Q = (0, T ) × Ω and Σ = (0, T ) × ∂Ω.
The main contributions of this paper are as follows: i) To show that the system cannot be fully controlled if the support of the control does not move;
ii) To prove that the system can be controlled, if the control moves in a suitable manner that we shall make precise.
Evolution models involving memory terms are ubiquitous. Natural and social phenomena are often effected not only by its current state but also by its history. Some classical examples are viscoelasticity, non-Fickian diffusion and thermal processes with memory. In this setting, in view of the locality of partial differential operators, relevant models need to include nonlocal memory terms, leading to partial differential equations with memory. We refer readers to [4, 15, 28] and the rich references therein for more details.
The controllability problems for evolution equations with memory terms have been studied extensively in the literature (see [3, 12, 13, 16, 17, 20, 21, 23, 26, 27, 29] and the references therein). However, in most of the existing works the problem has been addressed analyzing whether the state can be driven to zero at time t = T , without paying attention to the memory term. But this is insufficient to guarantee that the dynamics can reach the equilibrium. Obviously, for an evolution equation without memory terms, once its solution is driven to rest at time T by a control, then it vanishes for all t ≥ T in the absence of control thereafter. This is not the case for evolution equations with memory terms.
To illustrate this fact, let us consider the following simple system:
Assume that v ∈ L 2 (0, T ) is a control such that η(T ) = 0. If we do not pay attention to the accumulated memory, i.e. if T 0 η(s)ds = 0, then the solution η(·) will not stay at the rest after time T as t evolves. In other words, to ensure that the system reaches the equilibrium η(t) = 0 for t ≥ T , it would be also necessary that the memory term reaches the null value, that is, T 0 η(s)ds = 0. The above example indicates that the correct notion of control of the system (1.1) at time t = T should require not only that y(T ) ≡ y t (T ) ≡ 0, (
1 C ∞ regularity is assumed to simplify the presentation although most of the results of the paper hold for less regular boundaries 2 as considered in the existing literature, which is actually a partial controllability result, but also T 0 M(T, s)y(s)ds = 0.
(
1.4)
This paper is devoted to a study of the above property that we refer to as memory-type null controllability.
As in our previous work addressed to the heat equation ( [7] ) we shall view the wave model involving the memory term as the coupling of a wave like PDE with an ODE. This will allow us to show, first, that the memory-type control property cannot hold if the support O(t) of the control u(·) is time-independent, unless in the trivial case where O = Q. We shall then introduce a sharp sufficient condition for memory-type controllability, the socalled Moving Geometric Control Condition (MGCC, for short). Inspired by the classical Geometric Control Condition (GCC, for short) introduced in [2] for the control of the wave equation, the MGCC takes into account that the ODE component of the system introduces characteristic rays which do not propagate in space and time. Accordingly, the support of the control set O(t), moving in time, has to ensure that it observes all rays of Geometric Optics for the wave equation, but also that it covers the whole domain Ω on its motion.
In the recent work [18] it has been shown that the classical GCC suffices for the control of the wave equation (without memory terms), even when the support of the control moves. The main result of our present paper shows that, under the stronger MGCC condition, the memory term can also be controlled. For this to hold some technical assumptions on the memory kernel will be required.
The memory wave equation (1.1) is well posed in a suitable functional setting that we describe below.
(Ω), and denote by V ′ the dual space of V with respect to the pivot space L 2 (Ω). It is easy to see that
(Ω) topologically and algebraically. Define an unbounded linear operator A on L 2 (Ω) as follows:
System (1.1) is well-posed, as stated in the following result:
We refer to the Appendix at the end of the paper for a proof of Proposition 1.1.
We are now ready to define the property of memory-type controllability.
Definition 1.1 System (1.1) is said to be memory-type null controllable at time T if for any (y 0 , y 1 ) ∈ V × H 1 0 (Ω), there is a control u ∈ L 2 (O) such that the corresponding solution y satisfies that y(T ) = 0, y t (T ) = 0 and
The concept of memory-type null controllability for evolution equations with memory terms was introduced in [7] for controlled ODEs and parabolic equations with memory terms.
When M ≡ 0 the model under consideration reduces to the classical wave equation. But this paper is devoted to studying, mainly, the effect of the presence of a non-trivial memory term at the level of controllability.
At this point it is important to note that the property of memory-type controllability is not sufficient to ensure that the system to stay at the rest for t ≥ T . This actually depends on the structure of the memory kernel. For instance, if M(·, ·) ≡ 1, then, (1.7) ensures that y(t) = y t (t) = 0 for t ≥ T , provided that u(t) = 0 for t ≥ T . However, this is not the case for general kernels M(·, ·). A detailed analysis will be given later.
The rest of this paper is organized as follows. Section 2 is addressed to an analysis of the memory kernels. The main result of this paper, i.e., Theorem 3.1 will be presented in Section 3. In Section 4, we show that the memory-type null controllability of (1.1) can be obtained by the null controllability of a coupled system of a wave equation and an ODE with a memory term. Section 5 is devoted to the proof of Theorem 3.1. At last, in Section 6, we present some further comments and open problems.
Analysis of the memory kernels
We first give an example of memory system showing that, even for linear scalar ODEs, the final condition (1.7) does not suffice for the system to reach equilibrium.
Let us first consider the following controlled ODE:
Assume that there is a control v ∈ L 2 (0, +∞) with v(·) = 0 on (T, +∞), such that the corresponding solution η(·) to the system (2.1) satisfies that
Then, from (2.1), we have that
Now we show that for some kernels M(·, ·), (2.3) implies that η(·) = 0 on (0, T ). This shows that the memory-type null controllability cannot hold for this kind of kernels. To this end, let us first recall the following classical Müntz theorem (e.g. [1, 11] ).
be a strictly increasing sequence of real numbers with σ 0 = 0. Then the set span {s
With the aid of this lemma, we give below an example, which shows that (2.2) does not hold if η(0) = 0.
t . Then, from (2.2), we get that
This, together with the equation (2.1), implies that
Using (2.2) again, we find that
(2.6) According to (2.5) and (2.6), and noting that M(t, s) = (s + 1)
t , we see that
Let us take the derivative of the left hand side of (2.7) with respect to t and let
, it holds that
(2.8) By Lemma 2.1, it holds that
Since η(·) is continuous, we see that η(0) = 0.
The above example shows that the condition of memory-null controllability (1.7) does not guarantee that the solutions remain in equilibrium. But it suffices for a large class of memory kernels, including special cases such as M(t, s) = e α(t−s) with α ∈ R and M(t, s) = f (s). More generally, (1.7) suffices to guarantee that solutions remain in equilibrium for t ≥ T if the kernel M(t, s) satisfies 9) for all t 1 , t 2 and t 3 with 0 ≤ t 3 ≤ t 2 ≤ t 1 < ∞, and some function M(·, ·) ∈ C([0, ∞)×[0, ∞)). Indeed, if (2.9) holds, then for any σ > T ,
Therefore, if (1.7) and (2.9) hold, then the solution to (1.1) with the control u = 0 on [T, +∞) satisfies
It is clear that y = 0 is the unique solution to (2.10), which shows that the solution to (1.1) vanishes for t > T .
MGCC and the main result
We shall address the memory-type control problem through the dual notion of observability. For this purpose, we first introduce the following equation:
where 
). Our first result establishes the equivalence between the memory-type null controllability and the observability of this system. Proposition 3.1 System (1.1) is memory-type null controllable if and only if there is a constant C > 0 such that
where p(·) is the solution to the equation (3.1).
Although Proposition 3.1 is a Corollary of [7, Proposition 2.1], we shall give a proof in an Appendix at the end of this paper for the sake of completeness.
Observe that (3.2) is the usual observability inequality that in the context of wave equations is assured if the GCC is satisfied (See [31] for a discussion of other methods to achieve these observability inequalities for the classical wave equations). But note that in the classical literature of wave equations without memory, the adjoint system does not involve neither the memory term nor the non-homogeneous one containing q 0 . Of course, it is natural that the adjoint system involves a memory term. But the addition of the non-homogenous one is required in order to ensure also that the memory term is under control. This is a very important issue that requires a complete revision of the methods to get observability inequalities and, eventually, we need to impose the new condition MGCC.
In order to better understand the possibility that a system of the form (3.1) satisfies the observability inequality and how this needs of a moving control, as in our previous papers [6, 7] , we reduce this complex equation to a coupled system of simpler equations (see e.g. [9] for the use of these ideas in the context of well-posedness).
To present the idea, let us first consider the model case M(·, ·) ≡ 1.
Let z = t 0 y(s)ds. Then, the system (1.1) can be transformed into the following one:
Similarly, the adjoint system (3.1) can be reduced to the following system:
From the second equation in (3.4), we have that
Hence, the system (3.1) can be regarded as two coupled wave equations in which one of them degenerates, having null velocity of propagation. Enlightened by the Geometric Optics interpretation of the property of observability for the waves we could say that there are vertical rays in the (x, t) which evolve in time, without propagating at all in the space variable x. Thus, inspired by the necessity of the GCC for the control of waves ( [2] ), and in view of the presence of these vertical rays, if we want to establish an observability estimate for the solution to (3.1) from a cylindrical subset (0, T ) × ω ⊂ (0, T ) × Ω, the only possibility is that ω = Ω. This means that we have to act with the control on the whole domain Ω to control the system (1.1). But, of course, with applications in view, one is interested in controlling the system with a minimal amount of control and, in particular, minimizing its support. This motivates the use of moving control supports O(t).
This strategy was employed successfully in the study of the null controllability of viscoelasticity equations with viscous Kelvin-Voigt and frictional damping terms in [22, 6] .
Taking into account that the system under consideration combines vertical rays that require the control/observation support to move, but also wave components that propagate with unit velocity, following the classical laws of Geometric Optics, inspired by [6, 18] we introduce the following: 2. For all x 0 ∈ Ω, the vertical line {(s, x 0 ) | s ∈ R} enters into U before the time T and
Remark 3.1 The above Condition 2 needs that vertical rays, which do not propagate in space, also reach the control set and stay in it for some time. In practice this means that the cross section U(t) of U has to move as time t evolves covering the whole domain Ω.
Remark 3.2 Controllability with moving controls was previously studied with different purposes (See [5, 6, 7, 19, 30] and the references therein). For example, in [5] , the author used moving controls to obtain the exact controllability for the one dimensional wave equations with pointwise controls; in [19, 30] , the authors used moving controls to get the rapid exact controllability of wave equations; in [6] , the authors take advantage of moving controls to establish the null controllability of viscoelasticity equations with viscous Kelvin-Voigt and frictional dampings; particularly, in [7] , the authors employ the moving control to get the memory-type null controllability for heat equations with memory.
The main result of the paper, stated as follows, ensures the memory-type null controllability of the system (1.1) under the MGCC. 
Then the system (1.1) is memory-type null controllable. 4 Reduction of the memory-type null controllability problem to the null controllability problem of a coupled system
In this section, we reduce the memory-type null controllability problem of the system (1.1) to the null controllability problem of a suitable coupled system. For convenience, we first introduce some subsets of O as follows. For any ε > 0 and
Since O fulfills the MGCC, there exists an
(and hence O ε 0 ) still fulfills the MGCC.
Instead of (1.1), we consider the following controlled system:
where
Although there is still a memory term in the system (4.3), it appears in the ODE part, which is easier to handle, as we shall see below.
such that the corresponding solution (y, z) satisfies y(T ) = 0, y t (T ) = 0 and z(T ) = 0 in Ω.
Remark 4.1 Clearly, if z(0) = 0, then the solution y to (4.3) solves (1.1). Hence, the null controllability of (4.3) implies the memory-type null controllability of (1.1). On the other hand, the null controllability of (1.1) implies a partial null controllability of (4.3) (with z 0 = 0).
To study the null controllability of the system (4.3), let us introduce the adjoint system:
The memory term in (4.4) is also in the ODE part. But, as we shall see later, it only leads to a term which can be got rid of by a classical compactness-uniqueness argument. 
By means of the standard duality argument, we can obtain the following result. The left hand side of the inequality (4.5) contains terms involving norms in negative Sobolev spaces, which makes the analysis harder. Therefore, we first consider the controllability and observability problems for (4.3) and (4.4), respectively, in the following alternative functional setting. 
we can obtain the null controllability of the system (4.3) in the sense of Definition 4.1.
We have the following result. ii) The system (4.3) with initial data in
We refer to Subsection 5.1 for a proof of Proposition 4.2. By Proposition 4.2, to get the null controllability of (4.3) with initial data in
, we only need to establish the inequality (4.7), which is true according to the following theorem. (Ω)×V is initially observable on O with the weight ρ. Moreover, when M(·, ·) is a nonzero constant, one cannot replace the term |ρp| H 2 (O) (in the right hand side of (4.7)) by |ρp| H s (O) for any s < 2.
We refer to Subsection 5.2 for a proof of Theorem 4.1. By Proposition 4.2 and Theorem 4.1, we can obtain the following null controllability result for the system (4.3).
Corollary 4.1 Suppose that O fulfills the MGCC and that the memory kernel M satisfies the condition (3.6). Then the system (4.3) with initial data in
As shown in [10] , if the initial datum is more regular, then we can choose more regular control functions.
Corollary 4.2 Suppose that O fulfills the MGCC and that the memory kernel M satisfies the condition (3.6). Then the system (4.3) is null controllable.
Remark 4.3
We can obtain the memory-type null controllability for the system (1.1) as an immediate corollary of Corollary 4.2, and via which, Theorem 3.1 follows.
Proof of Theorem 3.1
This section is addressed to the proof of Theorem 3.1. To complete this task, as we have shown in Section 4, we only need to prove Corollary 4.2. We first prove Proposition 4.2 and Theorem 4.1.
Proof of Proposition 4.2
Proof of Proposition 4.2 : i)⇒ii). Denote by Y the Hilbert space which is the completion of
with respect to the norm
where p solves (4.4) with the final datum (p 0 , p 1 , q 0 ).
. Indeed, if p, q is a solution to (4.4), then it also solves the following equation:
This, together with the well-posedness of (5.2), implies that
This, together with (
, and define a functional J : Y → R by
where (p, q) solves (4.4) with the final datum (p 0 , p 1 , q 0 ) ∈ Y. Clearly, J(·, ·, ·) is continuous and strictly convex. From (4.7), we have that
7) where C 1 and C 2 are independent of (p, q).
By (5.7), J(·, ·, ·) is coercive. Thus, J(·, ·, ·) admits a unique minimizer (p 0 ,p 1 ,q 0 ) in Y. Denote by (p,q) the solution to (4.4) with the final datum (p 0 ,p 1 ,q 0 ). Then, for any
(5.8)
We claim that
To see this, writep
From the definition of Y, we see that
, similar to the proof of (5.3) and (5.5), we have
This implies that
Since (p,q) is the solution to (4.4), it is easy to see that (ρp, ρq) satisfies
in Ω.
(5.14)
According to (5.11) and (5.14), we get that (p,q) solves
(5.15) From (4.4) and (5.13), we see that
(5.16) Similarly, we can obtain that
It follows from (5.15) and (5.18) thatq
By means of (5.12), we find that 
By multiplying the first equation of (4.3) by p and by integrating by parts, one has that
It follows from the second equations in (4.3) and (4.4) that
ds.
(5.26) According to (5.24)-(5.26), we have that 28) which implies that
ii)⇒iii). Since the system (4.3) is null controllable, for any given (y 0 , y
driving the corresponding solution to the rest. From the proof of (5.27), we have that
as follows:
where (p(0), p t (0), q(0)) is the value at time t = 0 of the solution to the equation (4.4) with the final datum (p 0 , p 1 , q 0 ). We now use the contradiction argument to prove that solutions to the equation (4.4) satisfy (4.8). If this was false, then, one could find a sequence {(p
, and denote by (p k ,q k ) the corresponding solution to (4.4) (with
and
In view of (5.29), we have that
By (5.31) and (5.33), we have that
Hence, by the Principle of Uniform Boundedness, the sequence {L(p
, which contradicts (5.32).
iii)⇒i). This is obvious. Hence we complete the proof of Proposition 4.2.
Proof of Theorem 4.1
Proof : Under the MGCC, we have that (see [18] for the proof)
For any t ∈ (0, T ) and x ∈ O ε 0 (t), it follows from (4.4) that 
From (5.34) and (5.37), we find that
Now we are going to get rid of the last term in the right hand side of (5.38) by a compactness-uniqueness argument, that is, we will prove the following inequality:
If (5.39) was false, then there would be a sequence {p
From (5.40), we know that there is a subsequence {p 
From (5.38), (5.40) and (5.41), we see that Clearly, (p * , q * ) given in (5.42) belongs to E. Consequently, E = {0}. Now we are going to prove that E = {0}, which is a contradiction. We claim that
Indeed, since p t = q = 0 in O ε 0 , it follows from (4.4) that
satisfies the MGCC, similar to the proof of (5.37), we obtain that By the energy estimate for the ODE part of (4.4) again, we have that Repeating the similar argument once more, we conclude (5.51). Next, we prove that E is a finite dimensional space. Let
Then, there is a subsequence {p
Therefore,
From (5.38), we have that
This, together with (5.57), implies that
Hence, dim E < ∞. For any (p, q) ∈ E, by (5.51), noting O ε 0 fulfills the MGCC and q = 0 in O ε 0 , we see that q = 0 on Σ, and
Thus, (∆p, ∆q) is also a solution to (4.4) . Further, since
Hence (∆p, ∆q) ∈ E. Since E is a finite dimensional space, the operator ∆ has an eigenvalue λ ∈ C and an eigenvector (p,q) ∈ E \ {0}. We claim that λ = 0. Indeed, if λ = 0, then for any t ∈ (0, T ),
This concludes thatp (t) = 0 in Ω for all t ∈ (0, T ).
Then, from (4.4), we find thatq = 0 in Q. Hence (p,q) = 0, which is a contradiction.
Noting that this eigenfunction (p,q) solves (4.4), we get that
For a fixed t 0 ∈ (0, T ) and
Clearly,p (t, x 0 ) =q(t, x 0 ) = 0 for any t ∈ (0, T ).
Since MGCC holds, by the above argument, we can show that for any x ∈ Ω, p(t, x) =q(t, x) = 0 for any t ∈ (0, T ), that is,p =q = 0 in Q, which implies that E = {0}. This leads to a contradiction that (p * , q * ) is not zero. Therefore, we obtain (5.39). Now, we are going to get rid of the observation on q, i.e., the term |q| L 2 (O) in the right hand side of (5.39). Since
from (5.39), we obtain that
This, together with the energy estimate of (4.4), implies that
Finally, we prove that (5.63) is sharp, i.e., we show that
does not hold for any s < 2. Without loss of generality, let us assume that M(·, ·) = 1. We achieve this goal by a contradiction argument. Denote by {λ j } ∞ j=1 (with 0 < λ 1 < λ 2 ≤ · · · ) the eigenvalues of A (defined by (1.5)) and {ϕ j } ∞ j=1 with |ϕ j | L 2 (Ω) = 1 (j ∈ N) the corresponding eigenvectors. Put
Since λ j → +∞ as j → +∞, we know that there is a constant j 0 > 0 such that for all j ≥ j 0 ,
Further,
Thus, (p j , q j ) is a solution to (4.4). For any j ≥ j 0 ,
On the other hand, for any j ∈ N,
From (5.62), (5.68) and (5.69), we get that
which is impossible.
Proof of Theorem 3.1
Proof of Theorem 3.1 : We only need to prove Corollary 4.2, which, by Proposition 4.1, is equivalent to the following inequality:
Denote by (p,q) and (p, q) the solutions to (4.4) with the final data (p 0 ,p 1 ,q 0 ) and (p 0 , p 1 , q 0 ), respectively. From (4.4), we have that
By Theorem 4.1 and Proposition 4.2, we see that
Further comments and open problems
• Our strategy to prove Theorem 3.1 is to reduce the memory-type null controllability of (1.1) to the null controllability of the coupled system (4.3). Nevertheless, in order to obtain the memory-type null controllability of the system (1.1), one only needs the following observability estimate:
Theorem 4.1 concludes that (4.7) is sharp. However, the reason for this is that we put the term |q(0)| 2 L 2 (Ω) on the left hand side of (4.7). Indeed, to prove that (4.7) is sharp, we construct a sequence of solutions (p j , q j ) = e µ j t ϕ j , 1 µ j e µ j t ϕ j of (4.4), which show that the right hand side of (4.7) cannot be replaced by some |p| H s (O) for s < 2. Unfortunately, this argument fails to show that the right hand side of (6.1) cannot be replaced by some |p| H s (O) for s < 2. Whether the right hand side of (6.1) can be replaced by some |p| H s (O) for s < 2 is an interesting open problem.
• We have studied the memory-type null controllability of the wave equation with a memory term t 0 M(t, s)y(s)ds. It is more natural and interesting to study the same problem but for the system below:
in Ω, (6.2) where
Following the method used in this paper, we can introduce a coupled system:
However, we do not know how to establish the null controllability of (6.3) only if O = Q. Indeed, the adjoint system of (6.3) reads
(Ω) and q 0 ∈ V . If we follow the proof of Theorem 4.1, we get that |p|
and |∆q|
(6.5)
We do not know how to get rid of the last term in the right hand side of (6.5) since it is not compact with respect to the terms in the left hand of (6.5).
• Let us consider a special case for the control system (6.2) which fulfills the following assumption:
(A2) M(·, ·) ≡ 1 and for every x ∈ Ω, there are only two elements in {x}×(0, T ) ∩O.
23
We introduce the following system:
The system (6.6) is said to be null controllable with zero mean (with respect to t) controls if for any
If one can prove that the system (6.6) is null controllable with zero mean controls, then one obtains the memory-type null controllability of the system (6.2). In fact, if (z, w) is a solution to the system (6.6) with w 0 = y 0 , z 0 = y 1 + y 0 and z 1 = ∆y 0 + y 1 , then w is a solution to the system (6.2) with u(t, x) = t 0 ρ(s, x)v(s, x)ds. If v drives the solution of the system (6.6) to the rest at time t = T , then we have that Denote by H the Hilbert space which is the completion of C ∞ (O) with respect to the norm
Similar to the proof of Corollary 4.1, we can prove that there is a control v ∈ L 2 (0, T ; V ′ ) such that the corresponding solution satisfies that (z(T ), z t (T ), w(T )) = (0, 0, 0). However, we cannot show that
Indeed, by a duality argument as that in the proof of Proposition 4.2, one can deduce that to get (6.7), one needs to establish the following observability estimate:
Here p(·, ·) solves the following adjoint system of (6.6): (6.9) where p 0 ∈ V , p 1 ∈ H 1 0 (Ω) and q 0 ∈ V . On the other hand, although we do not know whether the inequality (6.8) is true, we remark that such kind of inequality holds for wave equations.
Consider the following wave equation:
(6.10)
We claim that there is a constant C > 0 such that
The proof of the inequality (6.11) is based on a compactness-uniqueness argument. Let us give a sketch here.
We first consider the case that (p 0 , p 1 ) ∈ V × H 1 0 (Ω) and prove that
Since O fulfills the MGCC, we have that
(6.13)
From (6.10), we have that
(6.14)
By (6.13) and (6.14), we obtain that
Now we show that we can get rid of the second term in the right hand side of (6.15) .
Assume that (6.12) is not true, then there is a sequence {(p
(Ω) such that the corresponding solution p k satisfies that
(6.16) This, together with (6.15), implies that for any k ∈ N,
Then, we know that for k large enough,
This implies that p k j converges strongly to p * ∈ H 1 (Q). (6.19) According to (6.18) and (6.19), we have that
Let us define a subspace X of H 2 (Q) as follows:
which satisfies that ∆(ρp)(t,
(6.21) Clearly, p * ∈ X . Now we are going to prove that X = {0}.
Similar to the proof of (5.51), we have that
Similar to the proof of that E is a finite dimensional space(see the proof of Theorem 4.1), we can show that X is finite dimensional.
Next, we claim that
Therefore, it holds that
This means p t ∈ X . Thus, (6.23) holds. Since X is finite dimensional, there is an eigenvalue λ and an eigenvector ϕ ∈ X of ∂ t . Noting that ϕ is a solution to (6.10), we get that
If λ = 0, then it follows from (6.24) that for any t ∈ (0, T ),
Thus, ϕ(t) = 0 in Ω for all t ∈ (0, T ), i.e., ϕ = 0 in Q.
Next, we consider the case that λ = 0. Since ∆ϕ t = 0 in O ε 0 , it follows from (6.24) that ϕ t = 0 in Ω ε 0 . Noting that ϕ t = λϕ, we have that ϕ = 0 in O ε 0 . This, together with the fact that ϕ is a solution to (6.10), implies that ϕ = 0 in Q. This leads to a contradiction to that X = {0}. Hence, (6.12) holds.
Now we deal with the case that (p
Denote by p andp the solution to (6.10) with the final data (p 0 , p 1 ) and (p 0 ,p 1 ), respectively. Clearly,
Thus, we know thatp = (−∆) −1 p. From (6.12), we have that
The inequality (6.25) with some standard arguments implies (6.11).
Nevertheless, the above argument for the proof of (6.11) cannot be applied to prove (6.8) . Indeed, we can prove that
However, the second term in the right hand side of (6.26) is not compact with respect to the terms in the left hand side of (6.26). Hence, we cannot employ a compactnessuniqueness argument to get rid of it.
• Our argument in Subsection 5.2 works well for time dependent memory kernels. However, it seems that it cannot be applied to wave equations with a space dependent memory kernel. For example, let us consider the following system:
in Ω. (6.27) Following the method used in this paper, we can introduce a coupled system:
in Ω, (6.28) and its adjoint system:
(6.29)
(Ω) and q 0 ∈ V . Similar to the proof of (5.38), we can obtain that
Then we do not know how to get rid of the last term in the right hand side of (6.30). Indeed, it seems that the compactness-uniqueness argument does not work since we do not know how to establish the desired unique continuation property for (6.29).
• We only consider the memory-type null controllability for the linear wave equation with a linear memory term. The same problems would be studied for wave equations with some nonlinear lower order terms or a nonlinear memory term. Nevertheless, the method of proof used in this paper, which allows dealing with linear equations with special memory kernels, does not apply in the nonlinear context. For example, let us consider the memory-type null controllability of the following semi-linear equation:
in Ω, (6.31) where f is a suitable nonlinear function.
Usually, the controllability of semilinear systems is achieved by combining a controllability for the linearized system of the nonlinear one and a fixed point method.
To do this, we should first consider a linear equation involving a (t, x)-dependent potential. However, the approach developed to derive the observability estimate for (4.4) does not apply in this case.
• We need the assumption (3.6) to prove the main result of this paper. We believe that the system (1.1) is still memory-type null controllable without (3.6). However, as we explain in Remark 3.3, it is really needed for our proof. How to establish the memorytype null controllability of the system (1.1) for continuous M(·, ·) is an interesting problem.
7 Appendix: Some Technical Proofs
Proof of Proposition 1.1
The proof is almost standard. We give it here for the sake of completeness. Denote by Z the space C([0, T ];
(Ω)) with the following norm:
where α is a positive real number whose value will be given below.
Clearly, According to (7. 3) and (7.4), we get that for any (p 0 , p
We deduce that y(T ) = 0, y t (T ) = 0 and T 0 M(T, t)y(t)dt = 0.
The "only if" part. We argue by contradiction. Assume that (3.2) was untrue. Then, there is a sequence {(p 
According to (7.5) , for each k ∈ N, it holds that is uniformly bounded in H −1 (Ω) × V ′ . It contradicts the second equality in (7.6) . This completes the proof of Proposition 3.1.
