Machine learning is a huge field of study in computer science and statistics dedicated to the execution of computational tasks through algorithms that do not require explicit instructions but instead rely on learning patterns from data samples to automate inferences. A large portion of the work involved in a machine learning project is to define the best type of algorithm to solve a given problem. Neural networks -especially deep neural networks -are the predominant type of solution in the field. However, the networks themselves can produce very different results according to the architectural choices made for them. Finding the optimal network topology and configurations for a given problem is a challenge that requires domain knowledge and testing efforts due to a large number of parameters that need to be considered. The purpose of this work is to propose an adapted implementation of a well-established evolutionary technique from the neuroevolution field that manages to automate the tasks of topology and hyperparameter selection. It uses a popular and accessible machine learning framework -Keras -as the back-end, presenting results and proposed changes concerning the original algorithm. The implementation is available at GitHub (https://github.com/sbcblab/Keras-CoDeepNEAT) with documentation and examples to reproduce the experiments performed for this work.
Introduction
Evolutionary computation can be shortly described as the use of evolutionary systems as computational processes for solving complex problems [1] . As discussed in [1] , although one can trace its genealogical roots as far back as the 1930s, it was the emergence of relatively inexpensive digital computing technology in the 1960s that served as an essential catalyst for the field. The availability of this technology made it possible to use computer simulation as a tool for analyzing systems much more complicated than those analyzable mathematically.
But NEAT did not age well throughout the last decade, despite its remarkable success in multiple use cases [6] like the notorious discovery through NEAT of the most accurate measurement yet of the mass of the top quark, which was achieved at the Tevatron particle collider [11] -where the minimal structure was a lot more of a priority. Compared to state of the art in modern deep learning research, the networks generated by the original NEAT algorithm are easily surpassed in dimension and consequently effectiveness when compared to networks used in currently widespread problems like image recognition or text recognition. In these problems, thousands of nodes and hundreds of thousands to millions of connections are necessary to process information about complex data sources accordingly. The growth tendency in network dimensions comes directly from the availability of unprecedentedly cheap and powerful computing resources and large datasets, as seen in the latest years. This availability is not only reducing the need for minimal structures in standard neural networks but also resulting in the perfect conditions for the practical usage and consequent popularization of all sorts of creative solutions involving different approaches to the traditional neural network topology, such as deep networks, convolutional networks, LSTM networks, graph networks, relational networks and more, contributing to yet one more weakness in standard NEAT.
This rapid popularization of different types of neural networks brought into the neuroevolution field challenges to try new techniques by combining and expanding these varied components into appropriate topologies and configurations to solve problems even more effectively and is also referred to as the neural architecture search problem [12] . Adaptations in the traditional neuroevolution algorithms to face this evolving environment of possibilities and need for larger structures are popular at the moment [6] .
These adaptations can be seen in successful recent approaches like network generation and feature selection in highly dimensional datasets [13] , applications to the identification of gene expression patterns in cancer research [14] , reinforcement learning tasks [9] , learning policies for data augmentation [15] . There were also multiple successors of NEAT throughout the years, like the notorious HyperNEAT [16] , DeepNEAT, and CoDeepNEAT variations [17] , which are the focus of this work.
Motivation
Although there are implementations of algorithms like NEAT and its variations from their authors, they consist of self-contained code that can be expanded but presents barriers in terms of directly connecting to other popular Machine Learning frameworks that researchers, students, or scientists are more likely to be familiar with. Keras [18] , TensorFlow [19] , PyTorch [20] and other similar frameworks contain several functionalities that may come in handy when developing or analyzing machine learning models, which is a key element in validating the resulting models from neural architecture search algorithms in practical scenarios.
As of the moment of this work, both NEAT and HyperNEAT have been explored in public implementations 45 using these frameworks but few or lacking implementations of CoDeepNEAT have been found, presenting a direct opportunity to bring this method to a more accessible context. On the other hand, it is unclear from the original work [17] whether the algorithm is suitable for practical applications and can be used in simple hardware environments or not. Verifying these aspects allows us to identify possible improvements to the base algorithm, such as different crossover operations, or mutation operations. Additionally, having an implementation based on a broad framework facilitates these experiments for the overall scientific community.
With these aspects in mind, this work established the implementation of an algorithm based on CoDeepNEAT in an accessible and popular framework and adapted based on different approaches seen in the literature. The objective is to validate the complexity of the process of implementing such an algorithm and verifying in practice if this type of solution is useful without massive hardware requirements. The framework of choice for this implementation is Keras, a user-friendly and high-level Python package for machine learning development and management, as opposed to the low-level and complex usability found in other popular options like directly using TensorFlow or PyTorch, for instance. Still, the back-end used for Keras is TensorFlow.
Proposed methodology
The implementation requires the following fundamental working parts before initial testing:
• Genetic algorithm structure (to support iterations).
• Graph generation structure (to generate graphs for modules and blueprints).
• Module population management structure (to generate modules, manage speciation, fitness sharing).
• Blueprint population management structure (to generate blueprints, manage speciation, assembling, training, fitness evaluation, and fitness sharing). • Similarity metric and clusterization technique used for speciation (to compare individuals).
• Crossover technique used for reproduction (to evolve individuals through sexual reproduction).
• Mutations (to evolve individuals through asexual reproduction).
• Logging structure (to follow up the iteration process).
Additional modifications can be explored, such as:
• Alternative crossover operations.
• Alternative mutation techniques.
• Alternative similarity metrics.
Once the implementation was defined, initial experimentation used the MNIST [21] dataset. Final experiments were executed using the CIFAR-10 [22] dataset as done in the original paper to compare results and discuss the amount of time and computing power required for this approach considering academic use. Preliminary tests point that the required time for complete runs of the implementation using these datasets varies around 6 and 12 hours, considering limited hardware configurations and reduced parameters, which will be described in the process. Most of the computation necessary is dedicated to training the networks for fitness evaluation during evolution. Section 2 explores the required algorithms and concepts to develop the proposed work. Section 3 details the implementation and defines the usage of the concepts described in Section 2, while Section 4 describes the experiments performed using the implementation and discuss the results, comparing them to the original CoDeepNEAT experiments and highlighting possible improvements. This Section briefly describes the most important algorithms and concepts related to the execution of this work and similar works in the EML field. Most recurrent terms are explained here and referenced in the next sections.
Genetic algorithms
Genetic algorithms (GAs) are computational methods whose fundamental principle is the evolution of candidate solutions over iterations. Strongly based on behaviors of populations of biological organisms, they represent a predominant type of evolutionary algorithm (EA) in the evolutionary computation field, having been applied for decades in the solution of optimization problems since their first concrete description by J.H. Holland [23] .
As described in [24] , in nature, individuals in a population compete with each other for resources such as food, water, and shelter. Also, members of the same species often compete to attract a mate. Those individuals who are most successful in surviving and attracting mates will have relatively larger numbers of offspring. Poorly performing individuals will produce few or even no offspring at all. This means that the genes from the highly adapted or "fit" individuals will spread to an increasing number of individuals in each successive generation. The combination of good characteristics from different ancestors can sometimes produce "superfit" offspring whose fitness is higher than that of either parent. In this way, species evolve to become more and more well suited to their environment.
Adapting these concepts into a generalistic environment, standard GAs work with populations of "individuals" that represent solutions to a given problem. During multiple generations, these individuals are evaluated by a fitness function and are assigned a score. The scores are then used to decide what are the most "fit" individuals for reproduction or survival. Through reproduction, "offspring" is generated by combining the "genetic" features of their parents, occasionally generating better scoring solutions in the process. Individuals that are not fit enough for reproduction usually represent "bad" solutions, being less favored during the reproduction process and commonly replaced by new individuals.
With the iteration of generations, genetic features that produce good solutions are likely to spread across the population of individuals, being passed on to offspring generated through reproduction or only by preservation mechanisms such as elitism, which consists in preserving a portion of the best scoring solutions over generations. GAs tend to converge over generations to optimum solutions, but require attention to issues such as keeping diversity (or, in other words, avoiding solutions to become extremely similar genetic representations). To address these matters, additional techniques can be implemented, such as preserving groups of similar solutions as "species," or including "mutations" by altering genetic features in a defined fashion and consequently introducing changes to the populations. Pseudocode representing a standard procedure for GAs based on [25] can be seen in Algorithm 1, employing fitness evaluation, elitism, crossovers, and mutations to individuals over generations. Being a trendy algorithm branch, GAs have evolved into different approaches. They have been successfully applied to a wide variety of optimization problems, such as protein folding [26] , selection of subsets of features to represent classification patterns [27] , optimum container placement in container loading problems [28] , optimization of bank lending decisions [29] , increasing the longevity of wireless sensor networks [30] or approximating the mass of the top quark, which was achieved at the Tevatron particle collider through NEAT [11] .
Clustering algorithms
Clustering algorithms are a class of methods that focus on grouping or classifying representations of data in a common environment to sets of members called "clusters." They are well suited for data domains with no pre-defined classes, generating classifications based on custom metrics that evaluate the distance or similarity between the data samples.
The specific clustering method used in this study is K-means [31] , a popular partitioning algorithm based on specifying an initial quantity of groups, and iteratively reallocating objects among these groups until convergence. The algorithm assigns each data vector to the cluster whose center (also called "centroid") is nearest to the sample in the dimensional space that represents the data. The center is the average of all the points in the cluster, and its coordinates are the arithmetic mean for each dimension separately over all the points in the cluster [32] . Algorithm 2 adapted from [32] describes the standard procedure for K-means. Initialize the vectors of the K clusters (randomly, for instance); 3 while not converged according to tolerance do 4 for every sample vector in samples do 5 Compute the distance between the sample vector and every cluster's vector; 6 Re-compute the closest vector to the sample vector, using a learning rate that decreases in time; Return the clusterization; 10 end
After clusters are defined, new samples of data can be integrated without the need for recreating the clusters. This can be done simply by using the nearest centroid method, which is the execution of Algorithm 2 from the while step in line 3, without initializing the K clusters [33] .
In GAs, clustering algorithms can be applied to generate species or groups that share similar genetic information in the population. The species can be used in multiple strategies such as increasing population sizes without increasing the amount of fitness evaluations [34] , by evaluating one representative of the species at a time or ensuring diversity by preserving different groups of solutions, as in the case of NEAT [10] .
Artificial neural networks
Artificial neural networks (or directly "neural networks") are machine learning models composed of multiple informationprocessing units called "neurons," which are connected in different fashions to represent and approximate mathematical functions. Based on human biology, these models aspired to mimic the capability of the human brain to organize its structural constituents, known as neurons, to perform certain computations (e.g., pattern recognition, perception, and motor control) many times faster than the fastest digital computer in existence today [35] .
In practice, the neurons (also called nodes) that constitute neural networks are simple representations of mathematical functions that process the inputs they receive and output a value. They are composed of three main parts:
• A set of synaptic weights, each representing a value to be multiplied by the input signal of each connection they are assigned to.
• Summing junction, usually a linear combiner that sums the weighted input signals from the connections.
• Activation function, which models the output signal of the neuron to a defined amplitude. One of the most common activation functions, the sigmoid function, is represented in Figure 2 . Figure 1 : A visualization of the components of a neural network. Source: [35] .
In addition to the described components, Figure 1 also displays the presence of a bias factor. The bias has the effect of increasing or lowering the net input of the activation function, depending on whether it is positive or negative, respectively [35] . Figure 2 : A sigmoid function for varying slope parameter a. Source: [35] .
In mathematical terms, the neuron k depicted in Figure 1 is described in [35] by the three equations:
where x 1 , x 2 , ..., x m are the input signals, w k1 , w k2 , ..., w km are the respective synaptic weights of neuron k, u k is the linear combiner output due to the input signals;
where b k is the bias and v k is the resulting value from the summing junction after including the bias to u k ; and
where φ is the activation function, and y k is the output signal of the neuron. One example of an activation function is depicted in Figure 2 , where a sigmoid function is applied to an output signal generating a new output signal contained inside a restricted amplitude.
The interconnections of the signals inside neurons and between neurons can be easily represented as signal-flow graphs [36] , where the neurons are usually defined as "nodes." The connections can take multiple forms and are ruled by the synaptic weights. The synaptic weights that regulate these connections are subject to adjustments through procedures called "learning algorithms" and represent the knowledge acquired during the learning process. The learning algorithms are constituted frequently by the act of exposing the model to data samples and modifying the synaptic weights as the model "learns" the patterns of the data. This procedure of exposing the model to data and evaluating its response is called supervised learning, the most common approach to "training" neural networks to date.
Network architectures resulting from the interconnection of nodes can be classified in multiple definitions, but the most important initial taxonomies for this study are the feedforward networks and the multilayer feedforward networks. Feedforward networks are simply networks organized in a way that input nodes directly connect to output nodes to produce output signals, as in Figure 3a . Multilayered feedforward networks implement the same logic but include nodes in divisions called "layers," representing sets of nodes that connect to other layers. Intermediate layers are commonly addressed as "hidden layers." An example can be seen in Figure 3b , where the input nodes connect to an intermediate layer, which connects to the output layer. Figure 3 : Feedforward network structures. A classic feedforward network structure (a) and a classic multilayer feedforward network structure (b). Source: [35] .
From this initial notion of stacking layers was created, for example, the currently prevalent deep learning branch [37] in the machine learning field. Deep learning architectures are commonly characterized by the connection of multiple layers of neurons in neural networks that take profit from extracting different levels of patterns in the input data with each layer. These architectures have been applied to fields including speech recognition [38] , image classification [39] , natural language processing [40] , medical image analysis [41] and more, in some cases reaching levels of confidence superior to those of human experts [42] .
Neuroevolution algorithms
Neuroevolution is a field of study dedicated to the generation and improvement of neural networks using evolutionary algorithms (EAs). Traditionally associated with the generation of neuron weights through evolution, current approaches associated with the field focus on multiple aspects of the construction of a network, such as learning their building blocks (activation functions), hyperparameters (learning rates), architectures (number of neurons per layer, number of layers, and which layers connect to which) and even the rules for learning themselves [6] .
One famous neuroevolution approach called Neuroevolution of Augmenting Topologies [10] and some of its variations will be explored in the next subsections and exemplify some use cases that benefit from the capacity of EAs to find adequate solutions for very complex problems, like the weight search, topology search, and hyperparameter search topics for neural networks.
NEAT
Neuroevolution of Augmenting Topologies [10] , also called NEAT, is an algorithm designed for neural network topology construction. NEAT uses a genetic algorithm structure to generate small initial networks that evolve and grow over generations by adding neurons and connections and adjusting their weights to generate structures capable of performing well while keeping them minimal in size. This minimalist aspect of NEAT is one of its core differences to other neuroevolution algorithms, as it focuses on only adding neurons or connections when they have an active impact in the network's performance [10] .
Starting with an initial population of small networks based on a common topology, NEAT evaluates changes to these networks iteratively by adding and removing neurons and connections across generations. The algorithm defines the genome that describes the nodes and connections by a mechanism called genetic encoding, used in the operations that modify the network structures through classic genetic algorithm operators such as crossover and mutations.
Mutation operators in NEAT work by adding nodes and connections or by disabling existing connections, avoiding changes that affect the functionality of the network. Crossover operators, on the other hand, are a much more complicated operation as it requires vast exchanges of genetic information that may cause resulting networks not to work correctly. To solve this, NEAT implements a historical markings mechanism, identifying nodes and connections with numerical identifiers. Parts of networks that share the same origin will share the same identifiers. Thus the algorithm can recognize common structures in a simple way and exchange genetic information without generating defective networks ( Figure 4 ).
Figure 4:
NEAT crossover operation example. Although Parent 1 and Parent 2 look different, their historical markings (shown at the top of each gene) tell us which genes match up with which. Even without any topological analysis, a new structure that combines the overlapping parts of the two parents, as well as their different parts, can be created. Matching genes are inherited randomly, whereas disjoint genes (those that do not match in the middle) and excess genes (those that do not match in the end) are inherited from the more fit parent. Source: [10] .
Before applying crossover operations between networks, NEAT must ensure that the chosen networks are compatible to a certain degree. The algorithm manages this situation by applying a speciation technique to the population of solutions, dividing it in different species generated by similarity, allowing organisms to compete primarily within their niches instead of with the population at large. With this factor, different network topologies have a chance to evolve at their own pace instead of being instantly replaced by fast-converging networks that achieve better results in early generations.
After its conception, NEAT was used in a wide variety of use cases, especially in settings where small networks were required because of performance constraints, such as in robotics [43] , physics [11] , content generation for video games [44] and more, as well as inspiring multiple variations of its core ideas, as explored in the next subsections.
HyperNEAT
HyperNEAT or hypercube-based NEAT [16] is probably the major extension of NEAT to date and has become a complex topic on its own, inspiring multiple approaches based on its success. Using connective CPNNs (Compositional Pattern Producing Networks) to represent connectivity patterns as functions of the Cartesian space [16] , HyperNEAT exploits regularities in the data domain to evolve larger neural networks. In other words, the use of CPNNs enables indirect encoding, a principle based on attributing the discovery of patterns and regularities to the algorithm itself, relying as little as possible on direct encoding from designers.
Moreover, indirect encoding aims to access regularities not commonly addressed by conventional neural network learning algorithms, being capable of inferring constructions like, for instance, convolution. Examples of node configurations obtained using HyperNEAT are shown in Figure 5 . a three-dimensional configuration of nodes, (c) a "state-space sandwich" configuration in which a source sheet of neurons connects directly to a target sheet, and (d) a circular configuration. Different configurations are likely suited to problems with different geometric properties. Source: [16] .
HyperNEAT also means a breakthrough from NEAT by allowing the evolution of much larger neural networks than the previous algorithm. By abstracting the mapping of spatial patterns generated by small CPNNs into connectivity patterns, HyperNEAT allows the generated networks to be scaled in a customizable manner (up to millions of connections, for instance). It can better adapt to more complex applications such as evolving controller parts of legged robots [45] , learning to play Atari games [46] , combining SGD and indirect encoding for network evolution [47] and even directly evolving modularity of components [48] .
DeepNEAT and CoDeepNEAT
Alternatively, a more recent path taken from NEAT was the DeepNEAT variation and, subsequently, the CoDeepNEAT variation [17] . Both cases, which are very tied, differ from HyperNEAT in that they do not aim to learn connectivity from geometric regularities in the data, but instead in assembling nodes based more directly in adaptations of the fitness evaluation process of NEAT.
DeepNEAT can be summarized as an extension of NEAT that considers entire layers as genes instead of considering single neurons when forming structures. The focus now is to define compositions of layers instead of picking neurons and their connections one by one, generating larger and deeper networks suited to solving larger-scale problems than the ones NEAT was meant to solve in the past, while not minding the indirect encoding factor of HyperNEAT and considering pre-established components like different types of layers.
Similarly to the original NEAT algorithm, DeepNEAT follows a standard genetic algorithm structure to find its solutions: it starts by creating an initial population of individuals, each represented by a graph, and evolves them over generations. During these generations, the individuals are recreated by adding or removing structural parts (nodes and edges) from their graphs through mutation, while keeping track of changes through a historical markings mechanism. Using the historical markings, chromosomes are compared in every generation using a similarity metric, being classified into subpopulations called species. Each species is evaluated by the shared fitness of its individuals, calculated by a fitness sharing function. This shared score is used to evaluate the quality of the species in each generation. Finally, the surviving species evolve separately from each other through crossovers (exchanging genetic information) among its constituent individuals, and the next generation takes place.
The changes to the main algorithm of NEAT in how nodes now represent layers imply additional aspects that must be considered when defining a layer in DeepNEAT: what is the type of layer (convolutional, dense, recurrent), the properties of the layer (number of neurons, kernel size, stride size, activation function) and how nodes connect. This is handled by considering a table of possible hyperparameters as the chromosome map for each node and an additional table of global parameters applicable to the entire network (such as learning rate, training algorithm, and data preprocessing) [17] . This makes the algorithm not only define topological information but diverse network configurations more broadly.
Investing in the same perspective of focusing on layers instead of single neurons, CoDeepNEAT extends
DeepNEAT by dividing the construction of topology into two different levels: module chromosomes and blueprint chromosomes ( Figure 6 ). Modules are graphs representing a small structure of connected layers. Blueprints are graphs representing a composition of connected nodes that point to module species, which can be assembled into complete networks by joining a sample of the module species pointed by each node. In other words, instead of evolving network species, CoDeepNEAT evolves module species and blueprint species, which are assembled into networks. The algorithm is inspired mainly by Hierarchical SANE [49] but is also influenced by the component-evolution approaches called Enforced Sub-populations (ESP) [50] and Cooperative Synapse Neuroevolution (CoSyNE) [51] . Figure 6 : CoDeepNEAT network assembling for fitness evaluation. A visualization of how CoDeepNEAT assembles networks for fitness evaluation. Modules and blueprints are assembled together into a network through replacement of blueprint nodes with corresponding modules. This approach allows evolving repetitive and deep structures seen in many successful recent DNNs. Source: [17] .
Considering these two different chromosome types, CoDeepNEAT requires evolving separate populations for each one of them and scoring them individually. The genetic algorithm behind this is very similar to the one described for DeepNEAT, with the only effective changes being the population management and the assignment of scores by the fitness function. Instead of having one score for each individual and a shared score for the species, the score needs to be assigned to the blueprint and to the modules used in its composition and later shared between their respective species. At the same time, when modules are used in multiple blueprints, all the respective blueprint scores must be considered when assigning a score to a module (averaging them, for instance). Apart from these changes, CoDeepNEAT works very similarly to DeepNEAT while also bringing module evolution as an addition to the standard evaluation process.
The original paper presents results showing that CoDeepNEAT can indeed be implemented and generate high scoring networks for simple datasets such as CIFAR-10 and much more complex problems like image captioning using MSCOCO [52] . Of course, large datasets require longer training times and more computing resources, which lead CoDeepNEAT to be recently expanded to a platform called Learning Evolutionary AI Framework, or LEAF [53] , taking advantage of cloud computing services to parallelize the algorithm for demanding use cases like pulmonary disease detection on high-resolution chest x-ray images [54] .
Keras framework
Keras [18] is a popular 6 and high-level neural networks API, written in Python and capable of running on top of TensorFlow [19] and other lower-level frameworks. It was developed with a focus on enabling fast experimentation and allowed for easy and fast prototyping (through user-friendliness, modularity, and extensibility). Keras supports multiple types of neural network components 7 , such as dense layers, convolutional layers, recurrent layers, dropout layers, and supports combinations of them.
The framework automatically manages resources such as CPU and GPU, making efficient use of them. It also has implementations of activation functions 8 , optimizers 9 , metric calculations 10 and procedures needed to manage training sessions with ease.
Implementation
The general structure of Algorithm 3 is derived directly from the descriptions presented in the original NEAT paper [10] , the CoDeepNEAT paper [17] and its latest implementation, the LEAF platform [53] . Even though the algorithms are described in detail in the original work, a formal pseudo-algorithm is not specified. Thus the procedure described in Algorithm 3 is an abstraction of that description. Specific genetic algorithm parameters such as elitism rate, crossover rate, mutation rate, number of allowed species, the minimum and maximum number of individuals per species are not described in depth in the original work. They are implemented as adjustable parameters, as are the tables of possible components of modules (layer types, layer sizes, kernel sizes, strides, activation functions) and hyperparameters (learning rates, optimizers, loss functions).
The general procedures referenced in the algorithm are described in the following subsections, making references to algorithms described in Section 2.
Initializing populations
Populations in genetic algorithms are groups of a particular type of individual that will be evolved over generations (Subsection 2.1). Initializing populations requires a clear description of the involved entities that represent their respective individuals. In the case of the proposed algorithm, these individuals are module entities and blueprint entities, each one being initialized in their respective population (Subsection 2.4.3).
A typical graph design represents module and blueprint entities, only differing in the semantics of their nodes. Even though they represent different levels of abstraction of a single neural network, a standard graph generation procedure generates the graph structures of these entities. As both, they need to follow a shared set of rules designed to project a NN structure correctly. At the same time, they need to respect Keras's limitations when it comes to connecting layers properly.
The graph structures are generated according to the set of rules:
• The base structure of graphs are directed acyclic graphs that map the flow of signals from the input layer to the output layer.
• Graphs must follow the limitations established in parameter tables (as showed in Table 1 ), such as the allowed range of nodes.
• Graphs must have exactly one input node and one output node. Both nodes are used to connect graphs to other graphs, despite the internal structure of the graph. This connection takes place in Module to Module connections (in the case of Blueprint graphs) or Layer to Layer connections (in the case of Module graphs). This, in other words, implies the graph can only be connected through its input or its output, not through intermediate nodes.
• Nodes in graphs must receive at most two input edges. One input edge directed to an input node means the origin output node can be directly connected to the input node, but more than one input edges connecting to an input node require the inclusion of a merge procedure between them, merging the edges into a single connection, as Layers in Keras can only receive one input signal. For this purpose, Merge layers are implemented in Keras supporting the merging of two input signals each time, meaning that multiple input signals would require constructions of multiple Merge layers. For simplification purposes, this rule guarantees we only have one or two input edges at a node.
• Nodes can have multiple output edges. Multiple output signals do not require special treatment.
The graphs are managed in the implementation with the support of NetworkX [55] , an open-source framework for graph operations in Python, but the rules and graph structure definitions are implemented apart.
Along with structural definitions, graph creation must also handle definitions for the content represented by their nodes and edges. Nodes in these graphs are generated by a routine designed for the creation of node content using custom content creation functions passed as parameters. In the case of modules, which represent assembles of layers, the standard node content creation functions are functions designed to generate new Layers. In the case of blueprints, which represent assembles of modules, the node content creation functions are functions designed to return existing modules from the module population.
For the last part of initializations, individuals are created to represent an instance of a blueprint to be evaluated. Instead of directly evaluating the blueprints, the individuals are instantiated to represent them, because a single blueprint can be trained with different combinations of hyperparameters not associated with the NN structure itself, such as the learning rate, optimizers, loss function or other parameters chosen from a hyperparameter table, explored in Subsection 3.2.
Parameter tables
Before assembling and training take place, a handful of parameters require management. Mostly addressed as hyperparameters, they relate to decisions made before training starts, like the loss algorithm used, the optimizer for the learning rate, the evaluation metrics to be considered during the training and so on. In this algorithm, additional parameters such as module or blueprint sizes, choices of layer types, configurations of layers, and activation functions can be included in this group. Table 1 exemplifies some of these decisions. The table specifies parameters, the types of decisions required for them, and their range of options, being yet another possible point of optimization in the algorithm. In this specific example, "Module size" is chosen as a "Random integer," ranging from 1 to 3. Similarly, specific component tables can be established to define the configuration of layers during the module constructions. Table 2 exemplifies the parameters considered during the instantiation of a convolutional layer. For instance, the table specifies that any convolutional layer will need to range their "Filters" as a "Random integer" between 32 and 64 while choosing "Kernel sizes" among 3, 5, and 7.
Another possible point of optimization in the algorithm, these tables could be evolved in their populations during generations, similarly to modules and blueprints. This would allow the improvement of the usage of different hyperparameters in the training of different individuals, evaluating the table setups, and evolving them over time. Though the current implementation only uses fixed tables as the ones represented in 1 and 2, a similar hyperparameter optimization procedure is implemented in LEAF [53] , adding an additional dimension to the evolution process. 
Initializing and managing species
Speciation plays an essential role in NEAT and its variants, ensuring the diversity inside populations over generations, as described in Subsection 2.4. The species must be initialized along with the populations for relevant procedures like elitism, crossover, and mutation take place.
The method used to approximate module and blueprint similarity to generate species is K-means. The original paper for CoDeepNEAT comments their usage of the same speciation schemes used for NEAT but does not specify in detail how these schemes translate when dealing with the different representations of individuals used in CoDeepNEAT. This specific part was abstracted and implemented in this work using K-Means, whose functionality is described in Subsection 2.2.
K-Means is used to cluster module and blueprint graphs based on three main structural pieces of information:
• the size of the network, such as the sum of the number of filters in convolutional layers of neurons in fully-connected layers, or simply the number of neuron connections; • count of nodes, representing the number of layers or modules in the graph;
• count of edges, representing the number of connections between nodes in the graph. This choice of clustering features can be easily changed in the implementation, as it is merely a parameter for Kmeans. This specific set of features evaluates only quantitative information, but qualitative information such as training scores (which would require training before an evaluation) or other types of scores could be used. The clusterization generates an automatic (or custom) amount of clusters, which are used as species. The k-means implementation used is from the open-source framework Scikit-Learn [56] .
After species initialization, the nearest centroid method explained in Subsection 2.2 is used to assign new members to an existing species, allowing species to grow and change over generations. Centroids are calculated based on the features of the current species members every time new members need to be assigned to a species. New members are then assigned to the closest centroid. This way, members that already have an assigned species (e.g., members kept by elitism or new members that were assigned a species by any other method) still belong to their original species, but entirely new members are assigned to the adequate species according to the species' current demographic. An accuracy threshold can be specified, so new species are generated in case new members do not fit the existing centroid with satisfactory proximity. The nearest centroids implementation used is from the open-source framework Scikit-Learn [56] .
Neural network assembling
Transitioning the graphs to Keras model representations is required to take profit from the training procedures available in the Keras framework. After modules and blueprints are created, they need to be assembled into a unique graph, which is subsequently processed, node by node, creating the respective Keras layers and connecting them one by one following a topological sorting 11 .
The transition scheme implemented handles the necessary interactions between layers, such as including Merge layers between two inputs directed to one layer, or adding Flatten layers to adjust the connections between Convolutional and Dense layers 12 . After the model is completely connected and a set of hyperparameters is set, it is trained using the standard Keras training functions and a specified dataset. An assembled graph containing joined blueprint and module information can be seen in Figure 7c and its respective network can be seen in Figure 7d . Figure 7d shows an example assembled Keras network generated by the algorithm. This network is based on the assembled graph shown in Figure 7c , which is structured by the network's blueprint shown in Figure 7b . Figure 7a shows the graph structure for the common module used by the three intermediate nodes in the blueprint graph in Figure  7b .
The resulting scores from the Keras scoring procedures are then extracted from the trained model and assigned to the individual and its respective blueprint, which propagates them to the underlying modules involved. This score is used in the evaluation procedures to decide which entities survive elitism and which entities are candidates for reproduction in crossover or mutation schemes.
Elitism, crossover, and mutations
The algorithm handles population management procedures such as elitism, crossover, and mutations after the current populations are evaluated by training and scores. Currently, the proportional amount of subjects to these procedures needs to be defined by the user but could, alternatively, be explored and evolved in the hyperparameter tables.
The implemented elitism mechanism follows the standard definition of the concept, preserving a certain percentage of individuals in populations through generations, ensuring the survival of the best solutions.
Crossover is implemented following a uniform crossover technique [57] , switching node contents of two graphs with a fixed chance. The effects are different in blueprints and modules, representing whole layer connection switches in the first case, and simply layer definition switches in the latter. A visual representation of the crossover operation effects can be seen in Figure 8 , where a complete network is generated from two-parent networks. The crossover handles cases where layers or modules are not compatible to be switched by only exchanging regions with common origins, as in NEAT.
Mutations are implemented similarly to the original proposal of NEAT, representing edge and node alterations such as a node or edge removal, creation, or reconnection. The main differences when comparing to what is proposed by CoDeepNEAT are that while NEAT represents the node content as activation functions and edge contents as weights, CoDeepNEAT's representations of node content are much more complicated (NN structures!), implying that more complex interactions need to be considered. For this reason, the mutations must also follow the same set of rules as specified for graphs in the population's initializations subsubsection (3.1).
Mutations take place in the graph representations of modules and blueprints as structural changes, as represented in Figures 9 and 10 . Mutation operators are implemented as: • Node additions, creating nodes and connecting them to other nodes either by inserting them between two nodes that already have an existing mutual connection (Figure 9b ), or by connecting them to any pair of nodes that support new connections (Figure 9c ).
• Node removals, creating a new connection between the direct neighbors of the former node (Figure 9d ).
• Edge removals or additions.
• Node replacement, changing current node content, such as replacing modules in blueprint graphs (as in Figure  10 ) or layers in module graphs.
(a) Original graph. Figure (a) shows the original graph before any mutations take place. Figure (b) shows the mutation of the original graph by inserting a node between an existing connection. Figure (c) shows the Mutation of the original graph adding a node and preserving existing edges. Figure (d) shows the mutation of the original graph by removing an existing node.
The results from these changes can be seen mostly in the final representations of the models when the assembling process is finished. In Figure 10 , a node content change in the original blueprint of the network results in significant changes to its structure after the assembling process.
Experiments and Results
Experimentation on the algorithm followed consecutive executions in two different image datasets. This Section describes datasets, experiments, and results, as well as discusses the results and practical usability of the algorithm.
Datasets
The chosen datasets for experiments using this implementation were MNIST [21] and CIFAR-10 [22] . Both datasets are simple image datasets containing ten different classes of images. They are frequently used in benchmarks or experiments using convolutional or fully-connected networks and have been used before in the task of topology selection in other approaches [58] .
The parameter tables used in both experiments can be seen in Table 3 . The number of modules and layers used for blueprint and module constructions, respectively, are specified to be in the range between 1 and 3. The intention is to build minimal structures at first and progressively grow these structures as mutations and crossovers take place as generations pass. Convolutional layers are specified to be used in the intermediate layers, while dense layers are used in the output layers. Including dense layers in the last layer before outputs is a common practice in successful convolutional networks [59] . Tables 4 and 5 specify the possible configurations of these two layer types. 
MNIST experiment
Initial experimentation took place using MNIST, a fast-converging and widely used dataset in handwritten digit recognition tasks and overall convolutional network experiments [60] . MNIST is composed of 60000 28x28 pixel grayscale images of handwritten numerical digits divided into ten classes [21] . The images are simple and placed in neutral backgrounds that simplify predictions. Figure 11 : Samples from the MNIST dataset, a handwritten numerical digit dataset. Source: [21] .
Experimentation with MNIST was done using 40 generations, populations of 10 individuals, 10 blueprints, and 30 modules, as well as a starting number of species set to 3. For each population, a global set of configurations was used to define elitism, crossover, and mutation rates. The elitism rate is set to 20%, preserving the best-scoring solutions every generation. The crossover rate is set to 30%, replacing the same proportion of populations' individuals with offspring from good scoring parents. The remaining 50% of the population is subject to mutation operations, generating random changes to existing solutions.
Training using MNIST usually divides the dataset into three parts: a training dataset, composed of 42500 images; a validation dataset, composed of 7500 images; and a test dataset, composed of 10000 images. For this type of experiment, training the network to its full length is a hardware and time-consuming task. Topology selection methods commonly reduce the sizes of these datasets to smaller proportions to achieve faster results and discard bad solutions in early generations, avoiding the waste of resources in lengthy training procedures, as in [58] . For this reason, the training sessions over generations used random samples of 10000 images from the original 60000 divided into 8000 training samples and 2000 validation samples.
As mutation and crossover operations take place along generations, the features of the networks are expected to change and adapt to reach better accuracy and loss scores during early training. At the same time, elitism ensures these operations do not change actual good results. Figure 12 depicts the changes in the counts of nodes, connections, and the overall network size of the blueprint population as the generations pass. In the experiment history shown in Figure 12 , the networks tend to decrease in size even when increasing the number of nodes or connections (as in Species 1). This means that the networks are using fewer filters or neurons in their layers, which is expected behavior due to MNIST being a straightforward dataset that does not require complex structures to achieve high loss and accuracy metrics [21] . The reduced dataset sizes and training epochs used in topology selection also tends to favor fast-converging networks, as seen in the experiments of [17] . Also, Figure 12 shows how the evolution of features results in the populations taking certain paths, leading some species (in this case, Species 2) to eventually cease to have representatives, even when not directly interacting with other species through crossovers.
Changes and adaptations to the network's features result in changes to the species scores (Figure 13 ), reducing the loss metrics and increasing the accuracy metrics.
After the 40 generations, a network was selected by the highest accuracy and loss scores. The chosen network was then trained using the complete MNIST training dataset for 30 epochs to validate whether it would generate acceptable results or not. The training metrics are shown in Figure 14 and demonstrate that even in the early epochs, the resulting model achieves more than 90% validation accuracy. The accuracy using the test dataset achieved a peak of 92% accuracy at epoch 30. Of course, the MNIST dataset is supposed to be easy to predict and achieve very high accuracy metrics (98.5% 13 , for instance). This result shows that the algorithm was able to achieve an acceptable result with a few generations, even though the initial network size could be smaller. Figure 14 : Training and validation metrics for the best network generated for MNIST after 40 generations.
CIFAR-10 experiment
Experimentation continued using CIFAR-10, a slightly more complex dataset than MNIST. CIFAR-10 is composed of 60000 32x32 colored images of different objects divided in 10 classes ( Figure 15 ). Even though CIFAR-10 is similar to MNIST in sample quantity and size, its images represent much more complex and diverse object structures for each class when comparing to MNIST. Training is more exhausting, as well as the required model structure for better results is usually bigger [22] .
For CoDeepNEAT's original CIFAR-10 experiment, the authors describe the execution of 72 generations using populations of 25 blueprints and 45 modules to generate 100 individuals (CNNs) per generation. The evaluation of these individuals is done through the test scores of their respective CNNs after eight training epochs using 50000 images divided into a training set of 42500 samples and a validation set of 7500 samples. Since training convolutional neural networks takes a long time, the reduced training epochs are necessary to achieve approximations of adequate topologies in a viable time. Still, the processing required to train all the individuals in every generation for multiple generations is considerable. Figure 15 : Samples from the CIFAR-10 dataset [22] , a collection of different classes of images in small scale.
After the evolution process of CoDeepNEAT's original CIFAR-10 experiment [17] was complete, the resulting best network was trained on all the 50000 training images for 300 epochs. The classification error obtained was 7.3%, taking 12 epochs to reach 20% test error and around 120 epochs to converge.
Reproducing such an experiment requires a considerable amount of hardware. Training 100 CNNs for 72 generations and eight training epochs each generation, supposing 30 seconds for each training epoch, would require 1728000 seconds or 480 hours to complete evolution, not considering parallelization efforts. As one of the purposes of this work is to evaluate the usage of CoDeepNEAT in practical use cases for users that might not have access to incredibly potent hardware, the experiments for this work were executed on a smaller scale, similar to the MNIST experiment.
The runs iterated over 40 generations for 6 hours, with populations of 30 modules, 10 blueprints, 10 individuals, and starting with 3 species, running in a setup of 4 cores, 30.5GB memory, no GPU included. Following the same steps as in the MNIST experiment, the elitism rate is set to 20%, crossover rate is set to 30%, and the mutation rate is set to 50%. Training epochs are limited to 4, and the original datasets are down-sampled to 20000 training images and 2000 validation images for early evaluations.
As expected through the configuration of Table 3 , initial network structures are small and simple, as the network shown in Figure 16 , created at the first generation of the experiment. As generations pass, the number of nodes and connections increases or decreases as scores are evaluated. In this specific case, most initial graphs are small structures. Thus they naturally increase over generations. This can be visualized in Figure 17 , where the average count of connections, nodes, and the sizes of blueprints increase over generations.
The increase in network sizes is expected due to CIFAR-10 being slightly more complex then the use case explored with MNIST, requiring larger structures to differentiate the dataset's classes correctly. Figure 18 shows the small increase in the accuracy and loss metrics over time as features increase in Figure 17 . The improvements in the metrics are small due to the few training epochs used, but this early result has the tendency to impact in greater changes in full training sessions using the complete CIFAR-10 dataset. The best-resulting network from the experiment after 40 generations was obtained in about 10 hours and can be seen in Figure 20 . This network was then trained for 130 epochs but reached a plateau in the validation accuracy metric around the 90th epoch. The achieved training accuracy was of 86.5% and 79.5% validation accuracy. Training history for this network can be seen in Figure 19 , depicting loss and accuracy metrics for training and validation datasets.
In comparison to the original CIFAR-10 experiment, the network performed slightly worse, presenting a test accuracy of 77% (or test error rate of 23%) as opposed to the 7.3% error presented by [17] . The convergence of the Figure 19 : Training and validation metrics for the best network generated for CIFAR-10 after 40 generations. The network achieved 86.5% training accuracy and 79.5% validation accuracy.
Discussion
The results obtained from the experiment show once again that GAs -and specifically CoDeepNEAT -pose as viable solutions to the problems of topology and hyperparameter selection to generate good scoring networks in practical scenarios. Two widely used datasets for machine learning benchmarking and testing, MNIST and CIFAR-10, were used to validate the results and visualize the evolution of solutions over generations. The proposed implementation returned adequate solutions even with few generations and small population sizes. Still, as research indicates [61] , larger populations would probably benefit more from the heuristics used in the genetic algorithm, such as the crossover operator or speciation mechanisms. The original results from [17] also back this, which evolve much larger populations of solutions throughout almost double the generations and finally generate better scoring networks, with the downside of the more considerable execution time required.
Another point is that studies [62] indicate that traditional GA operators thrive especially in simple problems where generations can be iterated many times, which is not the case of CoDeepNEAT. The time and hardware requirements for experimentation with large populations and many generations are relatively demanding even for simple use cases like MNIST or CIFAR-10, and are not explored in detail by [17] , making the usage of this type of algorithm very limited to the type of network to be trained and the size of the target dataset.
Deep and complex networks that target significant problems, like high-resolution image recognition [63] or video recognition [64] , for example, may pose as challenging use cases due to the time required for them to execute training sessions even for few epochs. Traditional efforts to improve the efficiency of GAs [65] may generate minor improvements to execution times. However, the current algorithm would benefit most from approaches that evaluate generated networks using alternative methods rather than exclusively running training sessions for all of them. An example would be methods that generate huge populations but evaluate only certain representatives of each species to elaborate a shared score [34] , reducing the number of evaluations performed each generation.
Other ideas that could generate benefits to the algorithm are approaches that narrow the search space to more specific topologies, reducing the need to train so many different networks. One recent example would be [66] , where good results are achieved in reduced GPU time for an object detection use case using the MSCOCO dataset [67] by reducing the search space of the exploration algorithm using specialized topological knowledge on the object detection domain.
In scenarios where computing power is not a problem, CoDeepNEAT is proven to achieve good solutions, as demonstrated by [53] . Then again, the computing power to train thousands of networks by "brute force" is extremely high and is not commonly accessible for standard users.
Conclusion
In this work was proposed an open implementation of the CoDeepNEAT algorithm using the popular and highly supported Keras framework. CoDeepNEAT is a powerful neural network topology generation approach based on the neuroevolution of augmenting topologies (NEAT) and the co-evolution of modules. It profits from evolutionary techniques and heuristics to explore the immense search space of possible topological configurations for neural networks, employing specialized genetic algorithm aspects to generate and evaluate solutions to the problems of topology and hyperparameter selection. Even though the algorithm is a known approach, no other accessible and public implementations were available to the general academic community as of the conception of this work.
The implementation was detailed on how every aspect was designed to fit together in the final version, based on the original algorithm. It was then tested on accessible image datasets and compared to results from the original version considering the differences in environments and experimentation parameters. The results obtained show that acceptable network topologies can be achieved with small population sizes and few generations running in limited hardware environments, even though large runs and large populations generate the best results. With this implementation complete, possible changes can be proposed to improve the base algorithm, such as different crossover operations, domain-specialized generation rules for topologies, methods for speciation and classification of individuals, and overall population management strategies. The results especially highlight the need to provide better evaluation techniques for the generated neural networks, as it is the most time-consuming activity in the algorithm. Another possibility is improving the network generation procedures to explore specialized topologies with previous domain knowledge, so the necessary network evaluations are narrowed to smaller search spaces.
Data availability statement
The implementation is available at GitHub (https://github.com/sbcblab/Keras-CoDeepNEAT) with documentation and examples to reproduce the experiments performed for this work.
