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Abstrat
We solve a time-dependent linear SPDE with additive Lévy noise in
the mild and weak sense. Existene of a generalized invariant measure
for the assoiated transition semigroup is established and the generator is
haraterized on the orresponding L
2
-spae. The square eld operator is
alulated, allowing to derive a Poinaré and a Harnak inequality.
1 Introdution
Reently, there seems to be a growing interest in the study of semilinear non-
autonomous stohasti evolution equations in innite dimensional spaes, see
e.g. [20℄ and the referenes therein. In the so-alled semigroup approah whih
we also pursue in this paper, this is of ourse losely onneted to solving the
underlying non-autonomous Cauhy problem, overed by the theory of evolution
semigroups or evolution families, see e.g. [16℄. So, let us onsider the following
equation: {
dXt = (A(t)Xt + f(t))dt+B(t)dZt
X(s) = x
(1)
on a Hilbert spae H , where At : H → H are linear operators and all oeients
are T-periodi.
From a mathematial point of view it is natural to study (1) with an additional
Lipshitz non-linearity, beause this ase an still be overed if one attaks
equation (1) using ontration methods (e.g. Piard-Lindelöf iteration). Our
main interest, however, in the linear ase (1), is to exploit a lot of expliit
formulae (e.g. for the transition semigroup, whih are in fat time-dependent
versions of generalized Mehler formulae) to get as preise as possible information
about the solution and the orresponding Kolmogorov equations. Conerning
the time-dependent (possibly unbounded) operators At, for simpliity, we only
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onsider the ase of a ommon domain. The general ase is tehnially harder,
but we expet our results to hold true. This will be the subjet of further study.
For H = Rd and Zt a d-dimensional Brownian motion, (1) was studied inten-
sively in [7℄. Inspired by their paper, our work onsists primarily in generalizing
their results to the aseH innite-dimensional and Zt a Lévy proess. A number
of our arguments are adapted from [7℄, although the Lévy setting fores us to
work more heavily with Fourier transforms and the innite dimensional setting
requires extra are. Nevertheless, we sueed in proving the following results:
existene and uniqueness of the solution, expliit alulation of its harateristi
funtion, proof of the Chapman-Kolmogorov equations, existene and unique-
ness of an evolution system of measures, existene and form of the generator
(inluding a result on its spetrum), preise form of the square eld operator,
proof of a Poinaré and a Harnak inequality.
In the autonomous ase, the semigroups assoiated to this kind of equation
are known as the generalized Mehler semigroups mentioned above and they are
already well understood. Invariant measures are established in [5℄ and [10℄,
generators are examined in [11℄ and the square eld operator is identied in
[12℄.
The paper is organized as follows. In Setion 2 we shortly review the Lévy-
Ito deomposition and the Lévy-Khinhine representation. In Setion 3 we
develop the neessary theory of integration to give sense to our solution, whose
existene is established in a rather standard way. Then, in Setion 4, we al-
ulate the Fourier transforms of our solutions and thus determine its transition
semigroup expliitly, whih is a two-parameter semigroup, sine the equation is
non-autonomous. In this ase the onept of an invariant measure has to be
generalized to allow for a whole olletion of measures - a so-alled evolution
system of measures- whih are invariant in an appropriate sense. We prove the
existene of suh a system under the ondition that the At generate an expo-
nentially stable semigroup and provided that the Lévy symbol is suiently
smooth. In ontrast to the Gaussian setting, the onstrution of limit measures
is more deliate in our ase.
Then (as usual) we turn the problem into an autonomous one by enlarging
the state spae, allowing for a one-parameter semigroup. Via the evolution
system of measures and thanks to the periodiity of the oeients we are able
to onstrut a unique invariant measure for this semigroup as in [7℄. Thus we
an introdue the L2-spae with respet to the invariant measure where the
semigroup is then shown to be strongly ontinuous.
Setion 5 is dediated to an analysis of the generator. We identify an expliit
domain of uniqueness for the generator and its ation on it, thus identifying it
as an pseudo-dierential operator in innitely many variables. Subsequently,
in Setion 6, we establish the form of its square eld operator whih yields a
generalization to the ruial integration by parts formula in [7℄. Then we prove
an estimate for the square eld operator, that allows us to obtain a Poinaré
and a Harnak inequality for our semigroup.
Aknowledgement I wish to thank Prof. Dr. Rökner for introduing me to
this interesting subjet and for many helpful suggestions.
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2 Lévy Proesses
In the following let be H a separable Hilbert spae with salar produt 〈·, ·〉 :=
〈·, ·〉H and norm ‖ · ‖ := ‖ · ‖H . An H-valued stohasti proess L adapted to a
ltration (Ft)t≥0 is alled a Lévy proess if it has independent and stationary
inrements, is stohastially ontinuous, and we have P (L = 0) = 1. We say
that A ∈ B(H) is bounded below if 0 /∈ A¯
We denote by N(t, A) the (random) number of "jumps of size A" up to time t,
that is N(t, A) := ard{0 ≤ s ≤ t|∆Ls ∈ A}
If A is bounded below, then N(t, A) is a Poisson proess, with intensity M(A),
where M(A) := E[N(1, A)].
Denition 2.1 A measure M on H with :∫
H\{0}
min(1, ‖x‖2)M(dx) <∞
is alled a Lévy measure.
Theorem 2.2 (Lévy-Ito Deomposition) If L is an H-valued Lévy proess,
there is a drift vetor b ∈ H, a R-Wiener proess WR on H, suh that WR is
independent of Nt(A) for any A that is bounded below and we have:
Lt = bt+WR(t) +
∫
‖x‖<1
x(Nt(dx) − tM(dx)) +
∫
‖x‖≥1
xNt(dx)
where Nt is the Poisson random measure assoiated to L, and M the orre-
sponding Lévy measure.
Proof See e.g. [1℄ Theorem 4.1 
Theorem 2.3 (Lévy-Khinhine Representation) If L is an H-valued Lévy
proess with Lévy-Ito deomposition as in 2.2, then its harateristi funtion
takes the form: E[ei〈Lt,u〉] = etλ(u) and
λ(u) = i〈b, u〉 − 1
2
〈u,Ru〉+
∫
H/{0}
[
ei〈u,x〉 − 1− i〈u, x〉χ{‖x‖≤1}
]
M(dx) (2)
Proof See [13℄ Theorem 5.7.3 
Sine a measure is haraterized by its Fourier transform we will say that a
measure µ is assoiated to a triple [b, R,M ] if its harateristi exponent has
the form (2).
Remark 2.4 Atually the Lévy-Khinhine representation holds not only for
Lévy proesses but for any innitely divisible random variable. (See [18℄ for
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an aount of innite divisibility) Moreover, Lévy proesses and innitely divis-
ible measures an be brought in a one to one orrespondene. In partiular the
onverse of 2.3 is true: any funtion of the form
exp
{
i〈b, u〉 − 1
2
〈u,Ru〉+
∫
H/{0}
[
ei〈u,x〉 − 1− i〈u, x〉χ{‖x‖≤1}
]
M(dx)
}
is the harateristi funtion of a measure.
3 Solving the generalized Ornstein-Uhlenbek equa-
tion
3.1 Stohasti Integration with respet to Lévy martin-
gale measures
In this subsetion we follow [2℄, where the proofs of all results an be found.
Let be R1 the ring of all Borel subsets of the unit ball of H whih are bounded
below.
Denition 3.1 A Lévy martingale measure on a Hilbert spae H is a set fun-
tion M : R+ ×R1 × Ω→ H satisfying:
• M(0, A) = 0 almost surely for all A ∈ R1
• M(t, ∅) = 0 almost surely
• almost surely we have:M(t, A ∪ B) = M(t, A) +M(t, B) for all t and all
disjoint A, B ∈ R1
• M(t, A){t≥0} is a square-integrable martingale for eah A ∈ R1
• if A ∩ B = ∅ M(t, A){t≥0} and M(t, B){t≥0} are orthogonal, that is:
〈M(t, A),M(t, B)〉 is a real-valued martingale for every A,B ∈ R1
• sup{E[‖M(t, A)‖2] |A ∈ B(Sn)} <∞ for every n ∈ N
• for every sequene Aj dereasing to the empty set suh that Aj ⊂ B(Sn)
for all j we have: limj→∞ E[‖M(t, Aj)‖2] <∞
• for every s < t and every A ∈ R1 we have that M(t, A) − M(s, A) is
independent of Fs
Proposition 3.2 M(t, A) =
∫
A
xN˜t(dx) is a Lévy martingale measure on H
for every A ∈ R1.
Similarly as a Wiener proess is haraterized by its ovariane operator, we
an desribe the ovariane struture of a Lévy martingale measure by a family
of operators parametrized by our ring R1.
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Proposition 3.3
E[|〈M(t, A), v〉|2] = t〈v, TAv〉
for all t ≥ 0, v ∈ H A ∈ R1, where the operators TA are given by
TAv :=
∫
A
Txvν(dx) and Txv := 〈x, v〉x.
We will establish only a limited theory of integration, as for our purposes it
will be suient to integrate deterministi operator valued funtions. We do
not even need them to depend on the jump size. The proedure is the same
as for Brownian motion, so let us introdue the spae of our integrands, the
approximating simple funtions, and state how the integral is dened for them.
For onveniene, we set M([s, t], A) := M(t, A)−M(s, A).
Denition 3.4 Let H ′ be another real separable Hilbert spae.
Let H2 := H2(T−, T+) be the spae of all R : [T−, T+] → L(H,U) suh that R
is strongly measurable and we have:
‖R‖H2 :=
(∫ T+
T−
∫
‖x‖<1
tr(R(t)TxR
∗(t))ν(dx)ds
) 1
2
<∞
Let S be the spae of all R ∈ H2 suh that
R =
n∑
i=0
Ri χ(ti,ti+1]χA
where T− = t0 < t1 < ... < tn+1 = T+ for some n ∈ N, where eah Ri ∈
L(H,H ′) and where A ∈ R
For eah R ∈ S, t ∈ [T+, T−] dene the stohasti integral as follows:
It(R) :=
n∑
i=0
RiM([ti ∧ t, ti+1 ∧ t], A)
Proposition 3.5 The spae H2 with inner produt
〈R,U〉 :=
∫ T+
T−
∫
‖x‖<1
tr(R(t)TxU
∗(t))ν(dx)ds
is a Hilbert spae.
Proposition 3.6 The spae S is dense in H2.
Proposition 3.7 We have for any R ∈ S : E[It(R)] = 0 and
E[‖It(R)‖2] =
∫ t
T−
∫
A
tr(R(s)TxR
∗(s))ν(dx)ds = ‖χ[T−,t]R(t)‖2H2
So for t xed, It : S → L2(Ω,F , P ;H) is an isometry.
So we an isometrially extend the operator It from S to its losure H2.
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3.2 Stohasti Convolution
We want to give meaning to the integral
XU,B :=
∫ t
s
U(t, r)B(r)dL(r)
whih we will all a stohasti onvolution. Here L is a H-valued Lévy proess
and we have U(t, r) ∈ L(H), B(r) ∈ L(H) ∀ s ≤ r ≤ t. In antiipation of the
assumptions in setion 4 we will pose the following onditions:
• supr∈R ‖B(r)‖L(H) <∞
• there is M > 0, ω > 0 suh that : ‖U(t, r)‖L(H) < Me−ω(t−r)
• r 7→ B(r) is measurable and r 7→ U(t, r) is measurable for any xed t
Proposition 3.8 If U and B are as above, the stohasti onvolution exists in
the following sense:∫ t
s
U(t, r)B(r)dL(r)
=
∫ t
s
U(t, r)B(r)b dr +
∫ t
s
∫
‖x‖≥1
U(t, r)B(r)x Nr(dx)
+
∫ t
s
U(t, r)B(r)dWQ(r) +
∫ t
s
∫
‖x‖<1
U(t, r)B(r)x N˜r(dx)
(3)
Proof The proof is analogous to the one of Theorem 6 in [2℄ where U(t, s) =
S(t − s) for a strongly ontinuous semigroup S: The rst term in (3) is well
dened as a simple Bohner integral, and the seond as a nite random sum.
For the other two terms, it is straightforward to hek under our assumptions,
that the integrands are suh that the respetive isometries apply. 
3.3 Existene of the Mild Solution
In the following we will have to deal with a non-autonomous abstrat Cauhy
problem - non-autonomous means we are not in the framework of strongly on-
tinuous semigroups anymore. This implies in partiular, that we have no easy
haraterization of well-posedness in the sense of the Hille-Yosida theorem avail-
able. There are dierent, yet tehnial, approahes (see [15℄ and the referenes
therein for a reent overview), but sine this subjet is not in the primary in-
terest of our work, we assume that the problem is well posed. This is losely
related to the notion of evolution semigroups. Our denition is taken from [4℄
We onsider the following non-autonomous generalisation of the Langevin
equation: {
dXt = (A(t)Xt + f(t))dt+B(t)dLt
X(s) = x
(4)
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where B : R → L(H) is strongly ontinuous and bounded in operator norm,
f : R→ H is ontinuous, L(t) is an H-valued Lévy-proess and where the A(t)
are linear operators on H with ommon domain D(A) and
A : R × D(A) → H is suh that we an solve the assoiated non-autonomous
abstrat Cauhy problem{
dXt = (A(t)Xt + f(t))dt
X(s) = x
(5)
aording to the following denitions:
Denition 3.9 An exponentially bounded evolution family on H is a two pa-
rameter family {U(t, s)}t≥s of bounded linear operators on H suh that we have:
(i) U(s, s) = Id and U(t, s)U(s, r) = U(t, r) whenever r ≤ s ≤ t
(ii) for eah x ∈ H, (t, s) 7→ U(t, s)x is ontinuous on s ≤ t
(iii) there is M > 0 and ω > 0 suh that : ‖U(t, s)‖ ≤Me−ω(t−s) , s ≤ t
Assumption 3.10 There is a unique solution to (5) given by an exponentially
bounded evolution family U(t, s) so that the solution takes the form:
Xt = U(t, s)x+
∫ t
s
U(t, r)f(r)dr
Moreover, we assume that :
d
dt
U(t, s)x = A(t)U(t, s)x
Remark 3.11 Note that in the nite dimensional ase, where eah At is au-
tomatially bounded we get the existene of an evolution family that solves (5),
under the reasonable assumption that t 7→ At is ontinuous and bounded in the
operator norm, by solving the following matrix-valued ODE:{
∂
∂tU(t, s) = A(t)U(t, s)
U(s, s) = Id
Existene and uniqueness are assured sine (t,M) 7→ A(t)M is globally Lipshitz
in M . This result even holds in innite dimensions, see [6℄.
Denition 3.12 Given assumption 3.10 we all the proess:
X(t, s, x) = U(t, s)x+
∫ t
s
U(t, r)f(r)dr +
∫ t
s
U(t, r)B(r)dLr
a mild solution for (4).
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3.4 Existene of the Weak Solution
We have alled the above expression a mild solution, though there is no obvious
relation to the equation yet. Now, we will show that our andidate solution
atually solves our equation in the weak sense. The following denition makes
this preise, but rst we need to strengthen our assumption onerning the
ommon domain of the A(t) a little:
Assumption 3.13 We require that the adjoint operators A∗(t) also have a om-
mon domain independent of t whih we will denote by D(A∗). Furthermore, we
assume that D(A∗) is dense in H and that we have:
d
dt
U∗(t, s)y = U∗(t, s)A∗t y
for every y ∈ D(A∗).
Denition 3.14 An H-valued proess Xt is alled a weak solution for (4) if
for every y ∈ D(A∗) we have:
〈Xt, y〉 = 〈x, y〉+
∫ t
s
〈Xr, A∗ry〉dr +
∫ t
s
〈f(r), y〉dr +
∫ t
s
B∗(r)ydLr (6)
Here (B∗(r)y)(h) := 〈B∗(r)y, h〉 so that B∗(r)y ∈ L(H,R) and the integral is
well dened, sine
‖B∗y‖2H2 ≤ (t− s) supr ‖B(r)‖2‖y‖2
∑
k
∫
‖x‖<1 ‖T
1
2
x ek‖2ν(dx) <∞.
Theorem 3.15 The mild solution Xt from denition 3.12 is also a weak solu-
tion for (4). Moreover, it is the only weak solution.
Proof Analogous to [2℄ Theorem 7. After some relatively straightforward al-
ulations the problem is redued to proving the following equality:〈∫ t
s
U(t, r)B(r)dLr , y
〉
=
∫ t
s
〈∫ r
s
U(r, u)B(u)dLu, A
∗
ry
〉
dr +
∫ t
s
B∗(u)ydLu
(7)
and we will do so with the help of two lemmas.
Proposition 3.16 [stohasti Fubini℄ Let be (M,M, µ) a measure spae with
µ nite. By G2(M) denote the spae of all L(H,H ′)- valued mappings R on
[s, t]×M suh that (r,m) 7→ R(r,m)y is measurable for eah y ∈ H and
‖R‖2G2(M) :=
∫ t
s
∫
M
‖R(r,m)T 12x ‖2ν(dx)µ(dm)dr <∞ Then we have:∫
M
(∫ t
s
R(u,m)dLu
)
µ(dm) =
∫ t
s
(∫
M
R(u,m)µ(dm)
)
dLu
Proof see [2℄ Theorem 5
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Lemma 3.17 Let be R ∈ H2 and y ∈ H. Then we have:〈∫ t
s
R(r)dLr, y
〉
=
∫ t
s
R∗(r)ydLr
Proof see [2℄ Theorem 4 
Now we are able to nish our proof of 3.15:∫ t
s
〈∫ r
s
U(r, u)B(u)dLu, A
∗
ry
〉
dr
3.17
=
∫ t
s
(∫ r
s
B∗(u)U∗(r, u)A∗ry dLu
)
dr
3.16
=
∫ t
s
(∫ t
u
B∗(u)U∗(r, u)A∗ry dr
)
dLu =
∫ t
s
(
B∗(u)
∫ t
u
d
dr
U∗(r, u)y dr
)
dLu
=
∫ t
s
B∗(u)[U∗(t, u)− Id]y dLu 3.17=
〈∫ t
s
[U(t, u)− Id]B(u)dLu, y
〉
=
〈∫ t
s
U(t, u)B(u)dLu, y
〉
−
〈∫ t
s
B(u)dLu, y
〉
and that is preisely what we had to show. 
4 Semigroup and Invariant Measure
Assumption 4.1 From now on, we assume that there exists T > 0 suh that
the oeients A, f and B in (4) are T -periodi.
Reall that the weak solution for (4) takes the following form:
X(t, s, x) = U(t, s)x+
∫ t
s
U(t, r)f(r)dr +
∫ t
s
U(t, r)B(r)dLr
As opposed to the Gaussian ase we are no longer able to give an easy
representation of the law ofX(t, s, x), but we an alulate its Fourier transform:
Lemma 4.2 (harateristi funtion)
E [exp (i 〈h,X(t, s, x)〉)] =
exp
{
i
〈
h, U(t, s)x+
∫ t
s
U(t, r)f(r)dr
〉}
exp
{∫ t
s
λ(B∗(r)U∗(t, r)h)dr
}
where λ is the Lévy symbol of L.
Proof : Straightforward, by using the isometries to approximate the stohasti
integral by a sum, and then using independene of inrements and the Lévy-
Khinhin formula. Details are inluded in the appendix. 
The following lemma is a straightforward generalization of the standard
monotone lass theorem.
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Lemma 4.3 (omplex monotone lasses) Let H be a omplex vetor spae
of omplex-valued bounded funtions, that ontains the onstants and is losed
under omponentwise monotone onvergene. Let M⊂H be losed under mul-
tipliation and omplex onjugation. Then, all bounded σ(M)- measurable fun-
tions belong to H.
The last and the next result in ombination will be partiularly useful:
Lemma 4.4 The funtions M := {ei〈h,x〉, h ∈ H} form a omplex multiplia-
tive systems that generates the Borel σ-algebra of H.
Proof It is obvious that M is losed under multipliation and omplex onju-
gation.
To show that indeed σ(M) = B(H) we make use of the following lemma: (see
[19℄ page 108)
Lemma 4.5 A ountable family of real-valued funtions on a Polish spae X
separating the points of X already generates the Borel-sigma-algebra of X.
Our ountable family will be {fn,k(x) := sin(〈 1nek, x〉)}k,n∈N ⊂ M where {ek}
is an orthonormal basis of H .
Sine the sine funtion is injetive in a neighborhood of zero, and the funtions
〈 1nek, x〉) separate the points ofH , so do the fn,k. As real and imaginary parts of
funtions inM, it is lear, that the sigma-algebra generated by them is inluded
in σ(M). 
Now we will show that our solution indues a two-parameter semigroup,
dened as follows:
Denition 4.6 Whenever f : H → C is measurable and bounded, dene
P (s, t)f(x) := E[f(X(t, s, x))]
P (s, t) will be alled the two-parameter semigroup (assoiated to the solution
X).
Lemma 4.7 For f as above, we have the following ow property, i.e. P (s, t)
satises the Chapman-Kolmogorov equations:
P (r, s)P (s, t)f(x) = P (r, t)f(x)
Proof We will show the equality for the funtions fh(x) = e
i〈h,x〉
and extend
it with the help of 4.3. First note, that by 4.2 we have
P (s, t)fh(x) = exp
{
i
〈
h, U(t, s)x+
∫ t
s
U(t, r)f(r)dr
〉
+
∫ t
s
λ(B∗(r)U∗(t, r)h)dr
}
so that:
P (r, s)P (s, t)fh(x) = E[P (s, t)fh(X(s, r, x)]
= E [exp {i 〈U∗(t, s)h,X(s, r, x)〉}]
× exp
{
i
〈
h,
∫ t
s
U(t, r)f(r)dr
〉
+
∫ t
s
λ(B∗(r)U∗(t, r)h)dr
}
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but again 4.2 gives us the Fourier transform of X(s, r, x) this time evaluated at
U∗(t, s)h:
= exp {i 〈U∗(t, s)h, U(s, r)x〉}
× exp
{
i
〈
U∗(t, s)h,
∫ s
r
U(s, q)f(q)dq
〉}
exp
{
i
〈
h,
∫ t
s
U(t, r)f(r)dr
〉}
× exp
{∫ s
r
λ(B∗(q)U∗(s, q)U∗(t, s)h)dq
}
exp
{∫ t
s
λ(B∗(r)U∗(t, r)h)dr
}
Interhanging U(t, s) with the integral, as it is a bounded operator, making
use of the semigroup property of U and U∗ and ombining the integrals yields
the result for exponential f . By monotone onvergene, it is easy to see that
the spae of all bounded measurable f for whih the ow property holds is a
omplex monotone vetorspae. Hene, the proof is omplete. 
Remark 4.8 Note that 4.7 is equivalent to the Markov property for our solu-
tion, but in our ase its diret proof seems to be even more diult.
4.1 Evolution Systems of Measures
Sine our equation is non-autonomous we annot hope for a single invariant
measure. What one an still expet in our setting is a so alled evolution system
of measures, a whole family {νt}t∈R of measures suh that for all s < t and all
bounded measurable f :∫
Rn
P (s, t)f(x)νs(dx) =
∫
Rn
f(x)νt(dx) (8)
To assure the existene of suh a system, besides assumption 3.10 we will
heneforth require the following ondition to hold:
Assumption 4.9
∫
‖x‖>1 ‖x‖M(dx) <∞
The following well known lemma will give a useful growth ondition for the Lévy
symbol that will allow us to onstrut limit measures. A proof is ontained in
the appendix.
Lemma 4.10 Every Lévy symbol λ with a Lévy measure M satisfying 4.9 is
Fréhet dierentiable. In partiular suh a λ is loally of linear growth.
Theorem 4.11 Assume 4.9. Then, with λ the Lévy symbol of L, the funtions
νˆt(h) := exp
{
i
〈
h,
∫ t
−∞
U(t, r)f(r)dr
〉}
exp
{∫ t
−∞
λ{B∗(r)U∗(t, r)h}dr
}
are the Fourier transforms of an evolution system of measures.
This system is T -periodi, that is we have νT+t = νt for any t.
Any other T -periodi evolution system of measures, oinides with the above.
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Proof : To establish T -periodiity, rst note, that we have:
U(t, s) = U(t + T, s + T ) for any s < t, whih follows easily from its dening
dierential equation and the assumption that A is T -periodi. Hene, we get∫ t+T
−∞
U(t+ T, r)f(r)dr =
∫ t
−∞
U(t+ T, r+ T )f(r + T )dr =
∫ t
−∞
U(t, r)f(r)dr
and for the other integral the argument is the same.
We have to assure that the integrals above exist. Sine U is stable and f is
bounded on all of R (as it is ontinuous and periodi) we have:∫ t
−∞
‖U(t, r)f(r)‖dr ≤
∫ t
−∞
Me−ω(t−r)‖f‖∞dr = M
ω
‖f‖∞
As λ is Fréhet dierentiable it has loally linear growth, so that with λ(0) =
0 we have ‖λ(u)‖ ≤ C‖u‖ on the bounded range of the argument for some C > 0.
So with ‖B∗‖ bounded we an treat the seond integral as the rst:∫ t
−∞
‖λ{B∗(r)U∗(t, r)h}‖dr ≤ C sup
r
‖B∗(r)‖M
ω
‖h‖ <∞ (9)
where we have used, that ‖U∗‖ = ‖U‖.
To show that these funtions are indeed Fourier transforms of measures
we an make use of Lévy's ontinuity theorem in the nite dimensional ase.
We have just proven pointwise onvergene of the Fourier transforms of P ◦
[X(t, s, x)]−1, and that the limit funtion is ontinuous in 0 follows easily by
dominated onvergene. Pointwise onvergene under the integral is lear by
ontinuity of λ, U and B and a majorizing funtion is found by looking at (9)
again.
In the innite dimensional ase, however, we annot apply Lévy's ontinuity
theorem, beause we are unable to prove ontinuity in the Sazonov topology.
For a better readability we postpone the somewhat tehnial alternative to the
end of this proof, formulated as a laim.
In order to see that the respetive measures onstitute an evolution system
of measures we will hek (8) for exponential funtions and then extend the
result via monotone lasses. So if we take k(x) = ei〈h,x〉 in (8) we get:∫
Rn
k(x)νt(dx) = νˆt(h)
by the very denition of Fourier transformation.
On the other hand we have by 4.2:
P (s, t)k(x) = exp
{
i
〈
h, U(t, s)x+
∫ t
s
U(t, r)f(r)dr
〉
+
∫ t
s
λ{B∗(r)U∗(t, r)h}dr
}
Using the adjoint of U and the fat that Fourier transformation is only with
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respet to x we obtain by denition of νˆs:∫
Rn
P (s, t)k(x)νs(dx)
= νˆs(U
∗(t, s)h) exp
{
i
〈
h,
∫ t
s
U(t, r)f(r)dr
〉
+
∫ t
s
λ{B∗(r)U∗(t, r)h}dr
}
= exp
{
i
〈
U∗(t, s)h,
∫ s
−∞
U(s, r)f(r)dr
〉
+
∫ s
−∞
λ{B∗(r)U∗(s, r)U∗(t, s)h}dr
}
× exp
{
i
〈
h,
∫ t
s
U(t, r)f(r)dr
〉
+
∫ t
s
λ{B∗(r)U∗(t, r)h}dr
}
= exp
{
i
〈
h,
∫ s
−∞
U(t, s)U(s, r)f(r)dr
〉
+
∫ s
−∞
λ{B∗(r)U∗(t, r)h}dr
}
× exp
{
i
〈
h,
∫ t
s
U(t, r)f(r)dr
〉
+
∫ t
s
λ{B∗(r)U∗(t, r)h}dr
}
= exp
{
i
〈
h,
∫ t
−∞
U(t, r)f(r)dr
〉}
exp
{∫ t
−∞
λ{B∗(r)U∗(t, r)h}dr
}
but the last line equals νˆt(h) and that is preisely what we had to show.
To prove the full assertion we have to show that (8) not only holds for
funtions of the form kh(x) := e
i〈h,x〉
, but for any bounded measurable funtion.
By 4.4 we an apply 4.3, beause the bounded and measurable funtions for
whih (8) holds, form a omplex monotone vetor spae:
for onstant funtions the equality is trivial and that (8) holds for monotone
limits is essentially an iterated appliation of Lévy's theorem about monotone
onvergene. Hene, the existene of an evolution system of measures is proved.
To prove uniqueness, let {νs} be another T -periodi family satisfying (8), then
it follows by periodiity:
νˆs(h) = νˆs(U
∗(s+ T, s)h)
× exp
{
i
〈
h,
∫ s+T
s
U(s+ T, r)f(r)dr
〉
+
∫ s+T
s
λ{B∗(r)U∗(s+ T, r)h}dr
}
Using the easy to hek relations:∫ s+T
s
U(s+ T, r)f(r)dr =
∫ s
−∞
U(s, r)f(r)dr − U(s+ T, s)
∫ s
−∞
U(s, r)f(r)dr
∫ s+T
s
λ{B∗(r)U∗(s+ T, r)h}dr =∫ s
−∞
λ{B∗(r)U∗(s, r)h}dr −
∫ s
−∞
λ{B∗(r)U∗(s+ T, r)h}dr
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we get:
νˆs(h) = νˆs(U
∗(s+ T, s)h) exp
{
i
〈
h,
∫ s
−∞
U(s, r)f(r)dr
〉
+
∫ s
−∞
λ{B∗(r)U∗(s, r)h}dr
}
× exp
{
i
〈
h,−U(s+ T, s)
∫ s
−∞
U(s, r)f(r)dr
〉
−
∫ s
−∞
λ{B∗(r)U∗(s+ T, r)h}dr
}
or equivalently:
νˆs(h)
[
exp
{
i
〈
h,
∫ s
−∞
U(s, r)f(r)dr
〉}
exp
{∫ s
−∞
λ{B∗(r)U∗(s, r)h}dr
}]−1
= νˆs(U
∗(s+ T, s)h)
[
exp
{
i
〈
U∗(s+ T, s)h,
∫ s
−∞
U(s, r)f(r)dr
〉}
exp
{∫ s
−∞
λ{B∗(r)U∗(s+ T, r)h}dr
}]−1
Finding, that the seond line is the rst, with h replaed by U∗(s + T, r)h we
an iterate, sine the relation was valid for all h ∈ H . As ‖U∗(s + T, r)‖ < 1
must hold by our stability assumption, all the fators in the seond equation
will tend to 1, so νˆs must indeed have the desired form.
Claim: νˆt is a harateristi funtion - Hilbert spae ase
The general idea is the following. In the Gaussian ase, it is known that the
limit distributions are Gaussian again. In the same manner we take advantage
of the fat that, in the Lévy ase, our limit distribution is innitely divisible.
We proeed here similarly as in [10℄ hapter 3. First of all we show that our
distributions P ◦ X(t, s, x) are innitely divisible for any t > s, x. By the
Lévy-Khinhine representation it is suient to prove that their harateristi
funtions have the form (2) for some triple [b,Q,M ]. Therefore, we alulate:
exp
{∫ t
s
λ(B∗rU
∗
t,rh)dr
}
= exp
{∫ t
s
i〈b, B∗rU∗t,rh〉dr −
1
2
∫ t
s
〈B∗rU∗t,rh,RB∗rU∗t,rh〉dr
+
∫ t
s
(∫
H
ei〈x,B
∗
rU
∗
t,rh〉 − 1− i〈x,B∗rU∗t,rh〉χ{‖x‖≤1}M(dx)
)
dr
}
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For the jump part we have:∫
H
ei〈x,B
∗
rU
∗
t,rh〉 − 1− i〈x,B∗rU∗t,rh〉χ{‖x‖≤1}M(dx)
=
∫
H
ei〈Ut,rBrx,h〉 − 1− i〈Ut,rBrx, h〉χ{‖x‖≤1}M(dx)
+
∫
H
[−χ{‖Ut,rBrx‖≤1} + χ{‖Ut,rBrx‖≤1}]M(dx)
=
∫
H
ei〈x,h〉 − 1− i〈x, h〉χ{‖x‖≤1}M ◦ (Ut,rBr)−1(dx) (10)
−
∫
H
i〈Ut,rBrx, h〉[χ{‖x‖≤1} − χ{‖Ut,rBrx‖≤1}]M(dx) (11)
Note that (10) is nite beause of: (setting C := ‖Ut,rBr‖L(H))∫
H
(1 ∧ ‖x‖2)M ◦ (Ut,rBr)−1(dx) =
∫
H
(1 ∧ ‖Ut,rBrx‖2)M(dx)
≤
∫
H
(1 ∧ C2‖x‖2)M(dx) ≤ C2
∫
H
(
1
C2
∧ ‖x‖2)M(dx) <∞
and only in that way we an argue that (11) must be nite as well. Thus, we
obtain:
exp
{∫ t
s
λ(B∗rU
∗
t,rh)dr
}
= exp
{
i
〈∫ t
s
Ut,rBrb dr, h
〉
− 1
2
〈
h,
∫ t
s
Ut,rBrRB
∗
rU
∗
t,rhdr
〉
+
∫ t
s
(∫
H
ei〈x,h〉 − 1− i〈x, h〉χ{‖x‖≤1}M ◦ (Ut,rBr)−1(dx)
)
dr
− i
〈∫ t
s
∫
H
Ut,rBrx[χ{‖x‖≤1} − χ{‖Ut,rBrx‖≤1}]M(dx)dr, h
〉}
so that with:
• b(t, s) := ∫ t
s
Ut,rBrbdr−
∫ t
s
∫
H
Ut,rBrx[χ{‖x‖≤1}−χ{‖Ut,rBrx‖≤1}]M(dx)dr
• Q(t, s) := ∫ t
s
Ut,rBrRB
∗
rU
∗
t,rdr
• Mt,s(A) :=
∫ t
s
M ◦ (Ut,rBr)−1(A)dr for 0 /∈ A
exp
{∫ t
s λ(B
∗
rU
∗
t,rh)dr
}
is assoiated to the triple [b(t, s), Q(t, s),Mt,s], where
Q(t, s) is still symmetri and nonnegative and we have :
trQ(t, s) =
∑
k
〈ek, Q(t, s)ek〉 =
∑
k
∫ t
s
‖
√
RB∗rU
∗
t,rek‖2
=
∫ t
s
‖
√
RB∗rU
∗
t,r‖22 ≤
∫ t
s
‖
√
R‖22‖B∗rU∗t,r‖2 <∞
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and Mt,s is a Lévy measure, as we have [sine (1 ∧ ‖x‖2) ≤ (‖x‖ ∧ ‖x‖2)℄:∫ t
s
∫
H
(1 ∧ ‖x‖2)M ◦ (Ut,rBr)−1(dx) ≤
∫ t
s
∫
H
(‖x‖ ∧ ‖x‖2)M ◦ (Ut,rBr)−1(dx)
=
∫ t
s
∫
H
(‖Ut,rBrx‖ ∧ ‖Ut,rBrx‖2)M(dx)
≤
∫ t
s
‖Ut,rBr‖
∫
H
(‖x‖ ∧ ‖Ut,rBr‖ ‖x‖2)M(dx)
≤
∫ t
s
max
r≤t
‖Br‖Me−ω(t−r)
∫
H
(‖x‖ ∧max
r≤t
‖Ut,rBr‖ ‖x‖2)M(dx)︸ ︷︷ ︸
<∞ by assumption 4.9
<∞
Moreover, we see that we an let s → −∞ and Q(t,−∞) will still be trae
lass as well as Mt,−∞ will still be a Lévy measure, beause of the exponential
stability of U . Sine we already know that the Fourier transform as a whole
onverges, onvergene of the rst part of b(t,−∞) (whih is obvious) implies
onvergene of the seond part. Hene the limit funtion is assoiated to a Lévy
triple and thus the harateristi funtion of an innitely divisible measure. 
Remark 4.12 The ondition that the Lévy symbol is of linear growth is atually
stronger than neessary. To assure the existene of the integral in (9) it would be
even suient to have a very weak estimate of the form |λ(u)| = O(√‖u‖). But
we were unable to nd any other easy to hek onditions to ontrol the growth
of a Lévy symbol around the origin. Moreover, in the innite dimensional ase,
we have made full use of our assumption.
4.2 The Invariant Measure ν and the Spae L
2
∗
(ν)
Sine we are interested in generators, we have to redue our equation to the
autonomous ase, so that we obtain a one-parameter semigroup, that we an
relate to a generator. It will turn out, that we an establish an invariant measure
for our new semigroup on the extended state spae, using our evolution system
of measures.
Redution of non-autonomous problems is a well-known method in the theory
of ordinary dierential equations.(see e.g. [6℄) We reall that the basi idea is
to enlarge the state spae, thus allowing to keep trak of the elapsed time. The
redued problem then looks:{
dX(t) = {A(y(t))X(t) + f(y(t))}dt+B(y(t))dL(t) X(0) = x
dy(t) = dt y(0) = s
The one-parameter semigroup is then dened as follows:
Pτu(t, x) := Pt,t+τu(t+ τ, ·)(x) := (Pt,t+τut+τ )(x)
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meaning that we apply the two-parameter semigroup to u as a funtion of x
only. That the family {Pτ}τ∈R is indeed a semigroup, follows, of ourse, from
the semigroup property of {Ps,t}s<t and is a simple alulation:
(Pσ(Pτu))(t, x) = Pt,t+σPt+σ,t+σ+τu(t+ σ + τ, ·)(x)
= Pt,t+σ+τu(t+ σ + τ, ·)(x) = Pτ+σu(t, x)
Starting from our evolution system of measures, we will establish an invari-
ant measure for the one-parameter semigroup. On the respetive L2-spae the
semigroup will then be a ontration.
From now on we will require the following assumption to hold:
Assumption 4.13 D(A∗) is dense in H and we have U∗(t, s)D(A∗) ⊂ D(A∗)
for all s ≤ t. Moreover, we have ddtU∗(t, s)x = U∗(t, s)A∗(t)x for all x ∈ D(A∗)
To obtain our invariant measure we need the following lemma:
Lemma 4.14 The funtion F : (t, A) 7→ νt(A) t ∈ R, A ∈ B(H) is a kernel.
Proof It is not hard to see, that t 7→ νt is weakly ontinuous. A monotone
lass argument then gives the result. 
Now, we introdue the spae, on whih the semigroup will be strongly ontinuous
and the subspae that will be the ore for the generator of our semigroup.
Denition 4.15 As F is a kernel from H to R we an form ν := F ⊗ 1T dt, a
measure on H × R.
L2∗(ν) :={f : R×H → R measurable | f(t+ T, x) = f(t, x) ν − a.e.∫
[0,T ]×H
‖f‖2(y)ν(dy) <∞}
M := spanC{f : R×H → C | f = Φ(t)ei〈x,h(t)〉, where
Φ ∈ C1(R,R) and T-periodi,
h ∈ C1(R, H) and T-periodi suh that Im h ⊂ D(A∗)}
K := {ℜ(f) | f ∈M}
That is, K omprises the real parts of the funtions in M.
Remark 4.16 It is not hard to see that L2∗ is a Hilbert spae.
Lemma 4.17 K is dense in L2∗(ν).
Proof By a monotone lass argument. For the onveniene of the reader,
details an be found in the appendix. 
Remark 4.18 Note that to prove the density of K, h ≡ const is suient, but
we will need the t-dependene of h later to show that K is Pτ -invariant.
Proposition 4.19 The measure ν is the unique invariant measure for the semi-
group Pτ on L
2
∗(ν). The semigroup Pτ is a ontration on L
2
∗(ν).
Proof The proof is analogous to the one in [7℄. For the onveniene of the
reader we inlude it in the appendix. 
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5 Generator and Domain of Uniqueness
In this setion we prove that the generator is given by a pseudo-dierential
operator. Compared to the Gaussian ase, we have an additional nonloal part.
However, we still obtain a result on the spetrum of the generator, exatly as
in the Gaussian ase.
Proposition 5.1 (strong ontinuity) Pτ is strongly ontinuous on L
2
∗(ν)
Proof The invariane of ν and the density of K allow us to use proposition
4.3 from [14℄. Hene, it will be suient to show, that Pτu
t→0−→ u ν − a.e. For
u(t, x) = Φ(t)ei〈x,h(t)〉 we have by 4.2:
(Pτu)(t, x) = exp
{∫ t+τ
t
λ(B∗(r)U∗(t+ τ, r)h(t+ τ))dr
}
× Φ(t+ τ) exp
{
i
〈
h(t+ τ), U(t+ τ, t)x +
∫ t+τ
t
U(t+ τ, r)f(r)dr
〉}
(12)
Realling that Φ, h and U are ontinuous and that U(t, t) = Id we obtain the
result, sine all the integrals vanish. Note, that by linearity, this extends to
general u ∈ K. 
Lemma 5.2 Let S(t) be a strongly ontinuous semigroup with generator G on
a Banah spae B. Let C be a dense subspae of D(G) that is invariant under
S. Then C is a ore.
Proof see [3℄ page 47 
Lemma 5.3 Let assumption 4.9 hold. Then K is a ore for G.
Proof Looking losely at (12) again, one notes that (Pτu)(t, x) is again of the
form Ψ(t)ei〈x,k(t)〉 with Ψ and k as follows:
Ψ(t) := Φ(t+ τ) exp
{
i
〈
h(t+ τ),
∫ t+τ
t
U(t+ τ, r)f(r)dr
〉}
× exp
{∫ t+τ
t λ(B
∗(r)U∗(t+ τ, r)h(t + τ))dr
}
k(t) := U∗(t+ τ, t)h(t+ τ)
Sine by assumption 4.13 k : R → D(A∗), K is invariant under Pτ , sine by
linearity it is suient to hek the invariane for speial u. Furthermore, we
have again by (12):
Gu =
d
dτ
Pτu
∣∣∣∣
τ=0
= [Φ′(t) + iΦ(t)〈x, h′(t)〉] ei〈x,h(t)〉
+ i〈x+ f(t), A∗(t)h(t)〉Φ(t) ei〈x,h(t)〉
+ λ[B∗(t)h(t)] Φ(t) ei〈x,h(t)〉 (13)
Note that we have used the dierentiability of λ.
Seeing, that K ⊂ D(G) we an apply 5.2 to prove the assertion. 
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Remember, that (b, R,M) is the triple of our Lévy proess (see 2). Set Σ =
√
R.
Denition 5.4 For u ∈ K we set:
Lu(t, x) := ut(t, x) + 〈A(t)x + f(t),∇xu(t, x)〉
+ 〈B(t)b,∇xu(t, x)〉+ 1
2
Tr{Σ∗B∗∇xxu(t, x)BΣ}
+
∫
Rd
{u(t, x+B(t)y)− u(t, x)− 〈B(t)y,∇xu(t, x)χ‖y‖≤1}ν(dy)
where ∇x u denotes the gradient of u, ∇xx u denotes the generalized Hessian
of u and Tr denotes the trae of an operator.
Note that ∇xx u is Hilbert-Shmidt, (see e.g. [8℄ 1.2.4.) so the trae is well
dened.
Lemma 5.5 (realization of G) L = G|K , so that G = L¯
Proof Again, we will only hek this for speial u, sine we deal with linear
operators. Note, for the alulations involved, that for u(t, x) = Φ(t)ei〈x,h(t)〉
we have ∇xu(t, x) = ih(t)u(t, x) ∇xxu(t, x) = −h(t)h∗(t)u(t, x) and that
Tr(Auu∗A∗) = 〈Au,Au〉. Hene the Lévy-Khinhine formula yields for λ:
u(t, x) λ(B∗(t)h(t))
= i〈B(t)b, h(t)〉 u(t, x)− 1
2
〈Σ∗B∗(t)h(t),Σ∗B∗(t)h(t)〉 u(t, x)
+ u(t, x)
∫
Rd
{ei〈B∗(t)h(t),y〉 − 1− i〈B∗(t)h(t), y〉χ‖y‖≤1}ν(dy)
= 〈B(t)b,∇xu(t, x)〉 − 1
2
Tr(Σ∗B∗(t)h(t)h∗(t)u(t, x)B(t)Σ)
+
∫
Rd
{Φ(t)ei〈h(t),x〉ei〈h(t),B(t)y〉 − u− i〈h(t)u,B(t)y〉χ‖y‖≤1}ν(dy)
= 〈B(t)b,∇xu(t, x)〉+ 1
2
Tr{Σ∗B∗∇xxu(t, x)BΣ}
+
∫
Rd
{u(t, x+ B(t)y)− u(t, x)− 〈B(t)y,∇xu(t, x)χ‖y‖≤1}ν(dy)
That the rst two summands in both expressions also oinide is very easy to
see. 
Lemma 5.6 For all u ∈ D(L) we have∫
[0,T ]×Rd
Lu(t, x)ν(dt, dx) = 0 (14)
Proof We will prove this for u ∈ K rst. As ν is Pτ invariant, let us onsider
the equality:∫
[0,T ]×Rd
Pτu(t, x)ν(dt, dx) =
∫
[0,T ]×Rd
u(t, x)ν(dt, dx)
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Dierentiating both sides with respet to τ we obtain the result, if we an show
that we an interhange integral and dierential on the left hand side. We know,
that for a xed u ∈ K τ 7→ Pτu(t, x) is dierentiable ν− almost everywhere,
sine limn→∞ nP 1
n
u(t, x) = Lu(t, x) in L2∗(ν) implies pointwise a.e.-onvergene
along a subsequene, that we an hoose without loss of generality. Furthermore,
for a xed u the derivative in τ is given by PτLu(t, x), but sine every Pτ is a
ontration with respet to the supremum norm, and every Gu ∈ K is bounded
we have a uniform bound for the derivatives. Hene we an apply Lebesgue's
dominated onvergene theorem.
Sine K is a ore, for u ∈ D(G) we an nd a sequene un suh that un → u in
L2∗ and Gun → Gu in L2∗. Taking the limit, we obtain the equality for u. 
Exatly as in [7℄ we obtain the following result on the spetrum of G:
Corollary 5.7 For any z ∈ σ(G) and k ∈ Z we have z + 2 piT ki ∈ σ(G). More-
over 0 is a simple eigenvalue of G.
Proof Analogous to [7℄ Corollary 5.5 
6 Asymptoti Behaviour of the Semigroup
Having obtained a unique invariant measure for the semigroup of the redued
equation, we may use ergodi theory to ivestigate the asymptotis of the two-
parameter semigroup.
Proposition 6.1 Assume that f : H → R is suh that∫ T
0
∫
H f
2(x)νt(dx)dt <∞ Then we have:
lim
τ→∞
1
τ
∫ τ
0
Pt,t+sf(x)ds =
1
T
∫ T
0
∫
H
f(x)νt(dx)dt
Proof A simple appliation of the ergodi theorem. 
Proposition 6.2 Assume that there is x ∈ H suh that for s→ −∞
P ◦ (X(t, s, x))−1 → νt weakly. Then we have for f ∈ Cb(H) :
lim
s→−∞Ps,tf(x) =
∫
H
f(x)νt(dx)
Proof By denition of weak onvergene. 
6.1 The Square Field Operator and an Estimate
In the following we will introdue the square eld operator. Its importane
lies in the ruial role, that it will play in the proof of the following funtional
inequalities.
Denition 6.3 Γ(u, u) := Gu2 − 2uGu will be alled the square eld operator.
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Lemma 6.4 (square eld operator) On K we have:
Γ(u, u) = 〈Σ∗B∗(t)∇xu,Σ∗B∗(t)∇xu〉+
∫
H
[u(x+B(t)y, t)− u(x, t)]2M(dy)
Proof Let u be given by u(t, x) = Φ(t)ei〈x,h(t)〉.
First note, that u2(t, x) = Φ2(t)ei〈x,2h(t)〉, so that by (13):
Gu2(t, x) = [2Φ′(t)Φ(t) + iΦ2(t)〈x, 2h′(t)〉] ei〈x,2h(t)〉 (15)
+ i〈A(t)x + f(t), 2h(t)〉Φ2(t) ei〈x,2h(t)〉 (16)
+ λ[B∗(t)2h(t)] Φ2(t) ei〈x,2h(t)〉 (17)
2u(t, x)Gu(t, x) = 2[Φ′(t) + iΦ(t)〈x, h′(t)〉] Φ(t)
(
ei〈x,h(t)〉
)2
(18)
+ 2i〈A(t)x+ f(t), h(t)〉Φ2(t)
(
ei〈x,h(t)〉
)2
(19)
+ 2λ[B∗(t)h(t)] Φ2(t)
(
ei〈x,h(t)〉
)2
(20)
We see immediately, that (15)=(18) and (16)=(19). Then a tedious, but simple
alulation shows, that (17) - (20) has indeed the prolaimed form.
Note that - sine the square eld operator is not linear - we have to hek
the equality also for sums of suh funtions. Another lengthy alulation yields
the result. 
Assumption 6.5
(i) For every t, τ > 0 : U(t+ τ, t)RH ⊂ √RH and there is a stritly positive
C1 ∈ C[0,∞) suh that:
‖U(t, s)Rx‖H0 ≤
√
C1(t− s)‖Rx‖H0 x ∈ H, t > s
(ii) There is a stritly positive C2 ∈ C[0,∞) suh that:
M ◦ U(t+ τ, t)−1 ≤ C2(τ)M τ > 0
that is C2(τ)M −M ◦ U(t+ τ, t)−1 is a positive measure.
Lemma 6.6 (estimate of the square eld operator) If B = Id, we have
for u ∈ K:√
〈DxPτu(t, x), RDxPτu(t, x)〉 ≤
√
C1(τ) Pτ
(
‖
√
RDxu‖
)
(t, x) (21)∫
H
[Pτu(x+ y, t)− Pτu(x, t)]2M(dy)
≤ C2(τ)Pτ
(∫
H
[u(·+ y)− u(·)]2M(dy)
)
(x, t) (22)
So that ombining the two estimates, we have:
Γ(Pτu, Pτu) ≤ max(C1, C2)(τ)PτΓ(u, u)
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Proof Let be z ∈ H and u(t, x) = Φ(t)ei〈x,h(t)〉, then:
〈DxPτu(t, x), Rz〉 = 〈iU∗(t+ τ, t)h(t+ τ)Pτu(t, x), Rz〉
=
∫
H
〈iU∗(t+ τ, t)h(t+ τ)u(t+ τ, x), Rz〉P ◦X(t+ τ, t, x)−1(dy)
= Pτ 〈Dxu(t, x),
√
R
√
R
−1
U(t, t− τ)Rz〉 (+)
≤ Pτ‖
√
(R)Dxu‖‖
√
R
−1
U(t, t− τ)Rz‖ = Pτ‖
√
(R)Dxu‖‖U(t, t− τ)Rz‖H0
≤ Pτ‖
√
(R)Dxu(t, x)‖
√
C1(τ)‖Rz‖H0 = Pτ‖
√
(R)Dxu(t, x)‖
√
C1(τ)‖
√
Rz‖
Now, for every pair (t, x) hoosing z = DxPτu(t, x) we obtain:
〈DxPτu(t, x), RDxPτu(t, x)〉
≤
√
C1(τ) ‖
√
RDxPτu(t, x)‖ Pτ
(
‖
√
RDxu‖
)
(t, x)
or √
〈DxPτu(t, x), RDxPτu(t, x)〉 ≤
√
C1(τ) Pτ
(
‖
√
RDxu‖
)
(t, x) (23)
Note that we have used the speial form of u only up to equation (+), but by
linearity of P and Dx it is lear that this also holds for sums. So we obtain (23)
on all of K.
Setting P˜ := P ◦ X(t + τ, t, 0)−1 and M˜ := M ◦ U(t + τ, t)−1 we have for
general u ∈ K: (setting τ˜ := t+ τ for brevity)∫
H
|Pτu(x+ y, t)− Pτu(x, t)|2M(dy)
≤
∫
H
(∫
H
|u(U(τ˜ , t)(x+ y) + z, τ˜)− u(U(τ˜ , t)x + z, τ˜)|2P˜ (dz)
)
M(dy)
=
∫
H
(∫
H
|u(U(τ˜ , t)x+ y + z, τ˜)− u(U(τ˜ , t)x+ z, τ˜)|2M˜(dy)
)
P˜ (dz)
≤C2(τ)
∫
H
(∫
H
|u(U(τ˜ , t)x+ y + z, τ˜)− u(U(τ˜ , t)x+ z, τ˜)|2M(dy)
)
P˜ (dz)
=C2(τ)Pτ
(∫
H
|u(·+ y)− u(·)|2M(dy)
)
(x, t) 
Corollary 6.7√
〈DxPτu(t, x), DxPτu(t, x)〉 ≤ ‖U(t+ τ, t)‖Pτ (‖Dxu‖) (t, x) (24)
Proof Reonsidering the proof above and setting R = Id yields the result. 
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6.2 Funtional Inequalities
Following [17℄, we will now prove a Poinaré and a Harnak inequality.
Denition 6.8
ut :=
∫
H
u(t, x)νt(dx)
Proposition 6.9 Assume that the νt have uniformly bounded rst moments,
that is: supt{
∫
H
‖x‖νt(dx)} <∞ Then we have for all u ∈ K:
lim
τ→∞
(
sup
t
|Pτu(t, x)− ut+τ |
)
= 0 for every xed x
Proof We have, sine ut+τ :=
∫
H u(t+τ, y)νt+τ (dy) = Pt,t+τu(t+τ, ·)(y)νt(dy)
by the property of the evolution system :
|Pτu(t, x)− ut+τ | =
∣∣∣∣
∫
H
Pt,t+τu(t+ τ, ·)(x)− Pt,t+τu(t+ τ, ·)(y)νt(dy)
∣∣∣∣
≤ ‖DxPt,t+τu(t+ τ, ·)‖∞
∫
H
|x− y|νt(dy)
≤Me−ωτ‖Dxu(t+ τ, ·)‖∞
∫
H
|x− y|νt(dy) τ→∞−→ 0
sine the integral is bounded by assumption and ‖Dxu(t, x)‖ = ‖h(t)‖ but
h : R→ H is ontinuous and periodi, hene bounded. 
Proposition 6.10 (Poinaré Inequality) Given assumption 6.5
and B = Id, we have for C(τ) := max
(∫ τ
0
C1(s)ds,
∫ τ
0
C2(s)ds
)
:
Pτu
2 − (Pτu)2 ≤ C(τ)PτΓ(u, u) for all τ > 0, u ∈ K (25)
Proof Set f(s) := Pτ−s(Psu)2 Then we have by the produt rule:
d
ds
f(s) = −Pτ−sG(Psu)2 + Pτ−s2PsuGPsu
= −Pτ−s[G(Psu)2 − 2PsuGPsu] = −Pτ−sΓ(Psu, Psu)
Hene,
− d
ds
f(s) = Pτ−sΓ(Psu, Psu)
= Pτ−s 〈Σ∗∇xPsu,Σ∗∇xPsu〉
+ Pτ−s
∫
H
[Psu(x+ y, t)− Psu(x, t)]2M(dy)
≤ C1(s)Pτ−sPs 〈Σ∗∇xu,Σ∗∇xu〉 by (21)
+ C2(s)Pτ−sPs
∫
H
[u(x+ y, t)− u(x, t)]2M(dy) by (22)
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Integrating with respet to s and noting that f(0) = Pτf
2
and f(t) = (Pτf)
2
we obtain:
Pτf
2 − (Pτf)2 ≤
(∫ τ
0
C1(s)ds
)
Pτ 〈Σ∗∇xu,Σ∗∇xu〉
+
(∫ τ
0
C2(s)ds
)
Pτ
∫
H
[u(x+ y, t)− u(x, t)]2M(dy)
and the result is proved. 
Corollary 6.11 Let be C as in 6.10.
Given that C(∞) <∞ we also have for all u ∈ K:∫
[0,T ]×H
[u(t, x)− ut]2ν(dt, dx) ≤ C(∞)
∫
[0,T ]×H
Γ(u, u)ν(dt, dx)
Proof Integrating (25) with respet to ν yields, beause of invariane:∫
[0,T ]×H
u2 − (Pτu)2ν(dt, dx) ≤ C(τ)
∫
[0,T ]×H
Γ(u, u)ν(dt, dx)
Letting τ →∞ and using 6.9 together with dominated onvergene we have:∫
[0,T ]×H
u2 − (ut)2ν(dt, dx) ≤ C(∞)
∫
[0,T ]×H
Γ(u, u)ν(dt, dx)
Sine u does not depend on x anymore, we have:∫
[0,T ]×H
[u(t, x)− ut]2ν(dt, dx) =
∫
[0,T ]×H
u2(t, x) − 2u(t, x)ut + u2t ν(dt, dx)
=
∫
[0,T ]×H
u2(t, x) + u2tν(dt, dx) − 2
∫
[0,T ]
ut
∫
H
u(t, x)νt(dx)︸ ︷︷ ︸
ut
dt 
For the following Harnak inequality we need a denition:
Denition 6.12
ρ(x, y) := inf{ ‖z‖ :
√
Rz = x− y}
with the usual onvention that inf ∅ = ∞ , so ρ may take the value innity if
(x− y) /∈ Im√R.
C∗b := {f : R×H → R | f is ontinuous and bounded
and T-periodi in the rst omponent}
Proposition 6.13 (Harnak Inequality)
|Pτu(t, y)|2 ≤ Pτu2(t, x) exp
[
ρ2(x, y)∫ τ
0
1
h(s)ds
]
for all u ∈ C∗b (26)
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Proof First, let be u ∈ K suh that u is stritly positive. Sine
Pτ−s(Psu)2(t, x) will then also be stritly positive we an dene:
Φ(s) := log[Pτ−s(Psu)2(t, xs)]
where xs is given by xs := x+
(y−x) R s
0
1
h(τ−u)
du
R
τ
0
1
h(u)
du
Dierentiating Φ we obtain:
d
ds
Φ(s) =
d
dsPτ−s(Psu)
2(t, xs)
Pτ−s(Psu)2(t, xs)
(27)
and for the numerator:
d
ds
[Pτ−s(Psu)2(t, xs)] =
d
ds
[Pτ−s(Psu)2](t, xs) +
〈
Dx[Pτ−s(Psu)2](t, xs),
dxs
ds
〉
= −GPτ−s(Psu)2(t, xs) + Pτ−s[2PsuGPsu](t, xs)
+
1
h(τ − s) ∫ τ
0
1
h(u)du
〈
Dx[Pτ−s(Psu)2](t, xs), (y − x)
〉
= −Pτ−sΓ(Psu, Psu)
+
1
h(τ − s) ∫ τ
0
1
h(u)du
〈
Dx[Pτ−s(Psu)2](t, xs), (y − x)
〉
(28)
We will now estimate
〈
Dx[Pτ−s(Psu)2](t, xs), (y − x)
〉
:
〈
Dx[Pτ−s(Psu)2](t, xs), (y − x)
〉
= inf
{z:
√
Rz=x−y}
〈
Dx[Pτ−s(Psu)2](t, xs),
√
Rz
〉
(x− y) ∈ Im
√
R
≤
√
〈RDx[Pτ−s(Psu)2](t, xs), Dx[Pτ−s(Psu)2](t, xs)〉ρ(x, y) Cau.-Shw.
≤ ρ(x, y)
√
h(τ − s)Pτ−s
(√
〈RDx(Psu)2, Dx(Psu)2〉
)
(t, xs) by (21)
≤ 2ρ(x, y)
√
h(τ − s)Pτ−s
(
Psu
√
〈RDx(Psu), Dx(Psu)〉
)
(t, xs) hain rule
(29)
Combining (27),(28) and (29) we obtain:
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d
ds
Φ(s) ≤ −Pτ−sΓ(Psu, Psu)
Pτ−s(Psu)2(t, xs)
+
1
h(τ−s) R τ
0
1
h(u)
du
2ρ(x, y)
√
h(τ − s)Pτ−s
(
Psu
√〈RDx(Psu), Dx(Psu)〉) (t, xs)
Pτ−s(Psu)2(t, xs)
≤ −Pτ−s (〈RDx(Psu), Dx(Psu)〉) (t, xs)
Pτ−s(Psu)2(t, xs)
+
1√
h(τ−s) R τ
0
1
h(u) du
2ρ(x, y)Pτ−s
(
Psu
√〈RDx(Psu), Dx(Psu)〉) (t, xs)
Pτ−s(Psu)2(t, xs)
=
1
Pτ−s(Psu)2(t, xs)
× Pτ−s
(
(Psu)
2
[
2H
√〈RDx(Psu), Dx(Psu)〉
Psu
− 〈RDx(Psu), Dx(Psu)〉
(Psu)2
])
(t, xs)
where we have set H := ρ(x,y)√
h(τ−s) R τ
0
1
h(u)
du
for brevity.
Furthermore, setting G :=
√
〈RDx(Psu),Dx(Psu)〉
Psu
:
d
ds
Φ(s) ≤ 1
Pτ−s(Psu)2(t, xs)
Pτ−s
(
(Psu)
2
[−G2 + 2HG]) (t, xs)
=
1
Pτ−s(Psu)2(t, xs)
Pτ−s
(
(Psu)
2
[−G2 + 2HG−H2 +H2]) (t, xs)
≤ 1
Pτ−s(Psu)2(t, xs)
Pτ−s
(
(Psu)
2
[
H2
])
(t, xs)
= H2
sine H depends neither on xs nor on t. Integration over s yields:
log[(Pτu)
2(t, y)]− log[(Pτu2)(t, x)] = Φ(τ)− Φ(0)
≤
∫ τ
0
H2(s)ds =
∫ τ
0
ρ2(x, y)
h(τ − s)(∫ τ0 1h(u)du)2 ds =
ρ2(x, y)∫ τ
0
1
h(u)du
Hene, applying the exponential yields: (Pτu)
2(t, y) ≤ Pτu2(t, y) ρ
2(x,y)R
τ
0
1
h(u)
du
and the proof is omplete for positive funtions. To obtain the result for general
u, note rst, that it is suient to have it for |u|, sine we have:
|Pτu(t, y)|2 ≤ [Pτ |u|(t, y)]2 ≤ Pτu2(t, x) exp
[
ρ2(x, y)(
∫ τ
0
1
h(s)ds)
−1
]
Of ourse, we annot take modulus without leaving K, but as K is an algebra
we may take the square of our funtions. Thus, let be u ∈ C∗b and ε > 0. Then
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f :=
√|u| ∈ C∗b . Now, by 6.14 we an approximate f pointwisely by funtions
un from K. Then, u
2
n + ε is stritly positive, it will approah |u|+ ε and sine
the approximating funtions are uniformly bounded, we an take limits in (26)
and obtain the result via dominated onvergene and then letting ε→ 0. 
Lemma 6.14 For every f ∈ C∗b we an nd a sequene un ∈ K suh that:
• un → f pointwisely
• supx,t,n |un(t, x)| ≤ 1 + supt,x |f(t, x)|
Proof Let be (ek)k∈N a omplete orthonormal system in D(A∗). Let be
fn(t, h) := gn(t, Pnh) where Pn : H → Rn h 7→ (〈h, e1〉, . . . , 〈h, en〉)
and gn : R× Rn → R (t, x1, . . . , xn) 7→ f(t, x1e1 + · · ·+ xnen)
Note that eah gn is ontinuous and bounded and that fn = f on
R× span{e1, . . . , en}. Moreover, we have Pn → Id strongly and hene fn → f
pointwisely.
Now let be g : R × Rd → R ontinuous and bounded. By the theorem
of Stone-Weierstrass it is lear, that we an approximate g uniformly on any
bounded set by sums of produts of omplex exponentials with T-periodi dif-
ferentiable funtions.
Let us all g(n) suh an approximation of g on {‖x‖∞ ≤ n} up to 1n , that is
we have: sup‖(t,h)‖∞≤n |g(n)(t, h)− g(t, h)| < 1n so we have g(n) → g pointwisely
for n → ∞ and by periodiity it is lear that we have supt,x,n |g(n)(t, x)| ≤
1 + supt,x |g(t, x)|.
Now, applying the above approximation to our funtions gn from above, we
denote:
un(t, h) := f
(n)
n (t, h) := g
(n)
n (t, Pnh)
and an easy alulation shows that f
(n)
n is indeed a funtion from K. To see
that f
(n)
n (t, h)→ f(t, h) for eah xed (t, h) we alulate:
|f(t, h)− f (n)n (t, h)| ≤ |f(t, h)− fn(t, h)|+ |fn(t, h)− f (n)n (t, h)|
We have already stated that the rst tern will tend to 0. For the seond term,
note, that for xed (t, h) there isN independent of n suh that ‖(t, Pnh)‖∞ < N .
Thus, we obtain:
|fn(t, h)− f (n)n (t, h)| = |gn(t, Pnh)− g(n)n (t, Pnh)|
≤ sup
‖(t,x)‖∞≤N
|gn(t, x) − g(n)n (t, x)| <
1
n

whenever n is bigger than N .
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7 Appendix
Proof of Lemma 4.2:
Knowing how the Fourier transform ats on translations, it will be enough to
show, that:
E
[
exp
(
i
〈
h,
∫ t
s
U(t, r)B(r)dLr
〉)]
= exp
{∫ t
s
λ(B∗(r)U∗(t, r)h)dr
}
The strong ontinuity of U and B allows us to approximate the Lévy stohasti
integral by a sequene of sums. More preisely, we have:∫ t
s
U(t, r)B(r)dLr = P − lim
n→∞
∑
si∈Pn
U(t, si)B(si)(Lsi − Ls(i−1)∨0 )
where the limit is taken in probability and Pn is a sequene of partitions s = s0 <
... < sN = t of [s, t] suh that the mesh width tends to zero. The veriation is
a straightforward appliation of the respetive isometries:
For the drift term whih is a Bohner integral we have to show that:
lim
n→∞
∑
si∈Pn
∫ si
si−1
‖U(t, si)B(si)b− U(t, r)B(r)b‖ dr = 0
but sine r 7→ Ut(r)B(r)b is even uniformly ontinuous on [s, t] we may nd
δ > 0 suh that ‖Ut(r)B(r)b − Ut(r′)B(r′)b‖ < εt−s whenever |r − r′| < δ, so
that if we hoose n suh that the mesh width of Pn is smaller than δ we have∑
si∈Pn
∫ si
si−1
‖U(t, si)B(si)b− U(t, r)B(r)b‖ dr <
∑
si∈Pn
∫ si
si−1
ε
t− sdr < ε
For the small jumps we make use of the isometry from 3.7, so we have to
show that our pieewise approximation onverges in the H2 norm, that is we
need:
lim
n→∞
∞∑
k=1
∫
‖x‖<1
( ∑
si∈Pn
∫ si
si−1
‖[Ut(r)B(r) − Ut(si)B(si)]T
1
2
x ek‖2dr
)
M(dx) = 0
For eah k and x xed the expression in round brakets onverges to zero, for
the same reasons as used for the drift term. So we only have to show that we
may take the limit into the sum and the integral, but this follows by dominated
onvergene on onsidering the uniform integrable bound :
‖[Ut(r)B(r)−Ut(si)B(si)]T
1
2
x ek‖2 ≤ 2 sup
s≤r≤t
‖Ut(r)‖L(H) sup
s≤r≤t
‖B(r)‖L(H)‖T
1
2
x ek‖2
Thus we have onvergene in L2 of the approximating sums towards the inte-
gral.
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The same argument works for the Brownian part, where there is even no depen-
dene on x.
The big jumps, nally are quite simple to treat. Sine the expression makes
sense pointwise, we onsider the approximation for ω xed and we obtain:
lim
n→∞
∑
si∈Pn
∑
si−1≤r≤si
[Ut(si)B(si)− Ut(r)B(r)]∆Lr(ω)χ‖∆Lr(ω)‖>1 = 0
again beause of strong ontinuity.
So in any of the four ases we have at least onvergene in probability and
the laim is proved.
By onvergene in distribution and independene of inrements:
E
[
exp
(
i
〈
h,
∫ t
s
U(t, r)B(r)dLr
〉)]
= lim
n→∞
∏
k∈Pn
E
[
exp
(
i
〈
h, U(t, sk)B(sk)(Lsk − Lsk−1∨0)
〉)]
= exp
{∫ t
s
λ(B∗(r)U∗(t, r)h)dr
}
where we employed the Lévy-Khinhine formula and the funtional equation
of the exponential. Note that the Riemannian sums onverge to the integral
beause of strong ontinuity.
Proof of Lemma 4.10:
Let be λ the orresponding Lévy symbol and M the Lévy measure. By the
Lévy-Khinhine formula 2.3 we know that:
λ(u) = i〈u, b〉 − 1
2
〈u,Au〉+
∫ (
ei〈u,x〉 − 1− i〈u, x〉χ{‖x‖≤1}
)
M(dx)
Clearly, it is enough to show that the integral expression is dierentiable. We
rst show Gâteaux dierentiability, hene we will need the diretional derivatives
to be integrable to obtain the result via dominated onvergene. We have:
∂
∂t
∣∣∣∣
t=0
(
ei〈u+tv,x〉 − 1− i〈u+ tv, x〉χ{‖x‖≤1}
)
= i〈v, x〉ei〈u,x〉 − i〈v, x〉χ{‖x‖≤1}
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To see the integrability we split the integral in two parts:∫
‖x‖≤1
∣∣∣i〈v, x〉ei〈u,x〉 − i〈v, x〉χ{‖x‖≤1}∣∣∣M(dx)
=
∫
‖x‖≤1
∣∣∣∣∣i〈v, x〉
∞∑
k=0
(i〈u, x〉)k
k!
− i〈v, x〉
∣∣∣∣∣M(dx)
≤
∫
‖x‖≤1
(
‖v‖ ‖x‖2‖u‖
∞∑
k=1
‖u‖k−1‖x‖k−1
k!
)
M(dx)
≤ sup
‖x‖≤1
exp{‖u‖‖x‖}
∫
‖x‖≤1
(‖v‖ ‖x‖2‖u‖)M(dx)
= exp{‖u‖}‖u‖ ‖v‖
∫
‖x‖≤1
‖x‖2M(dx) <∞
for every xed u, v and s sine M is a Lévy measure. On the other hand, we
have:∫
‖x‖>1
∣∣∣i〈v, x〉ei〈u,x〉 − i〈v, x〉χ{‖x‖≤1}∣∣∣M(dx) ≤ ‖v‖ ∫
‖x‖>1
‖x‖M(dx) <∞
by assumption.
Moreover, from the above, it is easy to see that the Gâteaux derivative is linear
and bounded and depends ontinuously on u with respet to the operator norm,
so λ is Fréhet dierentiable and hene loally Lipshitz.
Proof of Proposition 4.17
Note that by periodiity, we an think of our funtions to be dened on [0, T ]×H
and in the following we will do so without hanging notation.
We will show density of M in L2∗(ν;C). This implies density of the respetive
real vetor spaes. We will use omplex monotone lasses again. The spae M
is losed under multipliation and onjugation. Consider H := M¯ as a sub-
spae of L2∗(ν;C) where we allow omplex-valued integrable and periodi fun-
tions. H is a omplex monotone vetor spae, by monotone onvergene, applied
separately to real and imaginary parts. So, H ontains all σ(M)-measurable
funtons. If we an show that σ(M) = B(H × R), then we will have all step
funtions in H, so density will be obvious. Note that we want to show, that
funtions of the form Φi ⊗ eh generate a produt σ-algebra B([0, T ]) ⊗ B(H).
Sine both families ontain the onstant funtion, we an break the problem
down, as (1R⊗f)−1(A) = R×f−1(A) and knowing that Φi generates B(R) and
eh := e
i〈 · ,h〉
generates B(H) (whih follows again from 4.5 and the fat that
D(A∗) is dense), we have the result.
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Proof of Proposition 4.19
For invariane we have to show:∫
[0,T ]×H
Pτu(t, x)dν =
∫
[0,T ]×H
u(t, x)dν ∀τ > 0, u ∈ K
Writing ut(x) := u(t, x), remember, that (Pτu)(t, x) = (Pt,t+τut+τ )(x). Taking
into aount (8),whih is valid, sine the elements fromK are bounded, we have:∫
[0,T ]×H
Pτu(t, x)dν =
1
T
∫
[0,T ]
∫
H
(Pt,t+τut+τ )(x)νt(dx)dt
=
1
T
∫
[0,T ]
∫
H
ut+τ (x)νt+τ (dx)dt =
1
T
∫
[τ,T+τ ]
∫
H
ut(x)νt(dx)
=
1
T
∫
[0,T ]
∫
H
ut(x)νt(dx) =
∫
[0,T ]×H
u(t, x)dν
beause of translation invariane of dt and T -periodiity of u and νt.
For the ontration property we have to show: ‖Pτu‖L2
∗
≤ ‖u‖L2
∗
Using the Jensen inequality for the expetation and afterwards the invariane
property for u2 (reall that K is losed under multipliation):
‖Pτu‖L2
∗
=
∫
[0,T ]×H
E[u(t+ τ,X(t+ τ, t, x))]2ν(dx, dt)
≤
∫
[0,T ]×H
E[u2(t+ τ,X(t+ τ, t, x))]ν(dx, dt) =
∫
[0,T ]×H
(Pτu
2)(t, x)ν(dx, dt)
=
∫
[0,T ]×H
u2(t, x)ν(dx, dt) = ‖u‖L2
∗
To show uniqueness, let µ be another invariant measure for Pτ , so that we
have:∫
[0,T ]×H
Pτu(t, x)µ(dx, dt) =
∫
[0,T ]×H
u(t, x)µ(dx, dt) ∀τ > 0, u ∈ L2∗(ν)
(30)
By [9℄ : orollary 10.2.8 , we an disintegrate µ as follows:∫
u(t, x)µ(dt, dx) =
∫
[0,T ]
(∫
H
u(t, x)µt(dx)
)
µ1(dt) (31)
for the marginal µ1(dt) = µ ◦ Pr−1 where Pr is the Projetion on the t-
omponent, and {µt}t∈R is a family of probability measures on H . Choosing
u(t, x) = f(t) independent of x in (30) we have by (31):∫
[0,T ]×H
f(t+ τ)µ1(dt) =
∫
[0,T ]×H
f(t)µ1(dt)
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Sine f is T -periodi, µ1 is translation invariant (note, that we need here a
similar monotone lass argument as in 4.17). So µ1 must be Lebesgue measure.
To show µt = νt, we will of ourse use the uniqueness property from 4.11.
Choosing u(t, x) = f(t)g(x) and τ = T in (30) yields:∫
[0,T ]
f(t)
(∫
H
Pt,t+T g(x)µt(dx)
)
µ1(dt) =
∫
[0,T ]
f(t)
(∫
H
g(x)µt(dx)
)
µ1(dt)
Clearly, if this holds for a xed, bounded g and arbitrary bounded f , we must
have ∫
H
Pt,t+T g(x)µt(dx) =
∫
H
g(x)µt(dx)
Sine this holds for any bounded measurable g we an apply 4.11
to obtain νt = µt ∀ t ∈ R.
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