We show that all nonnegative solutions of the critical semilinear elliptic equation involving the regional fractional Laplacian are locally universally bounded. This strongly contrasts with the standard fractional Laplacian case. Second, we consider the fractional critical elliptic equations with nonnegative potentials. We prove compactness of solutions provided the potentials only have non-degenerate zeros. Corresponding to Schoen's Weyl tensor vanishing conjecture for the Yamabe equation on manifolds, we establish a Laplacian vanishing rate of the potentials at blow-up points of solutions.
Introduction
Let Ω be an open subset of R n , n ≥ 2. The regional fractional Laplace operator is defined as (−∆ Ω ) σ u(x) := P.V.c n,σ Ω u(x) − u(y) |x − y| n+2σ dy for u ∈ C 2 (Ω), where 0 < σ < 1 is a parameter, c n,σ = 2 2σ σΓ( . The regional fractional Laplacian arises, for instance, from the Feller generator of the reflected symmetric stable process, see BogdanBurdzy-Chen [3] , Chen-Kumagai [12] , Guan-Ma [24] , Guan [23] , Mou-Yi [38] and many others.
Here we are interested in universal boundness of positive solutions to nonlinear Poisson equation involving the regional fractional Laplacian. Making use of the standard blow-up argument of Gidas-Spruck [19] and the Liouville theorem, one can show that any nonnegative solutions of the equation (−∆ Ω ) σ u(x) = u p with 1 < p < n+2σ n−2σ are locally universally bounded. In view of the fractional Sobolev inequality, for p in that range we say the equation is subcritical. In contrast, the critical equation p = n+2σ n−2σ has blow-up solutions when Ω = R n . See Jin-Li-Xiong [26, 27] and references therein for more discussions.
However, if Ω has nontrivial complement, we have 
If n ≥ 4σ, then
where C(n, σ, Ω) > 0 is a constant depending only n, σ, Ω.
Theorem 1.1 is of nonlocal nature and fails when σ = 1. Since no condition is assumed on solutions in the complement of B 1 , there exist infinitely many solutions of (1) . Note that (1) is the Euler-Lagrange equation of the fractional Sobolev inequality in Ω. Recently, Frank, Jin and Xiong [18] showed that the best constants of fractional Sobolev inequality depend on domains and can be achieved in many cases, which is different from the classical Sobolev inequalities in domains.
For every smooth bounded function u defined in Ω, by extending u to zero outside Ω we see that
where (−∆) σ := (−∆ R n ) σ is the standard fractional Laplacian,
A Ω (x) := c(n, σ)
Since the measure of R n \ Ω is positive, A Ω > 0. Generally, let us consider the equation
where the potential a(x) is assumed to be nonnegative and smooth. Second order critical semilinear elliptic equations of (4) type have been studied very extensively. A typical example is the Yamabe equation on Riemannian manifolds whose potential is the scalar curvature multiplied by a constant. Compactness and blow-up phenomenon of solutions to the Yamabe equation have been well understood; see, e.g., the recent book Hebey [25] and references therein. Note that the Laplacian of scalar curvature at the center of conformal normal coordinates equals − 1 6 |W g | 2 , where W g is the Weyl tensor of the metric g. A conjecture due to Schoen says if there exists a sequence of local solutions to the Yamabe equation that blow up at x i →x then the Weyl tensor will vanish atx up to [ n−6 2 ]-th order derivatives, where n is the dimension of manifolds. If 6 ≤ n ≤ 24, the conjecture was proved positively by Li-Zhang [33, 34] , Marques [36] and Khuri-Marques-Schoen [31] . If n ≥ 25, a counterexample was obtained by Marques [37] . Consequently, solutions set of the Yamabe equation is compact in C 2 if the Weyl tensor or some derivatives of order ≤ [ n−6 2 ] does not vanish everywhere in dimension less than 24. If the Weyl tensor does not vanish everywhere, compactness was proved in all dimensions n ≥ 6 by [33, 36] . Similar phenomenon has been proved recently by Li-Xiong [32] for the fourth order Q-curvature equation in dimension n ≥ 8. Another purpose of paper is to establish an analogue for Yamabe type equations with non-geometric potentials.
Let us introduce the space
R n |u(x)| (1 + |x|) n+2σ dx < ∞}.
Even though the two theorems below are stated in the nonlocal setting, they can be extended to σ = 1. Theorem 1.2. Let u ∈ C 2 (B 3 ) ∩ L σ (R n ) be a solution of (4) with a ≥ 0 and n ≥ 4σ. If either (i) a > 0 in B 2 , or (ii) ∆a > 0 on {x : a(x) = 0} ∩ B 2 and n ≥ 4σ + 2 holds, then
where C > 0 depends only on n, σ, a C 4 (B 3 ) and inf B 2 a if (i) holds, otherwise it depends only on n, σ, a C 4 (B 3 ) and inf {x:a(x)=0}∩B 2 ∆a.
In view of (2), Theorem 1.1 follows from Theorem 1.2. We believe there are blow-up examples if n < 4σ and a > 0. Compactness of finite energy changing-signs solutions of Brezis-Nirenberg problem was established in dimensions n > 6σ by Devillanova-Solimini [14] for σ = 1 and Yan-Yang-Yu [41] for 0 < σ < 1, where a is a positive constant. Corresponding to [33, 36] , we have:
where
for n = 4σ + 2 and
for 4σ + 2 < n < 6σ + 2, where C > 0 depends only on n, σ, ε and A 0 .
(ii) If n ≥ 6σ + 2, assume that
for some positive constantsb andd. Then
where C > 0 depends only on n, σ, ε, A 0 , as well as constantsb andd.
It is interesting to point out that if σ ≥ 1, the constant 6σ + 2 would be replaced by 4σ + 4 and
n−2σ , see the proof Proposition 6.1. The borderlines of dimensions in the above theorem might be not applicable to the compactness problem of the fractional Yamabe equations on the conformal boundaries of Einstein-Poincaré manifolds, as the second order operators have a non-trivial zero-order term. Fractional conformal invariant operators and fractional Yamabe problem have been studied by Graham-Zworski [22] , Chang-González [11] , Case-Chang [10] , González-Qing [20] , Fang-González [16] and Kim-Musso-Wei [29] recently. Non-compactness examples of the fractional Yamabe equations were obtained by Kim-Musso-Wei [30] in higher dimensions as Brendle [4] and Brendle-Marques [5] did for the Yamabe equation. The 1/2-Yamabe problem coincides with the boundary Yamabe problem initiated by Escobar [15] . The compactness problem of 1/2-Yamabe equation has been studied by Felli-Ould Ahmedou [17] and Almaraz [1, 2] .
The proofs of main theorems rely on asymptotic analysis of blowing up solutions. First, we should understand the possible bubbles interaction caused by the non-locality. By now two methods have been developed:
1. Using the extension formula of Caffarelli-Silvestre [8] , see Jin-Li-Xiong [26] ; 2. Using Green's representation, see Jin-Li-Xiong [27] and Li-Xiong [32] .
We will use the first one in the paper. Except the interest of degenerate elliptic equations, it appears easier to be adapted to study fractional Yamabe equations mentioned above. In addition, our proofs of Theorem 1.2 and Theorem 1.3 imply that both of them are still true when (−∆) σ is replaced by the spectral fractional Laplace operator. See Cabré-Tan [7] , Capella-Dávila-DupaigneSire [9] , Yan-Yang-Yu [41] and many others for study of nonlinear problems involving spectral fractional Laplace operator. The second method has prominent advantage in dealing with higher order elliptic equations.
By using Caffarelli-Silvestre extension, the blow up analysis procedure will need a Bôcher type theorem for degenerate elliptic equations with isolated singularities. Existence of Green function of this type degenerate elliptic equations on manifolds were obtained by Jin-Xiong [28] and Kim-Musso-Wei [29] via a duality argument but asymptotic expansion seems unknown. A difficulty is the lack of weighted W 1,p estimates. In section 3, we establish existence and asymptotic expansion of Green functions via parametrix method with the help of half-space Riesz potentials. Our approach also works for degenerate elliptic equations on manifolds.
The proofs of Theorem 1.2 and 1.3 need a refined quantitative asymptotic analysis of that in Jin-Li-Xiong [26] . In the second order case, such type analysis was developed first by Chen-Lin [13] for the prescribing scalar curvature equation and then references cited above for the Yamabe equation. Since potentials in (4) and (5) are not geometric and their Taylor expansion polynomials of order ≥ 2 have not to be orthogonal to the zeroth and first order polynomials, it is not possible to construct correctors. It is unclear to us how to show higher order derivatives vanishing estimates. Furthermore, we lose the algebraic structure used by Khuri-Marques-Schoen [31] to construct correctors in polynomial form.
The organization of the paper is as follows. In section 2, we prove a localizing lemma in metric spaces by extending a result in [32] . It allows us to localize bubbles interaction in bounded domains. In section 3, we prove the existence and uniqueness of Green's functions as well as Bôcher type theorem. In section 4, we establish basic results of so-called isolated simple blow up points. Compared with the counterpart of [26] , several new ingredients are introduced. In section 5, we establish the refined quantitative asymptotic analysis mentioned above. In section 6, we estimate the Pohozaev integral of blow up solutions. The main theorems are proved in section 7.
Green's function and Bôcher type theorems
Hereby, we use capital letters, such as X = (x, t), to denote points in R n+1 , and t ≥ 0 usually. B R (X) denotes as the ball in R n+1 with radius R and center X, B + R (X) as B R (X) ∩ R n+1 + , and B R (x) as the ball in R n with radius R and center x. We also write B R (0),
Through the extension formulation for (−∆) σ in [8] , the equation (4) is equivalent to a degenerate elliptic equation with a Neumann boundary condition in one dimension higher:
and u(x) = U (x, 0). Since the Dirichlet problem does not have uniqueness, the extension will always refer to the canonical one obtained by Poisson type integral:
, Ω), 1 ≤ p < ∞, the weighted Sobolev space equipped with the norm
It is easy to check that if u ∈ C 2 (B 3 ) ∩ L σ (R n ), then P σ * u ∈ W 1,2 (t 1−2σ , B ρ × T ) for any ρ < 3 and T > 0. The weighted space W 1,2 (t 1−2σ , Ω) and weak solutions in the space for linear equation
can be found in Cabré-Sire [6] , Jin-Li-Xiong [26] and etc. Classical regularity theory, such as Harnack inequality, Hölder estimates and Schauder estimates still hold. However, there is no weighted W 1,p , p > 2, theory.
The Harnack inequality will be used repeatedly, and thus we state it here. One can find proofs from [6] or [40] .
If a ∈ L p (B R ) for some p > n/2σ, then we have
where C depends only on n, σ, R and
where c(n, σ) is a normalization constant. Then
in distribution sense, where δ 0 is the Dirac measure centered at 0.
in weak sense, and lim
Here c(n, σ) > 0 is the constant in (11) . Furthermore, if a ∈ C 1 (B 1 ), then
where E(X) satisfies
Proof. Denote V 0 = c(n, σ)|X| 2σ−n and define inductively
and
in weak sense. Let
Choose τ to be small such that
By Lax-Milgram theorem,
has a unique weak solution in W 1,2 (t 1−2σ , B + τ ). Let G := V + W and E := (V − V 0 ) + W . By the construction of V and the regularity theory in [26] , the proposition follows immediately. 
where a ∈ C 1 (B 1 ), then
where A is some nonnegative constant, 0 < τ < 1 and G(X) are as in Proposition 3.2, and H is a
By Proposition 4.4, we immediately have
The proof of Proposition 3.4 adapts some idea from Li-Zhu [35] .
Lemma 3.6. Assume the assumptions in Proposition 3.4. If in addition
) and thus 0 is a removable singularity of U .
Proof. Let τ and G be constructed in Proposition 3.2. Let
For any ε > 0, let
. Next, by the Schauder estimate for U , we have
For ǫ > 0, let η ǫ be a cutoff function satisfying
where C > 0 depends only on n. Using U (1 − η ε ) as a text function for the equation of U , we have
Since U is bounded and (19), we have
Sending ε → 0, we have
In conclusion, we showed
From the proof of Lemma 3.6, the condition U ≥ 0 can be removed.
Lemma 3.7. Assume the assumptions in Proposition 3.4. Then
Proof. By Harnack inequality (Proposition 3.1), for 0 < r < 1 we have
where C(r) > 0 depends only on n, σ and a L ∞ (B 1 ) . Let τ > 0 and G(X) as in Proposition 3.2.
If A = ∞, using maximum principle (see Remark 3.3) we have
This is impossible. Therefore, the lemma is proved.
Proof of Proposition 3.4.
Let τ > 0 and G(X) be as in Proposition 3.2. Set
It follows from Lemma 3.7 that 0 ≤Ā ≤ A < ∞.
We claim that for any ǫ > 0, there exists r ǫ ∈ (0, τ ) such that
If the above claim were false, then there would exist some ǫ 0 > 0 and r j → 0 + such that
Notice that U (X) − ǫ 0 G(X) ≥ 0 for |X| = τ . We derive from the maximum principle that
Therefore, for any ǫ > 0, and 0 < r < r ǫ , there exists X ǫ with |X ǫ | = r such that U (X ǫ ) ≤ ǫG(X ǫ ). By Harnack inequality, we have
By Lemma 3.6, the singularity is removable.
From the definition ofĀ, we know that H(X) ≥ 0. By the maximum principle, we know that either
In the former case we are done. In the latter case, H(X) satisfies (18) with B
Arguing as in case 1, wee have b = 0 and H(X) = o(|X| 2σ−n ). By Lemma 3.6, H ∈ W 1,2 (t 1−2σ , B + τ ). We are done again. Therefore, the proposition is proved.
Analysis of isolated blow up points
In this section, we follow Jin-Li-Xiong [26] , but several new ingredients are needed to deal with the linear term. For example, a conformal type transform will be used to show the sharp upper bound of blow up solutions; see Lemma 4.9.
Let τ i ≥ 0 satisfy lim
, and a i ≥ 0 be a sequence of functions converging to a in C 2 (B 3 ), and {u i } be a sequence of
Let U i = P σ * u i be the extension of u i as in (10). Then we have
where we dropped the harmless constant N (σ) for brevity.
Definition 4.1. Let {u i } satisfy (20) . We say a pointȳ ∈ B 2 is an isolated blow up point of
, a constantC > 0, and a sequence y i tending toȳ, such that,
Let y i →ȳ be an isolated blow up point of u i , define for 0 < r <r,
Definition 4.2. We say y i →ȳ ∈ B 2 is an isolated simple blow up point, if y i →ȳ is an isolated blow up point, such that, for some ρ > 0 (independent of i)w i has precisely one critical point in (0, ρ) for large i.
In the above, we use B 2 and B 3 for conveniences. One can replace them by open sets.
Lemma 4.3. Suppose that u i is a sequence of solutions of (20) , and y i → 0 is an isolated blow up point of {u i }, i.e., for some positive constants A 1 andr independent of i,
Then for any 0 < r < 1 3 r, we have the following Harnack inequality
where Y i = (y i , 0) and C > 0 depends only on n, σ, A 1 ,r and sup
Proof. It follows from applying Proposition 3.1 to r 
where m i = u i (y i ) andc depends only on n and σ.
Proof. See the proof of Proposition 4.4 of [26] .
In the sequel, we will always work on the sequences R i → ∞ and ε i → 0 which ensure (24) and (25) valid.
Proposition 4.5. Under the hypotheses of Proposition 4.4, there exists a positive constant
In particular, for any e ∈ R n , |e| = 1, we have
Proof. Since a i ≥ 0, the proof is the same as that of Proposition 4.5 of [26] . 
where λ i = (n − 2σ − δ)(p i − 1)/2σ − 1 and C > 0 depends only on n, σ, A 0 , A 1 and δ.
Proof. The proof is similar to that of Lemma 4.6 of [26] , but here δ > 0 can not be a sequence δ i → 0 as in [26] . From Proposition 4.4, we see that
Let u i (r) be the average of u i over the sphere of radius r centered at y i . It follows from the assumption of isolated simple blow up and Proposition 4.4 that r 2σ/(p i −1) u i (r) is strictly decreasing for r i < r < ρ.
By Lemma 4.3, (27) and (26), we have, for all r i < |y − y i | < ρ,
where o(1) denotes some quantity tending to 0 as i → ∞. Applying Lemma 4.3 again, we obtain
Consider operators
For 0 ≤ µ ≤ n − 2σ and ε > 0, a direct computation yields
Hence, for fixed δ > 0, we can choose ε > 0 small such that for
Now ε is fixed. Then we can find 0 < ρ 1 ≤ ρ, depending only on n, σ, A 0 , A 1 and ε, such that for
where A > 1 will be chosen later. By the choice of M i and λ i , we immediately have
Due to (28), we can choose A to be sufficiently large such that
Applying the maximum principle in Lemma A.3 of [26] 
For r i < θ < ρ 1 , by (27) and Lemma 4.3 we have
Choose θ = θ(n, σ, ρ, A 0 , A 1 ) sufficiently small so that
Together with (29), Lemma 4.6 holds when |y − y i | ≤ ρ 1 . By Lemma 4.3 it also holds when ρ 1 ≤ |y − y i | ≤ 1. Therefore, we complete the proof.
where a ∈ C 1 (B 2 ) and p > 0. Then
and ν is the unit out normal to ∂B R .
Proof. See the proof of Proposition 4.7 of [26] . 
Proof. Denote Y i = (y i , 0). By Proposition 4.7 for equation (21), we have
It follows from Proposition 4.5 that
(1 +c|m
where we used change of variables z = m
(y − y i ) in the second inequality. By Lemma 4.6, we have
and ρ
By Lemma 4.6, Lemma 4.3 and regularity theory of linear equations in [26] ,
).
By Proposition 4.4, we have
Since a i ≥ 0, combining the above estimates and the fact τ i = o(1), the lemma follows immediately.
Lemma 4.9. Assume as in Lemma 4.6 . Then for all 0 < θ < 1, we have
Proof. By Lemma 4.3, it suffices to show the lemma for sufficiently small θ > 0. Let e = (e 1 , . . . , e n+1 ) be a unit vector with e n+1 = 0,
It follows from lemma 4.3 that for any compact set K ⊆ B
where C(K) > 0 depends only on n, σ, A 0 , A 1 and K. Note also that U i (Y i + θe) → 0 as i → ∞ by Lemma 4.6. Then after passing to a subsequence,
for some α ∈ (0, 1) and every ε > 0,
for some ξ satisfying
2ξ (r, 0), whereξ(r, 0) is the integral average of ξ(·, 0) over ∂B r . Since r i → 0 and y i → 0 is an isolated simple blow up point of {u i }, it follows from Proposition 4.4 that r (n−2σ)/2ξ (r, 0) is nonincreasing for all 0 < r < ρ, i.e., for any
where A > 0. For any given 0 < d < 1/2, let φ > 0 be the first eigenfunction of
in weak sense. It follows that for θ ∈ (0,
By (36) and (37), we have for i large
provided θ is small. By Proposition 4.4, Lemma 4.6 and Lemma 4.8 we have
It follows that
Therefore, we complete the proof. 
where C ≥ 0 depends only on n, σ, A 0 , A 1 and ρ.
Proof. It suffices to show
If not, then after passing to a subsequence we can find {Ỹ i } such that |Ỹ i − Y i | ≤ 1 and
It follows from (25) that
It is easy to see thatŨ i (Y ) satisfies the hypotheses of Lemma 4.9 and therefore max
from which we deduce that
Namely,
which contradicts (41). We thus established (40) and the proof of the proposition is finished. 
where C > 0 depends only on n, σ, A 0 , A 1 and ρ.
Proof. Choose a cut-off function
. . , n, and integrating by parts over B 
By Proposition 4.10, we have
Hence, by Corollary 4.11,
By Proposition 4.5 and Lemma 4.8,
Therefore, desired estimates of |∇a i (y i )| follows. By (32), using Lemma 4.8 and Proposition 4.10 we have
where we used a i ≥ 0 in the first inequality.
Using (32) again, by the estimates for |∇a i (y i )|, τ i and estimates (43), the estimate of a i (y i ) follows immediately.
Expansions of blow up solutions
Lemma 5.1. For s ≥ 0, ℓ > 100, 0 < α < n and α ≤ µ, we have
for all r = |x| 2 + s 2 < ℓ, where C > 0 is independent of ℓ.
Proof. Let r 2 = |x| 2 + s 2 . Then by change of variables y = rz we have The lemma follows immediately.
wherec is chosen such that (−∆) σ θ λ = θ n+2σ n−2σ λ as in Proposition 4.4. In the following we will adapt some arguments from Marques [36] for the Yamabe equation; see also the proof of Proposition 2.2 of Li-Zhang [33] . 
, and C > 0 depends only on n, σ and A 0 .
Proof. For brevity, set ℓ i = m
By Proposition 4.10 and Lemma 4.3, we have for any 0 < ε < 1 and
where we used m
. Hence, we may assume that Λ i is achieved at some point |Z i | ≤ 1 2 ℓ i , otherwise the proof is finished. By maximum principle,
where c(n, σ) is the constant in (11) .
) is a weak solution of
By Taylor expansion of a i at y i , we have
Since Φ i (y, 0) ≤ Cθ 1 (y), by Lemma 5.1 and Lemma 4.12 we have
It follows that
Note that
If Lemma 5.2 were wrong, by maximum principle we have
as i → ∞. By regularity theory in [26] , both W i (y, 0) and V i (y, 0) are locally uniformally bounded in C 2+ε for some 0 < ε < 1. By (44), it follows from Arzela-Ascoli theorem and Lebesgue dominated convergence theorem that, after passing to subsequence,
It follows from the non-degeneracy result, see, e.g., the proof of Lemma 4.1 of [32] , that 
Proof. Let α i be defined in (45). We may assume 
and thus we only need to prove the proposition when |Y | ≤
Then
Since Φ i (y, 0) ≤ Cθ 1 (y), by Lemma 5.1 and Lemma 4.12 we have: for n = 4σ + 2
for n > 4σ + 2
Since
and V i (y, 0) ≤ C, by Lemma 5.1 we have
Hence, we obtain
Since W i − V i satisfies the homogenous equation (47), by (49) and the maximum principle we have
Therefore, we proved the lemma when n = 4σ + 2. If n > 4σ + 2, we use above estimate of V i and can improve (51) to
It follows that
Arguing as (52), V i has the same upper bound as W i 's. Repeating the precess finite times, we have
Corollary 5.4. Assume as Lemma 5.2. We have
, C 0 > 0 depends only on n, σ, A 0 , A 1 ,ρ and independent of r if i is sufficiently large, and C 1 > 0 depends only on n and σ.
Proof. By Proposition 4.7, we have
By Proposition 4.10,
By change of variables z = ℓ i (y − y i ) with ℓ i = m
Making use of Corollary 5.4 and Lemma 4.8, we have
where C > 0 depends only on n, σ, A 0 and A 1 . Next, by direction computations we see that
where C > 0 depends only on n, σ and
the proposition follows immediately.
By Proposition 4.10 and local estimates in [26] , after passing to a subsequence we have
for k = 0, 1, 2, some α ∈ (0, 1) and all ρ > 0, where
in weak sense. We will still denote the subsequence as U i . Notice that for every 0 < r < 1 
where 
Without loss of generality, we assume that y i = 0. Set
Clearly, φ i satisfies
has precisely one critical point in 0 < r < 1,
where [26] imply that
as i → ∞, where
It follows from the weak maximum principle and the Harnack inequality that H(y) ≡ H ≥ 0 is a constant. Since
we have, by sending i to ∞ and making use of (59), that
By (58) and the interior estimates for linear equation in [26] , we have
If n < 6σ + 2, by Proposition 6.1 and item (i) in the assumptions we have
This contradicts to (60). Hence y i → 0 has to be an isolated simple blow up point of {u i } upon passing to a subsequence. If n ≥ 6σ + 2, let
for n = 6σ + 2 and
for n > 6σ + 2. By Proposition 6.1
This contradicts to (60). Hence y i → 0 has to be an isolated simple blow up point of {u i } upon passing to a subsequence. Therefore, we complete the proof of Proposition 6.2. 
Proof of the main theorems
where a(x) ∈ C 2 (B 3 ) and 1 < p ≤ n+2σ n−2σ .
Proposition 7.1. Assume as above. Then for any 0 < ε < 1 and R > 1, there exists large positive constants C 1 and C 2 depending only on n, σ, a C 2 (B 2 ) , ε and R such that the following statement holds. If max
n−2σ − ε and a finite set S of local maximum points of u in B 2 such that:
wherec > 0 depends only on n, σ.
(ii). If y 1 , y 2 ∈ S and y 1 = y 2 , then
The proof is standard by now, which follows from the blow-up argument as the proof of Proposition 4.4 and Liouville theorem in Jin-Li-Xiong [26] . We omit it here.
be a solution of (63) with 0 ≤ a ∈ C 4 (B 3 ). Suppose that ∆a ≥ 0 on {x : a(x) < d} ∩ B 2 for some constant d > 0, and further that ∆a > γ > 0 on {x : a(x) < d} ∩ B 2 for some constant γ if n ≥ 6σ + 2. Then for any ε > 0 and R > 1, once maxB 2 dist(x, ∂B 2 ) n−2σ 2 u(x) ≥ C 1 with the constant C 1 given by Proposition 7.1 there must be true
where S associated to u is also given by Proposition 7.1, and the constant δ * depends only on n, σ, d, γ, ε, R and a C 4 (B 3 ) .
Proof. The idea is similar to that of Proposition 5.2 of [26] on the unit sphere, but Lemma 2.1 have to be used since our equation is defined in a bounded domain with boundary. Suppose the contrary, for some ε, R and d > 0, there exist sequence {p i } and nonnegative potentials a i → a in C 4 (B 3 ) with a i C 4 (B 3 ) ≤ A 0 , satisfying the assumptions for a, and a sequence of corresponding
where z i,j , z i,l ∈ S i ∩ B 3/2 associated to u i defined in Proposition 7.1.
Upon passing to a subsequence, we assume z i,j , z i,l →z ∈B 3/2 . Define f i (z) : The rest of the proof is divided into three steps:
1. Prove that 0 and x i := f i (z i,1 ) −1 (z i,2 − z i,1 ) →x with |x| = 1 are two isolated blow up points of {Φ i (x, 0)}.
2. By Proposition 6.2, after passing to a subsequence 0 and x i →x have to be isolated simple blow up points of {Φ i (x, 0)}.
3. Since Φ i (0)Φ i (X) tends to a Green function with at least two poles, we can drive a contradiction by Pohozaev identity. Proof of Theorem 1.2. We first prove that u L ∞ (B 5/4 ) ≤ C. Suppose the contrary that there exists a sequence of solutions u i of (4) satisfying u i L ∞ (B 5/4 ) → ∞ as i → ∞. For any fixed ε > 0 sufficiently small and R >> 1, by Proposition 7.2 the set S i associated to u i defined by Proposition 7.1 only consists of finite many points in B 3/2 with a uniform positive lower bound of distances between each two points, if S i ∩ B 3/2 has points more than 1. By the contradiction assumption u i L ∞ (B 5/4 ) → ∞ and Proposition 7.1, S i ∩ B 11/8 is not empty and has only isolated blow up points of {u i } after passing to a subsequence. By Proposition 6.2, these isolated blow up points have to be isolated simple blow up points. Suppose that y i →ȳ ∈B 11/8 is an isolated simple blow up point of {u i }. Let U i be the extensions of u i and Y i = (y i , 0). By Proposition 4.10, we have
On the other hand, by the assumption of a and Proposition 6.1 we have lim inf
if n ≥ 4σ. Hence, we obtain a contraction and thus u L ∞ (B 5/4 ) ≤ C. The theorem then follows from interior estimates of solutions of linear equations in [26] .
Proof of Theorem 1.3. For any fixed ε > 0 sufficiently small and R >> 1 let S i be the set associated to u i defined by Proposition 7.1. If 4σ + 2 ≤ n < 6σ + 2, by Proposition 7.2 the set S i associated to u i defined by Proposition 7.1 only consists of finite many points in B 3/2 . Since u i (x i ) → ∞ and x i →x, by item (iii) of Proposition 7.1, after passing to subsequence, there exists S i ∋ x ′ i →x is an isolated blow up point of {u i }. By Proposition 6.2, it has to be an isolated simple blow up point. Let U i be the extensions of u i and X ′ i = (x ′ i , 0). By Proposition 4.10, we have
By Proposition 6.1, we establish the theorem for 4σ + 2 ≤ n < 6σ + 2.
If n ≥ 6σ + 2, suppose the contrary that, for some subsequence which we still denote as i,
for n = 6σ + 2, u i (x i ) 4σ n−2σ for n > 6σ + 2. Note that the limiting function has only one critical point. Suppose z i ∈ S i satisfying |z i − x i | = µ i . Since x i and z i both are local maximum points of {u i }, ∇Φ i (0) = 0 and, after passing to subsequence, z i − x i µ i →x with |x| = 1, 0 = ∇ x Φ i ( z i − x i µ i , 0).
We obtain a contradiction. Hence, x i ∈ S i . It follows that 0 is an isolated blow up point of {Φ i (x, 0)}. By Remark 6.3 and contradiction assumption (64), 0 is an isolated simple blow up point. Making use of Proposition 4.10 and Proposition 6.1 we obtain contradiction again. Therefore, we complete the proof.
