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Abstract
We present an efficient deep learning technique for the model reduction of the
Navier-Stokes equations for unsteady flow problems. The proposed technique
relies on the Convolutional Neural Network (CNN) and the stochastic gradient
descent method. Of particular interest is to predict the unsteady fluid forces for
different bluff body shapes at low Reynolds number. The discrete convolution
process with a nonlinear rectification is employed to approximate the mapping
between the bluff-body shape and the fluid forces. The deep neural network is
fed by the Euclidean distance function as the input and the target data generated
by the full-order Navier-Stokes computations for primitive bluff body shapes.
The convolutional networks are iteratively trained using the stochastic gradient
descent method with the momentum term to predict the fluid force coefficients
of different geometries and the results are compared with the full-order compu-
tations. We attempt to provide a physical analogy of the stochastic gradient
method with the momentum term with the simplified form of the incompress-
ible Navier-Stokes momentum equation. We also construct a direct relationship
between the CNN-based deep learning and the Mori-Zwanzig formalism for the
model reduction of a fluid dynamical system. A systematic convergence and
sensitivity study is performed to identify the effective dimensions of the deep-
learned CNN process such as the convolution kernel size, the number of kernels
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and the convolution layers. Within the error threshold, the prediction based on
our deep convolutional network has a speed-up nearly four orders of magnitude
compared to the full-order results and consumes an insignificant fraction of com-
putational resources. The proposed CNN-based approximation procedure has
a profound impact on the parametric design of bluff bodies and the feedback
control of separated flows.
Keywords: Deep learning, Convolutional neural networks, Distance function,
Stochastic gradient descent, Navier-Stokes equations, Unsteady wake dynamics
1. Introduction
Unsteady separated flow behind a bluff body causes fluctuating drag and
transverse forces to the body, which is of great significance in engineering ap-
plications. “After over a century of effort by researchers and engineers, the
problem of bluff body flow remains almost entirely in the empirical, descriptive
realm of knowledge,” as famously stated by [1]. Recent advances in computa-
tional and experimental techniques in the past decades have only strengthened
this statement. Nonlinear unsteady flow separation and the dynamics of vor-
tex formation in the near wake region make the bluff-body flow an extremely
complex phenomenon to tackle through rigorous analytical tools. While physi-
cal experimental and computational techniques provide high-fidelity data, they
are generally time-consuming and expensive for design space exploration and
flow control in a practical engineering application. Furthermore, the enormous
amount of generated high-fidelity data are often under-utilized and the sig-
nificant patterns identified and learned in one case are rarely used for a next
simulation effectively. For example, consider the flow past a stationary rounded
corner square cylinder and the engineering objective is to determine a direct re-
lationship between the fluid forces and the rounding angle of the square cylinder.
Traditionally, we need to perform computationally expensive transient Navier-
Stokes simulations for each rounded angle value for a considerable number of
time-steps, albeit the vortex formation and the shedding process do not differ
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much between the different configurations. Here, we focus on a data-driven
computing method to predict the key flow parameters of bluff-body flows via
available high-fidelity data. Of particular interest is to have an efficient alterna-
tive for the brute force full-order model (FOM) and to obtain the fluid forces at
nearly real-time within an acceptable error threshold while utilizing a fraction
of the computational effort.
Data-driven methods using low dimensional representations via proper or-
thogonal decomposition (POD) [2], eigenvalue realization algorithm (ERA) [3]
and dynamic mode decomposition (DMD)[4, 5] have been used in computational
fluid dynamics (CFD) for model order reduction. These methods generate phys-
ically interpretable spatial and spatio-temporal modes related to dominating
features of the bluff body flow such as the shear layers and the Karman vortex
street. However, these techniques may fail to capture nonlinear transients and
multi-scale phenomena [6] in bluff-body flows, which motivates the need for an
improved technique to extract invariant dominant features to predict the im-
portant flow dynamical parameters. In such learning algorithms, the essential
idea is to construct a generalized kernel mapping function from a finite set of
output data and to postulate a priori relationship between the input-output
dynamics. With that regard, biologically-inspired learning (i.e., neuron-based
learning) techniques have some attractive approximation properties to construct
the input-output dynamics through two main phases namely, training and pre-
diction. In the training phase, high-fidelity data from FOM are fed to a learning
algorithm as pairs of input and output. The target of neural network learning is
then to find the functional relationship between the input (bluff body geometry)
and the output (wake dynamics) using the provided initial data such that the
force coefficient for a new bluff body geometry can be determined in real time
without using the full-order simulation. For this process, the learning algorithm
utilizes a set of weighting/functional steps also called layers to connect the in-
put geometry matrix and the force coefficient. These hidden layers, the set of
input geometry matrices and the output force coefficient layer form a neural
network. After the input data is fed to the neural network, it initializes the
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training with guessed weights for the layers between the input and output and
iteratively back-propagates the deviations and corrects the assumed weights. In
[7] a modeling paradigm was proposed using field inversion and machine learning
for fluid mechanics problems. However, in these traditional machine learning
algorithms, neural network layers utilize matrix multiplication by considering a
matrix of parameters with another parameter and each data point in one layer
is connected to each data point of the next layer via a weight function. These
early supervised learning methods, also referred to as shallow learning, performs
reasonably well if the system is governed by a few dominant features and be-
comes extremely inefficient in capturing the multiple local flow features such as
flow separation, shear layer, vortex formation region, and street.
Deep learning solves the deficiency of traditional learning algorithms by
building complex features from simpler nested functions via input-output re-
lationships. For example, [8] proposed a novel Reynolds averaged turbulence
model based on deep learning. Another developing technique is machine learning
based on Gaussian process (GP) regression whereby the interpolations are gov-
erned by previous covariances opposed to smooth curve-fitting. The GP-based
regression network replaces the weight connections in a Bayesian neural network
with Gaussian processes, which allows the model input dependent correlations
between multiple tasks. Such GP-based models are generally task-specific and
may require sophisticated approximate Bayesian inference which is much more
computationally expensive in contrast to deep learning models. Recently, the
GP-based machine learning method is introduced for the linear differential equa-
tion systems by [9] and for the nonlinear partial differential equation (PDE) sys-
tems by [10]. Also, [11] introduced a multi-fidelity GP for prediction of random
fields. While neural networks employ a considerable number of highly adap-
tive basis functions, Gaussian processes generally rely on a multitude of many
fixed basis functions. Another main difference of CNN-based technique with
the GP-based regression method is that it allows a parametric learning process
through highly adaptive basis functions. Neural networks have some inherent
ability to discover meaningful high-dimensional data through learning multiple
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layers via highly adaptive basis functions [12, 13]. In particular, deep neural
networks can provide an effective process for generating adaptive basis functions
to develop meaningful kernel functions, which can allow discovering structure in
high-dimensional data without human intervention. Owing to these attractive
properties of neural networks, we consider a CNN-based based deep learning
to develop a novel computational framework to predict the wake flow dynamics
using high-fidelity computational fluid dynamics (CFD) data.
The present work aims to develop an efficient model reduction technique for
the Navier-Stokes equations via deep neural networks. In a deep convolutional
network framework [14], the output data point of a layer is connected only to
a very small portion of the input data points and the learning system provides
the sparse interactions (sparse weights) and parameter sharing (tied weights)
for working with inputs of variable size. Due to this local connectivity between
the adjacent layers, a particular learned weight function can properly capture
the essential features with much reduced memory requirements and computing
operations. While the CNN applies a discrete convolution operation, it is local
in extent and performs superior to other deep learning methods. Hence, we con-
sider the convolutional neural network as the deep-learning technique to learn
and predict the wake flow parameters. Our main contribution is to develop the
feedforward CNN-based prediction model and to assess its accuracy and perfor-
mance against the traditional Navier-Stokes simulation for unsteady bluff-body
separated flow. Another key contribution is to establish a relationship of deep
kernel learning method with the simplified form of the incompressible Navier-
Stokes equations, which essentially provides a physical justification for the suc-
cess of the proposed neural networks during the functional mapping between
the input and the output response. We also connect the convolution process
in the deep learning procedure with the well-known Mori-Zwanzig formalism
for the dimensionality reduction of a dynamical system. For a demonstration
of the proposed data-driven technique, we consider a simple variation of bluff
body geometry as a parametric input and perform a series of experiments to
demonstrate the accuracy and the efficiency of the technique. The proposed
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novel model order reduction (MOR)-technique based on deep learning has di-
rect engineering applications in the design of offshore, civil and aeronautical
structures.
The paper is organized as follows. We begin by reviewing the full-order
model based on the variational formulation of the unsteady incompressible flow
equations in Section 2. Section 3 describes the background material and the
formulation of our CNN-based deep learning procedure and covers the rela-
tionship of deep-learning based MOR with the analytical form of the full-order
Navier-Stokes system. In Section 4, we present a systematic sensitivity and per-
formance analysis of the proposed CNN-based technique in predicting the wake
dynamics of various bluff bodies of different geometries. Concluding remarks
are presented in Section 5.
2. Full-Order Variational Model
For the sake of completeness, we briefly summarize the Navier-Stokes solver
used in this numerical study for our high-dimensional full-order computations.
We assume the fluid flow to be Newtonian, isothermal and incompressible for
the present study. A Petrov-Galerkin finite-element and semi-discrete time step-
ping are adopted for the full-order modeling to investigate the interaction of an
incompressible viscous flow with a stationary body [15, 16]. For the spatial do-
main Ω and the time domain (0, T ), the incompressible Navier-Stokes equations
for the momentum and the continuity are
ρ
(
∂u
∂t
+ u ·∇u
)
=∇ · σ + b, ∇ · u = 0 on Ω× (0, T ) (1)
where u = u(x, t) represent the fluid velocity defined for each spatial point
x ∈ Ω, respectively, b is the body force applied on the fluid, and σ is the Cauchy
stress tensor for a Newtonian fluid, written as: σ = −pI + µ
(
∇u+ (∇u)T
)
,
where p denotes the fluid pressure, µ is the dynamic viscosity of the fluid. The
appropriate conditions are specified along the Dirichlet Γg and Neumann Γh
boundaries of the fluid domain. We next present the discretization using a
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stabilized variational procedure with equal order interpolations for velocity and
pressure.
2.1. Petrov-Galerkin finite element for fluid flow
By means of the finite element method, the fluid spatial domain Ω is dis-
cretized into several non-overlapping finite elements Ωe, e = 1, 2, ..., nel, where
nel is the total number of elements. In this paper, we adopt a generalized-α
method to integrate in time t ∈ [tn, tn+1], which can be unconditionally stable
as well as second-order accurate for linear problems simultaneously via a single
parameter termed as the spectral radius ρ∞. With the aid of the generalized-α
parameters (α, αm), the expressions employed in the variational form for the
flow equation are given as [17]:
un+1h = u
n
h + ∆t
∂unh
∂t
+ γ∆t
(
∂un+1h
∂t
− ∂u
n
h
∂t
)
, (2)
un+αh = u
n
h + α(u
n+1
h − unh), (3)
∂un+αmh
∂t
=
∂unh
∂t
+ αm
(
∂un+1h
∂t
− ∂u
n
h
∂t
)
, (4)
where αm =
1
2
(
3−ρ∞
1+ρ∞
)
, α = 11+ρ∞ , γ =
1
2 + αm − α. Let the space of the
trial solutions be denoted by Sh and the space of test functions be Vh. The
variational form of the flow equations can be written as: find [un+αh , p
n+1
h ] ∈ Sh
such that ∀[φf , q] ∈ Vh:
∫
Ωh
ρ
(
∂un+αmh
∂t
+ un+αh ·∇un+αh
)
· φfdΩ +
∫
Ωh
σn+αh :∇φfdΩ−
∫
Ωh
∇ · un+αh qdΩ
+
nel∑
e=1
∫
Ωe
τm
(
ρun+αh ·∇φf +∇q
)
·
(
ρ
∂un+αmh
∂t
+ ρun+αh ·∇un+αh −∇ · σn+αh − b
)
dΩe
+
nel∑
e=1
∫
Ωe
∇ · φfτcρ∇ · un+αh dΩe =
∫
Ωh
b · φfdΩ +
∫
Γh
h · φfdΓ, (5)
where the 4th and 5th terms on the left hand side represent the stabilization
terms applied on each element locally. All the other integrals constitute the
Galerkin terms and they are evaluated at tn+1. The stabilization parameters
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τm and τc appearing in the element level integrals are the least-squares metrics,
which are added to the fully discretized formulation [18]. Refer to [15, 16] for
the detailed derivation of Eq. (5).
Linearization of the variational form is carried out by the standard Newton-
Raphson technique. Let ∆u and ∆p denote the increment in the velocity and
pressure variables. The linearized matrix form of Eq. (5) is written as:
M∆u+ θKd∆u+ θN∆u+ θG∆p = Rm (6)
−(GM )T∆u− (GK)T∆u+C∆p = Rc (7)
where M is the mass matrix, Kd is the diffusion matrix, N is the convection
matrix, G is the pressure gradient operator. GM , GK , and C are the contri-
bution of mass matrix, stiffness matrix and pressure matrix for the continuity
equation respectively. The parameter θ = 2∆t(1 + ρ∞)/(3 − ρ∞) is a scalar,
whereas ρ∞ denotes the spectral radius which acts as a parameter to control the
high-frequency damping [16]. Rm and Rc are the right-hand residual vectors in
the linearized form of the momentum and continuity equations, respectively.
2.2. Matrix form of full-order flow problem
We solve the N-S equations at discrete time steps to capture the transient
flow characteristics, which lead to a sequence of linear systems of equations via
Newton-Raphson type iterations. Using Eqs. (6) and (7), the linearized form of
the Navier-Stokes equations can be written as the coupled system of equations:
 M + θ(Kd +N) θG
−(GTM +GTK) C
 ∆u∆p
 =
 RmRc
 (8)
This coupled matrix form is complicated to solve since there are two sets of
pressure and velocity modes, whereby the velocity modes must be captured ac-
curately before evaluating the pressure modes. Linear solvers are needed for
the solution of momentum and the pressure equations. We first solve the sym-
metric matrix of the pressure projection using the Conjugate Gradient (CG),
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with a diagonal preconditioner [19]. This provides a set of projection vectors
for the low-pressure modes of the coupled Navier-Stokes system. Note that
to solve this equation we do not need the left-hand-side matrix in the explicit
form, but instead we perform the required matrix-vector products. Without
disturbing the projected low-pressure modes, we then use the standard Gener-
alized Minimal Residual (GMRES) solver based on the modified Gram-Schmidt
orthogonalization [20] for the velocity and pressure increments using Eq. (8)
within the Newton-Raphson loop. The GMRES is an iterative Krylov-subspace
method, which minimizes the residual norm of all vectors in the Krylov sub-
space. The Arnoldi recurrence generates a sequence of orthogonal vectors that
span the Krylov space [20] and the solution to the least squares system provides
an approximate solution by orthogonal projection. A Krylov cycle involves the
equal number of steps of the Arnoldi recurrence and matrix-vector products for
the Krylov space. Each new Arnoldi vector is explicitly orthogonalized against
all previous vector, which increases the storage linearly with the iteration count
until convergence and the work increases quadratically with the iteration count.
In the above full-order iterative solution, the linear equation solution via the
Krylov-subspace has a robust performance and convergence rate for the steep-
est descent. However, such matrix-free Krylov methods for the full-order model
require much more storage of intermediate results, and they are generally non-
local. Furthermore, the formations of finite element terms are also computa-
tionally expensive processes for element-by-element integration in the full-order
analysis using Eq. (5) at each iteration, which can be replaced by some equation-
free approximation via a deep neural network. We next present our data-driven
method based on deep-learning and the stochastic gradient descent approach.
3. Model Reduction via Convolutional Neural Network
Deep learning utilizes multiple layers of representation to learn relevant fea-
tures automatically from training data via deep neural networks. These deep
neural networks can be considered as multi-iterative coarse-graining scheme
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which provides a successive process to learn relevant dynamics from the data
by combining low-level features with higher-level features. In this study, we
consider the convolutional neural network for our deep learning technique to
extract relevant features from fluid dynamics data and then predict the fluid
forces. With this objective, we hypothesize that a properly trained CNN-based
deep-learning technique can find the mapping between flow parameters (e.g.,
force coefficients, Strouhal number) and the design parameters (e.g., aspect
ratio, rounding angle, angle of attack) of interest and hence can be used for
predictions. The training phase of the CNN comprises the input function, the
feed-forward process, and the back-propagation process. We feed the input
function as a matrix of values derived from a unique mapping of the design
parameter. Then the feed-forward process initially assumes the features of the
wake flow and performs four operations on this input matrix: (i) convolution: a
linear process which extracts the local features of the flow using small matrices
called kernels or filters and sliding-window operations, (ii) nonlinear rectifica-
tion: adds non-linearity to the outcome of the convolution, (iii) down-sampling
(if required): reduces the memory consumption of the process at the expense of
data dropout, and (iv) fully connected layers: connect all the extracted features
to output the wake flow parameter.
In a deep neural network, input features are mapped or transformed into
hidden units to form new features to feed to the next layer. While the terminol-
ogy of feature map is quite broad in the field of machine learning, a feature map
is essentially a function which maps the input data vector to feature space and
provides the encoding of features and their locations for convolutional layers.
Using the discrepancy between the FOM and the predicted result, the back-
propagation process corrects the assumed convolution kernel values and weights
of the fully connected layer. By successively performing feature extraction, the
networks learn to emphasize dynamically relevant features while having a di-
minishing effect on the irrelevant features. After a prescribed number of these
iterations, the CNN-based learning is deemed to be properly trained and ready
to predict the force coefficients of the new geometry set. The components of the
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iterative training are elaborated as follows for our CNN-based deep learning.
3.1. Input function
The CNN starts with an input function which maps the macroscopic param-
eter of concern with the independent variable(s). For the sake of explanation
let the input function be a matrix D(x) = Dij of the size Rm×n. It is critical to
define the input function for a large enough domain with a proper refinement.
However, we show in Section 4.5 that the refinements required for CNN are
much less than the finite element NS solvers. After generating the input func-
tion, the feed-forward process is applied to it to extract the dominant features
of the fluid flow.
3.2. Feed-forward process
The feed-forward process applies the operations: convolution, rectification,
and down-sampling in sequence, first on the input matrix, then on the output
obtained from the above operations. We refer to each of these operations as
a layer and the combination of adjacent convolution, rectification and down-
sampling as a composite layer. We denote the output of each layer of the lth
composite layer as Y Cl, Y Rl and Y Dl, respectively. The total number of com-
posite layers, denoted by N , is a critical factor influencing the accuracy of the
entire convolutional network. Such system variables are referred to as hyper-
parameters and their values need to be determined for an optimal performance.
The feed-forward process takes a set of 2D vectors as input and applies the
discrete convolution operation with a number of 2D kernels. For the first convo-
lution operation, the input is the input function: D(x). Let us denote the total
number of kernels in the lth composite layer by kl and group all those kernels
with size δ × ξ into the tensor Kl ∈ Rδ×ξ×kl . When properly trained, each of
these kernels represents a feature of the system contributing to the variation of
the unknown output parameter due to the change in the design parameter. The
convolution kernel size determines the input neighborhood size which represents
a particular feature.
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When we apply the first layer of 2D convolution on the input matrix, i.e.
(l = 1), it outputs the 3D tensor Y C1 = {Y C1ijk } [21]:
Y C1ijk = Dij ? K
1
ijk =
n∑
b=1
m∑
a=1
DabK
1
(i−a+1)(j−b+1)k, k = 1, 2, ..., k1, (9)
where the symbol ? denotes the convolution operation, which allows extracting
local features with some prior knowledge. Eq. (9) changes slightly if the convo-
lution blocks are skipped on more than one element of the input matrix on any
direction. The skipping lengths along the two directions of the input, termed
as the stride sl = [sl1 sl2] is also an important hyper-parameter. Except for
the first composite layer, the input to the convolution layer is a 3D tensor. The
lth layer takes each 2D slice of the tensor Y D(l−1) and convolutes them with all
the kernels which create a 3D tensor Y Cl with a depth of k(l−1) × kl. These
additional convolutions increase the neighborhood size of a particular feature
and may cause some errors as well.
Since convolution is a linear operation, it is required to introduce a nonlinear
rectification process to capture the complex nonlinear flow features such as the
bluff body wake. We employ the common rectifier linear unit (reLU) for this
purpose which yields Y Rl = {Y Rlijk} as:
Y Rlijk = max(Y
Cl
ijk, 0). (10)
The reLU is generally observed to be a faster learning non-linearization process
than the other commonly used tanh(x) and sigmoid (1 + e−x)−1 functions [22].
By generalizing the convolution for the lth layer, the size vl of Y
Cl will be:
vl =
⌈
m∏
sl1
⌉
×
⌈
n∏
sl2
⌉
× ∏ kl which gets larger with smaller strides and a
large number of kernels and convolution layers. A down-sampling/pooling layer
between convolutions can be used to reduce the size of the CNN matrices at
the cost of losing some data. The commonly used pooling techniques are the
maximum, average and minimum where the respective function (max, avg or
min) is applied to small windows of the rectified output, generally with strides
12
input layer
convolutional layer
+ rectifier layer
pooling layer
convolutional layer
+ rectifier layer
pooling layer
fully connected
layer
output layer
Figure 1: An abstract representation of a convolutional neural network (CNN) architecture,
which illustrates the alternative sequential stages between convolutional and pooling layers.
While the convolution step is denoted in dashed lines, the pooling-layer window is denoted in
dotted lines. Units in a convolutional layer are feature maps and each unit is connected to
local patches in the feature maps of the previous layer through a set of weights.
equal to the pooling window size. It reduces the size of the feature map and
also drops some data. After the N composite layers, the feed-forward process
ends with an additional 1D vector called a fully connected layer which has the
size of Rβ×1 where β is the stacked size of vN . Figure 1 summarizes a general
architecture of the convolutional neural network. In the figure, a convolutional
layer represents two sub-layers namely convolution and rectifier. The feature
maps of the final downsampling layer are fed into the fully connected layers for
the feed-forward process. While the convolutional layer plays a role to detect
local connections of features from the previous layer, the pooling layer is to
collapse the similar features into one. The final set of predictions for the force
coefficient of the feed-forward process CFCNN for a training set with S inputs is
given by:
[CFCNN ]
S×1 = [w]S×β [Y N ]β×1. (11)
where w is the weight matrix of the fully connected layer. The values of the
kernels and these weights are the adjustable parameters of the system and de-
note them as a set W for the ease of explanation. CFCNN is compared with the
full order result (CFFOM ) and the weights are then adjusted to minimize the
error using the back-propagation process. As being a universal black-box ap-
proximation, the above neural networks with convolution layers can be effective
to deal with the local interaction and multiscale nature of Navier-Stokes PDE
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system. In subsection 3.4, we provide a connection between the convolution
process with the memory kernels in the Mori-Zwanzig formalism used for the
model reduction of a full-order hydrodynamic system.
3.3. Back-propagation process
The role of back-propagation is to train a multi-layered neural network to
learn the relevant features from any arbitrary input-output datasets. The train-
ing phase is an iterative process, which continuously minimizes the error between
the predicted and target outputs. It compares the output of the feed-forward
pass with the full-order result and corrects the set of weights (W ) to minimize
the error. While the network is initialized with randomly chosen weights, the
backpropagation process attempts to find a local minimum of the error func-
tion. Let us represent the entire feed-forward process for the pth input matrix
(dp) with the function H(dp,W ). We define a cost function G to measure the
discrepancy between the feed-forward prediction and full-order fluid coefficient:
Ep = G(CFFOM , H(d
p,W )). (12)
In this study, the cost function G is the root mean square error L2 function.
Now the target is to update the weight set W to minimize the error Ep using a
standard gradient descent back-propagation method.
For clarity, we denote the layer number in superscripts and the iteration
number in subscripts unless otherwise mentioned. For simplicity let us denote
the output of the lth composite layer of the feed-forward process as Y l. It can
be related to the previous layer output Y (l−1) and the weights of the lth layer
W l:
Y l = F (W l, Y (l−1)), (13)
where F represents a single pass of convolution, rectification, and down-sampling.
Note that Y 0 = D and Y (N+1) = CFCNN . The back-propagation process starts
at this predicted value where the error gradient of the fully connected layer can
be determined first. We next calculate the error gradient with respect to the
14
weights and the previous layer output recurrently in the backward direction.
When the error gradient of the lth output layer: ∂E
p
∂Y l
is known, we can get the
error gradients using the chain rule:
∂Ep
∂W l
=
∂F
∂W
(
W l, Y (l−1)
) ∂Ep
∂Y l
,
∂Ep
∂Y (l−1)
=
∂F
∂Y
(
W l, Y (l−1)
) ∂Ep
∂Y l
,
(14)
where ∂F∂W and
∂F
∂Y are the Jacobians of F relative to W and Y , and are evaluated
at the lth layer. The successive gradients during the backpropagation can also
be linked with the variational least-square minimization. After the evaluation
of all the error gradients ∂E
p
∂W , we use the stochastic gradient descent method
with momentum (SGDM) [23] to adjust the parameter set for the T th iteration:
WT = WT−1 − γ 1
S
S∑
p=1
∂Ep
∂W
+ η(WT−1 −WT−2) (15)
where γ > 0 is the learning rate which is also a hyper-parameter discussed
in Section 4.3. η ∈ [0, 1] is called the momentum and is the hyper-parameter
which determines the contribution from the previous gradient correction. The
gradient in the SGDM is an expectation, which may be approximately estimated
using a small set of samples. Refer to [24] for the proof of convergence and the
derivation of the SGDM method. In the next section, we provide the linking
between the deep kernel learning with the momentum term and the simplified
analytical form of the Navier Stokes momentum equation. We have outlined the
detailed formulation of our CNN-based deep learning algorithm via stochastic
gradient descent. The present approach is solely data-driven and does not rely
explicitly on the underlying governing equations of the dynamical system.
3.4. Physical analogy
Both flow physics and deep learning rely on many degrees of freedoms, which
interact in a nonlinear and multiscale manner. Here, we attempt to demonstrate
a physical analogy for deep learning in the context of Navier-Stokes equations
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for the fluid flow modeling. This analogy will provide a fundamental basis and
a conceptual underpinning to understand how the deep learning can provide a
useful reduced model for flow dynamics.
The deep learning based on convolutional neural networks can be considered
as a black box mapping between two functions [9]:
y(x) = LφF (x), (16)
where y and F are the mappings of the input and output with the independent
variable x. The aim of CNN process is to determine the unknown mapping L by
extracting its features φ using available data. Moreover, the CNN transforms
this problem to determine some unknown kernels κ in the equation:
LφF (x) = (κ ? F ) =
∫
κ(x− x′)F (x′)dx′, (17)
where x′ is a dummy variable. The task of CNN is now to estimate these
kernels (memory effect) by a learning process based on available input-output
combinations obtained by full-order methods. Essentially, the CNN-based pro-
cess facilitates the systematic approximations of the memory effects during the
model reduction. We will justify this approximation property of deep learning
by linking with the Mori-Zwanzig formalism. Before we provide an analogy of
the convolution effect and the stochastic iterative correction process, we trans-
form the incompressible Navier Stokes momentum equation into a simplified
integral-differential form.
3.4.1. Transformation of the Navier-Stokes equation
To begin, let φ be the divergence-free velocity potential function in Eq. (1),
such that u = ∇φ. Substituting this for a very small volumetric fluid region
(∆V ), this gives:
∂∇φ
∂t
+ (∇φ ·∇)∇φ = −1
ρ
∇p+ ν∇2∇φ. (18)
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which can be reduced to the reaction-diffusion equation:
∂ψ
∂t
− ν∇2ψ = ∆p
2µ
ψ (19)
where ψ = −2ν lnφ. Detailed steps of the transformation of the Navier-Stokes
momentum equation into the reaction-diffusion equation is presented in Ap-
pendix A. From a statistical viewpoint, Eq. (19) is a particular case of the
Einstein-Kolmogorov differential equation:
∂Υ
∂t
= −∂AΥ
∂x
+
∂2BΥ
∂x2
, (20)
where Υ(x, t;x0, t0) is the concentration at spatial point x at time t of particles
which started undergoing Brownian motion at time t0 from point x0. Hence
Υ(x, t;x0, t0) · ∆V is the probability of finding a particle undergoing Brow-
nian motion. The connection between the partial differential equations and
the Brownian Motion can be constructed by the basic differentiation of distri-
bution function of the underlying Gaussian stochastic process. A statistical-
mechanical theory of many fluid particle system can be employed to link the
collective transport and the Brownian motion. The following equation so-called
the Einstein-Kolmogorov equation relates the particle concentration with the
initial concentration:
Υ(x, t;x0, t0) =
∫
Υ(x, t;P, θ)Υ(P, θ;x0, t0) dVP , (21)
where t0 < θ < t and the integral is taken all over the spatial domain. This
equation leads to Eq. (20) as shown in [25]. Eq. (20) relates the stochastic
process of the Brownian motion to a continuum partial differential equation on
concentration.
Next, we can formulate a general solution for the reaction-diffusion equation,
Eq. (19) using the Green’s function. Let L be the operator L = ∂∂t − ν∇2.
The differential equations for ψ(x, t) and the Green’s function, G(x, t; ξ, τ) for
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x, ξ ∈ D and t, τ ≥ 0 can be taken as:
Lψ(x, t) = ∆p
2µ
ψ(x, t), (22)
LG(x, t; ξ, τ) = δ(x− ξ)δ(t− τ), (23)
where D is the fluid domain of interest and ξ and τ are dummy variables. This
leads to the integral form of the Green’s function based general solution for
non-homogeneous diffusion equation [26] (see Appendix B):
ψ(x, t) =
∫ ∞
0
∫
V
G
∆p
2µ
ψ(x, t) dVξdτ +
∫
V
Gψ(x, 0) dVξ
+ν
∫ ∞
0
∮
S
[G∇ξψ + ψ∇ξG]n dSdτ.
(24)
Note that the second and third terms represent the initial and boundary condi-
tions. Considering only the first term, Green’s function is the unknown kernel
analogous to the kernels of the Eq. (17). Then the blackbox process Lφ in Eq.
(16) is analogous to the fixed point iteration of the nonlinear functional map of
Eq. (24) given by F :
ψm+1(x, t) = F (ψm(x, t)) , (25)
where m is the iteration number. The above steps provide a physical process
to construct the direct mapping function from the Navier-Stokes momentum
equation for the hydrodynamic variable of interest. This integral transformation
of the variable of interest can also be realized using the deep architecture where
the weights between the successive layers are connected through a mapping
function. We next present the Mori-Zwanzig formalism to establish a connection
of the reduced system obtained from the Navier-Stokes equation. During the
coarse-grained representation via the Mori-Zwanzig formalism, the complexity
of large degrees of freedom in the full-order model is replaced by the convolution
(memory) kernels. In the deep learning, the CNN process provides systematic
approximations for the memory effects of the original dynamics.
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3.4.2. Mori-Zwanzig formalism and convolution integral
We briefly discuss the Mori-Zwanzig formalism [27, 28] in the context of
modeling memory effects during the CNN-based deep learning. This formalism
provides a strategy for integrating out a subset of variables in a generic dynam-
ical system through the coarse-graining process. Let the coarse-grained modes
of the function ψ in Eq. (19) be χ such that ψ(χ0, t) = g(χ), where the initial
condition χ(0) = χ0 with χ0 ∈ L2. Consider the decomposition of ψ as the slow
(resolved) modes ψ̂ = ψ(χ̂0, t) and the fast (unresolved) modes ψ˜ = ψ(χ˜0, t). As
presented in Appendix C, the Mori-Zwanzig equation for the resolved variable
of interest ψ̂ can be derived as:
∂ψ̂
∂t
= Θψ̂︸︷︷︸
Markovian
+
∫ t
0
K(t1)ψ̂(t− t1) dt1︸ ︷︷ ︸
Convolution
+ F (χ̂0, t)︸ ︷︷ ︸
Fluctuation
(26)
The first term in the right-hand side is a Markovian term given by Θψ̂ =
eLtPLψ̂0, where P is a projection of ψ to the slow variables ψ̂ and the dif-
ferential operator L is given by L = (∆p2µ + ν∇2). The Markovian term depends
only on the value of ψ̂ at time t. The second term depends on every value
of ψ during interval [0, t], hence represents the memory effect via convolution
process. The convolution (memory) kernel is given by K(t)ψ = PLeQLtQLψ,
where Q = I − P is an orthogonal subspace of P and I denotes the identity
operator. The projection operators P and Q are self-adjoint and they are or-
thogonal to each other. The third term F (χ̂0, t) = e
QLtQLψ̂0 represents the
fluctuation (noise) and it satisfies the orthogonal dynamics equation. In a stan-
dard stochastic differential equation, the time evolution of the resolved variable
is considered as the combination of the real-time Markovian term and the fluc-
tuation. However, the Mori-Zwanzig formalism contains the convolution kernel
with memory effect, which is not correlated with the fluctuation. The CNN-
based learning process is specifically trained to extract the memory-dependent
dynamics via data-driven modeling. In a broader sense, for fluid dynamics, we
can apply this dimensionality reduction approach to build subgrid models for
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turbulence via data-driven approximations. Next, we show a link between the
stochastic gradient descent with the momentum and the discrete counterpart of
the reaction-diffusion system.
3.4.3. Reaction-diffusion system and stochastic gradient descent
By considering the time-discretized form of the reaction-diffusion equation
Eq. (19) for two adjacent time steps, we get:
ψT − ψT−1
∆t
=
∆p
2µ
ψT + ν∇2ψT (27)
ψT−1 − ψT−2
∆t
=
∆p
2µ
ψT−1 + ν∇2ψT−1 (28)
Subtracting the equations and rearranging the terms, we obtain
ψT = ψT−1 +
2∆tµν
2µ−∆p∆t
(∇2ψT −∇2ψT−1)+ 2µ
2µ−∆p∆t (ψT−1 − ψT−2) .
(29)
This is analogous to the stochastic gradient descent method with momentum
given in Eq. (15). The second term of the right-hand side is equivalent to the
error gradient and the third term represents the momentum term. The above
semi-discrete form of the simplified Navier-Stokes momentum equation provides
a connection with the discrete kernel learning (i.e., black-box integrator) from
the stochastic gradient with momentum. We next present the sensitivity and
convergence study of the proposed CNN-based stochastic gradient method with
the momentum term.
4. Results
In this work, for the first time, we apply a deep convolutional network for the
fundamental fluid dynamic problem of the flow past bluff bodies. In particular,
we quantify the variation of force coefficients e.g., lift (CL) and drag (CD) as
a function of the bluff body geometry. Without loss of generality, we consider
two of the most widely studied bluff body geometry variations: the aspect ratio
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(AR) of an elliptical body and the rounding angle (ϕ) of a square shaped body.
Using a trained deep neural net, we will examine how the deep nets can predict
well on unseen configurations (i.e., generalization property of deep nets).
4.1. Problem setup
(a)
(b)
(c)
(d)
Figure 2: Problem definition and parameter space for the application of deep convolutional
network: (a) schematics of bluff-body geometries with relevant dimensions: aspect ratio (AR)
of ellipses and rounding angle (ϕ) of squares are shown, (b) known training geometry set,
(c) vortex street and time histories of the force coefficients for a representative case: circular
cylinder (AR = 1 and ϕ = 90o) and (d) unknown geometries to be predicted by using the
FOM data of the training set.
Figure 2 (a) shows the two-dimensional problem domain and the boundary
conditions. A Dirichlet boundary condition (u = U, v = 0) is employed at the
inlet and a Neumann boundary condition (∂u∂x = 0,
∂v
∂x = 0, p = 0) is applied
at the outlet. The top and bottom boundaries are applied with a symmetric
boundary condition (∂u∂y = 0, v = 0) to simulate the far-field conditions. A no-
slip boundary condition is applied on the bluff body surface. The flow domain
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Ω consists of a collection of non-overlapping finite elements with a body-fitted
formulation with finer grid resolution in the regions of high gradients.
While Fig. 2 (a) shows the bluff body shapes immersed in a uniform flow
speed of U , Figs. 2(b) and (d) illustrate the training cases and prediction cases
respectively. Even though we define two different configurations of bluff bodies,
they share a common element: the circular bluff body can be considered as an
ellipse with aspect ratio, AR = 1 and a rounded square with a rounding angle
ϕ = 90o. Hence, we assume that the high-fidelity data of one configuration will
be useful in predicting the wake flow characteristics of the other configuration.
We perform the full-order simulation over a small subset of the infinite set
of problem geometries shown in Fig. 2 (b), for a laminar flow at Re = 100
(based on the diameter D) to extract the velocity and pressure fields for 20
cycles of vortex shedding. Using the flow field data, we first calculate the time
histories of the lift and drag coefficients and then the mean drag (CD) and the
root mean square (rms) of the lift (CrmsL ) for each training case. Figure 2 (c)
shows the vortex shedding pattern, the time histories of the force coefficient
and the extracted time-averaged statistics for the representative case of circular
shape. We feed these values as the output layer of the CNN while a distance
function based on the bluff body geometry is fed as the input to the CNN. The
deep neural network is trained to obtain the functional relationship between the
bluff body geometry and the force dynamics such that it can predict the force
coefficients for any perturbed geometry of the training set. As a demonstration,
we estimate the force coefficient for all geometries in the set shown in Fig. 2
(d).
The fluid loading is computed by integrating the surface traction considering
the first layer of elements located on the cylinder surface. The instantaneous
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Figure 3: Full order model based on Navier-Stokes equations: (a) problem domain and (b)
unstructured 2D mesh
lift and drag force coefficients are defined as
CL =
1
1
2ρU
2D
∫
Γ
(σ.n).nydΓ, (30)
CD =
1
1
2ρU
2D
∫
Γ
(σ.n).nxdΓ, (31)
where D is the cylinder dimension perpendicular to the flow direction and nx
and ny are the Cartesian components of the unit normal, n. The domain is dis-
cretized using an unstructured finite-element mesh shown in Fig. 3(b). There is
a boundary layer mesh surrounding the bluff body and triangular mesh outside
the boundary layer region. This mesh is obtained by the convergence stud-
ies conducted in [16, 29]. The mesh selected for the circular cylinder contains
86,638 elements. This element count slightly differs for each bluff-body geome-
try. Based on our previous temporal convergence studies in [16, 29], we employ
∆t = 0.025 (D/U∞).
4.2. Euclidean distance function
We define an input function which represents the bluff body geometry and is
independent of any other variable. We use the Euclidean distance from the bluff
body boundary given by d(x, y) = {dij} ∈ Rm×n for a Cartesian XY -coordinate
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frame (x ∈ X, y ∈ Y ) centered at the bluff body center such that:
dij = (min ||r(xi, yj)− r(xΓ, yΓ)||) b, i = 1, 2, ...,m, j = 1, 2, ..., n, (32)
where r is the distance to the domain point from the bluff-body center and Γ
represents the independent bluff body boundary points. The binary condition
b = 0 on and inside the boundary and b = 1 otherwise. The integers m and n are
the matrix dimensions in the x and y directions, which depend on the underlying
fluid domain discretization. In all cases, the input discrete representation of
geometry is evaluated on a coarse uniform grid (i.e., xi, yj) of 0.2D intervals
on a rectangular domain [(−20D,−20D), (40D, 20D)], which results into a 2D
matrix with a size m×n = 201× 301. The discrete interface boundary (xΓ, yΓ)
represents (x, y) coordinates of 512 points on the bluff body boundary, which are
independent of the main coarse grid. This grid resolution and the fine boundary
discretization properly capture the geometry variations among different bluff
bodies. The feed-forward process is then applied to the input geometry matrix
to extract the dominant features of the flow. As mentioned in Section 3.2 we
need to tune the algorithm by optimizing a few hyper-parameters. The next
section describes the hyper-parameter design performed in this particular case.
4.3. Hyper-parameter and sensitivity analysis
Extreme refining and overuse of the convolution layers may cause the CNN
to overfit the training dataset and make it incapable of predicting the forces for
perturbed geometries of the training dataset. However, the under-utilization of
convolution will increase the error of prediction. Here, we present an empirical
sensitivity study to establish the hyper-parameter values for the best perfor-
mance of the CNN-based learning. Specifically, we address some of the general
issues raised by [6] for deep learning methods in fluid flows e.g., the number of
convolution layers, the number of filters per layer, the size of the filters and the
learning rate.
The main benchmark considered here is the maximum relative error of the
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drag coefficient prediction which is required to be below 5% threshold for the
acceptable hyper-parameter set. We evaluate this error for the training set and
also select a subset of 10 target geometries (AR = 1.5, 2.5, 4, 5, 7 and rounding
angle = 5◦, 20◦, 40◦, 45◦, 50◦) which we denote as the test set. We start with
the hypothesis that the CNN process with the least overall size is optimal for
the predictions since it has the smallest fluid domain neighborhood representing
a flow feature of dynamical importance. Our first trial is to increase the stride
which can cause our results to deteriorate since it increases the fluid neigh-
borhood size of a feature and generates erroneous local connectivities between
farther points in the fluid domain. For all convolution layers, we use a stride
of sl = [1 1]: i.e. the convolution kernel block is moved adjacently in both
directions of the 2D matrix. As shown in Fig. 4 (a), the least error is observed
when 50 kernels are used. When a less number of kernels is used, it misses
some flow features required to predict CD from the bluff body geometry. If
we increase it too much, the CNN introduces erroneous features increasing the
prediction error. Figure 4 (b) shows that the prediction error is minimal: for
the training set when 8 × 8 kernels are used and for the test set when 4 × 4
kernels are used. We use 4×4 kernels since the priority is to predict CD for new
geometries via the generalization property of deep nets. Also, the 8× 8 kernels
case indicates the characteristics of a slightly over-fitting of CNN. The use of a
smaller kernel than 4× 4 causes the CNN to miss the proper local connectivity
as it incorporates too small neighborhoods for flow features, larger kernels add
inaccurate local connectivities to the CNN deviating the CD prediction from
the actual value. At a learning rate of 0.01, we obtain the best predictions as
shown in Fig. 4c. Smaller learning rates do not provide an acceptable accuracy
within a prescribed number of iterations. If the learning rate is too large, the
weights of the CNN oscillate between the same values without converging to the
minimum error.
Next, we conduct the error analysis with a different number of layers, the
kernels and with and without a down-sampling layer, which is shown in Fig.
4d. We find that the CNN performs best when a single composite layer with
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Figure 4: Hyper-parameter analysis: maximum error variation with (a) number of kernels,
(b) kernel size, (c) learning rate and (d) number of layers. The solid lines denote the error
threshold of 5%.
50 kernels is used without the down-sampling layer. When we use more layers,
it increases the fluid neighborhood size representing a local feature creating
invalid local connectivities. Down-sampling drops many points of the feature
map obtained by a kernel which causes a much larger fluid neighborhood to be
represented by a single value. This affects adversely on the wake flow predictions
where the features are highly local. To summarize, we use a CNN with one
convolution layer consisting of 50 kernels of the size 4× 4, followed by an reLU
rectification layer and an SGDM back-propagation with a learning rate of 0.01.
Some sample data and codes used in this work are publicly available on Github
at: https://github.com/TharinduMiyanawala/CNNforCFD
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4.4. Check for overfitting
When tuning the hyper-parameters of the CNN, we face the risk of overfitting
the algorithm to the training data. However, it is possible to check the developed
CNN algorithm for overfitting without running a validation check with FOM
of predictions. We first test the algorithm using the standard 1-fold exclusion
test. Here we exclude one element at a time from the training set and predict
it using the CNN trained by the other inputs. If the system is overfitting,
the exclusion of one element causes the system to fail to reach the accuracy
required. However, the full-set predictions will generally be more accurate than
the 1-fold excluded predictions. We also introduce a class-wise training where
we only employ the common element: circle, one ellipse and one rounded square
as the training set. If the prediction error of this test falls below the required
threshold, it confirms that the algorithm is not overfitting. However, if the error
of this test is higher it will not give a conclusion on overfitting. According to
Fig. 5, the relative error is below the 5% threshold for both tests which confirm
that the CNN-based model does not overfit to the training data. In the next
section, we predict the force coefficients for new bluff body geometries using the
designed CNN.
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Figure 5: (a) Assessment of CNN-based CD prediction for the training set of using full-set,
1-fold exclusion and class-wise training. (b) Relative percentage error for each case.
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Figure 6: Prediction of the force coefficients: (a) mean drag and (b) rms of the lift. The
results are compared with simulation results of [30] and [31].
4.5. Force predictions using CNN-based learning
We use the convolutional neural network designed in Section 4.3 to deter-
mine the force coefficients for the perturbed geometries shown in Fig. 2 (d).
We determine the error of prediction and then compare the computational cost
of the full-order model and the CNN-based approximation. We feed the CNN
model with the new geometry input function generated for the bluff body config-
urations in Fig. 2 (d) and obtain the predictions of the force coefficients. Figure
6 compares the results of the CNN-based prediction with the full-order Navier-
Stokes results. The CNN successfully predicts the force coefficients within 5%
error, which clearly demonstrates the generalization of our optimized convolu-
tional nets. A direct functional relationship between the fluid forces and the
input geometric parameters is established for unstable wake flow via the pro-
posed deep learning method.
4.6. Computational cost analysis
Table 1 describes the computational resources and the elapsed time for
the full-order model when running on a multicore workstation for the high-
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Table 1: Summary of computational resources used, speed-up and error between FOM and
CNN data. While FOM is performed on a multi-core workstation and a single-core personal
computer (PC) system, the CNN-based computation is done on a PC.
FOM-HPC∗ FOM-PC∗ CNN∗∗
No. of Processors 24 1 1
Processor Speed (GHz) 2.60 2.60 2.60
RAM (GB) 256 16 16
Elapsed time (online) (sec) 2659.44 63548.21 69.41
Elapsed time(offline) (sec) - - 287.24
online time per case∗∗ (sec) 2659.44 63548.21 3.31
Total time per case∗∗ (sec) 2659.44 63548.21 16.98
Speed-up factor (online) (803†, 19198††)
Speed-up (offline + online) (156†, 3742††)
Maximum Error 4.45%†
∗-per simulation, ∗∗- for an input set of 21 cases, †-relative to FOM-HPC, ††-relative to
FOM-PC.
performance computing (HPC) and a single-core personal computer (PC) and
the CNN-based computation is performed on the same PC. While the parallel
simulations utilize 24 processors and 256GB RAM for each case, the serial PC
simulations are performed on a single processor with 16GB RAM. Note that each
FOM case is a standalone and completely online computation. To obtain the
force coefficients of one case, we run the FOM for 20 shedding cycles which min-
imize the numerical errors introduced by the initial transient response. Hence
every simulation has to run until ∼ tU/D = 250 or ∼ 10000 of ∆tU/D = 0.025
time steps. The FOM performs the online calculations described in Section
2.2 for each case. For a mesh consisting of M elements, the GMRES method
performs ∼ (2M2 +NM) floating-point operations for the matrix-vector prod-
ucts and additions in the N th iteration for the N th Krylov subspace vector.
Hence, for a single time step, it requires ∼ (2M2 + N2M) operations. Since
N  M , the total number of operations performed in the FOM solver for T
time steps is ∼ O(M2T ). In this study, M ∼ O(105) and T ∼ O(104), hence
the number of operations is ∼ O(1014) per case. Unlike the FOM computation
via finite-element GMRES approach, the CNN-based deep learning prediction
has an offline training process and then the force predictions are obtained for
the required inputs. This offline process gives a library of kernels and weights
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which are used for all predictions where in the case of full-order simulations the
high-fidelity data of one FOM simulation is generally not utilized for the next
FOM simulation.
Figure 7: Comparison of the processes of extracting the force coefficients from the FOM
and CNN for the flow past a bluff body. Here σ(u,p) is the Cauchy stress tensor and CX =
[CD, C
rms
L ]. The convolution layer has ‘l
′ layers with size p×p where kri is the ith component
of the rth layer. FCi is the i
th element of the fully connected layer.
Figure 7 illustrates a comparison of the online processes of FOM and CNN.
The online prediction phase of CNN is an extremely fast process since it requires
far less number of floating point operations than FOM. For a CNN consisting of
an input matrix with M elements and l number of p×p kernels, the convolution
process requires only ∼ 2Mp2l operations. The non-linearization and the fully-
connected layer mapping require further ∼ 3Ml operations which estimate the
total number of operations as ∼ Ml(2p2 + 3) for a CNN consists of a single
convolution, rectifier, and fully-connected layer.
In this study M ∼ O(105), l = 50 and p = 4 which assesses the number of
operations per case at ∼ O(108). Theoretically, the online process of CNN is
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O(106) times faster than the FOM. Due to the high efficiency of the CNN-based
deep learning, the force predictions for all 21 cases are computed at once. Using
the serial computation power of a PC, it gives ∼ 800 speed up in comparison
to the FOM simulations on an HPC which has 24 times the processing power
and 16 times the RAM in contrast to the single-processor PC. Even with the
offline training process, the CNN-based prediction is ∼ 150 times faster than
the HPC-FOM. When the CNN-based deep learning computation and the FOM
simulation are performed on the same PC, the CNN is ∼ 19000 times in the on-
line phase and ∼ 3700 times in the whole process faster than the FOM analysis.
The maximum relative error observed in the CNN predictions is below than 5%
threshold, which is sufficient for a practical purpose. Another important aspect
of CNN-based deep learning is that increasing the number of inputs does not
increase the prediction time significantly. Hence a sufficiently large number of
predictions can be obtained efficiently, i.e. in ∼ O(10) seconds.
In summary, the CNN-based deep learning model predicts the force coeffi-
cients within 5% accuracy at ∼ O(104) speed-up per single new geometry using
a small fraction of the computational resources as compared to its FOM coun-
terpart. This allows the maximum utilization of the high-fidelity data obtained
from the full-order methods. The CNN-based prediction has a very attractive
speed versus accuracy trade-off for the design optimization process and the feed-
back control of bluff body flows. Furthermore, the CNN significantly reduces
the computational resource requirement enabling the design space exploration
of wake flow problems on personal computers and devices.
5. Discussion
Through our CNN-based deep learning results, we are successfully able to
identify the variation of the force coefficients with the two representative geo-
metric perturbations: the aspect ratio of an ellipse and the rounding angle of a
rounded square. In the present study, Eq. (31) links the instantaneous force co-
efficients with the pressure (p) and velocity (u) fields, which are governed by the
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Navier-Stokes equations as functions of physical and geometric parameters e.g.,
Re and cylinder geometry. In a broader sense, the full-order model provides a
functional map between the geometric perturbations and the force coefficients,
i.e. for the case of ellipses:
CD(x) = f(AR(x)) (33)
CrmsL (x) = g(AR(x)). (34)
The functions f and g comprise the force contributions from the flow features
such as the shear layer, the near-wake, the vortex street, the time and space
discretizations, the surface integration of Eq. (31) and the time averaging of the
instantaneous forces. Each of the input-output pair generated by the FOM anal-
ysis is independent, contains a large amount of high-fidelity data and consumes
significant computational effort. While the FOM provides a great insight into
the flow physics, it is generally not suitable for the iterative optimization and
the efficient engineering design study. We have shown that the CNN-based deep
kernel learning provides a functional relationship between the flow parameter
and design parameter and it can also capture dynamically important patterns.
In this section, we further elaborate our results on the force prediction for vary-
ing aspect ratios. In particular, the variation of the lift coefficient with the
aspect ratio (AR) of ellipses (Fig. 6 (b)) shows an interesting pattern. It has
a maximum in the vicinity of AR = 2.5. Here we briefly examine the reasons
for this behavior and investigate the capability of CNN-based deep learning to
capture it.
5.1. Interpretation of flow features influencing lift force
The lift force of a bluff body is affected by many flow features. Here we dis-
cuss two such features namely, the near wake circulation and the recirculation
length, and their variations with the aspect ratio of the elliptical bluff body. Ac-
cording to the Kutta-Joukowski’s theorem for an inviscid flow around a stream-
line body that the lift force per unit span can be expressed as: FL = −ρfUΓ,
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where Γ is the circulation given by the line integral
∮
S
uf · dS evaluated on a
closed contour S enclosing the streamlined body. Although the viscous flow past
a bluff body does not satisfy some of the conditions, it suggests the important
relationship: the lift force has some proportional relationship with the circula-
tion of the vortical wake. Here, we observe the vortex patterns and calculate
the total circulation of the wake to describe the lift variation observed due to
the perturbation of the ellipse geometry. Figure 8 (a) shows the vorticity pat-
terns of the wake of different ellipses. When the aspect ratio is changed from
the circular cylinder (AR = 1.0) to AR = 10.0, the vortex pattern changes
from a standard Karman street to a two-layered vortical wake pattern. This
behavior is also observed for Re = 100 in the recent study by [32]. It is
clear that the vortex intensity and the recirculation length differs according
to the aspect ratio of an elliptical bluff body. We quantify the total circula-
tion of the near wake by considering the closed rectangular contour bounded by
(−1,−1.4)D, (3.5,−1.4)D, (3.5, 1.4)D and (−1, 1.4)D. Apart from the x = 3.5D
line segment, all the other line segments pass through irrotational regions of the
flow. The circulation is taken positive in the anti-clockwise sense. Figure 8 (b)
shows the time traces of the near wake circulation and the lift coefficient. As
expected, the Circulation and the lift signals have the same frequency as the
Strouhal frequency, but with a phase difference. Unlike for a streamlined body,
the lift force on a bluff body also depends on the distance to the vortices in the
wake. We present the circulation and the recirculation length variation with
respect to the aspect ratio in Fig. 8 (c). Note that the recirculation length
is calculated as the distance to the closest vortex core just after the end of its
shedding from the bluff body. The near wake circulation has a maximum of
AR = 4.0 and the recirculation length monotonically decrease with AR.
The predictions based on our CNN-based deep learning rely on extracting
feature patterns as described here. Due to this, unlike the FOM analysis, it
utilizes the full-order results of all input simulations to determine the required
flow dynamic property. We further discuss the interpretation of the learned
kernels in terms of the feature extractions.
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Figure 8: Analysis of flow past over elliptical cylinders of varying aspect ratios. Flow features
affecting the lift variation with aspect ratio: (a) Development of vortex shedding patterns
observed for different aspect ratios, (b) Time traces of near wake circulation and lift coefficient
for AR = 1.0, and (c) Variation of near wake circulation and recirculation length with AR.
Note that Γ and Lr values presented here are non-dimensionalized by UD and D, respectively.
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5.2. Convolution kernels
Figure 9: Feature maps obtained by critical filters of the convolutional neural network for
the flow past a circular cylinder. The maps are presented in the near cylinder 5D × 5D
fluid domain. Note that the scales are not uniform due to the different kernel weight ranges
retrieved by the adaptive training process.
We have demonstrated that the CNN process is efficient and accurate for the
prediction of unsteady forces acting on a bluff body due to the vortex shedding
process. The success of CNN-based deep learning lies in the reasonable captur-
ing of flow features affecting the forces on the bluff body through the learning
process. The main learning operation occurs at the adaptation of convolution
kernels using the stochastic gradient descent method. The learned discrete ker-
nel is a small matrix of numbers which makes it hard to visualize and interpret.
However, by applying convolution operation on the input matrix using indi-
vidual kernels separately, this will produce the individual feature map of each
kernel. For example, Fig. 9 shows some of the critical feature maps extracted at
the convolution layer of the circular cylinder. These feature maps provide the
encoding of features and their locations for the convolutional layers. While the
location of a feature explicitly represents where it is, the response of a feature
(i.e. what it is) is encoded implicitly. Carefully designed deep networks based
on the convolutional feature maps can extract the flow dynamical features. It is
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worth noting that the feature maps will not necessarily display commonly seen
flow features such as the shear layer and the Karman vortex street. In most
cases, these features are reconstructed by a nonlinear combination of many ker-
nels. Hence, the learning process is not limited to the learning of kernels but also
includes learning the proper combination of kernels for the prediction process.
Next, we investigate whether the CNN-based learning is capable of predicting
the lift force variation generated by the FOM even it is fed by different input
cases.
5.3. Generality of feature extraction capability
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Figure 10: Lift force prediction using different training sets. The legend states the cases used
as the training set. † denotes that only ellipses are used for training. All other cases are
trained together with the set of rounded square cases: ϕ = {10o, 30o, 40o, 60o}. Inset shows
the maximum error of each prediction.
The predictions presented in Fig. 4.5 are generated by a small subset of
input-output combinations obtained from the full-order Navier-Stokes simula-
tions. However, the CNN-based deep learning does not operate as a traditional
curve-fitting tool whereby the single-valued input-output combinations are fitted
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to match a predetermined general curve formula. The input to the CNN-based
deep learning is not a single value but a matrix of function values derived from
the single value input. This makes the CNN capable of extracting the flow fea-
tures and eventually much more data efficient than standard curve-fitting and
regression tools.
Figure 10 shows the performance of CNN-based learning when fed with dif-
ferent combinations of inputs. We find that the predictions perform best when
the extremes of the geometric variations (e.g., in the case of ellipses: AR = 1
and 10) are included. Furthermore, when we include AR = 3 case, all the predic-
tions are accurate within 5% error margin of the FOM results. The performance
of CNN-based deep learning becomes slightly better when AR = 2 case is also
added to the training set. The interesting observation is that the predictions
are significantly improved when four cases from the rounding angle problem
(ϕ = 10o, 30o, 40o and 60o) are included in the training process. This emphasizes
another advantage of CNN-based prediction that we may use the data of a sim-
ilar problem to enhance the accuracy of the data-driven predictions. The most
significant result is that the CNN has accurately captured the maximum lift in
the vicinity of AR = 2.5 even with just three input-output pairs, which clearly
demonstrates the high data efficiency of the CNN-based prediction process. It
also suggests that the CNN-based learning has accurately captured the flow fea-
tures in predicting the force coefficients. We observe that when the analysis is
considered as an interpolation problem, we can obtain the most accurate predic-
tions in our numerical experiments. However, we can also extend our numerical
analysis as an extrapolation problem. For example, let us consider two trained
networks: one network utilizes AR = 1, 2, 3 and 7, while the other network in-
cludes AR = 2, 3, 5 and 7 as the training cases together with ϕ = 10o, 30o and
60o rounded square cases. In both cases, the drag coefficient of ellipse geometries
with the aspect ratio outside the training set are predicted reasonably. Figure 11
illustrates the predictions of these cases with an error about 5%. It is worth not-
ing that the interpolation approach is slightly more accurate than the extrapola-
tion cases. Relevant codes and data for this particular example can be found at
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Figure 11: Prediction of mean drag as an extrapolation problem:- extrapolation set 1: AR =
1, 2, 3, 7 and φ = 100, 300, 600, and extrapolation set 2: AR = 2, 3, 5, 7 and φ = 100, 300, 600.
GitHub link: https://github.com/TharinduMiyanawala/CNNforCFD. Over-
all, the above investigation suggests that we can achieve an improved perfor-
mance by allocating the high-performance computing resources for the FOM
cases at the extreme values of the input parameter.
Next, we attempt to generalize the force coefficient predictions to other
bluff body shapes with sharp corners. In particular, we utilize the same CNN
trained presented in Section 4.4 to predict the drag coefficient for the bluff body
geometries shown in Fig. 12, i.e. a symmetric trapezium, a regular hexagon,
a regular octagon, a basic square and a rectangular geometry with an aspect
ratio of 2. The force predictions and the associated errors are presented in table
2 in the ascending order of the drag coefficient. The CNN forecasts the drag
coefficients with more than 92.5% accuracy. As expected, the shapes closer to
the circle and the rounded square (i.e., sharp square, octagon, and hexagon) have
higher accuracy than the trapezium and the rectangle geometries. These results
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demonstrate a broader prospect of the data-driven flow dynamics predictions
via trained deep nets. Using the available full-order or experimental results, one
can create a common database for flow dynamic coefficients and use it to train a
generalized CNN to predict the flow dynamic parameters of any complex shape
for a wide range of flow conditions.
(a) (b)
(c) (d)
(e)
Figure 12: Vorticity fields for sharp cornered bluff-bodies: (a) trapezium, (b) regular hexagon,
(c) regular octagon, (d) square and (e) rectangle with aspect ratio = 2 at tU∞/D = 245. Flow
is from left to right.
Efficient prediction of force coefficients via our data-driven framework has
a profound impact in offshore, civil and aeronautical engineering applications.
In particular to practical offshore structures, the hydrodynamic coefficients re-
quired for the well-known force decomposition model of [33] can be obtained
efficiently from the present CNN-based model which are otherwise expensive
and slow via CFD-based simulations or physical experiments. Further exten-
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Table 2: Generalization of drag force predictions for sharp-cornered bluff-bodies shown in Fig.
12.
Bluff-body
CD Error (%)
FOM CNN
Trapezium 1.3584 1.2597 7.20
Hexagon 1.3787 1.3741 0.33
Octagon 1.4196 1.3973 1.57
Square 1.5095 1.4291 5.30
Rectangle 1.8341 1.7186 6.29
sions and demonstrations are underway for high Reynolds number and practical
geometries.
6. Conclusions
We have presented a general and efficient data-driven model reduction method
based on the deep-learning convolutional neural nets and the stochastic gradi-
ent descent with momentum term. We successfully demonstrated the predictive
capability of the proposed deep learning technique for the force coefficients of a
set of bluff body geometries. We provided a physical analogy of the stochastic
gradient descent method and the iterative correction process of the CNN-based
with the simplified form of the Navier-Stokes equation. We illustrated the con-
nection of the convolution process in the deep neural networks with the Mori-
Zwanzig formalism. During the prediction process, we feed this CNN-based
model with the force coefficients derived for seven bluff bodies using a full-order
Navier-Stokes solver. The CNN is trained to output the force coefficients for any
perturbed bluff body geometry input. We successfully tuned the neural network
parameters for the best prediction performance with a maximum error < 5%.
We found that the predictions are most accurate when we use a single convo-
lution layer with 50 kernels of size 4 × 4 followed by an reLU rectifier and one
fully-connected layer using 0.01 learning rate for the stochastic gradient descent
method. We assured that the CNN is not overfitted for the training dataset
using a 1-fold exclusion test and a class-wise training test. The force coefficient
predictions for twenty-one new bluff bodies are obtained almost in real-time
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with the relative error threshold of 5%. The CNN-based prediction enables
the design space exploration using a small fraction of time and computational
resources compared to full-order simulations. We have compared the theoreti-
cal computational gain for the on-line computation of the proposed CNN-based
learning against the FOM analysis based on the finite-element GMRES formu-
lation. The observed performance gain through our numerical experiments is
found about O(104) for the considered set of cases. We have shown that the
CNN-based learning accurately captures the flow features related to the force
predictions with very less input-output data combinations. The CNN-based
predictions are accurate for both interpolation and extrapolation from the geo-
metric parameter range of the training set. Finally, we demonstrated that the
trained CNN can be used to predict many different geometries. The efficient
prediction of force coefficients using the present data-driven method has a great
value for the iterative engineering design and the feedback flow control [34]. We
hope that this work will help to expand the use of deep neural networks in a
wider range of CFD applications.
Appendix A: Transformation of the NS momentum equation to reaction-
diffusion equation
We briefly present the transformation of the NS momentum equation into the
reaction-diffusion problem by rewriting the convective and diffusion terms and
eliminating the convective operator. Let φ be the velocity potential function as
u = ∇φ and then from the incompressible Navier-Stokes momentum equation
(Eq. (1)), we get
∂∇φ
∂t
+ (∇φ ·∇)∇φ = −1
ρ
∇p+ ν∇2∇φ. (A.1)
Using the vector identity: ∇(a.a) = 2 (a× (∇× a) + (a.∇)a) and ∇×∇φ =
0, we get (∇φ ·∇)∇φ = 12∇(∇φ ·∇φ) and then substituting into Eq. (A.1),
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one can obtain
∇
(
∂φ
∂t
+
∇φ ·∇φ
2
)
=∇
(
−p
ρ
+ ν∇2φ
)
, (A.2)
which can be further simplified as
∂φ
∂t
+
∇φ ·∇φ
2
= −∆p
ρ
+ ν∇2φ, (A.3)
where ∆p is the pressure difference with respect to some reference pressure. By
introducing the variable transformation φ = −2ν lnψ in Eq.(A.3), we obtain:
1
ψ
∂ψ
∂t
− ν
ψ2
∇ψ ·∇ψ = ∆p
2µ
+ ν∇2(lnψ). (A.4)
By substituting the relation ∇2(lnψ) =
(
− 1ψ2 (∇ψ ·∇ψ) + 1ψ∇2ψ
)
, we con-
struct the reaction-diffusion equation in terms of scalar function ψ of a moving
fluid element from the Navier-Stokes momentum equation:
∂ψ
∂t
− ν∇2ψ = ∆p
2µ
ψ. (A.5)
The above hyperbolic differential form is often called the Liouville equation,
whose characteristics are integral curves of the nonlinear ordinary differential
equation. In Appendix B, we present an integral solution to the above reaction-
diffusion equation for constructing the moment map.
Appendix B: An explicit integral solution of the reaction-diffusion
equation
We can construct a general integral solution for the reaction-diffusion system
Eq. (A.5) via Green’s function. Let L be the operator L = ∂∂t − ν∇2. The
differential equations for ψ(x, t) and the Green’s function, G(x, t; ξ, τ) for x, ξ ∈
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D and t, τ ≥ 0 can be expressed as:
Lψ(x, t) = ∆p
2µ
ψ(x, t), (B.1)
LG(x, t; ξ, τ) = δ(x− ξ)δ(t− τ), (B.2)
where D is the fluid domain of interest and ξ and τ are the dummy variables.
Multiplying Eq. (B.1) by G and by Eq. (B.2) ψ and subtracting Eq. (B.2) from
Eq. (B.1), we get
GLψ − ψLG = G∆p
2µ
ψ − δ(x− ξ)δ(t− τ)ψ. (B.3)
Integrating with respect to x and t, the space-time integral form is constructed
as follows:
∫ ∞
0
∫
V
[GLψ − ψLG] dV dt =
∫ ∞
0
∫
V
G
∆p
2µ
ψ dV dt− ψ(ξ, τ). (B.4)
The left-hand side can be further simplified using the Green’s second identity
∫ ∞
0
∫
V
[GLψ − ψLG] dV dt =
∫
V
∫ ∞
0
[
G
∂ψ
∂t
− ψ∂G
∂t
]
dtdV
−ν
∫ ∞
0
∫
V
[
G∇2ψ − ψ∇2G] dV dt
= −
∫
V
Gψ(x, 0) dV − 2
∫ ∞
0
∫
V
ψ
∂G
∂t
dV dt− ν
∫ ∞
0
∮
S
[G∇ψ − ψ∇G]n dSdt.
(B.5)
By equating Eq. (B.4) and Eq. (B.5), for ψ(ξ, τ) we obtain the explicit expression
for the transformed scalar variable ψ:
ψ(ξ, τ) =
∫ ∞
0
∫
V
G
∆p
2µ
ψ dV dt+
∫
V
Gψ(x, 0) dV + 2
∫ ∞
0
∫
V
ψ
∂G
∂t
dV dt
+ν
∫ ∞
0
∮
S
[G∇ψ + ψ∇G]n dSdt.
(B.6)
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By exchanging (ξ, τ) with (x, t) and setting the 3rd term of right-hand side to
zero, we get the general solution of non-homogeneous diffusion equation [26]:
ψ(x, t) =
∫ ∞
0
∫
V
G
∆p
2µ
ψ(x, t) dVξdτ +
∫
V
Gψ(x, 0) dVξ
+ν
∫ ∞
0
∮
S
[G∇ξψ + ψ∇ξG]n dSdτ.
(B.7)
By observing the above equation, one can construct an input-output mapping
for the sets of scalar functions and the Green’s function. Deep neural networks
can help to construct these functions hierarchically, in which higher-level feature
functions can be formed as a multilayer stack of simple lower-level ones.
Appendix C: The Mori-Zwanzig projection operators
By considering the operator L = ∆p2µ + ν∇2, the reaction-diffusion Eq. (A.5)
derived from the Navier-Stokes momentum equation can be written as Liouville
form:
∂ψ
∂t
= Lψ, (C.1)
whose characteristics satisfy the N -dimensional semi-discrete nonlinear ordinary
differential equation. Let ψ(χ0, t) = g(χ), where χ ∈ RN denote the modes of ψ
comprising the slow (retained) degrees of freedom χ̂ and the fast (eliminated)
degrees of freedom χ˜. We denote the component of ψ corresponding to the
resolved mode by ψ̂(t) = ψ(χ̂0, t) = g(χ̂). The solution of Eq. (C.1) for the
resolved mode is given by ψ̂ = eLtψ̂(0), whereas eLt is the evolution opera-
tor. The standard semi-group notation is used to construct the flow map i.e.,
ψ̂(χ̂0, t) = e
Ltg(χ̂0). For brevity, we denote ψ̂(0) by ψ̂0 hereafter. Let P be a
projection of ψ in the direction of ψ̂ such that
Pψ ≡ (ψ̂0, ψ0)
(ψ̂0, ψ̂0)
ψ̂, (C.2)
and also let Q = I − P be another projector onto an orthogonal subspace. The
projection operators P and Q follow the self-adjoint condition and satisfy the
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orthogonality condition QP = 0. While P projects the particular variable onto
the slow variables of the system, Q projects the variable onto the fast variables
of the dynamical system. Using Dyson’s formula [35]:
eLt = eQLt +
∫ t
0
eL(t−t1)PLeQLt1dt1. (C.3)
and substituting it to Eq. (C.1), we obtain:
∂ψ̂
∂t
= eLtLψ̂0 = e
Lt(Q+ P )Lψ̂0 = e
LtPLψ̂0 + e
LtQLψ̂0. (C.4)
Using Eq. (C.2) and Eq. (C.3), the projection terms are:
eLtPLψ̂0 =
(Lψ̂0, ψ0)
(ψ̂0, ψ̂0)
eLtψ̂0 = Θψ̂, (C.5)
eLtQLψ̂0 = e
QLtQLψ̂0 +
∫ t
0
eL(t−t1)PLeQLt1QLψ̂0 dt1. (C.6)
By defining F (χ̂0, t) ≡ eQLtQLψ̂0 and PLeQLtQLψ̂0 = −K(t)ψ̂0, we can write
Eq. (C.4) as
∂ψ̂
∂t
= Θψ̂︸︷︷︸
Markovian
+
∫ t
0
K(t1)ψ̂(t− t1) dt1︸ ︷︷ ︸
Convolution (memory)
+ F (χ̂0, t)︸ ︷︷ ︸
Fluctuation
(C.7)
which is referred to as the Mori-Zwanzig equation for the coarse-graining of a
general dynamical system [27, 28, 36]. While the first term in the right-hand side
is a function of the instantaneous value of ψ, the second term depends on the
time history of ψ in the range [0, t] via convolution (memory) effect. The third
term represents the effect of fluctuations and by construction, it satisfies the
orthogonal dynamics equation, ∂F (χ̂0,t)∂t = QLF (χ̂0, t). This formalism provides
a theoretical framework to make systematic approximations of memory kernel
effects during the CNN-based learning.
45
Acknowledgements
The first author thanks the National Research Foundation and Keppel Cor-
poration, Singapore for supporting the work done in the Keppel-NUS Corporate
Laboratory.
References
References
[1] A. Roshko, Perspectives on bluff body aerodynamics, Journal of Wind En-
gineering and Industrial Aerodynamics 49 (1-3) (1993) 79–100.
[2] P. Holmes, Turbulence, coherent structures, dynamical systems and sym-
metry, Cambridge University Press, 2012.
[3] W. Yao, R. K. Jaiman, Model reduction and mechanism for the vortex-
induced vibrations of bluff bodies, Journal of Fluid Mechanics 827 (2017)
357–393.
[4] P. J. Schmid, Dynamic mode decomposition of numerical and experimental
data, Journal of Fluid Mechanics 656 (2010) 5–28.
[5] P. J. Schmid, L. Li, M. P. Juniper, O. Pust, Applications of the dy-
namic mode decomposition, Theoretical and Computational Fluid Dynam-
ics 25 (1-4) (2011) 249–259.
[6] J. N. Kutz, Deep learning in fluid dynamics, Journal of Fluid Mechanics
814 (2017) 1–4.
[7] E. J. Parish, K. Duraisamy, A paradigm for data-driven predictive model-
ing using field inversion and machine learning, Journal of Computational
Physics 305 (2016) 758–774.
[8] J. Ling, A. Kurzawski, J. Templeton, Reynolds averaged turbulence mod-
elling using deep neural networks with embedded invariance, Journal of
Fluid Mechanics 807 (2016) 155–166.
46
[9] M. Raissi, P. Perdikaris, G. E. Karniadakis, Machine learning of linear
differential equations using Gaussian processes, Journal of Computational
Physics 348 (2017) 683–693.
[10] M. Raissi, G. E. Karniadakis, Hidden physics models: Machine learning of
nonlinear partial differential equations, arXiv preprint arXiv:1708.00588.
[11] L. Parussini, D. Venturi, P. Perdikaris, G. E. Karniadakis, Multi-fidelity
Gaussian process regression for prediction of random fields, Journal of Com-
putational Physics 336 (2017) 36–50.
[12] G. Hinton, S. Osindero, Y. W. Teh, A fast learning algorithm for deep
belief nets, Neural Computation 18 (7) (2006) 1527–1554.
[13] Y. Bengio, Learning deep architectures for AI, Foundations and trends R©
in Machine Learning 2 (1) (2009) 1–127.
[14] Y. A. LeCun, L. Bottou, Y. Bengio, P. Haffner, Gradient-based learning
applied to document recognition, Proceedings of the IEEE 86 (11) (1998)
2278–2324.
[15] R. K. Jaiman, N. R. Pillalamarri, M. Z. Guan, A stable second-order par-
titioned iterative scheme for freely vibrating low-mass bluff bodies in a
uniform flow, Comp. Meth. Appl. Mech. Engrg. 301 (2016) 187–215.
[16] R. K. Jaiman, M. Z. Guan, T. P. Miyanawala, Partitioned iterative and dy-
namic subgrid-scale methods for freely vibrating square-section structures
at subcritical Reynolds number, Computers & Fluids 133 (2016) 68–89.
[17] K. Jansen, C. Whitting, G. Hulbert, A generalized-alpha method for inte-
grating the filtered Navier-Stokes equations with a stabilized finite element
method, Comp. Meth. Appl. Mech. Engrg. 190 (2000) 305–319.
[18] Y. Bazilevs, K. Takizawa, T. Tezduar, Computational fluid-structure in-
teraction: methods and applications, Wiley, 2013.
47
[19] R. Barrett, M. Berry, T. F. Chan, J. Demmel, J. Donato, J. Dongarra,
V. Eijkhout, R. Pozo, C. Romine, H. Van der Vorst, Templates for the
solution of linear systems: building blocks for iterative methods, SIAM,
1994.
[20] Y. Saad, M. H. Schultz, GMRES: A generalized minimal residual algorithm
for solving non-symmetric linear systems, SIAM Journal on Scientific and
Statistical Computing 7, 1986.
[21] R. Klette, Concise computer vision, Springer, 2014.
[22] A. Krizhevsky, I. Sutskever, G. E. Hinton, Imagenet classification with
deep convolutional neural networks, in: Advances in neural information
processing systems, 2012, pp. 1097–1105.
[23] D. E. Rumelhart, G. E. Hinton, R. J. Williams, Learning representations
by back-propagating errors, Cognitive modeling 5 (3) (1988) 1.
[24] Y. A. LeCun, L. Bottou, G. B. Orr, K. R. Mu¨ller, Efficient backprop, in:
Neural networks: Tricks of the trade, Springer, 2012, pp. 9–48.
[25] A. N. Tikhonov, A. A. Samarskii, Equations of mathematical physics,
Courier Corporation, 2013.
[26] R. Haberman, Elementary applied partial differential equations, Vol. 987,
Prentice Hall Englewood Cliffs, NJ, 1983.
[27] H. Mori, Transport, collective motion, and Brownian motion*, Progress of
Theoretical Physics 33 (3) (1965) 423–455.
[28] R. Zwanzig, Nonlinear generalized Langevin equations, Journal of Statisti-
cal Physics 9 (3) (1973) 215–220.
[29] T. P. Miyanawala, M. Guan, R. K. Jaiman, Flow-induced vibrations of
a square cylinder with combined translational and rotational oscillations,
in: ASME 2016 35th International Conference on Ocean, Offshore and
48
Arctic Engineering, American Society of Mechanical Engineers, 2016, pp.
V002T08A074–V002T08A074.
[30] S. A. Johnson, M. C. Thompson, K. Hourigan, Flow past elliptical cylinders
at low Reynolds numbers, in: Proc. 14th Australasian Fluid Mechanics
Conference, Adelaide University, South Australia, Dec, 2001, pp. 9–14.
[31] R. K. Jaiman, S. Sen, P. S. Gurugubelli, A fully implicit combined field
scheme for freely vibrating square cylinders with sharp and rounded cor-
ners, Computers & Fluids 112 (2015) 1–18.
[32] M. C. Thompson, A. Radi, A. Rao, J. Sheridan, K. Hourigan, Low-
Reynolds-number wakes of elliptical cylinders: from the circular cylinder
to the normal flat plate, Journal of Fluid Mechanics 751 (2014) 570–600.
[33] J. Lighthill, Fundamentals concerning wave loading on offshore structures,
Journal of Fluid Mechanics 173 (1986) 667–681.
[34] W. Yao, R. K. Jaiman, Feedback control of unstable flow and vortex-
induced vibration using the eigensystem realization algorithm, Journal of
Fluid Mechanics 827 (2017) 394–414.
[35] G. P. Morriss, D. J. Evans, Statistical Mechanics of Nonequilbrium Liquids,
ANU Press, 2013.
[36] D. Givon, R. Kupferman, A. Stuart, Extracting macroscopic dynamics:
model problems and algorithms, Nonlinearity 17 (6) (2004) R55.
49
