The false discovery proportion (FDP) is a useful measure of abundance of false positives when a large number of hypotheses are being tested simultaneously. Methods for controlling the expected value of the FDP, namely the false discovery rate (FDR), have become widely used. It is highly desired to have an accurate prediction interval for the FDP in such applications. Some degree of dependence among test statistics exists in almost all applications involving multiple testing. Methods for constructing tight prediction intervals for the FDP that take account of dependence among test statistics are of great practical importance. This paper derives a formula for the variance of the FDP and uses it to obtain an upper prediction interval for the FDP, under some semi-parametric assumptions on dependence among test statistics. Simulation studies indicate that the proposed formula-based prediction interval has good coverage probability under commonly assumed weak dependence. The prediction interval is generally more accurate than those obtained from existing methods. In addition, a permutation-based upper prediction interval for the FDP is provided, which can be useful when dependence is strong and the number of tests is not too large. The proposed prediction intervals are illustrated using a prostate cancer dataset.
Introduction
When a large number of hypotheses are tested simultaneously, a direct measure of the abundance of false positive findings is the false discovery proportion (FDP), defined as FDP, or 1
, where R denotes the total number of rejections, V denotes the number of rejections of true null hypotheses, and . Motivated by various genetic and genomic studies and other applications, many useful procedures have been proposed to control the expected value of FDP, namely the false discovery rate (FDR) [1] [2] [3] [4] [5] . Indeed, it is well known that controlling FDR has power advantages over the traditional way of controlling family-wise type I error [1, 2] . Suppose a study is properly designed to control the FDR at 5%. If such a study is independently repeated many times, the average of the FDPs in these repeated studies can be expected to be no more than 5%. However, for a particular study (without repetition), the FDP is more directly relevant than FDR. Therefore, when a study is designed to control FDR under common designs, it is still very much desirable to assess FDP, e.g. to construct a prediction interval for the FDP. One can also consider designing a study controlling FDP instead of FDR. This approach has been less successful since FDP is a random variable and is less straightforward to control than the FDR. Indeed, researchers have proposed various procedures aimed at controlling the FDP [6] [7] [8] [9] [10] [11] [12] [13] , from which confidence envelopes for the FDP can be obtained simultaneously for all possible rejection regions. However, confidence envelopes from the existing FDP controlling procedures are often too conservative for predicting a tight range for the FDP. In particular, when weak correlations exist among test statistics, methods for constructing tight prediction interval for the FDP are still limited.
In the multiple testing context, test statistics are often correlated, e.g. in microarray experiments and functional magnetic resonance imaging, correlations arise due to biological, spatial, temporal or technical factors. A major challenge for predicting FDP is to account for unknown correlations between test statistics. It has been shown via numerical studies that when test statistics are correlated, the variability of FDP can increase dramatically [14] [15] [16] [17] . This can also be seen from the variance formula derived in the next section (Formula (2)). Permutation-based methods are often considered in the presence of dependency, e.g. [15] . Permutation-based methods have several limitations. For instance, they are not applicable when no group structure (e.g., groups of cases and controls) is present as in some imaging studies [9] . Additionally, if the purpose of testing is to detect differences in means, then a permutation-based test can have an inflated Type I error rate by picking up signals due to unequal variances or skewness of two distributions [18] . Pan [3] and Xie et al. [19] also pointed out that permutation-based procedures tend to overestimate FDR. Finally, a permutation-based approach is generally very computationally intensive; it often becomes not feasible when the number of tests is large.
Other works on FDP have been proposed with efforts to accommodate the correlations among test statistics. For example, Ge et al. [12, 20] proposed a formula for the upper prediction bound of the FDP assuming that test statistics under true null hypotheses are independent and also proposed a permutation algorithm to obtain a simultaneous upper prediction band of the FDP. Under the assumption that p-values are independent or follow a conditional equicorrelated multivariate normal model, Roquain and Villers [21] provided exact calculations for the cumulative distribution function (CDF) and moments of FDP for the step-up and step-down procedures. Ghosal and Roy [22] proposed a nonparametric Bayesian procedure to obtain the posterior distribution of FDP under the intraclass or autoregressive correlation structure. In all these studies on FDP under dependence, the correlation among test statistics is either ignored or assumed to follow some parametric models. A flexible semiparametric approach to modeling dependency among test statistics has not emerged.
In this paper, we first derive an explicit formula for the variance of the FDP under a semiparametric weak dependence assumption among the test statistics. The variance formula is easily interpretable and elucidates the effect of correlation on the variability of FDP. Using the variance formula, we obtain an upper prediction interval for the FDP. This approach is semiparametric in nature because only the average of the pairwise Pearson correlation between test statistics needs to be estimated. The formula-based prediction interval is easy to evaluate even when testing a vast number of hypotheses where no other methods are computationally feasible. Simulation studies indicate that the formula-based prediction interval has good coverage probabilities under weak to moderate dependence. In many situations, as illustrated, the prediction interval is quite short (tight) and generally more accurate than competitors. In addition, we discuss a permutation-based upper prediction interval for FDP which is useful under strong dependence. We illustrate the proposed prediction intervals using a prostate cancer dataset.
Methods

Notation
Consider testing m hypotheses simultaneously. Let V and U be the total number of incorrect and correct rejections, respectively. The total number of rejections or discoveries is 
. Denote where  
dependence among test statistics, Farcomeni [24] proved that the FDP,
, as a stochastic process indexed by α, is an asymptotically Gaussian en process (see Theorem 2 of [24] ). In particular, for a fixed α, the FDP has an asymptotically normal distribution under weak dependence as discussed in Farcomeni [24] . More specifically, assuming that 
where
and
For a moderate to large sample size n, rag the ave rror e Type II e 0   . Then The rejection threshold α in multiple testing is typ ally less than 0.05 and thus ω is small, making the last two terms of (4) 
 is in (3) . Applying the expone mation, a ntial transfor-  100 1  % upper prediction interval for the FDP can be constructed as
Estima
To calculate the formula-ba al 
We here consider one-sided z-test for two-group comparison to illustrate the estimation of correlation. Twosided z-test and t-test are given in Appendix B. Follow-
ing the notation defined in Section 2.1, we have
where Ψ is the CDF of the standard bivariate normal distribution, and ρ ij denotes the Pearson correlati the ith and jth test statistics. We propose the following
on between procedure to estimate the average correlations. In practice, when m is very large (m > 2000), we propose to run the procedure on a random subset of m tests to save computation time. 1) Estimate the correlations between test statistics ρ ij using the sample correlations. As in [25] , an empirical Bayes shrinkage estimator of sample correlations can be used.
2) For the ith test with z-score z i , estimate the conditional probability of the corresponding hypothesis being a true alternative hypothesis:
where   
Permu
The permutation-based procedure proposed by Korn et al. [6, 7] can be adapted to construct an upper pred interval for the FDP under general dependence. method can be expected to be robust because it does depend on parametric or weak dependence assumptions, but it requires very intensive computation which may not be feasible for testing a very large number of hypotheses.
Let n 1 and n 2 be the sample sizes of the two groups and suppose that unpaired t-test is performed. 
Numerical Studies
Simulation: Formula-Based Upper Pr
In this section, we evaluate mula-based prediction interval under various c structures via simulations and compare it with of Ge et al. [20] . We potheses to be tested using one-sided z-test and 0 π = 0.7. Results from two-sided z-tests were similar and not reported. For true null and true alternative hypotheses, z scores were generated from   atistics were set to be correlated, with blockwise dependence or unstructured sparse dependence. In the blockwise dependence structure, tests were correlated within blocks and independent across blocks with the block-size of 50. We set 25% null test statistics to be correlated with correlation 0.8 and 5% alternative test statistics to be correlated with correlation 0.2; or 5% null test statistics to be correlated with correlation 0.2 and 5% alternative test statistics to be correlated with correlation 0.5.
We evaluated the performance of the proposed prediction intervals using the true correlations between test statistics. Table 2 shows results from 1000 replications. When null test statistics are moderately correlated (upper panel), the coverage probabilities of our prediction intervals are close to the nominal levels. The interval with log transformation is more accurate than the one without transformation (results not shown). In comparison, Ge's intervals have the problem of under-coverage because the required independence assumption is violated. When both null and alternative test statistics are weakly correlated (lower panel), our prediction intervals have good coverage probabilities and are tighter than Ge's. The estimates of the standard deviation of FDP are very close to the true values in both scenarios.
For the general sparse dependence structure, we set aside a small proportion of test statistics to be correlated and the rest of test statistics independent. We first generated a lower triangular matrix A with diagonal entries equal to 1 and lower off-diagonal entrie and was normalized to be a correlation matrix for the dependent test statistics. Null tests and alternative tests can be correlated but with no dependence structure assumed. For the two scenarios, we set 750 null and 50 alternative test statistics to be correlated; or 100 null and 400 alternative test statistics to be correlated.
Results from 1000 replications are shown in Table 3 . The upper panel shows the situation where more null test statistics are correlated. Our prediction intervals have good coverage probabilities, while Ge's intervals undercover the true FDP. The lower panel shows th here more alternative test statistics are correlated. Our prediction intervals cover the true FDP well while Ge's intervals are conservative.
Comparison with Simultaneous Prediction Band
We considered two-group mean comparison in the context of gene expression stud sion data to assess the performance of formula-based an permutation-based prediction intervals. We compare the me prediction band method of Meinshausen [11] . We set m = 5000 and 0 π = 0.7. The total sample size was set to be al entries of both Blockwise correlation structure was used and block-size was 50. We set 20% null gen 0.8 within block, and 3.3% alternative genes ated with correlation 0.2 within block. One-sided t-test was performed d the eshold α was fixed at 0.01. For calculating the formula-based interval, correlations between test statistics were estimated from correlations between gene expression levels. Pairwise Peason correlations were calculated from 500 mly chosen genes across all the subjects, after subtracting off each gene's mean within each group as in [26] . Sample correlations were then shrunk using the [25] to correct the well known inflation of variability in correlation estimates. The corelations θ between rejection status were then calculated using the procedure in Section 2.2.2, repeating the procedure for 3 times. For calculating the permutation-based prediction intervals, a total of 500 randomly chosen permutations of the groups were used. Coverage probabilities of four prediction intervals are given in Table 4 (200 replications).
ediction intervals cover the true FDP well and are slightly conservative. Since the sample correlations are still over-dispersed after shrinkage, the variance of FDP is over-estimated. The permutetion-based interval is more conservative than the formula-based ones. In contrast, Ge's prediction interval is too liberal. The simultaneous prediction bands are about twice as high as the formula-based intervals. Hence it is not very useful when point-wise intervals are needed. In terms of computational efficiency, when the sample size was 100, the central processor unit (CPU) time for calculating the formula-based and permutation-based prediction intervals in one run of simulation was 81 seconds and 20 minutes respectively, on a 2.66 GHz processor with 4 GB of memory. The permutation-based approach will become more computationally intensive as m gets larger.
We have also varied m, rejection region and correlation structures. When the dependence is weak, o ula-based prediction interval works well in various scenarios. It is the tightest one among all intervals that we study.
A Rea
The study in Wang et al. [27] gene expression levels in 125 l derived from 62 aggressive and 63 nonaggressive prostate cancer patients. The purpose is to identify candidate genes whose expression levels are associated with aggressive phenotype of prostate cancer. Two sample twoprobabilities (CP) of four prediction intervals (all in %). for ch ge the a = 0.60. The FDR controlling procedure in [2] was used to ontrol FDR at 3% or 5%, rejecting 1708 or 2208 hyc potheses respectively. Sample correlations were estimated from 2000 randomly sampled genes repeating estimation procedure for 3 times. The correlation is weak and the average of estimated ρ V is very close to 0. The estimated V  is 0.0059 at α = 0.006. The formula-based upper prediction intervals with log transformation (FB), permutation-based intervals (Per) and simultaneous prediction bands (MN) are shown in Table 5 . When FDR is controlled at 5%, with 90% probability the actual FDP is as high as 12.7% (FB). Hence with the correlations in this dataset, FDP could far exceed its mean with high probability. Since the purpose of the study is to identify target genes for a large-scale validation study, a smaller rejection region may be more appropriate to avoid excessive false positives. The permutation-based approach gives more conservative intervals than the formula-based one. The simultaneous prediction bands are high and too conservative for fixed rejection regions.
Discussion
It is feasible to construct a tight prediction interval for the FDP without specifying a parametric correlati tatistics. When the dependence is iction interval for the FDP based on the on w structure for test s we derived a pred eak, variance formula which takes correlations into consideration. This formula-based approach is computationally efficient even when the number of tests is very large. The prediction interval could help investigators decide what rejection regions are suitable for a particular study to control FDR. If the upper limit of prediction interval is unacceptably high, then selecting a smaller rejection region might be more appropriate. We also discussed a permutation procedure which can be employed to find a prediction interval for the FDP without assuming weak dependence. This approach can be computationally quite 
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We Farcomeni [24] ). Thus in this appendix, we assume th some weak dependence assumption is satisfied so the FDP is assume approximate joint normality of V and R. 
