Abstract. In this paper, we calculate decomposition matrices of the Birman-MurakamiWenzl algebras over C.
Introduction
One of key problems in studying structure of a finite dimensional algebra is to determine its semisimple quotient. This leads to calculate dimensions of its simple modules. In this paper, we address this problem on a Birman-Murakami-Wenzl algebra over C by determining its decomposition numbers.
Recall that Birman-Murakami-Wenzl algebras are unital associative R-algebras introduced in [6, 20] , where R is a commutative ring containing 1 and invertible elements ̺, q and q −q −1 . Suppose R is a field κ. If ̺ ∈ {q a , −q a | a ∈ Z}, Rui and Si [24] proved that B r (̺, q) is Morita equivalent to ⌊r/2⌋ i=0 H r−2i where H r−2i are Hecke algebras associated to symmetric groups S r−2i . In non-semisimple cases and κ = C, by Ariki's result on decomposition numbers of Hecke algebras in [4] , decomposition numbers of B r (̺, q) are determined by the values of certain inverse Kazhdan-Lusztig polynomials at q = 1 associated to some extended affine Weyl groups of type A. If ̺ ∈ {q a , −q a } for some a ∈ Z and if q 2 is not a root of unity, Rui and Si classified blocks of B r (̺, q) over κ [22] . Via such results together with Martin's arguments on the decomposition matrices of Brauer algebras over C in [19] , Xu showed that B r (̺, q) is multiplicity-free over C [31] . In other words, the multiplicity of a simple module in a cell (or standard) B r (̺, q)-module is either 1 or 0 if κ is C.
The aim of this paper is to calculate decomposition matrices of B r (̺, q) over C when ̺ ∈ {−q a , q a } for some a ∈ Z and q 2 is a root of unity. In this case, it is enough to assume either ̺ = −q 2n+1 or ̺ = q n for some n ∈ Z such that n ≫ 0. In the first case, Hu [15] proved that there is an integral Schur-Weyl duality between B r (−q 2n+1 , q) and the quantum group U(sp 2n ) associated to sp 2n . In particular, Hu proved that B r (−q 2n+1 , q) is isomorphic to End U(sp 2n ) (V ⊗r ) if n ≥ r, where V is the natural representation of U(sp 2n ). Moreover, Hu's arguments in [15] can be used smoothly to prove that B r (q n , q) is isomorphic to End U(g) (V ⊗r ) if ⌊ n+1 2 ⌋ > r, where V is the natural representation of U(so n+1 ). Motivated by our work on quantized walled Brauer algebras in [25] , we establish an explicit relationship between decomposition numbers of B r (̺, q) with ̺ ∈ {−q 2n+1 , q n } and the multiplicities of Weyl modules in indecomposable direct summands of V ⊗r (called partial tilting modules). When the ground field is C and e, the order of q 2 is bigger than 29, such multiplicities have been given in [26] 1 . Suppose e = ∞. By arguments similar to those in [11] , the decomposition matrices of B r (̺, q) are the same as those for B r (̺, q) with e ≫ 0. In particular, we recover [29, Theorem 5.6] by assuming that ̺ = −q 2n+1 . We organize this paper as follows. In section 2, after recalling some well known results on quantum groups, we use Hu's arguments in [15] to show that B r (q n , q) is isomorphic to End U(so n+1 ) (V ⊗r ) if ⌊ n+1 2 ⌋ > r, where V is the natural representation of U(so n+1 ). In section 3, we prove that V ⊗r is self-dual as (U(g), B r (̺, q))-bimodule where g ∈ {sp 2n , so 2n , so 2n+1 } and ̺ is given in (2.20) . In section 4, we classify highest weight vectors of V ⊗r . This leads us to establish an explicit relationship between decomposition numbers of B r (̺, q) with some special parameters ̺ in (2.20) and the multiplicities of Weyl modules in indecomposable tilting modules for U(g). So, we can use Soergel's results in [26, 27] to calculate decomposition numbers of Birman-Murakami-Wenzl algebras over C. Together with some previous results, we settle the problem on decomposition matrices of B r (̺, q) over C under the assumption e ≥ 29.
Schur-Weyl duality in classical types
Throughout, let A = Z[v, v −1 ] with the quotient field Q(v) where v is an indeterminate. For any n ∈ N, let
For m, n, d ∈ N, following [21] , define
[n]
2)
The Cartan matrix is an n × n matrix A = (a ij ) with entries a ij ∈ Z, 1 ≤ i, j ≤ n such that (d i a ij ) is symmetric and positive definite, where d i ∈ {1, 2, 3} and a ii = 2 and a ij ≤ 0 for i = j. The quantum group U v associated with A is the associative Q(v)-algebra generated by {e i , f i , k
3) where δ ij is the Kronecker delta. It is known that U v is a Hopf algebra with the comultiplication ∆, counit ǫ and antipode S defined by
1 Soergel needs the equivalence of categories between modules for quantum groups at roots of unity and corresponding module categories for Kac-Moody algebras in [27] . Due to [17] , this equivalence is only proved when e ≥ 29. Thanks Professor H.H. Andersen for his explanation.
For all positive integers k, following [21] , let
Then U v contains the A-subalgebra U generated by {e
Further, U is a Hopf algebra such that comultiplication, counit and antipode are obtained from those for U v by restrictions.
In this paper, we consider quantum groups associated with complex semisimple Lie algebras g ∈ {sl n+1 , so 2n+1 , sp 2n , so 2n }. According to [7] , we have the root systems for g so that ǫ 1 , ǫ 2 , · · · , ǫ n are orthonormal and if g = sl n+1 , also include ǫ n+1 . Let Π = {α i | 1 ≤ i ≤ n}, where α i = ǫ i − ǫ i+1 for 1 ≤ i ≤ n − 1 and
Then Π is a set of simple roots associated with g. The weight lattice P is ⊕ n i=1 Zω i , where ω i 's are fundamental weights given by
where ( , ) is the symmetric bilinear form such that (ǫ i , ǫ j ) = δ ij . The Cartan matrix A associated with g is the n × n matrix (a ij ), which is the transpose of that in [7] . So, the quantum groups U v (g) associated with g defined in (2.3) are the same as those in [14] . They are associative algebras over Q(v) such that v = q 1/2 if g = so 2n+1 and v = q, otherwise. Further,
where
Then M λ is called the weight space of M with respect to the weight λ if M λ = 0. For any field κ which is an A-algebra, let
, the weight space of M can be defined by base change. Later on, we write
In the remaining part of this paper, we always assume that
If g = so 2n+1 , we write i ′ = 2n + 2 − i, 1 ≤ i ≤ n + 1, and hence
If g ∈ {sp 2n , sp 2n }, we write i ′ = 2n − i + 1, 1 ≤ i ≤ n, and hence
In any case, we set k ′′ = k for any 1 ≤ k ≤ n. If g = so 2n+1 , (n + 1) ′ = n + 1. Unless otherwise state, we always assume that κ is a field which is an A-algebra such that v acts on κ via q ∈ κ * (resp., q 1/2 ∈ κ * if g = so 2n+1 ).
Then V is a left U κ (g)-module such that the following conditions hold.
where ǫ = 1 (resp., −1) if k = i (resp., i + 1) and ǫ = 0 in the remaining cases. V has a A-lattice spanned by {v i | 1 ≤ i ≤ N }, which is a left U(g)-module, the result follows from arguments on base change.
The κ-space V in Lemma 2.1 is known as the natural representation of U κ (g).
Proof. The result follows from Lemma 2.1, immediately.
(2.11)
where ρ is defined in (2.11) and ε i = 1 unless g = sp 2n and n + 1 ≤ i ≤ 2n. In the later case, ε i = −1.
If g = sp 2n , by Lemma 2.1,
If g = so 2n , by Lemma 2.1,
If g = so 2n+1 , by Lemma 2.1,
In any case, we have e i α = 0, 1 ≤ i ≤ n. Finally, one can check f i α = 0, 1 ≤ i ≤ n.
2 If g = so2n+1 and κ = Q(q 1/2 ), there is a difference between (2) and that in [14, (4.16) ], where Hayashi defined env k = 0 unless k ∈ {n+1, n ′ } and envn+1 = q 1/2 vn, env n ′ = −vn+1 and fnv k = 0 unless k ∈ {n, n+1}
Let E ij 's be the matrix units. Consider the operatoȓ
where ε i 's (resp., ρ) are defined in Corollary 2.3 (resp., (2.11)), and X is E ⊗2 n+1,n+1 if g = so 2n+1 and 0, otherwise. As in (2.9)-(2.10), we go on identifying {1, 2,
Proof. Easy exercise.
Following [15] , we say that
Ř with non-zero coefficient. For any positive integers r and N , let
Proof. The result was given in [15] for U κ (sp 2n ). The other cases follow from Lemma 2.4, immediately.
Definition 2.6. [6, 20] Let R be a commutative ring containing 1 and invertible elements ̺, q and q − q −1 . The Birman-Murakami-Wenzl algebra B r (̺, q) is the unital associative R-algebra generated by
The following results follow from Definition 2.6, immediately.
Lemma 2.7. Let B r (̺, q) be defined over R.
(1) There is an R-linear anti-involution σ of B r (̺, q) fixing T i and
In this paper, we need Enyang's result on a basis of B r (̺, q) in [12] . Let S r be the symmetric group in r letters {1, 2, · · · , r}. Then S r is a Coxeter group with generators s 1 , s 2 , · · · , s r−1 satisfying usual braid relations together with
be the subgroup of S r generated by s 1 , and s 2i−2 s 2i−1 s 2i−3 s 2i−2 , 2 ≤ i ≤ f . If f = 0, we set B f = 1. Enyang [12] described D f , a complete set of right coset representatives of B f × S r−2f in S r , where S r−2f is the subgroup of S r generated by s j , 2f + 1 ≤ j ≤ r − 1. For any w ∈ S r , write
It is known that T w is independent of a reduced expression of w.
Theorem 2.8. [12] Suppose that R is a commutative ring containing 1 and invertible elements ̺, q and q − q −1 . Then
, where E f = E 1 E 3 · · · E 2f −1 for f > 0 and E 0 = 1, and " * " is the R-linear anti-involution σ on B r (̺, q) given in Lemma 2.7(1).
Let D f be the set of distinguished right coset representatives of B f in the subgroup S 2f of S r generated by s i , 1 ≤ i ≤ 2f − 1. It was defined in [9] that
where s i,j = s i s i+1,j (resp., 1) for i < j (resp., i = j) and s i,j = s
where∪ denotes a disjoint union. Following [15] , define
Lemma 2.9. [15, Lemma 5.12]
In the remaining part of this section, we always assume that
Let V be the natural representation of U κ (g) with g ∈ {sp 2n , so 2n , so 2n+1 }. If ̺ is given in (2.20), then there is a κ-algebra homomorphism
We remark that ϕ has been defined in [14] when κ is C(v). However, since V contains an A-lattice which is a left U(g)-module, by base change, it can be defined over an arbitrary field κ.
In the remaining part of this section, all results for U κ (sp 2n ) have been proved in [15] . The corresponding results for both U κ (so 2n ) and U κ (so 2n+1 ) can also be proved by arguments in [15] . For self-contained reason, we give a sketch. Lemma 5.6 ] that x ∈ B r (̺, q) 1 if g = sp 2n and n ≥ r. By (2.13), B r (̺, q) acts on v via the same formula for g ∈ {sp 2n , so 2n , so 2n+1 }. So, the results for so 2n , so 2n+1 follow from similar arguments.
For i ∈ I(N, r), let ℓ(v i ) = ℓ(i), which is the maximal number of disjoint pairs (s, t) such that i s = (i t ) ′ . When g = sp 2n , ℓ(v i ) is called the symplectic length of i in [15] . The following result has been given in [15, Lemma 5.14] for g = sp 2n . In Cases 2-3 of the proof of [ 
Suppose that d is a distinguish right coset representative of S 2s,a in S 2s+a , where S 2s,a is the subgroup of S 2s+a generated by s j with j = 2s. If J = (a + 1, a + 2, · · · , a + 2s), and j = (
for some z ∈ Z such that a u = 0 only if ℓ(u 1 , · · · , u 2s ) < s, and x ∈ {u 1 , u 2 , . . . , u 2s } for any positive integer x satisfying either
Following [15] , let 
For any v ∈ V ⊗r , let ann(v) = {x ∈ B r (̺, q) | vx = 0}. The following result, which is the key step in the proof of the injectivity of ϕ, is the counterpart of [ 
By Lemma 2.12, we have the result for "⊇". Conversely, for any x ∈ B r (̺, q) f
, By Theorem 2.8 and Lemma 2.12, we can write 
Theorem 2.15. Let V be the natural representation of U κ (g) with g ∈ {sp 2n , so 2n , so 2n+1 }. Then ϕ defined in (2.21) is a κ-algebra isomorphism if
(1) g = sp 2n with n ≥ r, (2) g ∈ {so 2n , so 2n+1 } with n > r.
Proof. We remark that (1) has been proved in [15] . If g ∈ {so 2n+1 , so 2n }, ϕ is well-defined over κ (in fact, over R). Further, by Lemma 2.10 and Lemma 2.14, ker ϕ ∈ B r (̺, q) f for all positive integers f , forcing ker ϕ = 0. In order to complete proof, it is enough to show that the dimensions of B r (̺, q) and End Uκ(g) (V ⊗r ) are the same. It was defined in [ that a tilting module for U κ (g) is a finite dimensional left U κ (g)-module which has a Weylfiltration and a co-Weyl filtration. Since V = ∆(ǫ 1 ), the Weyl module with highest weight ǫ 1 , and V ∼ = V * , V is a tilting module for U κ (g) and so is V ⊗r . By Lemma 5.1 in [3] , the dimension of End Uκ(g) (V ⊗r ) is independent of κ. In particular, we assume κ = C(v) where v is an indeterminate. In this case, V ⊗r is completely reducible. By [18, (5.5) ] and Enyang's construction of Jucys-Murphy basis of B r (̺, q) in [12] , the dimension of End Uκ(g) (V ⊗r ) is equal to that of B r (̺, q). So, ϕ is surjective.
3. An invariant form on V ⊗r
In this section, we always assume that κ is a field containing q (resp., q 1/2 if g = so 2n+1 ) such that q 2 = 1. Let V be the natural representation of U κ (g), with g ∈ {so 2n+1 , sp 2n , so 2n }. The aim of this section is to prove that V ⊗r is self-dual as (U κ (g), B r (̺, q))-module if ̺ is given in (2.20) .
First, we consider g = so 2n+1 . For any i ∈ I(2n + 1, r), define i ′ ∈ I(2n + 1, r) such that
, where i ′ = 2n + 2 − i, and i ′′ = i, 1 ≤ i ≤ n.
Lemma 3.1. For any positive integer r, define the κ-bilinear form , :
1)
where ρ i = r k=1 ρ i k , and ρ is given in (2.11). (̺, q) , i, j ∈ I(2n + 1, r), whereσ is the anti-involution on B r (̺, q) given in Lemma 2.7(3).
Proof. We remark that (1) follows from (3.1), immediately. Let V * be the κ-linear dual of V . Then V ∼ = V * as left U κ (so 2n+1 )-modules and the corresponding isomorphism ϕ satisfies
where {v * i | 1 ≤ i ≤ 2n + 1} is the dual basis of a basis
as left U κ (so 2n+1 )-modules where Φ = Ψ • ϕ ⊗r . It is routine to check that
Now, (2) follows since it is equivalent to saying that Φ is a left U κ (so 2n+1 )-homomorphism. By Definition 2.6, B r (̺, q) can be generated by T ±1 i , 1 ≤ i ≤ r − 1. In order to prove (3), by (3.1), it suffices to verify
By (2.13), it is easy to check (3.6) if i 1 = i ′ 2 . Assume i 1 = i ′ 2 and write δ = q − q −1 . If i = (i 1 , i 2 ) = (n + 1, n + 1), then
otherwise.
If i 1 < i 2 and j = i, then (3.6) follows from (3.1). If i 1 < i 2 and j = i,
In any case, we have (3.6), proving (3).
For any right B r (̺, q)-module M , M * is a right B r (̺, q)-module such that
whereσ is the anti-involution on B r (̺, q) given in Lemma 2.7(3). Proof. By Lemma 3.1(2)-(3) and (3.5), the Φ given in (3.4) is the required isomorphism. Now, we assume g ∈ {sp 2n , so 2n }. Recall that τ :
For any left U κ (g)-module N , let N • be the left U κ (g)-module such that N • = N * as κ-vector spaces, and the action is given by
Let ̺ ∈ κ be given in (2.20). For any right B r (̺, q)-module M , let M • be the right B r (̺, q)-module such that M • = M * as κ-vector spaces, and the action is given by
where σ is the anti-involution on B r (̺, q) given in Lemma 2.7.
Lemma 3.3. For any positive integer r, let , : V ⊗r × V ⊗r → κ be the bilinear form such that
, is symmetric and non-degenerate. (2) uv, w = v, τ (u)w , ∀u ∈ U κ (g) and v, w ∈ V ⊗r , where τ is the anti-automorphism of U κ (g) given in (3.8).
(3) vb, w = v, wσ(b) , ∀b ∈ B r (̺, q) and v, w ∈ V ⊗r , where σ is the anti-involution defined in Lemma 2.7.
Proof.
(1) follows from (3.11), immediately. In order to prove (2) , it suffices to verify uv, w = v, τ (u)w (3.12)
for all v, w ∈ V ⊗r and u ∈ {e i , f i , k i | 1 ≤ i ≤ n}. It is easy to check (3.12) if u = k i . Since , is symmetric, it remains to check (3.12) when u = e i , 1 ≤ i ≤ n. First, we assume i = n. Suppose v = v i and w = v j for i, j ∈ I(2n, r). Then e i v i , v j = 0 unless there is a k, 1 ≤ k ≤ r such that (i k , j k ) ∈ {(i + 1, i), (i ′ , (i + 1) ′ )} and j l = i l for all l = k. In the later case, let α a (resp., γ a ) be the numbers of a appearing in (i 1 , · · · , i k−1 ) (resp., (i k+1 , · · · , i r ) ). Then
It is routine to check 14) and 
In case (a), β(i) = β(j) + 2α n − 2α n ′ + 2γ n − 2γ n ′ , and hence
where ǫ = 0 (resp., 1) if i k = n ′ (resp., i k = (n − 1) ′ ). In any case, we have (3.12) if e n v i , v j = 0. Finally, it is easy to see that e n v i , v j = 0 if and only if v i , f n v j = 0. This completes the proof of (2). In order to verify (3), it suffices to assume v = v i , w = v j and b = T k , ∀i, j ∈ I(2n, r) and
In the remaining, we assume
otherwise. and
otherwise. If i k < i k+1 , by (1), we can assume i = j without loss of generality. We have
and (2.11 ) and the definition of ε i in Corollary 2.3.
where ̺ is given in (2.20).
where , is given in (3.11). By Lemma 3.3, • is the required isomorphism.
Representations of Birman-Murakami-Wenzl algebras
In this section, we assume that B r (̺, q) is defined over κ, where κ is a field containing non-zero ̺ and q such that q 2 = 1. The aim of this section is to establish a relationship between decomposition numbers of B r (̺, q) and the multiplicities of Weyl modules in certain indecomposable tilting modules for U κ (g) over κ, where ̺ is given in (2.20) and g ∈ {so 2n+1 , so 2n , sp 2n }. We start by recalling some of combinatorics.
Recall that a composition λ of r with at most n parts is a sequence of non-negative integers
Let Λ(n, r) (resp., Λ + (n, r)) be the set of all compositions (resp., partitions) of r with at most n parts. We also use Λ + (r) to denote the set of all partitions of r. For any λ ∈ Λ + (r), let [λ] be the Young diagram which is a collection of boxes (or nodes) arranged in left-justified rows with λ i boxes in the ith row of [λ] . A λ-tableau s is obtained by inserting i, 1 ≤ i ≤ r into [λ] without repetition. A λ-tableau s is standard if the entries in s are increasing both from left to right in each row and from top to the bottom in each column. Let T s (λ) be the set of all standard λ-tableaux. The symmetric group S r acts on s by permuting its entries. Let t λ (resp., t λ ) be the λ-tableau obtained from the Young diagram [λ] by adding 1, 2, · · · , n from left to right along the rows (resp., from top to bottom down the columns). For example, if λ = (4, 3, 1) , then Let H r be the Hecke algebra associated to the symmetric group S r . By definition, H r is a unital associative Z[q, q −1 ]-algebra generated by g i , 1 ≤ i ≤ r − 1 satisfying relations
Let I be the two-sided ideal of B r (̺, q) generated by E 1 . By Definition 2.6,
For any w ∈ S r , write
It is known that k, the length of w, is unique although a reduced expression of w is not unique in general.
For each partition λ of r, let
where S λ is the Young subgroup of S r with respect to λ. For any s, t ∈ T s (λ), let
where I(n, r) is defined in (2.15). The following result is a special case of [25, Theorem 4.13].
Lemma 4.1. Let V be the natural representation of U κ (sl n ). For any t ∈ T s (λ ′ ) with
} is a basis of κ-space consisting of all highest weight vectors of V ⊗r with weight
For any non-negative integer f ≤ ⌊r/2⌋, let B r−2f (̺, q) (resp., H r−2f ) be generated by T i and E i (resp., g i ), 2f + 1 ≤ i ≤ r − 1. In Theorem 4.2, n st is the element in B r−2f (̺, q), which is obtained from that of H r−2f by using T w instead of g w .
Theorem 4.2. [12]
Let B r (̺, q) be the Birman-Murakami-Wenzl algebra over a commutative ring R containing 1 and invertible elements ̺, q and q − q −1 . Let
where E f = E 1 E 3 · · · E 2f −1 for f > 0 and E 0 = 1.
(1) S is a cellular basis of B r (̺, q) over R in the sense of [13] , (2) γ(S) is another cellular basis of B r (̺, q) over R, where γ is the automorphism of B r (̺, q) defined in Lemma 2.7.
In fact, Theorem 4.2 has been given in [12] if one uses indexed representations instead of signed representations for Hecke algebras. By standard results on the representation theory on cellular algebras in [13] , for each pair (f, λ) ∈ Λ r , we have right cell modules C(f, λ) (resp., C(f, λ)) of B r (̺, q) with respect to the cellular bases of B r (̺, q) in Theorem 4.2(1) (resp., (2)). Further, there is an invariant form φ f,λ on C(f, λ) (resp.,C(f, λ)). Let radφ f,λ be the radical with respect to the invariant form on C(f, λ) (resp.,C(f, λ)). The corresponding quotient C(f, λ)/radφ f,λ (resp.,C(f, λ)/radφ f,λ ) will be denoted by D f,λ (resp.,D f,λ ).
Recall that e is the order of q 2 . A partition λ of r is called e-restricted if λ i − λ i+1 < e for all possible i. If λ ′ is e-restricted, then λ is called e-regular. It is proved in [30] that D f,λ = 0 if and only if λ is e-restricted and f = r/2 if r is even and ̺ 2 = 1. By Theorem 4.2(2), similar result holds forD f,λ . Let P (f, λ) (resp.,P (f, λ)) be the projective cover of D f,λ (resp.,D f,λ ).
The multiplicities of simple B r (̺, q)-modules D f,λ in cell modules C(ℓ, µ) will be called decomposition numbers of B r (̺, q) if ̺ = q 2n for some n ∈ N. When ̺ = q 2n , we useC(ℓ, µ) andD f,λ instead of C(ℓ, µ) and D f,λ to define decomposition numbers of B r (̺, q). For any (f, λ) ∈ Λ r , define
In Proposition 4.3, we use T w ∈ B r (̺, q) instead of g w ∈ H r in (4.3) so as to get corresponding m λ and n λ in B r (̺, q), where ̺ is given in (2.20).
Proposition 4.3. Let V be the natural representation of the quantum group U κ (g) associated with g ∈ {so 2n+1 , sp 2n , so 2n }. For any d ∈ D f and t ∈ T s (λ ′ ) with (f, λ) ∈ Λ r , define
If g = sp 2n with n ≥ r or g ∈ {so 2n , so 2n+1 } with n > r, then
} is a basis of κ-space consisting of all highest weight vectors of V ⊗r with weight n i=1 λ i ǫ i ; (2) If v ∈ V ⊗r is a highest weight vector with weight λ = n i=1 λ i ǫ i , then λ is a partition of r − 2f for some non-negative integer f such that (f, λ) ∈ Λ r .
Proof. Obviously, both v λ,t,d and v λ have the same weight n i=1 λ i ǫ i . By Corollary 2.3 and (2.14),
Suppose 1 ≤ k ≤ n. By Lemma 2.1, e i acts on v k via the corresponding formulae for U κ (sl n ) if i = n. Moreover e n v k = 0. By (2.14), v λ h = 0 for any h ∈ B r (̺, q) f +1 . Via [12, Corollary 3.4] , one can consider T w λ n λ ′ in v λ E f T w λ n λ ′ as the corresponding element in Hecke algebra H r−2f generated by g i , 2f + 1 ≤ i ≤ r − 1. By Lemma 4.1, we have
In order to prove (1), it is enough to prove ann(v λ ) M = 0, where
for some a t ∈ κ and v λ x = 0. By arguments similar to those for Steps 1-2 in [15, Lemma 5.18] ,
In particular, we have v i λ z d = 0 for any fixed d. By Lemma 4.1, a t = 0 for all t ∈ T s (λ ′ ) and hence
We identify λ with n i=1 λ i ǫ i . Let ∆(λ) be the Weyl module of U κ (g) with highest weight λ. Since V ⊗r is a tilting module, by [3, Lemma 5 .1], the dimension of Hom Uκ(g) (∆(λ), V ⊗r ) is independent of κ. So, we can assume κ = C(v) and v is an indeterminate when we calculate the dimension of Hom Uκ(g) (∆(λ), V ⊗r ). In this case, V ⊗r is completely reducible. Since we are assume g = sp 2n with n ≥ r or g ∈ {so 2n , so 2n+1 } with n > r, the multiplicity of irreducible U κ (g)-module L λ (which is ∆(λ) in this case) is equal to the number of so-called up-down tableaux of type λ (see, e.g. [18, (5.5) ]). Such a number is equal to the dimension of C(f, µ) with µ ∈ {λ, λ ′ } (see [12] ). Thus, the cardinality of
Suppose v ∈ V ⊗r is a highest weight vector with weight λ. By the universal property of Weyl modules, there is an epimorphism from ∆(λ) to U k (g)v. It gives rise to an f v ∈ Hom Uκ(g) (∆(λ), V ⊗r ) sending the highest weight vector v of ∆(λ) to v. In particular, we have
If there is a highest weight vector v ∈ V ⊗r with weight µ, then there is an epimorphism from ∆(µ) to U κ v and hence dim Hom Uκ(g) (∆(µ), V ⊗r ) = 0. Since V ⊗r is a tilting module, by [3, Lemma 5.1], such a dimension is independent of κ. So, we assume κ = C(v). In this case, V ⊗r is completely reducible. By [18, (5.5) ], µ = n i=1 µ i ǫ i such that (f, µ) ∈ Λ r and (2) follows.
Abusing of notation, we denote n i=1 λ i ǫ i by λ. In the remaining part of this section, we denote by ∇(λ) the co-Weyl module of U κ (g) with respect to the highest weight λ.
We always keep assumptions that either g = sp 2n with n ≥ r or g ∈ {so 2n , so 2n+1 } with n > r. Let V be the natural representation of U κ (g). For any
for all x ∈ M , b ∈ B r (̺, q), and ϕ ∈ Hom Uκ(g) (M, V ⊗r ) where α is the automorphism γ (resp., identity automorphism) given in Lemma 2.7(2) if g = so 2n+1 (resp., g ∈ {so 2n , sp 2n }).
We remark that Hom Uκ(g) (M, V ⊗r ) can be considered as a left B r (̺, q)-module such that xf := f σ(x), ∀x ∈ B r (̺, q) and f ∈ Hom Uκ(g) (M, V ⊗r ), where σ is the anti-involution on B r (̺, q) defined in Lemma 2.7. Let U κ (g)-mod (resp., mod-B r (̺, q)) be the category of finite dimensional left U κ (g)-modules (resp., right B r (̺, q)-modules) over κ. Later on, we define
Proof. It is routine to prove that
where B r (̺, q) f +1 is the two-sided ideal of B r (̺, q) generated by E f +1 . Further, as a κ-
It is routine to check that the required isomorphism Φ in (1) is the κ-linear isomorphism satisfying
Finally, (2)- (3) can be proved similarly. The reason why we use right cell moduleC(f, λ ′ ) in (3) is that we use usual linear dual in Corollary 3.2 when g = so 2n+1 . Definition 4.5. Let f and g be two functors
It follows from [16, Theorem 2.11] that f and g are adjoint pairs in the sense that
as κ-spaces where M (resp., N ) is a left U κ (g)-module (resp., left B r (̺, q)-module N ).
Lemma 4.6. Let T be an indecomposable direct summand of the left
Proof. By Theorem 2.15, f (V ⊗r ) ∼ = B r (̺, q) and hence gf (V ⊗r ) ∼ = V ⊗r . The corresponding isomorphism φ sends v ⊗ b to b(v) for any v ∈ V ⊗r and b ∈ f (V ⊗r ). Since T is a direct summand of V ⊗r , the projection π : V ⊗r → T induces a homomorphism 1 ⊗ f (π) from gf (V ⊗r ) to gf (T ) such that π • φ =φ • (1 ⊗ f (π)) whereφ is the homomorphism from gf (T ) to T sending v ⊗ h to h(v) where v ∈ V ⊗r and h ∈ f (T ). So,φ is surjective. Comparing dimensions yields thatφ is an isomorphism.
We remark that any right B r (̺, q)-module can be considered as left B r (̺, q)-module via the anti-involution σ in Lemma 2.7 and vice versa. In Theorem 4.7, let ω 0 be the longest element of the Weyl group associated to g. In the remaining part of this paper, let T (λ) be the indecomposable (or partial) tilting module of U κ (g) with respect to the highest weight for some (f, λ ′ ) ∈ Λ r such that f (T (µ)) = P (f, λ ′ ) with λ being e-regular. Note that P (f, λ ′ ) is a principal indecomposable module, we have dim κ Hom Br(̺,q) (P (f, λ ′ ), C(k, ν
(4.14)
If we assume ν = µ, then (ℓ, µ ′ ) (f, λ ′ ). If we assume ν = λ, then Hom Uκ(g) (T (µ), ∇(λ)) = 0. Since µ is the highest weight of T (µ), λ µ and either f > ℓ or f = ℓ, forcing (ℓ, µ ′ ) (f, λ ′ ). So, f = ℓ and µ = λ. This proves 2(b) as left B r (̺, q)-modules. Via anti-involution σ in Lemma 2.7, we have 2(b) as right B r (̺, q)-modules. In particular, we have proved (1) for g ∈ {so 2n , sp 2n }. Finally, 2(c) follows from (4.13)-(4.14) and (T (λ) : ∆(µ)) = dim κ Hom Uκ(g) (T (µ), ∇(ν)).
Suppose g = so 2n+1 . Let Ψ : F(∆(µ)) → Hom Uκ(g) ((V ⊗r ) * , ∆(µ) * ) be the κ-linear isomorphism such that Ψ(φ)(v * )(x) = v, φ(x) , ∀φ ∈ F(∆(µ)), v ∈ V ⊗r , x ∈ ∆(µ), (4.15) where , is defined (3.1) and v * is defined in a natural way. (1) for so 2n+1 follow from arguments similar to those for 2(b) and (1) for so 2n and sp 2n .
We close the paper by giving the following remarks on decomposition numbers of B r (̺, q) over C.
Remark 4.8.
(1) Suppose that ̺ ∈ {q a , −q a | a ∈ Z}. In [24] , Rui and Si have proved that B r (̺, q) is Morita equivalent to ⌊r/2⌋ i=0 H r−2i over κ. (a) If q 2 is not a root of unity, B r (̺, q) is split semisimple 6 and the decomposition matrix of B r (̺, q) is the identity matrix. (b) If q 2 is a root of unity and κ is C, by Ariki's famous results on LLT conjecture in [4] , decomposition numbers of B r (̺, q) are determined by values of certain inverse Kazhdan-Lusztig polynomials associated with some extended affine Weyl groups of type A at q = 1. In this case, there is no restriction on e, the order of q 2 . (2) Suppose ̺ ∈ {−q a , q a | a ∈ Z}.
(a) If q 2 is not a root of unity, Xu showed that B r (̺, q) is multiplicity free over C [31] . (b) If κ = C and o(q 2 ) = e, we assume q = exp(2πi/e) if e is odd and q = exp(πi/e) if e is even. Further, we assume that q 1/2 = exp(πi/2e) if e is even. In this case, q 1/2 is a primitive 4e-th root of unity. If e is odd, −q 2n ∈ {−q 2k+1 | k ∈ Z}. If e is even, q e = −1 and −q 2n = q 2n+e . Finally, if ̺ = q 2n and e is odd, ̺ = q 2n+e . In summary, when we calculate decomposition numbers of B r (̺, q) for ̺ ∈ {−q a , q a | a ∈ Z} and q 2 being a root of unity, we can always assume that ̺'s are given in (2.20) . Moreover, we can assume e is even if ̺ = q 2n for some n ∈ Z. By Theorem 4.7, decomposition numbers of B r (̺, q) are determined by multiplicities of Weyl modules in certain indecomposable tilting modules for U κ (g). Soergel [26] has described multiplicities of Weyl modules in certain indecomposable tilting modules for U κ (g) via the equivalence of categories between modules for quantum groups at roots of unity and corresponding module categories for Kac-Moody algebras in [27] . Due to [17] , this equivalence is only proved when e ≥ 29. In principal, we know decomposition numbers of B r (̺, q) for ̺ ∈ {−q a , q a | a ∈ Z} over C only if e ≥ 29.
