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Abstract 
We examined the limits of visual resolution in natural scene viewing, using a gaze-contingent 
multi-resolutional display having a gaze-centered area-of-interest and decreasing resolution 
with eccentricity.  Twelve participants viewed high-resolution scenes in which gaze-contingent 
multi-resolutional versions occasionally appeared for single fixations.  Both detection of image 
degradation (five filtering levels plus a no-area-of-interest control) in the gaze-contingent 
multi-resolutional display, and eye fixation durations, were well predicted by a model of 
eccentricity-dependent contrast sensitivity.  The results also illuminate the time course of 
detecting image filtering.  Detection did not occur for fixations below 100 ms, and reached 
asymptote for fixations above 200 ms.  Detectable filtering lengthened fixation durations by 
160 ms, and interference from an imminent manual response occurred by 400-450 ms, often 
lengthening the next fixation.  We provide an estimate of the limits of visual resolution in 
natural scene viewing useful for theories of scene perception, and help bridge the literature on 
spatial vision and eye movement control.  
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The Limits of Visual Resolution in Natural Scene Viewing 
Scene Perception and Resolution Across the Visual Field 
Although the eyes tend to be directed toward objects of current interest, parafoveal and 
peripheral visual information is generally believed to play several important roles in the free 
viewing of natural scenes: aiding in perceiving the gist of the image, perceiving the layout of 
the image, recognizing objects, and helping select the object to which the eyes are sent next.  It 
is, therefore, important to understand the nature of information available from extrafoveal 
regions and its absolute limits (c.f., similar ideas in reading Rayner, 1998). 
Parafoveal and peripheral information appears to exert a large influence on the gist 
viewers acquire from a scene.  Scene gist appears to be acquired from information across the 
entire image, not only in the foveal region (Boyce & Pollatsek, 1992; Boyce, Pollatsek, & 
Rayner, 1989; Li, VanRullen, Koch, & Perona, 2002; Schyns & Oliva, 1994).  Thus, the nature 
of the information used to acquire gist becomes important.  Some evidence suggests that the 
spatial frequency information for gist may be mostly low frequency, such as oriented blobs, but 
occasionally, it is also higher frequency, such as outlines and edges (Oliva & Schyns, 2000; 
Schyns & Oliva, 1994).  Low frequency information may be especially useful for conveying 
the layout of a scene, which may be important not only for acquiring its gist, but also for 
understanding the spatial relations among its constituent objects (Sanocki, 2003; Sanocki & 
Epstein, 1997).  Yet, so far, no accurate characterization of the spatial frequency information 
available from each part of the visual field during extended free viewing of natural scenes has 
been provided. 
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Parafoveal and peripheral vision is also useful for object recognition (Henderson, 
Pollatsek, & Rayner, 1987; Henderson, Pollatsek, & Rayner, 1989; Henderson, McClure, 
Pierce, & Schrock, 1997).  This raises the question of how far into the visual periphery objects 
can be recognized.  In fact, no simple distance measure is likely to provide an adequate answer 
since object recognition in the parafovea and periphery varies with task difficulty, image size, 
contrast, and eccentricity.  In demanding tasks, such as using long-term memory to detect a 
change between two scenes involving a single critical object, good task performance is only 
possible when the eyes fixate within roughly 2° of the critical object (Nelson & Loftus, 1980; 
see also Henderson, Williams, Castelhano, & Falk, 2003).  However, in simple tasks, such as 
determining whether a large natural scene contains an animal or not, performance is quite good 
at even 50° eccentricity (Thorpe, Gegenfurtner, Fabre-Thorpe, & Buelthoff, 2001).  
Importantly, much research has shown that peripheral visual performance can be equated with 
the fovea by scaling the size and contrast of stimuli such as gratings, and also natural objects 
such as faces (Maekelae, Naesaenen, Rovamo, & Melmoth, 2001).  Since recent studies have 
proposed an ideal spatial frequency range for foveal object recognition (Braje, Tjan, & Legge, 
1995; Gold, Bennett, & Sekuler, 1999; Olds & Engel, 1998), the limits of visual resolution 
across the visual field must critically influence peripheral object recognition.  
Parafoveal and peripheral information is essential in guiding the eyes during free 
viewing.  As the eyes explore a scene, they move several times per second, with attention 
guiding the eyes to different scene regions (Deubel & Schneider, 1996; Hoffman & 
Subramaniam, 1995; Irwin & Gordon, 1998; Kowler, Anderson, Dosher, & Blaser, 1995; for 
review see Henderson & Hollingworth, 1998).  Attentional selection involves preattentively 
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processing parafoveal and peripheral information (Levin, Takarae, Miner, & Keil, 2001; 
Treisman & Gelade, 1980; Wolfe, 1994; Wolfe, in press).  But what information is available 
from parafoveal and peripheral regions to guide attention?  A few studies have varied the 
information content in scenes available on each eye fixation, in ways that can be related to 
variation in visual sensitivity across the visual field, and shown effects on eye guidance 
(Loschky & McConkie, 2002; Shioiri & Ikeda, 1989; van Diepen & Wampers, 1998).  
However, none of these studies varied image content to test models of visual sensitivity across 
the visual field.  Thus, the relationship between the basic limits of parafoveal and peripheral 
sensitivity and eye guidance in scene viewing is still largely unknown. 
All of the above-mentioned aspects of scene perception require parafoveal and 
peripheral visual information, sensitivity to which varies with retinal eccentricity.  Thus, 
understanding these processes in scene perception first requires understanding the limits of 
visual resolution across the visual field.  While there is a long history of psychophysical 
research on the sensitivity of the visual system as a function of distance from the center of 
vision (for reviews, see Levi, 1999; Wilson, Levi, Maffei, Rovamo, & DeValois, 1990), only 
recently has such research been extended to natural scene stimuli and free viewing.  
Variable Resolution of The Visual System and Image Filtering 
At present, the most theoretically motivated measure of visual resolution is in terms of contrast 
sensitivity (Campbell, 1983).  The resolution of any visual stimulus, from the simple alternating 
bars of a grating to a complex natural scene, is analyzable in terms of its spatial frequency 
content, with fine detail (e.g., edges) comprised of high spatial frequencies, and coarse 
information (e.g., blobs) comprised of lower spatial frequencies.  The range of visible spatial 
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frequencies, measured by sensitivity to contrast at each frequency, is described by a contrast 
sensitivity function (CSF) (Campbell & Robson, 1968; De Valois & De Valois, 1988), which 
varies as a function of distance from the fovea, or retinal eccentricity (Anderson, Mullen, & 
Hess, 1991; Banks, Sekuler, & Anderson, 1991; Cannon, 1985; Peli, Yang, & Goldstein, 1991; 
Pointer & Hess, 1989; Robson & Graham, 1981).  Contrast thresholds increase as a function of 
retinal eccentricity much faster for higher spatial frequencies than for lower spatial frequencies. 
A Model of Eccentricity-dependent Contrast Sensitivity 
Based on much previous research using grating stimuli in simple detection or 
discrimination tasks, it is possible to mathematically model the drop-off of visual sensitivity 
across the visual field.  Peli et al. (1991) described the contrast threshold for detecting a grating 
patch of spatial frequency f at an eccentricity E as: 
 Ct(r, f) = Ct(0, f) exp(k f E),      (1) 
where Ct(0, f) is the contrast threshold at the fovea, and k determines how fast sensitivity drops 
off with eccentricity.  Peli et al. (1991) fit this equation to data from six experiments 
investigating the contrast thresholds of monochromatic gratings.  These fits showed that the k 
value ranged from 0.030 to 0.057.  In Eq. 1, contrast thresholds increase rapidly with 
eccentricity for high spatial frequencies, suggesting that this information is only useful in 
central vision.  Since the foveal contrast threshold was not defined in Eq. 1, Yang et al. (2001) 
used an equation to estimate it based on previous research (Yang, Qi, & Makous, 1995; Yang 
& Stevenson, 1998): 
  Ct(0, f) = [N+ η σ2/(f2 + σ2)] exp(α f),    (2) 
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where, N, η, σ, and α are parameters (for more detail, see Yang et al., 1995).  Using Eqs. 1 and 
2, we can estimate the limits of resolution across the visual field in terms of the spatial 
frequency cut-off for perception at any given eccentricity.  For a set of nominal k, N, and α 
values being 0.045, 0.0024, and 0.14 °, respectively, the cut-off spatial frequency fc can be 
approximated as: 
 fc = 43.1 * E2  / (E2 + E),        (3) 
with E2  = 3.11° degrees.  E2 is the retinal eccentricity at which the spatial frequency cut-off 
drops to half its foveal maximum (from 43.1 cpd to 21.55 cpd).  (In other psychophysical 
studies, E2 has often been defined as the retinal eccentricity at which foveal thresholds double 
(e.g., Beard, Levi, & Klein, 1997)).  Note that the cut-off frequency is based on the assumption 
of 100% contrast at each frequency.  Thus, at lower contrast (e.g., in natural images) the cut-
offs would drop to lower spatial frequencies. 
Testing the Limits of Visual Resolution Using Static Multi-resolutional Displays 
A key question is whether the above model scales up to natural images and viewing 
conditions.  To test the model with natural images, we filter a scene’s image resolution to 
match the resolution of the human visual system at each retinal eccentricity.  If image filtering 
removes, at each eccentricity, only imperceptible information (e.g., frequencies higher than the 
threshold), the image should produce a normal perceptual experience for a viewer.  On the 
other hand, if filtering removes perceptible information (e.g., frequencies lower than the 
threshold) at each eccentricity, viewers may perceive image degradation.  
Several recent studies using briefly flashed (150-300 ms) multi-resolutional 
photographic images have tested the limits of visual resolution in natural scenes (Peli & Geri, 
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2001; Sere, Marendaz, & Herault, 2000; Yang et al., 2001).  Peli and Geri (2001) and Yang, 
Coia, and Miller (2001) tested models of eccentricity-dependent contrast sensitivity by varying 
parameter values producing different filtering frequency cut-offs, and then measuring viewers’ 
perceived image degradation.  In both studies, the effects of the resolution drop-off parameters 
on perceived image quality were both robust and close to predictions.  Yet, in both studies, 
viewers were somewhat less sensitive to image filtering than predicted based on previous 
studies using isolated gratings or Gabor patches (see also Sere et al., 2000).  Peli and Geri 
(2001) explain the latter unexpected finding in terms of masking by natural scene detail.  
Importantly, because these studies used briefly flashed images, their results may not 
apply to dynamic, multi-fixation, free-viewing conditions.  Attention focus may begin broad 
and become narrow during extended scene viewing, as suggested by viewers’ initial long 
saccades (eye movements) with short fixations (still periods) and, later, short saccades with 
long fixations (Antes, 1974).  Since attention focus affects visual resolution (Yeshurun & 
Carrasco, 1999), a rigorous test of the limits of visual resolution across the visual field in scene 
viewing should allow free eye movements.  
 
Testing the Limits of Visual Resolution Using Gaze-Contingent Multi-Resolutional Displays 
We propose to find the limits of visual resolution in dynamic natural scene viewing with 
a gaze-contingent display-change method (e.g., McConkie & Rayner, 1975; Rayner, 1975) in 
which image resolution varies with distance from the point of gaze, and the center of highest 
resolution is aligned with gaze.  We will use this gaze-contingent multi-resolutional display 
(Parkhurst & Niebur, 2002; Reingold, Loschky, McConkie, & Stampe, 2003) to test predictions 
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of the model of eccentricity-dependent contrast sensitivity (Yang et al., 2001) described in Eqs. 
1 to 3, by measuring the perception of image degradation.  The model predicts that image 
filtering matching the high frequency cut-off function in Eq. 3 will be the degradation detection 
threshold; less filtering should be undetectably degraded, and more filtering should be more 
detectably degraded.  We will test these predictions by varying the E2 parameter in Eq. 3 to 
produce a range of filtering levels, and finding the degradation threshold E2 value.  Besides 
testing the model’s predicted threshold, the frequency cut-off function of the empirical 
threshold filtering level will provide an estimate of the limits of visual resolution in dynamic 
natural scene viewing.   
To date, we know of one published study that has attempted to test the limits of visual 
resolution across the visual field, using natural images, under dynamic free-viewing conditions 
(Sere et al., 2000, Experiment 2).  However, that experiment’s only dependent measure was 
participants’ reported “subjective distinctness of the image” at the end of each trial (p. 1410), 
and its only reported results were (a) that “13 out of 14 observers reported a subjective visual 
change of the image,” when filtered and unfiltered images were presented on alternating 
fixations, though (b) “none of the observers reported that the images were filtered” (ibid).  
Thus, there is clearly room for more investigation of this question. 
The above study raises a critical methodological question.  What is a good way to 
measure viewers’ detection of image degradation when using a gaze-contingent multi-
resolutional display?  If the point of highest resolution is updated on every fixation, and one 
asks viewers to report detection of image filtering only at the end of a trial, one does not know 
when the filtering was detected during the trial.  In fact, a viewer could report detection when 
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the filtering was actually only perceived on the last fixation of a trial.  A more informative 
measure is to ask viewers to detect instances of image filtering that only occur occasionally, for 
single critical fixations, several times per trial, with a normal constant high-resolution image 
present at all other times (see Figure 1).  This occasional gaze-contingent multi-resolutional 
display method measures how frequently removal of specified spatial frequencies is detected, 
using the single fixation, rather than the entire trial, as the test unit. 
------------------------------------------------------------- 
Insert Figure 1 about here 
------------------------------------------------------------- 
The effects of above-threshold filtering on eye movements.  We will also examine the 
effects of above-threshold filtering on eye behavior.  Several studies have shown that image 
degradation increases fixation durations (reduced luminance: Loftus, 1985; Loftus, Kaufman, 
Nishimoto, & Ruthruff, 1992; low-pass filtering: Loschky & McConkie, 2002; Mannan, 
Ruddock, & Wooding, 1995; Parkhurst, Culurciello, & Niebur, 2000; high-pass filtering: 
Mannan et al., 1995).  This effect has been interpreted as reflecting disrupted processing 
(Loschky & McConkie, 2002), in particular, increased time needed to reach an information 
threshold (Loftus et al., 1992; Loftus, 1985).   
Importantly, no studies have investigated the effects of removing above-threshold 
frequencies on fixation durations.  None of the previous studies directly investigating resolution 
limits across the visual field (Peli & Geri, 2001; Sere et al., 2000; Yang et al., 2001) measured 
eye movements.  Conversely, of those studies investigating the effects of image degradation on 
fixation durations (Loftus et al., 1992; Loftus, 1985; Loschky & McConkie, 2002; Mannan et 
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al., 1995; Parkhurst et al., 2000), only Loschky and McConkie (2002) first assessed the 
perceptibility of the degradation.  However, they did not use an image filtering method based 
on a model of eccentricity-dependent contrast sensitivity, so we cannot use their observed 
effects to predict the limits of resolution across the visual field.  Thus, we will relate such 
limits, as measured by image filtering detection, to the effects of such filtering on eye 
movements, creating a bridge between the literatures on spatial vision and eye movement 
control.   
The time course of processes in detecting image filtering.  We will also study the time 
course of perception of image filtering by investigating (a) the effects of fixation durations on 
the perceptibility of image filtering, (b) the effects of the perceptibility of image filtering on 
fixation durations, and (c) the effects, if any, of making a manual response (e.g., a button press) 
on fixation durations.  First, we will determine if longer critical fixations, and thus, longer 
filtered stimulus durations, increase the likelihood of detecting image filtering, as suggested by 
studies of stimulus duration effects on perception and memory (e.g., Bundesen & Harms, 1999; 
Loftus & Ruthruff, 1994).  Second, we will use the temporal structure of fixation duration 
distributions to elucidate the time course of processes involved in extracting scene information 
at or below the limits of visual resolution, using similar methods to those used to study the time 
course of perceptual processes in reading (Yang, 2002; Yang & McConkie, 2001; Yang & 
McConkie, 2004).  Third, a complication of our occasional gaze-contingent multi-resolutional 
display detection paradigm is that, since the observer must make a motor response in the 
detection task (e.g., a button press), the motor response may itself affect eye behavior (e.g., 
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Fischer, 1999).  Thus, we will also investigate the nature of the effect, if any, of making a 
manual response on fixation durations.  
Method 
Participants 
There were twelve paid participants (six female, six male), ages 19-34 (M = 21.6), all 
but one of whom had 20/20 uncorrected near vision in both eyes.  The other participant had 
20/30 uncorrected near vision in the right eye and 20/20 uncorrected near vision in the left. 
Stimuli 
The stimuli consisted of a set of 18 monochrome, 8-bit resolution photographs shown 
on a computer monitor (described below).  The subject matter of the images was varied (from 
street scenes to building interiors), and contained a large amount of visual detail (see Figure 1).  
Images measured 768 pixels × 512 lines and subtended 18° × 12° visual angle. 
The images were filtered using an algorithm developed at Eastman Kodak Company, 
which is a modified version of Geisler and Perry’s (1998) foveated multi-resolution pyramid.  
In the Geisler and Perry approach, different levels of the pyramid are circularly truncated, 
based on the estimated spatial frequency cut-offs of the visual system at different eccentricities.  
The reconstructed image from the zone-limited pyramid contains fine structure at the point of 
gaze, and becomes more blurred with eccentricity.  In the modified method, we compute a 
contrast threshold map based on the peak frequency of the pyramid level, and use the contrast 
threshold map to threshold (i.e., reduce to zero) the image content.  Whenever the image 
contrast of a specific frequency band is below the corresponding visual contrast threshold/cut-
off, the image contrast is thresholded.  All other image content is kept unchanged. 
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We used five levels of image filtering (see Figure 2) produced by varying a parameter 
in the filtering algorithm corresponding to E2 for grating resolution (see Eq. 3).  The filtering 
E2 values are 6.22, 3.11, 1.55, 0.78, and 0.39°.  Importantly, the filtering cut-off for an E2 
value of 3.11° was predicted to be at contrast threshold at each retinal eccentricity.  The largest 
E2 value, 6.22°, twice the predicted threshold value, removed only higher spatial frequencies 
than the predicted contrast threshold at each eccentricity (i.e., below-threshold frequencies), 
and was, therefore, predicted to produce imperceptible image filtering.  Conversely, the smaller 
filtering E2 values, 1.55°, 0.78°, and 0.39°, removed incrementally lower spatial frequencies 
than the predicted contrast threshold (i.e., above-threshold frequencies), and were, therefore, 
predicted to produce perceptible image degradation.  Example images in two filtering 
conditions and the control condition are shown in Figure 3. 
------------------------------------------------------------- 
Insert Figures 2 & 3 about here 
------------------------------------------------------------- 
There were a total of 18 experimental images (three sets of six images each).  Each set 
had an image in each of the five filtering conditions and one in a constant high-resolution, no-
area-of-interest condition (i.e., a normal, high-resolution image).  The six conditions were 
counterbalanced across images and participants.  
Apparatus 
Spatial alignment of the area-of-interest.  In a static presentation paradigm, if the 
viewer carefully fixates the fixation cross, the point of highest resolution, or area of interest, 
will be accurately aligned with the center of vision.  In a dynamic presentation paradigm, 
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imprecisely aligning the area-of-interest may result in degraded imagery being put at the fovea, 
even if the image resolution drop-off rate matches that of the retina.  To avoid this problem, we 
used an eyetracker with a high level of spatial accuracy (a Dual Purkinje Image Generation 5 
tracker with less than 10’ error (Crane & Steele, 1978)), and an array of area-of-interest 
locations with relatively fine spatial resolution.  The array had 330 area-of-interest locations 
based on a 22 × 15 imaginary grid over the 18° × 12° image, with ~0.82° between grid points.  
We created 330 versions of each image, one area-of-interest version per grid point.  Thus, 
wherever viewers looked, there was an image version whose center of high-resolution was 
within 0.41° (horizontally or vertically) of their center of gaze.  
Speed of moving the area-of-interest.  Unlike with a static presentation, in a gaze-
contingent multi-resolutional display, the area-of-interest must be quickly updated with each 
gaze movement.  If this updating occurs too slowly, the viewer may notice degradation at the 
new gaze location prior to the update, or motion caused by the change in resolution across the 
image.  Thus, we designed a system to minimize image-update delays.  First, eye position was 
sampled at 1000 Hz (1 sample/ms), providing high temporal resolution in identifying the ends 
of saccades.  Second, to avoid on-line image generation time, all 330 versions of each image 
were pre-stored in a ViewGraphics ViewStore 1GB randomly accessible image memory and 
display controller.  Third, display changes were initiated within 5 ms of the end of each 
saccade, based on the results of a separate study (McConkie & Loschky, 2002) showing that 
this deadline eliminated perception of image-update motion.  Fourth, our Conrac Mars 9320 
monitor had a 60 Hz refresh rate, and updates could be made at any point during the 17 ms 
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refresh cycle.  Thus, an area-of-interest update was completed within 22 ms of the start of a 
fixation.   
These methods allow greater confidence that our observed effects are the result of the 
spatial characteristics of the images rather than the result of inaccurate area-of-interest 
placement or perceived image motion. 
Procedures 
The procedures were designed to measure participants’ detection of peripheral filtering 
during dynamic image viewing.  On most fixations, the normal, constant high-resolution image 
was displayed.  The gaze-contingent multi-resolutional display image was presented only on 
occasional, unpredictable, single fixations.  Participants’ two tasks were to (1) prepare for a 
long-term memory change detection test, and (2) do a concurrent peripheral blur detection task.  
The memory task was to motivate participants to make many eye movements.  Participants 
were told they would be tested after seeing all 18 images; however, no final test was actually 
given.  
Figure 1 is a schematic of the occasional gaze-contingent multi-resolutional display 
paradigm.  Each trial was a single picture presented for 30 seconds, beginning with a fixation 
point at the center of the screen.  When ready, the participant pushed a button to begin the trial.  
After 750 ms, a constant high-resolution picture appeared.  After a randomly varying interval of 
9-11 saccades, at the start of the next fixation, a gaze-contingent multi-resolutional version of 
the image was presented with its point of highest resolution at the center of gaze.  The original 
constant high-resolution image then returned during the next saccade.  Thus, the blurred image 
was present for a single critical fixation.  The next critical fixation occurred after another 9-11 
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saccades, and this pattern continued until the end of the trial.  Participants had to press a button 
as quickly as possible whenever they noticed image blur.   
Each set of six images constituted a block, and the eyetracker was also recalibrated 
before each block.  Participants were given detailed instructions and practice with the tasks 
prior to the experiment.   
In the analyses of the data, a probability level of 0.05 was used for all inferential 
statistics. 
Results 
Precursors 
In this experiment, we tested the limits of visual resolution during free viewing of 
natural scenes, the effects of above-threshold filtering on eye movements, and the time course 
of those effects.  We first cleaned the data by making several exclusions.  We excluded all data 
from one of the 18 images (5.25% of the total) because of an artifact (a slight vertical shift 
between image versions).  We excluded blinks, and cases with fixation durations in the 99th 
percentile and saccade lengths in the 1st percentile (3,164 ms, and 0.16°, respectively).  We kept 
short fixation durations to study their effect on detection, and excluded the very shortest 
saccades to avoid possible display change errors.  We also analyzed area-of-interest positioning 
error and excluded all cases with errors ≥2° (3.6% of the total).  After all exclusions (12% of 
the original total), 925 critical fixations remained, with 94% having an area-of-interest 
positioning error <1° (M = 0.50°, Mdn = 0.45°, Mode = 0.32°).  
Perceptibility of Image Degradation as A Function of Filtering Level 
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 A key question is whether the Yang et al. (2001) model of visual sensitivity, based on 
studies using simple grating and Gabor patch stimuli, predicts the perceptibility of image 
filtering during dynamic free viewing of natural scene images.  To answer this question, we 
measured viewers’ explicit detection task responses, and their eye fixation durations.  The 
detection task is a direct measure of perceptibility, but viewers’ fixation durations might reveal 
an implicit sensitivity to filtered spatial frequencies absent from their explicit detection 
responses (c.f., Hayhoe, Bensinger, & Ballard, 1998; Hollingworth, Williams, & Henderson, 
2001).  This combination of explicit and implicit measures should give a more detailed picture 
of viewers’ sensitivity across the field of view in natural scene viewing.  As we will show 
below, the results are largely consistent with the Yang et al. (2001) model.  
Detection as a function of filtering level.  The Yang et al. (2001) model predicted that 
filtering level 1 would undetectably degraded, that level 2 would be at detection threshold, and 
that levels 3-5 would be increasingly detectable.  We analyzed detection rates as a function of 
filtering level using a multivariate ANOVA (5 levels of filtering) on participants’ arcsine 
transformed proportion detection data (Table 1).  Raw proportions are shown in Figure 4, 
indicating a robust and significant main effect for filtering level on detection.  Linear and cubic 
trends for level of filtering on detection were significant (linear trend, F (1, 11) = 619.58, p < 
.001, effect size = .98; cubic trend, F (1, 11) = 83.11, p < .001, effect size = .88), indicating that 
as filtering E2 decreased, detection increased, but with both low and high detection asymptotes.  
The error bars in this figure represent 95% confidence intervals for the difference of each point 
against all others.  Though the Yang et al. (2001) model predicted that filtering level 2 would 
be at detection threshold, there was no significant difference between filtering levels 1 and 2 
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(E2 = 6.22 vs. 3.11°), neither of which was statistically different from zero detection.  However, 
consistent with the model, filtering level 1 (E2 = 6.22) was essentially never detected—the 5 
detections across all participants were essentially identical to the 6 false alarms in the no-area-
of-interest condition.  There was no significant difference in detection between filtering levels 4 
and 5 (E2 = 0.78 vs. 0.39°) because both were at ceiling, which is consistent with the model’s 
predictions of high detection levels for both.  Consistent with the model’s predictions, filtering 
levels 2-4 showed increasing detectability with significant differences between the three middle 
levels (E2 = 3.11° vs. 1.55° and E2 = 1.55° vs. 0.78°).   
------------------------------------------------------------- 
Insert Table 1 & Figure 4 about here 
------------------------------------------------------------- 
Fixation durations as a function of filtering level.  Although the Yang et al. (2001) 
model makes no predictions about eye movements, assuming fixation durations implicitly 
measure perception, it would predict the same or stronger effects of filtering on fixation 
durations as for explicit detection.  We analyzed mean fixation durations on the critical fixation 
as a function of filtering level (five levels plus no-area-of-interest condition) with a multivariate 
ANOVA (Table 2).  The results showed a significant main effect of image filtering on fixation 
durations.  Follow-up, planned comparisons of each filtering level versus the no-area-of-
interest condition are shown in Figure 5, with error bars indicating 95% confidence intervals of 
the difference for each condition versus the no-area-of-interest condition.  The pattern of results 
looks very similar to that for detection, with two differences.  First, strangely, fixation durations 
in the no-area-of-interest (all high-resolution) condition were longer than those in the least-
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filtered condition (level 1, E2 = 6.22°), possibly reflecting different processing on these trials, 
compared with those experimental trials in which the area-of-interest actually appeared 
occasionally.  To avoid this possible processing difference in the no-area-of-interest trials, we 
created a control condition from the experimental trials by taking the 6th and 7th fixations 
following each critical fixation (i.e., the fixation on which the gaze-contingent image filtering 
was present) from each filtering condition (E2 = 6.22-0.39°).  These selected fixations had no 
filtering or manual responses associated with them, came several fixations after both the critical 
fixation and any manual responses that may have been made, and were several fixations prior 
to the next critical fixation.  Using this control condition (see Figure 5), we reanalyzed 
participants’ mean fixation durations with a multivariate ANOVA (Table 3).  The results were 
the same as before, except that, consistent with the detection results and our predictions, there 
was no significant difference between the least filtered condition (E2 = 6.22) and the control.  
Also consistent with the detection results, there was a significant difference between filtering 
levels 2 and 3 (E2 = 3.11° vs. 1.55°).  However, contrary to the detection results and our 
predictions, there was no significant difference between filtering levels 3 and 4 (E2 = 1.55° vs. 
0.78°).   
------------------------------------------------------------- 
Insert Tables 2 & 3, & Figure 5 about here 
------------------------------------------------------------- 
The Time Course of Processes in Detecting Image Filtering 
The effect of fixation durations on filtering detection rates.  Our first question was 
whether the duration of a critical fixation affects the frequency of detecting image filtering.  In 
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particular, is there some minimal fixation duration (or stimulus presentation duration) below 
which no detections occur, and some fixation duration above which asymptotic detection 
performance is reached?  The answer to both questions is “Yes.”  As shown below, in the most 
detectably filtered conditions, detections did not occur for fixations much below 100 ms, and 
reached asymptote by roughly 200 ms.  These values were greater in the threshold filtering 
condition.   
Three filtering level conditions were produced by combining data for conditions whose 
detection levels were very similar, filtering levels 1 and 2 (E2 = 6.22° and 3.11°), and filtering 
levels 4 and 5 (E2 = 0.78° and 0.39°): filtering level 3 (E2 = 1.55°) constituted a third condition.  
The first condition, containing filtering levels 1 and 2, was virtually never detected at any 
fixation duration and is therefore uninformative for this analysis.  Figure 6 shows, for the 
second and third groups, the frequencies of detections and non-detections as a function of 
fixation duration in 10 ms bins for the first 500 ms of viewing.  
------------------------------------------------------------- 
Insert Figures 6 & 7 about here 
------------------------------------------------------------- 
The top panel of Figure 6 shows that for the detection threshold filtering level (E2 = 
1.55°), the first detection occurred at roughly 200 ms, and detections increased thereafter.  The 
bottom panel of Figure 6 shows that for the two highest filtering levels (E2 = 0.78 and 0.39°) 
detections first occurred for fixations slightly less than 100 ms, and rapidly increased for 
fixations between 140-200 ms long.  Figure 7 shows a more global representation of these 
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trends, by combining the fixations into bins of 40 ms and showing the proportion detection for 
each bin. 
The effect of filtering detectability on fixation durations.  Our next question was, how 
does perceptible filtering affect the time course of fixation durations?  As detailed below, 
perceptible image degradation had no effect on fixation durations before 160 ms, after which 
there was a gradual dampening of saccadic activity until roughly 400 ms, followed by a long 
lull in saccadic activity lasting up to 1,000-2,000 ms.  Notably, differences between the 
threshold and highly detectable filtering conditions were much less than between those 
conditions and the undetectable filtering conditions.  
Our approach was similar to research on the time course of perceptual and cognitive 
processes in reading, which showed how text manipulations affected fixation durations, using 
hazard curve analyses (Yang, 2002; Yang & McConkie, 2001; Yang & McConkie, 2004).  
Hazard values give the probability of finality as a function of time, and can be compared across 
conditions.  Example domains include demography (e.g., probability of death as a function of 
age, compared across gender, nationality, etc.) and engineering (e.g., probability of light bulb 
failure as a function of hours used, compared across filament type, brand, etc.).  Here we 
analyzed the probability of ending an eye fixation (i.e., making a saccade) as a function of its 
duration in milliseconds, compared across image filtering levels.  Fixations were put into 40 ms 
intervals, with the interval labeled by the maximum value.  Hazard values were calculated as 
the interval frequency divided by the number of remaining cases (total frequency minus 
cumulative frequency).  Because successive values are based on fewer and fewer cases, the 
analysis was terminated at the 95th percentile.  Data were smoothed using the average over a 
The Limits of Visual  22 
 
three-interval window, with the current interval doubly weighted.  For comparability with our 
preceding analysis of the effects of fixation durations on detection, we used the same three 
filtering level groups: the undetectable filtering levels (E2 = 6.22-3.11°), the detection 
threshold filtering level (E2 = 1.55°), and the well-above-detection-threshold filtering levels 
(E2 = 0.78-0.39°), plus the control condition. 
The overall results of this analysis are shown in Figure 8, with the top panel showing 
the entire time course and the bottom panel showing greater detail during the first 600 ms.  The 
hazard curves for all conditions start very low and then begin rising from around 120 ms (i.e., 
few saccades are made before then).  In the undetectable filtering levels (E2 = 6.22-3.11°), the 
curve rises rapidly until about 320 ms, showing increasing saccadic activity.  After that, the 
hazard curve is nearly asymptotic, suggesting a saturation of saccadic activity.  Note that the 
rise in the curve around 520 ms occurs when 85% of the saccades have already been made and 
the data are less stable.  In the highly detectable filtering levels (E2 = 0.78-0.39°), from 160 ms 
the hazard curve begins rising more slowly than in the control and undetectable conditions, 
indicating relatively lower saccadic activity than in the undetectably filtered conditions (i.e., 
fixation durations start lengthening).  Then from 360 ms, the curve initially drops followed by a 
bumpy asymptote until 95% of fixations have ended by 2280 ms, indicating a drop in saccadic 
activity followed by an extended lull in activity (i.e., long fixation durations).  The detection-
threshold filtering level (E2 = 1.55°) shows a generally similar pattern.  After separating from 
the undetectably filtered conditions at 160 ms, the hazard curve rises more slowly than those 
conditions until 400 ms, then drops, showing suppressed saccadic activity until roughly 920 ms.  
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After that, the curve rises again and then reaches an unstable asymptote, suggesting a long 
period of fluctuating but relatively low saccadic activity. 
------------------------------------------------------------- 
Insert Figure 8 about here 
------------------------------------------------------------- 
A key question is whether or not the time courses of information accrual and eye 
movement control are the same.  That is, how does the minimum effective fixation duration for 
detection compare with the time at which filtering first affects fixation durations?  The bottom 
panel of Figure 8 shows that the first separation between the hazard curves for the detectably 
filtered conditions (E2 = 1.55-0.39°) and the control and undetectably filtered conditions (E2 = 
6.22-3.11°) is at roughly 160-200 ms.  Thus, in the highly detectable filtering conditions (E2 = 
0.78-0.39°), although an 80-120 ms fixation duration might provide enough temporal 
integration of sensory information to detect image filtering (Figure 7), it would be too short to 
show an effect of filtering on eye movements (bottom panel of Figure 8).  In the case of the 
threshold filtering condition (E2 = 1.55°), the timings are much closer together.  The minimum 
effective fixation duration for detecting filtering is about 200 ms (Figure 7), which is about 
when fixation durations in this condition begin differing from the control and undetectable 
filtering conditions (bottom panel of Figure 8).   
The effect of a manual response on fixation durations.  Our next question was whether 
making a manual response had any effect on fixation durations (Fischer, 1999), and if so, at 
what point in time?  Regarding the time course of detection, our most fundamental prediction 
would be that any response-related effects on fixation durations should occur after perceptual 
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processing effects, since perception of filtering must logically precede any explicit detection 
response to it.  However, we would also predict that response-related effects on fixation 
durations might start prior to actually executing the manual response, since both the detection 
decision process and motor programming of the manual response would occur prior to the 
actual button press, and either might affect fixation durations.  In fact, as we will detail below, 
making a manual response did appear to lengthen fixation durations.  This lengthening occurred 
in close temporal proximity to the manual response, either during a long fixation that preceded 
and continued beyond the manual response, or during the fixation immediately following the 
manual response. 
To test the predictions listed above, we can look at Figure 9.  This adds to the top panel 
of Figure 8 the manual response time (RT) hazard curves for the highly detectable (E2 = 0.78-
0.39°) and threshold detection filtering levels (E2 = 1.55°) on the same time scale.  Manual RTs 
show a flat hazard curve before 520 (E2 = 0.78-0.39°) to 600 ms (E2 = 1.55°), indicating no 
responses before then, with rapid increases in manual response activity thereafter.  In contrast 
to these results, recall that the separation between fixation duration hazard curves in the 
detectable and undetectable conditions occurred at roughly 160-200 ms.  It seems unlikely that 
this initial drop in saccadic activity at 160-200 ms is caused by an imminent manual response 
360-400 ms later.  Rather, the drop in the fixation duration hazard curves for the detectable 
filtering conditions after 400-440 ms seems more plausibly related to the increasing manual 
response hazard curves at 520-600 ms.  We see the drop in the fixation duration hazard curve 
for the highly detectable filtering conditions (E2 = 0.78-0.39°) at 400 ms occurs 80 ms before 
the corresponding manual RT hazard curve first rises at 520 ms.  Likewise, the drop in the 
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fixation duration hazard curve for the detection-threshold filtering condition (E2 = 1.55°) at 
440 ms occurs 160 ms before the rise in the corresponding manual RT hazard curve at 600 ms.  
These results are consistent with the above predictions regarding manual response-related 
effects.  Specifically, the drop in saccadic activity at 400-440 ms is consistent with a manual 
response effect since it occurs after perceptual processing effects (at asymptote by 200 ms), but 
before the actual button press (starting at 520-600 ms).  
------------------------------------------------------------- 
Insert Figure 9 about here 
------------------------------------------------------------- 
If making a manual response interferes with making a saccade, then does this 
interference disappear as soon as the manual response is made?  Interestingly, it does not. 
Figure 9 shows that in the detection threshold filtering condition (E2 = 1.55°) the longest 
latencies for both manual responses and eye movements are very similar (both around 1800 
ms), whereas in the highly detectable filtering conditions (E2 = 0.78-0.39°), the longest eye 
movement latencies are about 1,000 ms longer than the longest manual response latencies 
(roughly 2200 ms vs. 1200 ms respectively).  These findings suggest that, at least in the highly 
detectable filtering conditions, something besides the manual response is lengthening fixation 
durations, probably the image filtering itself. 
To distinguish between the effect of the image filtering and the effect of the manual 
response on fixation durations, one can examine fixations immediately following the critical 
fixation.  We will call these critical fixation +1, or n+1 fixations.  Importantly, there was no 
image filtering present on those fixations.  Our first interest is in that subset of n+1 fixations in 
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which the previously viewed filtering was detected, but the manual response was after the 
critical fixation, n.  Manual responses to detected filtering occurred after the critical fixation, n 
in 59% of cases in the highly detectable filtering conditions (E2 = 0.78-0.39°).  Figure 10 
compares the hazard curves in the highly detectable filtering conditions (E2 = 0.78-0.39°) for 
fixations n and n+1.  Note that that in fixation n+1 a manual response was imminent (and 
occurred in 56% of these n+1 fixations), but there was no filtering present.  As shown in Figure 
10, even when there was no filtering present, the fact that a manual response occurred, or was 
imminent, was enough to reduce the fixation duration hazard curve relative to the control 
condition, suggesting interference with saccadic activity.  On the other hand, this reduction in 
the fixation duration hazard value was only about half that shown for the critical fixation, 
suggesting that the manual response alone cannot account for all the reduction in saccadic 
activity.  The remainder of this effect was assumedly due to the image filtering itself. 
------------------------------------------------------------- 
Insert Figure 10 about here 
------------------------------------------------------------- 
We can further explore the impact of the manual responses on fixation n+1 by 
comparing the fixation duration hazard curve for the highly detectable filtering conditions (E2 
= 0.78-0.39°) with the corresponding manual RT hazard curve on the same fixation (Figure 11).  
Here, manual RTs are given relative to the start of fixation n+1.  The earliest manual RTs are in 
the –40 ms bin, meaning they occurred during the saccade preceding fixation n+1.  This figure 
shows that the drop in saccadic activity early in the fixation corresponds with rising manual 
response activity. 
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------------------------------------------------------------- 
Insert Figure 11 about here 
------------------------------------------------------------- 
Finally, we compare this same fixation n+1 condition with the fixation n+1 condition in 
which the manual response was made during the critical fixation n (Figure 12).  In this latter 
condition, there is no image filtering present, nor is a manual response made or even imminent 
on fixation n+1.  Thus, we might expect normal saccadic activity in this condition.  
Surprisingly, both types of n+1 fixations show reduced saccadic activity for the first 400 ms.  
Thus, even in the absence of image filtering, and with the manual response having been made 
during the previous fixation, there is still reduced saccadic activity for 400 ms—an apparent 
spill-over effect from the critical fixation n onto fixation n+1.  However, after 400 ms, saccadic 
activity becomes normal in this condition, whereas it is still reduced for another 300 ms when a 
manual response is made or is imminent. 
------------------------------------------------------------- 
Insert Figure 12 about here 
------------------------------------------------------------- 
In sum, even in the absence of filtering, if a manual response occurs or is imminent, 
saccadic activity is reduced on fixation n+1.  Furthermore, the suppression of saccadic activity 
found on fixation n+1 corresponds with the timeline for late manual responses made on that 
fixation.  Finally, there appears to be a spill-over effect reducing saccadic activity on fixation 
n+1 when both image degradation and a manual response occurred immediately prior to it.  
Discussion 
The Limits of Visual  28 
 
The Limits Of Resolution In Dynamic Natural Scene Viewing 
A central goal of the current study was to determine the limits of visual resolution in 
free viewing of natural scenes, and in so doing to test the Yang et al. (2001) model of 
eccentricity-dependent contrast sensitivity.  The detection and fixation duration results were 
generally consistent with the predictions of the model, which was based on earlier studies that 
measured viewers’ eccentricity-dependent CSFs using grating or Gabor patch stimuli 
(Anderson et al., 1991; Banks et al., 1991; Cannon, 1985; Peli et al., 1991; Pointer & Hess, 
1989; Robson & Graham, 1981).  Filtering level 1 (E2 = 6.22°), which removed only higher 
spatial frequencies than the predicted contrast threshold at each retinal eccentricity, was almost 
never detected, and fixation durations showed a similar pattern.  Conversely, filtering levels 4-5 
(E2 = 0.78-0.39°), which removed spatial frequencies predicted to be 2-3 octaves lower than the 
contrast threshold, were at asymptote for both detection (above 90%) and fixation durations. 
The current results are also consistent with earlier studies using briefly flashed natural 
images with peripheral filtering based on eccentricity-dependent CSFs (Peli & Geri, 2001; Sere 
et al., 2000; Yang et al., 2001).  Those studies found that viewers were somewhat less sensitive 
to peripheral image filtering than predicted based on studies using isolated grating or Gabor 
patch stimuli.  Consistent with those studies, our predicted threshold filtering level (level 2 (E2 
= 3.11°)) was almost never detected, and the fixation duration results showed the same pattern 
(i.e., no difference from the control).  Rather, the first filtering level to remove lower spatial 
frequencies than the predicted threshold (level 3 (E2 = 1.55°)) was detected 55% of the time, 
and appears to be the actual threshold filtering level.  Lateral masking from neighboring natural 
image regions may account for this lower-than-predicted sensitivity (Peli & Geri, 2001; Yang 
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et al., 2001).  A related possibility involving attention is the well-known narrowing of the 
functional field of view by image clutter (Ball, Beard, Roenker, Miller, & Griggs, 1988; 
Bertera & Rayner, 2000; Mackworth, 1965; Sekuler, Bennett, & Mamelak, 2000). 
The similarity of these results under dynamic viewing conditions to those found with 
statically presented multi-resolutional images (Peli & Geri, 2001; Sere et al., 2000; Yang et al., 
2001) is somewhat surprising, since, for the technical reasons discussed in our Apparatus 
section, one might predict higher detection rates under dynamic viewing conditions than under 
static ones.  Our replication of lower-than-predicted sensitivity to image filtering, found in 
previous studies using static presentation of multi-resolutional images, may be because we 
managed to eliminate low-level artifacts from our gaze-contingent multi-resolutional display.  
As noted earlier, we updated our images as quickly as possible using an update initiation 
deadline of 5 ms after the end of a saccade (McConkie & Loschky, 2002), thus likely 
eliminating detections based on motion transients.  We also used an eyetracking system (Crane 
& Steele, 1978) with high spatial resolution and a relatively fine grid of spatial locations for the 
center of high-resolution, thus achieving a relatively small degree of error in placing the center 
of high-resolution at the center of gaze.  
In sum, the Yang et al. (2001) model is largely supported by the data, though based on 
the current results we may need to adjust the parameters (e.g., k, representing the rate of visual 
resolution drop-off).  We estimate that the resolution limit at each eccentricity in natural scene 
viewing is approximated by Equation 3 (restated below) with an E2 value of 1.55, since that 
was the filtering threshold E2 value for both detection and fixation durations:  
 fc = 43.1 * 1.55 / (1.55 + E) 
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Again, fc  is the frequency cut-off, or resolution limit, and E is retinal eccentricity.  Further 
research may more precisely pinpoint the perceptual threshold using more filtering levels or 
perhaps different underlying hypothesized CSFs, but the current estimate provides a good first 
approximation. 
The limits of visual resolution across the visual field and scene perception.  The above 
estimate of the limits of visual resolution in dynamic scene perception provides an important 
limit on the perceptible information assumed to be available in extrafoveal scene regions.  This 
limit provides important constraints for theories of scene perception dealing with scene gist and 
layout acquisition, extrafoveal object recognition, and eye movement guidance in extended 
scene viewing.  These limits are relevant to theories of scene processing whether or not they 
consider extrafoveal object recognition to be important. 
Consider theories in which extrafoveal recognition of diagnostic objects plays an 
important role in scene gist acquisition (e.g., Biederman, Rabinowitz, Glass, & Stacy, 1974; 
Friedman, 1979).  Studies have suggested an ideal spatial frequency band for object recognition 
(Braje et al., 1995; Gold et al., 1999; Olds & Engel, 1998).  (While such studies tend to express 
these bandwidths in cycles/object, rather than cycles/degree, as in the current study, it is 
possible to translate between these scales, with the simplest case being an object 1° wide.)  If 
object recognition is also isolated from scene semantic constraints (Hollingworth & Henderson, 
1999), it would suggest that when a scene-diagnostic object is at an eccentricity where the 
central frequency of the critical bandwidth is below threshold, object recognition should suffer, 
and therefore scene gist acquisition should suffer as well.   
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Next, consider theories in which parafoveal or peripheral object information is used to 
guide the eyes in extended scene viewing, such as in a search task (Rao, Zelinsky, Hayhoe, & 
Ballard, 2002; Wolfe, 1994).  If the eyes are targeted on the basis of discriminating target and 
non-target objects, knowing the limits of resolution in scenes should be important for such a 
theory (e.g., Rao et al., 2002).  Discrimination of a peripheral distractor from the target should 
be influenced by (a) the spatial frequency bandwidth necessary for discrimination, (b) the 
retinal eccentricity and contrast of the target and distractor, and (c) the limits of resolution in 
scenes.  Thus, if diagnostic object recognition, or object feature discrimination, is assumed to 
play an important role in acquiring scene gist, or in guiding the eyes during extended scene 
viewing, knowing the limits of visual resolution across the visual field in scene viewing is 
critical. 
However, even in theories of scene gist acquisition or eye guidance positing no role for 
object recognition or object feature discrimination, knowing the limits of visual resolution 
should be important.  For example, Schyns and Oliva (1994) have argued that most frequently, 
low spatial frequency information is used early in determining scene gist.  However, in roughly 
a third of their trials, high spatial frequency information was used for that purpose.  A possible 
explanation for this asymmetry in information use is in terms of the visual resolution drop-off 
across the visual field.  That is, high spatial frequency information is available in only a small 
part of the visual field, near the center of vision, whereas low spatial frequency information is 
available across the entire visual field.  Thus, if high spatial frequency information useful for 
acquiring scene gist is only resolvable, because near the fovea, about 1/3 of the time, the visual 
system would need to rely on the resolvable lower spatial frequency information the remaining 
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2/3 of the time.  In this way, the limits of visual resolution in scene viewing, as estimated in the 
current study, may explain a reliance on low spatial frequency information in acquiring gist 
(Schyns & Oliva, 1994).   
Similarly, an interesting question for theories of gist acquisition that posit an important 
role for global texture discrimination (e.g.,Walker & Malik, 2002) is whether the texture spatial 
frequency profile for a scene type varies with the point of fixation, or whether any initial 
fixation point would provide a match.  In either case, an accurate description of the texture 
spatial frequency profiles used to identify scenes of various categories will need to incorporate 
the limits of visual resolution.  A similar argument would apply to the spatial envelope model 
of gist acquisition (Oliva & Torralba, 2001). 
In the case of eye movement guidance in scene viewing, an interesting possibility is that 
the limits of visual resolution, or more generally CSFs at different eccentricities, play a role in 
determining the salience, or attractiveness, of peripheral targets for eye movements with or 
without recognizable peripheral target objects (see Deubel, 1984; Loschky, 2003; Loschky & 
McConkie, 2002).  An interesting question for further research is whether the filtering 
threshold for detecting image blur in the current study is the same as the filtering threshold for 
affecting saccade targeting in other studies (e.g., Loschky & McConkie, 2002).  Such a 
determination would allow one to estimate the useful information for selecting saccade targets 
in natural scenes. 
The Limits of Visual Resolution and Eye Movements 
The current study helps create a bridge between the literatures on spatial vision and eye 
movement control in the context of scene perception.  A number of earlier studies have shown 
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that image degradation of one kind or another lengthens fixation durations (Loftus et al., 1992; 
Loftus, 1985; Loschky & McConkie, 2002; Mannan et al., 1995; Parkhurst et al., 2000).  
However, the current study adds to an understanding of what determines such durations by 
relating these oculomotor effects to a model of visual sensitivity across the field of view.  The 
results suggest a close correspondence between the conscious perceptibility of image 
degradation, when filtering goes beyond the limits of visual resolution, and the duration of 
fixations. 
Comparison of detection rates and fixation durations.  To provide a robust test of the 
limits of visual resolution in dynamic scene viewing, we used two very different measures, one 
explicit, blur detection, and the other implicit, fixation durations, and we found a similar pattern 
of results for both.  One interpretation of this similarity is that the networks of brain areas 
involved in both (a) making a detection response in our task, and (b) deciding when to move 
the eyes, may rely on the same set of low-level processes sensitive to the spatial frequency 
content of images, perhaps in the primary visual cortex (Itti, Koch, & Braun, 2000). 
An alternative explanation for the similar pattern of responses for detection and fixation 
duration measures is that the one has influenced the other.  Specifically, it is possible that 
making a manual response may have interfered with making saccades, thus increasing fixation 
durations whenever the filtering was detectable.  This effect might help explain the chief 
difference between the results for the two measures, namely a significant difference in 
detection between the threshold filtering level (E2 = 1.55°) and the next higher level (E2 = 
0.78°), but no such difference for fixation durations.  If the manual detection responses 
lengthened fixation durations, it would reduce the variability of the fixation durations in all 
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conditions having detectable filtering.  Since our results are consistent with the idea that 
manual responses lengthened fixation durations (discussed below), we cannot exclude this 
explanation for the similar detection and fixation duration results.  Note, however, that the two 
above explanations are not necessarily mutually exclusive.  As suggested by our analyses of the 
time course of processes in detecting image filtering, there appear to be separate effects of 
filtering and manual response on fixation durations. 
The Time Course Of Processes In Detecting Image Filtering 
The current study helps understand the time course of perceptual and oculomotor 
processes invoked by removing information beyond the limits of resolution, and making a 
manual response to it. 
The effect of fixation durations on filtering detection rates.  The current results suggest 
that fixation durations do affect perception of filtering, and in a way that is compatible with 
research on stimulus duration effects.  Beyond a minimum effective fixation duration, we see a 
“lift-off effect” on detection rates similar to that found in experiments on the effects of stimulus 
duration (Bundesen & Harms, 1999; Loftus & Ruthruff, 1994).  Furthermore, as the degree of 
image filtering is reduced to the detection threshold, the minimum effective fixation duration 
increases and the slope of the detection x fixation duration function becomes shallower, again 
consistent with earlier research showing trade-offs between stimulus contrast, duration, and 
visual performance (Loftus & Ruthruff, 1994).  Nevertheless, our minimum effective fixation 
durations may be longer than the minimum effective stimulus durations in a static presentation, 
due to post-saccadic suppression, which can last for 20-50 ms from the start of a fixation 
(Diamond, Ross, & Morrone, 2000; McConkie & Loschky, 2002; Shioiri, 1993).  Interestingly, 
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for the most detectable filtering levels (E2 = 0.78-0.39°), the minimum effective fixation 
duration is close to what many researchers consider the minimum fixation duration (~100 ms), 
and asymptotic near-perfect detection rates are achieved at normal-to-short fixation durations 
(~200 ms).  Thus, the typical distribution of fixation durations in scene viewing seems well 
suited to perceiving the above-threshold spatial frequency profile of images.  If other basic 
perceptual processes have similar minimum effective fixation durations of roughly 100-200 ms, 
then it might explain why fixation durations have sometimes been argued to have little impact 
on perception and memory (Loftus, 1972), since most variation in fixation durations will be for 
greater durations.  However, due to the small number of observations in our data for these very 
short fixation durations, these proposals require further verification.  
The effect of filtering detectability on fixation durations.  The analysis of fixation 
duration hazard curves showed that filtering began lengthening fixations from roughly 160-200 
ms onward for all detectably degraded conditions.  For the most detectable filtering levels (E2 
= 0.78-0.39°), this oculomotor response was somewhat slower than the minimum effective 
fixation duration of 80-120 ms, suggesting a delay between the information integration and eye 
movement response processes.  However, in the filtering detection threshold condition (E2 = 
1.55°), this delay was not found, most likely because the minimum effective fixation duration 
for detection was longer, about 200 ms, allowing the oculomotor system more time to respond 
to the filtering.  This result suggests that there are rather fixed delays in registering peripheral 
degradation in the oculomotor system, which are somewhat independent of information 
thresholds for consciously registering image degradation. 
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The effect of a manual response on fixation durations.  The results of the current study 
suggest that, if a fixation is long enough to be close in time to a manual response, it will 
interfere with executing a saccade, thus lengthening the fixation.  Thus, motor programming for 
a manual response may interfere with that for a saccade.  Furthermore, this interference can be 
long lasting and spill over to the next fixation.  Thus, whatever interference is caused by both 
the manual response and the image degradation is not immediately erased by making an eye 
movement, but instead can persist for several hundred milliseconds.  Such motor interference 
between hands and eyes could occur in the presupplementary motor area and/or the 
supplementary eye field, which have been shown in monkeys to be involved in both eye and 
hand movements (Fujii, Mushiake, & Tanji, 2002). 
Further research is needed to investigate the role of response interference from hands to 
eyes.  Indeed we have conducted a second experiment with the same participants using the 
same levels of image filtering but without a detection task or manual response (Experiment 3, 
Loschky, 2003).  That experiment showed a similar pattern of increased fixation durations as a 
function of filtering detectability, but the effects, while statistically significant, were roughly a 
level of magnitude smaller than those in the current experiment, consistent with the claim that 
the manual response in the current experiment caused longer fixations.  However, the second 
experiment presented a multi-resolutional image on every fixation, instead of only on 
occasional fixations, as in the current study.  Thus, a future study might compare the effects of 
an occasional gaze-contingent multi-resolutional display with and without a detection task and 
manual response. 
Theoretical Accounts Of Effects On Fixation Durations 
The Limits of Visual  37 
 
There are two general approaches to accounting for the onset times of saccades.  The 
first, often referred to as a cognitive account, assumes that the programming of a saccade is 
initiated when some critical cognitive event occurs (Henderson, 1993; Henderson, 1996; 
Henderson & Ferreira, 1993; Rayner, 1998).  In reading, this event may be the completion of 
word identification (Morrison, 1984) or the assessment of the familiarity of a word (Reichle, 
Pollatsek, Fisher, & Rayner, 1998; Reichle, Rayner, & Pollatsek, 1999; Reichle, Rayner, & 
Pollatsek, 2003); in pictures, it may be the identification of an object (Loftus, 1981). 
The second, sometimes referred to as an oculomotor inhibition account, assumes that 
saccades are generated at random intervals, with the average times controlled by parameters, 
and that they can be inhibited if processing difficulty is encountered (McConkie & Dyre, 2000; 
Yang, 2002; Yang & McConkie, 2001; Yang & McConkie, 2004).  The current results suggest 
that the cognitive account needs to be modified in some way to allow extra-foveal information 
on the current fixation to influence the saccade onset time (e.g., Kennedy, 1998; Kennedy, 
2000); either by allowing characteristics of more peripheral information to influence the rate of 
foveal processing in order to delay the saccade-triggering event, or by allowing extra-foveal 
information to affect saccade onset time in some more direct fashion.  The same is true for the 
effect of motor response interference such as pressing a button; this action must either compete 
for processing resources and thus delay the critical saccade-triggering processing event, or it 
must delay saccades in some other more direct fashion (Fischer, 1999). 
Based on the current results, the oculomotor inhibition account would need a minor 
modification such that either the lack of normally available spatial frequencies is directly 
detected, or their lack creates difficulty in perception, either of which causes inhibition of 
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saccadic activity.  A more interesting modification of the account would be to allow for 
oculomotor inhibition caused by motor activity in a different effector modality (e.g., the hands), 
and for the inhibition produced in association with making a motor response to take some time 
after the response (several hundred ms or more) to dissipate.  In both cases, the degree and 
duration of the inhibition would be revealed by fixation duration hazard curves.  The hazard 
curves in the current study show similarities to hazard curves from abnormal stimulus patterns 
encountered during reading (Yang, 2002; Yang & McConkie, 2001; Yang & McConkie, 2004), 
with the effect of the stimulus abnormality (e.g., a drop of hazard level below that of the control 
condition) only appearing after 160-200 ms after the onset of the fixation in both data sets.  An 
interesting question for the current study is whether these effects reflect disruption of low-level 
perceptual processes, or whether the effect is due to a reduced ability to identify objects.  Thus, 
the current study provides information useful for further developing current theories of eye 
movement control. 
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Table 1. Multivariate ANOVA on Mean Proportion Detection as a Function of Filtering Level 
(E2 = 0.39-6.22). 
 
Effect 
 
Pillai's Trace 
 
F 
 
Hypothesis 
df 
 
Error df 
 
Sig. 
 
Partial Eta 
Squared 
 
Filtering 
Level 
 
.986 
 
139.515 
 
4.000 
 
8.000 
 
.000 
 
.986 
 
 
Table 2. Multivariate ANOVA on Mean Fixation Duration as a Function of Filtering Level (E2 
= 0.39-6.22) with the No-Area-of-interest Condition. 
 
Effect 
 
Pillai's Trace 
 
F 
 
Hypothesis 
df 
 
Error df 
 
Sig. 
 
Partial Eta 
Squared 
 
Filtering 
Level 
 
.871 
 
13.524 
 
4.000 
 
8.000 
 
.001 
 
.871 
 
 
Table 3Multivariate ANOVA on Mean Fixation Duration as a Function of Filtering Level (E2 = 
0.39-6.22) with the Control Condition. 
 
Effect 
 
Pillai's Trace 
 
F 
 
Hypothesis 
df 
 
Error df 
 
Sig. 
 
Partial Eta 
Squared 
 
Filtering 
Level 
 
.952 
 
27.966 
 
5.000 
 
7.000 
 
.000 
 
.952 
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Figure Captions 
Figure 1.  A schematic of an occasional GCMRD over time.  (A) The viewer sees a constant 
high-resolution image for a pre-specified number of fixations (unknown to the viewer).  (B) For 
a single fixation, a gaze-contingent multi-resolutional image is presented with the center of 
high-resolution at the viewer’s point of gaze.  The viewer is requested to press a button 
whenever he/she detects that this has happened.  (C) At the start of the next fixation, the 
constant high-resolution image is again put on the screen for another pre-specified number of 
fixations. 
 
Figure 2. Spatial frequency cut-off as a function of retinal Eccentricity and filtering level for 
the five filtering conditions in the study.  Contrast is set to 100%.  cpd = cycles per degree. deg 
= visual angle in degrees.  Horizontal line intersecting the y-axis at 21.55 cpd = half the foveal 
resolution (43.1 cpd).  Vertical lines descending from the half resolution line = E2 , the 
Eccentricity at which each filtering level is reduced to half the foveal resolution.  (Vertical line 
for E2 = 0.39° is not shown due to resolution limits of the graphing software.) 
 
Figure 3. A set of 3 example images.  (A) a constant high-resolution control image; (B) the 
same image filtered at a level that removes spatial frequencies predicted to be at or below 
contrast threshold (E2 = 3.11°); (C) the same image filtered at a level that removes spatial 
frequencies predicted to be 2 octaves above contrast threshold (E2 = 0.39°).  
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Figure 4. Proportion detection of occasionally presented gaze-contingent multi-resolutional 
images as a function of peripheral filtering level (E2 = 0.39°-6.22°).  Error bars represent 95% 
confidence intervals for significance of all comparisons. 
 
Figure 5. Mean fixation duration on occasionally presented gaze-contingent multi-resolutional 
images as a function of peripheral filtering level (E2 = 0.39°-6.22°), the no-area-of-interest 
condition, and the control condition (based on the 6th and 7th fixations following each 
occasional gaze-contingent multi-resolutional image across all filtering conditions).  no-AOI = 
no-area-of-interest. 
 
Figure 6. Frequencies of detected and undetected occasionally presented gaze-contingent multi-
resolutional images as a function of grouped filtering level (E2 = 6.22-3.11°, 1.55°, and 0.78-
0.39°) and fixation duration (in 10 ms bins). 
 
Figure 7. Proportion detection of occasionally presented gaze-contingent multi-resolutional 
images as a function of grouped filtering level (E2 = 6.22-3.11°, 1.55°, and 0.78-0.39°) and 
fixation duration (in 40 ms bins). 
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Figure 8. Top panel: Fixation duration hazard curves as a function of grouped filtering level (E2 
= 6.22-3.11°, 1.55°, and 0.78-0.39°) with curves carried out to the 95th percentile for each 
filtering level group.  Fixation duration intervals labeled by the maximum value of bins 40 ms 
in width, with the data smoothed (average over 3-bin window with the center bin weighted 
double).  Control = control condition based on the 6th and 7th fixations following each 
occasional gaze-contingent multi-resolutional image across all filtering conditions.  Bottom 
panel: Same as top panel, but focused on the first 600 ms.   
 
Figure 9. Fixation duration and manual response time hazard curves as a function of grouped 
filtering level (E2 = 6.22-3.11°, 1.55°, and 0.78-0.39°) with curves carried out to the 95th 
percentile for each filtering level group.  Manual response time hazard curves given for those 
conditions having many detection responses (E2 = 1.55°, and 0.78-0.39°).  Fixation duration 
intervals labeled by the maximum value of bins 40 ms in width, with the data smoothed 
(average over 3-bin window with the center bin weighted double).  Fixation = fixation duration 
data.  Manual RT = manual reaction time data.  Control = control condition based on the 6th and 
7th fixations following each occasional gaze-contingent multi-resolutional image across all 
filtering conditions.  
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Figure 10. Fixation duration hazard curves as a function of fixation relative to the critical 
fixation n (for filtering levels E2 = 0.78-0.39°).  Fixation duration intervals labeled by the 
maximum value of bins 40 ms in width, with the data smoothed (average over 3-bin window 
with the center bin weighted double).  Control Fixations = control condition based on the 6th 
and 7th fixations following each occasional gaze-contingent multi-resolutional image across all 
filtering conditions.  Critical Fixation n+1, After No Manual Response = fixation immediately 
following a critical fixation on which no manual response was made, but a manual response 
was imminent.  Critical Fixation n = fixation on which filtering occurred.   
 
Figure 11. Fixation duration and manual response time hazard curves as a function of fixation 
relative to the critical fixation (for filtering levels E2 = 0.78-0.39°).  Fixation duration intervals 
labeled by the maximum value of bins 40 ms in width, with the data smoothed (average over 3-
bin window with the center bin weighted double).  Control Fixations  = control condition based 
on the 6th and 7th fixations following each occasional gaze-contingent multi-resolutional image 
across all filtering conditions.  Fixation Duration = fixation immediately following a critical 
fixation on which no manual response was made, but a manual response was imminent.  
Manual RT from Start of Fixation = manual response time relative to the beginning of the 
current fixation (in ms) for responses on the current fixation. 
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Figure 12. Fixation duration hazard curves as a function of whether a response was made on the 
preceding fixation (for filtering levels E2 = 0.78-0.39°).  Fixation duration intervals labeled by 
the maximum value of bins 40 ms in width, with the data smoothed (average over 3-bin 
window with the center bin weighted double).  Control Fixations  = control condition based on 
the 6th and 7th fixations following each occasional gaze-contingent multi-resolutional image 
across all filtering conditions.  After No Manual Response = fixation immediately following a 
critical fixation on which no manual response was made, but a manual response was imminent.  
After Manual Response = fixation immediately following a critical fixation on which a manual 
response was made.   
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