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Abstract: The recursive doubling algorithm as developed by Stone can be used to solve a tridiagonal linear system of 
size n on a parallel computer with n processors using O(log n) parallel arithmetic steps. In this paper, we give a 
limited processor version of the recursive doubling algorithm for the solution of tridiagonal linear systems using 
O(n/p +log p) parallel arithmetic steps on a parallel computer with p < n processors. The main technique relies on 
fast parallel prefix algorithms, which can be efficiently mapped on the hypercube architecture using the binary-re- 
flected Gray code. For p -K n this algorithm achieves linear speedup and constant efficiency over its sequential 
implementation as well as over the sequential LU decomposition algorithm. These results are confirmed by numerical 
experiments obtained on an Intel iPSC/dS hypercube multiprocessor. 
Keyword: Tridiagonal systems, parallel algorithm, parallel prefix, hypercube multiprocessor. 
1. Introduction 
We are interested in solving the following system of linear equations 
Ax=d, (1) 
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where A is a (nonsymmetric) tridiagonal matrix of order n 
bo co 
bl Cl 
A= 
a2 b2 c2 
an-2 b-2 en-2 
an-1 k, 
and x and d are vectors of dimension n 
x=(x,, Xl,...,&-2, X,-AT, 
d=(d,, 4 )...) dn-2, d,_,)T. 
We shall assume that A, x, and d have real coefficients. Extension to the complex case is 
straightforward. 
Tridiagonal systems of equations appear frequently in the solution of partial differential 
equations, cubic spline interpolation, and in numerous other areas of science and engineering. 
There has been a considerable amount of work to solve (1) on parallel computers; see, for 
example, the review articles [5,15,22]. More recently Johnsson et al. have developed algorithms to 
solve such systems on ensemble architectures [6-91. The recursive doubling algorithm is one of 
the first algorithms that has resulted from considering parallelism in computation. This approach 
relates the LDU decomposition of A to first- and second-order linear recurrences. The well-known 
relationship between (1) and linear recurrences was utilized by Stone to develop an algorithm to 
solve (1) in O(log n) parallel arithmetic steps’ with n processors [21]. This algorithm can be 
generalized to solve banded linear systems as well [lo]. 
The recursive doubling algorithm is suitable when a large number of processing elements are 
available, such as the Connection Machine. In this paper we give a limited processor version of 
the recursive doubling algorithm on hypercube multiprocessor architectures with p < n 
processors. This algorithm is more suitable for hypercubes of smaller dimension such as the 
Caltech Hypercube, the Intel iPSC series, and the NCUBE. We show that the limited processor 
version recursive doubling algorithm solves a tridiagonal system of size n with arithmetic 
complexity 0( n/p + log p) and communication complexity O(log p) on a hypercube multi- 
processor with p processors. The algorithm becomes more efficient if p -=x n. The main 
techniques rely on fast parallel prefix algorithms for which we describe an efficient mapping 
using the binary-reflected Gray code. These techniques can also be extended to solve banded or 
block tridiagonal linear systems. 
We compare the algorithm proposed here to the LU decomposition algorithm and to a 
sequential version of the recursive doubling algorithm. The theoretical estimates for speedup and 
efficiency, as well as the experimental results on an Intel iPSC/dS hypercube multiprocessor 
indicate that the limited processor recursive doubling algorithm achieves linear speedup and its 
efficiency is more than 0.5. 
’ All logarithms are base 2. 
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2. The LU decomposition algorithm 
One of the most efficient existing sequential algorithms for solving (1) relies on the LU 
decomposition of A; see, for example, 121. Here A is decomposed into a product of two 
bidiagonal matrices L and U as follows: 
r 
1 fo co 
e1 1 fi Cl 
A=LU= *. ‘. 
en-2 1 fn-; G-2 
en-1 1 fn-I _ 
The algorithm then proceeds to solve for y from Ly = d and then finds x by solving UX = y. 
More precisely, the LU decomposition algorithm (the LU algorithm) to solve the system (1) 
consists of the following steps: 
The LU Algorithm 
Step 1. Compute LU decomposition of A given by 
fo=bo, 
ei=ai/fi-l, l<i<n-1, 
f, = bi - ei * c~_~, l<i<n-1. 
Step 2. Solve for y from Ly = d using 
yo=do, 
yi=di-ei*yi_,, l<i<n-1. 
Step 3. Compute x by solving ZJx = y using 
X,-l =yn-l/fn-13 
xi=(yi-ci*xi+&fr, O<i<n-2. 
By counting the number of operations at each step, we see that the LU algorithm solves a 
tridiagonal linear system of size n using 8n - 7 arithmetic operations. 
3. Solution of tridiagonal systems using prefix algorithms 
Equation (1) can be represented as a three-term recurrence relation 
aixi_, + bixi + c,x~+~ =di forl,<i<n-2 (2) 
with 
box0 + coxl = do, an_1x,_2 + b,,_lx,_l = d,_,. 
Define a, = c,_~ = 1 and x_t = x, = 0. Then with this convention, the relation in (2) holds for 
O<i<n-1. 
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Solving for xi+r in equation (2) we get 
b, a, di 
xi+l = - -xi 
ci 
-yxi-l + C_* 
I I 
(3) 
Here we assume that all ci’s are nonzero, since otherwise the system of equations can be broken 
into two decoupled tridiagonal systems which can then be treated separately. Setting 
bi pi= -:, di q= -- 
ci ’ I 
Yi=C_> 
1 
(3) can be rewritten as 
=aixi+&_t+yi forO<i<n-1. 
matrix form neatly as 
Then we may write 
Xi+r=BiXi forOfi<n-1. (4) 
This matrix recursion formula allows us to calculate all Xi for 1 G i < n - 1 provided that the 
initial vector X,, is available. Since 
X0 X0 
x0= x-1 = 0 ) 
[ I[1 (9 1 1 
all we need is to calculate x0 to start the computation. Now note that by repeated application of 
(4) we obtain 
XI =&X0, 
x, = B,X, = I&BOX,, 
x, = B”_,B,_, * * - B,B,X,. 
Now let 
Ci = BiBi_, . - . BIB0 forO<i<n-1. 
Then X,, = C, _ 1Xo, or more explicitly 
[<I]=[% !:. :~][xyl], whereC,,_r=[F !: Fz]. 
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The gi j depend on LY~, &, yi for 0 < i < n - 1. Since x, = x_ i = 0, by multiplying the first row of 
C,_ i with X,, we obtain 0 = g,x, + go2, which gives us x0 as 
x0 = - go,/&0 * (6) 
Once X0 is available in this manner, we can calculate all Xi for 1 < i G n - 1 by using the matrix 
recursion formula Xi = Ci_ i X0. 
The sequential prefix algorithm (the SP algorithm) to solve the tridiagonal(l) thus proceeds as 
follows. 
The SP Algorithm 
Step 1. Form the matrices Bi for 0 < i d n - 1 using 
bi 
q= --) 
‘i 
yi=$ and Bi= 
I 1 ai 01 Pi 0 Yi 0. 1  
Step 2. Compute the chain products Ci by 
Co=&, 
Ci = BiCi_l, l&i<n-1. 
Step 3. Denote C,_, computed in Step 2 by 
C”-i= [i ;: ;:I. 
Compute x0 and hence X0 using (5) and (6). 
Step 4. Compute Xi and hence xi using 
xi 
Xi= xi-l 
[ 1 =Ci_*Xo forl<i<n-1. 1 
Step 2 of this algorithm essentially calculates the prefixes of the matrices (B,, B,, B,, . . . , II,,_ *) 
(here we imagine that the matrix products are performed in reverse order). If this algorithm is 
used to solve a tridiagonal system of dimension n sequentially, then O(n) arithmetic operations 
suffice, but the algorithm turns out to be slightly less efficient than the LU algorithm. 
Nevertheless it is more suitable for efficient implementation on a parallel machine than the LU 
algorithm. 
Theorem 1. The SP algorithm for the solution of the tridiagonal inear system of equations (1) 
requires 15n - 11 arithmetic operations. 
Proof. Step 1 requires 3n divisions to form the matrices Bi. In Step 2 we perform n - 1 matrix 
multiplications to compute the Ci , but because of the special structure of the matrices each 
matrix multiplication can be performed using 6 floating-point multiplications and 4 floating-point 
additions. Hence Step 2 requires 6( n - 1) multiplications and 4( n - 1) additions. Step 3 is a 
single division. In Step 4 to compute all xi for 1 Q i G n - 1 we perform n - 1 multiplications 
and n - 1 additions. Thus the total number of arithmetic operations sums to 15n - 11. q 
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4. Parallel prefix algorithms on hypercube multiprocessors 
In this section we show that the prefix algorithm for the solution of a tridiagonal linear system 
of equations can be implemented efficiently on hypercube multiprocessors 
Step 2 of the SP algorithm where the prefixes of the matrices (B,,, B,, . . . , B,,_,) are computed 
is the bottleneck point in the algorithm. An efficient parallel implementation of the recursive 
doubling algorithm depends on how efficiently this computation can be performed. Various 
parallel algorithms have been developed for prefix computation [11,12]. The prefixes of the 
quantities ( qo, ql, . . . , qn_J can be computed in log n steps given n processors. Here each step 
consists of a suitably defined binary operation performed in any of the identical processors. For 
n = 8 the parallel prefix algorithm is given in Fig. 1. This algorithm is the same as the algorithms 
given in [ll] and [21]. For simplicity we denote the product block qjqj_I . . - qi+lqi as j i. For 
example q7q6q5q4 is denoted by the pair 7 4. 
If the element qi is initially allocated to processor pi, then at step k, for 1 f k < log n, 
processor pi sends its data to processor pJ where j = i + 2 ‘-I Processor pj receives this data and . 
multiplies with its own and writes the result where its data resides. 
The implementation of this algorithm on a hypercube multiprocessor will be efficient only if 
the communication requirements of the algorithm are minimal. This requires that we map the 
parallel prefix algorithm efficiently on the cube. First we give a definition of a hypercube 
connected parallel computer. 
’ 76 74 70 
Fig. 1. The parallel prefix algorith-m for n = 8. 
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Definition 1. Hypercube connected parallel computer. If p = 2d and bd . . * b, is the binary 
representation of b for b E [0, . . . , p - l] and b(‘) . IS the number whose binary representation is 
bd. - - bi+,bibi_I -. - b,, where bi is the complement of b, and 1 < i < d, then in a hypercube 
connected computer, processing element b is connected to processing element b(‘), for 1 < i < d 
[18-201. 
Now we give the definition of the binary-reflected Gray code and a lemma related to the 
mapping of the parallel prefix algorithm on the cube. 
Definition 2. Binary-ref7ected Gray code G(b) = gdgd_, * . . g, of a d-bit binary number b = 
bdbd-1 *-* b, is defined by setting [16] 
g,=bi+bi+l mod2 fori=l,2 ,..., d-l, &=bd. 
Lemma 1. If b and c are two d-bit binary numbers such that 0 < b < 2d - 1 - 2k-’ and c = b + 2k-‘, 
then the Hamming distance between G( 6) and G(c) is 1 if k = 1 and 2 if 2 < k < d. Furthermore 
the communication paths are disjoint. 
For a proof see [7, Lemma 5.11. 
Thus we allocate the element qi to processor G(i). The parallel prefix algorithm requires that 
at step k for 1 < k < log n, the node to which element qi is allocated should communicate with 
the node to which element qi+2 L-I is allocated. The distance between nodes G(i) and G(i + 2k-‘) 
is 1 if k = 1 and 2 if 2 < k < log n. Hence we see that by making use of the properties of a Gray 
code, locality is achieved at the sole expense of slightly increasing the number of routing 
instructions. The hypercube implementation of the parallel prefix algorithm proposed here 
requires at most twice the number of routing instructions of a fully-connected system implemen- 
tation. 
The following pseudo-code shows the required computations. This code runs in all nodes 
concurrently. The binary address of each node is returned when the subroutine node-id0 is 
called. The subroutine G-‘( .) converts from Gray code to binary code. For example G-‘(110) = 
100. Initially the node G(i) contains the element qi. This element, which is local to node G(i), is 
denoted by Q. At the end of the computation node G(i) contains the product qiqi_l . . . qO, 
Without loss of generality we assume that n = 2d. 
Procedure Parallel _ Prefix ( n, Q) 
i = G-’ (node-id()) 
for k = 1 to log n do begin 
if iE {O,..., n-l-2k-‘} then 
send Q to processor G(i + 2k-‘) 
if iE{2k-‘,...,n-1} then 
receive temp _ Q 
Q=temp_Q*Q 
end for 
end Procedure. 
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Thus we observe that the prefixes of n elements can be computed in log n arithmetic and in 
2 log n - 1 communication steps on a hypercube with n nodes. This follows from Lemma 1 since 
the first step will cost 1 arithmetic and 1 communication step and the remaining steps cost 
log n - 1 arithmetic and 2(log n - 1) communication steps. 
Now we suppose that we have p processors with p < n and mp = n. Then the prefixes of n 
elements are computed as follows: we allocate m elements to each processor and perform 
sequential prefix at each processor to find prefixes of these elements. Then we find prefixes of 
the p product blocks by performing the parallel prefix algorithm. Processor i sends this product 
to processor i + 1 for 0 < i < n - 2 and this element is multiplied with each element in the 
processor except the last one. Initially we allocate the elements qCi+lj,_l, qCi+ljm_2,. . . , qim to 
node G(i). These elements, which are local to node G(i), are denoted Q,, Q,_,, . . . , Q,. After 
the sequential prefix at each node we obtain a product block at each node. This result 
QmQm-, ..a QI = q(i+l)m-lq(i+l)m-2 - * . qirn 
also resides in node G(i). At the end of all computations the node G(i) contains the products 
4im *. - 41403 
q(i+l)m-2 ’ * * 4im ‘. * 4140, 
q(i+l)m-lq(i+l)m-2 *.* %?I *** 4140. 
The following code shows the required computations: 
Procedure Parallel-Prefix (n, p, Q,, Q2,. . . , Q,) { limited processor case; n = mp } 
i = G-l( node_id( )) 
for k = 2 to m do begin 
Q/c = Q,c * Q,c-1 
end for 
for k = 1 to log n do begin 
if iE{0,...,n-1-2k-‘} then 
send Q, to processor G( i + 2k-‘) 
if iE{2k-1,...,,-1} then 
receive temp _ Q, 
52, = temp-Q, * Q, 
end for 
if i E (0,. . . , n-1-2k-‘} then 
send Q, to processor G( i + 1) 
if iE {l,..., U- l} then 
receive temp _ Q, 
for k = 1 to m - 1 do begin 
Qk = temp- Q, * Qk 
end for 
end Procedure. 
An inspection of the above algorithm shows that the prefixes of n = mp elements can be 
computed in 2n/p + log p - 2 arithmetic and 2 log p communication steps on a hypercube with 
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p nodes. First we perform sequential prefix computation which costs m - 1 arithmetic steps. The 
parallel prefix costs log p arithmetic and 2 log p - 1 communication steps as we remarked 
earlier. The transfer of the last element of each block to the next processor will take 1 
communication step. Then we multiply this elements with each element in the processor except 
the last one which will take m - 1 arithmetic steps. Thus the total number of arithmetic and 
communication steps become 2m + log p - 2 and 2 log p, respectively. 
In Fig. 2 we illustrate the limited processor parallel prefix algorithm for the values of n = 12 
and p = 4. Thus it takes 2 log 4 = 4 communication steps and 2 y + log 4 - 2 = 6 arithmetic 
steps to compute prefixes of 12 terms with 4 processors. 
For parallel implementation of the SP algorithm (henceforth called the PP algorithm) we 
allocate m matrices to each processor and perform the limited processor parallel prefix algorithm 
with these matrices. Considering all 4 steps of the SP algorithm for the solution of (1) we have 
the following theorem. 
Theorem 2. The PP algorithm solves (1) with n = mp in 3511/p + 20.log p - 29 parallel arithmetic 
and 13 log p communication steps on a hypercube with p nodes. 
Proof. Step 1 is performed in 3m divisions since there are m matrices allocated to each 
processor. 
Step 2 has 3 substeps. In the first we perform sequential prefix at each processor. Because of 
the special structure of the matrices each matrix multiplication is performed with 6 multiplica- 
tions and 4 additions. Hence the first substep costs lO(m - 1) arithmetic operations. In the 
0 0 0 0 
10 10 10 10 
\ 
6 -60 
\ 
60 
76 
76-70 
501 SO\ 50 
B B"9 -B6-IlO BO BO BO 
Fig. 2. The limited processor version of the parallel prefix algorithm for n = 12 and p = 4. 
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second substep of Step 2 we perform parallel prefix using these product blocks. We lose some of 
the structure in the matrices involved and perform matrix multiplication using 12 multiplications 
and 8 additions. Thus the parallel prefix step will take 20 log p arithmetic steps. Since only the 
first two rows of the matrices need to be communicated, the parallel prefix step will take 
6(2 log p - 1) communication steps. In the third substep of Step 2 we first send the product 
block in processor G(i) to processor G( i + 1) which will cost 6 communication steps. Then we 
multiply this element with all the elements in the processor except the last one. This substep 
costs 20( m - 1) arithmetic steps since the matrices are multiplied with 12 floating-point multipli- 
cations and 8 floating-point additions. 
In Step 3 processor p - 1, which holds the matrix Cn_l, calculates x0 by performing a single 
division, and then x0 is broadcast to all other processors. This operation can be performed in 
log p communication steps by embedding a suitable tree of depth log p [18,19]. In Step 4 we 
calculate all xi by performing m multiplications and m additions per processor. The total result 
follows by summing the number of arithmetic operations and communication steps. 0 
Step Arithmetic complexity Communication complexity 
1 
2 
3 
4 
Total 
3m 
30(m - 1) + 20 log p 
1 
2m 
35m + 20 log p - 29 
- 
12 log p 
log P 
- 
13 log p 
Finally, it is interesting to observe that an SIMD system with processor masking capability is 
adequate for the algorithm although in actual experiments we used the Intel iPSC/dS which is an 
MIMD system. 
5. Estimated speedup and efficiency 
The speedup and efficiency of the PP algorithm with respect to the LU and the SP algorithms 
can be estimated using the arithmetic and communication complexity figures found previously. 
We have performed experiments, similar to those mentioned in [13], on an Intel iPSC/dS 
hypercube running XENIX 286 R3.4 and iPSC Software R3.1 to measure the time it takes to 
perform a floating-point operation (Tag_), and the time it takes to transfer a floating-point 
number to an adjacent node (Tag_, ). The experiments indicated that rcO_ = 1.48 milliseconds, 
and if the floating-point operation is taken to be multiplication, addition, or subtraction then 
7 camp = 0.058 milliseconds. Division takes a little longer (around 0.072 milliseconds). Using these 
we can estimate the speedup of the PP algorithm with respect to the LU and SP algorithms as 
T LU 
SPP,LU = -jr = 
(8, - 7) hnp 
PP (3WP + 20 1% P - 29) LxIqJ + 03 1% P 1 %omm ’ 
T 
S sp = 
(15n - ~hxnp 
PP/SP = Tpp (35n/p + 20 log p - 29)7,, + (13 log p)7,,_ . 
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Table 1 
Estimated speedup and efficiency for p = 32 
n SPP,LU SPP/SP E,P,LU E PP/SP 
32 0.14 0.27 0.004 0.008 
64 0.28 0.53 0.009 0.017 
128 0.54 1.02 0.017 0.032 
256 1.02 1.91 0.032 0.060 
512 1.79 3.35 0.056 0.105 
1024 2.87 5.39 0.090 0.168 
2048 4.13 7.14 0.129 0.242 
4096 5.28 9.89 0.165 0.309 
8192 6.13 11.49 0.192 0.359 
Similarly the efficiency of the PP algorithm with respect to the LU and the SP algorithms is 
found as 
E 
SPP,LU @n - 7) Lmp 
PP/LU = - = 
P (35n + 20~ log P - 29~)~,, + (13~ log P)T,,, ’ 
E 
SPP,SP (15 n - w %mlp 
PP/SP = 
---= 
P (35n + 2Op log p - 29p)r,,,, + (13~ log p)~,,_. ’ 
The results are shown in Table 1 for the value of p = 32 for the values of r,,,r = 0.058 and 
7 co_ = 1.48. The efficiency of the PP algorithm with respect to its sequential counterparts is a 
function of the ratio, r = r,,O_/~,,,p, for fixed values of n and p. For the Intel cube we have 
7 = 25.51. Given n = 8192 and p = 32, we see that Epp,SP takes the values of 0.359. Epp,sp will 
take values between 0.422 and 0.247 as r takes values between 1 and 100. This ratio is a crucial 
parameter in message-passing parallel computers, and its value changes between 2 and 1000 for 
different hypercubes (see Gordon Bell on the Future of Computers, SIAM News, Vol. 20, No. 2, 
March 1987). 
6. Experimental results and conclusions 
We have experimented on an Intel iPSC/dS hypercube system for values of n between 32 and 
8192. The LU and SP algorithms were run on a single node and the PP algorithm was run on l-, 
2-, 3-, 4-, and 5-dimensional subcubes. The initial loading of the data was not taken into account 
for any of these algorithms. The experiments were done to compute the cubic spline approxima- 
tion of some random data. The types of tridiagonal matrices that arise in cubic spline 
approximation are diagonally dominant and mostly symmetric [l]. 
The computation and communication times were measured using the clock{) routine at the 
beginning and end of each program. The timings of the LU, SP, and PP algorithms are given in 
Table 2 in milliseconds. Using these data we can compute the measured speedup and efficiency 
of the PP algorithm with respect to its sequential counterparts. These are shown in Table 3 for 
the value of p = 32 (compare Table 1 to Table 3). Also, in Figs. 3(a) and 3(b) we show the 
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Table 2 
The timings of the LU, SP, and PP algorithms (in milliseconds) 
n LU SP PP PP PP PP PP 
p=2 p=4 p=8 p=16 p = 32 
32 15 40 40 30 25 25 75 
64 30 75 80 45 35 60 85 
128 60 155 155 85 55 65 90 
256 120 315 310 160 95 80 100 
512 235 625 615 315 165 125 120 
1024 480 1250 1225 620 320 210 150 
2048 960 2495 2445 1230 625 370 230 
4096 1920 4990 4885 2450 1235 655 400 
8192 3840 9990 9775 4895 2455 1260 685 
estimated and measured efficiency of the PP algorithm with respect to the LU algorithm as a 
function of dimension of the cube for values of y1= 4096 and n = 8192, respectively. Similarly, 
the PP algorithm is compared to the SP algorithm in Figs. 4(a) and 4(b). The small differences 
between the estimated and measured values are due to the fact that we assumed all floating-point 
operations take the same amount of time, and also overhead factors, such as loop control, 
memory fetch etc. were not taken into account. The experimental results have shown the 
proposed algorithm achieved linear speedup and its efficiency is somewhere between 0.50 and 
0.60. 
It has been observed that some numerical stability problems can arise in the use of the 
recursive doubling algorithm for certain classes of problems when the size of the system is large 
[3]. Since memory size on the Intel iPSC/dS is about 300 kilobytes/node, experimentation was 
kept to tridiagonal systems of size no more than 8192. In attaching high importance to speed, 
numerical stability problems involved in the use of parallel algorithms are occasionally ignored. 
As pointed out in [14], a parallel algorithm may become completely useless if its numerical 
stability properties are undesirable. Methods for analyzing the numerical stability of parallel 
algorithms have been developed in 1171 and classification schemes have been proposed in [4] 
based on the theoretical foundations of forward error analysis [23]. 
Table 3 
Measured speedup and efficiency for p = 32 
n S PP/LU S PP/SP EPP/LU EPP,SP 
32 0.20 0.53 0.006 0.017 
64 0.35 0.88 0.011 0.028 
128 0.67 1.72 0.021 0.054 
256 1.20 3.15 0.038 0.098 
512 1.96 5.21 0.061 0.163 
1024 3.20 8.33 0.100 0.260 
2048 4.17 10.85 0.130 0.339 
4096 4.80 12.47 0.150 0.390 
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a 
0.0 ’ ’ ’ ’ ’ J 
I 2 3 4 5 
dimension of cube 
Fig. 3(a). Efficiency of the PP algorithm with respect to 
the LU algorithm as a function of cube dimension for 
n = 4096. 
Fig. 3(b). Efficiency of the PP algorithm with respect to 
the LU algorithm as a function of cube dimension for 
n = 8192. 
Solution of tridiagonal or banded systems has been done using (block) Gaussian elimination, 
(block) cyclic reduction [6] and the recursive doubling algorithm. In [4] Gao has applied the 
forward error analysis technique to pipelined algorithms for the solution of first- and second-order 
0.6 
1 ” ” 1 c ” c 1 ” ” ‘I 
a 
0.0 s ’ ’ ’ c c ’ ’ j 
1 2 3 4 5 
dimension of cube 
Fig. 4(a). Efficiency of the PP algorithm with respect to 
the SP algorithm as a function of cube dimension for 
n = 4096. 
00 
b, , , , , 
1 2 3 4 5 
dimension of cube 
Fig. 4(b). Efficiency of the PP algorithm with respect to 
the SP algorithm as a function of cube dimension for 
n = 8192. 
108 6. Egecioglu et al. / Recursive algorithm for tridiagonal systems 
recurrences. We are currently implementing parallel algorithms for the solutions of general 
recurrence relations, tridiagonal, block tridiagonal, and banded linear systems on the Intel 
hypercube, and investigating their numerical stability properties. 
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