In this study, we propose a novel non-parametric embedded feature selection method based on minimizing the 0 norm of the vector of an indicator variable, whose point-wise product of an input selects a subset of features. Our approach relies on the continuous relaxation of Bernoulli distributions, which allows our model to learn the parameters of the approximate Bernoulli distributions via tractable methods. Using these tools we present a general neural network that simultaneously minimizes a loss function while selecting relevant features. We also provide an information-theoretic justification of incorporating Bernoulli distribution into our approach. Finally, we demonstrate the potential of the approach on synthetic and real-life applications.
Introduction
Technological advances are leading to the generation of large data sets both in sample size and dimensionality. Scientists are collecting complex high dimensional measurements. The collected data sets encapsulate both opportunities and challenges. For instance, in biology, we have access to tremendous amounts of biological markers on patients and wish to model complex interactions for prediction purposes. Unfortunately, that requires far more data than is generally available from clinical trials or in testing settings where experiments can be expensive. A method to mitigate this challenge is to identify the key set of features that influence prediction. Finding a subset of meaningful features, might not only improve the analytic task but also provide new scientific findings and improve the interpretability of machine-based models [Ribeiro et al., 2016] . In bio-medical research, identifying a small set of relevant predictive bio-markers is essential [He and Yu, 2010] . There has been numerous works on non-parametric feature selection in high-dimensional settings [Friedman, 1991 , Tibshirani, 1996 , Lafferty and Wasserman, 2008 , Ravikumar et al., 2007 and [Meinshausen and Yu, 2009, Raskutti et al., 2012] . However, the scalability of these methods on huge datasets is limited in practice.
Feature selection involves finding a subset of features that are sufficient for building a model. In the supervised setting, selected features might improve classification or regression performance. Furthermore, reducing the number of features has computational advantages and has been shown to improve model generalization on unseen data [Chandrashekar and Sahin, 2014] .
Feature selection methods may be classified into three major categories: filter methods, wrapper methods, and embedded methods. Filter methods are taskindependent; they attempt to filter out the nonrelevant features prior to classification. Typically, a relevance score is created for each feature using some statistical comparison between each feature and the response (or class label). Filter methods have been demonstrated to be useful for various applications in [Koller and Sahami, 1996 , Bekkerman et al., 2003 , Davidson and Jalan, 2010 . More recent filter methods, such as [Song et al., 2007 , Song et al., 2012 , Chen et al., 2017 use kernels or the Hilbert-Schmidt Independence Criterion (HSIC) [Gretton et al., 2005] to extract the most relevant features. Wrapper methods use the classifiers outcome to determine the relevance of each feature. As it is usually unfeasible to check all 2 D subset of features, various works have been proposed to select subsets of features. Tree-based feature selection methods such as [Kohavi and John, 1997, Stein et al., 2005] , sequential wrapper methods such as [Zhu et al., 2007 , Reunanen, 2003 an an iterative kernel based wrapper method was proposed in [Allen, 2013] . The main disadvantage of all mentioned wrapper methods is that they require recomputing the classifier for each subset of features.
Embedded methods aim at relieving the computational burden. This is done by simultaneously learning the classifier and the subset of most relevant features. The Mutual Information (MI) is used by [Battiti, 1994 , Peng et al., 2005 , Estévez et al., 2009 , to select the important features by incorporating it in the classification procedure. Decision trees and random forest are naturally used for feature selection. A feature may be ranked based on the number of improvements it achieves as a splitter node in the tree. Perhaps the most common embedded method is the least absolute shrinkage and selection operator (LASSO) [Tibshirani, 1996] . LASSO minimizes an objective function while enforcing an 1 constraint on the weights of the features. This method results in very efficient and scalable feature selection procedure. Although LASSO has been extended in various works [Hans, 2009 , Li et al., 2011 , Li et al., 2006 , it remains a linear method, which limits the classification capabilities. [Yamada et al., 2014] extends to nonlinear functions by developing a feature wise kernelized LASSO.
There have been a few attempts to use a neural network for feature selection. [Verikas and Bacauskiene, 2002] trains different networks on subsets of features then selects them based on the performance of the network. [Kabir et al., 2010] propose a heuristical procedure for adding features based on their contribution to a partially trained network. [Roy et al., 2015] use the activation values of the first layer to rank the importance of the features. All these methods are wrapper methods and do not provide an approach to simultaneously train a network and select the features.
To the best of our knowledge, this study provides the first practical embedded feature selection method based on a neural network. The proposed learning procedure aims at simultaneously minimizing the 0 norm of a randomly selected subset of features along with a general loss function. Our method relies on the recent efforts of developing a continuous differentiable approximation to categorical distribution called Concrete Relaxation or Gumbel-softmax trick [Jang et al., 2017] , [Maddison et al., 2016] . This enables us to introduce stochastic gates on the inputs, whose probability being active will be jointly learned with the model parameters via gradient descent. Our formulation naturally extends from linear models to neural networks by introducing indicator variables in the input layer of a network. We also provide an information-theoretic interpretation on the Bernoulli relaxation of the best subset selection, which justifies the introduction of randomness for feature selection in our risk minimization. Finally, we apply our feature selection method to various artificial and real data sets to demonstrate its effectiveness.
Background
Feature selection can be considered as finding the subset of features that leads to the largest possible generalization or equivalently to minimal risk. Every subset of features is modeled by a vector of indicator variables z ∈ {0, 1} D , where the point-wise product with an input x ∈ R D provides a subset of features.
Given a parameterized family of regression functions, f : Θ × R D → R we try to find a vector of indicator variables z * ∈ {0, 1} D and a vector of parameters θ * ∈ Θ that minimizes the expected risk:
where denotes the point-wise product, L is a loss function and P is a probability measure on the domain of the training data (X, Y ). Where X = x n ∈ R D , n = 1, ..., N , is a realization of the input random variable and Y = y n , n = 1, ..., N , is a realization of the response random variable or class label. In some cases we will also have the additional constraint Ω(z) ≤ k, where Ω : [0, 1] D → R measures the sparsity of a given indicator variable z.
Feature Selection as an Optimization Problem
Most penalized linear models expressed are in the terms of the following minimization:
where L(f (x n ), y n ) measures the loss on the training point (x n , y n ) and Ω(Θ) : R D → R + is a penalizing term. The hyper-parameter λ is a trade-off coefficient balancing the empirical error with this penalizing term. Examples of empirical errors are the 1 hinge loss, the 2 loss, and the logistic loss. Common penalizing terms include the 0 norm and the 1 norm, both have been shown to enforce sparsity.
The minimization in Eq. (1) inspired the least absolute shrinkage and selection operator (LASSO). LASSO enables a computationally efficient feature selection procedure. LASSO may be described as follows; let N be the sample size, D be the number of features, y ∈ R be the response variable, x n ∈ R D , and θ ∈ R D be the vector of weight parameters. The objective function of LASSO can be written as follows:
The above minimization problem has been applicable in numerous scientific fields and in other domains.
Proposed Method
The rise of 1 norm constraints in sparse estimation was partially due to its computational efficiency -the 1 norm is the closest convex function to the 0 norm [Hastie et al., 2015] . By adding the 1 norm as a regularization term LASSO's minimization procedure selects the most relevant features. We take a different approach to approximate the 0 norm, which can extend to non-linear models while remaining computationally efficient. In this section, we describe how to incorporate a continuous approximation of the Bernoulli distribution (presented in [Jang et al., 2017] , [Maddison et al., 2016] ) into a general differentiable loss function. Applying backpropagation on the regularized loss function provides a natural network-based feature selection procedure. We denote this method as Deep Neural Network Feature Selection (DNN-FS). Penalizing the 0 norm in the empirical risk minimization can be understood as the best subset selection. In logistic regression, for example, the objective can be written as follows:
where λ is a tuning parameter and ||θ|| 0 = D d=1 I{θ d = 0}. By introducing a vector z ∈ R D of indicator variables, where z j = 1 indicates that j-th feature is included and z j = 0 indicates that j-th feature is absent. Then, by taking the pointwise product of z and θ, we can represent any subset of features. To view the above optimization from a probabilistic perspective one can introduce a Bernoulli distribution B(z d |π d ) over each indicator variable z d , d = 1, ..., D. Then, using a logistic regression loss the expected risk from Eq. (1) becomes
where B(z|π) is a Bernoulli distribution, and x, y ∼ P (X, Y ) are the realization of input and response variables from the data distribution. The goal of empirical risk minimization is to find θ * and π * that minimizes R(θ, π); However, due to the discrete nature of z, optimizing the above objective with respect to the distribution parameters π doesn't admit tractable methods such as gradient descent.
Following the recent work [Louizos et al., 2017] , we review how to take gradients of the objective with respect to π by relaxing the discrete nature of z. This allows us to compute Monte Carlo estimates to the expected risk and enable gradient descent to minimize the loss function.
Our goal is to introduce a distribution that is continuous and differentiable with respect to its parameter as a replacement of Bernoulli distribution. To do this, we approximate a Bernoulli random variable represented as one-hot 2-dimensional vector with parameters π 1 and π 2 such that π 1 + π 2 = 1. This approximation is called Binary Concrete [Jang et al., 2017] , [Maddison et al., 2016] ; here we briefly describe its derivation.
First, a random perturbation is independently drawn for each category from a Gumbel(0,1) distribution:
Then we apply a temperature-dependent sigmoid function as a surrogate to finding a one-hot vector through an argmax operator:
The resulting random 2-dimensional vector is called Binary Concrete vector, which we denote ass ∼ BinaryConcrete(log π 1 , log π 2 ).
Since π 1 + π 2 = 1, we set s to be the first coordinate ofs. We will introduce this variable s for each feature, forming the vector of approximate indicator variables, whose point-wise product s x provides a subset of features. The recent paper [Louizos et al., 2017] proposed a hard-concrete distribution, which extends the above Binary Concrete distribution so that more probability mass can concentrate around {0, 1}, this increases sparsity in the final solution. The derivation of the hard-concrete distribution appears in the Appendix of this manuscript. By replacing the Bernoulli distribution with the hard-concrete distribution, we can now compute the derivative of the objective R(θ, π) with respect to the distribution parameters π:
where ∂ ∂π = ∂s ∂π ∂ ∂s can be computed via back-propagation since s is a deterministic function of π, and the randomness only comes from u i , i = 1, 2 (defined in Eq. 4). The expectation over x, y ∼ P (X, Y ) is approximated based on the empirical per batch realizations.
Related Work
The two most related works to this study are [Louizos et al., 2017] and [Chen et al., 2018] . [Louizos et al., 2017] introduces the hard concrete distribution. They show that in-corporating it into a deep neural network sparsifies the learned weights. The authors demonstrate how this sparsification leads to fast convergence and improved generalization. In this study, we focus on a different goal. By applying the stochastic gates only to the input layer, we demonstrate how the hard concrete distribution is useful for parametric feature selection. This allows us to increase the feature size up to a number of thousands of features (as shown in the Section 6.4); this high dimensional regime is common in a field such as bioinformatics. In [Chen et al., 2018] , the Gumbel-softmax trick is used to develop a framework for interpreting a pre-trained model [Chen et al., 2018] . The main difference between our work and [Chen et al., 2018] is that their method is focused on finding a subset of features given a particular instance, whereas our method aims to construct a subset of features based on all the training examples. This approach is more appropriate when we want to apply feature selection methods to data that are known to have consistent important features such as gene data.
Furthermore, their method aims to optimize over a family of distributions, whose cardinality is p k . In order to reduce the number of possible candidates, they employ a subset sampling procedure based on the approximate categorical distribution for the purpose of instance-wise feature selection. This is not suitable for feature selection in general since when the dimension of the feature space is large, the variance of the samples from the categorical distribution becomes large, whereas our method employs an approximate Bernoulli for each dimension of the features, whose variance of the samples is independent of the the dimension of the feature space.
Some authors tackle embedded feature selection problems by extending LASSO and group LASSO to neural network models. Although [Scardapane et al., 2017] and [Feng and Simon, 2017 ] have a similar goal as ours, their empirical result does not achieve enough sparsity as practitioners would like. Our approach, which utilizes stochastic gates instead of relying on regularizing 1 norms, has an advantage in terms of achieving high sparsity level while maintaining good performance.
Connection to Mutual Information
In this section, we demonstrate that replacing the original subset selection problem with the Bernoulli probabilistic setting can be justified from a mutual information perspective in the feature selection setting. This is motivated by, but different than the work done by [Chen et al., 2018] . Recall that the mutual information between two random variables can be defined as
where H(Y ), H(Y |X) are the entropy of p Y (y) and the conditional entropy of p Y |X (y|x), respectively [Cover and Thomas, 2006 ]. Next, we present our two assumptions for this section:
• Assumption 1: There exists a subset of indices S * with cardinality equal to k such that for any i ∈ S * we have I(X i ; Y |X \{i} ) > 0.
• Assumption 2: I(X S * c ; Y |X S * ) = 0.
The first assumption means that if we do not include an element from S * , then we can improve our prediction accuracy by adding it. The second assumption means that we only need the variables in S * to predict Y . Any additional variables are superfluous. The assumptions are quite benign. For instance they are satisfied if X is drawn Gaussian with a non-degenerate covariance matrix and Y = f (X S * ) + w, where w is noise independent of X and f is not degenerate. With this in place we can present our results.
Proposition 5.1. Suppose that the above assumptions hold for the model. Then, solving the optimization
is equivalent to solving the optimization
where the coordinates of S l are drawn according to a Bernoulli distribution with parameter π l .
Due to length constraints, we leave the proof of this proposition to the appendix.
Experiments
In this section, we perform a variety of experiments to evaluate the potential of using the proposed method (DNN-FS). In the first two experiments, we generate artificial samples by randomly sampling points based on some parametric distribution; then we assign a label based on a non-linear function. Each data set is concatenated with nuisance noisy coordinates; these coordinates do not hold information regarding the class identity. We compute both classification accuracy and feature weights depicted by our proposed approach. To evaluate the strength of DNN-FS, we compare it to recursive feature elimination (RFE) [Gysels et al., 2005] , feature ranking using support vectors classification (SVC) [Chang and Lin, 2008] , LASSO [Tibshirani, 1996] , and two tree-based methods [Rastogi and Shim, 2000] and [Strobl et al., 2008] which we denote Tree and RF respectively. We also compare our method to a neural network with the same architecture without the feature selection layer, we denote this method as DNN. Each method extracts a weight for the relevance of each feature, we denote this weight by W i ≥ 0, i = 1, ..., D. The wrapper methods, such as RFE, SVC, Tree, and RF are retrained based on the features with highest extracted weights. In the following experiments, we compare classification accuracy as well as a metric which we denote as FEAT. FEAT is defined as the sum of weights W i over the informative features divided by the sum over all weights. The architecture of the deep neural network is similar for all experiments. We use 3 layers with a hyperbolic tangent (Tanh) activation function. For the classification experiments, the final layer performs logistic regression. Whereas for the Cox hazard model (Section 6.5) we use the scaled exponential linear units (Selu) and partial likelihood as the loss.
Setting the hyperparameter λ effects the portion of selected features. In the artificial experiments (Sections 6.1, 6.2 and 6.3) we evaluate the effect of λ on the convergence of the network. For the biological experiments (Sections 6.4, 6.5) we vary lambda until the networks selects roughly 1% of original features and evaluate the networks generalization on the test set.
Two Moons classification with nuisance features
In the first experiment, we construct a dataset X ∈ R D based on "two moons" shape classes, concatenated with noisy features. The first two coordinates X 1 , X 2 are generated by adding Gaussian noise with zero mean to two nested half circles. An example of one realization of the first two coordinates is presented in Fig. 1(a) . Each addition nuisance features X i , i = 3, ..., D, is drawn from a Gaussian distribution with zero mean and variance of σ 2 = 1. Classification accuracy and the portion of weights assigned to the real signal (FEAT) are presented in Fig. 1(b) and 1(c) . Based on the classification accuracies, it is evident that all methods correctly identify the most relevant features. As expected, DNN-FS and Random Forest are the only methods that achieve near perfect classification. DNN-FS and LASSO are the only methods which naturally sparsify the feature space. The parameter was set to λ = 0.05; this value seems to hold for a wide range of dimensions. Moreover, the performance seemed stable for a wide range of λ's.
Noisy binary XOR classification
The binary XOR is a challenging classification problem. The first two coordinates X 1 , X 2 are drawn from a binary "fair" Bernoulli distribution. The response variable is set as an XOR of the first coordinates, such that Y = X 1 ⊕ X 2 . As in the previous experiment X i , i = 3, ..., D are noisy features drawn from a Gaussian with zero mean and variance of 1. The number of points is N = 1500, and 30% are used as training of all methods. The experiment is repeated 50 times for each value of D, the average test classification accuracies are presented in Fig. 2(a) . In Fig. 2(b) the average FEAT metric is presented. It seems that although every single feature is statistically independent of Y , the proposed method manages to select the relevant feature even for high D and reasonably small N .
Sparse Handwritten digits classification
In the following toy example, we attempt to classify between images of handwritten digits of 3's and 8's. Image features represent spatial information, therefore for this binary classification, we expect that some of the left side pixels would be sufficient for the separation. The experiment is performed as followed. We omit 90% of the data as the test set, and train on the remaining 10%. We then apply DNN-FS and evaluate the classification accuracy and selected features. The experiment was repeated 10 times, the extracted features and accuracies were consistent over 20 trials. We noticed a relatively small number of selected features which are positioned Southwest and close to the center of the images achieve very high classification accuracy. An example of 9 randomly selected samples overlaid with the weights of the selected features is presented in Fig. 3(a) . In this experiment, we further evaluate the effect of λ on the sparsification and accuracy of the method. We apply the approach to a randomly sampled training set of size N = 1500 and change λ in the range of [0.0005, 0.15]. In Fig. 3(b) we compare the accuracy and sparsity level for a wide range of λ's. It seems that within this wide range DNN-FS converges to 
Purified populations of peripheral blood monocytes (PBMCs)
Single-cell RNA sequencing (scRNA-seq) is a novel technology that measures gene expression levels of hundreds of thousands of individual cells, simultaneously. This new tool is revolutionizing our understanding of cellular biology as it enables, among other things, the discovery of new cell types as well as the detection of subtle differences between similar but distinct cells. [Zheng et al., 2017] have subjected more than 90,000 purified populations of peripheral blood monocytes (PBMCs) to scRNAseq analysis. Such blood cells have been thoroughly characterized and studied, some of the cells are well separated based on their functionality. Here we focus on B-cells and cytotoxic T-cells. There are various marker genes that are known as unique to these cell types. In the following experiment, we attempt to extract these known markers by applying DNN-FS to a set of labeled PBMCs. We first filter out the genes that are lowly expressed in the cells, this leaves us with D = 2538 genes (features). The number of cells in these two classes is N = 20294, of which we only use 30% of the data. This again is a challenging regime for a neural network. DNN-FS achieves classification accuracy of 99.8% using 15 genes only. Intriguingly, when inspecting these selected genes there are various know markers of B and T cells or genes related to proteins which bind with them. Among some of these selected genes are CD3E, which is unique to T cells, CD79A and CD79B which are unique to B cells, and CD37 that is more abundant in B cells than in cytotoxic T-cells.
Cox Proportional Hazard Deep Network Models for Survival Analysis
In survival analysis, we are interested in building a predictive model for the survival time T i of an individual i based on the covariates x i ∈ R D . Survival times are assumed to follow a distribution, which is characterized by survival function S(t) = P (T > t). A hazard function, which measures the instantaneous rate of death, is defined by
We can relate the two functions in the following way: S(t) = e − t 0 h(t)dt . Proportional hazard models assume a multiplicative effect of the covariates x on the hazard function such that
where h 0 (t) is a baseline hazard function, which is often the exponential or Weibull distribution, and θ is the parameter of interests. One of the difficulties in estimating θ in survival analysis is that a large portion of the available data is censored. However, in order to obtain estimates, Cox observed that it is sufficient to maximize the partial-likelihood, which is defined as follows:
The previous work proposed DeepSurv [Katzman et al., 2018] , which uses a deep neural network model to replace the linear relations between the covariate x and θ, demonstrating improvements of survival time prediction over existing models such as CPH and the random survival forest [Ishwaran and Kogalur, 2007] , [Ishwaran et al., 2008] .
We apply our feature selection method in DeepSurv to see how our feature selection procedure improves the performance on the breast cancer dataset called METABRIC. The Molecular Taxonomy of Breast Cancer International Consortium (METABRIC) uses gene and protein expression profiles to determine new breast cancer subgroups in order to help physicians provide better treatment recommendations. The METABRIC dataset consists of gene expression data and clinical features for 1, 980 patients, and 57.72% have an observed death due to breast cancer with a median survival time of 116 months.
We have picked 16 genes that were used in the Oncotype DX test, a genomic test that analyzes the activity of genes that could affect breast cancer behavior. We joined these genes with the patients clinical features (hormone treatment indicator, radiotherapy indicator, chemotherapy indicator, ER-positive indicator, age at diagnosis). We then reserved 20% of the patients as the test set.
We first used DeepSurv on this dataset without feature selection. We tested 4 different feed-forward neural network architectures and repeated the same experiment 5 times. Then, we evaluated the predictive ability of the learned models based on the concordance index (CI), which measures the quality of rankings. The concordance index is a standard performance measure for model assessment in survival analysis. The best average CI is 0.639.
To see how our method performs, we randomly sample genes to construct nuisance features. In total, we obtain 221 features, where 200 features are randomly sampled. We have applied DNN-FS to this data. With λ = 0.03, the model picks 3 features, which is roughly 1% of the feature size. It achieves the average CI of 0.649 over 5 runs. This demonstrates that with just three features (GRB7, age at diagnosis, chemotherapy indicator), our model is able to perform better than the original DeepSurv model.
Conclusion
In this paper, we propose a novel embedded feature selection method based on stochastic gates. It has an advantage over previous LASSO based methods in terms of achieving a high level of sparsity in non-linear models such as neural networks. We relate the 0 norm minimization of the input weight to Mutual Information Maximization under the specific choice of variational family. In experiments, we observe that our method consistently outperforms existing embedded feature selection methods in both synthetic datasets and real biological datasets.
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Appendix
Proof of Proposition 5.1 We now give the proof of the proposition showing the equivalence. LetS be a subset such that S * \S = ∅. That is there exists some element in S * that is not inS. For any such setS we have that I(XS; Y ) < I(X; Y ). Indeed, if we let i ∈ S * ∩S c then we have
where the final inequality follows by Assumption 1. Assumption 2 also yields that for any setS such that S * ⊂S, we have I(XS; Y ) = I(X; Y ). Now, when we consider the Bernoulli optimization problem we have max π I(X S; Y ) s.t. l π l ≤ k and 0 ≤ π l ≤ 1.
The mutual information can be expanded as I(X S; Y ) = s I(X s; Y )P π (S = s),
where we have used the fact that S is independent of everything else. The current optimization requires that π is a product distribution. However, if we can show that the optimal unconstrained distribution is also a product distribution, then the two are equivalent. The reason for this relaxation is that the unconstrained problems becomes a linear program. Now, from above we know that the optimal value of the optimization I(X S ; Y ) for any set S * ⊂S. Hence, any unconstrained distribution should place all of its mass on such subsets in order to maximize. However, there is an additional constraint that l π(S l = 1) ≤ k where π(S l = 1) = s|s i =1 π(S = s). Thus, since the probability measure will always place probability 1 on selecting the coordinates in S * , the marginal sum will always be greater than k, unless no other indices are selected. Hence, the optimal solution is to select the distribution so that all of the mass is placed on the subset S * and no mass elsewhere. As this is also a product distribution, this complete the proof of the claim.
The Hard Concrete distribution [Louizos et al., 2017] introduces a modification of Binary Concrete, whose sampling procedure is as follows:
u ∼ U (0, 1), s = 1 1 + exp( −(log α+L) β ) , s = s(ζ − τ ) + τ, z = min(1, max(0,s)), where (τ, ζ) is an interval, with τ < 0 and ζ > 1. This induces a new distribution, whose support is [0, 1] instead of (0, 1). With 0 < β < 1, the probability density concentrates its mass near the end points, since values larger than 1−τ ζ−τ are rounded to one, whereas values smaller than −τ ζ−τ are rounded to zero. The CDF of s is defined by Q s (s|β, log α) = Sigmoid((log s − log(1 − s))β − log α,
from which the CDF ofs is defined as
where φ = (β, log α, ζ, τ ). Now, the probability of being the gate z i active, which is 1 − Qs(0|φ), can be written as 1 − Qs(0|φ) = Sigmoid(log α − β log −τ ζ ).
As shown in [Louizos et al., 2017] , this function has improved characteristics compared to the concrete distribution.
