An efficient and optimized field development plan is a crucial and primary aspect in maximizing well productivities, improving the recovery factors of oil and gas fields, and thus, increasing profitability most effectively. In this paper, we apply a metaheuristics algorithm known as the Imperialist Competitive Algorithm (ICA) to determine optimal well location for maximum well productivity. The ICA is an evolutionary algorithm that mimics socio-political imperialist competition. This algorithm uses an initial population that consists of colonies and imperialists that are assigned to several empires. The empires then compete with each other, which cause the weak empires to collapse and the powerful empires to dominate and overtake their colonies. We compared the ICA performance with that of the particle swarm optimization (PSO) as well as the genetic algorithm (GA) in the following four optimization scenarios: 1) a vertical well in a channeled reservoir, 2) a horizontal well in a channeled reservoir, 3) placement of multiple vertical wells, and 4) placement of multiple horizontal wells. In all four scenarios, the ICA achieved a better solution than the PSO and GA in a fixed number of simulation runs. In addition, we conducted sensitivity analyses for three important parameters (revolution ratio, assimilation coefficient, and assimilation angle), and the results of these analyses showed that the recommended ICA default parameters generally led to acceptable performances in our examples. However, to obtain optimum performance, we recommend tuning the three main ICA parameters for specific optimization problems.
Introduction
The optimization of well placement has been the focus of many research topics in recent years as field developments have become more challenging, and oil and gas producers must respond appropriately to increasing global energy demands. Thus, it is important that optimization techniques be utilized to determine the field development plan that will yield maximum well productivities as well as increased effectiveness of the recovery factors.
Well placement optimization is a complex and challenging problem due to its non-linear nature involving various decision variables, constraints, and multiple scenarios that have direct and indirect effects on the final optimal solution. For instance, well placement optimization problems are typically solved by optimizing the well location, configuration (vertical, horizontal, multilateral) , type (producer, injector), and operation status (open, closed) (Nasrabadi et. al., 2012) . Decision variables with uncertainties and solution constraints lead to a very complex and large solution space, which results in many possible solution combinations. The high number of possible variable combinations means that it is not sufficient to use only intuitive engineering judgment to determine optimum sets of problem variables.
Typical automatic well placement optimization for determining an optimum solution involves several steps. The process begins with a user selecting an initial well position based on engineering judgment. Then, with the aid of an optimization algorithm, a new improved well position is suggested. Next, a reservoir response model is applied to the newly suggested position, and the result is reported back to the programmed algorithm. This step is repeated until a pre-determined stopping criterion is met.
Researchers have attempted to solve the well placement problem using various optimization algorithms. The first optimization algorithm used for well placement was the mixed integer programming method in which sets of predetermined requirements are represented by mathematical linear relationships to maximize an objective function. Rosenwald and Green (1974) utilized this method to identify optimized well locations that would minimize the difference between production and scheduled demand. This method was also used in offshore field development optimization with respect to platform placements, the number of wells in each platform, pipelinenetwork designs, and production constraints (Devine and Lesso, 1972; Dogru, 1987; Eeg and Herring, 1997; GarciaDiaz et. al., 1996; Hansen et. al., 1992; lyer et. al., 1998; Sullivan, 1982; van den Heever and Grossmann, 2000; Watson et. al., 1989) .
Gradient-based methods have also been applied to well placement optimization. In these methods, a maximum or minimum solution to an n-dimensional objective function is determined through the application of Taylor-series expansion and the calculation of an objective function gradient. There are two main approaches to the gradient calculations: the finite difference and the adjoint-based methods. Gradient-based optimization has been used by several authors to determine optimum well placement and the well trajectory for horizontal wells (Bangerth et. al., 2006; Castineira and Alpak, 2009; Forouzanfar et. al., 2010; Sarma and Chen, 2008; Viemmix et. al., 2009; Wang et. al., 2007) .
Many probabilistic and stochastic optimization methods have also been applied to well placement optimization. Simulated annealing, first introduced by Kirkpatrick et. al. (1983) , is a probabilistic method for finding a global optimum by mimicking the recrystallization process of a heated solid object until it reaches a frozen structure that corresponds to a minimum energy configuration. Beckner and Song (1995) , and Norrena and Deutch (2002) applied this method for well placement optimization. Another stochastic optimization method is particle swarm optimization (PSO), a population-based method first introduced by Kennedy and Eberhart (1995) that mimics the searching efforts of animal groups such as birds and fish. Onwunalu and Durlofsky (2010) applied PSO for well placement optimization and found its performance to be better than that of the genetic algorithm (GA).
The application of GA to oil and gas well placement optimization has yielded favorable results that have made GA a popular optimization algorithm that is widely used and accepted for use in solving oil and gas industry optimization problems. For example, Bittencourt and Horne (1997) developed a hybrid binary GA that combines the GA with the polytope method to determine optimal well placement and well configuration (vertical/horizontal) in faulted reservoirs. The polytope method uses linear programming to generate a simplex that includes several vertices. Each vertex is evaluated and the process loops to produce solutions with improving feasiblility based on chosen pivot elements. Montes et al. (2001) applied the GA to vertical well placement optimization and used cumulative oil production as the objective function to be maximized. The authors used two synthetic reservoir models and found that the use of elitism improved the convergence rate to the optimum solution. Emeric et al. (2009) used the GA to determine the best optimum number, location, and trajectory for deviated producer and injector wells in field development. They introduced a handling sub-routine that discards unfeasible solutions by applying a crossover between the infeasible solutions and previously determined feasible solutions. Yeten et al. (2003) constructed a framework that utilized the GA as a searching algorithm to identify the optimum well placement and configuration. They used a 3D reservoir model and included the option of having a multilateral well as one possible configuration. Several helper functions, such as artificial neural networks and the hill climber technique, were used to further enhance the GA optimization performance. Furthermore, they applied near-wellbore upscaling to account for near-well heterogeneity. Rigot (2003) further enhanced Yeten's optimization method to improve the efficiency of multilateral well placement optimization. He introduced a proxy to avoid evaluating the objective function in cases where the expected productivity of a well was within the validity range of the proxy.
In this paper, we apply an imperialist competitive algorithm (ICA) to determine the optimum well location for maximum well productivity. The ICA is an evolutionary meta-heuristic algorithm that mimics socio-political imperialist competition to search for a global optimal solution. In the ICA, an initial population consists of colonies and imperialists that are assigned to several empires. The empires then compete and as the weak empires collapse the powerful empires take over their colonies. Then, the process iterates untill the best solution is reached based on a pre-determined criterion. The ICA method has been used before in various petroleum engineering applications, such as the prediction of various petroleum fluid properties as well as the predictions of well flow rates (Ahmadi, 2011; Berneti, et. al., 2011; Zendehboudi, et. al., 2013) . Also, ICA has been applied to other engineering disciplines, and has shown potential superiority to other well-known optimization techniques, such as the GA and PSO in terms of its convergence rate and global optima achievement (Atashpaz-Gargai, et. al., 2007; Rajabioun, et. al., 2008; Sepehri Rad, et. al., 2008) . However, to the best of our knowledge, this method has not been previously applied to the well placement problem. In this paper, we compare the performance of the ICA with that of the PSO and GA for well placement optimization.
The Imperialist Competitive Algorithm
ICA, first introduced by Esmaeil Atashpaz-Gargari (2007) , is an evolutionary algorithm that mimics the competition between imperialist countries to control more colonies in order to strengthen their empires through a process of imperialistic competition.
The ICA process is similar to other evolutionary algorithms in that it begins with an initial population, which with the ICA consists of countries. These countries are then divided into two categories: imperialists and colonies. To generate empires, the colonies are distributed among the imperialists based on their relative strength, as determined by a pre-defined criterion. The empires then compete with each other to control more colonies and expand their power. As this competition loops, stronger empires expand their power by taking possession of weak colonies from weaker empires. This process is repeated until a pre-defined stopping criterion is satisfied. A detailed description of the steps involved in this algorithm is presented in the subsection below.
The initiation of empires starts with the creation of several arrays that contain different problem variables (Pi). These arrays are called "countries" in the ICA terminology. Countries are analogous to individuals in the GA. Any country can be defined as a 1×number of variables (Nvar) array, which is used for cost function evaluation. A country can be either an imperialist or a colony.
Next, an initial population that consists of both imperialists Nimpr and colonies Ncoln is generated to form the total population Npop. The formation of initial empires starts by the assignment of colonies to the imperialists, based on the imperialists' relative power. The number of colonies an imperialist acquires is also directionally proportional to its power. This is achieved by normalizing the cost of each imperialist (Cn) and then dividing it by the total normalized cost of all the imperialists (Pn).
After the determination of the imperialists' power, colonies are randomly distributed among imperialists to create empires. The number of colonies held by each imperialist (N.Cn) is determined as follows:
By the end of this process, several empires have been created with their relative imperialists and colonies as depicted in Fig.1 . For instance, in Fig.1 , there are four empires that are represented by four different colors. The stars represent the imperialists and the circles represent the colonies. Imperialists and colonies of the same color comprise one distinct empire. The larger the star (imperialist), the more powerful is the empire. After the creation of empires, colonies are moved toward their relative imperialists. If the position of a new colony happens to yield a lower cost function, then the colony exchanges its position with its imperialist. This placeexchange process is carried out for all other colonies and their imperialists as well. Then, the total power of each empire, which is the summation of its imperialist and colonial power, is evaluated in order to rank empires based on their lowest cost functions. We note that an empire's power is mainly affected by the power of its imperialist, and that the powers of colonies are very low to almost negligible.
where T.Cn is the total cost of an empire and ξ is a value less than 1. The usage of ξ is to assign less importance to the colonies' cost and makes the empire's cost mainly dependent on the cost of its imperialist.
Next, the empires are ready to participate in the main ICA process imperialist competition. In this process, the empires compete to take possession of the weakest colonies that belong to the weakest empires, as shown in Fig.  2 . The competition is initiated by assigning a possession probability to each empire. The possession probability increases as an empire's power increases (lowest cost). To perform this process, first, a normalized total cost (N.T.Cn) is evaluated for each empire. Then, each empire's total normalized cost (N.T.Cn) is divided by the sum of the total normalized cost of all the empires to obtain the possession probability for each empire (Ppn).
After evaluating the possession probability of each empire, three vectors are formed as follows:
The weakest colony is then given to the empire with the maximum D index. Further details are provided in the Appendix. The competitive process will repeate and iterate until meeting a predetermined stopping criterion or until only one empire exists. A flowchart of the ICA algorithm used for well placement is summarized in Fig. 3 . For a more detailed description of the ICA algorithm process, the reader is advised to refer to the original paper by Esmaeil AtashpazGargari (2007).
Fig. 3. ICA algorithm flowchart

Optimization Runs and Results
To apply the ICA to our well placement optimization problem, we used a MATLAB code that executes the ICA processes and interacts with a commercial simulator in order to evaluate all cost functions. For instance, the MATLAB code performs the ICA steps until reaching the cost evaluation in which optimized input parameters are fed to the reservoir simulator to evaluate the cumulative oil production for a specific well placement position. In this paper, we defined the objective function as the cumulative oil production achieved after 21 years of production.
Since the ICA, PSO and GA are stochastic in nature, the methodology used in this paper is a comparison of the performances of the ICA, PSO and GA with somewhat similar algorithm parameters. For example, in all comparison cases, both algorithms were assigned the same initial populations (well locations), similar stopping criteria (number of simulation runs), and a similar number of optimization runs. Then, for the purpose of comparison, we graphed the average result of the multiple optimization runs for each algorithm to compare their performances. Te ICA, PSO and GA parameters used in our example cases were similar to those used by Atashpaz-Gargari et. al., (2007 ), Hosseni et. al., (2014 , Onwunalu and Durlofsky (2010) , Onwunalu (2006) , Yeten (2003) and Farshi (2008) . The ICA, PSO and GA parameters used for all cases are summarized in Number of Generations 50 Table 2 : PSO parameters used for the optimization runs in this paper.
GA Parameter Value
Population Size 30
Crossover Probability 0.8 Mutation Probability 0.05
Ranking Scale 2
Number of Generations 50 Table 3 : GA parameters used for the optimization runs in this paper.
In this paper, we used 2D and 3D synthetic channeled reservoir models. The 2D model were used for the placement of vertical wells, while the 3D model used for the placement of horizontal wells. Table 5 : PVT data used in the reservoir models.
Case 1 -Single Vertical Well Placement Optimization
The first ICA, PSO and GA optimization application was carried out with respect to the placement of a single vertical well in a channeled reservoir where the permeability distribution varies from 1-100 md, as shown in Fig.4 . First, we performed an exhaustive run in order to determine the cumulative oil production for each possible well location. With 40 X 40 grids, there were 1,600 possible well locations and hence 1,600 simulation runs. The resulting cumulative oil productions for this exhaustive run is shown in Fig. 5 . As can be seen from the graph, the objective function surface shows many local maxima scattered throughout the model grid, which is due to the heterogeneity of the subject reservoir model. Furthermore, we found the best cumulative oil production to be 20,206 MSTB, which belongs to the grid that has x = 24 and y = 13 coordinates. As such, we used this grid as a benchmark to test the overall ICA, PSO and GA performances. For example, the black line represents the average ICA performance of 20 optimization runs, the blue line represents the averaged PSO performance over 20 optimization runs, the red line represents the averaged GA performance of 20 optimization runs, and the green line represents the global optimum. The graph clearly shows that the overall ICA and PSO performances are better than the overall GA performance in converging to the global optimum. Also, both the ICA and PSO average performances were able to find the best optimal solution (20,206 MSTB) that was determined by the exhaustive run before reaching the stopping criterion (1000 simulations). However, the GA overall performance didn't reach the optimal solution by the end of 1000 simulations. The GA result for maximum cumulative production was 19,650 MSTB. Interstingly, PSO showed faster convergence rate especially in the first 100 simulations and towards the end of the simulation interval while the ICA performance exhibits more gradual increase towards the end of the 1000 simulations. 
Case 2 -Single Horizontal Well Placement Optimization
The second ICA, PSO and GA optimization application was applied to determine the optimal well placement for a horizontal well. We used the same reservoir model as in case 1 but with three horizontal layers, as depicted in Fig.  7 . The optimized variables for this problem were the x and y well coordinates and an extra variable that dictated the well orientation. For example, in this case the length of the horizontal section was set to be 8 grids, which could be oriented in four different perpendicular directions, as shown in Fig. 8 . A physical constraint was induced in the algorithm so that no horizontal section will violate the grids boundries. If any unfeasible horizontal section is encountered during the algorithm iterations, a penalty function is applied to this violating solution. An exhaustive run was performed and it was found that the best solution corresponds to x=24, y=21 and d (orientation) = 3 with a cumulative oil production of 78,842 MSTB. Fig. 7 . Permeability (md) distribution of the 3-layer channeled reservoir. All three algorithms were run 20 times each and then the averaged performances were ploted. The graph clearly shows that among the three algorithms average performances, the ICA performed better and it resulted in the highest cumulative oil production (78,083 MSTB) at the end of the 1000 simulations. Also, it is worth pointing that even though the averaged ICA performance plotted did not reach the optimal solution that was found by the exhaustive search, three of the twenty ICA optimization runs were able to converge to the optimal solution before reaching to the 1000 simulations, while none of the PSO ro GA individual runs reached the optimal solution. As the graph shows, the ICA curve tends to increase in a more gradual pace, which is an indication that the ICA can handle the problem of premature convergence by exploring various parts of the search space, and hence avoid being trapped to local optimal solutions. The resulting maximum cumulative oil production for the PSO and GA was 75,416 MSTB and 74,083 MSTB, respectively. Moreover, the PSO performed better than the GA in terms of both convergance rate as well as final optimal solution. Fig. 9 . ICA, PSO and GA performances as a function of the number of simulations for case 2.
Case 3 -Multiple Vertical Wells Placement Optimization
In this case, we considered the placement optimization of multiple vertical wells. The optimization variables are x, y (well coordinates) and n (number of wells). In this example, we set the number of wells to be from one to no more than ten wells. Since we are including the number of wells as a decision variable, we used the net present value (NPV) as the objective function that needed to be maximized. The economical parameters used to calculate the NPV's are similar to those used by Onwunalu and Durlofsky (2010) . For this case, we did not perform an exhaustive search, as we believed it would require too many simulation runs and the previous two examples were sufficient to build the confidence of the ICA performance. Also, since we are dealing with multiple wells, a minimum well distance of 1640 ft constraint was introduced to the algorithm and a penalty function was assigned to any solution that does not honor this constraint. Fig. 10 shows the overall perfromances of the three algorithms and again the ICA showed superiority among the others. For instance, we found that for this case the ICA provided better solutions all the way from the beginning till the end of the 1000 simulation. Also, the ICA solution evolvement is gradual with continuous improving and no long flat periods, which may falsely suggest a convergence. The best solution that resulted in the highest NPV was found by ICA to be three wells, which yielded a NPV of $3.73×10 8 compared to NPV of $3.05×10 8 for PSO (two wells) and $2.85×10 8 for GA (four wells). 
Case 4 -Multiple Horizontal Wells Placement Optimization
For the last case, we considered the placement optimization of multiple horizontal wells. The optimization variables are x, y (well coordinates), d (orientation) and n (number of wells). In this example, we set the number of wells to be from one to a maximum of six wells. The objective function used for this example is the NPV. The economical parameters used to calculate the NPV's are similar to those used by Onwunalu and Durlofsky (2010) . Similar to case 3, we did not perform an exhaustive search. For this case, we applied three physical constraints to the algorithm. These constraints are: 1) a minimum well distance of 1640 ft, 2) no crossing between wells' mainbores, and 3) honoring the model boundries. Fig. 11 shows the overall perfromances of the three algorithms. The results show that the ICA achieved the highest NPV of $1.67×10 9 (two wells) while the PSO resulted in NPV of $1.59×10 9 (two wells) and GA resulted in NPV of $1.51×10 9 (three wells). 
Sensitivity Analysis of ICA Parameters
After applying the ICA to the above synthetic reservoir model, we performed a sensitivity analysis on the ICA parameters to further test the effect of the ICA parameters on the quality of the solution evolvement. We chose three of the main ICA parameters for this sensitivity analysis, including 1) the revolution ratio, 2) the assimilation coefficient, and 3) the assimilation angle. The reason we chose these specific parameters is that they have similar functionalities compared to GA crossover and mutation operators. In this sensitivity analysis, we performed optimization runs for each parameter while fixing the value of the others. Each parameter was divided into five sets of values and each value was used to perform five optimization runs. We averaged the results of these five optimization runs for the purpose of comparison. For example, the revolution ratio values were 0.3, 0.4, 0.5, 0.6, and 0.7. The analysis began by fixing the value of the revolution ratio to be 0.3 while holding constant the other ICA parameters. Then, we plotted the average of the five optimization runs using 0.3 as the revolution ratio value. The same process was carried out for the other ICA parameters (assimilation coefficient and assimilation angle).
Revolution Ratio Parameter
The first ICA parameter to be tuned, the revolution ratio, is responsible for creating a sudden change in the positions of an empire's colonies. This parameter can be considered to be analogous to the GA's mutation parameter and is an important ICA parameter as it is responsible for broadening the exploration for new solutions and thus avoiding pre-mature solution convergence. From a survey of the literature, we found the recommended value for the revolution ratio to be between 0.2 to 0.3 (Atashpaz-Gargari et. al., 2007; Hosseni et. al., 2014) . We considered five different revolution ratio values (0.3, 0.4, 0.5, 0.6, and 0.7). For each value, we performed five optimization runs in order to decrease the effect of the stochastic nature of optimization.
We then compared and ranked the parameter sensitivity test results based on the total average objective value, as shown in Fig.12 and in Table 6 . Based on the above figure and table, we found the best revolution ratio value for 0.5. This suggests that a midrange revolution ratio would result in a balance between exploration and exploitation of the solution space and hence better optimization performance.
Ranking
Assimilation Coefficient Parameter
The second ICA parameter to be tuned was the assimilation coefficient, which plays a significant role during the assimilation process when colonies move toward their imperialists. Based on a survey of the literature, the recommended value for the assimilation coefficient is 2 (Atashpaz-Gargari et. al., 2007; Hosseni et. al., 2014) . Following the same methodology used for the revolution ratio parameter, we examined five different assimilation coefficient values (0.5, 2, 3, 4, and 5) and performed optimization runs for each value five times for the single vertical well case. We then compared and ranked the parameter sensitivity test results based on the total average objective values, as shown in Figs. 13 and in Table 7 . Based on these results, the best assimilation coefficient value is equal to 0.5. 
Ranking
Value 1 0.5 2 2 3 4 4 5 5 3
Assimilation Angle Parameter
The last ICA parameter we considered in this sensitivity analysis was the assimilation angle, which works as a deviation in the assimilation process to ensure a broad search space and hence greater search diversification. Based on a survey of the literature, the recommended value for the assimilation angle is π/4 (Atashpaz -Gargari et. al., 2007; Hosseni et. al., 2014) . We examined five different assimilation angles (in radians) (0.3, 0.4, 0.5, 0.6, and 0.7) and performed optimization runs for each value five times for the single vertical case. We then compared and ranked the parameter sensitivity test results based on the total average objective values, as shown in Figs. 14 and in Table 8 The best assimilation angle value was found to be 0.4. Also, by examining the above figures, we note that most of the differences between the sensitivity runs occurred in the first 400 simulation runs after which the solutions tended to converge, and the differences between the last objective functions are considered very small.
Conclusion
In this paper, we introduced the ICA as a novel optimization algorithm for oil well placement optimization. We compared the performances of the ICA, PSO and GA in four well placement optimization exercises, including the placement of a single vertical well, the placement of a horizontal well, the placement of multiple vertical wells, and the placement of multiple horizontal wells. Our comparison of the algorithms was based on the maximization of the objective function, which we defined as the cumulative oil production for case 1 and case 2, and net present value (NPV) for case 3 and case 4. The results show that the ICA achieved better convergence to the global optimum, and they support the utilization of the ICA as a viable option for well placement optimization. In addition, we conducted sensitivity analyses for three important parameters (revolution ratio, assimilation coefficient, and assimilation angle), and the results of these analyses showed that the recommended ICA default parameters generally led to acceptable performances in our examples. However, to obtain optimum performance, we recommend tuning the three main ICA parameters for specific optimization problems.
Appendix A
A.1 Details of ICA Application for Well Placement
In this section, we show step-by-step how the ICA was utilized for well placement optimization and further clarify how a solution evolves through the algorithm process. Regarding methodology, here we apply the ICA in a simplified reservoir model to provide the reader with a clear explanation and to minimize any confusion. We detail the ICA implementation for well placement optimization below:
A.1.1. The Initiation of Empires:
The first step is to define the countries, which in this example refer to the well positions. For example, we start by having ten countries (two of which are imperialists and the remaining eight colonies), which consist of two variables to be optimized (the x and y coordinates). The initial positions of the countries are as follows:
The next step is to calculate the cost of each country by calling the commercial simulator from the MATLAB code to calculate the cumulative oil production for each well's position (country). Then, the countries are sorted in descending order, and the two countries with the highest cumulative oil productions are chosen as the imperialists.
Cost = F(Country) = =
In this case, the imperialists are the countries that have the (X ,Y) coordinates of (8,15) and (22,3) . The remaining countries (colonies) are distributed between the two empires based on the relative power of each. The number of colonies an empire can possess is directly proportional to its power. In this example, there are only two imperialists. The distribution of colonies among the imperialists begins by calculating the costs of the imperialists and then determining the normalized costs using Eq. The results indicate that each empire possesses four colonies. The initiation of the empires is now complete and the algorithm is ready for the next step, which is the assimilation process.
A.1.2. Assimilation of Colonies:
After the initiation of the empires, the next step is to move colonies toward their respective imperialists. In this step, we move all colonies toward their imperialists by moving an x distance closer to the imperialist position. The distance x is chosen from a random distribution within an interval of [0, d*(assimilation.coefficient)]. Also, to make the assimilation process more robust and effective, a deviation parameter is assigned to the assimilation process, to ensure a greater solution search space.
A.1.3. Revolution:
After the colonies move toward their imperialists, some colonies are chosen for revolution, which, in this case, involves a sudden change in the X and Y coordinates of the well positions. This revolution process provides for more search and exploration of the solution space and thus prevents pre-mature convergence. The revolution process is analogous to mutation in the GA.
A.1.4. Imperialist and Colonies Position Exchange:
After the colonies complete the assimilation and revolution processes, the new colonies' positions (wells' X and Y coordinates) are used to calculate their new cost functions (cumulative oil production). Then, the cost functions (cumulative oil production) of the colonies are compared with those of their relative imperialist. If any colony is found to have a better cost function than its imperialist, then the imperialist exchanges its position with that of the colony. Fig. A.1 below summarizes the empire initiation, assimilation, revolution, and exchange processes. 
A.1.4. Competition between Empires:
In this step, competition is initiated between the empires, whereby the imperialists compete in order to take possession of the weakest colonies of the weakest empires. This process begins by calculating the power of each empire, which is predominantly a function of its imperialist power but is also a small function of the colonies' mean power, as shown by Eq. (6). Next, the competition begins between the empires to overtake the weakest colony of the weakest empire. To do so, the normalized total cost (NTCn) of each empire is calculated using Eq. (7). Then, the probability of each empire taking possession of this weakest colony is calculated using Eq. (8). Finally, the empire with the greatest power and possession probability conquers this colony. Below, we provide a simplified example showing the steps just described.
1) The total cost of each empire is calculated using Eq. (6) and the resulting total costs are shown as follows:
Total cost of empire 1 (TC1) = -24511 Total cost of empire 2 (TC2) = -22568 Total cost of empire 3 (TC3) = -21033 2) The normalized cost of each empire is calculated using Eq. (7) as follows:
Normalized cost of empire 1 (NTC1) = -24511-(-21033) = -3478 Normalized cost of empire 2 (NTC2) = -22568-(-21033) = -1535 Normalized cost of empire 3 (NTC3) = -21033-(-21033) = 0
3) The possession probability of each empire is calculated using Eq. (8) 
