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Abstract
For a standard Black–Scholes type security market, completeness is equivalent to the solvability
of a linear backward stochastic differential equation (BSDE, for short). An ideal case is that the
interest rate is bounded, there exists a bounded risk premium process, and the volatility matrix has
certain surjectivity. In this case the corresponding BSDE has bounded coefficients and it is solvable
leading to the completeness of the market. However, in general, the risk premium process and/or the
interest rate could be unbounded. Then the corresponding BSDE will have unbounded coefficients.
For this case, do we still have completeness of the market? The purpose of this paper is to discuss the
solvability of BSDEs with possibly unbounded coefficients, which will result in the completeness of
the corresponding market.
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Consider a security market of Black–Scholes type [6,12]: There are (n+ 1) assets con-
tinuously traded in the market. The 0th asset is a bond, and the last n are stocks. The
price process of the ith asset is denoted by Pi(·) and the following system of stochastic
differential equations (SDEs, for short) is satisfied by Pi(·)’s:
dP0(t) = r(t)P0(t) dt,
dPi(t) = bi(t)Pi(t) dt + Pi(t)〈σi(t), dW(t)〉, 1 i  n,
Pi(0) = pi, 0 i  n,
(1.1)
where W(·) is a d-dimensional standard Brownian motion defined on some complete fil-
tered probability space (Ω,F , {Ft }t0,P), r(·), bi(·) and σi(·) ≡ (σi1(·), . . . , σid(·))T are
called the interest rate (of the bond), the appreciation rate, and the volatility (of the stocks),
respectively. We denote b(·) = (b1(·), . . . , bn(·))T and σ(·) = (σij (·))n×d . Throughout this
paper, we assume that processes r(·), b(·), and σ(·) are {Ft }t0-adapted. For the time
being, we do not assume any integrability on these processes.
In the market (1.1), we consider a European contingent claim whose payoff at t = T is
given by an FT -measurable random variable ξ (we will identify ξ with such a contingent
claim below). It is standard by now that replication of such a contingent claim amounts
to solving the following backward stochastic differential equation (BSDE, for short) (see
[1,3,8–11,16–18], for relevant results on BSDEs):
dY (t) = {r(t)Y (t)+ 〈b(t)− r(t)1,π(t)〉}dt
+ 〈π(t), σ (t) dW(t)〉, t ∈ [0, T ],
Y (T ) = ξ,
(1.2)
where 1 (1, . . . ,1)T ∈Rn, π(·) is a portfolio process (whose ith component πi(·) repre-
sents the market value of the ith asset held by the investor). Any {F}t0-adapted process
(Y (·),π(·)) taking values in R × Rn satisfying (1.2) in the usual Itô sense is called an
adapted solution to BSDE (1.2). Thus, a contingent claim ξ is replicatable on [0, T ] if one
can find an adapted solution (Y (·),π(·)) to (1.2). In this case, we usually refer to Y(·) and
π(·) as replicating price process and replicating strategy process, respectively. By a rough
definition, if for any ξ , BSDE (1.2) admits an adapted solution (Y (·),π(·)), the market is
said to be complete. Thus, the completeness of the market is equivalent to the solvability
of BSDE (1.2).
Now, suppose
rankσ(t) = d, a.e. t ∈ [0, T ], a.s., (1.3)
which implies that n d and [σ(t)T σ (t)]−1 exists. Let
θ(t) = [σ(t)T σ (t)]−1σ(t)T [b(t)− r(t)1], t ∈ [0, T ], (1.4)
and consider the following BSDE:{
dY (t) = {r(t)Y (t)+ 〈θ(t),Z(t)〉}dt + 〈Z(t), dW(t)〉, t ∈ [0, T ],
Y (T ) = ξ. (1.5)
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π(t) = σ(t)[σ(t)T σ (t)]−1Z(t), t ∈ [0, T ]. (1.6)
Then (noting (1.4)){
σ(t)T π(t) = Z(t),
〈θ(t),Z(t)〉 = 〈b(t)− r(t)1,π(t)〉, t ∈ [0, T ]. (1.7)
Thus, (Y (·),π(·)) is an adapted solution of BSDE (1.2). Consequently, under (1.3), if
r(·) and θ(·) are bounded, by [3,13], we know that for any ξ ∈ LpFT (Ω;R), the set of
all FT -measurable and Lp-integrable random variables (with p > 1), BSDE (1.5) admits
a unique adapted solution (Y (·),Z(·)) (in certain spaces). Thus, by (1.6)–(1.7), BSDE (1.2)
admits an adapted solution (Y (·),π(·)), and the market is complete (in a suitable sense).
Note that (1.3) is equivalent to
N (σ(t))=R(σ(t)T )⊥ = {0}, t ∈ [0, T ], a.s., (1.8)
where N (A) and R(A) stand for the kernel and the range of the matrix A. Unless n = d ,
condition (1.8) is irrelevant to the following range condition:
b(t)− r(t)1 ∈R(σ(t)), t ∈ [0, T ], a.s., (1.9)
which implies the existence of a process θ¯ (·), called risk premium, such that
b(t)− r(t)1 = σ(t)θ¯(t), t ∈ [0, T ], a.s.
It is known that when θ¯ (·) exists and has some integrability, the market is arbitrage-free [6].
Now, if both (1.3) (or (1.8)) and (1.9) hold, it is necessarily that (note (1.4))
θ¯ (t) = [σ(t)T σ (t)]−1σ(t)T [b(t)− r(t)1]≡ θ(t), t ∈ [0, T ], a.s.
We point out here that, one may have (1.3) without the existence of a risk premium.
From the above analysis, we see that under (1.3), in order to study the completeness of
the market, it suffices to look at the solvability of BSDE (1.5). Note that in general, θ(·)
defined by (1.4) is not necessarily bounded. On the other hand, the interest rate r(·) might
be unbounded (if it follows some short rate term structure stochastic differential equation,
such as Vasicek’s model, CIR model, or Hull–White model, etc. [12]). Hence, (1.5) could
be a linear BSDE with unbounded coefficients. It is interesting to know under what condi-
tions and in what sense, such kind of linear BSDEs are solvable. Correspondingly, in what
sense, the market is complete.
Let us briefly explain our basic idea for solving linear BSDE (1.5) (with possibly un-
bounded coefficients). Suppose (Y (·),Z(·)) is an adapted solution of (1.5). Let M(·) be the
solution of the following SDE:{
dM(t) = −M(t)r(t) dt −M(t)〈θ(t), dW(t)〉, t  0,
M(0) = 1, (1.10)
which is given by
M(t) = e−
∫ t
0 [r(s)+ 12 |θ(s)|2]ds−
∫ t
0 〈θ(s),dW(s)〉, t ∈ [0, T ]. (1.11)
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eralization of the so-called exponential super-martingale [5,7]. Applying Itô’s formula to
M(·)Y (·), we obtain
d
[
M(t)Y (t)
]= M(t)〈Z(t)− Y(t)θ(t), dW(t)〉, t ∈ [0, T ].
Thus, if we denote{
Y˜ (t) = M(t)Y (t),
Z˜(t) = M(t)[Z(t)− Y(t)θ(t)], t ∈ [0, T ], (1.12)
then {
dY˜ (t) = 〈Z˜(t), dW(t)〉, t ∈ [0, T ],
Y˜ (T ) = M(T )ξ ≡ ξ˜ . (1.13)
Clearly, (1.13) is one of the simplest BSDEs. If ξ˜ has some integrability, we should have
a unique adapted solution (Y˜ (·), Z˜(·)) (in a suitable space). Then we could define{
Y(t) = M(t)−1Y˜ (t),
Z(t) = M(t)−1[Z˜(t)+ Y˜ (t)θ(t)], t ∈ [0, T ]. (1.14)
One expects that (Y (·),Z(·)) defined by (1.14) should give the adapted solution to BSDE
(1.5). Now the questions left are the following: Under what conditions on r(·), θ(·), and ξ ,
processes Y(·) and Z(·) can be well-defined by (1.14)? What are the spaces that the adapted
solution (Y (·),Z(·)) belong to? Once these questions are answered, we will obtain the
completeness of the market in some proper sense. It is clear that the key to answer the
above questions is to estimate M(T ) and M(·)−1, which is the main part of the current
paper.
The rest of the paper is organized as follows. In Section 2, we introduce some basic
spaces which will be used in later sections. Section 3 is devoted to various estimates of
M(·) which we call it an exponential process. In Section 4, we discuss the solvability of
BSDE (1.5), which leads to the completeness of the markets for the case that (1.3) holds.
Finally, two illustrative examples are presented in Section 5.
2. Some spaces
Let (Ω,F , {Ft }t0,P) be a complete filtered probability space satisfying the usual con-
dition [5,14], on which a d-dimensional standard Brownian motion W(·) is defined with
{Ft }t0 being the natural filtration of W(·) augmented by all the P-null sets in F . Let H be
any finite dimensional Euclidean space (such as Rn, Rm×n, and so on) whose norm is de-
noted by | · |. Let L0FT (Ω;H) be the set of all FT -measurable H -valued random variables(no integrability is assumed). Introduce the following spaces:
L
p
FT (Ω;H)
{
ξ :Ω → H ∣∣ ξ ∈ L0FT (Ω;H), E|ξ |p < ∞}, p ∈ (0,∞).
The space L∞FT (Ω;H) can be defined similarly. For p ∈ [1,∞], L
p
FT (Ω;H) is a Banach
space, and for p ∈ (0,1), it is a complete metric space.
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any integrability is assumed here), and let
L
p
F (Ω;Lq(0, T ;H))

{
ϕ : [0, T ] ×Ω → H | ϕ(·) ∈ L0F (0, T ;H),E
[∫ T
0 |ϕ(t)|q dt
]p/q
< ∞},
0 <p,q < ∞,
L
p
F (0, T ;H) LpF (Ω;Lp(0, T ;H)), 0 <p < ∞.
(2.1)
Spaces L∞F (Ω;Lp(0, T ;H)), LpF (Ω;L∞(0, T ;H)) (0 < p < ∞), and L∞F (0, T ;H) ≡
L∞F (Ω;L∞(0, T ;H)) can be defined in an obvious way. It is clear that for any 1 
p,q ∞, LpF (Ω;Lq(0, T ;H)) is a Banach space, and for either p ∈ (0,1) or q ∈ (0,1),
L
p
F (Ω;Lq(0, T ;H)) is a complete metric space.
Further, we define
L0F (Ω;C([0, T ];H))  {ϕ : [0, T ] ×Ω → H | ϕ(·) ∈ L0F (0, T ;H),
almost all paths of ϕ(·) are continuous},
L
p
F (Ω;C([0, T ];H))  {ϕ : [0, T ] ×Ω → H | ϕ(·) ∈ L0F (Ω;C([0, T ];H)),
E[supt∈[0,T ] |ϕ(t)|p] < ∞}, p > 0.
The space L∞F (Ω;C([0, T ];H)) can be defined similarly. For p ∈ [1,∞], LpF (Ω;
C([0, T ];H)) is a Banach space and for p ∈ (0,1), it is a complete linear metric space.
Likewise, we define (compare with (2.1))
L
q
F
(
0, T ;Lp(Ω;H)) {ϕ : [0, T ] ×Ω → H ∣∣ ϕ(·) ∈ L0F (0, T ;H),
T∫
0
[
E
∣∣ϕ(t)∣∣p]q/p dt < ∞}, 0 <p,q < ∞. (2.2)
Again, spaces L∞F (0, T ;Lp(Ω;H)) and LpF (0, T ;L∞(Ω;H)) (with 0 < p < ∞) can be
defined similarly. It is also clear that LqF (0, T ;Lp(Ω;H)) is a Banach space, for any
1  p,q ∞, and if p ∈ (0,1) or q ∈ (0,1), LqF (Ω;Lp(0, T ;H)) is a complete metric
space.
By definition (see (2.1) and (2.2)), we see that
L
p
F
(
0, T ;Lp(Ω;H))= LpF (Ω;Lp(0, T ;H)) LpF (0, T ;H), 0 <p ∞.
Using Hölder’s inequality, one has that
L∞F (Ω;C([0, T ];H)) ⊆ L∞F (0, T ;H) ⊆ LpF (Ω;Lq(0, T ;H)),
L∞F (Ω;C([0, T ]);H)) ⊆ LpF (Ω;C([0, T ];H)) ⊆ LpF (Ω;Lq(0, T ;H)),
0 <p,q ∞.
Further, it follows from a similar proof of Young’s inequality that{
L
p
F (Ω;Lq(0, T ;H)) ⊆ LqF (0, T ;Lp(Ω;H)), 0 <p  q ∞,
L
q
(0, T ;Lp(Ω;H)) ⊆ Lp (Ω;Lq(0, T ;H)), 0 < q  p ∞.F F
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L
q+
FT (Ω;H) =
⋃
p∈(q,∞]
L
p
FT (Ω;H),
L
q−
FT (Ω;H) =
⋂
p∈(0,q)
L
p
FT (Ω;H), ∀q > 0. (2.3)
In a same fashion, we can define Lp±F (Ω;Lq±(0, T ;H)), Lp±F (Ω;C([0, T ];H)), and
CF ([0, T ];Lp±(Ω;H)), and so on.
Finally, for given adapted processes b(·), r(·) and σ(·), we define
Πp[0, T ] {π(·) ∈ L0F (0, T ;Rn) ∣∣ 〈b(·)− r(·)1〉 ∈ LpF (Ω;L1(0, T ;R)),
σ (·)T π(·) ∈ LpF
(
Ω;L2(0, T ;Rd))}, p > 0.
Note that for any π(·) ∈ Πp[0, T ], the right-hand side of the SDE in (1.2) makes sense.
Similar to (2.3), we may define Πp±[0, T ].
3. Exponential processes
Let r(·) ∈ L1F (0, T ;R) and θ(·) ∈ L1F (Ω;L2(0, T ;Rd)) be given. We define the fol-
lowing process, call it the exponential process corresponding to r(·) and θ(·) (see (1.11)):
M
(
t; r(·), θ(·))= e− ∫ t0 [r(s)+ 12 |θ(s)|2]ds−∫ t0 〈θ(s),dW(s)〉, t ∈ [0, T ]. (3.1)
The above is a well-defined {Ft }t0-adapted process with continuous paths. There-
fore, M(· ;r(·), θ(·)) ∈ L0F (Ω;C([0, T ];R)). Moreover, by Itô’s formula, it satisfies SDE(1.10). From Section 1, we see that M(· ; r(·), θ(·)) plays a crucial role in solving linear
BSDE (1.5) (with possibly unbounded coefficients). The purpose of this section is to pro-
vide various estimates for this process, under various integrability conditions on r(·) and
θ(·). The results obtained in this section will lead to the solvability of linear BSDEs with
possibly unbounded coefficients, in proper spaces, which will lead to the completeness of
the corresponding markets.
First of all, by a standard argument, due to the integrability of r(·) and θ(·), we can find
a sequence of stopping times τk such that τk → T as k → ∞ and for any p ∈ [1,∞) and
k  1,
E
[
sup
t∈[0,τk]
M
(
t; r(·), θ(·))p] Ck,p, (3.2)
for some constant Ck,p > 0 depending on k and p. However, in general, we are not able to
claim M(· ; r(·), θ(·)) ∈ LpF (0, T ;R), for any p > 0. Here is a simple example.
Example 3.1. Let W(·) be a one-dimensional standard Brownian motion. By Itô’s formula,
we know that
W(t)4 = 4
t∫
W(s)3 dW(s)+ 6
t∫
W(s)2 ds, t ∈ [0, T ].0 0
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θ(t) = −4W(t)3, r(t) = −8[W(t)6 + 6W(t)2], t ∈ [0, T ],
we have r(·), θ(·) ∈ L∞−F (0, T ;R) \L∞F (0, T ;R), and
M
(
t; r(·), θ(·))= eW(t)4, t ∈ [0, T ].
The following computation is straightforward: For any t > 0, and any p > 0,
E
[
M
(
t; r(·), θ(·))p]= E[epW(t)4]= ∞∑
k=0
E{[pW(t)]4k}
k! =
∞∑
k=0
(4k)!(pt2)k
2k(2k)!k! = ∞.
In the above, we have used the fact that
E
[
W(t)2k
]= (2k)!tk
2kk! , t  0, k  1,
which can be proved by induction. Hence, in particular, for any p > 0, M(T ; r(·), θ(·)) /∈
L
p
FT (Ω;R) (for the above case).
We now look at the integrability of M(· ; r(·), θ(·)) and M(T ; r(·), θ(·)), under certain
integrable conditions on r(·) and θ(·). Some relevant study can be found in [17,19].
Note that M(· ;0, θ(·)) is the so-called exponential super-martingale (see [5,7]), pro-
vided θ(·) ∈ L1F (Ω;L2(0, T ;Rd)). In this case, the following holds:
sup
t∈[0,T ]
E
[
M
(
t;0, θ(·))] 1. (3.3)
This fact will be used several times below. We now state and prove our first result concern-
ing the estimates of exponential process M(· ; r(·), θ(·)).
Theorem 3.2. Let r(·) ∈ L1F (0, T ;R) and θ(·) ∈ L1F (Ω;L2(0, T ;Rd)).
(i) Suppose the following holds:
sup
t∈[0,T ]
E
[
e−α
∫ t
0 r(s) ds
]
< ∞, (3.4)
for some α > 0. Then
sup
t∈[0,T ]
E
[
M
(
t; r(·), θ(·)) αα+1 ] { sup
t∈[0,T ]
E
[
e−α
∫ t
0 r(s) ds
]} 1α
. (3.5)
(ii) Suppose (3.4) holds for some α > 0 and
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]< ∞, (3.6)
for some β > 1. Then
sup
t∈[0,T ]
E
[
M
(
t; r(·), θ(·)) αββ+α(2√β−1) ]

{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]} α(√β−1)β+α(2√β−1) { sup
t∈[0,T ]
E
[
e−α
∫ t
0 r(s) ds
]} β
β+α(2√β−1)
. (3.7)
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t∈[0,T ]
t∫
0
r(s) ds −a¯, a.s., (3.8)
for some a¯ ∈R, then
sup
t∈[0,T ]
E
[
M
(
t; r(·), θ(·))p] ea¯p, ∀p ∈ (0,1). (3.9)
If (3.6) holds for some β > 1, then
sup
t∈[0,T ]
E
[
M
(
t; r(·), θ(·)) β2√β−1 ] e a¯β2√β−1 {E[e β2 ∫ T0 |θ(s)|2 ds]} √β−12√β−1 , (3.10)
and if (3.6) holds only for β = 1, then (3.9) holds for p = 1.
Let us make some comments on the above results. For convenience, suppose r(·) is
bounded from below, then (3.8) (and of course (3.4)) holds. For such a case, regardless of
conditions on θ(·) (as long as it is in L1F (Ω;L2(0, T ;Rd))), we have (3.5) which means
M
(· ; r(·), θ(·)) ∈ L∞F (0, T ;L αα+1 (Ω;R)). (3.11)
Since α
α+1 < 1, estimate (3.11) is not very strong. Next, if we have some additional condi-
tions on θ(·), namely, (3.6) holds for some β > 1, then due to
αβ
β + α(2√β − 1) >
α
α + 1 ,
the conclusion
M
(· ; r(·), θ(·)) ∈ L∞F (0, T ;L αββ+α(2√β−1) (Ω;R))
drawn from (3.7) is an improvement of (3.11). We know that for any β > 1, the map
α → αβ
β+α(2√β−1) is strictly increasing and when α >
β
(
√
β−1)2 ,
αβ
β + α(2√β − 1) > 1.
Further,
lim
α→∞
αβ
β + α(2√β − 1) =
β
2
√
β − 1 .
Thus, (3.10) means that when α = ∞, one has
M
(· ; r(·), θ(·)) ∈ L∞F (0, T ;L β2√β−1 (Ω;R)).
Proof. (i) Let p > 0, γ > 1. We observe (note (3.3)):
E
[
M
(
t; r(·), θ(·))p]
= E[e−p ∫ t0 [r(s)+ 12 |θ(s)|2]ds−p ∫ t0 〈θ(s),dW(s)〉]
J. Yong / J. Math. Anal. Appl. 319 (2006) 333–356 341
{
E
[
M
(
t;0,pγ θ(·))]} 1γ {E[e γγ−1 ∫ t0 [ p2γ−p2 |θ(s)|2−pr(s)]ds]} γ−1γ

{
E
[
e
p2γ 2−pγ
2(γ−1)
∫ t
0 |θ(s)|2 ds− pγγ−1
∫ t
0 r(s) ds
]} γ−1
γ . (3.12)
Thus, for p = α
α+1 < 1, we take γ = α+1α > 1. Then pγ = 1, pγγ−1 = α, and the above
gives (3.5).
(ii) Next, we assume β > 1. For any q > 1, by (3.12), we have
E
[
M
(
t; r(·), θ(·))p]

{
E
[
e
p2γ 2−pγ
2(γ−1)
∫ t
0 |θ(s)|2 ds− pγγ−1
∫ t
0 r(s) ds
]} γ−1
γ

{
E
[
e
q(p2γ 2−pγ )
2(γ−1)
∫ t
0 |θ(s)|2 ds]} γ−1qγ {E[e− pqγ(q−1)(γ−1) ∫ t0 r(s) ds]} (q−1)(γ−1)qγ . (3.13)
Now, we take
p = αβ
β+α(2√β−1) >
α
α+1 ,
γ = β+α(2
√
β−1)
α
√
β
≡
√
β
p
> 1
p
,
q = β+α(
√
β−1)
α(
√
β−1) > 1.
Then 
q(p2γ 2−pγ )
γ−1 = β, pqγ(q−1)(γ−1) = α,
γ−1
qγ
= α(
√
β−1)
β+α(2√β−1) ,
(q−1)(γ−1)
qγ
= β
β+α(2√β−1) .
With these choices, (3.7) follows from (3.13).
(iii) Let (3.8) holds. For any p ∈ (0,1), take γ = 1
p
> 1. By (3.12), we obtain (3.9).
Next, we take
p = β
2
√
β − 1 > 1, γ =
2
√
β − 1√
β
≡
√
β
p
>
1
p
.
Then
p2γ 2 − pγ
γ − 1 = β,
pγ
γ − 1 =
β√
β − 1 ,
γ − 1
γ
=
√
β − 1
2
√
β − 1 ,
and (3.10) follows from (3.12). Finally, for β = 1, by taking p = 1 in (3.12), using (3.3)
and (3.8), we obtain (3.9) for p = 1. 
Note that when r(·) = 0, we can take a¯ = 0. Then (3.10) reads
sup
t∈[0,T ]
E
[
M
(
t;0, θ(·)) β2√β−1 ] {E[e β2 ∫ T0 |θ(s)|2 ds]} √β−12√β−1 . (3.14)
This result is equivalent to that in [15].
Example 3.1 shows that for some r(·), θ(·) ∈ L∞−F (0, T ;R), with r(·) suitably chosen
according to θ(·), the exponential process M(· ; r(·), θ(·)) /∈ LpF (0, T ;R), for all p > 0.
The following result shows that even for r(·) = 0 (i.e., without any “help” from r(·)),
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In some sense, this shows the necessity of condition (3.6) for (3.7).
Proposition 3.3. Let W(·) be a one-dimensional standard Brownian motion. Then for any
T > 0,
sup
t∈[0,T ]
E
[
M
(
t;0,−γW(·))4]= ∞, ∀γ  1
T
. (3.15)
Proof. For any q > p > 0, consider the following:
E
[
epγ
∫ T
0 W(t) dW(t)
]= E[M(T ;0,−γW(·))pe pγ 22 ∫ T0 W(t)2 dt]

{
E
[
M
(
T ;0,−γW(·))q]} pq {E[e pqγ 22(q−p) ∫ T0 W(t)2 dt]} q−pq .
Note that
E
[
epγ
∫ T
0 〈W(t),dW(t)〉]
= e− pγT2
∞∑
k=0
(pγ )k
2kk! E
[
W(T )2k
]= e− pγT2 ∞∑
k=0
(pγ )k
2kk!
(2k)!
2kk! T
k
∼ e− pγT2
∞∑
k=0
(pγ T )k
4k
(2k)2k
√
4kπ
e2k
e2k
k2k2kπ
= e− pγT2
∞∑
k=0
(pγ T )k√
kπ
. (3.16)
Thus, the left-hand side of (3.16) is finite if and only if pγT < 1. On the other hand, by
Stirling formula,
E
[
e
pqγ 2
2(q−p)
∫ T
0 W(t)
2 dt]
=
∞∑
k=0
(
pqγ 2
2(q − p)
)k E[∫ T0 W(t)2 dt]k
k!
 1 +
∞∑
k=1
(
pqγ 2T 2
q − p
)k
(2k)!
(k + 1)4k(k!)2 ∼ 1 +
∞∑
k=1
(
pqγ 2T 2
q − p
)k 1
(k + 1)√kπ .
(3.17)
Hence, the left-hand side of (3.17) is finite if and only if pqγ 2T 2
q−p  1. Now, we let
0 < γT < 1, p = 1
γ T
, q = 1
γ T (1 − γ T ) .
Then
pγT = 1, pqγ
2T 2
q − p = 1.
Hence by the above analysis, we have
E
[
M
(
T ;0,−γW(·)) 1γ T (1−γ T ) ]= ∞, ∀0 < γT < 1. (3.18)
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)Since λ → 1
λ(1−λ) attains its minimum over (0,1) at λ = 12 , we see that
E
[
M
(
1
γ
;0,−γW(·)
)4]
= ∞, ∀γ > 0.
Thus, (3.15) follows. 
Note that for θ(·) = −γW(·) on [0, T ] (with 0 < γT < 1), similar to (3.17), we have
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]< ∞ ⇐⇒ β  1
γ 2T 2
.
Let us take the best possibility: β = 1
γ 2T 2
> 1. Then
β
2
√
β − 1 =
1
γ T (2 − γ T ) .
Hence, (3.14) implies
E
[
M
(
T ;0,−γW(·)) 1γ T (2−γ T ) ]< ∞, ∀0 < γT < 1.
Comparing the above with (3.18), we see that it is not clear whether E[M(T ;0,−γW(·))p]
is finite for 1
γ T (2−γ T ) < p <
1
γ T (1−γ T ) .
More generally, it will be interesting to find
p0
(
T , r(·), θ(·)) inf{p > 0 ∣∣∣ sup
t∈[0,T ]
E
[
M
(
t; r(·), θ(·))p]= ∞}.
The answer to this problem is unknown to us at this moment.
We note that Theorem 3.2 says that under proper conditions, the exponential process
M(· ; r(·), θ(·)) ∈ L∞F (0, T ;Lp(Ω;R)) for some p > 0. The following result says that if
we assume stronger conditions on r(·) and θ(·), then M(· ; r(·), θ(·)) ∈ LpF (Ω;C([0, T ];R)
for some p > 0, which is a subspace of L∞F (0, T ;Lp(Ω;R)) (see relevant results in Sec-
tion 2). Hence, the following theorem is a refinement of Theorem 3.2.
Theorem 3.4.
(i) Suppose (3.6) holds for some β > 1, and
E
[
sup
t∈[0,T ]
e−α
∫ t
0 r(s) ds
]
< ∞, (3.19)
for some α > 0. Then M(· ; r(·), θ(·)) ∈ L
αβ
β+α(2√β−1)
F (Ω;C([0, T ];R)) and
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·)) αββ+α(2√β−1) ]
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]} α(√β−1)β+α(2√β−1) {E[ sup
t∈[0,T ]
e−α
∫ t
0 r(s) ds
]} β
β+α(2√β−1)
, (3.20)
with C = ( β√ 2 ) αββ+α(2√β−1) .( β−1)
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M(· ; r(·), θ(·)) ∈ L
α
√
β
α+√β −
F (Ω;C([0, T ];R)), and for any p ∈
( α√β
2α+√β ,
α
√
β
α+√β
)
,
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))p]
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]}1− αp(α−p)√β {E[ sup
t∈[0,T ]
e−α
∫ t
0 r(s) ds
]} p
α
, (3.21)
with C = ( α2p2[α√β−p(α+√β)]2 ) αp2√β[(2α+√β)p−α√β] .
(iii) Let (3.8) hold for some a¯ ∈ R. Then, in the case that (3.6) holds with β > 1,
M(· ; r(·), θ(·)) ∈ L
β
2
√
β−1
F (Ω;C([0, T ];R)) and (3.20) becomes
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·)) β2√β−1 ] C{E[e β2 ∫ T0 |θ(s)|2 ds]} √β−12√β−1 , (3.22)
with C = ea¯p( β
(
√
β−1)2
) β
2
√
β−1 ; and in the case that (3.6) holds for some β ∈ (0,1],
M(· ; r(·), θ(·)) ∈ L
√
β−
F (Ω;C([0, T ];R)) and (3.21) becomes: for any p <
√
β ,
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))p] C{E[e β2 ∫ T0 |θ(s)|2 ds]}√β−p√β , (3.23)
with C = ea¯p( p2
(
√
β−p)2
) p2√
β(2p−√β)
.
Proof. (i) Since (3.6) holds for β > 1, M(· ;0, θ(·)) is a martingale. Now, let p =
αβ
β+α(2√β−1) < α. Then
pα
α−p = β2√β−1 > 1. Thus, we have (noting Doob’s inequality and
(3.10) with a¯ = 0)
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))p]
= E
[
sup
t∈[0,T ]
M
(
t;0, θ(·))pe−p ∫ t0 r(s) ds]

{
E
[
sup
t∈[0,T ]
M
(
t;0, θ(·)) pαα−p ]} α−pα {E[ sup
t∈[0,T ]
e−α
∫ t
0 r(s) ds
]} p
α

(
pα
pα − α + p
)p{
E
[
M
(
T ;0, θ(·)) pαα−p ]} α−pα {E[ sup
t∈[0,T ]
e−α
∫ t
0 r(s) ds
]} p
α
·
{
E
[
sup
t∈[0,T ]
e−α
∫ t
0 r(s) ds
]} β
β+α(2√β−1)
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]} α(√β−1)β+α(2√β−1) {E[ sup
t∈[0,T ]
e−α
∫ t
0 r(s) ds
]} β
β+α(2√β−1)
.
This proves (3.20).
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γ =
√
β[(2α + √β )p − α√β ]
αp2
> 0.
Then using p < α
√
β
α+√β , we have that
0 <pγ =
√
β[(2α + √β )p − α√β ]
αp
<
√
β.
On the other hand, since p < α
√
β
α+√β < α, we have[
α
√
β − (α +√β )p]2 > 0,
which is equivalent to
γ <
α
α − p . (3.24)
Let us denote β ′ = β
p2γ 2
> 1. Then
E
[
e
β′
2
∫ T
0 |pγ θ(s)|2 ds]= E[e β2 ∫ T0 |θ(s)|2 ds]< ∞. (3.25)
This implies that M(· ;0,pγ θ(·)) is a martingale, and to which (3.14) is applicable. Thus,
by Doob’s inequality, we have (since pγ < √β  1, one has pγ − 1 < 0; also note (3.24))
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))p]
E
[
sup
t∈[0,T ]
M
(
t;0,pγ θ(·)) 1γ e−p ∫ t0 r(s) ds]

{
E
[
sup
t∈[0,T ]
M
(
t;0,pγ θ(·)) αγ (α−p) ]} α−pα {E[ sup
t∈[0,T ]
e−α
∫ t
0 r(s) ds
]} p
α

(
α
α − γ (α − p)
) 1
γ {
E
[
M
(
T ;0,pγ θ(·)) αγ (α−p) ]} α−pα
·
{
E
[
sup
t∈[0,T ]
e−α
∫ t
0 r(s) ds
]} p
α
{
E
[
sup
t∈[0,T ]
e−α
∫ t
0 r(s) ds
]} p
α
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]} α√β−(α+√β )pα√β {E[ sup
t∈[0,T ]
e−α
∫ t
0 r(s) ds
]} p
α (3.26)
proving (3.21).
(iii) Let (3.8) holds for some a¯ ∈ R. Then when β > 1, M(· ;0, θ(·)) is a martingale.
We define p = β2√β−1 > 1. By Doob’s inequality, we have
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))p] ea¯pE[ sup
t∈[0,T ]
M
(
t;0, θ(·))p]
 ea¯p
(
p
p − 1
)p
E
[
M
(
T ;0, θ(·))p]
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]} √β−12√β−1 .
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Finally, let (3.6) holds only for some β ∈ (0,1]. Then for any p ∈ (√β2 ,√β ), we have
0 < γ 
√
β(2p − √β )
p2
< 1.
Further,
0 <pγ =
√
β(2p − √β )
p
<
√
β  1.
Again, let us denote β ′ = β
p2γ 2
> 1. Then (3.25) holds and M(· ;0,pγ θ(·)) is a martingale.
Thus, by Doob’s inequality, we have (similar to (3.26))
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))p] ea¯pE[ sup
t∈[0,T ]
M
(
t;0,pγ θ(·)) 1γ ]
 e
a¯p
(1 − γ ) 1γ
E
[
M
(
T ;0,pγ θ(·)) 1γ ]
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]}√β−p√β .
Hence, (3.23) follows. 
Similar to the remarks we made right after Theorem 3.2, a sufficient condition for
M
(· ; r(·), θ(·)) ∈ L1+F (Ω;C([0, T ];R)),
is β > 1 and α > β
(
√
β−1)2 .
Next, by (3.1), we have
M
(
t; r(·), θ(·))−1 = M(t;−∣∣θ(·)∣∣2 − r(·),−θ(·)). (3.27)
Thus, Theorem 3.4 leads to some estimates for M(· ; r(·), θ(·))−1, which will play an in-
teresting role in estimating adapted solutions.
Theorem 3.5. Let (3.6) holds for some β > 1, and
E
[
sup
t∈[0,T ]
eα0
∫ t
0 r(s) ds
]
< ∞, (3.28)
for some α0 > 0. Then M(· ; r(·), θ(·))−1 ∈ L
α0β
β+α0(2
√
β+1)
F (Ω;C([0, T ];R)) and
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))− α0ββ+α0(2√β+1) ]
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]} α0(√β+1)β+α0(2√β+1) {E[ sup
t∈[0,T ]
eα0
∫ t
0 r(s) ds
]} β
β+α0(2
√
β+1)
, (3.29)
with C depending on α0 and β .
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M
(· ; r(·), θ(·))−1 ∈ L α0ββ+α0(√β+2) −F (Ω;C([0, T ];R)),
and the following estimate holds for any p ∈ ( α0β
β+2α0(√β+1) ,
α0β
β+α0(√β+2)
)
:
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))−p]
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]}1+ 2pβ − α0√βpα0β−p(2α0+β) {E[ sup
t∈[0,T ]
e−α0
∫ t
0 r(s) ds
]} p
α0 , (3.30)
with C depending on α0, β , and p.
(iii) Let the following hold for some a¯0 ∈R:
sup
t∈[0,T ]
t∫
0
r(s) ds  a¯0, a.s. (3.31)
Then, in the case (3.6) holds for some β > 1, we have M(· ;a(·), θ(·))−1 ∈ L
β
2
√
β+1
F (Ω;
C([0, T ];R)) and (3.29) becomes
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))− β2√β+1 ] C{E[e β2 ∫ T0 |θ(s)|2 ds]} √β+12√β+1 , (3.32)
with C depending on a¯0 and β; and in the case that (3.6) hods for some β ∈ (0,1],
M(· ;a(·), θ(·))−1 ∈ L
β√
β+2 −
F (Ω;C([0, T ];R)). Moreover, (3.23) becomes the following:
for any p ∈ ( β2(√β+1) , β√β+2):
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))−p] C{E[e β2 ∫ T0 |θ(s)|2 ds]}1+ 2pβ − √βpβ−2p , (3.33)
with C depending on a¯0, β , and p.
Proof. Note that
E
[
sup
t∈[0,T ]
e
α0β
2α0+β
∫ t
0 [|θ(s)|2+r(s)]ds
]

{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]} 2α02α0+β {E[ sup
t∈[0,T ]
eα0
∫ t
0 r(s) ds
]} β
2α0+β .
Then, due to (3.27), we can apply Theorem 3.4 to the current case with r(·) replaced by
−|θ(·)|2 − r(·) and α = α0β . Thus, when β > 1, one has2α0+β
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[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))− α0ββ+α0(2√β+1) ]
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]} α(√β−1)β+α(2√β−1)
·
{
E
[
sup
t∈[0,T ]
e
α0β
2α0+β
∫ t
0 [|θ(s)|2+r(s)]ds
]} β
β+α(2√β−1)
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]} α0(√β+1)β+α0(2√β+1) {E[ sup
t∈[0,T ]
e−α0
∫ t
0 a(s) ds
]} β
β+α0(2
√
β+1)
,
which proves (3.29).
(ii) Next, let β ∈ (0,1]. By (ii) of Theorem 3.4, for any p satisfying
p ∈
(
α0β
β + 2α0(√β + 1) ,
α0β
β + α0(√β + 2)
)
=
(
α
√
β
2α + √β ,
α
√
β
α + √β
)
(with α = α0β2α0+β ) we have
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))−p]
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]}1− αp(α−p)√β {E[ sup
t∈[0,T ]
e
α0β
2α0+β
∫ t
0 [|θ(s)|2+r(s)]ds
]} p
α
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]}1+ 2pβ − α0√βpα0β−p(2α0+β) {E[ sup
t∈[0,T ]
eα0
∫ t
0 r(s) ds
]} p
α0 . (3.34)
This proves (3.30).
(iii) Let (3.31) hold for some a¯0 ∈R. If (3.6) holds with β > 1, then
E
[
sup
t∈[0,T ]
e
β
2
∫ t
0 [|θ(s)|2+r(s)]ds
]
 e
a¯0β
2 E
[
e
β
2
∫ T
0 |θ(s)|2 ds].
Hence, due to (3.27), we can apply Theorem 3.4 to the current case with r(·) replaced by
−|θ(·)|2 − r(·) and α = β2 . Thus, when β > 1, similar to (3.34), one has
E
[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))− β2√β+1 ]
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]} α(√β−1)β+α(2√β−1) {E[ sup
t∈[0,T ]
e
β
2
∫ t
0 [|θ(s)|2+r(s)]ds
]} β
β+α(2√β−1)
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]} √β+12√β+1 ,
which gives (3.32).
In the case that β ∈ (0,1], by (ii) of Theorem 3.4, for any p with (note α = β/2)
p ∈
(
β
2(
√
β + 1) ,
β√
β + 2
)
=
(
α
√
β
2α + √β ,
α
√
β
α + √β
)
,
we have
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[
sup
t∈[0,T ]
M
(
t; r(·), θ(·))−p]
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]}1− αp(α−p)√β {E[ sup
t∈[0,T ]
e
β
2
∫ t
0 [|θ(s)|2+r(s)]ds
]} p
α
 C
{
E
[
e
β
2
∫ T
0 |θ(s)|2 ds]}1+ 2pβ − √βpβ−2p .
This proves (3.33). 
4. Solvability of linear BSDEs and completeness of markets
In this section, we will establish the solvability of BSDE (1.5), under different condi-
tions on the coefficients and the terminal condition. Then the completeness of the markets
will follow.
First of all, we recall the following simple consequence of Hölder’s inequality: Suppose
p1,p2,p3 > 0 and 1p1 + 1p2 = 1p3 . Then for any real functions f1 ∈ Lp1 and f2 ∈ Lp2 , we
have f1f2 ∈ Lp3 . Based on this observation, we are at the position of stating and proving
the first main result of this section.
Theorem 4.1. Let (3.4), (3.6) and (3.28) hold with β,α,α0 > 0 satisfy the following:{
β > max
{
3 + 2√2, ( 4αα0
αα0−α−α0
)2}
, α >
β
(
√
β−1)2 ,
α0 >
β
(
√
β−1)2−2 , αα0 > α + α0.
(4.1)
Then for any ξ ∈ Lp+FT (Ω;R) with
p = αα0
√
β√
β(αα0 − α − α0)− 4αα0 > 1, (4.2)
BSDE (1.5) admits a unique adapted solution (Y (·),Z(·)) with
Y(·) ∈ L1+F
(
Ω;C([0, T ];R)), Z(·) ∈ L1+F (Ω;L2(0, T ;Rd)).
Proof. In what follows, we denote M(·) = M(· ; r(·), θ(·)). First of all, from Theorem 3.2,
we know that under (4.1), the following holds:
M(T ) ∈ Lp1FT
(
Ω;C([0, T ];R)), (4.3)
with
p1 = αβ
β + α(2√β − 1) > 1. (4.4)
On the other hand, for any ξ ∈ Lp2FT (Ω), p2 >p with p > 1 given by (4.2), we have
M(T )ξ ∈ Lp3FT (Ω;R), (4.5)
with
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p1 + p2 =
αβp2
αβ + p2[β + α(2√β − 1)]
>
αβ
αα0
√
β√
β(αα0−α−α0)−4αα0
αβ + αα0
√
β√
β(αα0−α−α0)−4αα0 [β + α(2
√
β − 1)]
= α0β
α0[(√β − 1)2 − 2] − β > 1.
Consequently, by [3], we know that (1.13) admits a unique adapted solution(
Y˜ (·), Z˜(·)) ∈ Lp3F (Ω;C([0, T ];R))×Lp3F (Ω;L2(0, T ;Rd)),
and the following estimate holds:
E
{
sup
t∈[0,T ]
∣∣Y˜ (t)∣∣p3 + [ T∫
0
∣∣Z˜(t)∣∣2 dt]
p3
2
}
C
{
E
[
M(T )p1
]} p3
p1
{
E
[|ξ |p2]} p3p2 . (4.6)
Next, by (4.1) we know that
M(·)−1 ∈ Lp4F
(
Ω;C([0, T ];R)), (4.7)
with
p4 = α0β
β + α0(2√β + 1) > 1.
Now, we define (Y (·),Z(·)) by (1.14). Then
E
[
sup
t∈[0,T ]
∣∣Y(t)∣∣p5]

{
E
[
sup
t∈[0,T ]
M(t)−p4
]} p5
p4
{
E
[
sup
t∈[0,T ]
∣∣Y˜ (t)∣∣p3]} p5p3
 C
{
E
[
sup
t∈[0,T ]
M(t)−p4
]} p5
p4 {E[M(T )p1]} p5p1 {E|ξ |p2} p5p2  C{E|ξ |p2} p5p2
(4.8)
with
1
p5
= 1
p3
+ 1
p4
<
α0[(√β − 1)2 − 2] + α0(2√β + 1)
α0β
= 1. (4.9)
On the other hand, we note that for any p  1,
E
[ T∫
0
|θ(t)|2 dt
]p
E
[
e
β
2
∫ T
0 |θ(t)|2 dt ]. (4.10)
Hence, by taking ε ∈ (0,p5), one has
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[ T∫
0
∣∣Z(t)∣∣2 dt]
p5−ε
2
= E
[ T∫
0
∣∣M(t)−1[Z˜(t)+ Y˜ (t)θ(t)]∣∣2 dt]
p5−ε
2
 C
{[
E
(
sup
t∈[0,T ]
M(t)−p4
)] p5−ε
p4
[(
E
T∫
0
∣∣Z˜(t)∣∣2 dt)
p3
2
] p5−ε
p3
+
[
E
(
sup
t∈[0,T ]
M(t)−p4
)] p5−ε
p4
[
E
(
sup
t∈[0,T ]
Y˜ (t)p3
)] p5−ε
p3
·
[
E
( T∫
0
∣∣θ(t)∣∣2 dt)
p5(p5−ε)
2ε
] ε
p5
}
 C
{
E|ξ |p2} p5−εp2 . (4.11)
Combining the above, we obtain our conclusion. 
Now, we look at the case that (4.1) does not hold. In this case, BSDE (1.5) might have
no adapted solutions (Y (·),Z(·)) in L1+F (Ω;C([0, T ];R) × L1+F (Ω;L2(0, T ;Rd)). But
one can get adapted solutions with less integrability. We now present the following result.
Theorem 4.2. Let (3.4), (3.6), and (3.28) hold with β,α,α0 > 0 satisfying:
β > 1, α >
β
(
√
β − 1)2 . (4.12)
Then for any ξ ∈ Lp+FT (Ω;R) with
p = αβ
α(
√
β − 1)2 − β > 1, (4.13)
BSDE (1.5) admits a unique adapted solution (Y (·),Z(·)) such that
Y(·) ∈ Lq+F
(
Ω;C([0, T ];Rn)), Z(·) ∈ Lq+F (Ω;L2(0, T ;Rd)), (4.14)
with
q = α0β
α0(
√
β + 1)2 + β ∈ (0,1). (4.15)
Proof. In the current case, we still have (4.3)–(4.4). Then for any ξ ∈ Lp2FT (Ω;R), p2 >p
with p > 1 given by (4.13), we still have (4.5), and with
p3 = p1p2
p1 + p2 =
αβp2
αβ + p2[β + α(2√β − 1)]
>
αβ
αβ
α(
√
β−1)2−β
αβ + αβ√ 2 [β + α(2
√
β − 1)] = 1.α( β−1) −β
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tion to BSDE (1.5). Now, by Theorem 3.5, we have (4.7), but with p4 > 0 is not necessarily
larger than 1. Then we only have
1
p5
= 1
p3
+ 1
p4
< 1 + β + α0(2
√
β + 1)
α0β
= α0(
√
β + 1)2 + β
α0β
.
Then similar to (4.8)–(4.11), we obtain (4.14)–(4.15). 
The above cases are not too bad. But, if (4.12) fails, then M(T ) is not necessarily in
L1FT (Ω;R). Thus, we ask: Does BSDE (1.13) admit an adapted solution (Y˜ (·), Z˜(·)) if ξ˜
is not even in L1FT (Ω;R)? Surprisingly, we do have a positive answer to this question due
to the results of Dudley [2] and Garling [4]. More precisely, we have the following:
Lemma 4.3. For any ξ˜ ∈ LpFT (Ω;R) with 0 < p < 1, BSDE (1.13) admits a unique
adapted solution (Y˜ (·), Z˜(·)) ∈ LpF (Ω;C([0, T ];R))×LpF (Ω;L2(0, T ;Rd)).
Proof. By [4], together with Burkholder–Davis–Gundy inequality [5], for any ξ˜ ∈
L
p
FT (Ω;R), one can find a unique Z˜(·) ∈ L
p
F (Ω;L2(0, T ;Rd)) such that
ξ˜ =
T∫
0
〈
Z˜(s), dW(s)
〉
.
Then by defining
Y˜ (t) =
t∫
0
〈
Z˜(s), dW(s)
〉
, t ∈ [0, T ],
we see that (Y˜ (·), Z˜(·)) ∈ LpF (Ω;C([0, T ];R)) × LpF (Ω;L2(0, T ;Rd)) is the unique
adapted solution to (1.13). 
We now can prove the following result which can take care of the case that (4.12) fails.
Theorem 4.4. Let (3.4), (3.6), and (3.28) hold for some β,α,α0 > 0. Then for any ξ ∈
L
p
FT (Ω;R) with p > 0, BSDE (1.5) admits a unique adapted solution(
Y(·),Z(·)) ∈ LqF (Ω;C([0, T ];R))×Lq−F (Ω;L2(0, T ;Rd)),
with
q = αα0βp
αα0β + α0βp + αβp + αα0p + αα0p√β(2 + √β) ∈ (0,1). (4.16)
Proof. By Theorem 3.2(i), we know that M(T ) ∈ L
α
α+1
FT (Ω;R). Thus, for any ξ ∈
L
p
FT (Ω;R), we have
ξ˜ ≡ M(T )ξ ∈ Lp3 (Ω;R),FT
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p3 =
α
α+1p
α
α+1 + p
= αp
α + p(α + 1) ∈ (0,1).
By Lemma 4.3, we know that (1.13) admits a unique adapted solution(
Y˜ (·), Z˜(·)) ∈ Lp3F (Ω;C([0, T ];R))×Lp3FT (Ω;L2(0, T ;Rd)).
Then define (Y (·),Z(·)) by (1.14), we have an adapted solution to BSDE (1.5). Next, by
Theorem 3.5(i), we know that (4.7) holds with p4 = α0ββ+α0(2√β+1) ∈ (0,1). Then the rest of
the proof similar to that of Theorem 4.2. 
The significance of the above results is that under conditions (3.4), (3.6) and (3.28) (for
some β,α,α0 > 0), BSDE (1.5) admits an adapted solution with some weaker integrability
which can actually be estimated in terms of α,α0, β and p. Note that (4.16) implies
0 < q < min{α,α0, β,p,1}.
As a byproduct, let us look at the following BSDE:{
dY (t) = [r(t)Y (t)+ 〈θ(t),Z(t)〉 + f (t)]dt + 〈Z(t), θ(t) dW(t)〉,
Y (T ) = ξ. (4.17)
If (Y (·),Z(·)) is an adapted solution of (4.17), then taking M(·) as (1.11), we have
d
[
M(t)Y (t)
]= M(t)f (t) dt +M(t)〈Z(t)− Y(t)θ(t), dW(t)〉.
Thus, if we define (comparing with (1.12)){
Y˜ (t) = M(t)Y (t)− ∫ t0 M(s)f (s) ds,
Z˜(t) = M(t)[Z(t)− Y(t)θ(t)],
then (Y˜ (·), Z˜(·)) is an adapted solution to BSDE (1.13) with
ξ˜ = M(T )ξ −
T∫
0
M(s)f (s) ds.
Now, (1.14) will be replaced by{
Y(t) = M(t)−1[Y˜ (t)+ ∫ t0 M(s)f (s) ds],
Z(t) = M(t)−1[Z˜(t)+ Y˜ (t)θ(t)].
Hence, BSDE (4.17) can be handled similarly. We omit the details here.
Now, we discuss the completeness of the market described by (1.1), based on the solv-
ability of BSDEs with unbounded coefficients. Let us introduce the following definition.
Definition 4.5. Let H ⊆ L0FT (Ω;R) be a space of contingent claims and Π ⊆ Π0[0, T ]
be a subspace of portfolios.
(i) A contingent claim ξ ∈H is said to be Π -replicatable if BSDE (1.2) admits an adapted
solution (Y (·),π(·)) with some π(·) ∈ Π .
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a portfolio π(·) ∈ Π .
In the above, H could be LpFT (Ω;R), and Π could be Πp[0, T ] or Πp±[0, T ]. Ac-
cording to Theorems 4.1, 4.2, and 4.4, we have the following result (note (1.7), and the
definitions of Πp[0, T ] and Πp±[0, T ]).
Theorem 4.6. Let (1.3) hold, and θ(·) be defined by (1.4). Let (3.4), (3.6), and (3.28) hold
with some β,α,α0 > 0. Then the following are true:
(i) For any p > 0, the market is {Πq−[0, T ],LpFT (Ω;R)}-complete with q given
by (4.16);
(ii) If (4.12) holds, the market is {Πq+[0, T ],Lp+FT (Ω;R)}-complete with p and q given
by (4.13) and (4.15), respectively;
(iii) If (4.1) holds, the market is {Π1+[0, T ],Lp+FT (Ω;R)}-complete with p given by (4.2).
The above result shows that although the process θ(·) and/or the interest rate process
r(·) might be unbounded, the market will still be complete in some sense. To conclude this
section, let us point out that by [8], one has the following result.
Proposition 4.7. Let
r(·) ∈ L∞F
(
Ω;L1(0, T ;R)), θ(·) ∈ L∞F (Ω;L2(0, T ;Rd)). (4.18)
Then for any ξ ∈ L∞FT (Ω;R), BSDE (1.5) admits a unique adapted solution(
Y(·),Z(·)) ∈ L∞F (Ω;C([0, T ];R))×L2F (0, T ;Rd).
One sees that under (4.18), conditions (3.4), (3.6), and (3.28) hold for any β,α,α0 > 0.
By Proposition 4.7, we have that the market is {Π2−[0, T ],L∞FT (Ω;R)}-complete.
5. Some examples and remarks
Let us first present two illustrative examples.
Suppose the interest rate process r(·) follows the CIR model (with a one-dimensional
Brownian motion W(·)):
dr(t) = [a0 − a1r(t)]dt + σ0√r(t) dW(t), r(0) > 0, (5.1)
with a0, a1, σ0 > 0 and the following holds:
4a0  σ 20 . (5.2)
Then it is standard that r(·) exists and non-negative. Thus, (3.4) holds for any α > 0. Take
α0 > 0 satisfying:
α0 <
2a1
T (ea1T − 1)σ 2 . (5.3)0
J. Yong / J. Math. Anal. Appl. 319 (2006) 333–356 355Then by some direct calculations, we obtain (3.28) (for more general discussion concern-
ing this matter, see [17]). We consider a market in which there are one bond, with interest
process r(·), and one stock with appreciation rate process b(·), and volatility process σ(·).
Assume that b(·) − r(·) is a (non-negative) bounded process and σ(·) and σ(·)−1 are all
bounded. Then θ(·) defined by (1.4) will be bounded. Hence, (3.6) holds for any β > 0.
Consequently, by Theorem 4.2, the market is {Π1−[0, T ],L1+FT (Ω;R)}-complete. In ad-
dition to (5.3), if α0 > 1, by Theorem 4.6(iii), the market is {Π1+[0, T ],L
α0
α0−1 +
FT (Ω;R)}-
complete.
Next, we assume that r(·) follows Vasicek’s model
dr(t) = [a0 − a1r(t)]dt + σ0 dW(t), (5.4)
with a0, a1, σ0 > 0. By some direct calculation (see [17]), we have (3.4) and (3.28) for any
α,α0 > 0. Consider a market in which there are one bond and one stock. Suppose that b(·),
σ(·), and σ(·)−1 are bounded. Note that θ(·) defined by (1.4) is not necessarily bounded.
Now, take β > 0 satisfying
β <
2a1
T |σ(·)−1|2∞σ 20 (e2a1T − 1)
. (5.5)
Then by a direct calculation, we have (3.6). Consequently, by Theorems 4.1, 4.2 and 4.4,
we have the following conclusions:
(i) For any p > 0, the market is {Π
βp
p(
√
β+1)2+β −[0, T ],LpFT (Ω;R)}-complete.
(ii) In addition to (5.5), if β > 1, the market is {Π
β
(
√
β+1)2 −[0, T ],L
β
(
√
β−1)2 +
FT (Ω;R)}-
complete.
(iii) In addition to (5.5), if β > 16, the market is {Π1+[0, T ],L
√
β√
β−4 +
FT (Ω;R)}-complete.
Note that the {Πq [0, T ],LpFT (Ω;R)}-completeness of the market is harder to obtained
if q is increased and/or p is decreased. Thus, in the above, as the conclusions are concerned,
(iii) is stronger than (ii), and (ii) is stronger than (i).
In the above two examples, we only considered the case that r(·) is unbounded, which
leads to BSDEs with unbounded coefficients. It is not hard to cook up situations that the
unboundedness is resulted from the inverse [σ(·)T σ (·)]−1, and/or the combinations of the
above-mentioned two situations. Also, it is possible to consider higher dimensional cases.
We prefer not to get into detailed discussions here.
To conclude this paper, we make a couple of remarks. First of all, for Black–Scholes
market model, the completeness of the market is equivalent to the solvability of BSDEs.
In the case that the coefficients are not necessarily bounded, we have presented some suf-
ficient conditions under which the BSDEs are solvable which lead to the completeness of
the corresponding markets. It is important to note that the spaces of the portfolios and the
contingent claims are allowed to have different integrability. Second, we note that the ne-
cessity of the conditions imposed for solvability of BSDEs has not been discussed in the
paper. It is desirable to know that under what kind of general meaningful conditions on the
356 J. Yong / J. Math. Anal. Appl. 319 (2006) 333–356coefficients, the BSDEs are not solvable, which lead to the incompleteness of the markets.
Such kind of results will give us the necessity for the conditions that we introduced in the
paper. We hope to address these problems in a forthcoming paper.
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