1. Introduction. In the study of actual physical systems the constraints arise naturally. Therefore, a reformulation of some fundamental concepts of control theory, like reachability, null-controllability, and controllability in the presence of constraints, is a necessity. In order to improve the well-established theory of linear systems in this vein, throughout the years, many authors have considered various different problems in the field. Among all the valuable work, the work [10] of Nguyen and [19] of Sontag, which address the null-controllability problem; the works [3], [4], [5] , and [16] , which address the controllability problem; and the works [13-15, 17, 21] of Saberi et al., which address the stabilization problem, worth mentioning. The earlier works on the controllability consider the input constraints only. The controllability problem in the presence of state constraints, was not addressed until the appearance of [6] . In this paper, Heemels and Camlibel characterize the controllability of a constrained continuous-time linear system which is right-invertible. They further assume that the constraint set is a solid closed polyhedral cone.
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For constrained linear systems, the reachability problem was initially treated within the controllability problem. However, it was discussed in a very limited setting, where only the input constraints were considered. In a more general setting, the reachability of strict closed convex processes were characterized by Aubin et al. in their remarkable paper [1] . The discrete-time version of [1] was presented by Phat and Dieu in [11] . In the light of these works, in [7] we provided an almost complete spectral characterization of the controllability for discrete-time linear systems with mixed input and state constraints, where the constraint set was assumed to be a convex cone containing the origin. We divided the problem into three cases and gave a characterization of the reachability in two of them. When a certain subspace K(Σ), closely related to the right-invertibility of the discrete-time system, intersected the interior of the constraint cone, we showed that classical characterization of reachability in terms of invariance properties of dual constrained system can be extended. When K(Σ) and the constraint cone had a trivial intersection, we still managed to characterize the reachability. However, it was shown that this new case required a new sort of characterization. This led to a characterization of the controllability for these two cases. The remaining was a pathological case where the intersection of the subspace and the constraint set was nontrivial and contained in the boundary of the constraint set. In general, no characterization is known for this case, and in [7] , we showed that the known characterizations cannot be extended to this case.
In this paper, we aim to improve our results in [7] , by removing the conicity assumption on the constraint set. We show that a few of the theorems of [7] generalize immediately. However, the characterization of reachability in terms of the invariance properties of the dual constrained system is more involved. Not only the conditions are increased in number, but also the hyperbolicity of the constrained set is crucial. Moreover, the necessity of these dual conditions can only be guaranteed when K(Σ) and the convex constraint set span the whole output space, which is not anymore an immediate consequence of the fact that K(Σ) and the interior of the constrained set had a nontrivial intersection.
We divide our presentation into seven parts. After this introduction we will formulate the problem we would like to discuss. Then we will review the preliminary concepts relevant to our discussion. In the section following this review, we will present our results regarding the reachability. Then we will provide a theorem showing the equivalence of reachability and controllability. After we present the proofs for our results, we will end with some concluding remarks.
2. Problem formulation. Consider the discrete-time linear system
where the input u, state x, and output y have dimensions m, n, and s, respectively. We denote this system by Σ = Σ(A, B, C, D).
Given a convex set Y ⊆ R s containing the origin, consider the system (2.1a)-(2.1b) together with the output constraint
(2.1c)
We will denote the constrained system (2.1) by (Σ, Y). We say that a vector x ∈ R n a feasible state if there exist {u k } k 0 and {x k } k 0 with x 0 = x such that
for all k 0. A vector x ∈ R n is called a reachable state if there exist an integer ℓ with ℓ 1, {u k } 0 k ℓ−1 and {x k } 0 k ℓ with x 0 = 0 and x ℓ = x such that
If all the feasible states of a constrained system (Σ, Y) are reachable, then we say that the system (Σ, Y) is reachable.
In this paper, we investigate the conditions which are equivalent to the reachability of a given system (Σ, Y).
Preliminaries.
This section is devoted to review the notation and basic notions/results from convex analysis as well as geometric control theory.
3.1. Convex sets. We refer to the Preliminaries section of [7] for most of the background material. Here we will mainly cover the concepts which cannot be found there.
We will denote the closed unit ball by B. It is the set of all vectors of (Euclidean) norm less than or equal to one in a given real vector space. If C 1 and C 2 are two subsets of R n , then conv(C 1 ∪ C 2 ) denotes the convex hull of C 1 and C 2 , i.e. the smallest convex set containing C 1 and C 2 .
Let R 0 denote the set of non-negative real numbers and let C be a non-empty convex subset of R h . We denote the recession cone of C by 0 + C. That is 0 + C = {y ∈ R h | x + µy ∈ C for all x ∈ C and µ ∈ R 0 }.
The convex set C is bounded if and only if 0 + C = {0}. The interior of C, denoted int(C), on the other hand, is given by int(C) = {x ∈ C | ∃ǫ > 0 s.t. x + ǫB ⊆ C}.
If the interior of C is non-empty, we say that C is solid. The conic hull of C will be denoted by cone(C). It is the smallest convex cone containing C and the origin.
The operation ·, · will denote the standard inner product. We define the polar set of C as
When C is a convex cone containing the origin, the polar set of C coincides with the negative polar cone C − of C. We recall that
and the positive polar cone C + is then the negative of C − . Section 16 of [12] gives an excellent summary of the properties of the polar sets. We refer to this section for further details.
Another important dual concept is the barrier cone of C, which is defined as
It is well-known that
The convex set C is called hyperbolic, if there exists µ ∈ R 0 such that
In this case, the barrier cone is always closed ( [2, Prop. 5, p.183]), and we have
3.2. Set-valued mappings. For a set-valued mapping H : R h ⇒ R r , dom H denotes its domain, and gr(H) denotes its graph. The inverse of H, denoted by H −1 , is the set-valued mapping defined by (x, y) ∈ gr(H −1 ) ⇐⇒ (y, x) ∈ gr(H).
If dom H = R h , then H is called strict. We say that H is convex if its graph is convex, closed if its graph is closed, and a process if its graph is a cone.
Let S be a subset of R h . We say that S is
We say that a real number λ is an eigenvalue of the set-valued mapping H if there exists a non-zero vector x ∈ R h such that λx ∈ H(x). Such a vector x is then called an eigenvector of H. Duals of set-valued mappings will play an important role in our study of reachability. For a set-valued mapping H : R r ⇒ R r , we will employ two different dual set-valued mappings H
• and H − defined by
where I r denotes the r × r identity matrix. Note that H
• and H − coincide in case H is a process.
Difference inclusions.
Assume that H is convex and 0 ∈ H(0). Consider the difference inclusion
is called a solution of (3.1). The set of all initial states, from which a solution of (3.1) starts, will be denoted by X(H). For ℓ 1, we define the sets
We obviously have
for all ℓ 1. The set of all states reachable from origin in finite steps will be denoted by R(H). That is
Note that
However, the equality does not hold in general. A particularly important case is when
for some ℓ 1. In this case, we say that X(H) is finitely determined. The set X(H) is the largest weakly-H-invariant set and R(H) is the smallest strongly-H-invariant set containing the origin. The difference inclusion (3.1) is said to be reachable if
and weakly asymptotically stable if for each x ∈ dom H there exists a solution {x k } k 0 of (3.1) with
With a slight abuse of terminology, we sometimes say that a set-valued mapping is reachable or weakly asymptotically stable meaning that the corresponding difference inclusion enjoys the mentioned property.
In the rest of this subsection we would like to give a summary of the crucial weak asymptotic stability results from [18] .
Suppose that H in (3.1) is a strict convex process. The process H is strict if and only if H + (0) = {0}. Moreover, the restriction of the mapping [18, Sect. 8.6 ]. In the next two remarks we will sketch a proof of it.
Remark 3.2. First, we note that in [18] , the closedness of H is assumed. As long as H is strict, this assumption is, in fact, redundant. It immediately follows from the definitions that H is weakly asymptotically stable if and only if
Since H is a process, one can take µ out of the big parenthesis. Then, left hand side of the above equation is nothing but the recession cone of ℓ 1 H −ℓ (B). That is, H is weakly asymptotically stable if and only if
This is equivalent to
Since H is strict, it is possible to show [18] has a discrete-time analogue. It is possible to prove that if λ ∈ [0, 1) and x ∈ (H − λI r ) −k (0) for some k 1, then the sequence
is a solution of (3.1) starting from x and converging to zero. Regarding Theorem 2.14 of [18] , a discrete-time version is possible to formulate too. In Smirnov's notation, λ 0 (H + ) denotes the largest eigenvalue of H + . When λ > λ 0 (H + ), the process H −λI r is onto. Hence, ℓ 1 (H −λI r ) −ℓ (0) = R r if and only if the strict convex process (H − λI r ) −1 is reachable. However, this is characterized in [7] . When J = {0}, the process (H −λI r ) −1 is reachable if and only if ((H −λI r ) −1 ) + has no eigenvectors corresponding to a non-negative eigenvalue. But this is guaranteed by the condition λ > λ 0 (H + ). Therefore, we proved:
If J = {0} and the eigenvalues of H + are less than 1, then H is weakly asymptotically stable. Now its proof is immediate from the arguments of the previous two paragraphs, due to the existence of λ with λ 0 (H + ) < λ < 1. Once we proved the discrete-time version of [18, Thm. 8.9] , the proof of Theorem 3.1 follows easily, since the arguments in the last four paragraph of the proof of [18, Thm. 8.10] work in discrete-time mutatis mutandis.
3.4. Geometric control theory. Next, we recall the crucial concepts from geometric control theory of linear systems. For details, we refer to [20] .
For the linear system Σ = Σ(A, B, C, D) of the form (2.1a)-(2.1b), the weakly unobservable subspace will be denoted by V * (Σ) and the strongly reachable subspace by T * (Σ). The intersection V * (Σ) ∩ T * (Σ) is called the controllable weakly unobservable subspace and will be denoted by R * (Σ). As it was already discussed in [7] , the subspaces
can be used to characterize the right-(left-)invertibility of the linear system Σ. Namely, the linear system Σ is right-invertible if and only if K(Σ) = R s . Similarly, it is leftinvertible if and only if L(Σ) = {0}. It is also worth noting that
where Σ T denote the dual of Σ, that is
For a subspace U ⊆ R m of dimension k and an injective linear transformation E : R h → R n with im E = U, we denote the discrete-time linear system Σ(A, BE, C, DE) by (U, Σ) and its weakly unobservable subspace by V * (U, Σ). An important subspace of V * (U, Σ) is V * g (U, Σ). It denotes the set of all initial states x ∈ V * (U, Σ) for which there exists a bounded sequence {x i } i 0 with x 0 = x, and a sequence {u i } i 0 ⊂ U such that
Having mentioned all the preliminary concepts, we are ready to present our main results.
4. Main results. Throughout this paper, the following blanket assumption will be in force.
Assumption 4.1. The convex set Y ∩ im C D is solid. It can be shown exactly like the conic constraint case [7] that this assumption does not cause any loss of generality. An immediate consequence of Assumption 4.1 is that Y is solid and C D is surjective.
Our aim is to carry the reachability problem to the setting of set-valued mappings and derive a characterization by combining the techniques of geometric control theory with that of convex analysis. Therefore, as a first step, we reformulate the discretetime constrained linear system (2.1) as a difference inclusion
where F : R n ⇒ R n is a convex set-valued mapping given by
or equivalently, described by
Clearly, (Σ, Y) is reachable if and only if F is reachable, that is
In the analysis of reachability, we will employ the following two convex processes associated to F :
Note that these convex processes can be obtained by using the cones cone(Y) and 0 + Y instead of Y in (4.1) and hence correspond to the constrained linear systems Σ, cone(Y) and (Σ, 0 + Y), respectively. Not only F , F con , and F rec but also their duals will play an important role in our study of reachability. It follows from (4.1), Assumption 4.1, and [12, Cor. 16 
In a similar fashion, it follows from (4.2a), Assumption 4.1, and [12, Cor. 16 
whenever Y b is closed. The dual set-valued mappings F
• , F − , and F b are closely related to the dual linear system Σ T and they can be can equivalently be described by
Note that F • is a closed convex set-valued mapping but not necessarily a process, whereas both F − and F b are closed convex processes. Depending on the intersection of the subspace K(Σ) and the convex set Y, we distinguish three cases:
. Note that since Y is solid, this is an exhaustive list of possibilities. We will treat the first two cases in what follows. However, the last case will not be studied in this paper. We refer [7] for a discussion of this case when the constraint set Y is a convex cone.
4.1. Case 1: K(Σ) ∩ int(Y) = ∅. We begin with establishing a duality relation between R(F ) and X(F • ).
This theorem is a key step in carrying the reachability problem to the dual world. As a first step towards a spectral characterization of reachability in this case, we will first derive some sufficient conditions and later on discuss when these sufficient conditions are also necessary. A natural sufficient condition for the reachability of (Σ, Y) is
which admits the following characterization by Theorem 4.2.
. This corollary provides a sufficient condition for reachability in terms of the dual set-valued mapping. However, it is far from being useful for practical purposes. Because, verifying the condition X(F • ) = {0} is a hard task as F • is merely a closed convex set-valued mapping and not necessarily a process in general. Yet, it is possible to provide easily verifiable spectral conditions in terms of the reachability of F con and the stability of F 
Remark 4.5. The hyperbolicity condition on Y is needed in order to provide spectral conditions given in the last part of the theorem. Indeed, even the input constraint reachability problem does not admit a spectral characterization (see e.g. [9] for continuous-time and [8] for discrete-time systems) without the hyperbolicity condition. Note that Y is naturally hyperbolic when it is a cone, a bounded set, or a polyhedral set.
Remark 4.6. An important special case arises when Y is a cone. In this case, Y is readily hyperbolic. Furthermore, the cones Y − and Y b coincide. As such, Theorem 4.4 boils down to the sufficiency part of Theorem 6.3 in [7] .
Remark 4.7. Theorem 4.4 reveals why the convex output constraint case cannot be solved without studying the convex conic output constraint case first. Indeed, the condition (2a) requires investigating reachability under conic constraints even if the constraint set Y is not a cone.
Remark 4.8. In case of conic constraints, the assumption K(Σ) ∩ int(Y) = ∅ yields T * (Σ)+dom(F ) = R n . In the absence of conicity, the same equality is too much to hope for. However, one can still show that 0 ∈ int(T * (Σ) + dom(F )). In [7] , we showed that for a convex process H : R n ⇒ R n , if there exists a subspace W ⊆ F ℓ (0) for some ℓ 0, satisfying W ⊆ H(W) and W + dom(H) = R n , we could then make the following strong conclusions
• Reachability of H implies R(H) = R n , • X(H) is finitely determined. When we remove the conicity assumption, and let H be a convex set-valued mapping only, and replace the assumption W + dom(H) = R n with the appropriate analogue of it 0 ∈ int(W + dom(H)), the two conclusions above both fail to hold. A simple example to this fact is given by the convex set-valued mapping H : R n ⇒ R n defined as gr(H) := {(x, y)| |x| 1 and y 2|x|}.
It is easy to see that X(H) = {0}, hence H is reachable. However, neither X(F ) is finitely determined, nor R(F ) is equal to R n . So far we provided conditions that are equivalent to the relation (4.5) and hence are sufficient for the reachability of (Σ, Y). When Y is a cone, the condition K(Σ) ∩ int(Y) = ∅ is satisfied if and only if we have K(Σ) + Y = R s . In this case, we know from Theorem 6.3 of [7] that the equality (4.5) is also a necessary condition for reachability. However, its necessity does not come naturally when Y is merely a convex set under the condition K(Σ) ∩ int(Y) = ∅. We will discuss this in the next example.
Example 4.9. Suppose that Σ is given by the matrices
and the constraint set is
Since Y is bounded, it is hyperbolic. It can easily be shown that T * (Σ) = {0}, hence
hence (Σ, Y) is reachable. However, Theorem 4.4 fails to characterize this situation, as condition (3d) does not hold. Indeed, we have Y b = R 2 and for λ = 1, we get
What is really desirable is to find some extra conditions which will enforce the equivalence of the reachability of F and the condition R(F ) = R n . For an arbitrary convex set-valued mapping H : R n ⇒ R n , if H is onto, reachable and if X(H) is finitely determined, we obviously have R(H) = R n . The interesting fact is that for the set-valued mapping F , the converse also holds under mild assumptions. It turns out that we need to impose the stronger condition K(Σ) + Y = R s in order to obtain necessity of (4.5). To elaborate on this point, we need the following auxiliary result.
Lemma 4.11. Suppose that K(Σ) + Y = R s . Then, the following statements hold:
• for all l 1, and R(
The biggest merit of Lemma 4.11 is that (4.5) is now a necessary condition for reachability. By Lemma 4.11.3, X(F ) ⊆ R(F ) implies R n = conv[X(F ) ∪ T * (Σ)] ⊆ R(F ). Therefore, we get the following result.
Theorem 4.12. Suppose that K(Σ) + Y = R s . Then the following conditions are equivalent
Combining the above theorem with Theorem 4.4, we obtain a spectral characterization for reachability of (Σ, Y).
The next section is devoted to the case where the subspace K(Σ) and the output constraint set have a trivial intersection. 
Proofs.
Before we present the proofs, we would like to prove a few auxiliary results, which will turn out to be very useful in the proofs of the main theorems.
Let Λ 1 = B, Γ 1 = C and Θ 1 = D, and for all ℓ 2 define the following matrices recursively
Note that using these matrices, for the strongly reachable subspace of Σ and weakly unobservable subspace of Σ T , one could write
The next lemma collects technical auxiliary results that will be employed in the proofs of the main results. Lemma 5.1. Suppose that K(Σ) ∩ int(Y) = ∅. Then, the following statements hold:
Proof. 1: This follows immediately from (4.4a) and definition of V * (Σ T ).
2:
Before proceeding to the actual proof, we note that
However, this is equivalent to
We will prove this latter equivalent condition by induction on ℓ.
For ℓ = 1, this is already equivalent to the hypothesis K(Σ) ∩ int(Y) = ∅ and hence readily follows.
Suppose that (5.2) holds for ℓ = k. For ℓ = k + 1, the set
then we have
Hence, it follows from the first part of the lemma that
which is {0} by the induction hypothesis. Hence, the result follows.
3:
We argue as follows
Now, L(Σ T )∩Y
• is compact by the hypothesis of the lemma. Then, it follows from [12,
4: Let F
T 0 denote the linear process corresponding to the constrained system (Σ T , {0}). Then, we have gr(
. Hence, the result holds.
5:
We first claim that
for all ℓ 0. We prove this statement by induction on ℓ.
For ℓ = 0, this follows from the definition of T * (Σ). Suppose that (5.3) holds for ℓ = k. For ℓ = k + 1, we have
and Cx + Du ∈ Y} by the induction hypothesis and the definition of F . That is,
and
This proves (5.3) by induction. For the rest, note first that one could also write
Then it follows from the second part of the lemma and [12, Cor. 16
However, the right hand side is nothing but (
6: The proof consists of two parts. First, we will prove that
and that
From the definitions, we have
It follows from the fourth part of the lemma that
for all ℓ 1. Then, we have
Together with (5.6), this results in (5.4). From (5.4), we have the inclusion
In order to prove the reverse inclusion, we will show that the infinite intersection is weakly-F • -invariant. This would imply (5.5) as X(F • ) is the largest weakly-F • -invariant set. Let q be an element of ℓ 1 (
Our aim is to show that 
is bounded. In order to see this, suppose on the contrary that
After replacing with a subsequence if necessary, x i > α for all i 0 and {(
) with x = α. Since α can be arbitrarily large, this contradicts the third part of this lemma. Hence, Z ℓ is compact for all ℓ 1.
Now we are ready to prove the main results.
Proof of Theorem 4.2.
The inclusion
is immediate. Therefore, it remains to prove the reverse inclusion. Note that T * (Σ) ⊆ R n (F ). Then, we have
for all ℓ 1. Taking union over all ℓ 1, we get
Then, (5.8) follows from the fact that ℓ 1 R n+ℓ (F ) = R(F ). Dualizing (5.8), we get
Then, it follows from [12, Cor. 16.
In view of Lemma 5.1.5, this results in
Finally, we obtain
from Lemma 5.1.6.
Proof of Theorem 4.4. 1 ⇒ 3:
As Y − ⊆ Y • , (3a) and (3b) readily follow. To show that (3c) and (3d) hold. Let q ∈ V *
Since we have (F con ) − = F − , it follows from Theorem 6.3 in [7] that (3a) and (3b) imply that F con is reachable. Next, we will show that (3c) and (3d) imply strictness and weak asymptotic stability of (
is closed and by (3d), (
rec is strict. For the weak asymptotic stability of (F rec ) −1 , we will employ Theorem 3.1. The condition (3d) immediately implies that all eigenvalues of (F b ) −1 are less than 1. Let 
Therefore, J 2 = {0} and the hypothesis of Theorem 3.1 is satisfied. Consequently, Theorem 3.1 implies that (F rec ) −1 is weakly asymptotically stable.
2 ⇒ 1: If F con is reachable, then R(F con ) = R n , by Theorem 6.3 in [7] . In particular, we have R ℓ (F con ) = R n for some ℓ 1 since F con is a process. Then, we get 0 ∈ int(R ℓ (F )) for the same ℓ. In other words, there exists a non-negative real number µ such that µB ⊆ R(F ). Since gr(F rec ) ⊆ gr(F ), we have
However, the left hand side of (5.9) is R n since (F rec ) −1 is strict and weakly asymptotically stable. Hence, R(F ) = R n . Then, the result follows from Theorem 4.2.
5.3. Proof of Lemma 4.11. 1: From the definitions of X n (F ) and X(F ), we already know that X(F ) ⊆ X n (F ) and X(F ) is the largest weakly-F -invariant convex set. Therefore, it is enough to show that X n (F ) is weakly-F -invariant. This is equivalent to proving X n (F ) = X n+1 (F ). A priori we have X n (F ) ⊇ X n+1 (F ). To prove the reverse inclusion, let x ∈ X n (F ). Then, there exist x 0 , x 1 , . . . , x n and u 0 , u 1 , . . . , u n−1 such that x 0 = x and
and y ∈ Y such that
In other words, we have
Sincex ∈ T * (Σ), there exist
for all i with 0 i n − 1. This means that we get x n +x ∈ F n (x) by starting from x and applying the sequence of inputs {u i +ū i } 0 i n−1 . Then, the relation (5.10) implies x ∈ X n+1 (F ). Consequently, X n (F ) = X n+1 (F ) and the result follows. and the result follows.
5.4. Proof of Theorem 4.13. The inclusion T * (Σ) ⊆ R(F ) is obvious. In order to prove the reverse inclusion, let x ∈ R(F ). Then there exists ℓ 1, {u k } 0 k ℓ−1 and {x k } 0 k ℓ with x 0 = 0 and x ℓ = x, such that
for all k with 0 k ℓ − 1. The hypothesis K(Σ) ∩ Y = {0} imposes x k ∈ T * (Σ) for all k. Hence, x ∈ T * (Σ) and the equality holds.
5.5. Proof of Theorem 4.14. i ⇒ ii: If (Σ, Y) is reachable, then by Theorem 4.13, X(F ) ⊆ T * (Σ). Since we always have V * (Σ) ⊆ X(F ), we get V * (Σ) = R * (Σ). In order to prove the equality of X(F ) and V * (Σ), let x ∈ X(F ). Then there exists, {u k } k 0 and {x k } k 0 with x 0 = x, such that
for all k 0. However, the hypothesis K(Σ) ∩ Y = {0} imposes y k = 0 for all k 0. Therefore, x ∈ V * (Σ), and so X(F ) = V * (Σ). ii ⇒ i: Obvious.
6. Conclusion. We gave a characterization of the reachability for discrete-time linear systems with convex output constraints. It extends all previously known characterization in the literature, as well as our results in [7] on controllability of discretetime linear systems with conic output constraints. Our results justify why the conic output constraint case must be handled first, before attempting a characterization of the convex output constraint case. In fact, we prove that convex set-valued mapping F is reachable if and only if the convex process F con is reachable and the convex process (F rec ) −1 is weakly asymptotically stable. This result is important from two aspects. First, it gives a characterization of the reachability of a less structured setvalued mapping in terms of the properties of two more structured set-valued mappings, namely processes. Second, it reveals the relationship between the reachability problem and a stability problem. Hence, making the connection between different aspects of constrained systems more clear.
An interesting future work might be attempting to solve the constrained stabilization problem in this setting, i.e. by combining techniques of geometric control theory and with that of convex analysis. In particular, it would be interesting to give a characterization of null-controllability for such systems.
