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Chapter 1:  Overview 
As described in [1], the objective of work package one is to design a programming model 
suitable for the development of proactive applications constructed from mobile sentient 
objects. Associated tasks include the definition of the concept of hierarchically structured 
sentient objects in a language independent way, the definition of primitives made available to 
the application developer to control and manage sentient objects as well as the definition of 
primitives for inter-object communication based on the event paradigm, and the definition of 
a mechanism for Quality of Service (QoS) specification based on the use of application-level 
parameters that can be mapped onto the system level QoS parameters characterizing the 
service levels that can be supported by the underlying physical infrastructure at a given point 
in time. 
This document represents deliverable D2 of the CORTEX project providing the preliminary 
definition of the CORTEX programming model. It embodies an early deliverable that will be 
followed in the second half of the project by its successor deliverable D6, the final definition 
of the CORTEX programming model. 
The preliminary definition of the CORTEX programming model presented in this document is 
structured as a collection of technical reports, some of which have been submitted for 
publication. This document is divided into four major parts, each addressing one of the 
objectives of work package one outlined above. Each part consists of one or more technical 
reports discussing the corresponding objective. 
The remainder of this chapter introduces the four major parts into which this document is 
divided in detail. Chapter 2: outlines our definition of sentient objects and Chapter 3: presents 
how an application developer may program them in a context aware manner. The event-based 
communication model made available to the application programmer to define inter-object 
communication is described in Chapter 4: . And finally, Chapter 5: presents a first approach to 
specifying QoS parameters characterizing the level of service supported by the underlying 
infrastructure. 
1.1 Sentient Object Model 
The initial description of the CORTEX project [1] envisages the construction of applications 
out of proactive, mobile, context-aware entities that it terms sentient objects. Applications will 
be composed of large numbers of sentient objects, which will interact with each other and 
with the environment according to the specifics of the application logic. Various application 
scenarios that describe how this will happen are presented in CORTEX deliverable D1 [2]. 
As sentient objects are central to the CORTEX project, the first point of investigation for the 
CORTEX programming model is to form a clearer understanding of what sentient objects are; 
what their key properties are and how they will function. In Chapter 2: of this document, we 
present our initial ideas on sentient objects. We distinguish sentient objects, sensors and 
actuators, and present a complete categorization of all entities in CORTEX in terms of their 
abilities to interact with each other and with the external (real-world) environment. We 
present an initial definition for sensors, actuators and sentient objects based on these 
categorizations. In addition, we describe our initial ideas on how these entities will come 
together to form applications such as those described in [2], and we address some of the 
issues arising from our specification. Finally, we outline what we see as the next step in our 
investigation into sentient objects. We identify major challenges and suggest potential 
approaches to address them appropriately within the context of CORTEX. 
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 1.1.1 Smart Sensors as Sentient Objects 
The notion of sentient objects is central to CORTEX. It is seen as a paradigm, which allows 
to model applications, which interact with their physical environment. One of the basic 
building blocks which corresponds to a sentient object may be a smart sensor or actuator. 
When directly interacting with the physical environment, this component is also called a 
smart transducer [3]. The notion of a smart transducer as a basic networked building block 
recently became popular as indicated by a request for proposal from OMG [4]. The 
characteristics emphasize the ability to co-operate in an object-oriented decentralized setting. 
A smart transducer has many characteristics, which map well to the notion of a sentient 
object, which gives a much higher and more general level of abstraction. As Alireza Moini 
[5] points out: “smart sensors are information sensors, not transducers and signal processing 
elements”. This points to their active role in a system, their ability for self-organization, i.e. 
spontaneous interaction with other smart components, and their autonomy of behaviour. 
The Intelligent Camera Unit (ICU) is an example for a sentient component, which has been 
developed for autonomous mobile robots as a smart optical sensor for line tracking. A real-
time executive suited for ICU and the publisher/subscriber communication software has 
partly been developed in the context of CORTEX. Rather than transferring the pixels of the 
raw image, ICU includes a microcontroller for detecting the colour, position and the slope of 
a tracking line. This information is directly used by the smart motor controller of a mobile 
robot to adjust the speed of the left and right motors accordingly to follow the line. As 
described in the paper [6], the synchronization between the CMOS image sensor and the 
microcontroller requires tight temporal control. However, this low level timing is completely 
hidden from the outside. The interface is defined by an input and an output channel. The 
input channel takes configuration messages to start and stop the periodic dissemination of the 
position information and to define the rate and priority at which this information is published. 
1.2 Context Awareness 
CORTEX defines the environment of sentient objects as constituting an interaction and 
communication channel and being in the control and awareness loop of the objects [1]. This is 
significant, in that sentient objects are not constrained to communication through traditional 
network channels, but may use ‘hidden’ channels in the environment. Such hidden channels 
often provide a faster communication mechanism than traditional network channels, which is 
important when considering the real time nature of sentient objects in CORTEX. 
In order to utilize the environment as a channel for interaction and communication, sentient 
objects need to have an awareness of the environment in which they operate. Context 
awareness is analogous to environmental awareness and provides a sentient object with 
information sensed from the environment, which may be used in interactions with other 
sentient objects and / or the fulfillment of its goals. 
Sentient objects use sensors to sense information from their environment and actuators to 
make changes to the environment and in this way may achieve communication through the 
environment. 
To make sentient objects context aware, three components have been identified which need to 
be incorporated into sentient objects. A capturing function abstracts raw sensor data into a 
more useful form, a model of the world is maintained through the representation of past, 
current and future context, while an inference engine causes the behavior of sentient objects to 
influenced by their context. 
1.3 Event-Based Communication Model 
As described in [1], an event-based communication model supporting anonymous one-to-
many communication is well suited to provide dynamic pattern of communication arising 
from the unpredictable manner in which the potentially mobile sentient objects that comprise 
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an application interact between themselves and the environment. These unpredictable 
interaction pattern may depend not only on the common interest shared by communicating 
peers, but also on the geographical proximity of sentient object to one another and the 
environment. 
Chapter 4: presents two technical reports addressing the requirements of event-based 
programming models. The first report describes the programming model of event-based 
middleware designed to provide inter-object communication pattern for mobile objects in a 
wireless environment utilizing an ad-hoc network model. It outlines an approach for event-
based communication where objects communicate based on events of a certain type, which 
represent the common interest shared by a group of interacting objects, as well as based on 
their geographical location. The notion of proximity is introduced to allow an application 
programmer to define a geographical area within which a particular event type is propagated, 
thus providing a means to define the scope within which specific events are valid. 
Furthermore, a novel approach to allow objects to express interest, or lack thereof, in events 
of a certain type or containing certain parameter values is outlined. This novel approach to 
filtering of events also supports the ability of a system to easily cope with dynamically joining 
and leaving objects as well as its ability to grow. 
The second report presents a survey of existing event systems structured as a taxonomy of 
distributed event-based programming systems. It identifies a set of fundamental properties of 
event-based programming systems and categorizes them according to the event model and 
event service criteria. The taxonomy serves as a means to identify the properties of event-
based middleware in the CORTEX context and is used as basis to discuss the design of the 
event-based programming model proposed in the first report. 
1.4 QoS Specification 
The programming model needs to take into account the provision of incremental real-time and 
reliability guarantees. To achieve this, the development of a means to express quality of 
service (QoS) properties in the programming model, where QoS is a metric of predictability in 
terms of timeliness and reliability, is required. In addition, a global model for QoS assurance 
across heterogeneous physical networks, must be developed. This dual QoS requirement will 
be exposed to the programming model via a high-level abstraction of the underlying 
internetwork, coupled with the novel idea of a hierarchy of zones of guaranteed levels of QoS.  
An abstract network model, enabling the specification of application level QoS parameters, 
coupled with a mapping mechanism from these abstract requirements, to system level 
properties, will be provided to the programming model. Thus, specific QoS guarantees per 
network, whilst maintaining a complete separation of application developer from the 
heterogeneity of the physical network, will be achievable. 
The basis for the CORTEX architecture is to model the underlying communication 
infrastructure hierarchically, structured as a WAN-of-CAN. The QoS available for the 
internetwork varies per network. Individual networks can be viewed as guaranteeing a given 
QoS degree. For example, strong timeliness guarantees for CANs and weaker guarantees for 
wireless networks. To take advantage of the varying timing guarantees, each QoS area will be 
visible as a hierarchy of zones, with each zone capable of delivering specific levels of QoS. A 
group may be completely contained within a zone, or may span many zones. In the latter case, 
the QoS must adapt to the weakest QoS guaranteed for the weakest zone. Thus, adaptability, 
coupled with predictability must be available via this hierarchy of zones approach. 
The high-level abstract network model, the mappings from application-level to system 
properties and the hierarchy of zones for QoS containment will be further discussed in 
Chapter 5: of this document. 
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 Chapter 2:  Sentient Object Model 
This chapter is divided into to two major sections. Section 2.1 presents a technical report 
introducing a description of the properties and operations of sentient objects and section 2.2 
presents a paper on smart sensors describing a potential example of a sentient object that has 
been presented at the IEEE International Conference on Mechatronics and Machine Vision in 
Practice [6], which took place in August 2001. 
2.1 Sentient Objects 
The CORTEX annex [COR01] describes sentient objects as intelligent, mobile, context-aware 
software components. It envisages applications composed of a great many of these objects, 
acting autonomously to achieve the application goals. Where necessary, objects will interact 
to ensure successful completion of goals or to improve system performance. However, the 
annex fails to supply anything more than high-level notions of what is meant by a sentient 
object. Consequently, it was felt that the first goal of the project should be to try and more 
precisely define both the properties and operation of sentient objects. 
2.1.1 Initial Ideas 
Examination of the sample CORTEX application scenarios [COR02] was the main source of 
inspiration for initial ideas on sentient objects. Figure (1) below shows a possible sentient 
object model suggested by these scenarios. 
 
 
Figure (1): Early sentient object model 
The sentient object is an encapsulated entity, with its interfaces being sensors and actuators. 
The actuators are controlled according to sensor input, via a rule-based system. For example, 
considering the ATTS scenarios as defined in [COR02], a light sensor might be connected to 
a headlight actuator via a rule that states that the headlight should be turned on if it is dark. 
However, one can envisage the rule structure becoming extremely complex in larger sentient 
objects, where data from multiple sensors must be considered simultaneously, and decisions 
may require complex behaviour from multiple actuators. In addition, this model is obviously 
very loosely specified, and does not answer many questions about sentient objects. Some of 
the major issues that we identified were: 
 
• What is the granularity of a sentient object? 
• What do we mean by sensors and actuators in this context – are they hardware 
devices, or software abstractions thereof? 
• How do sentient objects interact? 
• What sorts of hierarchy/relationships can exist between sentient objects, if any? 
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In addition to answering the questions above, one of the main challenges to be overcome in 
defining a sentient object was to constrain our definition. The most obvious definition of a 
sentient object was as something that senses and actuates. However, this is hugely broad 
classification, which can easily encompass a great many existing computer systems. For 
example, a desktop computer could be said to sense user input via the mouse or keyboard and 
actuate on its environment by moving a cursor or displaying a character on the monitor.  A 
more precise definition was needed, which would allow us to state more categorically whether 
or not a given entity was a sentient object. 
2.1.2 Classification 
In CORTEX, we identify two distinct categories of events: software events and real-world 
events. Software events are the main form of interaction between entities in CORTEX and 
provide anonymous, ad-hoc communication. Real-world events are anything that happens in 
the environment, either causing a change of state in a sensor or caused by an actuator. We 
propose that, using these two categories, we can identity and distinguish the different entities 
that may exist in CORTEX. This is to be done by categorizing any encapsulated entity in 
terms of the classes of event it can consume, and the classes it can produce. Figure (2) below 
depicts an entity that both consumes and produces all categories of event. Another entity 
might only be able to produce and consume software events, for example. The different 
possibilities for production and consumption lead to the different classifications. 
 
 
Figure (2): The production and consumption of events 
 
Our initial investigation of the different possibilities for production and consumption 
considered that an entity could produce only one category of event and consume only one 
category of event. The resulting classification yields four distinct entity types, which we 
categorized as follows: 
 
• Real-world consumption, software production 
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 o This class of object produces software events in response to real world 
events. This seems to suggest that these entities are sensors. 
• Software consumption, software production 
o This class of entity both consumes and produces software events. One can 
envisage that application logic will be distributed across entities of this class. 
This implies that these are sentient objects. 
• Software consumption, real world production 
o These entities produce real world events in response to the consumption of 
software events. They have the opposite consumption/production properties 
to the entities that we have identified as sensors, and hence would appear to 
be actuators. 
• Real-world consumption, real-world production 
o This class of entity produces real-world events in response to real-world 
events consumed. This implies that it is a simply real-world system; in the 
context of CORTEX, we propose to term such entities sentient systems. 
 
From these classifications, we are able to form initial definitions for the entities in CORTEX: 
 
“A sensor is an entity that produces software events in reaction to a stimulus detected by 
some real-world hardware device” 
 
“An actuator is an entity which consumes software events, and reacts by attempting to change 
the state of the real world in some way via some hardware device.” 
 
“A sentient object is an entity that can both consume and produce software events, and lies in 
some control path between at least one sensor and one actuator.” 
 
Our original definition of a sentient object was simply an entity that both produced and 
consumed software events. However, this definition would have included all objects 
programmed on current event systems. In order to constrain the definition further, the idea of 
a control path between sensor(s) and actuator(s) was specified. By doing this, we limit the 
type of entity in which we are interested to those with real-world interactions. One possibility 
for a further constraint to be imposed may be that sentient objects should be required to 
respond in a timely manner, but as yet this has not been specified. 
2.1.3 System Operation 
The classifications are useful in that they distinguish between hardware entities, software 
objects, and the intermediate devices. The idea of a sentient system maps quite well to the 
notions in [COR01] and [COR02], where, within the various application scenarios, cars, 
airplanes, etc are identified as the mobile, sentient objects. In our view, these entities would 
be considered to be sentient systems, and their on-board devices that allow both observation 
of and interaction with the environment would be sensors and actuators, respectively. Internal 
objects that consume software events and produce corresponding software events where 
appropriate would be components of the application logic, known as sentient objects. A 
depiction of a sentient object is shown in figure (3) below. 
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Figure (3): A sentient object 
 
The application logic could be separated across as few or as many of these objects as the 
application programmer deems necessary. This will hopefully give the benefits of object-
oriented programming, i.e. re-usability of code modules, separation of logic, etc. Also, we 
hope this will allow sentient objects to be composed of other, smaller sentient objects in a 
hierarchal manner. Whether other properties of object oriented software, such as 
polymorphism and inheritance, can be applied to sentient objects remains to be investigated. 
 
 
Figure (4): Envisaged operation of a CORTEX application 
 
Figure (4) above shows the envisaged operation of a CORTEX-type system. The boundaries 
of this entity would most likely be equivalent to the boundaries of a CAN (Controller Area 
Network) as in the WAN-of-CAN architecture [COR01]. So, the entire system depicted above 
might represent a car in the ATTS scenario or an aircraft in the ATC scenario [COR02]. 
While this may provide a useful abstraction to the application programmer, situations can be 
envisaged where sentient systems, or even sentient objects, may span multiple hardware 
devices across the WAN1. For the sake of simplicity, we may later specify that this is not 
allowed, or perhaps give entities spanning multiple hardware devices different names. 
However, according to the current definitions, entities existing across multiple hardware 
devices are permissible. 
2.1.4 Classification II 
In the classifications above, we only consider entities that can produce one category of event 
and can consume one category of event. However, we must also consider the case where an 
                                                     
1 The latter case is only likely to be possible with complex sentient objects, which are composed from 
more primitive objects. 
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 entity is capable of producing and/or consuming events in more than one domain. For 
example, consider the case illustrated in figure (5) below: 
 
 
Figure (5): Example of consumption from two domains 
 
The scene depicted is a possible security system for a bank vault. The frame of Door A is 
fitted with an embedded sensor system (e.g. infra-red) that detects people passing through the 
door. This sensor is connected, via a CORTEX sensor wrapper object, to a network. The 
detection of an individual entering the lobby (real-world event) causes a software event to be 
published on the network. The CORTEX application, which is running on the control 
computer, is subscribed to this type of event. When such an event is delivered, the application 
retrieves an image from the security camera, which is connected to the computer via a USB 
cable, and is communicating with the application in a non-CORTEX domain. If the person is 
recognized, an event is issued to cause Door B to open, admitting them to the vault. The non-
CORTEX communication is crucial, as this means that the application running on the control 
computer is itself providing the CORTEX sensor wrapper for the camera. Hence, it is 
receiving both software events from Door A’s embedded systems, and real-world events from 
the camera. This dual consumption is not well described by the classifications above. 
The possibility of new scenarios such as that described above increases the potential number 
of entity classifications to nine. We look at each of new classifications in turn, and consider 
their usefulness and feasibility. Firstly, we look at two new entity classifications that appear to 
be an enhancement on our original definitions for sensors and actuators, as they allow for 
such scenarios. 
 
• Real-world and software consumption, software production 
o The scenario above describes an entity of this class. It can be viewed as a 
sensor that also accepts software events as input. 
• Software consumption, real-world and software production 
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o This entity classification can be seen an actuator that also generates software 
events as output. 
 
The three remaining entity classifications seem to be of less value, as no scenarios have been 
conceived in which they are useful or necessary. They all deal with entities that can both 
produce and consume real-world events. In this respect, they can all be seen as enhancements 
to the definition of a sentient system, allowing for software consumption and production as 
well. For clarity, we present the three remaining classifications below. 
 
• Real-world and software consumption, real-world and software production 
• Real-world and software consumption, real-world production 
• Real-world consumption, real-world and software production 
 
In light of these previously unconsidered entity classifications, we must necessarily reconsider 
our definitions for sensors, actuators and sentient object. In classifying these new entity types, 
we suggest that real-world events are in some way “more defining” than software events. By 
this, we mean that the consumption and/or production of real-world events are more crucial to 
the classification of an entity in CORTEX than the consumption/production of software 
events. This means that if an entity can consume real-world events, then it will be classified as 
a sensor, regardless of whether or not it can consume software events. Similarly, if an entity 
can produce real-world events, then it will be considered to be an actuator. Entities that 
neither produce nor consume real-world events are sentient objects2. From this, we have our 
new, revised, definitions of the entities in CORTEX: 
 
“A sentient object is a entity that both consumes and produces software events, and lies in 
some control path between at least one sensor and one actuator.” (Unchanged) 
 
“A sensor is a entity that produces software events in reaction to a stimulus detected by some 
real-world hardware device(s). A sensor may also (optionally) receive software events as 
input.” 
 
“A actuator is an entity which consumes software events and responds by attempting to 
change the state of the real world via some hardware device(s). An actuator may also 
(optionally) produce software events as output” 
2.1.5 Related Ideas and Technologies 
An area of interest in the initial investigation into sentient objects was the distinction between 
what we were trying to achieve with sentient objects, and the work of the artificial 
intelligence community in the field of agents. A review of agent literature revealed a large 
number of different definitions of what an agent was. Some of these were particularly 
interesting from a CORTEX viewpoint. The two most relevant definitions are quoted below. 
                                                     
2 These assertions assume the all entities are capable of consuming at least one category of event, and 
are capable of producing at least one category of event. In addition, they do not apply to entities that 
both consume and produce real-world events – those entities that we have previously termed ‘sentient 
systems’. 
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 The AIMA agent [Russell and Norvig 1995]: “An agent is anything which can be viewed as 
perceiving its environment through sensors and acting upon that environment through 
effectors” 
The Brustoloni Agent [Brustoloni 1991]: “Autonomous agents are systems capable of 
autonomous, purposeful action in the real world. Agents must be reactive; that is, be able to 
respond to external, asynchronous stimuli in a timely fashion.” 
While the definitions presented above appear in many ways to be quite similar to the 
descriptions of sentient objects found in the CORTEX annex [COR01], they represent only a 
philosophy of artificial intelligence programming, as opposed to the more rigid application 
development framework that CORTEX hopes to present. However, further examination of 
agent-based programming may well become useful at a later stage in the project, when we 
more fully consider how sentient objects will be programmed. 
Another topic that may become more useful as we progress with our investigation into 
sentient objects is that of visual programming. From what we have already defined about 
sentient objects, and from what we hope to accomplish, a system for creating applications 
composed of these objects can be envisaged which uses a graphical user interface rather than 
more traditional coding methods. A visual model is particularly suited to the application 
domain in which we are interested, and it is hoped that this will allow the programmer to 
create applications in a quicker and more intuitive fashion. Altaira [PFE01] is a simple 
example of the use of a visual programming system in the development of context-aware 
applications. It is a visual language for the control of mobile robots. It uses icons to represent 
sensors and actuators, and employs a rule-based logic to specify the behavior of the robot. 
The context toolkit [DEY01] is an additional existing technology that may be of use to use in 
defining how we create and program sentient objects. It draws on the ideas of graphical 
toolkits and widget libraries in order to provide the application programmer with reusable 
building blocks for applications that use environment/context awareness. In the CORTEX 
programming model, we wish to make context information available to the application with 
minimal additional work for the programmer. It is hoped the work and ideas of the context 
toolkit can be expanded upon to provide context information to sentient objects in a simple, 
re-useable manner. 
2.1.6 Future Work 
Obviously, we are still far from having a complete definition of what a sentient object is, and 
of how sentient objects will be programmed. We must next consider issues of hierarchy and 
composition for sentient objects, and examine in more detail the relationships between the 
entities that we have identified so far – how these entities will come together to form larger 
systems, how larger entities can be composed from more primitive ones, etc. In addition, we 
will consider the interactions that will take place between different entities, via the real world 
and also via the event-based communication service, which we must also specify in more 
detail. The main challenge in this is to select an event model that is capable of providing 
suitable abstractions of the facilities that the lower levels of the CORTEX model aims to 
provide, such as group communication and quantifiable QoS, and is also capable of the 
anonymous, ad-hoc communication that CORTEX applications will require. Finally, we must 
examine issues of context – how the different entities in CORTEX will perceive and interact 
with the environment and how they with represent their surroundings internally. We hope to 
provide mechanisms that will simplify the use of context at an application level, shielding the 
programmer from the complexities of obtaining and manipulating contextual information. 
These mechanisms will probably be similar to those seen in the context toolkit. From here, we 
hope to be able to more clearly specify the programming model for CORTEX. 
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 2.2 ICU - A Smart Optical Sensor for Direct Robot Control 
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Abstract-- Technological advances will allow the integration of smart 
devices which may comprise sensor components, computational devices 
and a network interface. The built-in computational component enables 
the implementation of a well-defined high level interface that does not just 
provide raw transducer data, but a pre-processed, application-related set 
of process variables. The paper deals with two issues. Firstly, it describes 
an architecture which encourages the design of multi-level control 
hierarchies exploiting the easy availability of application related sensor 
information. This is based on encapsulated smart components, a well 
defined communication interface and the easy access to this information 
by a variant of a shared data space. Secondly, we describe the functions 
and the hardware of ICU which constitutes the prototype of an optical 
sensor designed for vehicle guidance operating as a smart component in 
such a system. The task of the sensor is to detect a guidance line and 
directly produce the information needed by the steering system to  control 
the vehicle.  
 
Index terms-- Vehicle guidance, co-operative control, low cost sensor, 
smart sensor, middleware, CAN-Bus interface 
2.2.1 Introduction 
Technological advances will allow the integration of smart devices which may comprise 
sensor components, computational devices and a network interface. The built-in 
computational component enables the implementation of a well-defined high level interface 
that does not just provide raw transducer data, but a pre-processed, application-related set of 
process variables. Consequently, the interfaces and the functions of these smart components 
may include functions related to overall control, supervision, and maintenance issues. In his 
excellent survey of vision sensors, Alireza Moini [1] makes the point that “smart sensors are 
information sensors, not transducers and signal processing elements”. Perhaps the most 
interesting and challenging property of these intelligent devices is their ability to 
spontaneously interact with the overall system. This enables a modular system architecture in 
which smart autonomous components co-operate to control physical processes reactively 
without the need of a central co-ordination facility. In such a system, multiple different 
sensors will co-operate to augment perception of the environment and autonomous actuators 
will co-ordinate actions to increase speed, power and quality of actuation thus forming 
decentralized virtual sensor and actuator networks.  
As an example consider the vision tasks of an autonomous mobile robot. There may be 
multiple levels of image processing and recognition ranging from line tracking over obstacle 
avoidance to scene recognition and image understanding [2]. All these tasks need different 
levels of reactivity. With multiple dedicated low cost/low power sensors, the need for a fast 
reactive behaviour can be met without interfering with higher levels. The output of the 
tracking sensor can directly be used by the motor drive system to keep the vehicle on a 
guidance line, the obstacle detection sensor may directly stop the motors with minimal 
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latency. Higher level analysis may use the same sources of data but usually is less predictable 
and responsive because it will have to relate multiple sensors in more complex planning and 
recognition tasks.  
In the context of a project dealing with adequate models and middleware techniques for 
communication and co-ordination in control systems [3], we developed ICU (Intelligent 
Camera Unit). ICU is an optical sensor which computes and disseminates information which 
is directly related to actuator control rather than deliver just the raw image for further 
processing. 
The rest of the paper is organized as follows. Section 2 motivates a distributed control 
architecture composed from smart components. In 3, we describe the requirements and 
intentions of such an architecture and briefly sketch the main ideas. The functions and basics 
of  ICU are covered in 4 while section 5 details the hardware architecture. Conclusions and 
acknowledgements are given in 6 and 7, respectively. 
2.2.2 Co-operating Optical Sensors 
There is a large variety of optical sensors and vision sensors ranging from very simple CCD 
and CMOS arrays to intelligent vision chips and artificial retinas [1]. They can detect 
relatively simple things as distributions of light intensities or detection of marks or lines. 
More sophisticated sensors enable motion detection and deriving the speed of a device from 
optical flow analysis directly embedded in the sensor array [4]. These devices are usually 
specialized to a single function which they can perform faster, better and with less energy as 
compared to traditional vision systems which usually convert a digital image in a an analogue 
format coming from the first days of television and then use a frame grabber easily wasting 30 
Mbyte of PCI bandwidth again to create a digital image in the processor memory. The 
advantage of this approach is its generality, i.e. that an image, once in memory is the raw 
material which can be analysed by software in any desired aspect. However, high 
performance processors are needed resulting in an overall complex and rather power 
consuming system. For autonomous mobile vehicles this may be a problem. On the other 
hand, specialized optical devices only perform a single task. Therefore, multiple such devices 
may be needed to collaboratively sense and improve the perception of the environment. 
Special purpose sensors can operate in different spectral ranges and can be used to built robust 
systems with the possibility to use adaptive strategies to replace defective functions by 
“virtual sensors” combining the virtues of active sensors, probably with lower precision, 
timeliness or resolution. To combine these sensors in an effective and robust way and enable 
direct actuator control, distributed middleware is needed to support easy diffusion of the 
information to each entity which may be interested in the data, to support spontaneous 
generation of information and allow temporal constraints to be specified on information 
propagation. Moreover, it is desirable to have a low configuration effort when integrating new 
sensors. 
2.2.3 Requirements for the System Control Architecture 
Traditional control systems usually center around a single control unit (CU) which has a 
sophisticated real world interface. The CU is the last link in a chain of transducers, converting 
a physical process variable, like a temperature, a pressure or an optical signal via a electrical 
signal to a digital representation. Signal conditioning as shaping analogue values, debouncing 
digital inputs and improving an image received from a camera all are performed by this CU. 
The resulting digital information is a raw, conditioned representation of a single physical 
entity. Subsequent processing, fusion of multiple sensors information, and generation of 
control signals for the actuators also is performed by the same processor. Because all these 
tasks have widely differing performance requirements and temporal constraints, complex 
planning and scheduling schemes have to guarantee that these tasks can be properly 
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 coordinated in the temporal domain. Simply moving to multiprocessors usually worsens the 
scheduling problem [5].   
Using decentralized smart sensors and actuators puts computing power to the place where it is 
needed. These components are autonomous systems which perform a dedicated complex task 
beyond signal conditioning. Interconnected by a communication network, they encapsulate a 
certain functionality and provide meaningful application related information at their network 
interface. Kopetz [6] highlights the importance of an adequate interface to support functional 
and temporal encapsulation of smart components to support the composability of an 
application.  
There are a number of goals which we want to reach for the control system architecture: 
1. Components of the network are autonomous. Autonomy means that each component is in 
its own sphere of control and no control signal should cross the boundary of a component. 
Hence, components only interact via shared information as e.g. proposed in the data field 
architecture in ADS (Autonomous Decentralized Systems)[7] or the tuple space in Linda 
[8]. As a consequence, interfaces can be created which do not rely on any, possibly time 
critical control transfers. This supports easy extensibility, reliability and robustness and 
encourages a component-based design. 
2. The architecture should support many-to-many communication patterns. A typical 
situation is that the information gained from a sensor can be used and analyzed in more 
than one place, e.g., the output of a our ICU optical sensor on a mobile robot is interesting 
for reactive motor control implemented on a small micro-controller as well as for long 
term navigation strategies implemented on a more powerful device. Another typical 
example is the situation in which control commands issued from a controller address a 
number of identical actuators; e.g., all motors have to stop in case of emergency. 
3. Communication is spontaneous because control systems have to react to external events. 
These external events are recognized at the sensor interface of an embedded system at 
arbitrary points in time and lead to communication activities to disseminate the 
information. This is best captured in a generative, event-based communication model [9, 
10, 11].  
4. Communication is anonymous. Consider again the example of stopping a set of motors. 
When issuing a stop command, it is not of interest to address a specific motor, rather it 
must be ensured that all relevant motors receive the command. Similarly, when reacting 
to a stop command, it is not of interest which controller has issued that command. On a 
more abstract level, a sensor object triggered by the progression of time or the occurrence 
of an event spontaneously generates the respective information and distributes it to the 
system. Thus, it is considered as a producer. The corresponding consumer objects have 
mechanisms to determine whether this information is useful for them. This interaction 
leads to a model of anonymous communication in which the producer does not know 
which consumers will use its information and, vice versa, the consumers only know 
which information they need independently from which source they receive it. 
Furthermore, anonymous communication supports the extensibility and the reliability of 
the system because objects can be added or be replaced easily without changing address 
information maintained in the other objects. 
To meet these requirements, we adopted a publisher/subscriber model of communication in 
which producers (publishers) and consumers (subscribers) of data are connected via event 
channels [7, 8]. In contrast to other forms of a shared information space [9, 10], the semantic 
of event channels integrates the notification of consumers when an event occurs and thus 
support the temporal relation of the event occurrence and the notification of the subscribers. 
Event channels support content-based communication by relating an event channel to a 
certain class of information rather than to a source or destination of a message. Thus, a 
message is routed by its content which is dynamically bound to a network related address. A 
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more detailed description  of this architecture can be found in [3]. What mainly distinguishes 
our publisher/subscriber scheme from existing schemes like the event service in Jini[11] is its 
anonymity and compared to the event service in CORBA[13] the distributed implementation. 
In our system, an event channel is related to a certain class of information, like e.g. certain 
classes of tracking information. Publishers may be smart cameras, infrared sensors and alike 
all pushing tracking information in the respective event channels. Multiple subscribers e.g. 
motor control or the navigation system receive this information and can locally filter and use 
it. The publisher/subscriber architecture was particularly designed to enable interoperation of 
embedded systems which usually have stringent performance and bandwidth constraints with 
more powerful networks and processors. At the moment we provide interoperability between 
a CAN-Bus [14] for low level reactive control and IP-based protocols. This allows a robot in 
a co-operating team to seamlessly access remote sensor information of another robot e.g. via a 
wireless IP connection.  
Autonomous components encourage the design of layered intelligent systems as they were 
proposed by [2], [15], [16]. Most authors separate the reactive layer from higher system levels 
which realize deliberative behavior. Reactive behavior maps to the low level control 
architecture in which resources have to be provided to support fast and timely behavior with 
respect to safety critical actions like avoiding obstacles, recognizing landmarks or 
coordinating actions of multiple actuator devices. Deliberative behaviors include to a large 
extend activities related to planning like map building, path planning, global navigation and 
action co-ordination. Reactive and deliberative behaviors may be based on the same set of 
sensor information, however with a different degree of relating sensor information and 
different temporal attributes. This even may include co-ordination of different robots each 
equipped with a set of different sensors co-operating to jointly explore an unknown 
environment. 
A prototype of our publisher/subscriber architecture is implemented under Linux and RT-
Linux. Linux handles the non-critical communication over IP while RT-Linux is used for the 
time critical communication on the CAN-Bus. A gateway connects the two networks [17]. 
The testbed is a KURT II autonomous robot which besides various distance and odometric 
sensors is equipped with ICU (Fig.1). 
 
 
Fig.1 Kurt-2 robots, robot in front carries ICU (courtesy of Michael Mock, Institute of 
Autonomous intelligent Systems (AiS)) 
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 2.2.4 Functions of the ICU 
ICU was primarily designed for vehicle guidance in an experimental traffic scenario. In our 
first application ICU tracks a guidance line (G-line) on the floor which may include 
embedded coloured marks. ICU disseminates the position and orientation of the G-line and 
the colour of the embedded marks. The information delivered by ICU is then directly used by 
the motor drive system to reactively keep the vehicle to follow this line, to slow down or to 
stop if a certain coloured mark is detected.  Fig. 2 shows the principles of detecting a G-line 
(the white bar in the figure). The orientation of the G-line is calculated from three scan lines 
(S-lines). Because of the special colour representation (see Fig. 4) of the image sensor an S-
line is represented by 4 pixel-lines.  
ICU tries to detect the white G-line on a darker background. To do this, the image is 
transferred to the micro-controller which calculates the colour and brightness values of every 
pixel on the S-line. The maximal value of brightness is then used to detect the G-line. 
Therefore, the G-line must be a white line with optionally embedded coloured marks (see Fig. 
2 and 3).  
 
Upper scan line 
Center scan line 
Lower scan line 
Perception window 
 
Fig.2  Principle of line detection 
The problem encountered in determining the overall brightness is the colour representation. 
The vision sensor uses a Bayer scheme [18] as depicted in Fig. 4. Hence, the colour of an 
individual pixel has to be inferred from the relative brightness of the adjacent pixels. Having 
determined the colour of a pixel, its brightness is calculated using the weighted colour values 
as described below. The Bayer colour encoding uses 4 pixels to represent the values of red, 
green and blue. 
ICU tries to detect the white G-line on a darker background. To do this, the image is 
transferred to the micro-controller which calculates the colour and brightness values of every 
pixel on the S-line. The maximal value of brightness is then used to detect the G-line. 
Therefore, the G-line must be a white line with optionally embedded coloured marks (see Fig. 
2 and 3). 
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Fig.3 A line as ICU sees it 
The problem encountered in determining the overall brightness is the colour representation.  
R: Red
G: Green
B: Blue
G
G
R
B
 
Fig. 4 Bayer Scheme of colouring 
The vision sensor uses a Bayer scheme [18] as depicted in Fig. 4. Hence, the colour of an 
individual pixel has to be inferred from the relative brightness of the adjacent pixels. Having 
determined the colour of a pixel, its brightness is calculated using the weighted  colour values 
as described below. The Bayer colour encoding  uses 4 pixels to represent the values of red, 
green and blue. Therefore, taking the straightforward approach to directly use these values to 
represent a single coloured pixel would decrease the resolution of the image by a factor of 4 
which was not acceptable. Hence, we used a standard colour encoding scheme which exploits 
the brightness values of a 3x3 neighbourhood as depicted in Fig. 5. Fig. 5 shows how the 
colour of a (single) pixel is calculated. Even though the spectral sensitivity of a single pixel is 
confined to a certain colour, an RGB-value will be assigned to it by considering the adjacent 
pixels. The RGB-value is calculated according to the weights of the adjacent pixels as 
depicted in Fig. 5. Subsequently, the brightness of every pixel is calculated on the basis of the 
RGB-values by the equation:  
 
Brightness B =(R*38+G*75+B*15)/128 
 
Thus we maintain the full resolution of the image in spite of the Bayer colour representation, 
however, the algorithm has the effect of the low pass filter. As a consequence, the image 
inevitably looses sharpness. 
The next step is detecting the G-line. For this, the S-line is scanned from both sides to find the 
respective transition of contrast. The algorithm is rather straightforward for the moment and 
only checks whether the edges detected from the left-to-right and right-to-left scan have a 
certain distance from each other corresponding to the assumed width of the G-line. If not, a 
fault value is returned. All three S-lines are evaluated as depicted in Fig. 2 to determine the 
position and orientation of the tracking line.  
The last step is to determine the colour of the marks embedded in the G-line. As Fig. 3 shows 
it calculates the position of the centre of the G-line and takes the colour and the brightness of 
the pixel at this position. If the G-line is not detected properly, ICU interpolates the respective 
centre position from the positions of the G-line in the upper and the lower S-line. 
Subsequently, the colour of the pixel at this interpolated position is selected. This approach is 
also useful for intersections or junctions of G-lines. 
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Fig. 5 Colour encoding  
The sensor is rather sensitive to the precise focus of the lens. Currently, because the sensor 
always has a fixed distance to the G-line, focussing has only been performed once and 
therefore is done by hand. Because ICU usually does not provide an image for inspection to 
adjust the focus, we provided a focussing aid based on an automatic detection of a maximum 
contrast transition of an appropriate black to white edge. We only use green pixels for the 
mechanism because colour is not needed and green pixels are dense on the sensor (see Fig. 4 
and 5) whereas lines of blue or red pixels always exhibit gaps. The green pixels are arranged 
in a zick-zack pattern which, however, does not have a major influence on the detection of a 
black-to-white transistion.  
 
 
Fig. 5 Scanning for focussing control 
If the lens is out of focus, the contrast edge is blurred meaning that the values of adjacent 
pixel do not exhibit a sharp transition. By adjusting the focus precisely, adjacent pixels 
indicate a sharp transition which in turn triggers an LED for external inspection. The 
condition for the LED is a maximal brightness difference that is above a certain threshold 
between any two adjacent pixels.  
2.2.5 The Hardware of ICU 
ICU was intended as a low cost sensor for simple imaging tasks which can directly by used 
for control applications. ICU should be adaptable to various simple vision tasks. Therefore, 
we took a camera/processor approach and put emphasis on an easy and fairly universal 
processor interface. Fig. 6 depicts the basic components of ICU. We connect the sensor to an 
asynchronous external port, which is not the most efficient way but eases the use of different 
micro-controllers.  In fact, we used the front end sensor and the interface logic even with a 
simple micro-controller as Motorola 68HC11 for educational purposes. In the current version, 
a 16-Bit controller C167 from Siemens [19] (now provided by Infineon) is used featuring a 
minimal instruction execution time of 100ns and a peak rate of 10Mips.  
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Fig. 6 The main components of ICU  
The heart of the interface logic is a FIFO which decouples the fast synchronous operation of 
the sensor from the slower asynchronously operating processor interface. The only control 
line from the sensor to synchronize the processor with the sensor is a “start-of-frame” signal. 
The FIFO can buffer up to 13 frames which are delivered by the sensor with a maximum rate 
of 30 frames/sec. Currently, we only use 15 frames/sec, partly because of the port interface to 
the processor which is rather slow in copying data from the FIFO to the processor memory. 
ICU has a CAN-Bus [14] network interface which is popular in automotive and industrial 
control systems and allows transfer rates up to 1 Mbit/sec with a protocol efficiency of about 
50% payload. The maximal length of a single CAN-Bus message is 8 Bytes. The CAN-Bus 
was designed to reliably operate in environments exhibiting high electric noise, but obviously 
not for high speed data transfer. Therefore it would be impossible to transfer raw image data 
which would need around 2,3 Mbit/sec (160*120 pixels, 1 byte/pixel, 15 frames) even for the 
low resolution sensor. However, the pre-processed complete information to control the 
movement of the vehicle fits into a single CAN message and puts no significant load on the 
communication system. 
At the moment ICU can be configured to either periodically publishing position and colour 
information on the CAN-Bus or to transmit a tracking position on demand. A small local 
software component, called event channel handler connects ICU to the publisher/subscriber 
middleware. The information delivered in a CAN message by ICU is depicted in Tab.1. ICU 
disseminates:  
1. the position of the G-line within its window of perception,  
2. the colour in separate values for red, green and blue and  
3. brightness information 
š_Ÿ8.›‡ š_‡C‚ƒ‡`—ƒ._—VrV™ z9 ~ŒiÐ=“@n›qÕ._qL“@r_y.qLrVqu‡†“5ž>‡`r ¡9 ~ŒiÐ=“@n›qÕ._qL“@r_y.qLrVqu‡†o_qÕ.›.›‡ Ñ9 ~ŒiÐ=“@n›qÕ._qL“@r_y.qLrVqu‡†—Vr8.›‡|r cO“/._l5r8.›‡`qu”.tbqL.‘._‡`”u£V—VrV¬8. ´Úm… ’ —Vrsl5r8.›‡`qu”.tbqL.‘._‡`”u£V—VrV¬8. {š_”-l/—sl5r8.›‡`qu”°tbqL.‘._‡`”uLV—VrV¬8. }7 d‡`”u”Lqu™5¬@‡`qL.dtbqL.‘.›‡|”L£s—VrV¬8. Ik_‡`…_‹`‡|qÕ.0—sr8ž>‡`”u‡`™5. 
Byte Content 
1 x-position on upper line 
2 x-position at center line 
3 x-position at lower line 
4 R-intensity 
5 G-intensity 
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 6 B-intensity 
7 Brightness 
8 Not used 
 
Tab. 1 Payload of the CAN message 
ICU is configured via the CAN-Bus. The configuration message defines the rate of 
the tracking information. If the configuration message is empty, i.e. it does not include 
any parameters, the camera returns a single message. In addition to the CAN 
interface, a serial interface is available for debugging purposes and for changing the 
flash memory of the micro-controller. Fig. 7 and Fig. 8 show the ICU prototype and 
the test environment depicting ICU hooked to a CAN analysis tool. 
2.2.6 Conclusion and Future Work 
Design of control systems for complex artifacts like autonomous vehicles, driver assisting 
cars, airplanes and industrial plants tend to become enormously complicated. One step 
towards solving the problem is to provide computational power at the sensors and actuators 
making them smart devices encapsulating all computations needed to convert a physical 
process value to an application related meaningful information. The autonomy and 
encapsulation properties encourage hardware/software co-design on the device level and 
component-based design methodologies [20] for putting the building blocks together. In the 
context of a project dealing with appropriate models and mechanisms to support decentralized 
systems composed from these components, we developed a couple of smart sensors.  
 
Fig. 7 ICU prototype 
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Fig. 8 Test environment for ICU 
ICU is an optical sensor specialized on recognizing a tracking line for vehicle guidance. ICU 
provides tracking information via a CAN-Bus interface and the respective middleware, thus 
making it available to any entity which may exploit this information. This may be the smart 
motor controllers for directly steering the vehicle or a navigation system just logging the 
course. ICU is the first prototype of a low cost/low power optical sensor which is used in such 
an environment. Because ICU is adapted to a single application related function, resources  
like hardware, communication bandwidth and power consumption can be reduced to a 
minimum just as required by the application. ICU is designed for vehicle guidance based on 
tracking predefined lines and marks. At the moment, we use off-the-shelf processor boards 
[21] and only designed the glue hardware ourselves. In the future, we will be working in two 
directions: 1. we will design better and more robust algorithms to detect G-lines particularly 
detecting intersections and junctions of G-lines. 2. we will design a processor board which 
provides a faster interface to the optical sensor to enable more sophisticated vision tasks 
without substantially increasing power consumption which at the moment is around 
250mA@5V for the entire ICU. 
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Chapter 3:  Context Awareness 
This chapter presents a position paper on “Context Awareness in CORTEX”. 
3.1 Introduction 
CORTEX defines sentient objects, mobile intelligent software components that accept input 
from a variety of sensors allowing them to sense their environment before deciding how to 
react, by way of actuators. It is this awareness of, and interaction with the environment, which 
makes context awareness an important factor in sentient objects. 
This paper examines the meaning of context and context awareness in terms of CORTEX and 
proposes a model for the development of context aware sentient objects. Our model draws on 
ideas from the domain of Context Based Reasoning. 
3.2 Definition of Context 
Before examining the role of context in CORTEX, a clear definition of what we understand 
by context is required. There are multiple definitions of context available in the literature.  
Schilit et al. [1] name the three important aspects of context as being where you are, whom 
you are with and what resources are nearby. They go further to divide context into the 
categories of Computing context, User context, and Physical context. 
Dey et al. [2] provide a definition of context which aims to ease the enumeration of context 
for a given application scenario. Their definition of context follows “Context is any 
information that can be used to characterize the situation of an entity. An entity is a person, 
place or object that is considered relevant to the interaction between a user and an application, 
including the user and applications themselves.” This definition of context is less specific than 
others, for example [1], in that it does not prescribe what aspects of context are important, 
rather leaving this to be done on an individual basis for each situation. For example user 
context may not be relevant to an autonomous sentient object, whereas the Quality of Service 
(QoS), or infrastructural context, provided by the underlying architecture is of more 
importance to the sentient object. In [2], 4 types of context are identified as being, in practice, 
more useful than others, these being location, identity, activity and time. 
Chen et al. [3], define two aspects of context in mobile computing these being the 
characteristics of the surrounding environment that determine the behavior of an application 
and those that are relevant to the application, but not critical. These differences are taken into 
account in their definition of context, which follows “Context is the set of environmental 
states and settings that either determines an application’s behavior or in which an application 
event occurs and is interesting to the user.” 
For the purposes of CORTEX we propose a definition of context as: 
Any information sensed from the environment, which may be used to describe the current 
situation of a sentient object. This includes information about the underlying computational 
infrastructure available to the sentient object. 
3.3 Definition of Context-Aware 
A context-aware application is an application whose behavior is controlled by its context, to 
some degree. 
Dey et al. [2] define a system as being context-aware if it “uses context to provide relevant 
information and/or services to the user, where relevancy depends on the users task”. Their 
definition is influenced by the observation that a context aware system does not necessarily 
have to adapt to its context, it may just sense and display, or stores its context. 
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 The definition of context provided by [2], is once again a user-centric view of context and 
context-awareness. In CORTEX, where we are dealing with autonomous, real-time sentient 
objects, the role of context in user interaction is not as important as say, interaction between 
sentient objects. Thus a possible definition for context-aware in CORTEX might be: 
The use of context to provide information to a sentient object, which may be used in its 
interactions with other sentient objects or the environment, and/or the fulfillment of its goals. 
3.3.1 Categories of Context-Aware Applications 
Schilit et al. [1], in their work on context-aware applications, define four categories of 
context-aware application based upon two dimensions - whether the task is getting 
information or doing a command and whether it is affected manually or automatically. Their 
classification is illustrated in Table 1. 
 
 Manual Automatic 
Information Proximate selection and 
Contextual information 
Automatic contextual 
reconfiguration 
Command Contextual commands Context triggered actions 
Table 1: Categories of context aware applications [1] 
 
In terms of CORTEX, Schilit’s classification is useful predominantly along the automatic axis 
(shaded in Table 1) due to the autonomous nature of sentient objects. Proximate selection is a 
user-interface technique and hence not useful in our existing definition of sentient objects. 
Likewise, Contextual Information and Commands deal with the parameterization of user 
commands effected manually and is not useful in our existing sentient object definition. 
The other two categories of context-aware application defined by Schilit are as follows: 
1. Automatic Contextual Reconfiguration refers to the addition of components, removal 
of components, or alteration of connections between components, depending upon 
context.  In other words, the configuration of the system depends upon its context at a 
point in time. 
2. Context-triggered actions are simple IF-THEN rules that dictate how a system adapts 
and reacts to a particular context. 
The category of context-triggered actions is particularly useful in CORTEX, where we 
envision some form of inference engine based upon rules input from the Programming Model 
and operating in a similar manner to Context Based Reasoning. These concepts are explained 
and expanded upon in the remainder of this chapter. 
3.3.2 Examples of Context-Aware Applications 
A number of applications have been developed, primarily in research laboratories, which 
utilise contextual awareness to differing degrees in their operation. Some of these applications 
are briefly described here in order to demonstrate the state of the art in context-aware 
applications. 
3.3.2.1 The Context Toolkit  
The Context Toolkit developed by Dey et al. [4], is an architecture designed to assist in the 
development of context aware applications.  
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Figure 1: The Context Toolkit 
The authors cite the problem that many context-aware applications in the past have been built 
in an ad-hoc manner and are heavily influenced by underlying technology. The major 
components of the Context Toolkit are illustrated in Figure 1, and their functions described 
below: 
• A Context Widget hides the complexity of raw sensor data, abstracts information and 
provides re-usable components 
• A Context Server serves to aggregate all the context information for a particular entity, 
from a variety of sensor sources. 
• A Context Interpreter interprets context information and serves to separate the 
interpretation abstraction from the application, permitting reuse of interpreters. 
The Context Toolkit facilitates the provision of contextual information to applications in an 
abstracted form. This allows application developers to use sensor data in a uniform way 
across applications and leverage off existing components in developing new applications.  
The concepts of abstraction of sensor data, re-use of components and a separation of concerns 
between the sensing of context data and the use of context by a sentient object are all concepts 
that we expect to be addressed in developing context aware sentient objects. 
3.3.2.2 TRIP 
Significant in that the system uses a distributed component architecture, described as a 
Sentient Information Framework (SIF), the Target Recognition using Image Processing 
(TRIP) system uses vision based sensor technology to infer objects’ approximate location, 
orientation and identity [5].  The SIF architecture upon which TRIP is based bears some 
analogies to CORTEX, in that it consists of a group of co-operating distributed software 
components. Context notifications are distributed asynchronously through the model by way 
of events.  SIF is implemented in CORBA, and makes use of the CORBA Event Service, as 
well as the OMG Notification Service for event filtering. 
In contrast to CORTEX, the TRIP system does not address timeliness or Quality of Service 
issues, and is not designed on the same scale as CORTEX. 
3.3.2.3 Active Bat System 
The active Bat system developed at AT&T Laboratories in Cambridge uses sensors to update 
a model of the real world, which is then used to write programs that react to changes in the 
environment [6]. 
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 The system is based on an ultrasound location sensing system, which uses wireless devices 
known as Bats to determine the 3-Dimensional position of objects. These Bats are carried by 
people within the experimental area, and are attached to static devices. The location sensing 
technology employed gives extremely fine-grained location data (accurate to less than one 
meter), which allows a detailed model of the world to be constructed. With such fine-grained 
location data, it is possible to determine if a person is standing or seated, and their orientation. 
Data accuracy is improved through filtering to minimize sensor errors. 
The model of the world maintained through the Bat location data is used to provide a number 
of novel context-aware applications such as follow-me systems where a users computing 
desktop follows his movement and is displayed on the display closest to him. 
The Active Bat system is notable in terms of CORTEX in that it uses a form of quality-of-
service adaptation in the location update process. The base stations preferentially allocate 
location update resources to those Bats, which are changing their location (moving) 
frequently. This is achieved through a scheduling algorithm in the base station, which 
determines when a Bat will next be addressed to determine its location.  Those Bats moving 
infrequently may go into a powered down mode to prolong the life of their battery. 
3.3.2.4 Context-Based Reasoning (CxBR) 
Context-Based Reasoning (CxBR) was introduced by Gonzalez [7], [8] as a concise but rich 
representation paradigm that could be used to model the intelligent behavior of opponents in 
simulations. The paradigm derives its name from the idea that the actions taken by an entity 
are highly dependent on the entity’s current situation (context). Context-Based Reasoning is 
based on the following hypotheses:  
1. Small, but important portions of all available environmental inputs are used to 
recognize and treat the key features of a situation 
2. There are a limited number of things that can realistically take place in any situation 
3. The presence of a new situation will generally require alteration of the present course 
of action to some degree 
 
 
Figure 2: Situations for a sentient vehicle 
Taking the example of the CORTEX Air Traffic Control application scenario, we can see that 
the above hypotheses hold true.  Consider an aircraft sharing airspace with other aircraft.  As 
the aircraft flies, it is accepting sensory input from a wide range of sensors throughout the 
craft. Fuel-levels, wind speed, altitude, tilt, yaw and proximity detection are a small subset of 
possible sensory input. Should another aircraft enter the airspace in a position, which violates 
a separation property, this will be determined by the proximity sensors. This small subset of 
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available environmental inputs has been used to recognize the fact that another aircraft has 
violated the separation property of our craft, as in hypothesis (1). 
Continuing with our example of the aircraft, and hypothesis (2), it is unlikely that the situation 
whereby the separation property of the aircraft is violated can occur whilst the aircraft is 
stationary on the apron refueling. A more likely prospect in this situation is the embarkation 
of passengers. 
The presence of the new situation, violation of the separation property of our aircraft, will 
require some alteration of the present course of action as hypothesized in (3). In this case, it 
may include altering the present action (cruising) to climbing, diving or turning. 
Following the hypotheses above, it can be seen that by associating specific situations and the 
actions to take in these situations, with contexts, the identification of a situation is simplified 
(since only a subset of situations are possible within a given situation). The association of 
courses of action with specific situations leads to the influence of behavior by context. 
3.3.2.4.1 Example of Context Based Reasoning 
We may apply Context-Based Reasoning to the CORTEX application scenario of co-
operating cars where the car control system is always aware of its geographical and traffic 
context [9]. In this application scenario, we can define a number of situations in which the car 
may find itself in during the accomplishment of its goals. A possible subset of these situations 
is illustrated in Figure 2.  
In this example, there are 4 levels of situation or ‘contexts’ in which the car may be at a point 
in time. The Mission Context is the overall objective of the scenario. In our example, the 
mission of the car is to get to work. This context will be active throughout the scenario. 
A Major Context is an operation that needs to be undertaken in order to complete the mission. 
In our example, the car needs to travel down a two-lane highway in order to accomplish the 
mission of getting to work. Another Major Context in our example may be negotiating a 4-
way stop. Only one Major Context may be active at any point in time. 
A Sub-Context is a certain behavior that is associated with a Major Context. Each Sub-
Context may be associated with more than one Major Context. So the car in our example may 
be in the cruising Sub-Context while on a two-lane highway or on a single-lane road. 
Finally, a Sub-sub-context is a low level action, which is carried out as part of a Sub-Context. 
In our example, passing consists of accelerating to pass a slower car, then decelerating back to 
the speed limit, once the slower car has been passed. 
3.4 Issues in Context-Aware Computing 
There are a number of issues that need to be addressed in context aware computing including 
inaccuracies in sensed data, how context information is modeled and privacy and security 
concerns. 
3.4.1 Sensor Failure Modes 
Sensor data always has a degree of uncertainty associated with it, due to noise or sensor 
inaccuracies, and any system utilizing such data, must take into account the precision of the 
sensor data. Data fusion, the combination of data from a variety of sensor sources can be used 
to reduce the uncertainty of a single data source and is often used in navigation systems. 
Another technique used to reduce the inaccuracies inherent in sensor data, is that of digital 
filtering techniques such as Kalman filtering. Used in combination with data fusion, such 
techniques may be used to provide sensor data with a certain level of certainty. 
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 3.4.2 Representation and Modeling of Contextual Information 
There is no existing standard for the representation of contextual information, but XML 
provides an expressive and highly flexible means to model interrelated data. It also enables 
access and reasoning about the data stored. XML seems to be a promising technology for 
context representation and modeling. 
 
<vehicle> 
   <required> 
      <direction> 227 
         <speed> 50 
            <time> 09:58 
 
<body> 
 
The XML snippet above demonstrates how the context of a vehicle may be stored. In the 
example, the vehicle is traveling due south-west (227 degrees), at 50 miles per hour at 09:58. 
A representation scheme based upon XML has the advantages of being eminently extensible, 
and able to deal with heterogeneous context data. 
3.4.3 Privacy and Security 
Since the context of an entity includes both the identity and the location of the entity, 
contextual information has the potential to be highly sensitive, especially if the information 
pertains to a person. As a result, privacy and security requirements of contextual information 
need to be addressed. Security requirements can clearly be seen in the Air Traffic Control 
application scenario of CORTEX where the location and identity of aircraft is likely to be 
sensitive information. 
Standard data privacy and security measures will need to be incorporated into CORTEX, with 
no exceptional requirements identified at this point. 
3.4.4 Problems Inherent in the Use of Distributed Context-
Awareness for Interaction 
In their essay on distributed context-aware systems, Benerecetti et al. [10] argue that in a 
distributed system, an entity must not only be aware of its own context, but must take into 
account the fact that other entities operate in different contexts, and this has important 
consequences in the interaction of such entities. They argue that an objective notion of context 
relies on the assumptions that  
1. The entity exists in an objectively definable environment 
2. There is a single list of relevant features that an entity needs to sense from the 
environment 
3. Each feature may be assigned an unambiguous value 
In a distributed system such as that envisaged under CORTEX, these assumptions are not 
necessarily true. The first assumption does not account for the fact that different sentient 
objects may represent different features of the same physical environment.  Even if the 
sentient objects share the same physical environment, if their representation of that 
environment differs, they may not be considered to share the same environment. 
The second assumption does not hold since there is no list of contextual features that are 
relevant for every sentient object in a sentient system. 
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The third assumption fails because of the fact that different sentient objects may interpret the 
same environmental feature in different ways, or at different levels of granularity (for 
example one sentient object may interpret its location as ‘Trinity College Dublin’, whilst 
another may interpret it as ‘O’Reilly Institute, Trinity College Dublin’). 
When dealing with context awareness in a distributed system such as CORTEX, it is essential 
that we bear in mind that in addition to a sentient object being aware of its own context, it 
needs to be aware of the fact that other sentient objects exist in other contexts (or have 
different representations of the same context). This fact will have implications on interactions 
between sentient objects, especially those mediated by contextual awareness. 
3.5 Context-Awareness in CORTEX 
Following the definition of a sentient object in CORTEX as proposed by [11], and examining 
how contextual information might be used to control a sentient object, we propose the model 
illustrated in Figure 3. The model consists of three components, or functions within the 
sentient object.  
 
 
Figure 3: Sentient object internals 
3.5.1 Context Awareness in Sentient Objects 
In order for context awareness to be used in CORTEX, the use of context awareness has to be 
specified at the level of individual sentient objects. The three components to facilitate the use 
of contextual information in a sentient object are a capturing function, a representation 
function and an inference function. 
3.5.1.1 Capturing Function 
The capturing function deals with event data entering the sentient object from sensors and 
from other sentient objects and performs a function similar to that of a Context Widget by 
masking the complexities of raw sensory information. All sensory information has accuracy 
and probability associated with it and this is taken into account right at the beginning, when 
the sensory data is captured. It is at this point where techniques such as Kalman filtering may 
be applied to reduce errors inherent in the sensor data, and to assign a level of confidence to 
the accuracy of the data. 
3.5.1.2 Current and Past Context Representation 
The task of representing contextual information is dealt with in this component. Each sentient 
object will have different requirements as to what contextual information is important to it, 
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 and how this information is represented. Contextual history is stored, since often behavior 
may be inferred, in the absence of current context information, based upon past context 
information. Contextual future is also extrapolated from the present and is stored to assist in 
reinforcement of learning behavior in the inference engine. The inference engine may also 
create or adapt rules based upon past context information. 
3.5.1.3 Inference Engine 
The Inference Engine component will likely contain a form of rules-based engine, which 
dictates how the sentient object acts in a specific context. It is expected that this will be based 
upon context-based reasoning, where predefined situations are associated with specific 
actions. 
This is similar to the approach of [12], where actions are assigned to perceived contexts, and 
may be specified on the actions of entering, leaving and remaining in particular contexts. 
 
 
Figure 4: A layered architecture 
Figure 4 illustrates the layered architecture of the proposed approach to context aware 
sentient objects. It is important to note that the sensors and actuators may accept and 
produce both real world events and software events. 
3.5.2 Infrastructural Awareness as a Factor in Context-
Awareness 
An important facet of contextual awareness in a CORTEX scenario is awareness of the 
infrastructure. Infrastructural awareness in CORTEX is primarily concerned with the quality-
of-service as provided by the infrastructure. In the WAN of CAN’s architecture proposed by 
CORTEX, the heterogeneity of the underlying networks coupled with the mobility of sentient 
objects means that the infrastructure available to a sentient object will be dynamic. CORTEX 
recognizes this and strives for a highly adaptive behavior accounting for dynamically varying 
network parameters. Adaptive behavior in this sense includes an adaptable model of 
synchrony, where levels of synchrony may be specified on a per group basis. Such adaptive 
behavior in CORTEX makes awareness of the underlying quality-of-service essential. 
It is this infrastructural awareness as a major factor in context-awareness in CORTEX that 
sets CORTEX apart from existing context-aware applications. 
3.5.3 Context-Awareness in the Interaction Model 
In CORTEX, interaction between large numbers of sentient objects is proposed. Centralized 
co-ordination amongst sentient objects in networks of such scale is not a viable option due to 
considerations such as the presence of a single point of failure and the inability of the 
centralized model to scale well. A model of co-ordination based upon local knowledge and 
decision-making is more appropriate to such large networks of sentient objects. 
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Following a localized co-ordination model for sentient objects in CORTEX, it is proposed 
that the further apart entities are from each other, the less interest they have in interacting with 
each other. Thus interaction becomes a function of proximity. 
This concept of localized interaction forms the basis of a type of interaction and coordination 
known as stigmergy where interaction between entities does not require explicit 
communication between them, and is mediated by the environment. Stigmergy allows insect 
colonies to achieve highly coordinated behavior through communication via the environment 
and has successfully been applied to a number of robotic and routing applications. Stigmergic 
coordination, since the environment mediates it, has awareness of the environment or context 
awareness, at its core. Stigmergic coordination is one possible mechanism for the 
coordination of sentient objects, which is currently under investigation [13]. 
3.5.4 Relation to the Programming Model 
The integration of the use of contextual awareness into the CORTEX Programming Model 
poses some real challenges. Since the Programming Model is not yet fully defined, the ideas 
offered here on integrating the use of contextual awareness are bound to be refined as the 
Programming Model matures. 
Initial thoughts on how contextual-awareness may be incorporated into the Programming 
Model are cantered on three major steps in the programming of sentient objects. These steps 
are outlined below. 
1. Specification of what contextual information is of importance to the sentient object 
Each sentient object will have different requirements when it comes to what aspects of its 
context are important.  For a sentient vehicle, location is likely to be of prime importance, as 
is the relative position of other vehicles in close proximity. This step may involve the 
development of an XML Document Type Definition (DTD) to describe the entity’s 
representation of its context. Alternatively, CORTEX could provide skeleton DTD’s for a 
subset of sentient objects, with the programmer being able to customize and extend these. 
2. Specification of important situations (contexts), which the sentient object, may exist 
in 
This step is a form of expert knowledge capture in that it deals with the identification of states 
in which the sentient object may find itself, and specifies how these states are recognized, 
based upon contextual information.  Staying with the sentient vehicle example, important 
situations a vehicle may find itself in, such as cruising, changing lane, overtaking and how to 
recognize these situations, is captured at this point. 
3. Specification of the sequence of actions to be performed in each situation 
By specifying the actions to be undertaken in each situation, the behavior of the sentient 
object may be controlled by its context. This idea is similar to the scripting primitives 
described in [12] where actions are associated with contexts and are further refined to be 
associated with entering a certain context (situation), leaving a context and being in a context.  
3.5.5 Relation to the Event Service 
CORTEX defines an anonymous, generative communication paradigm in the form of an event 
based communication model. An event based communication system will facilitate the 
asynchronous notification of abstracted sensor information to interested sentient objects in a 
sentient system. Importantly, the use of event-based communication has the potential to 
handle different interaction patterns amongst sentient objects and will allow the evolution of 
sentient objects to accommodate new and diverse sources of contextual information.  
The integration of context awareness into sentient objects in CORTEX is not expected to have 
any exceptional additional requirements from the event service. Specific context events will 
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 be developed, but this will probably be a part of the overall development process of a sentient 
object. 
3.5.6 Evaluation Criteria 
We intend to evaluate the ideas offered within this paper under a set of criteria in order to 
assess their suitability for CORTEX. 
3.5.6.1 Context Based Reasoning 
The concepts behind Context Based Reasoning will be applied to CORTEX application 
scenarios in order to evaluate whether the paradigm is suited to sentient objects. The 
evaluation will take the form of identifying important situations for sentient objects within 
each application scenario, and modeling these as a hierarchy of contexts as in Context Based 
Reasoning. Actions to be undertaken in each context and rules for transition between contexts 
will also be developed and the approach will be evaluated on the basis of the efficiency, ease 
of development, and completeness of the resulting model. A major goal is to assess how 
accurately Context Based Reasoning can model the behavior of a sentient object. 
3.5.6.2 Proposed Architecture  
The proposed architecture and consisting of a capturing function, representation function and 
inference function will be evaluated to see whether the approach is viable in terms of the use 
of context awareness to direct the behavior of sentient objects.  
Importantly, the suitability of XML as a means to represent contextual information will be 
evaluated through the development of DTD’s for sentient objects identified in CORTEX 
application scenarios. The ability to represent contextual information with completeness and 
the ability to reason about this information will be evaluated through examples drawn from 
application scenarios. 
The inference function is based on Context Based Reasoning and will consist of IF-THEN 
rules. The ability of this rule based approach to direct the behavior of sentient objects based 
upon their context will once again be evaluated on the basis of examples from CORTEX 
application scenarios. 
3.6 Conclusions 
In this paper we have introduced context awareness as an important factor in the development 
of sentient objects, which interact with their environment, and are controlled in part by 
environmental factors. We defined the terms context and context aware in terms of sentient 
objects in CORTEX, and went on to propose a high level model for context aware sentient 
objects. Challenges posed by distributed context awareness were also examined. Initial ideas 
on the relation between context awareness and the CORTEX programming model were then 
offered. 
It is our position that context awareness plays an important role in the interaction of sentient 
objects through the environment as described in CORTEX. Awareness of the environment is a 
prerequisite for any such interaction. 
3.7 Future Work 
The high level model of context aware sentient objects needs to be refined and it is expected 
this will be achieved through the application of ideas proposed in this paper, to CORTEX 
application scenarios. It is hoped that by examining context awareness in each of the proposed 
application scenarios, a generic specification of context awareness in CORTEX will be 
achieved. 
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 Chapter 4:  Event-Based Communication Model 
This chapter presents two technical reports addressing the requirements of event-based 
programming models. The first report describes the programming model of event-based 
middleware designed to provide inter-object communication pattern for mobile objects in a 
wireless environment utilizing an ad-hoc network model. The second report presents a survey 
of existing event systems structured as a taxonomy of distributed event-based programming 
systems. Both reports have been accepted for publication at the International Workshop on 
Distributed Event-Based Systems [7], which is to take place in July 2002. 
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Abstract - With the widespread deployment and use of wireless data communications in the 
mobile computing domain the need for middleware that interconnects the components that 
comprise a mobile application in distributed and potentially heterogeneous environments 
arises. Middleware utilizing an event-based communication model is well suited to address 
the requirements of the mobile computing domain, as it requires a less tightly coupled 
communication relationship between application components compared to the traditional 
client/server communication model. This is particularly useful with the use of wireless 
technology, where communication relationships amongst application components are 
established very dynamically during the lifetime of the components. Recent research in the 
area of event-based middleware for the mobile computing domain focuses on infrastructure 
network models for wireless data communication. In this paper, we present STEAM, an event-
based middleware service that has been specifically designed for wireless local area networks 
utilizing the ad hoc network model. We argue that an implicit event model is best suited for 
the envisaged ad hoc environment and present our approach of exploiting a novel 
combination of three different types of event filter to address the problems related to the 
dynamic reconfiguration of the network topology as well as their impact on the scalability of 
a system and the timely delivery of events.5 
4.1.1 Introduction 
The widespread deployment and use of wireless data communications in the mobile 
computing domain is generally recognized as being the next major advance in the information 
technology industry. Both mobility and wireless networking represent key enabling 
technologies underlying the vision of ubiquitous computing [1], where interconnected 
computers will be embedded in a wide range of appliances ranging in size from door locks to 
vehicle controllers performing tasks, such as automatically opening doors and routing 
vehicles to their intended destinations, on behalf of their human users. The event-based 
communication model represents an emerging paradigm for middleware that asynchronously 
[2] interconnects the components that comprise an application in a potentially distributed and 
heterogeneous environment, and has recently become widely used in application areas such as 
large-scale internet services and mobile programming environments [3]. Event-based 
communication is well suited to address the requirements of the mobile computing domain 
[4]. It avoids centralized control and requires a less tightly coupled communication 
relationship between application components compared to the traditional client/server 
communication model. This is particularly useful with the use of wireless technology in the 
mobile computing domain, where communication relationships amongst heterogeneous 
application components are established very dynamically during the lifetime of the 
components. 
                                                     
5 The work described in this paper was partly supported by the Irish Higher Education Authority's 
Programme for Research in Third Level Institutions cycle 0 (1998-2001) and by the FET programme of 
the Commission of the EU under research contract IST-2000-26031 (CORTEX). 
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 Mobile computing environments can utilize either the infrastructure or the ad hoc network 
model for wireless data communication [5]. The infrastructure network model exploits access 
points to establish communication relationships among mobile application components and to 
coordinate their transmissions. An access point is analogous to a base station in a cellular 
communications network forming groups of mobile application components that are under its 
direct control. Access points may be connected to a fixed network, such as a company intranet 
or the Internet, and act as a portal allowing the components under its control to connect to the 
fixed network. In contrast, the ad hoc network model allows application components to 
communicate with each other without the aid of access points or a fixed network. Any 
application component can establish a direct communication relationship with any other 
application component without having to channel the transmission through an access point 
(provided there is no network partition). This allows application components to communicate 
and collaborate in a spontaneous manner in the absence of a conventional fixed network. 
Several middleware services utilizing the event-based communication model have been 
developed thus far by both industry [6] and academia [2], [7]. Most of these assume that the 
application components comprising an application are stationary and that a fixed network 
infrastructure is available to facilitate communication. They do not address the problems 
introduced by mobile application components and wireless network models, related to the 
dynamic reconfiguration of the network topology. Recently, some research has been done to 
support mobile computing in event-based middleware [4], [8]. However, this work has 
focussed on the infrastructure network model for wireless data communication assuming 
middleware components acting as event dispatchers being available. In this paper, we present 
STEAM (Scalable Timed Events And Mobility), an event-based middleware service that has 
been designed for the mobile computing domain. Specifically, it is intended for IEEE 802.11-
based wireless local area networks (WLAN) utilizing the ad hoc network model. The next 
section introduces event-based middleware and provides a preliminary description of the 
differences between the traditional distributed computing domain that relies on fixed network 
infrastructure and the mobile computing domain. Section 4.1.3 outlines the design restrictions 
that are imposed on STEAM by the ad hoc network model. In section 4.1.4, we present our 
approach to overcome these restrictions and discuss how STEAM exploits a novel 
combination of three different types of event filter to address issues that are specific to the 
mobile computing domain and the ad hoc network model and their impact on the scalability 
of a system and the timely delivery of events. Finally, section 4.1.5 concludes this paper by 
summarizing our work and outlining the issues that remain open for future work. 
4.1.2 Event-Based Middleware 
An event system is an application that uses event-based middleware to allow the components 
that comprise the application to interact through event notifications. Event notifications, or 
simply events, contain data that represent a change to the state of the sending application 
component. They are propagated from the sending application components, called the 
producers, to the receiving application components, called the consumers. Events typically 
have a name and may have a set of typed parameters whose specific values describe the 
specific change to the producer's state. In order to receive events, event consumers have to 
subscribe to the instances of events in which they are interested; they are said to register 
interest in events. Once consumers have subscribed to events, they receive all subsequent 
events until they unsubscribe (de-register). An event system using event-based middleware, 
which is also called an event service, may consists of a potentially large number of application 
components, or entities, that produce and consume events. In conventional distributed event 
systems, entities are located on a number of physical machines that are interconnected by 
means of a fixed network infrastructure through which event-based communication takes 
place. In contrast, the STEAM event service is intended for the mobile computing domain 
where entities reside on mobile computing devices utilizing wireless networks to interact. 
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4.1.3 STEAM Design Issues 
When designing event-based middleware or indeed middleware in general, the specific 
restrictions imposed by the environment for which the middleware is intended needs to be 
considered. This is particularly important when designing an event service for ad hoc 
networks, since the environment places especially strict limitations on the middleware due to 
the lack of any network infrastructure. Traditionally, event services exploit a range of services 
and protocols including lookup and naming services that are utilized by consuming entities to 
locate producing entities in order to route event subscriptions to them. Some event services, 
such as the CORBA notification service [6], use the service of intermediate middleware 
components for producing and consuming entities to communicate with each other. These 
services and intermediates must be accessible by the entities in the event system and are often 
implemented as independently running middleware components located in separate address 
spaces potentially on remote physical machines. Most significantly, utilizing such middleware 
components is not practical in an environment that is based on the ad hoc network model for a 
number of reasons. Middleware components cannot be located on separate physical machines 
as this approach assumes infrastructure that is inherently omitted in ad hoc environments. It 
can be argued that such middleware components may be co-located with the mobile entitles 
sharing the same physical machine. However, this does not overcome the most significant 
restriction of ad hoc environments, the limitation of the area that can be covered by mobile 
application components using wireless transmitters. Using a middleware component acting as 
intermediate requires all entities in a system being able to communicate with it at any given 
time. This is unlikely in an ad hoc environment as entitles may be distributed over a 
potentially large geographical area and thus are unlikely to be able to maintain a permanent 
communication link to the intermediate. In conclusion, the main restriction on the design of 
STEAM imposed by the ad hoc environment is the omission of application components that 
provide system-wide services. 
4.1.4 The STEAM Event Service 
In this section, we present our approach to overcome the restrictions imposed on event-based 
middleware by the mobile computing domain due to mobile application components, the 
wireless ad hoc network model, and the resulting limitations identified in the previous section. 
STEAM exploits a novel approach of combining three different types of event filter to address 
the dynamic aspect of the network topology. Our approach to event filtering supports the 
predictable behaviour of the event service, which is essential for the scalability of a system 
and the timely delivery of events. 
STEAM has been designed for mobile environments, specifically with the traffic management 
application domain in mind. In this domain, we envisage application scenarios that include a 
large number of entities representing real world objects using wireless technology and the ad 
hoc network model. Many of these entities may represent mobile objects including cars and 
ambulances; other entities may represent object with a fixed location, such as traffic signals 
and lights. All entities interact using event-based communication in order to exchange 
information on the current traffic situation. For example, a traffic signal may propagate a 
change to the speed limit due to road conditions to approaching cars. Another example may 
involve an ambulance disseminating its location to the cars in its vicinity for them to yield the 
right of way. Our work is motivated by the hypothesis that in this type of application scenario 
entities are most likely to interact once they are in close proximity. Reflected on event-based 
middleware, this means that the closer consumers are located to a producer the more likely 
they are to be interested in the events propagated by that producer. Significantly, this implies 
that events are valid within a certain geographical area surrounding a producer. An example 
scenario demonstrating such behaviour would be a traffic light disseminating its status and 
cars being interested in receiving these events only if they are located within a certain range 
of the light. Our approach to propagating events within a certain area surrounding producers 
limits forwarding of event messages, and therefore reduces the usage of communication and 
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 computation resources, which are typically scarce in mobile environments. Furthermore, we 
expect the limitation of event forwarding to reduce the susceptibility of an event system to 
radio frequency interference. Subsequently, the behaviour of communication connections 
between entities becomes more predictable, allowing the system to support reliable event 
delivery. 
4.1.4.1 The Event Model 
We have identified three distinct event models that may be implemented by an event service, 
namely peer to peer, mediator, and implicit [9]. Both peer to peer and mediator-based event 
models rely on system-wide services for entities to locate intermediate components or indeed 
each other. As argued in section 4.1.3, such approaches are not suitable for environments 
based on the ad hoc network model. Thus, the STEAM event service implements an implicit 
event model that allows consuming entities to subscribe to particular event types rather than at 
another entity or a mediator, without having to rely on system-wide services to locate entities 
or mediators, or on intermediate middleware components through which entities interact. 
4.1.4.2 Proximity Group Communication 
Group communication [10] has been recognized as a natural means to support event-based 
communication models [11]. Communication groups provide a one to many communication 
pattern that can be used by producers to propagate events to a group of subscribed consumers. 
Although there are other approaches to support message-oriented communication models, 
including distributed transactions, remote method invocation, and higher-level approaches 
such as workflow systems, group communication has been identified as the most suitable 
approach [11]. STEAM exploits a proximity-based group communication service [12] as the 
underlying means for entities to interact. Proximity groups have been identified as a useful 
communication paradigm for mobile applications utilizing wireless networks [12], based on 
the location of the application components. It allows mobile application components to 
discover each other once they are within the same geographical area using beacons. 
Significantly, this notion of proximity groups involves both geographical and functional 
aspects, i.e., the geographical area and the name of the group, to apply for group membership. 
An application component must firstly be located in the geographical area corresponding to 
the group and secondly be interested in the group in order to join. In contrast, classical group 
communication defines groups solely by their functional aspect. STEAM defines both the 
functional and the geographical aspect that specifies a proximity group. The functional aspect 
represents the common interest of producers and consumers based on the type of information 
that is propagated among them. The geographical aspect outlines the scope within which the 
information is valid, i.e., the limits within which it is propagated. Furthermore, STEAM 
exploits the message delivery semantics associated with proximity groups to provide end-to-
end guarantees when delivering events. 
4.1.4.3 Event Filtering 
An event system may consist of a potentially large number of producers, all of which produce 
events that may contain different information. Therefore, the number of events propagated in 
an event-based system may be quite large. However, a particular consumer may only be 
interested in a subset of the events propagated in the system. Event filters provide a means to 
control the propagation of events. Ideally, filters enable a particular consumer to subscribe to 
the exact set of events that it is interested in receiving. Before events are propagated, they are 
matched against the filters and are only delivered to consumers that are interested in them, 
i.e., for which the matching produced a positive result. STEAM supports three different types 
of event filter, which are subject, proximity and content filter. The combination of these three 
types of event filter is specific to the mobile computing domain for which STEAM is 
designed. 
Events propagated by STEAM consist of a name and a set of typed parameters. The name 
represents the type of an event classifying its structure and the parameters contain the values 
that describe a particular instance of an event. A common vocabulary is used by producers 
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and consumers in order to agree on the name of a specific event type. A subject filter 
describes the particular type of the events in which a consumer is interested and hence is 
matched against event types. It is mapped onto a proximity group and corresponds to the 
proximity group's functional aspect. A proximity filter corresponds to the geographical aspect 
of a proximity group describing the geographical area within which events of a specific type 
are valid. Thus, a proximity filter specifies the scope within which events are disseminated. In 
principal, either a consuming or a producing entity may specify a proximity filter. However, 
we believe that in many application scenarios it is the producer that would specify the 
geographical area within which the generated events are valid. For example, a traffic light 
propagating events containing the status of its light to approaching cars defines its proximity 
filter based on the location of the next traffic light and on the local speed limit. STEAM 
allows producing entities to define their proximity filters, which are deployed when event 
types are announced. In summary, subject and proximity filters allow a consumer to express 
interest in a set of events based on their type and the geographical area in which they are 
propagated. Content filters contain a filter expression that can be matched against the values 
of the parameters of an event. They are specified using filter expressions that may contain 
equality, magnitude and range operators as well as ordering relations to describe the 
constraints of a consumer, similar to the semantics of content filter expressions described in 
[13]. Subject and proximity filters are applied on the producer side. Events are only 
propagated to a consumer if both filters match. In contrast, content filters are located at the 
consumer side and will be evaluated when an instance of an event is received to determine 
whether or not to deliver it to the application. This approach does not require consumers to 
pass content filters to producers when subscribing. Most significantly, they need not be 
forwarded to producers when a consumer changes its location from one geographical area to 
another. This results in a simple approach to maintaining the subscriptions and content filters 
in a system that accounts for the dynamic reconfiguration requirement of the system that 
arises due to the mobility of the entities. 
 
s4s3s2s1 
Traffic Light px
 
Figure 1.Traffic Light Application Scenario. 
The traffic management application domain where (potentially driverless) vehicles are 
moving through a city interacting with each other and the environment offers a range of 
example application scenarios demonstrating the exploitation of subject, proximity, and 
content filters. Figure 1 depicts a traffic light application scenario in which a car is driving 
along a road acting as a consumer of events, thereby passing through the proximity px of a 
traffic light acting as event producer. The generated events are of type "traffic light" and their 
parameters contain the status of the light and its location. The car is shown at stages s1 to s4 
of its journey and is assumed to have an associated subject, proximity, and content filter. The 
subject filter expresses interest in events of type "traffic light", the proximity filter defines px, 
and the content filter compares the car's previous and current position with the location of the 
traffic light stating that "events of the traffic light towards which I am driving" should be 
delivered. The results of matching events against each of these filters at the different stages of 
the car's journey and their effect on propagation and delivery of events are summarized in 
Figure 2. At stage s1 of its journey, the car subscribes to the traffic light events deploying the 
corresponding filters. All subsequent events produced by the traffic light will be matched 
against the car's filters and will be delivered to it if all three filters produce a positive match. 
Figure 2 shows that at stage s1 (after the car has subscribed) traffic light events are neither 
propagated nor delivered to the car as it is located outside the traffic light's proximity causing 
the proximity filter to produce a negative match. Traffic light events are propagated to the car 
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 at journey stages s2 and s3 where both the subject and the proximity filter match as the car 
has subscribed and is located within the traffic light's proximity. However, they are only 
delivered to the car's application at s2 as this is the only stage where the content filter matches 
as well. The content filter does not match at stage s3 since the car has passed the light's 
location. No events are propagated at stage s4 because the car has left the proximity of the 
traffic light. When continuing its journey, the car is likely to enter the proximity of another 
traffic light, whose events it will receive if the content filter matches without explicitly issuing 
another subscription. 
 
Filter Events 
Stage 
Subject Proximity Content Propagated Delivered 
s1 match no match  no no 
s2 match match match yes yes 
s3 match match no match yes no 
s4 match no match  no no 
 
Figure 2. Matching of Events Against Filters. 
Scalability has been identified as one of the key distributed computing problems that remains 
open in message-oriented middleware [11]. Applications exploiting event-based middleware 
may be large, they may consist of a very large number of entities and subscriptions. The 
ability of such as system to easily cope with the addition of entities and subscriptions is 
essential. This is particularly crucial in event systems that are based on the ad hoc network 
model as their scale typically changes dynamically over time. For example, a traffic 
management application dealing with the entities representing the cars driving through a city 
must be able to handle the cars involved regardless of their number, which may range from 
relatively small during the night to very large during rush hours. STEAM addresses scalability 
in two ways. It enhances the ability of a system to grow by limiting the propagation of events 
in space hence reducing the need for events to be forwarded and by utilizing a combination of 
filters that allow events being matched efficiently. STEAM allows an application to outline 
the scope in space (the proximity) within which some information (the event type) is valid. As 
events only need to be forwarded within the limits of their respective proximity, adding an 
entity affects only the area in which the entity is located. A joining entity causes other entities 
in the same proximity to reconfigure, i.e., routing and subscription information need to be 
updated. However, it does not require entities outside the proximity to adjust. Using a 
combination of subject and content filters within the scope defined by a proximity filter 
enables a system to combine the advantages of both. Subject filters support the deployment of 
an optimal matching algorithm. A simple table lookup on the producer side based on the 
subject results in a constant time algorithm. Content filters support the deployment of filter 
expressions that can be matched against different parameters of an event. Applying content 
filters on the consumer side instead of the common approach of deploying them on the 
producer side results in the distribution of the matching load from a single producer to a 
number of consumers. Therefore, each consumer has to deal with a small number of content 
filters, e.g., potentially one per subject, compared to a producer having to match the 
potentially arbitrary large number of content filters of every subscribed consumer. This 
approach causes additional overhead due to the propagation of unwanted events to consumers, 
which are then discarded by the content filter. However, the additional overhead is minimal as 
the underlying proximity group communication mechanism uses an approach that is based on 
flooding the area of the proximity with messages at the network layer in order to provide 
reliable message delivery semantics. 
STEAM allows applications to define delivery deadlines and to assign them to specific 
events. A dispatcher then exploits these deadlines to determine the time to deliver the 
corresponding events to the subscribed consumers. For the dispatcher to enforce the timely 
delivery of events the event service is required to behave in a predictable manner; it must 
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support properties that enable predictions on behaviour and duration of event propagation and 
delivery. The predictable behaviour of STEAM needs to be enforced by the algorithm that 
matches events against potential filters, by the mechanism that propagates events on behalf of 
a producer to the subscribed consumers, and by the scheduler that delivers events to the 
application. Different scheduling algorithms for delivering events to the application in a 
deterministic manner have been proposed in [14] and predictable propagation of event 
messages are addressed in the underlying mechanism for proximity-based group 
communication [12]. Matching events against a potentially large number of subscriptions, i.e., 
filters, in a predictable manner is non trivial. Producers exploiting state of the art content-
based filters are expected to maintain a very large number of subscriptions and thus need to 
compare the large number of corresponding filter expressions to the values of an event's 
parameters. Hence, it will be difficult to implement a matching algorithm that executes in a 
predictable manner due to the arbitrary number of filters and the arbitrary number of event 
parameters. In contrast, producers using STEAM's subject-based approach exploit a simple 
table lookup algorithm to retrieve the list of matching subscriptions, which results in a 
constant retrieving time. Moreover, the number of the deployed subject filters is expected to 
be substantially smaller than the number of content filters in a traditional approach as a single 
filter per subject is required. Our approach of exploiting content filters on the consumer-side 
faces similar issues as the traditional, producer-side approach. However, we expect our 
approach to include a substantially smaller number of filters, as we only need to consider the 
filters that are specific to a single consumer. A sub-linear algorithm suffices to retrieve the 
filters that correspond to a specific subject using a simple table lookup. Another algorithm is 
then used to match an event against the set of retrieved filters. We argue that the number of 
filters at this stage will be very small; there may potentially be a single filter per subject. 
Computing the match for a single filter is efficient; we propose imposing an upper bound on 
the computation time for the content filter for each specific subject that can be used to predict 
the time for matching events of that subject on both the producer and the consumer side. 
 
cfX Æ C1 
cfY Æ C2 
cfZ Æ C2, C3 
C2 
C3 
C1 
P 
C2 
C3 
C1 
e1 
e2 
e3 
e1 
e2 
sfA Æ C1, C2 
sfB Æ C2, C3 
P 
sB Æ cfZ 
sA Æ cfY 
sB Æ cfZ 
sA Æ cfX 
a) Traditional Content Filter b) Steam Filters  
Figure 3. Content vs. STEAM Filters. 
Figure 3 compares traditional, content-based filters shown in part a) with STEAM filters 
outlined in part b). In Figure 3a), a producer P matches an event e against each of its content 
filter cf to determine the list of consumers $C$ to which to propagate e. For example, e1 
matches cfX and is therefore propagated and delivered to C1. Likewise, e2 matches cfY and is 
delivered to C2. e3 matches cfZ, a filter that has been deployed by both C2 and C3, and is 
delivered to both C2 and C3. In contrast, P in Figure 3b) holds a lookup table containing its 
subject filters sf, each of which relates to one of the types of event that may be produced. For 
example, e1 of subject A is being propagated to the consumers C1 and C2 and e2 of subject B 
is being propagated to the consumers C2 and C3. Once a consumer receives an event, it uses 
the event's subject as the key for accessing its lookup table to retrieve the relevant content 
filter cf. e is only delivered to the application if it matches cf. e1 of subject A is only delivered 
to C1's application if it matches cfX and to C2's application if it matches cfY. In summary, we 
argue that our approach of deploying subject and content filters on the producer and the 
consumer side respectively, allows a system to take advantage of the efficiency of subject 
filters and the expressiveness of content filters while supporting predicable algorithms for 
matching events and filters. Moreover, the computational load of matching events against 
filters is distributed between a producer and the subscribed consumers.  
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 4.1.5 Conclusion and Future Work 
We have outlined our work on STEAM, an event-based middleware service that has been 
designed for the mobile computing domain utilizing wireless local area networks and the ad 
hoc network model. We have outlined and discussed our design regarding the chosen event 
model and the underlying group communication mechanism and concluded that STEAM must 
omit application components providing system-wide services. We argue that in the envisaged 
traffic management application domain entities are more likely to interact once they are in 
close proximity and propose a novel approach of event filtering by combining three different 
types of event filter. This approach is well suited for systems that consist of a potentially large 
number of dynamically joining and leaving entities whose scale may change over time. 
Although we have addressed some of the fundamental issues arising when applying event-
based middleware to the mobile computing domain, certain issues remain open for future 
work. Failed and temporary unavailable entities and connections are the norm rather that the 
exception in wireless networks compared to wired environments. A mechanism needs to be 
provided that anticipates entities and connections that may fail and subsequently handles 
partitioned proximities. 
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Abstract - This paper presents a survey of existing event systems structured as a taxonomy of 
distributed event-based programming systems. Our taxonomy identifies a set of fundamental 
properties of event-based programming systems and categorizes them according to the event 
model and event service criteria. The event service is further classified according to its 
organization and interaction model, as well as other functional and non-functional features.6 
4.2.1 Introduction 
Event-based middleware is currently being applied for application component integration in 
many application domains including finance, telecommunications, smart environments, 
multimedia, avionics, health care, and entertainment and event services are omnipresent in 
applications ranging from small-scale, centralized to large-scale, highly distributed systems. 
As event-based middleware is exploited in a number of applications in a range of domains, a 
variety of event services have been proposed to address different application requirements. 
This paper presents a survey of existing event systems structured as a taxonomy of distributed 
event-based programming systems. Our taxonomy identifies a set of fundamental properties 
of distributed event-based programming systems, or simply event systems, and categorizes 
them according to the event model and event service criteria. The latter is further classified 
according to its organization, interaction model, and its functional and non-functional 
features. These properties are then arranged in a hierarchical manner starting from the root 
dimension of the taxonomy, which defines the relationship between event system, event 
service and event model. Every event system, which we define as an application that uses an 
event service to carry out event-based communication, has both an event service and an event 
model. We define an event service as the middleware that implements an event model, hence 
providing event-based communication to an event system. An event model consists of a set of 
rules describing a communication model that is based on events. The following sections 
introduce the event model and the event service dimension of our taxonomy. Figures are 
presented to outline the relationship among the fundamental properties of event systems and 
to define the terminology to identify them. Existing event systems are applied to the 
taxonomy to further outline the identified properties. However, we omit an in dept discussion 
of our taxonomy and of the given examples due to space limits. A more detailed description 
and discussion can be found in [1]. 
4.2.2 Event Model Dimension 
The event model defines the application view of an event service. It defines the manner in 
which an event service is made visible to the application programmer and specifies the 
components of an event service to which the application programmer is explicitly exposed. 
Specifically, it classifies the means by which the consuming entities of an application 
                                                     
6 The work described in this paper was partly supported by the Irish Higher Education Authority's 
Programme for Research in Third Level Institutions cycle 0 (1998-2001) and by the FET programme of 
the Commission of the EU under research contract IST-2000-26031 (CORTEX). 
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subscribe to the events in which they are interested and the means by which an application 
raises and delivers events. 
We have identified three distinct categories of event model, which are peer to peer, mediator, 
and implicit. A peer to peer event model allows consuming entities to subscribe at specific 
named producing entities directly and producing entities to deliver events to specific named 
subscribed entities directly. For example, the Java distributed event model is based on a peer 
to peer event model. Event models utilizing a mediator allow consuming entities to subscribe 
at a designated mediator and producing entities to deliver events to the mediator, which then 
forwards them to the subscribed consumers. The CORBA event model uses a mediator, called 
event channel, through which events are propagated. An implicit event model lets consuming 
entities subscribe to particular event types rather than at another entity or a mediator. 
Producing entities generate events of some type, which are then delivered to the subscribed 
consumers. The Cambridge event architecture [2] is based on an implicit event model. 
4.2.3 Event Service Dimension 
The event service dimension deals with the classification of the properties of an event service, 
which we divide into three distinct categories. The organization sub tree focuses on the 
distribution of the entities and the middleware of an event system and on the fashion in which 
the components that comprise an event service cooperate. The interaction model defines the 
communication path over which producing and consuming entities communicate with each 
other. It defines the number of intermediate middleware components involved and the manner 
in which intermediates cooperate to route events from producers to consumers. The feature 
sub hierarchy addresses the other functional and non-functional features proposed by an event 
service. 
The organization sub tree classifies an event service as either centralized or distributed 
according to the location of the event system's entities. The entities are centralized if they only 
reside in the same address space on the same physical machine. In contrast, if the entities of 
an event system are distributed they may be located in different address spaces possibly on 
different physical machines. Figure 1 outlines that these two sub categories are further divided 
exploring the location of the event service middleware. A distributed organization with 
collocated middleware has been adopted by mSECO [3], which is exclusively located in the 
same address spaces as the entities. SIENA [4] proposes a set of middleware topologies of 
which all but the centralized topology use middleware that is distributed over a set of 
cooperating machines, thus utilizing a distributed organization with separated middleware. 
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Figure 1. Event Service Organization. 
The interaction sub tree classifies an event service according to the interaction model used by 
the event system. Compared to the organization model, which focuses on the distribution of 
the entities and the middleware of an event system describing the static view of an event 
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 service, the interaction model describes the information flow in an event system. Hence, it 
describes the dynamic aspect of an event service. As Figure 2 depicts, we divide the 
interaction model into two main categories, namely intermediate and no intermediate, 
exploring whether and how many intermediate middleware components an event passes 
through. Both categories can be divided further. For example, JEDI [5] proposes a 
hierarchical structure of cooperative distributed intermediates, called dispatching servers, 
which are interconnected in a tree topology through which events are routed. In contrast, 
uSECO [3] does not utilize intermediates but uses a name service to resolve the addresses of 
the entities to which events are routed. 
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Figure2. Event Service Interaction Model. 
The feature sub hierarchy includes functional features such as event propagation model, event 
type and filter, mobility and composite events, as well as non-functional features such as QoS, 
ordering, and fault tolerance. 
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Chapter 5:  Quality of Service Specification 
This chapter presents two position papers addressing the quality of service specification in the 
CORTEX programming model. Section 5.1 presents a paper outlining how QoS properties 
may be specified in the CORTEX programming model and section 5.2 introduces a paper on 
fundamental issues of dependable and timely computing with a TCB. 
5.1 Quality of Service in the CORTEX Programming Model 
CORTEX aims to explore the fundamental theoretical and engineering issues necessary to 
support the use of sentient objects to construct large-scale proactive applications. The 
programming model supports the development of applications constructed from mobile 
sentient objects. The model needs to take into account the provision of incremental real-time 
and reliability guarantees. To achieve this, the development of a means to express quality of 
service (QoS) properties in the programming model, where QoS is a metric of predictability in 
terms of timeliness and reliability is required. Additionally a global model for QoS assurance 
across heterogeneous physical networks is essential. This section will outline how QoS 
properties may be specified in the programming model. 
5.1.1 Introduction 
CORTEX applications will be composed of collections of sentient objects. Sentient objects 
must be able to discover and interact with each other and with the physical world in ways that 
demand predictable and sometimes guaranteed QoS, encompassing timeliness and reliability 
guarantees. Achieving predictability is made difficult by the characteristics of the changing 
environment in which these objects operate, including unstable and mobile object population, 
unpredictable network load, varying connectivity, and the presence of failed system 
components. Thus, the construction of applications from sentient objects must take into 
account the fundamental trade-off between the existence of a dynamic environment and the 
need for predictable operation. 
In the CORTEX domain, the programming model supports the development of applications 
constructed from mobile sentient objects.  The model needs to take into account the provision 
of incremental real-time and reliability guarantees. How will the programming model support 
these requirements in a heterogeneous environment of varying performance capabilities? The 
programming model must enable the application developer to specify high-level application 
level QoS parameters and to assure QoS guarantees irrespective of the heterogeneity of the 
networks. How will the programming model fulfill these requirements whilst retaining a 
complete abstraction from the low-level system properties? To answer these questions, an 
open, scalable, system architecture, that reflects the heterogeneity and performance of the 
networks used to support the programming model, must be defined. The programming model 
must be presented with an abstraction of the architecture and temporal properties of the 
internetwork, sufficiently robust to satisfy the QoS requirements stated. The rest of this paper 
will investigate the abstraction interface and QoS assurances available to the programming 
model. 
5.1.2 QoS Interfaces for the Programming Model 
5.1.2.1 Abstract Network Model 
The CORTEX programming model must facilitate the non-functional requirement of enabling 
timeliness and reliability properties related to the delivery of event notification. The 
mechanism provided for QoS specification is based on the use of application-level QoS 
parameters that can be mapped onto system-level QoS parameters characterizing the service 
levels that can be supported by the underlying physical infrastructure at a given point in time. 
This mechanism enables application developers to specify QoS requirements in terms that are 
 51 
 meaningful for particular application areas, while also supporting the degree of abstraction 
necessary to accommodate variations in the QoS that can be supported by the underlying 
environment. 
To enable QoS specification, the CORTEX programming model will make the heterogeneity 
of the underlying physical system visible, at a high level of abstraction. To facilitate this, a 
complete abstract network model of all physical networks comprising the internetwork will be 
available to the programming model. Thus the environment may be modeled as an abstract 
network at the programming model level, enabling the application developer to specify 
application level QoS constraints. How are these application QoS requirements reflected at 
the system level, where the underlying heterogeneity of the environment is exposed?  
The CORTEX programming model relies on an anonymous event-based communication 
model for the propagation and delivery of events. The event model will provide mechanisms 
to constrain event notification by providing incremental real-time and reliability guarantees. 
This will encompass developing a suitable representation for expressing QoS properties, 
which will be presented to the application developer. 
In CORTEX, complete mappings from the application levels’, abstract network model, to the 
corresponding physical internetwork’s, timeliness and reliability properties will be available. 
Thus, an application developer specifies QoS requirements at the application context, which 
are mapped to specific network QoS properties at the system level.  
5.1.2.2 Zones  
The basis for the proposed CORTEX architecture is to model the underlying communication 
infrastructure hierarchically, structured as a WAN-of-CANs. If we take a typical requirement 
from the ATTS scenario of [2].  Vehicles communicate to provide a look-ahead warning 
service for vehicles coming from behind. If a vehicle detects an obstacle it sends an alert, 
which the receiving participants can exploit to set new cruising parameters, and further 
disseminate the message. Problems associated with this scenario are discussed in [1], and 
relate to the problems of co-operation and communication between vehicles. Additional 
specific problems relating to the hierarchy of communication networks present inside a 
vehicle, to interpret and act on the event notification must also be considered. 
The network topology is viewed as an internetwork whose subnetworks are typically CANs, 
which are interconnected by means of LANs and WANs. The QoS available for the 
internetwork varies per network. For example, a CAN has strong timing guarantees, with 
LANs and WANs providing weaker timing guarantees. Individual networks can be viewed as 
guaranteeing a given QoS degree, and can be viewed as QoS containers.  
CORTEX supports the construction of advanced proactive applications, comprising mobile 
sentient objects with autonomous behavior resulting from interactions with other objects and 
with the physical environment. Dependability when confronted with unpredictable interaction 
patterns, must be available, and is achieved through QoS parameter specification, as derived 
in the application domain. Co-operating communities of sentient objects can thereby interact 
to achieve zones of QoS coverage where predictable behavior is ensured and graceful 
degradation and failure modes are possible.  
As stated previously, the heterogeneity of the underlying physical system must be made 
visible to the application developer at an abstract level. To take advantage of the varying 
timing guarantees, dependent upon the specific network in use, the QoS containers will be 
visible as a hierarchy of zones, capable of delivering specified levels of QoS. With respect to 
the vehicle example above, there are three different zones: the vehicle (internal zone), the 
immediate proximity of the vehicle (the external zone) and remote proximity (distant zones). 
Each of these zones is an island of control, with specific QoS guarantees. In general terms, 
each of these zones must co-operate via gateways in a timely and reliable manner. 
A zone identifies a natural border for the propagation of broadcast messages at specific 
quality attributes, like certain reliability of message transfer or guaranteed bounds on 
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transmission time. The notion of a group is orthogonal to a zone. Groups are logical entities, 
with a common interest; some examples are proximity or subject. Thus, groups may be 
completely contained within the one zone or group members may reside in different zones. 
The latter case is of particular interest and will be investigated further. 
An important issue for group co-operation is to know what QoS can be sustained by the zones 
in which group members reside. A CAN represents a zone with a high level of predictability, 
in comparison to a wireless network zone, where QoS guarantees are necessarily much 
weaker.  
In a mobile environment, migration from one zone to another is likely to happen. Group 
members may be widely spread over many zones, subsequently having differing QoS levels. 
If group members reside in different zones, communication within the group will adapt to the 
weakest zone guarantees. It is essential to provide highly adaptive behavior accounting for 
dynamically varying network parameters. In addition, there must be timeliness predictability, 
even if the system is degrading, it should be done in a predictable manner. The coverage of 
timeliness assumptions should remain stable throughout the applications lifetime. At the 
system architecture level, gateways aimed at hiding the differences implicit in the various 
physical networks (like addressing structures) and the quality attributes available to each, will 
be developed.  
Gateways provide a representation of a certain environment to the outside world, essentially 
to the programming model. At a logical level, the programming model will use the 
environment abstraction that defines zones of similar QoS guarantees with gateways lying in 
the border of these zones, to specify and observe QoS guarantees. Thus, at the programming 
model level the heterogeneous networks may be viewed as a hierarchy of zones, capable of 
delivering specified levels of QoS. An application developer may specify application level 
QoS guarantees for the zones presented, which will be mapped to system level timeliness and 
reliability properties. 
5.1.3 Summary 
In the CORTEX domain, the programming model supports the development of applications 
constructed from mobile sentient objects.  The model needs to take into account the provision 
of incremental real-time and reliability guarantees. The application developer must remain 
oblivious of the heterogeneity of the physical networks involved. This implies that the 
programming model must be presented with an abstraction of this architecture, sufficiently 
robust to satisfy the QoS requirements stated. 
The mechanism provided for QoS specification is based on the use of application-level QoS 
parameters that can be mapped onto system-level QoS parameters characterizing the service 
levels that can be supported by the underlying physical infrastructure at a given point in time. 
There is a natural QoS hierarchy in CORTEX, which has varying QoS guarantees dependent 
upon the current network, and contained within that network. These QoS containers will be 
visible as a hierarchy of zones, capable of delivering specified levels of QoS. 
Thus, at the programming model level the heterogeneous networks may be viewed as a 
hierarchy of zones, capable of delivering specified levels of QoS. An application developer 
may specify application level QoS guarantees for the zones presented, which will be mapped 
to system level timeliness and reliability properties. 
5.1.4 References 
[1] CORTEX Annex1 – “Description of Work”, October 2000. 
[2] CORTEX Definition of Application Scenarios, v1.0, October 2001. 
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 5.2 Dependable and Timely Computing with a TCB: 
Fundamental Issues 
Quality of Service can have different meanings that depend essentially on the application. 
This is why the definition of a completely generic model for specifying QoS needs is perhaps 
an impossible task: it is usually necessary to use mapping mechanisms to translate user level 
QoS requirements into system level ones. It is usually necessary to assume that it is possible 
to define mapping mechanisms from application to system level, so that QoS requirements of 
different applications can be specified in terms of timing variables, which are the variables of 
interest in the TCB model. 
The TCB model provides a generic framework to deal with synchronism problems and to 
provide certain safety and liveness properties in the time domain to applications. In this sense, 
there is a potential for this model to be used as a base model for the development of some 
application classes, namely for the class of adaptable applications with QoS requirements. 
Here we investigate and discuss the basic issues that are necessary to allow the specification 
and the design of applications with QoS requirements, as well as the definition of adequate 
programming interfaces that take into account these QoS requirements. This is obviously 
done in the framework of the TCB model, which we briefly describe in the next section. A 
more detailed description of the TCB model and its impact on the CORTEX architecture is 
presented in Deliverable WP3-D4. Since the possibility of guaranteeing a certain QoS to 
applications depends on the ability of monitoring capabilities, which in fact can be viewed as 
a form of context and environment awareness, we present in Deliverable WP2-D3 more 
details on dealing with QoS issues under the TCB model, addressing in particular the problem 
of dependable QoS adaptation. 
5.2.1 Basic Description of the TCB Model 
A system with a TCB is divided into two well-defined parts: a payload and a control part. The 
generic or payload part prefigures what is normally 'the system' in homogeneous 
architectures. It exists over a global network or payload channel and is where applications run 
and communicate. The control part is made of local TCB modules, interconnected by some 
form of medium, the control channel. Processes p execute on several sites, making use of the 
TCB whenever appropriate. Figure 1 illustrates the architecture of a system with a TCB. 
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Figure 1: The TCB Architecture 
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Concerning the payload part, the important property is that the system can have any degree of 
synchronism, that is, if bounds exist for processing or communication delays, their magnitude 
may be uncertain or not known. Local clocks may not exist or may not have a bounded rate of 
drift towards real time. The system is assumed to follow an omissive failure model, that is, 
components only do timing failures– and of course, omission and crash, since they are subsets 
of timing failures– no value failures occur. 
In the control part, there is one local TCB at every site, fulfilling the following construction 
principles: 
Interposition - the TCB position is such that no direct access to resources vital to timeliness 
can be made in default of the TCB; 
Shielding - the TCB construction is such that it itself is protected from faults affecting 
timeliness; 
Validation - the TCB functionality is such that it allows the implementation of verifiable 
mechanisms w.r.t. timeliness. 
TCB modules are assumed to be fail-silent, that is, they only fail by crashing. Moreover, it is 
assumed that the failure of a local TCB module implies the failure of that site. In terms of 
synchrony, the TCB subsystem preserves, by construction, upper bounds on processing 
delays, on the drift rate of local TCB clocks and on the delivery delay of messages exchanged 
between local TCBs. 
Given the above set of construction principles and properties, a TCB can be turned into an 
oracle for applications (even asynchronous) to solve their time related problems. To 
accomplish this, a set of minimal services has to be defined, as well as the payload-to-TCB 
interface. 
5.2.1.1 TCB Services 
In order to keep the TCB simple, the services defined are only those essential to satisfy a wide 
range of applications with timeliness requirements: ability to measure distributed durations 
with bounded accuracy (provided by the Duration Measurement Service); complete and 
accurate detection of timing failures (provided by the Timing Failure Detection Service); 
ability to execute well-defined functions in bounded time (provided by the Timely Execution 
Service).   
5.2.1.2 Providing Adequate Programming Interfaces 
Besides defining essential services to be provided by the TCB, it is very important to design a 
programming interface to allow potentially asynchronous applications to dialogue with a 
synchronous component. A relevant aspect to understand what can be done is that 
applications can only be as timely as allowed by the synchronism of the payload system. The 
TCB, although being a synchronous component does not make applications timelier, it only 
provides the means to detect how timely they are. Another important aspect is that nothing 
obliges an application to correctly use, or use at all, the TCB capabilities.  Applications are 
autonomous entities that take advantage of the TCB by construction.  They typically use it as 
a pacemaker, letting it assess (explicitly or implicitly) the correctness of past steps before 
proceeding to the next step. Translating this behavior into a QoS approach, this means that 
applications requiring a certain QoS level must be constructed in such a way that they use and 
exploit the capabilities of the TCB. 
5.2.2 Effect of Timing Failures 
Since we are considering that QoS issues must be addressed in the context of the TCB, our 
reasoning must be done in terms of timeliness, and in terms of the fundamental obstacle to 
timeliness, which is the occurrence of timing failures. Therefore, when the objective is to 
achieve dependable and timely computing, and in particular to deliver a certain QoS, the 
question to be asked is How can the TCB assist applications in the presence of failures? A 
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 constructive approach consists in analyzing why systems fail in the presence of uncertain 
timeliness, and deriving sufficient conditions to solve the problems encountered, based on the 
behavior of applications and on the properties of the TCB. 
We use 'application' to denote a computation in general, defined by a set of safety and 
timeliness properties, PA.  We note that in the considered TCB model components only do 
late timing failures.  In the absence of timing failures, the system executes correctly. When 
timing failures occur, there are essentially three kinds of problems, which we define and 
discuss below: unexpected delay; contamination; and decreased coverage. 
The immediate effect of timing failures may be twofold: unexpected delay and/or 
incorrectness by contamination. We define unexpected delay as the violation of a timeliness 
property. That can sometimes be accepted, if applications are prepared to work correctly 
under increased delay expectations, or it can be masked by using timing fault tolerance.  
However, there can also be contamination, which we define as the incorrect behavior 
resulting from the violation of safety properties on account of the occurrence of timing 
failures.  This effect has not been well understood, and haunts many designs, even those 
supposedly asynchronous, but where aggressive timeouts and failure detection are embedded 
in the protocols[1,2]. In fact, problems such as described in [1,3] assume a simple dimension, 
when explained under the light of timing failures. These designs fail because: (a) although 
time-free by specification, they rely on time, often in the form of timeouts; (b) they are thus 
prone to timing failures (e.g., when timeouts are too short); (c) however, proper measures are 
not taken to counter timing failures (because they were not supposed to exist in the first 
place!); (d) in consequence, error confinement is not ensured, and sometimes timing failures 
contaminate safety properties7. A particular form of the contamination problem was described 
in the context of ordered broadcast protocols in [4]. 
In this paper, we give a generic definition of the problem, for a system with omissive failures. 
If the system has the capacity of timely detecting timeliness violations, then contamination can 
be avoided with adequate algorithm structure. To provide an intuition on this, suppose that the 
system does not make progress without having an assurance that a previous set of steps was 
timely.  Now observe that “timely” means that the detection latency is bounded. In 
consequence, if it waits more than the detection latency, absence of failure indication means 
“no failure”, and thus it can proceed. If an indication does come, then it can be processed 
before the failure contaminates the system, since the computation has not proceeded. The only 
consequence of this mechanism is an extra wait of the order of the detection delay (which is 
bounded, according to the properties of TCB services). 
A sufficient condition for absence of contamination is expressed by the No-Contamination 
property. Informally, this condition stipulates that upon occurrence of a timing failure, its 
effect is confined to the violation of timeliness properties alone. 
The reader will note that in the model of Chandra[2], the agreement algorithms have no-
contamination, since their design is completely time-free, and all possible problems deriving 
from timing failures (such as “wrong suspicions”) are encapsulated in the failure detector. 
Chandra then bases the reliability of his system on the possibility of implementing a given 
failure detector, but he does not discuss this implementation. In contrast, in the TCB 
framework there exists a placeholder for the viable implementation of special services such as 
failure detection– the TCB control part, aside of the TCB payload part, containing the 
algorithms or applications. One important advantage is generality of the programming model, 
by letting the payload system have any degree of synchrony. That is, we devise a single 
framework for correct execution of synchronous and asynchronous applications, of several 
grades that have been represented by partial models such as asynchronous with failure 
                                                     
7 As a matter of fact they may also contaminate liveness properties, by preventing progress. 
We do not explicitly discuss liveness properties in this paper. 
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detectors, timed asynchronous, or quasi-synchronous. Or, in other words, from non real-time, 
through soft, mission-critical, to hard real-time. 
Let us talk now about decreased coverage as the other effect of timing failures. Whenever we 
design a system under the assumption of the absence (i.e., prevention) of timing failures, we 
have in mind a certain coverage, which is the degree of correspondence between system 
timeliness assumptions and what the environment can guarantee.  We define assumed 
coverage PP of a property P as the assumed probability of the property holding over an 
interval of reference. This coverage is necessarily very high for timeliness properties of hard 
real-time systems, and may be somewhat relaxed for other realistic real-time systems, like 
mission-critical or soft real-time. Now, in a system with uncertain timeliness, the 
abovementioned correspondence is not constant, it varies during system life.  If the 
environment conditions start degrading to states worse than assumed, the coverage 
incrementally decreases, and thus the probability of timing failure increases. If on the 
contrary, coverage is better than assumed, we are not taking full advantage from what the 
environment gives.  Both situations are undesirable, and this is a generic problem for any 
class of system relying on the assumption/coverage binomial [5]: if coverage of failure mode 
assumptions does not stay stable, a fault-tolerant design based on those assumptions will be 
impaired.  A sufficient condition for that not to happen consists in ensuring that coverage 
stays close to the assumed value, over an interval of mission.  
This is expressed by what we have called the Coverage Stability property, which can be 
informally explained as follows. If we adapt our timeliness requirements say, by relaxing 
them when the environment is giving poorer service quality, and tightening them when the 
opposite happens, we maintain the actual coverage of the implementation in runtime around a 
desirably small interval of confidence, pdev, of the assumed coverage (PP).  The interval of 
confidence is the measure in which coverage stability is ensured. Note that even if long-term 
coverage stability is ensured, instantaneously the system can still have timing failures, as we 
have previously discussed. 
5.2.3 A QoS Model 
Timing specifications, the ones that are typically interesting in the context of the TCB, are 
usually derived from application timeliness requirements. Since the kinds of environments 
foreseen in CORTEX do not allow to assume a guaranteed behavior, time bounds stipulated 
by applications may be violated during execution. Therefore, instead of assuming and 
reasoning exclusively in terms of bounds, a better approach is to consider that time bounds 
have an associated measure of the probability that they will hold during an interval of 
execution. This measure corresponds, in fact, to the coverage of the assumption that the time 
bound will hold, as we have discussed above. 
The possible consequences for the definition of an adequate programming model, which takes 
into account QoS requirements, is that the latter should be specified through <bound, 
coverage> pairs, that is, by defining a bound that should be secured with a given coverage. 
The development of dependable applications with respect to their QoS requirements must 
ensure that QoS specifications of the form <bound, coverage> will be secured. Incidentally, 
we should point out that this approach might be applied in soft, as well as in mission-critical 
real-time systems design. Timeliness of execution is guaranteed with a certain coverage (the 
QoS specification) and, should a QoS failure be detected, safety measures (e.g., fail-safe 
shutdown), or real-time adaptation (e.g., reducing the system requirement), or QoS 
renegotiation can be undertaken, depending on the application characteristics [6]. 
Showing that the TCB can help applications to secure their QoS specifications (which means, 
in the TCB model, securing coverage stability and no-contamination), despite the uncertainty 
of the environment, is done in deliverable WP2-D3, in the context of the CORTEX interaction 
model. We propose three classes of applications, which can be combined in the solution of 
concrete problems. The time-elastic class is oriented to securing coverage stability under a 
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 varying environment, for example achieving what we have called dependable QoS adaptation 
(see WP2-D3). The fail-safe class provides guidelines for ensuring the safe shutdown upon a 
timing failure that cannot be handled, and before contamination occurs (see WP2-D3 for 
examples). The time-safe class also aims at guaranteeing no-contamination, but this time by 
providing conditions for operation to continue. In all that follows, we consider the availability 
of the TCB services. 
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