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Abstract
The three geodesics theorem of Lusternik and Schnirelmann asserts that for ev-
ery Riemannian metric on the 2-sphere, there exist at least three embedded closed
geodesics. In the process of determining the geodesics as critical points of the en-
ergy or length functional, a suitable method of curve shortening is needed. It has
been suggested to use the so-called curve shortening flow as it continuously de-
forms smooth embedded curves while naturally preserving their embeddedness. In
the 1980s, the investigation of the curve shortening flow began and a proof of the
Lusternik-Schnirelmann theorem using the flow was sketched. We build upon these
results. After introducing the curve shortening flow, we prove the well-known re-
sult that the geodesic curvature of a smooth embedded closed curve on a smooth
closed two-dimensional Riemannian manifold decreases smoothly to zero, provided
the curve evolves forever under the flow. From this, we prove subconvergence to
an embedded closed geodesic, using mainly local arguments. After introducing, in
the form of Lusternik-Schnirelmann theory, the topological machinery employed in
the process of determining critical points of certain functions, we turn to the three
geodesics theorem which we prove under a few assumptions. For the round metric
on the 2-sphere, we deformation retract a suitable space of unparametrized curves
onto a simpler space of which we determine the homology groups relative to a sub-
space which deformation retracts onto the subspace of point curves. As this yields
three subordinate homology classes, proving the validity of Lusternik-Schnirelmann
theory for the curve shortening flow and the length functional on our space of curves
completes the proof.
To my brother Fabian
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This thesis is concerned with the following theorem:
Theorem 1.1. (Lusternik and Schnirelmann, 1929)
For every Riemannian metric g on the 2-sphere S2, there are at least three embedded1
closed geodesics.2
Although the theorem is usually stated like this [3, 4, 14], the original theorem is
more precise in that it states that exactly one of the following three cases occurs [15]:
(i) There are three embedded closed geodesics all of which have a different length.
(ii) There is a one-parameter family of embedded closed geodesics of the same
length covering S2, and one embedded closed geodesic of a different length.
(iii) All geodesics are embedded closed curves of the same length.
Here, (i) is true for certain ellipsoids (see below) [14], (ii) occurs on a surface of
revolution, and (iii) is true for the round sphere [15].
A proof of this theorem was first outlined by Lazar A. Lusternik and Lev G. Schnirel-
mann in 1929 [16]. The general idea of the proof is to show that an appropriate
space of embedded closed curves on (S2, g) has three subordinate homology classes.
Shortening cycles representing each of these homology classes will then yield the de-
sired geodesics as critical points of the energy or length functional. Various proofs
of the theorem have been published which use different methods of curve shortening
that involve the replacement of curve segments by geodesic arcs [3, 13, 14]. In par-
ticular, with his diploma thesis of 1976, Werner Ballmann undertook the endeavor to
write up a complete proof using such a deformation (see [3]). The drawback of these
1Here, a smooth curve c : S1 → S2 is an embedding if it is an immersion which is homeomorphic
onto its image.
2Throughout we will assume that the Riemannian metric g is smooth. Also, the curves we
consider will be or will turn out to be smooth.
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methods is that one has to be very careful in the construction of the deformation
to make sure that the deformation is continuous [13, Introduction] and that the de-
formed curves stay embedded [10, Section 0]. A curve shortening process for which
these are in some sense natural features, is given by the so-called curve shortening
flow. In talking to Wolfgang Ziller, Karen Uhlenbeck was the first to suggest using
the curve shortening flow in the proof of the above theorem. A family of curves
c = c(·, t) on a two-dimensional Riemannian manifold is said to evolve under the




where k = k(·, t) is the geodesic curvature of c(·, t) and N = N(·, t) is a continuous
choice of unit normal vector. An investigation of the curve shortening flow began in
the 1980s and a sketch of how it can be applied to the above Lusternik-Schnirelmann
theorem was given in Matthew A. Grayson’s 1989 paper [10].
Before proceeding to a brief outline of the main part of this thesis, we want to
put the Lusternik-Schnirelmann theorem into a broader context by mentioning the
following theorem which collects results taken from [4].
Theorem 1.2. (1) For every Riemannian metric on the compact (orientable) sur-
face with h ≥ 1 handles, there exist infinitely many embedded closed geodesics.
(2) For every Riemannian metric on the compact (non-orientable) surface with
k ≥ 1 cross-caps, there exist
(i) at least three embedded closed geodesics if k = 1. In this case, the surface
is the real projective plane RP 2.
(ii) at least five embedded closed geodesics if k = 2. In this case, the surface
is the Klein bottle.
(iii) infinitely many embedded closed geodesics if k > 2.
Here, the result in (2) (i) is optimal, as is the Lusternik-Schnirelmann theorem, but
it is not known whether the result in (2) (ii) is optimal, too [4, 14]. Ellipsoids whose
axes have all different lengths which are approximately the same, yield metrics on
S2 and RP 2 with only three embedded closed geodesics [4, 14].
This thesis is centered around the idea of applying the curve shortening flow in the
proof of the Lusternik-Schnirelmann theorem. In Chapter 2, we will introduce the
curve shortening problem and its solution in the plane as well as on a (suitable) sur-
face. We will go forth and show Matthew A. Grayson’s well-known result that, in the
second case, the curvature of an evolving smooth embedded closed curve converges
smoothly to zero, provided the flow exists forever. From this, we prove subcon-
vergence to an embedded closed geodesic, using mainly local arguments. Chapter
3 is largely devoted to Lusternik-Schnirelmann theory. We will prove its validity
for the negative gradient flow of a smooth real-valued function on a smooth closed
manifold and apply the theory to the 2-Torus T 2 and the real projective space RP n.
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Further, we mention a few connections to various topological invariants. In Chap-
ter 4 finally, we will apply the curve shortening flow in the proof of Theorem 1.1.
After defining a suitable space Σ of unparametrized curves, we will determine the
homology of Σ modulo the space of point curves Σ0. In this process, we will use
the curve shortening flow as well as an explicit geometric procedure on the round
sphere which deformation retracts certain curves onto circles. Last, we will prove
the validity of Lusternik-Schnirelmann theory for the curve shortening flow and the
length functional on Σ which will complete the proof of Theorem 1.1. Note that,




The curve shortening flow
Our first objective in this chapter is to introduce the curve shortening flow, prove
some of its basic properties and state the arguably most notable theorems. We
will start by considering the planar case, before turning to the case of curves on a
(suitable) two-dimensional Riemannian manifold. In the latter setting, we will prove
Grayson’s well-known result that the curvature of an evolving smooth embedded
closed curve declines smoothly to zero, provided the curve shortening flow exists
forever. From this, we prove subconvergence to an embedded closed geodesic.
2.1 Curve shortening in the plane
Let c0 : S
1 → R2 be a smooth embedded curve. Consider the initial value problem
∂c
∂t
= kN, c(·, 0) = c0, (2.1)
where c(u, t) : S1 × [0, T ) → R2 is a family of curves with [0, T ) ⊆ R ∪ {+∞},
k = k(u, t) is the curvature of c and N = N(u, t) is the inward pointing unit normal
vector to c. A family of curves c(·, t), t ∈ [0, T ), which solves this problem, is said to
evolve by the curve shortening flow. We will think of u ∈ S1 as the space variable
and of t ∈ [0, T ) as the time variable.
Existence and uniqueness results for solutions as well as properties of the curve
shortening flow in the plane can, e.g., be found in [20]. For a brief overview of the
curve shortening problem in the plane and its solution, the reader may consult [21,
Chapter 4]. The following theorem completely characterizes the solution of (2.1).
Theorem 2.1. (Gage-Hamilton-Grayson)
Let c0 : S
1 → R2 be a smooth embedded curve. Then, there exists a family c :
9
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S1 × [0, T ) → R2 of smooth embedded curves such that (2.1) holds. As t → T , the
curves c(·, t) converge to a point in the C∞ norm and their limiting shape is a circle.
Here, T is finite.
In their 1986 article [7], Michael E. Gage and Richard S. Hamilton showed that
this theorem holds in the convex case: Under the curve shortening flow, convex
curves remain convex and become circular as they shrink to points in finite time.
Here, “becoming circular” means that, as time approaches the extinction time, the
ratio of the inscribed and circumscribed radii goes to one, the ratio of the minimum
and the maximum curvatures goes to one and all derivatives of curvature uniformly
converge to zero [7]. Matthew A. Grayson completed the proof of Theorem 2.1 in
his 1987 article [11] by showing that an arbitrary smooth curve embedded in the
plane becomes convex in finite time when evolving under the curve shortening flow.
We remark that in 2011, a rather short self-contained proof of Theorem 2.1 was
published [1] (see also [20]). Here, the authors prove an isoperimetric estimate for
the evolving curves whose lengths are normalized to 2π. This isoperimetric estimate
yields a curvature bound which ultimately implies that, pointwisely, the curvature
smoothly converges to one. It follows that, disregarding translations,1 the evolving
curves converge to a unit circle, and unnormalizing yields Theorem 2.1.
2.2 Curve shortening on a surface
Let2 (M, g) be an oriented smooth Riemannian manifold of dimension two. We
assume the Riemannian metric g to be smooth.3 Consider c = c(u, t) : S1× [0, T ) →
M , a family of smooth closed curves on M where [0, T ) ⊆ R ∪ {+∞}. Here, S1 is
parametrized on some fixed closed interval [a, b] ⊆ R. For the sake of conciseness we
will throughout slightly abuse notation by using the symbol “u” to denote both an
element of S1 as well as a corresponding element of [a, b]. In the latter case we omit
mentioning the parametrization [a, b] → S1 explicitly. Also, by the parametrization
of c(·, t), t ∈ [0, T ), we actually mean the underlying parametrization of S1. We
will think of the variable parametrizing S1 as the space variable and of the second
variable as the time variable.








1The evolving curves are also translated under the normalized flow.
2We took the beginning of [6, Chapter 7.1] as the basis for our description of the setting.
3I.e., for any chart ϕ : M ⊇ U → R2, the components gij : ϕ(U) → R, i, j = 1, 2, of the metric
tensor are smooth functions.
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respectively. Let T := cu/ ‖cu‖ denote the unit tangent vector field along c and
choose the unit normal vector field N along c in such a way that (T,N) agrees with
the orientation of M . Note that all of these vector fields are sections of c∗TM , the
tangent bundle TM of M pulled back under c.





























































and let the geodesic curvature k = k(·, t) : S1 → R of c(·, t) be defined by the Frenet
formula
∇TT = kN.







〈T,T〉 = 2 〈∇TT,T〉 .
Remark 2.2. By definition, for t ∈ [0, T ), k = k(·, t) depends on u. Reparametriz-
ing from u to arc length s, we obtain a function k̃ such that















Since we will go back and forth between the two parametrizations, we find it most
useful to consider k̃ instead of k. Thus, we write k = k(s(u, t), t). This is the sense




Remark 2.3. We remark that T and N are only independent of orientation pre-
serving reparametrizations of c(·, t), t ∈ [0, T ). If the orientation of c(·, t), t ∈ [0, T ),
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is reversed, then T and N change direction and the sign of the geodesic curvature
k changes, too. But the image set of the vector field ∇TT in the pullback bundle
c∗TM does not depend on the parametrization of c(·, t), t ∈ [0, T ). Here, ∇ is the
Levi-Civita connection on c∗TM .
To make the following exposition more readable, we will most often omit mentioning
the arguments of functions and vector fields explicitly.
Now, we are concerned with the following problem: Given a smooth embedded curve
c0 : S
1 → M , find a family of curves c = c(u, t) : S1 × [0, T ) → M with c0 = c(·, 0)




holds. As in Section 2.1, a family of curves c(·, t), t ∈ [0, T ), which solves this
problem, is said to evolve by the curve shortening flow. We will again assume that
S1 is parametrized on some fixed closed interval [a, b] ⊆ R.
The arguably most notable result about the curve shortening flow on a Riemannian
surface is the following which is due to Matthew A. Grayson [10]:
Theorem 2.4. (Grayson, 1989)
Let M be a smooth Riemannian manifold of dimension two and assume M is convex
at infinity. Let c0 : S
1 → M be a smooth embedded curve. Then, there exists a




where k is the geodesic curvature of c and N is its unit normal vector. Moreover,
(1) if T is finite, then c converges to a point as t → T .








∣ = 0 for all n ∈ N0.
Here, the condition of M being convex at infinity means that the convex hull of
every compact subset of M is compact. This ensures that the evolving curves lie in
a compact set, i.e., the closure of the image of c is compact, see [10, p. 72].
Since the ultimate goal is to apply the curve shortening flow on S2 endowed with
an arbitrary Riemannian metric, we will restrict our attention to closed manifolds,
i.e., compact manifolds without boundary. Thus, from now on, M is assumed to be
closed.
4Throughout this thesis, we adopt the convention that N = {1, 2, 3, . . .} and N0 = {0, 1, 2, . . .}.
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2.2.1 Properties of the curve shortening flow
The following lemma collects some basic properties of a solution to (2.3). It is taken
from [6, Chapter 7.1]. Our proof expands upon their proof. Let ∇ denote the
Levi-Civita connection on c∗TM .





























= kss + k
3 +Kk,







k2 ds, so l(t) decreases monotonically.
In (iv), K = K(N,T) = secM denotes the sectional curvature6 of M .
Proof. We have
∇ctcu = ∇cuct. (2.4)
We will also need the Frenet formulae
∇TT = kN and ∇TN = −kT. (2.5)















































Putting both together yields (i).
For (ii), we compute
∇ ∂
∂t

























(kN) = k2T+ ksN− k
2T = ksN,
5Note that we will occasionally identify vectors which actually lie in different vector bundles,





6In this context, we will think of K as a function S1 × [0, T ) → R.
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where we have used (2.2), (2.3), (2.4), (2.5) and (i).





















































where we have used (2.2) and (i).
To see (iv), we first compute
∇ct(kN) = ∇ct∇TT = ∇T∇ctT+∇[ct,T]T+R(ct,T)T




= kssN− kskT+∇(k2 ∂∂s)
T+ kR(N,T)T
= kssN− kskT+ k
3N+ kR(N,T)T,
where we have used (2.5), the definition of the Riemannian curvature tensor, (2.3),















































(ii) and (iv) are also proven in [10] and in the planar case (where K ≡ 0), the
formulae in (i) - (v) are also proven in [7]. Further, the formulae in (i) - (v) can be
found in [8], too.
Remarks 2.6. (1) Integrating the formula in Lemma 2.5 (i), we obtain








7C∞(M) is the set of smooth maps f : M → R.
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Thus, for a fixed u ∈ [a, b], ‖cu‖ is a monotonically decreasing function of t. In
particular, it is a bounded function. Suppose now, that c(·, t) exists for all t,
so that we are in the situation of Theorem 2.4 (2). Then, for a fixed u ∈ [a, b],
limt→∞ ‖cu‖ is either positive or zero, depending on the speed of decay of k
2.
Note that if the limit is zero, then the limiting curve (see Corollary 2.15) is
not an immersion anymore unless the curve is reparametrized.
From formula (2.6) it is also evident that the curve shortening flow does not
preserve arc length unless the initial curve is already a geodesic.
(2) By Lemma 2.5 (iv), geodesic curvature evolves by a heat equation with a non-
linear force term. Thus, if the initial curve is not an embedded geodesic, then
any geodesic segment will vanish instantaneously once the curve starts flowing
[10, p. 78]. Also, if a smooth embedded curve exists forever under the flow and
thus, by Corollary 2.15 below, subconverges to an embedded closed geodesic,
the converging subsequence will never reach the geodesic in finite time.
(3) Note that, by the equation in Lemma 2.5 (v), l′(t) = 0 for some time t im-
plies that c(·, t) is already a geodesic. Thus, away from geodesics, the curve
shortening flow is strictly length decreasing. We also remark that, because of
Lemma 2.5 (v), the curve shortening flow is called the negative L2-gradient
flow of the length functional l (cf. [6, Chapter 1.3]).
We will not cover results on the short- or long-term existence of solutions to (2.3)
but rather refer the reader to [7, 8, 10]. But we mention that an evolving curve
c = c(·, t) is smooth as long as it exists. Apart from the preservation of smoothness,
we have the following proposition which is a theorem taken from [8, Section 3]:
Proposition 2.7. Let c : S1 × [0, T ′] → M with T ′ ∈ [0,∞) be a solution of
(2.3) and suppose that c(·, 0) =: c0 is a smooth embedded curve. Then, the evolving
curves c(·, t) are embedded for all t ∈ [0, T ′] if their curvature is (uniformly) bounded
throughout S1 × [0, T ′].
Also, we want to emphasize that the image of a solution c to the curve shortening
problem (2.3) is independent of the parametrization of the initial curve c0 = c(·, 0)
[6, Chapter 1.1]. Thus, the curve shortening flow can be applied in a space of
unparametrized curves, as we will do in Chapter 4.
2.2.2 Convergence of curvature
We will now prove Theorem 2.4 (2) (in the case that M is closed). For published
proofs, we refer the reader to [10, Section 7], [8, Section 4] and [6, Chapter 7.4].
Below, we let c = c(u, t) be a solution of (2.3) and assume that T is infinite. We
adopt the notation l0 := l(0).
15
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Lemma 2.8. There exists l∞ > 0 such that l(t) → l∞ as t → ∞.
Proof. We expand upon the proof given in [10, Section 7] (cf. [8, p. 249]). Since
l(t) is bounded from below by zero and since, by Lemma 2.5 (v), it is monotonically
decreasing, the limit limt→∞ l(t) exists. Suppose that l(t) → 0 as t → ∞. Since M
is compact, the injectivity radius r of M is bounded away from zero. Thus, there is





with p = c(a, t) for all t ≥ t0. Here, Bl(t)(p) is the open
ball of radius l(t) around the origin in TpM . Since, for t ≥ t0, c(·, t) lies inside the
diffeomorphic image of an open ball and is an embedding, its interior U(t) is also
diffeomorphic to an open ball. Now, by the Gauss-Bonnet theorem,
∫ l(t)
0




for t ≥ t0. Note that the area vol U(t) =
∫
U(t)
dA → 0 as t → ∞. This can be seen
as follows: By compactness of M , K is bounded with minimum Kmin. Let MKmin
denote the two-dimensional manifold of constant sectional curvature Kmin and let
B̃l(t) ⊆ MKmin be the ball of radius l(t) around any point in MKmin . Then, we have
0 ≤ vol U(t) ≤ vol Bl(t)(p) ≤ vol B̃l(t),
where the last inequality follows from volume comparison. Since vol B̃l(t) → 0 as
t → ∞, the same holds for vol U(t). Now, together with the boundedness of K,
this implies that there is a time t1 ≥ t0 such that
∫
U(t)
K dA ≤ π for all t ≥ t1. By




k ds ≤ l0
∫ l(t)
0
k2 ds = −l0l
′(t)
for all t ≥ t1. Hence, the velocity with which l(t) decreases to zero, is bounded away
from zero (and thus, the same holds for the velocity with which vol U(t) decreases
to zero). So, c(·, t) shrinks to a point in finite time which contradicts the assumption
that the curve exists forever under the curve shortening flow.
Next, we investigate the limiting behavior of the L2-norm of k and its derivatives






k2(s, t) ds = 0.
Proof. Since, by Lemma 2.8, l(t) → l∞ as t → ∞ and since, by Lemma 2.5 (v),
l is monotonically decreasing in t, we have lim supt→∞ l
′(t) = 0 which, again by





k2 ds = 0. (2.8)
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It remains to show that lim supt→∞
∫ l(t)
0






k2 ds dt = −
∫ ∞
0




l′(τ) dτ = l0 − l∞







k2 ds dt = 0. (2.9)





























4 + 2Kk2) ds. (2.10)
Now, for fixed t ∈ [0,∞), choose α, β ∈ [0, l(t)] such that k(α, t) = mins∈[0,l(t)] k(s, t)



















where the last inequality follows from a simple case discussion. By (2.11) and
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where the last inequality follows from the inequality of arithmetic and geometric










































where Ksup := sup |K| with the supremum being taken over S
1 × [0, T ).
Choose an arbitrary ǫ > 0 that satisfies ǫ < 2/(1 + l0). Then, by (2.9) and (2.8),













Now, it follows from (2.13) and the choice of ǫ that at times t ∈ [0,∞) for which
∫ l(t)
0



































The proof will be complete if we show that
∫ l(t)
0
k2 ds < ǫ
holds for all times t ∈ [0,∞) with t ≥ t1. If this was not true, then there would be
a first time t2 ∈ [0,∞) with t2 > t1 such that
∫ l(t2)
0
k2 ds = ǫ.






















k2 ds dt < Cǫ2 (2.16)
which contradicts the choice of ǫ after imposing on ǫ the condition ǫ ≤ 1/(2C).
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The preceding proof is mainly based upon the one given in [6, Chapter 7.4], but also






k2s(s, t) ds = 0.




k2s ds ≤ C
∫ l(t)
0
k2 ds holds for all times t and some constant C, then




k2s ds > C
∫ l(t)
0
k2 ds holds for some constant C. Also, it suffices to
consider only those times t that satisfy t ≥ t0 for some time t0.










































The method of proof is to bound the last three integrals on the right hand side
by a fraction of the first and then conclude that
∫ l(t)
0





k2s ds > C
∫ l(t)
0



















































By Lemma 2.9, there exists for any ǫ > 0 a time tǫ ∈ [0,∞) such that
∫ l(t)
0
k2 ds ≤ ǫ
for all times t ≥ tǫ.












































Using (2.19) and Hölder’s inequality, we have
∫ l(t)
0















for all times t ≥ tǫ.
Now, consider the third integral in (2.17). Let Ksup := sup |K| with the supremum
being taken over S1× [0, T ). At times t at which
∫ l(t)
0

















Finally, consider the fourth integral in (2.17). If we had Ks = 0 for all s ∈ [0, l(t)]
and all t ∈ [0,∞), there would be nothing to show. Hence, without loss of generality,
we assume Ks 6= 0 for some s ∈ [0, l(t)] and some t ∈ [0,∞). Let K
′
sup := sup |Ks|
with the supremum being taken over S1 × [0, T ). Choose n ∈ N, n ≥ 4 such that
n2K ′sup ≥ 4. Now, at times t when
∫ l(t)
0





k2 ds holds, we have
∫ l(t)
0























































where we have used Young’s inequality and (2.18).
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for all times t ≥ tǫ, ǫ ≤ 1/(20l0), at which
∫ l(t)
0
k2s ds > A
∫ l(t)
0
k2 ds holds. Note that
the very last inequality in (2.23) follows from (2.18).
Solving the differential inequality (2.23), we see that, for some constant B,
∫ l(t)
0





k2s ds decays to zero at least exponentially for the times specified after (2.23).













So, by Lemma 2.10, maxs∈[0,l(t)] k
2 and hence maxs∈[0,l(t)] |k| converge to zero as










ds = 0 for all n ∈ N0.
Although the proof of this lemma uses the techniques already demonstrated in the
proof of Lemma 2.10, we will present it for the sake of completeness. The proof is
taken from [10, Section 7], though our arguments somewhat differ from the original
ones.
Proof. By Lemma 2.9, the claim is true for n = 0 and, by Lemma 2.10, the claim also
holds for n = 1. Furthermore, by the preceding remark, we know maxs∈[0,l(t)] |k
(n)|
converges to zero for n = 0. Suppose now that limt→∞
∫ l(t)
0
(k(n−1))2 ds = 0 with
n− 1 ≥ 1 and that maxs∈[0,l(t)] |k
(m)| converges to zero as t → ∞ for all m < n− 1.
The method of proof is analogous to the one used in the proof of Lemma 2.10. It























with some positive constants Cp.
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where Cijr are positive integers. We will bound the integrals in square brackets by



































Let q be the number of integrals on the right hand side of (2.25) minus one. We
choose Cp > max{1, S









} where i, j and r take on all their possible values. The constants are
chosen in such a way that the last inequalities in (2.27), (2.28) and (2.29) below
hold. Note that K
(r)
sup is defined below.












































































This estimate holds also true if r = n−1 and n ≥ 3, because in this case i, j < n−1.





























But this is bounded above by zero.






























































where 0 ≤ v ≤ n and K
(v)
sup := sup |K(v)| with the supremum being taken over
S1 × [0, T ).



























ds decreases at least exponentially whenever (2.24) holds.








∣ = 0 for all n ∈ N0.
This completes the proof of Theorem 2.4 (2) (in the case that M is closed).
2.2.3 Convergence to geodesics
Let d : M ×M → [0,∞) denote the topological metric8 induced by the Riemannian
metric g on M . For the remainder of this chapter we assume that c = c(u, t) is a
solution to (2.3) which exists forever so that Theorem 2.4 (2) applies.
For the proof of Corollary 2.15 below, we drew the idea of using Lipschitz continuity
(Lemma 2.13) and the inspiration on how to use the Arzelà-Ascoli theorem from [10,
p. 78]. The idea of employing the Arzelà-Ascoli theorem in the proof of Corollary
2.15 can be found explicitly in [6, p. 200] and [8, p. 249].
8We will use the term topological metric [19, p. 88] or, provided there is no ambiguity, the term
metric for the distance function of a metric space.
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Lemma 2.13. The family of curves c = c(u, t) is Lipschitz continuous in both
variables.
Proof. Let u1, u2 ∈ [a, b] and t ∈ [0,∞). Then, we have
d
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where the maximum exists since ‖cu‖ is monotonically decreasing by Remark 2.6 (1).
Now, let u ∈ [a, b] and t1, t2 ∈ [0,∞). Then, we estimate
d
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|k| dt ≤ max
t∈[0,∞)
|k(s(u, t), t)| |t2 − t1|.
The last maximum exists by Theorem 2.4 (2).
For the proof of the main result of this subsection, Corollary 2.15, we will make







∇T . . .∇T where ∇T is taken n successive times.











→ 0 as t → ∞.





















= (ksss − ks − 2k)N− (kss + ks)T.




T = P n−1(k)N− P n−2(k)T, (2.30)
where, for l ∈ N, P l(k) is an integral linear combination of k, ks, . . . , k
(l) with the
coefficient of k(l) being nonzero. We prove the claim by induction on n. The com-
putations above show that (2.30) holds for n = 1, 2, 3, 4. Now, let n ≥ 1 and assume










= P (n)(k)N− kT− P (n−1)(k)T− kN = P (n)(k)N− P (n−1)(k)T.


























∣→ 0 as t → ∞,
where a1, . . . , an−1 and b1, . . . , bn−2 are the integer coefficients of the linear combi-
nations in (2.30).
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We are now ready to prove the following corollary to Theorem 2.4 (2):
Corollary 2.15. The family of curves c = c(·, t) subconverges to a single covering
of an embedded closed geodesic of M .
Proof. Consider H := {c(·, t) | t ∈ [0,∞)} ⊆ C0(S1,M) where S1 is parametrized
on the interval [a, b] ⊆ R and C0(S1,M) is endowed with the maximum metric




. By Lemma 2.13, c = c(u, t) is Lipschitz con-
tinuous in u. Since the Lipschitz constant is independent of t, it follows that H is
equicontinuous. Furthermore, for any u ∈ [a, b], {c(u, t) | t ∈ [0,∞)} is relatively
compact in M because M is compact. Thus, by the Arzelà-Ascoli theorem, H is
relatively compact in C0(S1,M). For a sequence of times (tn)n∈N with tn → ∞ as
n → ∞, every subsequence (tni)i∈N also satisfies tni → ∞ as i → ∞. By relative
compactness of H in C0(S1,M), there exists such a subsequence of times so that the





converges in C0(S1,M) as i → ∞.
Thus, there exists a continuous closed limit curve which we denote by c∞.
Since c∞ is continuous, its image in M is compact and hence can be covered by
finitely many open sets U1, . . . , Uq ⊆ M which are domains of charts ϕ1, . . . , ϕq.
Without loss of generality, we can take the images of the charts to be bounded
(open) sets. Consider ϕ1 : U1 → R






converges to c∞ in C
0(S1,M). Now, reparametrize c∞ and the
evolving curves c(·, tm), m ∈ N, so that they are parametrized by arc length. Choose
an arc length interval [α, β] so that c∞|[α,β] ⊆ U . Then, there exists an m0 ∈ N such
that c(·, tm)|[α,β] ⊆ U for all m ≥ m0. Here, the restrictions are chosen in such a
way that the curve segments continuously evolve from each other under the curve
shortening flow. Now, define the curve segments
c̃(·, tm) := ϕ1 ◦ c(·, tm)|[α,β] : [α, β] → R
2 for m ≥ m0 and
c̃∞ := ϕ1 ◦ c∞|[α,β] : [α, β] → R
2.
The chart ϕ1 yields local coordinates (x1, x2) and coordinate vector fields (∂1, ∂2) =







By compactness of M , the smooth9 functions gij : ϕ1(U) → R are bounded and
thus, the Christoffel symbols Γkij, i, j, k = 1, 2, as well as all of their derivatives are
bounded.












is bounded as m → ∞. (2.31)








9Recall that g was assumed to be smooth.
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, i = 1, 2, are each


















































































where the functions and vector fields that occur are defined for all s ∈ [α, β] and all
t ∈ {tm |m ≥ m0}. By Lemma 2.14, the left hand side of this inequality converges
to zero for every s as m → ∞. Plus, by the above arguments, the second normed
term on the right hand side is a bounded function of s and t. Hence, the claim
holds for n = 2. For n = 3, we compute ∇
(2)
T
T and obtain an inequality similar
to (2.32) where the first normed term on the right hand side involves third order
s-derivatives of the components of c̃ and the second normed term involves functions
that are bounded either by the previous step or by the above arguments. As, again,
the left hand side converges to zero for every s ∈ [α, β] as m → ∞, (2.31) holds for
n = 3. A similar argument shows that the claim is true for n ≥ 4.
Consider now the sequence of curve segments Hn1 := {(∂
n/∂sn)c̃(·, tm) |m ≥ m0} ⊆
C0([α, β],R2) where C0([α, β],R2) is endowed with the maximum metric and n ∈ N
is fixed. We aim at using the Arzelà-Ascoli theorem to show convergence of a
subsequence of Hn1 . Let s1, s2 ∈ (α, β) and let m ≥ m0. Using the mean value




























‖s2 − s1‖ .
So, (∂n/∂sn)c̃(·, tm) is Lipschitz continuous in s. We will denote the Lipschitz con-
stant by Cnm. By (2.31), C
n
m is bounded as m → ∞. In particular, we can choose
the Lipschitz constant to be supm≥m0 C
n
m, so that it is independent of m. It fol-
lows that Hn1 is equicontinuous. Let s ∈ [α, β] and consider the set of image points
Hn1 (s) := {(∂
n/∂sn)c̃(s, tm) |m ≥ m0} ⊆ ϕ1(U1). ϕ1(U1) is a bounded open subset
of R2 and thus relatively compact in R2. Hence, Hn1 (s) is also relatively compact
in R2. Now, the Arzelà-Ascoli theorem implies that Hn1 is relatively compact in
C0([α, β],R2), so there exists a subsequence of Hn1 which converges in C
0([α, β],R2).
We now use the same local argument repeatedly to show that c∞ is smooth. The in-
terval of definition of c∞ in arc length is [0, l∞], see Lemma 2.8. Choose subintervals
[αi, βi], i = 1, 2, . . . , q, of [0, l∞] such that [αi, βi] ⊆ Ui and such that if Ui ∩ Uj 6= ∅
with i, j ∈ {1, 2, . . . , q}, then (αi, βi) ∩ (αj, βj) 6= ∅. Taking n = 1 and replacing
[α, β] by [α1, β1], the local argument above implies that there is a subsequence of






in C0 and on the arc length interval [α1, β1] in C
1. Applying the same argument
to all intervals [αi, βi] successively, we choose q appropriate subsequences of times
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(where one is obtained from the previously selected one) in order to obtain a subse-
quence of times such that the corresponding subsequence of curves converges to c∞
in C1(S1,M). Starting over with this subsequence of times and curves, we use the
same procedure to show C2-convergence. Repeating this process n times, we prove
Cn-convergence for any n ∈ N. Hence, c∞ is smooth. It is clear from Theorem 2.4
(2) that c∞ has zero geodesic curvature, so it is a geodesic.
It remains to prove that the image of the limit curve c∞ is embedded and that any
subsequence of H which smoothly converges to c∞, converges to a single covering
of the curve. Let c∞ be parametrized by arc length. Thus, in particular, it is an
immersion. Moreover, it is a continuous closed curve, so the first claim follows if
we prove that c∞ is injective. The following arguments are taken from [8, Theo-
rem 4.12.]. Suppose, c∞ is not injective. Then, it has at least one transversal (i.e.,
non-tangential) self-intersection or it has at least one tangential self-intersection. In
the first case, the self-intersection(s) would already occur in the converging curves
which is a contradiction because they are embedded. The second case is impossible
because c∞ is a geodesic. Convergence to a single covering of the limit curve is also
covered in [8, Theorem 4.12.]. For the sake of completeness, we briefly recall the
argument in this reference: There exists a time after which the converging curves
can be written as graphs over the limit curve c∞ and thus they converge to a single
covering of c∞. Here is needed the fact that M is oriented.






subconverges to an embedded closed geodesic of M .
The proof of this claim is given by the proof of Corollary 2.15 once we replace H by




The objective of this chapter is to introduce the reader to Lusternik-Schnirelmann
theory by proving its validity in a rather simple setting (Section 3.1) which, nonethe-
less, yields some interesting examples (Section 3.2).
In general, Lusternik-Schnirelmann theory provides a way to find critical points of
a real-valued function by examining the topology of its domain. In this respect, it
resembles the younger classical Morse theory which establishes a close relationship
between the topology of a smooth manifold M and the critical points of smooth
functions f : M → R. This relationship can be fruitfully exploited in both directions.
In particular, the Morse inequalities yield lower bounds on the number of non-
degenerate critical points of a certain Morse index. However, there is no requirement
for a critical point to be non-degenerate in Lusternik-Schnirelmann theory.
In Chapter 4, Section 4.4, we shall prove validity of the Lusternik-Schnirelmann
theory for the length functional on a certain space of closed curves by using the
curve shortening flow. In this case, the crucial Lemma 3.1 is not as easy to prove as
it is in the case we consider below because the topological space will not be compact
anymore. However, the rest of the theory will easily carry over.
3.1 Lusternik-Schnirelmann theory for the nega-
tive gradient flow
In this section, we want to formulate the Lusternik-Schnirelmann theory as described
in [2, Section 1] in a more restricted setting. Notationwise we also appeal to this
reference.
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Let M be a smooth closed manifold (i.e., compact without boundary) of dimension
d and let f : M → R be a smooth function. In particular, f is bounded from below,
say f(p) ≥ m for all p ∈ M . For any x ∈ R, we define
Mx := {p ∈ M | f(p) ≤ x} and
Mx− := {p ∈ M | f(p) < x}.
Because M is compact, every tangent vector field on M is complete, i.e., the domain
of its integral curves is R [17, Section 2]. Now, consider the negative gradient flow
ϕ : M × R → M of f . This is a smooth map satisfying
∂ϕ
∂t
(p, t) = (−∇f)ϕ(p,t).
The flow map ϕ yields for every t ∈ R a smooth map ϕt : M → M , p 7→ ϕt(p) :=
ϕ(p, t). These maps satisfy ϕ0 = idM and ϕs+t = ϕs ◦ ϕt for all s, t ∈ R. Note
that, for p ∈ M , the integral curve of −∇f through p is the unique curve given by
ϕ·(p) = ϕ(p, ·) : R → M , t 7→ ϕt(p) [17, Section 2].
Let
Kf := {p ∈ M | ϕt(p) = p for all t ∈ R}
denote the set of critical points of f . Clearly, for p ∈ M , we have ϕt(p) = p for all
t ∈ R if and only if (∇f)ϕt(p) = 0 for all t ∈ R.
The arguments in this section are independent of the choice of coefficients for homol-
ogy and cohomology.1 Thus, in what follows, we refrain from explicitly mentioning
the coefficients. Notationwise, we let • represent any non-negative integer, or, in
cases of ambiguity, a suitable non-negative integer for each element in question. In
Section 3.2, ∗ will be used as a super- or subscript to denote the cohomology ring
or the inversely graded homology module, respectively (see Remark 3.6).






where |z| denotes the support of the cycle z, i.e., the union of the images of the
simplices it comprises. Thus, the critical level of h is the infimum of all the maximal
values of f over the supports of cycles representing h.
We assume that the set f(Kf ) = {f(p)|p ∈ Kf} ⊆ R has no accumulation points, for
otherwise there would already be an infinite number of critical points with pairwise
different critical values.
1Throughout this thesis, homology and cohomolgy are always singular homology and singular
cohomology.
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Lemma 3.1. Let h ∈ H•(M) be nonzero and let U be an open neighborhood of
{p ∈ Kf | f(p) = κ(h)} in M . Then, there exist a cycle z ∈ h and an ǫ > 0 such
that |z| ⊆ Mκ(h)−ǫ ∪ U . Furthermore, {p ∈ Kf | f(p) = κ(h)} is nonempty.
Proof. Since ϕ1 is continuous, there is an open neighborhood V of {p ∈ Kf | f(p) =
κ(h)} in M such that ϕ1(p) ∈ U for all p ∈ V . By assumption, the critical values of
f are isolated. Thus, there exists ǫ0 > 0 such that the interval [κ(h)− ǫ0, κ(h) + ǫ0]
does not contain any critical values other than κ(h). Now, consider an arbitrary
ǫ1 satisfying ǫ0 ≥ ǫ1 > 0. Because M is compact, M
κ(h)+ǫ1 = f−1([m,κ(h) + ǫ1])
is compact. Moreover, M (κ(h)−ǫ1)− = f−1([m,κ(h) − ǫ1)) is open. Hence, Wǫ1 :=
Mκ(h)+ǫ1 − (M (κ(h)−ǫ1)− ∪ V ) ⊆ M is compact. By the choice of ǫ1, −∇f does not
vanish on Wǫ1 , so ‖∇f‖ is bounded away from zero on Wǫ1 . Now, choose ǫ > 0 with
ǫ0 ≥ ǫ > 0 such that f(p) − f(ϕ1(p)) ≥ 2ǫ holds for all p ∈ Wǫ which is equivalent
to ϕ1(p) ∈ M
κ(h)−ǫ for all p ∈ Wǫ. From the definition of κ(h), it follows that there
is a cycle z0 ∈ h with |z0| ⊆ M
κ(h)+ǫ. Then, z := ϕ1(z0) is also a cycle in h since ϕ1
is continuous, and z satisfies |z| ⊆ Mκ(h)−ǫ ∪ U .
Suppose {p ∈ Kf | f(p) = κ(h)} = ∅. Then, with U = ∅, the above implies
|z| ⊆ Mκ(h)−ǫ which contradicts the definition of κ(h).
We state the following definition in a very general context which also encompasses
its use in Chapter 4, Section 4.4.
Definition 3.2. Let X be a topological space and let Y ⊆ X.
(1) Assume, h1, h2 ∈ H•(X, Y ) are nonzero homology classes. Then, h1 is said to
be subordinate to h2 if there exists a cohomology class ω ∈ H
•(X) with • ≥ 1
such that ω ⌢ h2 = h1. Here, ⌢ denotes the cap product.
(2) Assume, h1, h2, . . . , hn ∈ H•(X, Y ) are nonzero homology classes. Then, the
sequence h1, h2, . . . , hn is called a chain of subordinate homology classes if hi is
subordinate to hi+1 for all i = 1, . . . , n− 1. In this case, n is called the length
of the chain. Analogously, we define a chain of subordinate homology classes
of infinite length.
(3) The pair (X, Y ) is said to contain n subordinate homology classes if there
exists a chain of subordinate homology classes of (X, Y ) of length n. Here,
n ∈ N0 ∪ {∞}.
Lemma 3.3. Let h1, h2 ∈ H•(M) be subordinate homology classes, say ω ⌢ h2 = h1
with ω ∈ H•(M), • ≥ 1. Then, κ(h2) ≥ κ(h1). If equality holds, then ω|U is nonzero
with U any open neighborhood of {p ∈ Kf | f(p) = κ(h2) = κ(h1)} in M .
Proof. We adapt the proof given in [2, Section 1] to our situation. The assertion
κ(h2) ≥ κ(h1) follows from the definition of the cap product which implies |h1| ⊆
|h2|. Now, assume κ(h2) = κ(h1) =: κ. Consider the inclusions i : U →֒ M and











−−→ . . . .
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Now, suppose ω ∈ ker i•. By exactness, im j• = ker i•, so there exists η ∈ H•(M,U)
such that j•(η) = ω. But every cocycle in η vanishes on simplices with support in
U . Thus, there exists a cocyle Z ∈ ω that also vanishes on simplices with support
in U . Now, by Lemma 3.1, there exist a cycle z ∈ h2 and an ǫ > 0 such that
|z| ⊆ Mκ−ǫ ∪ U . If Mκ− ∩ U = ∅, then the support of any simplex of z lies either
in Mκ− or in U and we set z̃ := z. If Mκ− ∩ U 6= ∅, we let z̃ be a subdivision of z
such that the support of any simplex of z̃ which meets the intersection Mκ−∩U but
is not contained in it, lies either in Mκ− or in U . Because Z vanishes on simplices
with support in U, it follows that Z ⌢ z̃ ∈ h1 satisfies |Z ⌢ z̃| ⊆ M
κ−. But this
contradicts the definition of κ = κ(h1). Thus, ω /∈ ker i
• which implies that ω|U is
nonzero.
For the proof of the following corollary, we recall that a topological space X is
called locally contractible if for every x ∈ X and every neighborhood U(x) of x in
X, there is a neighborhood V (x) of x in X which is contractible in X and satisfies
V (x) ⊆ U(x). A subset Y of a topological space X is called contractible in X if idY
is homotopic to a constant map id{y} for some y ∈ X.
Corollary 3.4. If M contains n subordinate homology classes, then there are at
least n critical points of f . Moreover, if at least two homology classes, one of which
is subordinate to the other, have the same critical level, then there are infinitely
many critical points of f .
Proof. Let h1, h2, . . . , hn ∈ H•(M) be the n subordinate homology classes. By
Lemma 3.3 we have κ(h1) ≤ κ(h2) ≤ . . . ≤ κ(hn). From Lemma 3.1 follows that
there are at least as many critical points as there are distinct values in the set of all
κ(hi), i ∈ {1, 2, . . . , n}. Suppose now κ(hi) = κ(hi+1) for some i ∈ {1, 2, . . . , n− 1}
and assume that there exists only one critical point p with f(p) = κ(hi). Then,
by local contractibility of M , any open neighborhood of p in M contains an open
neighborhood of p inM which is contractible inM and thus has trivial cohomology in
all dimensions, contradicting Lemma 3.3. A similar reasoning applies if we assume
finitely many critical points have critical value κ(hi). Hence, there are infinitely
many critical points with critical value κ(hi).
Thus, we can find a lower bound for the number of critical points of any smooth
real-valued function on a smooth closed manifold by examining the (co)homology
of the manifold and looking for a chain of subordinate homology classes of maximal
length.
3.2 Applications
There is a close connection between cup length and the number of subordinate
homology classes. Recall the following definition which is taken from [17, Section 5].
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Definition 3.5. Let X be a topological space. The cup length of X, denoted by
cl(X), is defined to be the largest number n ∈ N0 ∪ {∞} such that the cup product
⌣ of n cohomology classes of positive dimensions is nonzero.
Remark 3.6. Let X be a topological space, let R be a commutative ring with
identity and let M be an R-module. For k < 0, we let Hk(X;R) and Hk(X;M)
be the trivial groups. Extending the cup product to cohomology groups of negative











via the cap product3 such that H∗(X;M) is a unital graded left
4 H∗(X;R)-module
[9, Chapter 4.5]. In particular, for all h ∈ H∗(X;M) and all ω, η ∈ H
∗(X;R), we
have
(ω ⌣ η) ⌢ h = ω ⌢ (η ⌢ h). (3.2)
Suppose now that cl(X) = l is finite. Then, there exist l cohomology classes
ω1, . . . , ωl of positive dimensions such that ω1 ⌣ . . . ⌣ ωl 6= 0. Let n denote the
dimension of ω1 ⌣ . . . ⌣ ωl and let hl be a nontrivial homology class of dimension
n. Now, repetitive applications of (3.2) yield
0 6= (ω1 ⌣ . . . ⌣ ωl) ⌢ hl = (ω1 ⌣ . . . ⌣ ωl−1) ⌢ (ωl ⌢ hl)
= (ω1 ⌣ . . . ⌣ ωl−2) ⌢
(
ωl−1 ⌢ (ωl ⌢ hl)
)
= (ω1 ⌣ . . . ⌣ ωl−2) ⌢
(
(ωl−1 ⌣ ωl) ⌢ hl
)




(ωl−1 ⌣ ωl) ⌢ hl
)]
= (ω1 ⌣ . . . ⌣ ωl−3) ⌢
(
(ωl−2 ⌣ ωl−1 ⌣ ωl) ⌢ hl
)
= (ω1 ⌣ . . . ⌣ ωl−3) ⌢
(
(ωl−2 ⌣ ωl−1) ⌢ (ωl ⌢ hl)
)
= . . . ,
where we have also made use of the associativity of the cup product. The first line
of this computation shows that hl−1 := ωl ⌢ hl 6= 0, so hl−1 is subordinate to hl.
2For ω ∈ Hk(X;R) and η ∈ H l(X;R) with k, l ∈ Z, we have ω ⌣ η = (−1)kl(η ⌣ ω).
3We extend the cap product trivially to (co)homology groups of arbitrary dimensions. E.g., we
have ω ⌢ h = 0 ∈ Hl−k(X;M) = {0} if ω ∈ H
k(X;R) and h ∈ Hl(X;M) with l, k ∈ N0 satisfying
l < k.
4We follow the convention of [2] and write the cap product as a map Hk(X;R)×Hl(X;M) →
Hl−k(X;M) rather than changing the order of the factors in the domain which is, e.g., the conven-
tion in [9, 12]. Thus, we obtain a left module structure on H∗(X;M) while in [9], the cap product
induces a right module structure on H∗(X;M).
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The second and third lines show that hl−2 := ωl−1 ⌢ hl−1 = (ωl−1 ⌣ ωl) ⌢ hl 6= 0,
so hl−2 is subordinate to hl−1 and hl. Similarly, the fourth, fifth and sixth lines show
that hl−3 := ωl−2 ⌢ hl−2 = (ωl−2 ⌣ ωl−1) ⌢ hl−1 = (ωl−2 ⌣ ωl−1 ⌣ ωl) ⌢ hl is
subordinate to hl−2, hl−1 and hl. Proceeding in this way, as indicated by the dots
in the last line, we see that for k = 0, . . . , l − 1, hk is subordinate to hk+1, . . . , hl.
In particular, there is a chain of subordinate homology classes of length l+ 1, so X
contains l+ 1 subordinate homology classes. Note that this is the maximal number
of subordinate homology classes for if there was a chain of subordinate homology
classes of length l + 2, then we would have cl(X) ≥ l + 1 which contradicts our
assumption.
If cl(X) is infinite, then repeating the above arguments for ω1 ⌣ . . . ⌣ ωl 6= 0
with successively increasing l, we see that X contains infinitely many subordinate
homology classes.
As a handy abbreviation, we let sl(X) ∈ N0 ∪ {∞} denote the maximal number of
subordinate homology classes of X. We have just shown that
cl(X) + 1 = sl(X),
where we let it be understood that cl(X) + 1 = sl(X) = ∞ if cl(X) and sl(X) are
infinite.
Example 3.7. Consider the real projective space of dimension n, RP n. Using Z2
coefficients, we have the following well-known result for its cohomology ring [12,
Chapter 3.2]:
H∗(RP n;Z2) ∼= Z2[α]/(α
n+1),
where α is the generator of H1(RP n;Z2). Thus,
Hk(RP n;Z2) ∼= Z2 if 0 ≤ k ≤ n,
and the cohomology groups are trivial for k > n. For 0 ≤ k ≤ n, the kth cohomology
group is generated by5 αk. Thus, cl(RP n) = n and, by Remark 3.6, sl(RP n) =
n + 1. By the Lusternik-Schnirelmann theory of Section 3.1, any smooth function
f : RP n → R has at least n+ 1 critical points.
Example 3.8. Consider the 2-Torus T 2 = S1 × S1. Using Z2 coefficients, its









Z2 if k = 0,
Z2 ⊕ Z2 if k = 1,
Z2 if k = 2,
and they are trivial for all k > 2.
Now, let g : T 2 → R be a smooth function whose critical points are isolated and
5The power is defined in terms of the cup product, i.e., α0 := 1, α1 := α and, for k ≥ 2,
αk := α ⌣ . . . ⌣ α with the number of factors being k.
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g for k = 0, 1, 2,
where bk(T
2;Z2) is the kth Betti number of T
2 and Kkg is the number of critical
points of g that have index k [19, §5]. Since
∑2
k=0 bk(T
2;Z2) = 4, it follows that g
has at least 4 (non-degenerate) critical points.
On the other hand, let us apply the Lusternik-Schnirelmann theory as described in
Section 3.1. The cohomology group H1(T 2;Z2) is generated by two elements which
we denote by α and β. Because of α ⌣ β 6= 0, we have cl(T 2) = 2 and thus, by
Remark 3.6, sl(T 2) = 3. It follows that every smooth function f : T 2 → R has
at least three critical points. Indeed, there exists a smooth immersion (but not a
smooth embedding) f : T 2 → R3 such that there is a linear function h : R3 → R
(a “height” function) which has exactly three critical points when restricted to
f(T 2) [5].
3.3 Topological invariants and the number of crit-
ical points
Let the manifold M and the functon f : M → R be as in Section 3.1. We want
to end this chapter by describing the intimate connections between the number of
critical points |Kf | of f , the maximal number of subordinate homology classes sl(M)
of M , the cup length cl(M) of M and the Lusternik-Schnirelmann category of M .
This section is based on [17, Section 5]. Any statements will be given without proof.
We first start with the following topological invariant which we have not introduced
yet.
Definition 3.9. Let X be a topological space and let Y ⊆ X be a subset. The
(Lusternik-Schnirelmann-)category of Y in X, denoted by cat(Y,X), is defined to
be the smallest number n ∈ N0∪{∞} such that Y can be covered by n open subsets
6
of X that are contractible in X. For the special case of Y = X, we use the notation
cat(X) := cat(X,X).
The following theorem relates |Kf | to cat(M).
Theorem 3.10. (Lusternik and Schnirelmann)
|Kf | ≥ cat(M).
In general, the category of a topological space is not easy to compute. But the
6In contrast to our convention, the authors of [17] require these subsets of X to be closed.
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following proposition gives a lower bound on cat(M) in terms of cl(M) which is
more accessible in general.
Proposition 3.11.
cat(M) ≥ cl(M) + 1.
Now, from Remark 3.6, Theorem 3.10 and Proposition 3.11, it follows that
|Kf | ≥ cat(M) ≥ cl(M) + 1 = sl(M).
Note that from Corollary 3.4, we already knew |Kf | ≥ sl(M).
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The three geodesics theorem
This chapter is concerned with the proof of Theorem 1.1.
Let g be an arbitrary smooth Riemannian metric on S2 and let ρ denote the topo-
logical metric on S2 induced by g. Note that the topology induced by ρ coincides
with the underlying topology of S2 as a manifold.
Before describing our approach, we briefly recall the method of proof in [3] and the
spaces considered there: Let the set C0(S1, S2) of continuous maps c : S1 → S2,
where S1 is parametrized on some fixed closed interval [a, b] ⊆ R, be equipped with
the maximum metric and consider PS2 ⊆ C0(S1, S2), the subspace of piecewise
continuously differentiable closed curves on S2. On PS2, S1 acts by changing the
starting point of the parametrization and Z2 acts by reversing its orientation. Col-
lecting both actions in an O(2)-action and factoring out this action, we obtain the
quotient space ΣS2 := PS2/O(2) which we endow with the following topological
metric:
r(c̄1, c̄2) := inf{ρ(c1, c2) | c1 ∈ c̄1, c2 ∈ c̄2}
for all c̄1, c̄2 ∈ ΣS
2. Now, the desired geodesics1 are obtained as critical points of
the energy functional2 E on ΣS2. Note that the above O(2)-action on PS2 is E-
equivariant, so E is well-defined on ΣS2. Let ΓS2 ⊆ ΣS2 denote the subspace of
circles and let Γ0S2 ⊆ ΣS2 be the subspace of point curves. Then, it can be shown
(see Section 4.3) that the pair (ΓS2,Γ0S2) contains three subordinate homology
classes which carry over to the pair (ΣS2,Γ0S2) via the inclusion i : (ΓS2,Γ0S2) →֒
(ΣS2,Γ0S2).
Quite in contrast to this method of proof, we will go forth and, inspired by [10, Sec-
1For details on how to ensure that these geodesics are embedded, we refer the reader to [3].
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tion 8], show how our space of curves Σ (see below) might be deformation retracted
onto a simpler space when S2 is endowed with the round metric. This will involve
deformation retracting certain curves onto circles. Then, we can prove that, mod-
ulo the subspace of point curves, Σ has three subordinate homology classes (cf. [3,
Section 4]), and the three geodesics theorem will follow via Lusternik-Schnirelmann
theory. We remark that the version of this theory presented in Section 4.4 below
yields critical points of the length functional3 l.
Thus, our proof will have to accomplish two main tasks: We need to show that, mod-
ulo point curves, Σ has three subordinate homology classes which we will attempt
by the method just described, and we need to verify the Lusternik-Schnirelmann
theory. For both steps, we will employ the curve shortening flow.
4.1 The space of curves Σ
Let Σ be the set of all smooth injective maps c : S1 → S2 and all point curves
c : S1 → {pt} ⊆ S2. Note that thus the elements of Σ are unparametrized and, in
particular, unoriented curves. We remark that sometimes it will be convenient to
identify the elements of Σ with their images in S2.
Lemma 4.1. The map d : Σ× Σ → R defined by























is a topological metric on Σ.
Proof. We will first prove that the map dρ : Σ× Σ → R given by









defines a topological metric on Σ. Non-degeneracy and symmetry are obvious. It
remains to verify the triangle inequality. Let c1, c2, c3 ∈ Σ. For p ∈ c1, choose rp ∈ c3
such that ρ(p, rp) = minr∈c3 ρ(p, r) holds. Similarly, for q ∈ c2, choose rq ∈ c3 such









∥ du where the preimage S1
of the map c is parametrized on some fixed closed interval [a, b] ⊆ R. Note that l(c) is independent
of the parametrization chosen for S1.
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that ρ(q, rq) = minr∈c3 ρ(q, r) holds. Then,




















































= dρ(c1, c3) + dρ(c3, c2). (4.1)
Consider now the map d. Symmetry is obvious and the dρ part of d ensures non-
degeneracy. The triangle inequality follows from (4.1) and the estimates















































where, again, c1, c2, c3 ∈ Σ.
Remark 4.2. The metric dρ defined in the proof of Lemma 4.1 resembles the Haus-
dorff distance dH which, in our case, takes on the form









where c1, c2 ∈ Σ.
We remark that long after we had constructed and taken into account the metric
dρ defined in the proof of Lemma 4.1, we discovered that this metric is used in [13]
where it is denoted dH .
Note that the space Σ is preserved under the curve shortening flow. This follows from
Theorem 2.4 and from the fact that the flow preserves smoothness and embeddedness
of curves, see Proposition 2.7 and the paragraph before this proposition. As we work
with unparametrized curves and the curve shortening flow, we avoid difficulties that
could otherwise arise [13, Introduction].
At this point, we want to introduce some notation. Given a curve c ∈ Σ, we let
[0, T c) denote the time interval for which the curves evolving from c under the curve
shortening flow are defined, and, for t ∈ [0, T c), we write ct for the curve evolved
from c under the curve shortening flow after a time period of length t. In particular,
c = c0. T
c is the extinction time which, by Theorem 2.4, is either finite or infinite.
It will be convenient to have the flow defined for all times t ∈ [0,∞) for every curve
in a subset of Σ. Hence, for those curves for which T c is finite, we define ct := pc
for all t ∈ [T c,∞) with pc being the limiting point curve of c. We can thus describe
the curve shortening flow by the continuous flow map
ϕ : Σ× [0,∞) → Σ, (c, t) 7→ ϕ(c, t) := ct,
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which yields for every t ∈ [0,∞) a continuous map
ϕt : Σ → Σ, c 7→ ϕt(c) := ϕ(c, t) = ct.
These maps satisfy ϕ0 = idΣ and ϕs+t = ϕs ◦ ϕt for all s, t ∈ [0,∞). But regardless
of this convenient extension of the curve shortening flow, we will refer to [0, T c) as
the interval of existence of c ∈ Σ.
For the arguments below to be valid, we need a topological metric d̄ on Σ which
allows for the following statements to be true:
• The curve shortening flow is continuous in the following sense: Given c ∈ Σ
and t ∈ [0,∞), there is for any ǫ > 0 a δ = δ(c, t, ǫ) > 0 such that for all c̃ ∈ Σ
with d̄(c, c̃) < δ we have d̄(ct, c̃t) < ǫ.
• Σ is locally contractible.
• The length functional l : Σ → [0,∞) is continuous.
• The function Σ → [0,∞) defined by c 7→
∫
c
k2 ds, i.e., the total squared
curvature, is continuous.
The topological metric d of Lemma 4.1 satisfies the last two requirements which is
accounted for by the last two terms in the definition of d (cf. [19, §16]). Henceforth,
we assume that Σ is equipped with a metric d̄ satisfying all of the above requirements.
For any x ∈ [0,∞), let
Σx := {c ∈ Σ | l(c) ≤ x} as well as
Σx− := {c ∈ Σ | l(c) < x}
and define the set of critical points of l to be
Kl := {c ∈ Σ | ct = c for all t ≥ 0}.
From the evolution equation (2.3), it follows that c ∈ Kl holds if and only if k ≡ 0
along c which is equivalent to c being either a nontrivial geodesic or a point curve.
We will obtain the desired geodesics as critical points of l. Without loss of generality
we assume that the set of critical lengths l(Kl) = {l(c) | c ∈ Kl} ⊆ [0,∞) is finite,
for otherwise there would be nothing to show. Since we are not looking for point
curves,4 we exclude them by considering the pair (Σ,Σ0).
We choose δ ∈ [0, 2π) such that it is strictly smaller than the length of the shortest
geodesic(s) in Σ. Also, we choose L ∈ (2π,∞) such that no geodesic in Σ has length
≥ L. Now, we have the following result:
Lemma 4.3. (1) ΣL is a strong deformation retract of Σ.
(2) Σ0 is a strong deformation retract of Σδ.
4Note that point curves p : S1 → S2 are (trivial) geodesics which are not embedded.
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Proof. (1) Define f : Σ → ΣL by
f(c) :=
{
c if c ∈ ΣL,
ϕ[t(c,L)](c) else,
where t(c, L) denotes the time when the curve ϕt(c) has length L. Note that,
by the choice of L, such a time exists and, by Remark 2.6 (3), it is unique.
The map f is continuous. Let ι denote the inclusion ΣL →֒ Σ. It remains to
show that idΣ ∼ ι ◦ f with a homotopy relative to Σ
L. Define the homotopy
H : Σ× [0, 1] → Σ by
H(c, τ) :=
{
c if c ∈ ΣL,
ϕ[τt(c,L)](c) else.
(2) By the choice of δ and by Theorem 2.4, every c ∈ Σδ shrinks to a point under
the curve shortening flow. For a curve c ∈ Σδ, we have ϕT c(c) = pc where pc
is the limiting point curve of c. Now, let g : Σδ → Σ0 be defined by
g(c) :=
{
c if c ∈ Σ0,
ϕT c(c) else.
The map g is continuous. Let j denote the inclusion Σ0 →֒ Σδ. We still have
to show that idΣδ ∼ j◦g with a homotopy relative to Σ
0. Define the homotopy
H̄ : Σδ × [0, 1] → Σδ by
H̄(c, τ) :=
{
c if c ∈ Σ0,
ϕ[τT c](c) else.
For the rest of this chapter, we let • represent any or a suitable non-negative in-
teger (as in Chapter 3, Section 3.1). By the homotopy invariance of homology, we





Thus, it suffices to determine the relative homology groups of the pair (ΣL,Σδ). As
long as the lengths of geodesics lie within the open interval (δ, L), these groups are
independent of the Riemannian metric g on S2. Thus, by the choice of L and δ,
we can restrict our attention to the round metric g0 without loss of generality. In




0) for the pair
of spaces we are concerned about. Since the geodesics on (S2, g0) are precisely the
great circles which have length 2π, we can choose L = 2π + ǫ and δ = 2π − ǫ for
some ǫ > 0.
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4.2 Retracting curves onto circles
When considering (S2, g0), we always think of S
2 as embedded in Euclidean R3 in
the usual way. The norm and scalar product in R3 will always be the Euclidean
ones.
Define the map









where the integral is taken componentwise [18, p. 440]. Here, s is a choice of arc
length parameter for every individual curve c. For c ∈ Σ0 − Σ
0
0, we call P(c) the
position vector associated with c. Note that the integral in (4.2) is independent
of the choice of arc length parametrization. Clearly, the starting point of the arc
length parametrization does not matter as the integral is taken over a closed curve.
Also, reversing the orientation of the curve does not change the value of the integral:
Reparametrizing by s : [0, l(c)] → [0, l(c)], s′ 7→ s(s′) := l(c) − s′, we have ds/ds′ =
















Physically, P(c) is the “center of mass” of the curve c. E.g., if c is a great circle,
then P(c) = 0. Alternatively, the following lemma yields a “center of mass”:
Lemma 4.5. Let c ∈ Σ0. The function Fc : R





is strictly convex. Here, s is a choice of arc length parameter for the curve c.
Proof. As for the integral in (4.2), it is easy to show that the integral in the definition
of Fc is independent of the choice of arc length parametrization. So, Fc is well-
defined.
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Let x1,x2 ∈ R
3 with x1 6= x2 and let t ∈ (0, 1). Then,
Fc(tx1 + (1− t)x2) =
∫ l(c)
0
















= tFc(x1) + (1− t)Fc(x2).
In (4.3), equality holds if and only if
‖t(c(s)− x1) + (1− t)(c(s)− x2)‖ = ‖t(c(s)− x1)‖+ ‖(1− t)(c(s)− x2)‖ (4.4)
for all s ∈ [0, l(c)]. For fixed s ∈ [0, l(c)], (4.4) clearly holds if c(s) = x1 or c(s) = x2.
Let I := {s ∈ [0, l(c)] | c(s) /∈ {x1,x2}}. Now, (4.4) holds for all s ∈ I if and only
if5
t(c(s)− x1) = λ(s)(1− t)(c(s)− x2) with λ : I → (0,∞) continuous
⇔ c(s)− x1 = µ(s)(c(s)− x2) with µ : I → (0,∞), µ(s) := λ(s)
1− t
t
⇔ µ(s)x2 − x1 = (µ(s)− 1)c(s)
for all s ∈ I. We have {µ(s)x2 − x1 | s ∈ I} ⊆ E where E is a straight line in
R
3. Thus, also {(µ(s) − 1)c(s) | s ∈ I} ⊆ E. But this implies that µ is either
discontinuous with µ(s) = 1 for some s ∈ I or it satisfies µ ≡ 1. The first case
is impossible because µ is continuous and because x1 6= x2. The second case also
implies x1 = x2 which is a contradiction. Thus, (4.4) cannot hold for all s ∈ [0, l(c)],
proving strict inequality in (4.3).
Since the function Fc defined in Lemma 4.5 is strictly convex, it has a unique (global)
minimum which can be regarded as the “center of mass” of c.






c(s)× c′(s) ds, (4.5)
5Let x,y ∈ Rn, n ∈ N. Then, ‖x+ y‖ ≤ ‖x‖+ ‖y‖, and equality holds if and only if one of the
following statements is true:
(i) At least one of x and y is the zero vector 0.
(ii) x = λy with λ > 0.
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where, as in the definition of the map P, s is a choice of arc length parameter. Note
that, once we fix an orientation of the curve c, the integral in (4.5) is independent of
the starting point of the arc-length parametrization. But reversing the orientation
of the curve c changes the sign of Ñ(c).





k2 ds < l(c), then Ñ(c) 6= 0.
Proof. Recall that for a C1 function f : [0, 2π] → R satisfying f(0) = f(2π) and
∫ 2π
0













holds. Reparametrizing by x : [0, l(c)] → [0, 2π], s 7→ x(s) := 2πs/l(c), we have













Let c ∈ Σ0 − Σ
0
0 be a curve which satisfies
∫ l(c)
0
k2 ds < l(c). Suppose the claim







ds = 0 for j = 1, 2, 3
where j indicates the jth component of the vector. Plus, since the curve c is closed,
c(s) × c′(s) agrees for s = 0 and s = l(c). Hence, the Wirtinger inequality (4.7)





, j = 1, 2, 3.
Note also that ‖c× c′‖ = 1 and that
(c× c′)′ = c′ × c′ + c× c′′ = c× c′′
which is also true componentwise, i.e., d/ds(c× c′)j = (c× c





〈c′, c′〉 = 2 〈c′′, c′〉 .
Hence, because the vectors c, T := c′ and N := c× c′ form an orthonormal basis of
R
3, we have c′′ ∈ span
R
{c,N}. We can thus write c′′ = ac+ bN with ac = Pcc
′′ and
bN = PNc
′′ = ∇TT = kN,
where Pc and PN denote the projection onto c and N, respectively. Now, using the
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which contradicts the assumption
∫ l(c)
0
k2 ds < l(c).
More than that, we conjecture the following:
Conjecture 4.7. If c ∈ Σ0 − Σ
0
0, then Ñ(c) 6= 0.
Henceforth, we will assume that this conjecture is true. Then, for any c ∈ Σ0 − Σ
0
0,
Ñ(c)/‖Ñ(c)‖ ∈ S2. By identifying those normalized vectors which can be obtained
from one another by a change of sign (or, equivalently, by changing the orientation
of the curve), we obtain a well-defined continuous map




For c ∈ Σ, we call N(c) the normal line associated with c. Sometimes, we will need a
normal vector in R3 instead of an element of RP 2. In these cases, we will implicitly
identify N(c) with a choice of preimage under the quotient map π : S2 → RP 2.
We have already mentioned great circles. Here, we want to make the notion of a
circle precise (cf. [3, p. 23]):
Definition 4.8. A circle σ ∈ Σ0 is a curve whose image set can be obtained as a
nonempty intersection of S2 with a plane in R3. The circle σ will be called great if
the plane contains the origin and proper if σ is not a point curve. Furthermore, let
Γ0 ⊆ Σ0 denote the subset of circles.
Now, given a curve c ∈ Σ0 − Σ
0
0, we assign to it the proper circle σ(c) determined







The circle σ(c) depends continuously on c. Note that if (cn)n∈N ⊆ Σ0 − Σ
0
0 is a
sequence of curves with limn→∞ cn =: p being a point curve, then
|〈P(cn),N(cn)〉| → 1 as n → ∞.
Thus, we obtain a continuous map σ : Σ0 → Γ0 defined by
c 7→
{
σ(c) if l(c) > 0,
c if l(c) = 0.
As σ|Γ0 = idΓ0 , σ is a retraction and Γ0 is a retract of Σ0. Unfortunately, the map
σ cannot be used in the process of determining the homology of (Σ0,Σ
0
0) because a
retraction does not in general induce isomorphisms between the homology groups
in all dimensions (unless it can be shown to be a deformation retraction).
Therefore, we shall try to modify this approach in such a way that it preserves
homology. Recall that in Section 4.1, we determined that it suffices to consider the
pair of spaces (Σ2π+ǫ0 ,Σ
2π−ǫ
0 ) for some ǫ > 0. Now, we assume that there exists a
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time τ = τ(ǫ) ∈ [0,∞) such that for every c ∈ Σ2π+ǫ0 − Σ
2π−ǫ
0 either
6 l(cτ ) > 2π − ǫ
and cτ can be written as a graph over σ(cτ ) (much like in [8, Lemma A.2.]) or
l(cτ ) ≤ 2π − ǫ holds. Note that ǫ is fixed but can be chosen sufficiently small in
the first place. Let c ∈ Σ2π+ǫ0 − Σ
2π−ǫ
0 be such that cτ can be written as a graph
over σ(cτ ). Then, there is a continuous deformation of cτ onto σ(cτ ) where the
points of cτ move along geodesic arcs (i.e., segments of great circles) which meet
σ(cτ ) perpendicularly. Thus, applying the curve shortening flow for a time period of









Note that (Σ2π−ǫ0 ∪ Γ0)−Σ
2π−ǫ
0 = Γ0 − (Γ0 ∩Σ
2π−ǫ
0 ) does only contain proper circles
whose lengths lie in the interval (2π − ǫ, 2π].
4.3 Determining the homology of (Σ,Σ0)
A circle σ uniquely determines the plane Gσ which it is contained in (and vice versa,
see Definition 4.8). We write Gσ in the Hesse normal form, i.e.,
Gσ = {x ∈ R
3 | 〈x,n〉 = d},
where d ∈ [0, 1] is the distance between Gσ and the origin, i.e., d = minx∈Gσ ‖x‖,
and n is the unit vector which is normal to Gσ and points from the origin towards
Gσ in the case of d > 0; if d = 0, n is a choice of unit normal vector of Gσ. We
identify n with the corresponding point n on S2. Then, σ is uniquely determined
by the data (n, d) ∈ S2 × [0, 1] if it is a proper circle. If σ is a great circle, it is
uniquely determined by (n, 0) once we identify n with its antipodal point −n. Thus,
we obtain a homeomorphism
Γ0 → S
2 × [0, 1]/(n, 0) ∼ (−n, 0) =: E, (4.9)
and E is the total space of the following non-trivial smooth fiber bundle over RP 2:
[0, 1] → E → RP 2.
Now, (4.9) restricts to a homeomorphism
Γ0 − (Γ0 ∩ Σ
2π−ǫ
0 ) → S
2 × [0, ǫ′)/(n, 0) ∼ (−n, 0) =: E ′, (4.10)
where ǫ′ ∈ [0, 1] depends on ǫ. E ′ is the total space of the following non-trivial
smooth fiber bundle over RP 2:
[0, ǫ′) → E ′ → RP 2.
6Recall from Section 4.1 that cτ is the curve evolved from c under the curve shortening flow
after time τ .
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where, we recall, • represents any non-negative integer.8 We invite the reader to
compare the bundle and the use of the Thom isomorphism in [3, Section 4] with
ours. With field coefficients, cohomology is the dual of homology [12, Chapter 3.1],
so from Example 3.7, it follows that
Hk(RP
2;Z2) ∼= Z2 if 0 ≤ k ≤ 2, (4.12)
and that these homology groups are trivial for k > 2. The last isomorphism in
(4.11), i.e., the Thom isomorphism, is given by taking the cap product with the
orientation class µ ∈ H1(E ′, ∂E ′;Z2) of E
′ [3, Section 4], i.e.,9
H•(E
′, ∂E ′;Z2) → H•−1(RP
2;Z2), h 7→ µ ⌢ h.
From this and from (4.12), it follows that (E ′, ∂E ′) has three subordinate homology
classes (and that this number is maximal). Recall from Corollary 4.4 and the last









Thus, by (4.11), (Σ,Σ0) contains, with Z2 coefficients, three subordinate homology
classes (and this number is maximal).
4.4 Lusternik-Schnirelmann theory for the curve
shortening flow
The objective of this section is to formulate the Lusternik-Schnirelmann theory as it
is presented in [2, Section 1] in a setting that suits our purpose. Roughly speaking,
we want to find the critical points of the length functional l on Σ and thereby exclude
point curves. The reader may want to compare the following exposition with the
one in Chapter 3, Section 3.1.
7We use Z2 coefficients as RP
2 is non-orientable.
8Note that the last isomorphism is still correct for • = 0 if we define H−1(RP
2;Z2) to be trivial.
9Here, we identify µ ⌢ h ∈ H•−1(E
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We consider the pair of metric spaces (Σ,Σ0). Obviously, both Σ and Σ0 are invariant
under the curve shortening flow. Now, let H•(Σ,Σ
0) be nontrivial and let h be a







Thus, the critical level of h is the infimum of all the maximal lengths of curves in
cycles representing h. Note that the following arguments are independent of the
choice of coefficients we use for (co)homology. Hence, we will not mention any
coefficients explicitly.
Recall from Section 4.1 that the set l(Kl) = {l(c) | c ∈ Kl} ⊆ [0,∞) is assumed to
be finite.
Lemma 4.9. Let h ∈ H•(Σ,Σ
0) be nonzero and let U be an open neighborhood
of {c ∈ Kl | l(c) = κ(h)} in Σ. Then, there exist a cycle z ∈ h and an ǫ > 0 such
that |z| ⊆ Σκ(h)−ǫ ∪ U , i.e., every curve in |z| lies in U or is of length ≤ κ(h) − ǫ.
Furthermore, {c ∈ Kl | l(c) = κ(h)} is nonempty.
The basis for the following proof of this lemma is the brief proof in [10, Section 8].
Proof. First note that h 6= 0 implies κ(h) 6= 0 so that {c ∈ Kl | l(c) = κ(h)} contains
only nontrivial geodesics. Choose ǫ0 > 0 such that the interval [κ(h)− ǫ0, κ(h) + ǫ0]
does not contain any critical values other than κ(h) and fix a z0 ∈ h with |z0| ⊆
Σκ(h)+ǫ0 . Such a cycle z0 exists by the definition of κ(h). This definition also implies
that for every z ∈ h there is a c ∈ |z| such that l(c) ≥ κ(h). Thus, because
[ϕt(z)] = [z] = h for all z ∈ h and all t ≥ 0, there is for every z ∈ h and every t ≥ 0
a c ∈ |ϕt(z)| with l(c) ≥ κ(h). Suppose the set
Φ∞ := {c ∈ |z0| | l(ct) ≥ κ(h)− ǫ0 for all t ≥ 0}
is empty. Then, there is for every c ∈ |z0| a time tc ≥ 0 such that l(ct) < κ(h)− ǫ0
for all t ≥ tc. By continuity of the curve shortening flow, there exists an open
neighborhood U(c) ⊆ |z0| of c such that l(c̃t) < κ(h) − ǫ0 for all c̃ ∈ U(c) and
all t ≥ tc. By compactness of |z0|, there are finitely many such neighborhoods
U(c1), U(c2), . . . , U(cm), m ∈ N, covering |z0|. Define τ := maxi∈{1,2,...,m} tci . Then,
l(ct) < κ(h) − ǫ0 holds for all c ∈ |z0| and all times t ≥ τ . In particular, there is a
time t ≥ 0 such that every c ∈ |ϕt(z0)| satisfies l(c) < κ(h) which is a contradiction.
Thus, Φ∞ 6= ∅.
Let c ∈ Φ∞. Then, by Corollary 2.15, there exists a sequence of times (tn)n∈N with
tn → ∞ as n → ∞ and an n0 ∈ N such that ctn ∈ U for all n ≥ n0. We claim that
there exists a time Tc ≥ 0 such that ct ∈ U for all t ≥ Tc. Suppose, this is false.
Then, there exists a sequence of times (tj)j∈N with tj → ∞ as j → ∞ such that
ctj /∈ U for all j ∈ N. But then, by Remark 2.16, there exists a subsequence of times
(tji)i∈N such that ctji converges to a geodesic in Kl as i → ∞. In particular, there
is an i0 ∈ N such that ctji ∈ U for all i ≥ i0 which is a contradiction. This proves
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the claim. Since the curve shortening flow is continuous and since U is open, there
exists an open neighborhood U ′(c) ⊆ |z0| of c such that c̃t ∈ U for all c̃ ∈ U
′(c)
and all t ≥ Tc. Since, by compactness of |z0|, Φ∞ ⊆ |z0| is compact, there is a
finite cover of Φ∞ by such neighborhoods U
′(c1), U
′(c2), . . . , U
′(cm′), m
′ ∈ N. Define
T := maxi∈{1,2,...,m′} Tci . Then, ct ∈ U holds for all c ∈ Φ∞ and all times t ≥ T .
Take V to be an open set satisfying Φ∞ ⊆ V ⊆ |z0| and such that cT ∈ U holds for
all c ∈ V . Since the curve shortening flow is continuous and since U is open, such a V
exists. Σ(κ(h)−ǫ0)− = l−1([0, κ(h)− ǫ0)) is open in Σ and W := |z0|− (V ∪Σ
(κ(h)−ǫ0)−)
is compact. W does not contain any geodesics. Hence, for any c ∈ W , there exists
an ǫc > 0 such that
∫
c
k2 ds > ǫc holds. By continuity of
∫
c
k2 ds on Σ, there exists
an open neighborhood U ′′(c) ⊆ W of c ∈ W such that every c̃ ∈ U ′′(c) satisfies
∫
c̃
k2 ds > ǫc. Since W is compact, there exist finitely many such neighborhoods
U ′′(c1), U
′′(c2), . . . , U
′′(cm′′), m
′′ ∈ N, which cover W . Let ǭ := mini∈{1,2,...,m′′} ǫci .
Then, for every c ∈ W with l(cT ) ≥ κ(h)− ǫ0, we have








k2 ds dt > T ǭ =: 2ǫ.
If, for c ∈ W , l(cT ) < κ(h) − ǫ0 holds or cT does not even exist, then, at time T , c
has already shortened enough under the curve shortening flow.
Now, by the definition of κ(h), there exists a z̄ ∈ h such that |z̄| ⊆ Σκ(h)+ǫ. It follows
that ϕT (z̄) ⊆ U ∪ Σ
κ(h)−ǫ, so ϕT (z̄) is the cycle we are looking for.
Suppose {c ∈ Kl | l(c) = κ(h)} = ∅. Then, with U = ∅, the above implies ϕT (z̄) ⊆
Σκ(h)−ǫ which contradicts the definition of κ(h).
Lemma 4.10. Let h1, h2 ∈ H•(Σ,Σ
0) be subordinate homology classes, say ω ⌢
h2 = h1 with ω ∈ H
•(Σ), • ≥ 1. Then, κ(h2) ≥ κ(h1). If equality holds, then ω|U is
nonzero with U any open neighborhood of {c ∈ Kl | l(c) = κ(h2) = κ(h1)} in Σ.
Proof. The proof of Lemma 3.3 carries over to the present situation word by word
once we replace M by Σ, Mκ−ǫ by Σκ−ǫ as well as Mκ− by Σκ− and once we replace
the reference to Lemma 3.1 by the reference to Lemma 4.9.
Recall from Section 4.3 that, with Z2 coefficients, (Σ,Σ
0) contains three subordinate
homology classes (and that this number is maximal). Let us denote these homology
classes by hi ∈ Hi(Σ,Σ
0;Z2) where i = 1, 2, 3.
Corollary 4.11. There are at least three critical points of l. Moreover, if at least
two homology classes, one of which is subordinate to the other, have the same critical
level, then there are infinitely many critical points of l.
Proof. The three subordinate homology classes are hi ∈ Hi(Σ,Σ
0;Z2), i = 1, 2, 3.
From this point on, the proof of Corollary 3.4 carries over to the present situation
word by word once we set n = 3, once we replace f by l as well as M by Σ and
once we replace the references to Lemma 3.1 and Lemma 3.3 by the references to
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Lemma 4.9 and Lemma 4.10, respectively. Note that, by assumption, Σ is locally
contractible.
Thus, exactly one of the following three cases occurs:
(i) There are exactly three embedded closed geodesics all of which have a different
length. The three lengths are given by κ(hi), i = 1, 2, 3. Note that the three
geodesics are geometrically distinct [10, Section 8], i.e., their images in S2 are
distinct (cf. [17, p. 23f.]).
(ii) There are infinitely many embedded closed geodesics of the same length which
is either κ(h1) = κ(h2) or κ(h2) = κ(h3), and there is one embedded closed
geodesic of length κ(h3) 6= κ(h1) or κ(h1) 6= κ(h2), respectively.
(iii) There are infinitely many embedded closed geodesics of length κ(h1) = κ(h2) =
κ(h3).
This completes the proof of the three geodesics theorem.
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