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Abstract
If M is a mean on Rn+ and M(f (x1), f (x2), . . . , f (xn)) = f (M(x1, x2, . . . , xn)) then we say that M is
invariant under f . The problem is to find a class of functions that by invariance determines a mean uniquely.
We focus on the geometric mean, which can be transformed to obtain results for other means.
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1. Introduction
The mean or average concept has a long history, but remains central to mathematics and
applications. This paper will help unify and apply ideas from the recent papers [4,5,8], focusing
on characterizations of means through their invariance properties. Recall the three classic means
of antiquity: the arithmetic, geometric, and harmonic means are given by A(x,y) = (x + y)/2,
G(x,y) = √xy, and H(x,y) = 2xy/(x + y), respectively. As part of the Greek geometry, the
variables are of course restricted to be positive; however, for some means this may be an unnatural
restriction.
Throughout, we let R+ = (0,∞). We say that M is a mean in n variables, or M is a mean on
Rn+ if M : Rn+ → R+ is a continuous function such that, for all x1, x2, . . . , xn > 0,
min{x1, x2, . . . , xn}M(x1, x2, . . . , xn)max{x1, x2, . . . , xn}.
* Corresponding author.
E-mail addresses: jji@kennesaw.edu (J. Ji), ckicey@valdosta.edu (C. Kicey).0022-247X/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.09.035
454 J. Ji, C. Kicey / J. Math. Anal. Appl. 322 (2006) 453–467A mean M is called symmetric if for any permutation π of {1,2, . . . , n},
M(x1, x2, . . . , xn) = M(xπ(1), xπ(2), . . . , xπ(n)).
Also, a mean is called strictly isotonic if
x < y ⇒ M(x1, . . . , xk−1, x, xk+1, . . . , xn) <M(x1, . . . , xk−1, y, xk+1, . . . , xn).
Thus, in the case of M differentiable, M is strictly isotonic if each partial derivative is positive.
Typically we will study means that are both symmetric and strictly isotonic; in many applications
these would be natural properties required of means under consideration.
Every continuous monotone function h defined on (0,∞) generates a mean by
Mh(x1, x2, . . . , xn) = h−1
(
h(x1)+ h(x2)+ · · · + h(xn)
n
)
. (1)
The class of all such means is referred to as the quasi-arithmetic or homomorphic means. Some
statistical properties of this class were obtained in [6]. The nonlinear filters based on these means
behave well in the reduction of both additive and impulse noise and these filters also perform
satisfactorily in the reduction of the signal dependent noise [6]. In this paper we will focus on
mathematical properties of this class of means, and make use of a more general class of means
introduced by Horwitz [4].
The quasi-arithmetic or homomorphic means are naturally defined by (1) for n variables. For
example, since taking h(x) = x, lnx, and 1/x in (1), respectively generate A, G, and H given
above for n = 2, the arithmetic, geometric, and harmonic means have in fact been defined for
n variables. We should point out, however, that when given a mean, it may not be immediately
clear whether it is of the form (1) and it may be difficult to determine the underlying generating
function h even if it is of the form (1). Nonetheless, this is a large class of useful means that we
will make use of, and a good starting point reference on this type of means is [3].
In general, however, it is not always clear how to extend a mean on two variables to
three or more variables. A well-known example is the logarithmic mean given by L(x, y) =
(x − y)/(lnx − lny). Stolarsky [7] gives two reasonable extensions. Largely being motivated by
this problem, and with quasi-arithmetic means in mind, Horwitz [4] recently gave an alternative
way to extend L to three variables. We will introduce as needed and make use of some of these
ideas.
In the literature (e.g., see [1]) much attention is given to the means M that are homogeneous,
meaning
M(ξx1, . . . , ξxn) = ξM(x1, . . . , xn), for ξ > 0, xi > 0.
We generalize this notion, and say that a mean M on Rn+ is invariant under a real-valued func-
tion f if
M
(
f (x1), f (x2), . . . , f (xn)
)= f (M(x1, x2, . . . , xn)), for all xi > 0,
for which both sides of the equality are defined. Thus, a homogeneous mean is also scalar in-
variant, due to the fact that it is invariant under fξ (x) = ξx, for all ξ > 0. Let us first introduce a
notation. For a function f : R+ → R+, we define
f (x) = (f (x1), f (x2), . . . , f (xn)), for (x1, x2, . . . , xn) ∈ Rn+.
With this in mind, we note that there is no difference for a function f being defined on R+
or on Rn+. Obviously, the statement that M is invariant under f is equivalent to M(f (x)) =
f (M(x)) for all x ∈ Rn+.
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M(a,b) = ab − 1 +
√
(a2 + 1)(b2 + 1)
a + b . (2)
We can check that like the geometric mean, the M in (2) is invariant under r(x) = 1/x, i.e.,
M
(
1
a
,
1
b
)
=
1
ab
− 1 +
√( 1
a2
+ 1)( 1
b2
+ 1)
1
a
+ 1
b
= 1
M(a,b)
.
Similarly, it can be verified that M is also invariant under the family of functions fρ(x) =
(x + ρ)/(1 − ρx).
The mean M given by (2) was called the slope mean in [5], and it has a nice geometric
interpretation: m = M(a,b) is the intermediate slope in the sense that it provides the line y = mx
that will bisect the angle formed by the lines y = ax, y = bx with slopes a and b. Now the
invariances can easily be seen, the first invariance is just reflection about the line y = x and the
second invariance is rotation, i.e., if the lines y = ax and y = bx are each rotated by the same
angle, then this mean will also rotate by the same angle. Moreover, it is shown in [5] that these
two geometric properties, or the equivalent algebraic invariances, in fact determine M uniquely
on the appropriate domain.
It is straightforward to verify that the classic means A, G, and H are scalar invariant. More-
over, the arithmetic mean is invariant under translation given by tτ (x) = x + τ , τ ∈ R. However,
the geometric mean is not invariant under tτ (x); instead, as pointed out above, it is invariant
under reciprocation r(x) = 1/x. Our characterization will show why other homogeneous means
(e.g., see the list in Eves [2, p. 200]) cannot have this invariance.
Mathematically, it is interesting to find out the class of functions under which a given mean is
invariant and at the same time the mean is uniquely determined by the invariance property of the
functions in the class. The characterizations by invariance for arithmetic, geometric, harmonic,
and slope means of two numbers were obtained in a recent paper [5]. In this paper we will
extend results of [5] to means of n numbers. We note that some progress on the arithmetic mean
of n positive numbers is presented in [8]. We will focus on invariance characterization for the
geometric mean and obtain results for a few other means through transformations. As a by-
product, we will have an invariant characterization for the arithmetic mean on Rn, enhancing the
one in [8].
2. Characterization by invariance for smooth means
In this section we will shortly study characterization by invariance for the geometric mean.
Along the lines of [8] we have:
Theorem 2.1. Let rτ (x) = xτ . If a mean M on Rn+ is strictly isotonic, smooth, and invariant
under fξ (x), ξ > 0, and rτ (x), τ > 0, then M is the weighted geometric mean
M(x) =
n∏
x
pi
ii=1
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∑n
i=1 pi = 1. In addition, if M(x) is symmetric,
then it is the classic geometric mean:
M(x) = n
√√√√ n∏
i=1
xi.
Proof. Let gk(x) = ∂M(x)/∂xk for 1 k  n. From the scaling invariance, we have
M(ξx) = ξM(x).
Differentiating on both sides with respect to ξ leads to
g1(ξx)x1 + g2(ξx)x2 + · · · + gn(ξx)xn = M(x),
which implies
n∑
i=1
gi(x)xi
M(x)
= 1. (3)
From the invariance under rτ , we have
M
(
xτ
)= [M(x)]τ . (4)
Differentiating on both sides of (4) with respect to xk leads to
gk
(
xτ
)
τxτ−1k = τ
[
M(x)
]τ−1
gk(x),
which, after canceling the τ , implies
gk
(
xτ
)
xτ−1k =
[
M(x)
]τ−1
gk(x).
Taking the limit as τ approaches zero, the continuity of gk , for 1 k  n, indicates that
pk ≡ gk(x)xk
M(x)
= gk(1,1, . . . ,1), for x > 0, (5)
is a constant. The non-negativity of pk follows directly from the fact that M(x) is strictly isotonic.
Differentiating on both sides of (4) with respect to τ leads to
n∑
i=1
gi
(
xτ
)
xτi lnxi =
[
M(x)
]τ lnM(x),
which, together with (5) and τ = 1, implies
M(x) = exp
(
n∑
i=1
gi(x)xi
M(x)
lnxi
)
= exp
(
n∑
i=1
pi lnxi
)
=
n∏
i=1
x
pi
i .
If M(x) is symmetric, then
M(x1, x2, . . . , xn) = M(xk, x2, . . . , xk−1, x1, xk+1, . . . , xn). (6)
Differentiating the both sides of (6) with respect to x1 leads to
g1(x) = gk(xi, x2, . . . , xk−1, x1, xk+1, . . . , xn)
indicating gk(1,1, . . . ,1) = g1(1,1, . . . ,1) by setting x1 = x2 = · · · = xn = 1. Thus all the pk
for 1 k  n are the same. It is easily seen from (3) and (5) that pk = 1/n for all each k. 
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nected or transformed to that of the other mean.
Theorem 2.2. Let D1 and D2 be two subsets of R, u :D2 → D1 be a monotonic onto function,
and M(x) be a mean on D2. Then Mu(x) = u(M(u−1(x))) is a mean on D1. Furthermore, let
g :D1 → D1 be a function and define the composite function gu = u−1 ◦g ◦u. Then the mean M
on D2 is invariant under gu if and only if the mean Mu on D1 is invariant under g.
Proof. Obviously, Mu is a mean on D1 due to the facts that M is a mean on D2 and that
u is a monotonic function. Assume that M is invariant under gu. For x ∈ D1, we have y =
u−1(x) ∈ D2. Then, it is easily seen that
Mu
(
g(x)
)= u(M(u−1(g(x))))= u(M(u−1(g(u(y)))))
= u(M(gu(y)))= u(gu(M(y)))= u(u−1(g(u(M(y)))))
= g(u(M(u−1(x))))= g(Mu(x)).
Thus, Mu is invariant under g. The “if part” can be established similarly. 
As an application we have:
Theorem 2.3. Let M(x) be a strictly isotonic smooth mean on Rn. If M(x) is invariant under
translation tτ (x) = x + τ , τ ∈ R, and scaling fξ (x) = ξx, ξ > 0, then M(x) is the weighted
arithmetic mean in the form of
M(x) =
n∑
i=1
pixi .
If M(x) is further assumed to be symmetric, then it is the arithmetic mean
M(x) = 1
n
n∑
i=1
xi.
Proof. Take u(x) = exp(x) : R → R+ and define a mean Mu(x) as in Theorem 2.2 on R+. It is
easily seen from Theorem 2.2 that Mu(x) is invariant under
u
(
tτ
(
u−1(x)
))= exp(lnx + τ) = exp(τ )x ≡ ξ1x, ξ1 > 0,
which is a scaling function and invariant under
u
(
fξ
(
u−1(x)
))= exp(ξ lnx) = xξ , ξ > 0.
The fact that M is smooth implies the smoothness of Mu. Therefore, it follows from The-
orem 2.1 that Mu = G, i.e., exp(M(lnx)) = G(x). By setting yi = lnxi , we deduce that
M(y) = ∑ni=1 piyi . Also, if M is symmetric, then Mu is also symmetric. The remainder of
the theorem follows immediately from Theorem 2.1. 
We remark that Wang and Jiang [8] established the following characterization for the arith-
metic mean on Rn+.
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translation tτ (x) = x + τ , τ > 0, and scaling fξ (x) = ξx, ξ > 0, then M(x) is the weighted
arithmetic mean in the form of
M(x) =
n∑
i=1
pixi .
If M(x) is further assumed to be symmetric, then it is the arithmetic mean
M(x) = 1
n
n∑
i=1
xi.
A comparison of Theorem 2.3 and Proposition 2.4 indicates that it requires a larger family of
translation functions to determine the arithmetic mean on Rn than its restriction on Rn+.
To uniformly study a few well-known means, let us focus for the moment on a result on the
class of quasi-arithmetic means. For a differentiable, monotonic, and onto function u :D → R+,
following the proof of Theorem 2.3, it is easy to derive from Theorem 2.2 and Proposition 2.4
that a strictly isotonic smooth mean M(x) on D must be the quasi-arithmetic mean:
M(x) = u−1
(
n∑
i=1
piu(xi)
)
if it is invariant under u−1(g(u(x))) for g ∈ W = {fξ (x), tτ (x)} where fξ (x) is the scaling
function fξ (x) = ξx, ξ > 0, and tτ (x) is the translation tτ (x) = x + τ , τ > 0.
First we note that the choice of u(x) = x : R+ → R+ leads to the result of Proposition 2.4.
Taking u(x) = lnx : (1,∞) → R+, we have u−1(x) = exp(x),
u−1
(
fξ
(
u(x)
))= exp(ξ lnx) = xξ , ξ > 0, (7)
u−1
(
tτ
(
u(x)
))= exp(lnx + τ) = exp(τ )x ≡ ζx, ζ > 1, (8)
where ζ ≡ exp(τ ) > 1 since τ > 0, and
F(x) = u−1
(
n∑
i=1
piu(xi)
)
= exp
(
n∑
i=1
pi lnxi
)
=
n∏
i=1
x
pi
i .
Thus, the weighted geometric mean on (1,∞) can be characterized by invariance under
{rτ (x), fξ (x)} where rτ (x) = xτ , τ > 0, and fξ (x) = ξx, ξ > 1 (see (7), (8)). We note that
with this approach we only characterized the geometric mean on (1,∞) while Theorem 2.1 is
for the geometric mean on R+.
Next we state the characteristic properties for a few other means.
Weighted harmonic mean on R+. Taking u(x) = 1/x : R+ → R+, we have u−1(x) = 1/x,
u−1
(
fξ
(
u(x)
))= 1
ξ/x
= 1
ξ
x ≡ ξ1x, ξ1 > 0, (9)
u−1
(
tτ
(
u(x)
))= 1 = x , τ > 0, (10)
1/x + τ 1 + τx
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F(x) = u−1
(
n∑
i=1
piu(xi)
)
= 1∑n
i=1 pi/xi
. (11)
Thus, u−1(fξ (u(x))) is a scaling function and the weighted harmonic mean in (11) on R+ is
characterized by invariance under Wh = {fξ (x), hτ (x)}, where fξ (x) = ξx, ξ > 0, and hτ (x) =
x/(1 + τx), τ > 0 (see (9), (10)).
The pth weighted mean on R+. Taking u(x) = xp : R+ → R+ for some p > 0, we have
u−1(x) = x1/p ,
u−1
(
fξ
(
u(x)
))= (ξxp)1/p = ξ1/px ≡ ξ2x, ξ2 > 0, (12)
u−1
(
tτ
(
u(x)
))= (xp + τ)1/p, τ > 0, (13)
and
F(x) = u−1
(
n∑
i=1
piu(xi)
)
=
(
n∑
i=1
pix
p
i
)1/p
. (14)
Thus, u−1(fξ (u(x))) is a scaling function and the pth weighted mean in (14) on R+ is char-
acterized by invariance under Wr = {fξ (x), pτ (x)}, where fξ (x) = ξx, ξ > 0, and pτ (x) =
(xp + τ)1/p , τ > 0 (see (12), (13)).
Negative pth weighted mean on R+. Taking u(x) = x−p : R+ → R+ for some p > 0, we have
u−1(x) = x−1/p ,
u−1
(
fξ
(
u(x)
))= (ξx−p)−1/p = ξ−1/px ≡ ξ3x, ξ3 > 0, (15)
u−1
(
tτ
(
u(x)
))= (x−p + τ)−1/p, τ > 0, (16)
and
F(x) = u−1
(
n∑
i=1
piu(xi)
)
=
(
n∑
i=1
pix
−p
i
)−1/p
. (17)
Thus, u−1(fξ (u(x))) is a scaling function and the negative pth weighted mean in (17) on R+ is
characterized by invariance under Wn = {fξ (x), qτ (x)}, where fξ (x) = ξx, ξ > 0, and qτ (x) =
(x−p + τ)−1/p , τ > 0 (see (15), (16)).
Weighted log-exp mean on R. Taking u(x) = cx : R → R+ for some c > 0 and c 
= 1, we have
u−1(x) = logc x,
u−1
(
fξ
(
u(x)
))= logc(ξcx)= logc ξ + x ≡ x + τ, τ ∈ R, (18)
u−1
(
tτ
(
u(x)
))= logc(cx + τ), τ > 0, (19)
and
F(x) = u−1
(
n∑
piu(xi)
)
= logc
(
n∑
pic
xi
)
. (20)i=1 i=1
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by invariance under Wl = {tτ (x), lτ (x)} where tτ (x) = x + τ , τ ∈ R, and lτ (x) = logc(cx + τ),
τ > 0 (see (18), (19)).
We notice that the pth weighted mean is also defined on R for certain values of p. The square
mean with p = 2 is such a mean defined on R. But the characterization by invariance obtained in
this paper for the mean is only for its restriction on R+ since the u = xp is no longer monotonic
on R in this case.
We remark that our characterization of a mean through the notion of invariance under func-
tions is concise. We note that the recently proposed perturbation axiom for the means [8] is
fundamentally different from what is done in this paper. However, these two notions are some-
what related under certain conditions.
Let us first review the concept of perturbation axiom of [8]. Since the means are symmetric,
the perturbation axiom takes the form
V
[
M(x),M(x +x)−M(x)]= 1
n
n∑
i=1
V [xi,xi] + o
(‖x‖). (21)
It was proved in [8, Theorem 3.1] that M in (21) is a homomorphic mean uniquely determined by
v(α,0) ≡ ∂V [α,0]/∂β , and the function h in (1) that generates M is essentially the antiderivative
of v(α,0). In other words, if one can find a variation function V [α,β] that measures change
from α to α + β in such a way that the mean and data react the same to a perturbation, then M
is of the form (1), where h is given by h(η) = ∫ η
η0
v(α,0) dα (here 0 < η0 ∞ is chosen so that
the above integral exists for all η > 0).
As an example, define V [α,β] = β/α. It can be checked that the geometric mean G satisfies
(21) with this choice of variation quantity. Conversely, if a mean M satisfies (21), then since
v(α,0) = 1/α, the mean M must be the geometric mean. Note that the choice of V is not unique,
for example, V [α,β] = log((α + β)/α) would also lead to the geometric mean.
We end up this section with the following result.
Theorem 2.5. Suppose that M satisfies the perturbation axiom with respect to variation function
V [α,β]. If f (x) satisfies
lim
β→0+
V [f (α), f (α + β)− f (α)]
V [α,β] = 1, ∀α > 0, (22)
then M is invariant under f (x).
Proof. By [8, Theorem 3.1], we have M = h−1 ◦ A ◦ h, where ∂V [α,0]/∂β ≡ v(α,0) = h′(α).
Let M1 be the mean corresponding to the variation function
V1[α,β] ≡ V
[
f (α), f (α + β)− f (α)].
Since ∂V1[α,0]/∂β = h′(f (α))f ′(α), the perturbation axiom characterizes M1 = (h ◦ f )−1 ◦
A ◦ (h ◦ f ). By L’Hospital’s rule, the assumption (22) implies
h′
(
f (α)
)
f ′(α) = h′(α) (23)
and thus we have M1 = M , or f−1 ◦M ◦ f = M . 
We note that the condition in (22) is equivalent to that of (23), but the condition in (23) can be
easily checked.
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f (x) = x/(1 + τx). Since
V [f (α), f (α + β)− f (α)]
V [α,β] → 1 as β → 0
+
we conclude that the mean generated by V , namely H , is invariant under f . Alternatively, we
could have checked (23) using h(x) = −1/x.
The variation
V [α,β] = β
α(α + β)
also generates the harmonic mean H . Interestingly, in this case, the equation of the perturbation
axiom is exact, while
V [f (α), f (α + β)− f (α)]
V [α,β] ≡ 1.
3. Strengthening invariance characterizations
In the previous section we saw how the two families {ξx: ξ > 0} and {xτ : τ > 0} of invari-
ances uniquely determined the geometric mean G. In what follows, we will see that actually a
much smaller set of invariant functions is often sufficient.
It will first be illustrative to see and discuss a result on R2+ whose proof is alluded to in [5].
Theorem 3.1. Let M : R2+ → R+ be a mean in the sense min{a, b}M(a,b)max{a, b} and
M(a,b) = M(b,a), for all a, b > 0. If M is invariant under r(x) = 1/x and fξ (x) = ξx, ξ > 0,
then M = G, the geometric mean.
Proof. Fix a, b > 0; let v = M(a,b). By the symmetry and invariance under reciprocation as-
sumptions, we have
v = M(a,b) = M(b,a) = 1
M(1/b,1/a)
= ab
abM(1/b,1/a)
= ab
M(a, b)
= ab
v
.
Therefore, v2 = ab. But since M is a mean, to find v the positive square root must be chosen,
which implies M(a,b) = (ab)1/2 = G(a,b). 
The minimal assumptions in place have been efficiently used; and isotonicity, smoothness,
and even continuity are not assumed. More importantly, the family rp(x) = xp,p > 0, in Theo-
rem 2.1 has been replaced by a single function r(x) = 1/x. Next, we will focus on establishing a
similar result for geometric mean on Rn+. The following example indicates that some effort will
be necessary.
Example. For a, b, c > 0, let
M(a,b, c) =
√
abc(a + b + c)
ab + ac + bc .
It is easy to check that M is a symmetric mean invariant under scaling and reciprocation. Obvi-
ously M is not the geometric mean G(a,b, c) = 3√abc in disguise.
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by Mn. We first review another notion of invariance introduced in [4], that relates a mean Mn on
Rn+ to a mean Mn−1 on Rn−1+ .
Definition. We say that M = Mn is type 1 invariant if there exists a mean m = Mn−1 such that
for all x = (x1, x2, . . . , xn) ∈ Rn+,
M(x1, x2, . . . , xn) = M
(
m(x2, x3, . . . , xn),m(x1, x3, . . . , xn), . . . ,m(x1, x2, . . . , xn−1)
)
.
Another type of invariance relating a mean on Rn+ to a mean on Rn−1+ (called type 2) was also
introduced in [4] but we will only make use of the type 1 invariance.
For x = (x1, x2, . . . , xn) ∈ Rn, define x¯i = (x1, . . . , xi−1, xi+1, . . . , xn). With this notation,
the type 1 invariance can be re-expressed as
M(x1, x2, . . . , xn) = M
(
m(x¯1),m(x¯2), . . . ,m(x¯n)
)
, (24)
for all x = (x1, x2, . . . , xn) ∈ Rn+.
It is easy to see that the quasi-arithmetic means are type 1 invariant. An example given in [4],
based on the logarithmic mean, shows that the set of quasi-arithmetic means is a proper subset
of the type 1 invariant means.
The following is a type of inheritance result that adds to Theorem 10 of [4].
Lemma 3.2. Let (M,m) be a type 1 pair satisfying (24) and let M be strictly isotonic. Then,
(a) if M is invariant under f (x), then so is m, and
(b) if M is symmetric, then so is m.
Proof. For part (a), we claim that for positive numbers t and yk (1 k  n− 1),
m
(
f (y1, y2, . . . , yk, t, t, . . . , t)
)= f (m(y1, y2, . . . , yk, t, t, . . . , t)), (25)
which will be proved with a finite induction. It is easily seen from the invariance of M under f
and (24) that
M
(
f
(
m(x¯1)
)
, f
(
m(x¯2)
)
, . . . , f
(
m(x¯n−1)
))
= M(m(f (x¯1)),m(f (x¯2)), . . . ,m(f (x¯n−1))). (26)
Setting x1 = y1 and xj = t for 2 j  n in (26) and denoting
s1 ≡ m
(
f (y1, t, . . . , t)
)
and t1 ≡ f
(
m(y1, t, . . . , t)
)
leads to
M
(
f (t), t1, . . . , t1
)= M(f (t), s1, . . . , s1)
implying s1 = t1 due to the strict isotonicity of M . Thus the claim (25) is true for k = 1. Assume
that we have proved the claim for the integer k = i. For k = i + 1, setting xj = yj , 1 j  i + 1,
xj = t , j  i + 2 in (26) and defining
si+1 ≡ m
(
f (y1, y2, . . . , yi+1, t, t, . . . , t)
)
,
ti+1 ≡ f
(
m(y1, y2, . . . , yi+1, t, t, . . . , t)
)
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M(a1, a2, . . . , ai+1, ti+1, ti+1, . . . , ti+1) = M(a1, a2, . . . , ai+1, si+1, si+1, . . . , si+1), (27)
where for 1 j  i + 1,
aj ≡ f
(
m(y1, . . . , yj−1, yj+1, . . . , yi+1, t, t, . . . , t)
)
= m(f (y1, . . . , yj−1, yj+1, . . . , yi+1, t, t, . . . , t)),
which is true due to the induction hypothesis. Thus, it is easily seen from (27) and the strict
isotonicity of M that si+1 = ti+1. Therefore, the claim (25) holds for k = i + 1. In this manner
we will eventually reach the case when k = n−1, i.e., m(f (y)) = f (m(y)) for y ∈ Rn−1+ . Hence
the result in (a) holds.
In order to prove (b), it will be sufficient to show that m(y) = m(πy) for the permutation that
rotates a vector π(y1, y2, . . . , yn−1) → (yn−1, y1, y2, . . . , yn−2) and the permutation that trans-
poses the first two components π(y1, y2, y3, . . . , yn−1) → (y2, y1, y3, . . . , yn−1). By composing
a sequence of these two operations, it is possible to transpose any two elements, and every per-
mutation is a composition of transpositions.
We show the result only for the transposition π(x1, x2, x3, . . . , xn−1) ≡ (x2, x1, x3, . . . , xn−1),
our proof of rotation is similar. Again we use a finite induction, and show that m(y) = m(πy) for
y = (y1, y2, y3, . . . , yk, t, t, . . . , t) ∈ Rn−1+ , k = 1,2, . . . , n− 1.
To prove the k = 1 case, define x = (y1, t, t, . . . , t) ∈ Rn+ and y = (y1, t, t, . . . , t) ∈ Rn−1+ . The
fact that M is type 1 with respect to m gives
M(x) = M(m(x¯1),m(x¯2),m(x¯3), . . . ,m(x¯n)) (28)
and
M(πx) = M(m((πx)1),m((πx)2),m((πx)3), . . . ,m((πx)n)). (29)
Note that
m(x¯1) = m
(
(πx)2
)≡ q1 and m(x¯2) = m((πx)1)≡ q2, (30)
because x¯1 = (πx)2 and x¯2 = (πx)1, and
m(x¯i) = m(y) and m
(
(πx)i
)= m(πy) for i = 3,4, . . . , n. (31)
Using the assumed symmetry of M , we can equate the expressions for M(x) and M(πx) in (28)
and (29), combined with the simplifications (30) and (31) to obtain
M
(
q1, q2,m(y),m(y), . . . ,m(y)
)= M(q2, q1,m(πy),m(πy), . . . ,m(πy)).
Applying the symmetry and strict isotonicity of M gives m(y) = m(πy) for the case k = 1.
Next, assume the kth case holds, where 1  k < n − 1, i.e., m(y) = m(πy) for any y =
(y1, y2, y3, . . . , yk, t, t, . . . , t) ∈ Rn−1+ .
Consider the (k + 1)st case. Fix y = (y1, y2, y3, . . . , yk+1, t, t, . . . , t) ∈ Rn−1+ and let x =
(y1, y2, y3, . . . , yk+1, t, t, . . . , t) ∈ Rn+. Observe that (30) still holds in this case while (31) takes
the form
m(x¯j ) = m(y) and m
(
(πx)j
)= m(πy) for k + 2 j  n. (32)
Furthermore, by the case k assumption, we have
m(x¯3) = m
(
(πx)3
)≡ q3, . . . , m(x¯k+1) = m((πx)k+1)≡ qk+1. (33)
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(30), (32), and (33) to obtain
M
(
q1, q2, q3, . . . , qk+1,m(y), . . . ,m(y)
)= M(q2, q1, q3, . . . , qk+1,m(πy), . . . ,m(πy)).
Applying the symmetry and isotonicity of M gives m(y) = m(πy) for the (k + 1)st case. This
completes the finite induction, and eventually, we reach the case k = n − 1, i.e., m(y) = m(πy)
for all y ∈ Rn−1+ . 
Theorem 3.3. Let a mean Mn = M : Rn+ → R+ be symmetric, strictly isotonic, and invariant
under fξ (x) = ξx, ξ > 0, and rp(x) = xp , p = −1,−1/2, . . . ,−1/(n− 1). Suppose for each k,
k = n, n − 1, . . . ,3, there exists an isotonic mean Mk−1 such that Mk is type 1 invariant with
respect to Mk−1. Then M = G, the geometric mean.
Proof. First, it is easily seen from Lemma 3.2 that there exists a chain of symmetric and isotonic
means {Mk}nk=2 each of which is invariant under rp(x), p = −1/j , for j = 1,2, . . . , (n− 1). We
prove the statement that Mn = G for all positive integers n 2 by mathematical induction. The
base case n = 2 was proved in Theorem 3.1.
Assume that Mk−1 = G for any k  3. Then, for any x = (x1, x2, . . . , xk) ∈ Rk+, we have
x¯i = (x1, x2, . . . , xi−1, xi+1, . . . , xk) ∈ Rk−1+ and the mathematical induction assumption indi-
cates that
ti ≡ Mk−1(x¯i) = G(x¯i) =
(
k∏
j=1, j 
=i
xj
)1/(k−1)
≡ ηx−1/(k−1)i , 1 i  k,
where η = (x1x2 · · ·xk)1/(k−1). Moreover, it is easily seen from (24) that
Mk(x) = Mk(t1, t2, . . . , tk) = Mk
(
ηx
−1/(k−1)
1 , ηx
−1/(k−1)
2 , . . . , ηx
−1/(k−1)
k
)
,
which, together with the invariance of Mk under scaling and gk(x) = x−1/(k−1), implies
Mk(x) = ηMk
(
x
−1/(k−1)
1 , x
−1/(k−1)
2 , . . . , x
−1/(k−1)
k
)= η[Mk(x)]−1/(k−1),
leading to[
Mk(x)
]k/(k−1) = η.
Thus, we have
Mk(x) = η(k−1)/k = (x1x2 · · ·xk)1/k = G(x).
Therefore, by the mathematical induction, we have Mn = G for all n 2. 
We check that the quasi-arithmetic means Mn given by (1) satisfies the requirements of The-
orem 3.3. Clearly, Mk is type 1 invariant with respect to Mk−1 for 3 k  n, where
Mi(x) = h−1
(
h(x1)+ · · · + h(xi)
i
)
, for x ∈ Ri+, 2 i  n,
which is obviously symmetric and strictly isotonic. Thus we immediately have the following:
Corollary 3.4. Let M : Rn+ → R+ be a quasi-arithmetic mean, invariant under fξ (x) = ξx,
ξ > 0, and gp(x) = xp , p = −1,−1/2, . . . ,−1/(n− 1). Then M = G, the geometric mean.
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are equivalent. Moreover, in the presence of reciprocal invariance r(x) = 1/x, each of the in-
variances under xp , x1/p , x−p , and x−1/p are equivalent. In fact, the assumed invariance under
gp(x) = xp , p = −1,−1/2, . . . ,−1/(n−1), in Theorem 3.3 and Corollary 3.4 can be further re-
duced to the invariance under r(x) = 1/x, together with invariance under the powers gp(x) = xp ,
where p are the prime integers less than n.
Finally, we can enhance Theorem 2.3 as follows.
Theorem 3.5. Let a mean M : Rn → R be symmetric, strictly isotonic, and invariant under scal-
ing fξ (x) = ξx, ξ = −1,−1/2, . . . ,−1/(n− 1), and translation tτ (x) = x + τ , τ ∈ R. Suppose
for each k, k = n, n− 1, . . . ,3, there exists a strictly isotonic mean Mk−1 such that Mk is type 1
invariant with respect to Mk−1. Then M = A, the arithmetic mean.
Proof. The proof is similar to that of Theorem 2.3. Take u(x) = exp(x) : R → R+ and define a
mean Mu(x) = u(M(u−1(x))) on R+. It is easily seen from Theorem 2.2 that Mu(x) is invariant
under
u
(
tτ
(
u−1(x)
))= exp(lnx + τ) = exp(τ )x ≡ ξ1x, ξ1 > 0,
which is a scaling function and invariant under
u
(
fξ
(
u−1(x)
))= exp(ξ lnx) = xξ , ξ = −1,−1
2
, . . . ,− 1
n− 1 .
Moreover, the mean Mu(x) satisfies the other conditions of Theorem 3.3. Therefore, it follows
from Theorem 3.3 that Mu = G, i.e., exp(M(lnx)) = G(x). By setting yi = lnxi , we deduce that
M(y) =∑ni=1 yi/n. 
Corollary 3.6. Let M : Rn → R be a quasi-arithmetic mean, invariant under scaling fξ (x) = ξx,
ξ = −1,−1/2, . . . ,−1/(n − 1), and translation tτ (x) = x + τ , τ ∈ R. Then M = A, the arith-
metic mean.
Once again the family of invariant functions passing from Theorem 2.3 to Theorem 3.5 has
been dramatically reduced, but this time for the scaling family fξ (x) = ξx. A note analogous to
that following Corollary 3.4 also applies here.
We comment that the reader can also enhance the characterizations by invariance for other
means studied in the previous section by following a similar approach and using the proper
transformations for these means. The details are omitted.
4. Some concluding remarks
In the paper [4], where the type 1 invariance are introduced, the focus is on connecting means
on R3+ to means on R2+. In this paper it was natural to consider the type 1 reducible mean Mn in
the sense that there exists a chain of means {Mi}ni=2 such that Mk is type 1 invariant with respect
to Mk−1 for each k, 3  k  n. It would be of some interest to see to what extent the type 1
reducible means extend the quasi-arithmetic means for n > 3.
Ideally we would like to remove the assumption on each member of the type 1 invariant chain
in Theorems 3.3 and 3.5. However, it appears that isotonicity is not inherited when n > 3 in
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higher level to lower level of the chain under the smoothness assumption on each member of the
chain for the mean M .
Theorem 4.1. Let (M,m) be a type 1 invariant pair of means, where M and m are smooth on Rn+
and Rn−1+ , respectively. If M is invariant under rp(x) = xp , p = −1,−1/2, and M is isotonic,
then m is also isotonic.
Proof. Taking partial derivative with respect to x1 on both sides of (24), we have
∂M(x)
∂x1
=
n∑
i=2
∂M
∂xi
(
m(x¯1),m(x¯2), . . . ,m(x¯n)
)∂m(x¯i)
∂x1
,
which, by setting x1 = x2 = · · · = xn = 1, implies
∂M(1,1, . . . ,1)
∂x1
=
n∑
i=2
∂M
∂xi
(1,1, . . . ,1)
∂m(1,1, . . . ,1)
∂x1
.
Therefore, we have
∂m(1,1, . . . ,1)
∂x1
= ∂M(1,1, . . . ,1)/∂x1∑n
i=2 ∂M∂xi (1,1, . . . ,1)
> 0. (34)
Moreover, by part (a) of Lemma 3.2 we know that m is also invariant under rp(x) = xp , p =
−1,−1/2. It is seen from the note in the previous section that m is also invariant under squaring
function s(x) = x2, i.e.,
m
(
x21 , x
2
2 , . . . , x
2
n−1
)= [m(x1, x2, . . . , xn−1)]2,
which implies
2x1
∂m(x21 , x
2
2 , . . . , x
2
n−1)
∂x1
= 2[m(x1, x2, . . . , xn−1)]∂m(x1, x2, . . . , xn−1)
∂x1
.
Therefore
∂m
∂x1
∣∣∣∣
(t1,t2,...,tn−1)
= m(
√
t1,
√
t2, . . . ,
√
tn−1 )√
t1
∂m
∂x1
∣∣∣∣
(
√
t1,
√
t2,...,
√
tn−1 )
(35)
for all t = (t1, t2, . . . , tn−1) ∈ Rn−1+ . Thus, ∂m∂x1
∣∣
t
and ∂m
∂x1
∣∣√
t
have the same sign, and in particular,
∂m
∂x1
∣∣
t
vanishes if and only if ∂m
∂x1
∣∣√
t
vanishes.
Now, suppose that m is not isotonic, i.e., ∂m
∂x1
∣∣
t
 0, for some t ∈ Rn−1+ . Then, by repeatedly
using (35), we have
∂m
∂x1
∣∣∣∣(
t
(1/2)k
1 ,t
(1/2)k
2 ,...,t
(1/2)k
n−1
)  0, for all k = 1,2,3, . . . ,
which, by smoothness, implies
∂m
∂x1
∣∣∣∣
(1,1,...,1)
= lim
k→∞
∂m
∂x1
∣∣∣∣(
t
(1/2)k
,t
(1/2)k
,...,t
(1/2)k )  0,1 2 n−1
J. Ji, C. Kicey / J. Math. Anal. Appl. 322 (2006) 453–467 467a contradiction to (34). Hence the partial derivative of m must be everywhere positive. Therefore
m is isotonic in x1. Similarly, we can establish isotonicity of m in other variables. 
In view of Theorem 4.1, we see that the isotonicity assumption on each mean in the type 1
chain of Theorem 3.3 can be replaced by a smoothness assumption since isotonicity, and hence
symmetry and invariance, are all inherited down the chain.
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