We consider the family of convex bodies obtained as transformations of a convex body K by diagonal matrices, their Minkowski sums, and limits of them in the Hausdorff metric. We fix K and consider these sums and their limits as an integral transform of measures on the family of diagonal matrices, equivalently, on Euclidean space, which we call K-transform. In the special case, if K is a segment not lying on any coordinate hyperplane, one obtains the family of zonoids and the cosine transform. In this case two facts are known: the vector space generated by support functions of zonoids is dense in the family of support functions of symmetric convex bodies; and the cosine transform is injective. We show that these two properties are equivalent for general K.
Introduction
Typical transformations applied to convex bodies (non-empty convex compact sets) in Euclidean space are scaling, translation and rotation or, possibly, the whole group of invertible linear transformations. Considerably less is known about the case when convex bodies are transformed by actions of diagonal matrices, subsequently called diagonal transformations.
If K is an origin symmetric segment which does not lie on a coordinate hyperplane, then the family of convex bodies generated by diagonal transformations applied to a fixed convex body K is the same as the family generated by rotations and scaling. For most other convex bodies K, the two generated classes are not the same. While diagonal transformations might seem too much bound to the coordinate axes, their use is further justified by a probabilistic interpretation described later.
For two vectors x, y ∈ R n , xy = (x 1 y 1 , . . . , x n y n ) denotes their Hadamard product; for a convex body K and any u ∈ R n , uK = {ux : x ∈ K} denotes K transformed by the diagonal matrix with the diagonal elements given by u.
Assume that K is a symmetric (always understood with respect to the origin) convex body. Recall that the support function of K is defined by h(K, u) = sup{ u, x : x ∈ K}, u ∈ R n .
For a finite (signed) measure µ on the unit sphere S n−1 , consider the map
which we call the K-transform of µ. Note that T K µ is a support function in u. If µ is supported by a finite set, say µ = m i=1 c i δ u i , then T K µ is the support function of the set
For an arbitrary finite measure µ, T K µ is the support function of the limit of such linear combinations of K scaled by diagonal matrices. The convex body with the support function T K µ is called the diagonal K-body of µ. Alternatively, for an integrable random vector ξ, consider Eh(uK, ξ), u ∈ R n , and note that Eh(uK, ξ) = Eh(ξK, u), u ∈ R d , is the support function of the selection expectation E(ξK) of the random convex body ξK, see [6, Sec. 2.1] . Therefore, our transform associates with each integrable random vector ξ the selection expectation E(ξK) called the diagonal K-body of ξ. The equivalence of the approaches based on finite measures on the sphere and on integrable random vectors in R n is shown in Proposition 3.2. Depending on circumstances, we use either formulation based on the transform applied to finite measures or to integrable random vectors.
Consider the family of convex bodies with support functions T K µ for (non-negative) finite measures µ. This family is a Minkowski class which is invariant under diagonal transformations; we call it the diagonal Minkowski class generated by K. If diagonal transformations are replaced by general invertible linear transformations and K belongs to a certain family A of convex bodies, the generated GL n (R)-invariant Minkowski class is considered in [1] ; its elements are called A -bodies. Restriction to the group of rotations yields a rotation invariant Minkowski class, see [12] . The central question in [1, 12] concerns the richness of the GL(R n )-invariant or rotation invariant Minkowski classes. The main aim of this paper is to study the diagonal Minkowski class generated by a given convex body K. In Section 3, an analytic argument, relating injectivity and surjectivity of a linear map, establishes the equivalence of the injectivity of the K-transform (1.1) and the fact that the (signed) linear combinations of support functions of diagonal K-bodies are dense in the family of support functions of all symmetric convex bodies. In Section 4 we explore in which cases T K is injective, assuming that K is a generalised zonoid. Section 5 relates the K-transform of surface area measures to the mixed volumes V (L, . . . , L, uK) involving the diagonally scaled K and discusses the corresponding uniqueness issues for the convex body L. Finally, in Section 6 it is shown that diagonally scaled ℓ p -balls are naturally related to distributions of one-sided strictly stable random vectors. This section continues the study of the geometric interpretation of stable laws, initiated in [5] for the symmetric setting.
Zonoids and zonoid equivalence
Recall that zonotopes are defined as finite Minkowski sums of segments in R n and zonoids are limits of zonotopes in the Hausdorff metric. It is known (see [11, Th. 3.5.3] and [13] ) that a convex body Z is a zonoid if and only if
where ν is a finite measure on S n−1 . The support function of a generalised zonoid Z is given by (2.1) with ν being a signed measure. It is easy to see that the K-transform (1.1) yields the support function of a (generalised) zonoid if K itself is a (generalised) zonoid.
Two integrable random vectors ξ and η in R n are said to be zonoid equivalent if
for all u ∈ R n , where ·, · denotes the inner product, see [9] . It is obvious that ξ is zonoid equivalent with ξ scaled by an independent non-negative random variable of expectation one. It is easy to see that ξ and η are zonoid equivalent if and only if their symmetrised versions obtained by multiplying them with independent Rademacher random variables (i.e. random variables taking values ±1 with probability 1/2) are zonoid equivalent. The extent of distributional non-uniqueness for zonoid equivalent random vectors is explored in [8] . The following result is proved in [8] . A function f : R n → R + is said to be one-homogeneous if f (cx) = cf (x) for all c ≥ 0 and x ∈ R n .
Theorem 2.1. Two integrable random vectors ξ and η are zonoid equivalent if and only if
for all measurable one-homogeneous even functions f :
It is obvious that (2.3) implies (2.2); the inverse implication relies on the injectivity of the cosine transform
which maps an even finite measure µ on the unit sphere S n−1 to a homogenous function of u ∈ R n , see [11, Sec. 3.5] . Furthermore, the injectivity of the cosine transform follows from the fact that (2.2) yields (2.3), see Proposition 3.2. It is apparent that the cosine transform (2.4) is a special case of (1.1) for K = I, where
Then [−u, u] = uI can be obtained as the diagonal transformation of I, that is, applied to I the scaling and rotations yield the same family of sets as diagonal transformations. The right-hand side of (2.4) is the support function of a convex body in R n , called the zonoid of µ, see [11, Sec. 3.5] . Similarly, E| ξ, u | is the support function of the zonoid of ξ, see [13] and [9] . Note that
for all u ∈ R n . In other words, the zonoid of ξ is the expectation of the random segment ξI, see [13] .
It is possible to define an L p -version of zonoid equivalence using the pth moments of | u, ξ |. In this relation, the following result is important. 
If ξ and η are zonoid equivalent, Theorem 2.1 and the fact that h(ξK, u) is even and one-homogeneous in ξ for all u yield that ξ and η share the same diagonal K-bodies. The reverse implication does not hold in general, as the following example shows.
The K-body of ξ is the Cartesian product of segments, that is,
and, therefore, E(ξK) is determined by the first absolute moments of the coordinates of ξ. In this case the diagonal K-body of ξ carries considerably less information than the zonoid of ξ.
is the expected Euclidean norm of uξ. In this case, the expectation of the random ellipsoid ξB, that is, the diagonal K-body of ξ, carries the same information as the zonoid of ξ if all components of ξ are non-negative, see Theorem 4.3 and Proposition 6.4.
Injectivity of the K-transform
Convex bodies that can be approximated in the Hausdorff metric by positive linear combinations of a convex body K and its rotations form a Minkowski class M ; its members are called M -bodies, see [12] . Furthermore, M is a generalised M -body if
with L 1 , L 2 being M -bodies. Denote by K 0 the family of origin symmetric (also called centred) convex bodies. A convex body K ∈ K 0 is called centrally universal if the expansion of its support function into spherical harmonics contains non-zero harmonics of all even orders, see [10] . It is shown in [12, Th. 2] that this holds if and only if the family of generalised M -bodies is dense in K 0 . In particular, if K is a centred segment, the corresponding K-bodies are zonoids and generalised zonoids are dense in K 0 .
In this paper, we consider a similar situation but instead of rotations we apply to K non-equal scaling factors along different coordinates. In other words, we consider
where u 1 , . . . , u m ∈ R n and m ≥ 1. A convex body that can be approximated by sets of the form (3.2) is called diagonal K-body. Recall that the rotations/scalings and diagonal transformations are equivalent if K equals the segment I given by (2.5). Proof. Necessity. The support function of the segment I can be approximated by linear combinations of support functions of diagonal K-bodies, and it suffices to refer to the injectivity property of the cosine transform. Sufficiency. Denote by M e the family of finite signed even measures on the unit sphere and by C e the family of continuous functions on the unit sphere. We will prove that the image of T K restricted to measures with densities from C e is dense in C e . Note that T K is continuous in the uniform metric on C e . Its adjoint operator T ′ K acts on M e , so that
By the injectivity assumption, ν = 0. The triviality of the kernel of T ′ K yields that the range of T K is dense in C e , see [15, Th. III.4.5] .
In analogy with [12] , K satisfying one of the equivalent conditions in Theorem 3.1 is called D-universal. The following result means that, the D-universality of K is equivalent to the fact that the equality of expectations of ξK and ηK for any two integrable random vectors ξ and η implies that ξ and η are zonoid equivalent. Proposition 3.2. The K-transform is injective on finite even signed measures if and only if the equality
for any two integrable random vectors ξ and η implies their zonoid equivalence.
Proof. Necessity. It suffices to assume that the random vectors are symmetric. A symmetric integrable random vector ξ yields an even finite measure on S n−1 given by
for all Borel A ⊂ S n−1 , where x denotes the Euclidean norm of x ∈ R n . Then
Thus, if T K is injective, then (3.3) yields µ ξ = µ η , whence ξ and η are zonoid equivalent. Sufficiency. A finite measure µ on S n−1 yields an integrable random vector ξ = µ(S n−1 )ξ ′ , where ξ ′ is distributed according to the normalised µ. Then
Let η be generated by ν in the same way. If T K µ = T K ν, then ξ and η are zonoid equivalent, whence µ = ν by the injectivity of the standard cosine transform. The injectivity of T K on signed even measures follows from the Jordan decomposition into their positive and negative parts.
A convex body is called unconditional if it is symmetric with respect to all coordinate hyperplanes; the family of unconditional bodies is denoted by K s . A signed measure on S n−1 is called unconditional if it is symmetric with respect to all coordinate hyperplanes.
The linear combinations of support functions of diagonal K-bodies are dense in the family of support functions of unconditional convex bodies if and only if (3.3) for all u ∈ R n and any two integrable random vectors ξ and η in R n implies the zonoid equivalence of |ξ| = (|ξ 1 |, . . . , |ξ n |) and |η| = (|η 1 |, . . . , |η n |).
Proof. Since K is unconditional, (3.3) holds if and only if
Eh(uK, |ξ|) = Eh(uK, |η|),
whence it suffices to assume that ξ and η take values in R n + and let u ∈ R n + . Necessity. The support function of the ℓ 1 -ball B 1 can be approximated by linear combinations of support functions of diagonal K-bodies, so that The property of K formulated in Theorem 3.3 can be interpreted as the injectivity of the K-transform over unconditional measures. In this case K is called unconditionally D-universal.
For completeness, we mention the following result generalising Theorem 3.1 to a more general subfamily G of linear transformations on R n . The G-invariant Minkowski class generated by a centred convex body K consists of the limits in the Hausdorff metric of the linear combinations
where α 1 , . . . , α m > 0, g 1 , . . . , g m ∈ G and m ≥ 1. Due to the presence of scaling constants α i , it is possible to assume that G is compact. Let ν be a finite measure on G equipped with the Borel σ-algebra. Denote
The dominated convergence theorem yields that T K,G ν is continuous. Unlike the case of diagonal transformations, it is not possible to swap g and u in h(gK, u). The following result can be derived following the same arguments as in [11, Th. 3.5.3] .
A convex body L belongs to the G-invariant Minkowski class generated by K if and only if h(L, u) = (T K,G ν)(u) for a finite even measure ν on G.
Theorem 3.5. The linear space generated by support functions from the G-invariant Minkowski class generated by K is dense in the family of support functions of convex bodies from K 0 if and only if the transform
is injective for finite even measures µ on S n−1 .
Proof. Necessity. The support function | u, v | of the segment uI can be approximated by linear combinations of the support functions h(g i K, v). Hence, if the right-hand side of (3.4) vanishes for all g ∈ G, the cosine transform of µ vanishes. So the transform (3.4) is injective. Sufficiency. Denote by M G the family of finite signed measures on G with the total variation norm. The operator T K,G is continuous and maps measures from M G to continuous even functions on the unit sphere. Its adjoint T ′ K,G is an operator on the family M e of signed finite even measures on S n−1 , and
where the left-hand side refers to the pairing of T 
D-universality of generalised zonoids 4.1 Unconditional universality
Lemma 4.1. For a generalised zonoid K and u = 0, the support set F (K, u) is a singleton if and only if (2.1) holds with ν vanishing on
Proof. Decompose ν from (2.1) into the difference ν + − ν − of its positive and negative parts. It is easy to calculate the derivative h
The support set F (K, u) is a singleton if and only if the support function is differentiable in u (see [11, Cor. 1.7.3] ), which in turn is equivalent to the linearity of h
The expression of the derivative yields that this is the case if and only if
Thus, the restrictions of ν + and ν − onto S u share the same cosine transform and so they are equal. Given that ν + and ν − have disjoint supports, these restrictions both vanish.
Corollary 4.2. For a generalised zonoid K, the support sets F (K, e i ) in directions of the standard basis vectors e 1 , . . . , e n are all singletons if and only if (2.1) holds with ν vanishing on S 0 = {v ∈ S n−1 :
Proof. Use Lemma 4.1 with u = e i and take the sum over i = 1, . . . , n.
Theorem 4.3. Let K be a generalised zonoid such that all support sets F (K, e i ), i = 1, . . . , n, are singletons. Then (3.3) implies that (|ξ 1 |, . . . , |ξ n |) and (|η 1 |, . . . , |η n |) are zonoid equivalent, that is, K is unconditionally D-universal.
The proof of Theorem 4.3 is based on the following two lemmas. For x ∈ R n and α ∈ R n , write
For x ∈ R n , write
for the componentwise absolute values and signs. For E ⊆ {1, . . . , n}, A E = {x ∈ R n : x i = 0, i ∈ E, x j = 0, j / ∈ E} denotes the linear subspace spanned by the basis vectors e i , i ∈ E.
Lemma 4.4. Let ξ and η be two random vectors in (0, ∞) n . If
α for all α from an open set in R n , then ξ and η are identically distributed.
Proof. By passing to componentwise logarithmsξ = log ξ andη = log η, we see that the Laplace transforms ofξ andη agree on an open set, and the result follows from [3, Lemma 7] .
Lemma 4.5. Let ξ and η be integrable random vectors in R n + . Then ξ and η are zonoid equivalent if and only if
for all E ⊆ {1, . . . , n} and α from a relatively open subset of the unit simplex
of dimension given by the cardinality of E.
Proof. Necessity follows from the fact that the expectations in (4.2) are taken of a onehomogenous function of ξ and η that can be extended to an even function on R n , so that (2.3) applies.
Sufficiency. Fix E ⊆ {1, . . . , n} and assume that (4.2) holds for α from a relatively open neighbourhood of β ∈ ∆ E . Then
Assume that c > 0 and define probability measures Q and Q * by letting
and let E Q and E Q * denote the expectation with respect to Q and Q * , respectively.
for γ in a neighbourhood of the origin and such that γ i = 0 and γ j = 0 for j / ∈ E. Fix any k ∈ E and notice that γ k = − i =k γ i . Therefore,
for γ i , i = k, from an open set in the subspace of R n generated by the basis vectors e i , i ∈ E \ {k}.
By Lemma 4.4 applied to this subspace of R n , the distributions of ξ i /ξ k , i ∈ E \ {k}, under Q and η i /η k , i ∈ E \ {k}, under Q * coincide. These vectors can be extended by placing 1 at the component number k and 0 at all components outside E. Therefore,
This also holds if the both sides of (4.2) vanish. Taking the sum over all E ⊆ {1, . . . , n} (including the empty set) shows that ξ and η are zonoid equivalent.
Proof of Theorem 4.3. It follows from (3.3) and (2.1) that
By splitting ν into the positive and negative parts and referring to the equivalence of (2.2) and (2.3) (see [8, Th. 2] ), it is possible to conclude that
for all one-homogeneous even functions f .
. . , n} yields that (2.3),
Taking into account that ν vanishes on the set {x ∈ S n−1 : x 1 · · · x n = 0} by Corollary 4.2, we may assume that none of the components of v in the integration domain vanishes, whence
The integral of [v]
α does not vanish for α being any basis vector. Indeed, if it vanishes for α = e i , then
whence K is a subset of a coordinate hyperplane.
Hence,
for all α from a neighbourhood in ∆ E of any basis vector e k with k ∈ E. By Lemma 4.5, |ξ| and |η| are zonoid equivalent. To obtain the D-universality property, one has to be able to detect the signs of the components of random vectors. Denote
D-universality
If t α = |t| α sign(t) denotes the signed power of t ∈ R, it is possible to write
Theorem 4.6. Let K be a generalised zonoid with representation (2.1) and such that all support sets F (K, e i ), i = 1, . . . , n, are singletons. Assume that, for each non-empty I ⊆ {1, . . . , n} of even cardinality,
for at least one α ∈ ∆ I . Then K is D-universal.
We need the following generalisation of Lemma 4.5.
Lemma 4.7. Two integrable random vectors ξ and η in R n are zonoid equivalent if and
for all I ⊆ E ⊆ {1, . . . , n} and all α from a relatively open set in ∆ E .
Proof. Consider s ∈ {−1, 0, 1} n such that s i = 0 for i ∈ E and s i = 0 for i / ∈ E. Then I⊆E i∈I
where m is the cardinality of E. By taking these sums on the both sides of (4.6), we obtain that
for all s ∈ {−1, 0, 1} n . By Lemma 4.5, |ξ|½ sign(ξ)=s and |η|½ sign(η)=s are zonoid equivalent, whence
Since this equality holds for all u, it is possible to replace u by us, and it remains to take the sum over s.
Proof of Theorem 4.6. It suffices to assume that ξ and η are symmetric. Indeed, otherwise multiply ξ and η with independent Rademacher random variables and use the fact that h(K, ξ) = h(K, −ξ) by the symmetry of K and that f in (2.3) is even.
Repeating the first step in the proof of Theorem 4.3, we arrive at
for all α ∈ ∆ E and I ⊆ E ⊆ {1, . . . , n}. Thus,
If the cardinality of I is odd, then the symmetry of ξ and η yields that (4.6) holds with the both vanishing sides. If I = ∅, then (4.6) holds by Theorem 4.3, since |ξ| and |η| are zonoid equivalent. Assume that the cardinality of I is even and greater than zero. By assumption, (4.5) holds for some α ∈ ∆ I ⊆ ∆ E , and also for a relatively open set in ∆ E by continuity of [x] α in α for x with non-vanishing components. The result follows from Lemma 4.7.
The following result concerns the case, when (4.5) is violated for some I.
Theorem 4.8. If K is a zonoid with the support function h(K, u) = E| ζ, u | for a symmetric integrable ζ with all components almost surely different from zero, and Ef α,I (ζ) = 0 for some I ⊆ {1, . . . , n} of even cardinality and all α ∈ ∆ I , then there exist two basis vectors e i and e j such that the orthogonal projection of K onto the space generated by e i and e j is an unconditional convex body.
Proof. First assume that n = 2. In this case we have I = {1, 2}. Writing α = (β, 1 − β), the assumption reads
Changing measure with the normalised density |ζ 1 | and denoting the new probability measure by Q, yields that
Letting η = ζ 2 /ζ 1 , it is possible to write the equation above as E Q η 1−β = 0. Since this holds for all β ∈ [0, 1], it is easy to see that η is symmetric under Q. Therefore,
By changing the measure back we have
that is, (ζ 1 , ζ 2 ) and (ζ 1 , −ζ 2 ) are zonoid equivalent. Hence, K is symmetric with respect to the x-axis. Together with its central symmetry, it means that K is unconditional. For general n ≥ 2, if the cardinality of I is two, then the preceding argument applies. If the cardinality of I is greater than two, one can choose α ∈ ∆ I with exactly two non-vanishing components.
Corollary 4.9. All origin symmetric not unconditional convex bodies in R 2 such that the support sets in directions e 1 and e 2 are singletons, are D-universal.
Proof. Recall that in R 2 all symmetric convex bodies are zonoids. Since K is not unconditional, (4.5) holds by Theorem 4.8. Example 4.11. Let K ⊂ R 2 be zonoid given by (2.1) with ζ taking the value (3, 3) with probability 2/3 and (3, −3) with probability 1/3. Then
Both Theorem 4.3 and Theorem 4.6 hold assuming that K does not have any summands parallel to coordinate planes. This condition can be weakened by showing that a scaled ℓ ∞ -ball is allowed as a summand of K if the rest is D-universal. Proposition 4.12. Let B ∞ = {x ∈ R n : |x i | ≤ 1, i = 1, . . . , n} be the ℓ ∞ -ball in R n , and
Proof. Since uB ∞ equals the sum of scaled [−e i , e i ], it is possible to proceed by induction.
whence (4.7) holds.
Thus, if K 0 is (unconditionally) D-universal, then also the convex body K 0 + vB ∞ is (unconditionally) D-universal for all v ∈ R n .
Mixed volumes involving diagonally transformed convex bodies
Consider the K-transform T K applied to the surface area measure S n−1 (L, ·) of a symmetric convex body L, see [11, Sec. 4.2] . The K-transform of S n−1 (L, ·) is the support function given by 
Example 5.3. Let K = B be the unit Euclidean ball. Then
is the intrinsic volume of u −1 L and so is proportional to the surface area of u −1 L.
By integrating the K-transform with respect to the Haar measure ν on the unit sphere, we obtain
where V 1 is the first intrinsic volume and κ n−1 is the volume of the unit ball in R n−1 . Thus, the K-transform yields the integrated mean width of uK.
If p ∈ [1, ∞), the L p -variant of the T K -transform is defined by letting
1/p for a p-integrable random vector ξ. Furthermore, it is possible to consider radial sums of diagonally scaled convex bodies or add them in the Blaschke sense.
6 Diagonally scaled ℓ p -balls and one-sided stable laws
For a symmetric convex body (more generally, star-shaped) L, the Minkowski functional is defined by
Let x p be the p-norm of x with p ∈ [1, ∞], and let B p = {x : x p ≤ 1} be the ℓ p -ball in R n .
Definition 6.1. Let µ be a finite measure on the unit sphere, and let p ∈ [1, ∞]. The convex body L with the Minkowski functional
is called a D p -ball. The measure µ is called the spectral measure of L.
In particular, B p is a D p -ball with the spectral measure being the Dirac measure at ½ = (1, . . . , 1). The measure µ in Definition 6.1 can always be chosen either unconditional or supported by S
whence each D 1 -ball can be obtained as vB 1 for some v ∈ R n .
Remark 6.3. Definition 6.1 can be extended to p ∈ (0, 1), or to averages of arbitrary diagonally transformed norms on R n ; this results in a not necessarily convex star-shaped set L. Furthermore, it is possible to introduce an
It is easy to identify u L from (6.1) with (T K µ)(u) for K = B q with 1/p + 1/q = 1. Furthermore, (6.1) can be expressed using an integrable random vector η, so that
For instance, D 2 -balls are expectations of the unit Euclidean ball scaled by a random diagonal matrix, equivalently, the expectation of a random unconditional ellipsoid, see Example 2.4. The following result shows that ℓ q -balls are unconditionally D-universal. Note that Theorem 4.3 is not applicable to K = B q , since B q is not a zonoid in general, e.g., for q = 1 and n ≥ 3.
One-sided strictly stable random vectors
In the following, we show that D p -balls naturally appear in relation to one-sided stable laws if p ∈ [1, ∞) and to max-stable laws if p = ∞. A random vector ξ in R n is strictly α-stable if (t + s)
for all t, s > 0, where ξ ′ and ξ ′′ are independent copies of ξ and d = denotes the equality in distribution. The geometric interpretation of symmetric stable random vectors is worked out in [5] . Then α ∈ (0, 2], where α = 2 means that ξ is Gaussian, and the characteristic function of ξ can be written as
where F is an L α -ball, that is,
where σ is a finite measure on the unit sphere. If ξ is strictly stable and ξ ∈ R n + a.s., then ξ is said to be one-sided or totally skewed to the right. In this case α ∈ (0, 1], α = 1 identifies a deterministic ξ, and the Laplace transform of ξ with α ∈ (0, 1) is given by 5) where the spectral measure σ is finite and supported by S n−1
+ . This follows, e.g., by considering the semigroup R n + with the usual addition and identical involution, see [2] . The fact that α ∈ (0, 1) prevents interpreting the integral under the exponential in (6.5) as the power of a (convex) norm of u. Theorem 6.6. A random vector ξ ∈ R n + is strictly α-stable with α ∈ (0, 1] if and only if there exists a D p -ball L with non-empty interior and p = 1/α, and such that the Laplace transform of ξ is given by Letη be distributed on S n−1 + according to the normalised σ, and let η = σ(S n−1
where L is the D p -ball generated by the random vector η α . For all u ∈ R n + , we have Ee − ξ,u > 0, whence u L < ∞. This holds if and only if the interior of L is not empty.
Remark 6.7. If a D p -ball L has empty interior, then L is necessarily a D p -ball in a subspace generated by a subset of basis vectors. The corresponding one-sided stable random vector ξ can be constructed in this subspace, assigning the constant infinite value to all other components so that (6.6) remains valid. Remark 6.8. If the arithmetic sum operation on the right-hand side of (6.3) is replaced by the coordinatewise maximum, ξ is said to be max-stable. It is shown in [4] that the cumulative distribution functions of max-stable random vectors with α = 1 are characterised as
The polar set L o is the expectation of the diagonally scaled ℓ 1 -ball in R n ; such convex bodies L were called max-zonoids in [4] . While D ∞ -balls are zonoids in dimension n = 2, this is not necessarily the case in higher dimensions. 
This is the Laplace transform of the random vector ζv 1/α obtained by scaling all components of v 1/α with a one-sided strictly α-stable random variable ζ. In other words, the components of ξ are completely dependent. for some v ∈ R n with positive components. Thus, the scaled ℓ 1 -ball (and therefore any D 1 -ball with non-empty interior) is a D p -ball for each p > 1. This is also the case for D 1 -balls in a subspace of R n (see Remark 6.7), and so for all scaled D 1 -balls.
For a convex body L and β > 0, define its signed β-power by
where x β is the vector composed of the signed powers of the components of x.
Lemma 6.11. If L is a D p -ball with p ∈ [1, ∞) and β ∈ (0, 1), then L β is a D p/β -ball.
Proof. Let ξ be one-sided stable in R n + with α ∈ (0, 1], and let ζ be a one-sided stable random variable with characteristic exponent β ∈ (0, 1) and Laplace transform exp(−s β ), s ≥ 0. Then ζ 1/α ξ is also one-sided stable (also called sub-stable) with characteristic exponent αβ, and It follows that L ′ = L β .
Example 6.12. If B p is the ℓ p -ball and so is a D p -ball, then B p/r p = B r for r > p. This corresponds to the conclusion of Lemma 6.11.
