Abstract. Fully-discrete approximations of the Allen-Cahn equation are considered. In particular, we consider schemes of arbitrary order based on a discontinuous Galerkin (in time) approach combined with standard conforming finite elements (in space). We prove best approximation a-priori error estimates, with constants depending polynomially upon (1/ǫ) by circumventing Grönwall Lemma arguments. We also prove that these schemes are unconditionally stable under minimal regularity assumptions on the given data. The key feature of our approach is an appropriate duality argument, combined with a boot-strap technique.
Introduction
The Allen-Cahn equation is a parameter dependent parabolic semi-linear PDE of the form in Ω.
Here, Ω denotes a bounded domain in R d , d = 2, 3 with Lipschitz boundary Γ, u 0 and f denote the initial data and the forcing term respectively. The principal difficulty involved, concerns the parameter 0 < ǫ << 1 appearing in the model problem, which is typically very small and comparable to the size of the time and space discretization parameters, τ , h respectively. The Allen-Cahn equation can be viewed as the simplest phase field model, and was introduced in [2] .
The Allen-Cahn equation represents a model problem which possess structural difficulties which significantly complicate the numerical analysis of any potential scheme. In particular, the physical phenomena modeled by the above system, posses complex dynamics for realistic values of the parameter ǫ << 1. For instance, we note that the natural energy norms . L ∞ [0,T ;L 2 (Ω)] , . L 2 [0,T ;H 1 0 (Ω)] imposed by the structure of our problem scale differently in terms of the parameter ǫ, compared to the norm of . L 4 [0,T ;L 4 (Ω)] that naturally arises from the nonlinear term. In addition, the presence of L 2 [0, T ; L 2 (Ω)] norm with the "wrong sign" poses a substantial difficulty in the analysis as well as in the numerical analysis of fully-discrete schemes for such problem. Classical techniques based on Gronwall's type inequalities typically fail, since they introduce constants depending on quantities of exp(1/ǫ). This problem was first circumvented in the works of [3, 6, 11] by developing uniform bounds of the principle eigenvalue of the linearized AllenCahn operator, i.e., bounds for the quantity inf 0 =v∈H 1 (Ω) which are available when the Allen-Cahn equation describes a smooth evolution of a developing interface. Based on the above idea, for the numerical analysis of the implicit Euler scheme, in [18] , the first a-priori bounds were established in various norms with constants that depend upon (1/ǫ) in a polynomial fashion. For instance, for the energy norm an estimate of order τ + h with constant depending upon 1/ǫ 3 , when the data ∇u 0 L 2 (Ω) , ∆u 0 L 2 (Ω) , lim s→0 + ∇u t (s) L 2 (Ω) ≤ C and the spacial and the temporal discretization parameters satisfy τ + h 2 ≤ Cǫ 7 and h| ln h| 1/2 ≤ ǫ 3 when d = 2 and τ + h 2 ≤ ǫ 13 , and h ≤ ǫ 6 , when d = 3 repsectively. The idea of using the principle eigenvalue operator, was further used in order to obtain a-posteriori bounds in [25] , and [19] , while various a-posteriori estimates based on a discretized version of the principle eigenvalue operator where obtained in the works of [4] , [5] , and [20] . In [29] , semi-implicit schemes of first order were studied, and conditional stability estimates were presented for semi-discrete (in time) approximations. In addition, a second order semi-implicit, semi-discrete in time scheme which is conditionally stable was also considered, in [29] . Finally, extensive numerical studies of various numerical schemes for the Allen-Cahn equation are presented in [24, 35] . For various results regarding discountinuous time-stepping schemes for the semi-linear parabolic PDEs, we refer the reader to [14, 15, 16, 32 ].
1.1. Main Results. Our main goal is to provide a rigorous stability analysis of a general class of fully-discrete schemes and to prove best approximation a-priori error estimates. The schemes considered here are discontinuous (in time) and conforming in space. The motivation for using the discontinuous (in time) Galerkin approach relies in its robust performance in a vast area of problems whose solutions satisfy low regularity properties.
The key feature of the discontinuous time stepping Galerkin schemes is their ability to mimic the stability properties of the corresponding continuous system. Indeed, we prove that the fully-discrete solution, computed by using discontinuous Galerkin (in time) and conforming finite elements in space of arbitrary order (in time and space), (denoted by u h ) satisfies the following unconditional stability estimates:
where C denotes a constant depending on the domain Ω, the norms of u 0 L 2 (Ω) and f L 2 [0,T ;H −1 (Ω)] and the polynomial degree in time, but it is independent of τ, h, ǫ. In addition, using the above estimates, we are able to prove the following best approximation error estimate,
, and C denotes an algebraic constant depedning only upon data, and it is independent of τ, h, ǫ. For the above best approximation error estimate the spatial and temporal discretization parameters (denoted by h and τ ) satisfy τ + h ≤ when d = 3. The above estimate states that the error is as good as the approximation properties of the underlying subspaces, and the regularity of the solution will allow it to be. Therefore, it can be viewed as a generalization of the the classical Cea's Lemma.
To our best knowledge, so far, in the literature, there has been no rigorous proof regarding unconditional stability as well as best-approximation type of error estimates for any kind of fully-discrete scheme with polynomial dependence on the the quantity (1/ǫ). The scope of this work, is to prove that for a very broad category of fully-discrete schemes such (unconditional) stability estimates as well as best approximation error estimates (in the spirit of the classical Cea's Lemma) are possible, even under low regularity assumptions on the given data.
1.2. Our approach. We close our introduction, by introducing the main idea which is essential for the analysis of our estimates. For the stablity analysis, instead of focusing on the uniform bounds of the principle eigenvalue of the linearized (elliptic) part of the Allen-Cahn operator, we define the following auxiliary (almost dual) linearized pde, with appropriate scaling in
The key ingredient in our stability analysis is the construction of the fully-discrete space-time approximation of the above linearized Allen-Cahn equation with an appropriately scaled L 2 [0, T ; L 2 (Ω)] part, based on the discontinuous time-stepping Galerkin formulation. This auxialiary space-time projection effectively allows to apply a duality argument, to recover first the unconditional stability with respect to L 2 [0, T ; L 2 (Ω)] norm, and then a boot-strap argument to recover the unconditional stability in
For the later we employ the techniques developed by [7, 8, 33] , in a way to avoid the use of a Grönwall's type argument. The discrete compactness argument of Walkington (see [33] ), then allows to rigorously pass the limit to prove convergence. We note that the case of zero Neumann boundary data can be also considered in an identical way. The use of parabolic duality was initiated in the paper of [27] , for the derivation of semidiscrete in space estimates for general linear parabolic PDEs, using the smoothing property (see also [32, Chapter 12] and references within for related results in the context of discontinuous time-stepping methods).
For the best approximation error estimate we employ a similar strategy and the stability estimates in crucial way. To seperate the difficulties due to the nonlinear structure from the ones involving the different scaling (in terms of ǫ) of various norms, we derive estimates in three steps:
(1) We define an auxiliary space-time (linear) parabolic projection that exhibits best approximation error estimates. The auxiliarly space-time parabolic projection u p is defined as the discnotinuous time stepping solution of a linear parabolic pde with right hand side u t − ∆u, and appropriate initial data, and using the result of [7, Section 2] and a proper duality argument we obtain best approximation estimates for the difference between u − u p . (2) We use a duality argument, combined with the previously developed stability estimates to obtain the key preliminary estimate for the L 2 [0, T ; L 2 (Ω)] norm without using Grönwall's type arguments, with constants depending polynomially upon 1 ǫ . To achieve this, first we employ the discrete compactness argument of Walkington [33] to recover strong convergence in
] to guarantee that the error u h − u is small enough (for small enough discretization parameters τ, h). Then, we define the space-time discontinuous Galerkin approximation of the problem,
and we prove various key stability estimates, with the help of the spectral estimate. (3) Then, we recover the full rate in the L 2 [0, T ; H 1 (Ω)] norm via a bootstrap argument and the estimate at arbitrary time-points via the techniques developed by [7, 8, 33 ] to obtain the symmtric structure of the bestapproximation error estimate. The boot-stap argument is performed in a way to avoid the use of a Grönwall type arguments. The remaining of the paper is organized as follows: In section 2, we present the necessary notation, and some preliminary estimates for weak solutions of the AllenCahn equation. In Section 3, after defining the fully-discrete discontinuous Galerkin scheme, we present the basic stability estimates, which allows us to establish unconditional estimates in L ∞ [0, T ; L 2 (Ω)] and to prove strong convergence in Section 4. Finally in Section 5, we prove best-approxation estimates with constants depending polynomially upon 1 ǫ and apply these results to obtain convergence rates.
Preliminaries
2.1. Notation. Let U denote a Banach space. Typically, U ≡ H s (Ω), 0 < s ∈ R, where H s (Ω) denotes the standard Sobolev (Hilbert) spaces (see for instance [17, 34] 
, endowed with norms:
The set of all continuous functions v :
, we refer the reader to [17, 34] . Throughout this work we will use the following (natural energy) space for the solution u of (1.1),
. The bilinear form related to our problem is defined by
Using Poincaré's inequality we obtain the corresponding coercivity condition
(Ω), where C denotes an algebraic constant depending only upon the domain Ω. We close this preliminary section, by recalling Young's inequality and LandyzeskayaGagliardo-Nirenberg interpolation inequalities. Young's Inequality: For any a, b ≥ 0 any δ > 0, and
Landyzeshkayka-Gagliardo-Nirenberg Interpolation Inequalities: There exist constant C > 0 depending only upon the domain such that, for all
2.2. Weak formulation and regularity of the Allen-Cahn equation. The following weak formulation of (1.1) will be used subsequently.
Since, our schemes are based on the discontinuous time-stepping framework, a suitable weak formulation can be written as follows:
. It clear that using straightforward techniques (see for instance [31, 34] ) one can easily prove the existence a weak
which satisfies the following energy estimate
where C ǫ depends on Ω, and the parameters ǫ and T .
The following Lemma quantifies the dependence upon ǫ of various norms.
Then, there exists a constant C (independent of ǫ) such that:
Suppose that
Then, there exists a constant C (indpendent of ǫ) such that the following estimate holds:
Proof. For the first estimate, we use the following auxiliary backward in time linear parabolic pde. Let u be the solution of (2.1). Given, right hand side
It is clear that setting w = φ in (2.4) we obtain the following bound:
Now, we employ a "duality" argument. Integrating by parts in time (2.1), and setting w = φ into the resulting equation, we obtain:
Setting w = u into (2.4) and subtracting the resulting equality from (2.6) we derive:
Note that using Hölder's inequality, and the stability estimates, equation (2.7) implies that
. Returning back to (2.1), setting w = u, and using the bound on u L 2 [0,T ;L 2 (Ω)] we obtain the first estimate.
For the second estimate, we set w = u t , and we observe,
The estimate now follows by standard algebra. The estimate on ∆u
follows using standard techniques. 
We point out that the regularity bound on
≤ C is essential in order to obtain (2.3). It is worth noting that if only u 0 H 1 (Ω) ≤ C is assumed then the dependence upon 1 ǫ deteriorates to:
For the stability analysis of the fully-discrete schemes, enhanced regularity as-
are not necessary. For the error estimates, the constants will depend upon the norms of
3. The fully-discrete scheme 3.1. The discontinuous time-stepping approximations. For the discretization of the Allen-Cahn model we employ a discontinuous time-stepping Galerkin approach, combined with standard conforming finite element subspaces. Approximations will be constructed on a partition 0 = t
(Ω) is specified for all n = 1, .., N and it is assumed that each U h satisfies the classical approximation theory results (see e.g. [9] ), on regular meshes. In particular, we assume that there exists an integer ℓ ≥ 1 and a constant c > 0 (independent of the mesh-size parameter h) such that if
We also assume that the partition is quasi-uniform in time, i.e., there exists a constant 0 < θ ≤ 1 such that θτ ≤ min n=1,...N τ n , where τ = max n=1,...,N τ n . We seek approximate solutions which belong to the space
Here P k [t n−1 , t n ; U h ] denotes the space of polynomials of degree k or less having values in U n h . By convention, the functions of U h are left continuous with right limits and hence we will subsequently write w n h− for w h (t n ) = w h (t n − ), and w n h+ for w h (t n + ). Note that, we have also used the following notational abbreviation, w h ≡ w h,τ , U h ≡ U h,τ etc, since for the stability analysis we will not impose any restriction involving τ , and h. The jump at t n will be denoted as [w n h ] = w n h+ −w n h− . The fully discrete system is defined as follows: We seek u h ∈ U h such that for every w h ∈ U h and for n = 1, ..., N ,
Recall that f, u 0 are given data, and u 0 denotes approximations of u 0 . In our case, we will define
Remark 3.1. For any ǫ > 0, existence and uniqueness of discontinuous Galerkin approximations of (3.1) can be proved easily (even for more complicated nonlinearities) due to finite dimensionality of the problem. For several results regarding discontinuous time-stepping schemes, with linear and semi-linear terms, we refer the reader to the works [1, 10, 12, 13, 14, 23, 28, 32, 33] (see also references within).
3.2. The basic estimate using duality. We begin by developing a stability estimate via duality for the
For this purpose, we define a backward in time parabolic problem with right hand side
(Ω] term and zero terminal data. In particular, for right
, and terminal data φ N h+ = 0, we seek φ h ∈ U h such that for all w h ∈ P k [t n−1 , t n ; U h ], and for n = N, ..., 1,
Note that is easy to prove existence at partition points as well as in
, and u h ∈ U h are the solutions of (3.1)-(3.2) respectively. Then, there exists a constant C > 0, depending only upon the domain Ω, T , and which is independent of ǫ such that:
In addition, the following estimates hold:
where C is a constant depending only upon Ω, T .
Proof. Setting w h = φ h , into (3.2), using Young's inequality to bound
and adding the resulting terms, we derive the following estimate. For all n = N, ..., 1
Now setting w h = u h into (3.2), we easily derive
Integrating by parts in time, we deduce,
Subtracting (3.5) from (3.4), and noting that the terms (1/ǫ 2 )
First, we treat the terms involving (1/ǫ 2 ) constants. Using Young's inequality with appropriate δ 1 > 0 (to be determined later), we deduce,
Similarly, using Young's inequality with appropriate δ 2 > 0, we obtain
Substituting the last two inequalities into (3.6), summing the resulting inequalities and using the fact that φ N + ≡ 0 (by definition) and rearranging terms, we obtain
Using the previous bounds on φ
2 , δ 2 = δ 3 = 1/4, to hide the resulting terms on the left, we obtain,
. with C an algebraic constant, depending only upon |Ω|. Setting w h = u h , in (3.1) respectively and using the Poincaré, and Young's inequalities we obtain:
The second estimate follows by summation and the previously developed estimate on
We close this subsection by a short remark.
Remark 3.3. It is evident that the key estimate with respect the dependence upon (1/ǫ) concerns the term (1/ǫ 2 ) t n t n−1 Ω u h w h dxdt which has the wrong sign and
h w h dxdt which is positive when setting w h = u h . For this reason the estimate of (3.1) does not lead to an estimate, with bounds independent of exp(1/ǫ) when using Gronwall type arguments even for the lowest order scheme. To the contrary the duality argument of Lemma 3.2, leads to polynomial dependence upon (1/ǫ), without imposing any condition between τ, h, and under minimal regularity assumptions. The key question regarding the stability at arbitrary time-
, will be considered next.
Estimates at arbitrary time-points and convergence under minimal regularity
We will employ the theory of the approximation of the discrete characteristic functions (see e.g. [7, 8, 33] ), which was used to develop estimates at arbitrary time points for a general class linear parabolic PDEs and for the Navier-Stokes respectively. The main advantage of this approach is that the proof does not need any additional regularity, apart from the one needed to guarantee the existence of a weak solution, i.e., we do not assume that
which is frequently used in the literature for dG approximations of parabolic PDEs. In addition, we will be able to obtain stability estimates without assuming any explicit dependence upon τ and h. A key feature of our analysis is that we are able to include high order schemes.
Preliminaries: Approximation of discrete characteristic functions.
Ideally, to obtain a stability estimate at arbitrary t ∈ (t n−1 , t n ], we would like to substitute u h = χ [t n−1 ,t) u h into the discrete equations (3.1). However, this choice is not available in the discrete setting, since χ [t n−1 ,t) u h is not a member of U h , unless t coincides with a partition point. Therefore, approximations of such functions need to be constructed. This is done in [7, Section 2.3] . For completeness we state the main results. The approximations are constructed on the interval (0, τ ), and they are invariant under translations. For fixed (but arbitrary) t ∈ (0, τ ) let p ∈ P k (0, τ ), and denote the discrete approximation of χ [0,t) p by the polynomial p ∈ P k (0, τ ) with,p(0) = p(0) which satisfies
To motivate the above construction we simply observe that for q = p ′ we obtain
It is clear that this construction can be extended to approximations of χ
is then defined byũ = k i=0p i (t)u i and if U is a semi-inner product space we deduce,
It remains to quote the main results from [7, 8, 33] . Proposition 4.1. Suppose that U is a (semi) inner product space. Then the mapping
where C k is a constant depending on k.
Proof. See [7, Lemma 2.4].
A standard calculation gives an explicit formula ofũ = ρ(s)z, when we choose u(s) = z ∈ U to be constant (see e.g. [8] ).
Then,
where
4.2. The main stability estimate at arbitrary time points. Now, we are ready to state the main stability result at arbitrary time-points which plays a key role to the derivation of best approximation estimates. We emphasize that the time-discretization parameter τ is chosen independent of h and the dependence of the stability constant upon 1/ǫ is polynomial.
, and let u h be the approximate solution computed by using the discontinuous time-stepping scheme. Then, there exists constant C depending on Ω, C k and T (but not ǫ), such that
Proof. Recall that setting w h = u h , in (3.1), using Poincaré and Young's inequality, we obtain respectively
In order to avoid the use of a Grönwall type argument, we will need to estimate the term (1/ǫ 2 )
(Ω) using the approximation of the discrete characteristic. We employ properties of the discrete characteristic and its approximation by following the technique of [8] and the stability estimates of Lemma 3.2. For fixed t ∈ [t n−1 , t n ) and z h ∈ U h we substitute w h (s) = z h ρ(s) into (3.1), where
Hence integrating by parts (in time) equation (3.1) and using the above computation, we obtain
where we have used Lemma 4.2 to bound ρ L ∞ (t n−1 ,t n ) ≤ C k with C k denoting a constant depending only on k, Ω. Note also that z h ∈ U h (independent of s), hence the above inequality leads to
Here we have used the fact u
. Setting z h = u h (t) (for the previously fixed t ∈ [t n−1 , t n )), using Hölder's inequality, and integrating in time the resulting inequality, we obtain,
Hölder's inequality implies that
, and
. Therefore, using Young's inequalities we deduce (with different C k ),
Now, using an inverse estimate,
, we obtain,
.
The proof now follows by simply substituting the previously developed bounds of (3.2).
Remark 4.4. The above theorem states that the discontinuous Galerkin discretization inherits the stability estimates of the weak formulation under minimal regularity assumptions on the given data. This is an important asset related to the discontinuous (in time) Galerkin formulation.
4.3.
Convergence under minimal regularity assumptions. We quote a discrete compactness argument of Walkington (see [33, Theorem 3 .1]) which allows to recover strong convergence in an appropriate norm, and pass the limit through the nonlinear term. The compactness argument combined with the stability estimates of Lemma 3.2 and Proposition 4.3, imply the convergence of the space-time approximations under minimal regularity assumptions, while the dependence upon (1/ǫ) does not deteriorate any further. The compactness argument concerns numerical approximations of solutions u : [0, T ] → U of general evolution equations of the form
where U is a Banach space and each term of the equation takes values in U * . Both A(u) = A(t, u) and f (u) = f (t, u) may depend upon t and are allowed to be nonlinear, however, in our setting only f (u) ≡ −(1/ǫ 2 )(u 3 − u) contains nonlinear terms. Suppose that U ⊂ H ⊂ U * (with continuous embeddings) form the standard evolution triple, i.e., the pivot space H is a Hilbert space. The numerical schemes approximate the weak form of (4.3), i.e.,
Then the following theorem [33, Theorem 3.1] establishes the compactness property of the discrete approximation.
Theorem 4.5. Let H be a Hilbert space, U be a Banach space and U ⊂ H ⊂ U * be dense and compact embeddings. Fix an integer k ≥ 0 and let 1 ≤ p, q < ∞. Let h > 0 be the mesh parameter, and let
Proof. See [33, Theorem 3.1].
We will utilize the above result to obtain strong convergence of the discrete Allen-Cahn equation to the continuous one. The lack of any meaningful regularity for the discrete time derivative due to the presence of discontinuities, requires special attention since the classical Aubin-Lions compactness argument is not directly applicable.
and
In addition u is a weak solution of the Allen-Cahn equation.
Proof. We follow the same arguments with [33, Section 6] . The stability estimates of Lemma 3.2 and Proposition 4.3, imply (passing to a subsequence if necessary) there exists u such that
] by using standard interpolation theorems. The remaining terms can be handled easily. Note also that
≤ C where C is independent of τ, h. Therefore, using the Theorem 4.5, we obtain the desired strong convergence in
, with w h (T ) = 0. Then, summing equations (3.1) from n = 1 to n = N , we deduce that
Note that we may pass the limit through the linear terms due to the stability estimates on u h and the fact that w h ∈ C[0, T ; U h ] ∩ U h . The semi-linear term can be treated by the strong convergence on
Indeed, using Holder's inequality, Landyzeskaya-Gagliardo-Nirenberg interpolation inequality,
A standard density argument, now completes the proof.
The unconditional stability estimates and the above convergence result, validate the use of discontinuous Galerkin time-stepping schemes of order k ≥ 1. In particular, for any α > 0 there existh,τ such that, for every τ ≤τ and h ≤h, we obtain,
For the error estimates, we will choose to work with τ, h (chosen independently) such that, (4.5)
where δ > 0 (to be chosen later) is independent of ǫ. Note that due to the unconditional stability in
] with bounds independent of ǫ,τ ,h can be chosen independent of ǫ. We close this Section by a short remark regarding the computation of such discrete solution.
Remark 4.7. It is expected that at least for moderate values of the papemeter ǫ, even when τ ≈ h, the computation of the fully-discrete solution follow by using techniques established for the numerical solution of linear and semi-linear parabolic pdes by discontinuous time-stepping schemes. However, when using high order schemes, due to the large and non-symmetric structure of the associated system, special attention is necessary. For specialized preconditioners for high-order discontinuous Galerkin schemes, we refer the reader to the recent work of [30] , where various issues regarding robustness and efficiency of preconditioners suitably constructed for discontinuous Galerkin time-stepping methods are being discussed.
Error estimates

Preliminary Estimates.
The following projections related to discontinuous Galerkin time-stepping schemes will be used.
In the above definition, we have used the convention (P loc n w) n ≡ (P loc n w)(t n ), and
). In the following Lemma, we collect several results regarding (optimal) rates of convergence for the above projection (see e.g. [8] 
there exists constant C ≥ 0 independent of h, τ such that
Then there exists constant C ≥ 0 independent of h, τ such that,
Remark 5.3. If more regularity (in time) is available then the above estimates can be improved.
, then we obtain,
The fully-discrete Galerkin orthogonality can be written as follows: Subtracting (3.1) from (2.1), we obtain for every w h ∈ U h and for n = 1, ..., N ,
(− e, w ht + a(e, w h )) dt (5.1)
where e = u h − u denotes the error. We will split the error as e = (u h − u p ) + (u p − u) ≡ e h + e p , where u p is the discontinuous Galerkin solution of a linear parabolic pde with right hand side u t − ∆u, and initial data u p0 = P h u 0 , i.e., for every w h ∈ U h and for n = 1, ..., N , u p ∈ U h is the solution of,
Integrating by parts the last term of the right hand side, we obtain the orthogality condition: For n = 1, ..., N , and w h ∈ U h 
where C is a constant depending upon Ω and the constant C k of Proposition 4.1. In addition,
by [8, Theorem 4.10] . Returning back to the orthogonality condition (5.1) and using (5.3) we obtain, the following relation for e h = u h − u p : For all w h ∈ U h and
(− e h , w ht + a(e h , w h )) dt (5.6)
Adding and subtracting the term u (− e h , w ht + a(e h , w h )) dt − (e n−1 h− , w
Our focus is to bound e h in terms of e p without introducing constants that depend exponentially upon 1/ǫ.
To simplify the presentation, we will denote by
, and we note that if in addition to (2.2), u 0 ∈ L ∞ (Ω), with norm bounded independent of ǫ then C ∞ is also bounded independent of ǫ. We first recall the spectral estimate of [11] , which states that if u is solution of (1.1) then there exists a positive constant C s independent of ǫ such that, (5.8) inf
We follow the approach presented in Section 3. In particular, given right hand side e h ∈ L ∞ [0, T ; L 2 (Ω)], and terminal data ψ N h+ = 0, we seek ψ h ∈ U h such that for all w h ∈ P k [t n−1 , t n ; U h ], and for all n = N, ..., 1,
Note that despite the fact that the above pde is linearized analog of the Allen-Cahn equation, and the spectral estimate can be applied directly to obtain a preliminary bound on the energy norm and at arbitrary time-points when k = 0, 1.
, ψ h ∈ U h satisfies for all n = N, ..., 1,
where the constants C depend only upon C s , the domain, the constant C k of Lemma 4.2 and the data f, u 0 (through the norms of u L 4 [0,T ;L 4 (Ω)] ), and are independent of τ, h, ǫ. In addition, there exists a costant C depending upon C s , the domain, the constant C k of Lemma 4.2, and the norm
. Here ∆ h ψ h ∈ U h denotes a discrete approximation of ∆ψ, defined by, (∆ h ψ h (.), w h ) = a(ψ h (.), w h ), for all w h ∈ U h and for every t ∈ (t n−1 , t n ].
Proof. Step 1: Stability estimates in
We rewrite (5.9) as follows:
Setting w h = ψ h into (5.10) and using the spectral estimate (5.8) we deduce,
Hence, using standard algebra we obtain,
where the constant C(C s ) depends on C s but it is independent of ǫ. For low order schemes k = 0, 1, a standard Gronwall Lemma provides the estimates at arbitrary time points, as well as the estimate in L 2 [0, T ; H 1 (Ω)]. For higher order schemes, we proceed using the technique of Section 4, based on the approximation of the discrete characteristic. Hence, following exactly the same approach as in Proposition 4.3, for fixed t ∈ (t n−1 , t n ), we obtain with z h ∈ U h independent of t, and ρ defined as in Lemma 4.2 (suitably modified to handle the backwards in time problem)
where C k is the constant of Lemma 4.2. Since, z h ∈ U h is independent of t, we deduce,
Therefore, setting z h = ψ h (t) (for the previously fixed t), integrating with respect to time, using the inequality .
H 1 (Ω) and using Hölder's and Young's inequalities we deduce (with different C k ),
The proof is now completed using standard techniques. Indeed, we choose τ n small enough to hide the L 2 [t n−1 , t n ; L 2 (Ω)] on the left and then we substitute the resulting bound into (5.11) and we hide the terms involving
The proof is essentially contained in [8, Theorem 4.10] . For completeness we describe the main arguments. By definition of ∆ h ψ h , and since ψ h ∈ P k [t n−1 , t n ; U h ], we also have that ∆ h ψ h ∈ P k [t n−1 , t n ; U h ]. Setting w h = ψ ht , and w h = ∆ h ψ h we deduce,
Hence, setting ∆ h ψ h into (5.9), substituting the last two equalities and using standard algebra we obtain,
Substituting the above inequality into (5.12) and summing the resulting inequalities, and using the bounds
, we deduce that,
which is the desired estimate. The stability bound in L ∞ [0, T ; H 1 (Ω)] follows directly from the above technique when k = 0, 1. For higher order schemes we refer the reader to [8, Theorem 4.10] . Now, we are ready to prove the following bound, which will allow us to apply a bootstrap argument. Using an appropriate duality argument, we avoid the use of Grönwall type inequalities.
Proposition 5.5. Let τ, h, ǫ, satisfy τ ≤τ , h ≤h (whereτ ,h defined in (4.5)) and the assumptions of Lemma 5.4. Suppose also that τ, h satisfy
where δ > 0 (to be chosen later) with constant C depending only upon the domain (independent of ǫ, h, τ ). Then, there exists a constant C > 0 independent of τ, h, ǫ, such that following estimate hold:
Proof. Setting w h = e h into (5.9), and using integration by parts in time, we obtain: For all n = N, ..., 1,
Subtracting (5.14) from (5.13), and rearranging terms, we obtain, for all n = 1, ..., N ,
or equivalently
First, note adding and subtracting u 2 p in the term u 2 h − u 2 , using the relation,
and substituting the resulting relation into (5.15) we arrive at: 
Therefore, using the stability bounds of ψ h of Lemma 5.
Note due to the Theorem 4.6 there existsτ ,h such that
for every τ ≤τ and h ≤h. Hence, using (5.4), and the improved estimate in
, (see e.g. [28] ), we obtain that
Substituting the above bound, we deduce,
The estimate for the three dimensional case now follows by standard algebra. For [22] ), hence using the stability bounds of Lemma 5.4, and in particular the fact that
The proof now follows using similar arguments. Indeed, choosingτ ,h to guarantee, e L 4 [0,T ;L 2 (Ω)] ≤ δǫ 7/2 , for τ ≤τ , h ≤h, and noting that
, we derive the desired estimate. Finally, we turn our attention to the case where k = 0, 1 and d = 2. Then, we note that Lemma 5.4 
where C is independent of ǫ, τ, h. As a consequense, we deduce from (5.17),
Therefore, we derive the desired estimate, provided thatτ ,h are chosen to guaran-
Remark 5.6. There are many ways to write the additional time step and spatial size restrictions. The assumptions (1) and (2) 
Similarly, the proof is still valid even when limited regularity assumptions are
, we deduce the restrictions,
5.2.
Best approximation error estimates. Now, we are ready to proceed with the main estimate, using a boot-strap argument.
Theorem 5.7. Let τ, h, ǫ, satisfy τ ≤τ , h ≤h (whereτ ,h defined in (4.5)) and the assumptions of Lemma 5.4. Suppose also that τ, h satisfy
Then, there exists a constant (still) denoted by C depending only upon Ω, and C k but independent of ǫ, such that,
Suppose also that (2.2) holds when k ≥ 1. Then, there exists a constant C depending only upon Ω, and
Proof. Step 1: Estimate at partition points and in
Since, we have already obtained a bound on e h L 2 [0,T ;L 2 (Ω)] with constant depending polynomially upon 1/ǫ, we may return to the orthogonality condition (5.7) and set w h = e h . Then, for every n = 1, ..., N , we have:
It remains to bound the last two terms: First, we note that Hölder's and Young's inequalities imply
Substituting the last inequality into (5.18) and summing the resulting inequalities we obtain,
It remains to replace the term (1/ǫ 2 )
T 0 e h 2 L 2 (Ω) dt by Proposition 5.5. First, note that the bound of Proposition 5.5, implies that:
Here, C denotes an algebraic constant. Now, noting that we may choose δ in order to hide the
which implies the first estimate, after noting that since u p L ∞ [0,T ;H 1 (Ω)] ≈ C ǫ (due to (5.5) and Lemma 2.1) we may bound
Step 2: Estimates at arbitrary time points: We proceed to the estimate at arbitrary time-points. We use similar ideas to the proof of Proposition 4.3. For fixed t ∈ [t n−1 , t n ) and z h ∈ U h we set w h (s) = z h ρ(s) into (5.7), with ρ(s)
Noting that z h is independent of t, and standard algebra implies that
Using once more Hölder's inequality and the fact that u, u p ∈ L ∞ [0, T ; H 1 (Ω)], we deduce with different constant C k (independent of ǫ):
Setting z h = e h (t) and integrating with respect to time, using Hölder's inequallity to bound
, and standard calculations, we derive,
For the first term of the left hand side, using Young's inequality, we obtain: For the fifth term, we note that (2.2), implies that u L ∞ [0,T ;L 6 (Ω)] ≤ C (where C is independent of ǫ), and hence we obtain, τ n ǫ 2 e h L 2 [t n−1 ,t n ;L 2 (Ω)] e h L 2 [t n−1 ,t n ;
For the last two terms, using similar algebra, we deduce,
Note that choosing Remark 5.8.
(1) The estimate at arbitrary time points results in a best-approximation result by using triangle inequality. In addition, the dependence of the constant upon 1 ǫ doesn't deteriorate further, despite the fact that we treat schemes of arbitrary order, provided that the natural assumption where E(t) denotes the associated energy i.e.,
It is clear that the discrete solution of (3.1) does not possess any meangingful regularity for u ht , due to the discontinuities in time and hence (5.23) is not valid by simply replacing u by u h . However, for any t ∈ (t n−1 , t n ], we may formally rewrite (5.23) as,
2 L 2 (Ω) = 0 and hence integrating with respect to time and using integration parts in time, (5.24) τ n E(t n ) − t n t n−1
It is clear now that the above equality (5.24) is well defined, and (at least formally) we may replace u by any u h ∈ P k [t n−1 , t n ; U h ]. We observe that integrating by parts (in time), (3.1) and setting v h = (t − t n−1 )u ht ∈ P k [t n−1 , t n ; U h ], with k ≥ 1, we obtain t n t n−1
which implies (after integration by parts in time for the second integral)
Hence, we have shown that the discrete solution constructed by (3.1) actually satisfies a discrete local analog of the energy equality. It remains to prove that ∇u n h− L 2 (Ω) and u n h− L 4 (Ω) are also bounded, independent of τ, h, which is easily obtained by using the results of Theorem 5.11 and an inverse estimate. Indeed, recall that under the assumptions of Theorem , we deduce, for any u ∈ L 2 [0, T ;
