Computational grids are large scale distributed networks of peer clusters of computing resources bounded by a decentralized management framework for the purpose of providing computing services, called grid services. The scheduling problem consists in finding the clusters that host the required set of grid services with a sufficient available capacity to handle user service requests in compliance with some specified quality of service. The interplay of intermittent resource participation, resource load dynamics, network latency and processing delay, and random subsystem failures creates a ubiquitous uncertainty on the state of the grid capacity to handle user requests. In addition to the need to account for this uncertainty, the scheduling strategy has to be decentralized since computational grids span distinct management domains. In this paper, we propose a decentralized scheduling strategy that views the dynamics of the grid service capacity as a stochastic process modeled by a Markov chain. The proposed scheduling scheme uses this model to predict the future local availability of resources. This is consolidated by a confidence model that approximates the future ability of peer clusters to successfully handle delegated service requests. The scalability of the proposed scheduling strategy is illustrated through simulation.
Introduction
Computing as a utility is the vision fuelling the emerging field of grid computing. The guiding principal of this vision is the sharing or economic exploitation of computing resources through aggregation and pooling within a virtual organization called a computational grid (CG). The potential utility of CGs is enormous both in scientific research and business where they are emerging as feasible alternatives to traditional supercomputing systems in the undertaking of grand challenge applications such as pharmaceutical drug discovery, oil reservoir modeling, large scale environmental modeling [12, 34, 56] . One constant and central question in grid computing is: where will a task be handled when submitted to a grid? This constitutes the basic issue underlying the grid scheduling problem, which resembles its classical counterpart for processor-array-based computing systems [2] . However, there are many prominent distinctions; including the lack of central control, the unbounded number of computing hosts, the variable load and availability, the diverse usage policies of the resource owners, the uncertainty on the knowledge of resource state, and the large scale geographic distribution of CGs [29] . In response to these challenges, new scheduling methods are needed. These may take advantage of the rich pool of research on traditional scheduling in various application domains; in particular high performance computing. In this application scope, scheduling may either be approached from the perspective of the application program or from the view of the underlying processing system [9] . The perspective of the application program divides the scheduling techniques into static and dynamic categories [2] . Static scheduling assumes the knowledge, at compile time, of many properties of the program, including data dependencies and task processing times [4, 27, 40] . The execution process of submitted jobs can therefore be modeled using a Direct Acyclic Graph (DAG), where the node weights represent the task processing times and the edge weights represent the inter-task dependencies and communication times [20, [45] [46] [47] . Dynamic scheduling techniques on the other hand, are devised to handle programs for which the above assumptions may not always be appropriate [27] . A large number of the later techniques rely on dynamic processor load balancing through "idle-cycle stealing" so as to minimize the overall execution time of the parallel program as well as the scheduling overhead. The scheduling strategies may also be categorized in relation to the architecture of the system. The Bounded Number of Processors category applies to a fully connected cluster of processors where the underlying physical network is fast enough to neglect the communication overhead [3] . Efficient scheduling can in this case be achieved since the scheduling problem is reduced to the allocation of tasks to one of the available processors irrespective of their network location. On the other hand, the Arbitrary Number of Processor scheduling category is more complex. In this case the scheduling performance is significantly affected by the underlying topology of the inter-processor connectivity and the inter-task communication and synchronization delays [3] . The grid scheduling problem has significant commonality with the dynamic scheduling for a system with an arbitrary number of processors. However, while the emphasis in traditional scheduling for high performance computing systems is on the minimization of the execution time for a parallel program, in grid scheduling the focus is on the handling of user requests in compliance with their specified quality of service (QoS) in addition to the maximization of grid resource exploitation and the system throughput. For most of the above mentioned scheduling strategies, the difficulty is well illustrated by the proven NP-completeness of the DAG scheduling variants, to the exception of some special cases [27, 31] . The assumptions behind many of the proposed heuristics with polynomial-time complexity [17, 27] are in practice not feasible for the open grid environment. However, the bulk of the scheduling principles and techniques utilized in traditional distributed computing systems [7, 9, 17] have inspired a significant portion of the grid scheduling strategies, especially those applied to grid enabled applications that are decomposable into independent tasks; including parameter sweep application [15, 28, 38, 51] . Current grid resource management systems use a variety of scheduling models and strategies [5, 6, 13, 16, 18, 37, 41, 42, [48] [49] [50] 61] . Some of these systems such as Condor [49] and LSF [61] can be integrated as part of an overarching grid infrastructure such as Globus [21] to provide high throughput scheduling without necessarily be concerned with the optimization of the resource allocation function. Batch queuing with first-come-first-serve scheduling policies are supported by many of the above systems; including PBS [37] , LSF [61] , Condor [49] , Maui [41] , and EASY [48] . Several resource management systems, including Globus [21] , Legion [18] , NetSolve [16] , and Condor [49] utilize scheduling strategies that rely on a fixed-query function based mechanism for the discovery of resources and their subsequent selection to match the requirements of the submitted jobs [43] . This is in contrast to agent-based scheduling where agent-initiated resource advertisement and discovery decisions are adaptively synthesized based on performance prediction data such as the expected task execution time [13] . In order to address the varying load and resource performance in a grid, many adaptive and performance based scheduling methods have been proposed [5, 6, 13, 14, 30, 36, 44, 50, 54, 55, 57, 59] . For these approaches, the resource allocation is based on a prediction model of performance which may involve resource performance, application execution behavior, and load conditions. Often, the performance model is used to predict the expected task start time, and task completion time [13, 36, 55] . In AppleS [6] , application specific schedulers are designed based on predefined templates. The scheduling strategy is adaptively synthesized based on the predicted performance of resources and the user QoS. This custom approach is particularly suited for parameter sweep applications such as MCell [15] . He et al [36] formulated a scheduling heuristic that takes in consideration the quality of service. The approach relies on a prediction model of the task completion time proposed in [60] . Yang et al [59] proposed a work allocation scheme whereby less work is assigned to resources with higher expected load variance so as to achieve the completion of all the tasks for a given job at roughly the same time for all the resources involved in the processing. A timeseries based predictor provides the expected load and variance [58] . In [32] the grid is viewed as a collection of independent resource clusters equipped with a hierarchical scheduling mechanism. Tasks that can not be scheduled at the cluster level are delegated to the grid layer where a grid scheduler will then attempt to find an appropriate cluster that has the required resources. A similar hierarchical scheduling mechanism is used in [35] . However, a more comprehensive performance optimization is applied at each level of the management hierarchy to achieve a quality of service defined by performance metrics such as over-deadline, makespan, and idle-time. Economy-centric scheduling make up another category of strategies used for the grid environment. These are not the focus of this paper, however, it may be informative to mention that they are built around economic considerations such as resource price, utilization budget, and the overall economic utility of resources to the consumer [1, 10, 11, 19] . The performance models underlying most of the surveyed scheduling strategies are focused on metrics related to the task execution such as the expected task start time, and task completion time. These models may be adequate for parameter sweep applications which are essentially dependent on the availability of processor computing cycles and storage memory. However, for the handling of complex grid services the availability of compute cycles and storage memory are only few of a potentially long list of relevant variables which may include the response time of database servers that host datasets, the availability of sufficient software licenses, the response time of application servers that host application services, and the availability of devices such as Digital Signal Processors which may be used for specialized processing. Because of the coupling induced by the competing resource needs of deployed services, the aggregated capability of the hosting environment is a more appropriate measure of its ability to handle service requests. In addition, the interplay of intermittent resource participation, resource load dynamics, network latency and processing delay, and random subsystem failures creates a ubiquitous uncertainty on the state of the grid capacity. Hence, new scheduling approaches are needed where a consideration is given to the aggregate capacity of a hosting environment as well the uncertainty on the resource availability and load information. Furthermore, in addition to the necessary adaptability to the dynamic and uncertain environment of the grid, the scalability of the scheduling strategies, which is critical for the practical feasibility of computational grids, should be a central point of concern. In this respect, many of the surveyed scheduling models rely on a central grid management layer to facilitate the scheduling and migration of jobs among distinct management domains [25, 30, 32, 35, 39] . These centralized approaches may be appropriate for a grid with highly integrated management domains. However, they are detrimental to scalability and may not be appropriate for grids that span multiple management domains bound by loose dynamic associations. This paper presents a decentralized grid scheduling strategy which views the grid as a dynamic federation of resource clusters contributed by various providers. Each cluster constitutes a private management domain and is defined by a set of service providing agents attached to computing hosts such as desktops, devices & instruments, high performance computing clusters, supercomputers, and special computing systems. The scheduling strategy consists in a series of service request delegation to peer clusters, if any required, and a single local cluster scheduling step. The decision of delegation versus local scheduling is adaptively synthesized through a comparative assessment of the probabilistic prediction of the future local availability of service capacity and the confidence in the capabilities of peer clusters to handle the request in compliance with a specified quality of service. The measure of confidence in peer clusters is estimated through a confidence model maintained by each ) cluster about its peers based on their past performance with respect to their handling of delegated service requests. In a clear contrast to the surveyed scheduling strategies, the proposed approach utilizes a service capacity measure that quantifies the aggregate capability of the hosting environment to handle the request of a hosted grid service [24] . This measure embodies the coupling induced by the resource utilization of the grid services as they compete for the consumption of common resources such as compute cycle, run-time memory, database servers, application servers, software licenses, and network bandwidth. Unlike the task-centric performance metrics, which narrowly characterize the resource performance vis-à-vis a given set of tasks, the service capacity measure characterizes the capability of the provider's hosting environment vis-à-vis an entire grid service. The proposed scheduling strategy uses a Markov chain to model the dynamics of the available service capacity so as to account for the stochastic load and the uncertainty on the monitored resource state information. In this model, the future state of the available service capacity depends on only the current state of the available service capacity. This probabilistic approach may be more appropriate for the stochastic grid load when compared to the many predictive models of performance used in the surveyed works, which assume that the grid load pattern can be adequately modeled by linear statistical models such as time-series [26, 58, 59] . Section 2 provides a formulation of the grid scheduling problem and describes the details of the proposed scheduling strategy. Section 3 includes the simulation results and a discussion about some open issues. Related works and conclusions are provided in section 4.
Probabilistic Grid Scheduling
Given the emergence of the service oriented computing paradigm [53] , and the increasing acceptance of the service oriented architecture, computational grids are increasingly viewed as large scale distributed environments for service provision. Some of these services include compute cycle, storage services, bandwidth provisioning services, and application services such as data mining and processing. The exploitation of grid resources is enabled through user submitted service requests that may require one or more grid services to be available with sufficient capacity. Hence, we define a User Service Request (USR) as follows:
is a required grid service and is the capacity required for service . The service capacity is expressed as the number of servslots, where a servslot is defined as the unit capacity of the hosting environment necessary to run a single instance of the service in question [24] . This definition is analogous to the combination of server-share and service-share units introduced in [33] . It represents the aggregated capacity of the collection of software and hardware resources required for the successful operation of a single service instance. The resources in question may include CPU slots, RAM, special hardware devices, disk space, cache size as well as any required licenses of utility software that the service instance may need for its successful operation. If the service requires for its execution a specific Operating System (OS), some processor architecture, or the presence of a Java Virtual Machine (JVM) and possibly a required heap size, then these would be part of the resources attached to a servslot. is a user defined set of QoS parameters which may, for example, include the maximum wait time before scheduling. The service handling flow
Φ , which may be specified using a state machine, defines the execution sequence of the various tasks associated with the handling of the USR.
For the remainder of the paper we will assume that a CG is a collection of service providing clusters (providers), each capable of locally scheduling as well as handling service requests for which it has the required service capacity (figure 1). The solid lines define the topology of the grid, i.e. the pathways for the information exchange about the capacity of hosted services. This in turn defines the notion of a neighbor. Hence, two clusters are considered to be neighbors if and only if there is an information pathway linking them as defined above. Furthermore, any grid cluster may interact with any peer for which it has the locating information, i.e. the address of the peer cluster. This locating information would be supplied by a neighbor. The grid scheduling problem can be formulated along the following scenario. A USR is submitted to a given cluster (submission cluster), the question then is: what is the collection of clusters that have the required service capacity to execute the tasks associated with the USR? Our proposed solution is a multi-step scheduling approach applied independently to each grid service required by the USR. Let the sequence of scheduling steps, needed to find the cluster that posses the required capacity of the grid service , be defined as follows:
A n is a non-negative integer. Each step is bound to the target cluster where it is performed. The scheduling step has one of the following outcomes: (O1) the Time-To-Schedule (TTS), counted starting from the submission time is exceeded; (O2) cluster has a sufficient service capacity for the required grid service , or is expected to have a sufficient capacity within some specified future time period; (O3) the scheduling task is delegated to a neighboring cluster. The TTS denotes the maximum allowed time interval separating the USR submission and the scheduling of the last task of the USR. The TTS could be set by the user as part of the USR QoS specification. The first outcome implies that the USR can not be scheduled in compliance with the required QoS and the entire scheduling operation is aborted. The second outcome implies that the component of the USR is deemed to be scheduled and the corresponding cluster is added to the solution set. For the third outcome, the scheduling step results in the delegation of the task handling to a peer cluster. We will assume that the coordination of the individual scheduling tasks to yield the completed USR scheduling will be performed by the submission cluster. This paper will address the individual task scheduling assuming that the tasks that make up the USR are independent and that they can be executed concurrently without requiring any inter-task communication or synchronization. Our approach views the scheduling problem as a set of two sub-problems, namely: (1) a local scheduling sub-problem; and (2) a delegation sub-problem. For the local scheduling sub-problem we developed a resource state estimation model, based on Markov chains, in order to predict the future availability of local resources. In addition, we propose a confidence model that estimates, based on past interactions between peer clusters, the likelihood that a delegation of a service request to a given cluster would lead to a successful handling. The scheduling strategy built using the above models is fully decentralized so as to achieve the critical scalability characteristic. One of the elements of the proposed scheme that targets the achievement of scalability is the built-in incentive for the consumption of closer resources before seeking the consumption of distant resources at a higher cost of network bandwidth and failure rate. The overall scheduling heuristic is captured using the state chart of figure 2 , and is further illustrated in figure 3 . In figure 2 , the rounded rectangles are action states. The actions consist in processing the right hand side of the equation. The right-hand side to the "/" are actions to be taken on transition between the corresponding states.
Throughout this paper, each cluster is assumed to be uniquely identified by a natural number. The identifier can for example be determined from the IP address of the principal using a universal mapping accessible through an out-of-bound process or simply communicated by a neighboring cluster as part of the process of joining the grid. At time zero of the scheduling life cycle, the target cluster is set to the submission cluster , i.e. the cluster that first received the USR.
evaluates to 1 if
means that the two services and are equivalent in the sense that they have the same name, the same published interface, and the same description respectively. G is the set of clusters that make up the grid, and , where
ℜ is the set of grid services maintained in a registry bound to cluster .
yields the selection of cluster such that:
Ne is the set of neighbors to cluster .
x Ν ∈ n represents the discrete time where is the set of natural numbers. The function
is called a confidence index. Each cluster maintains a confidence index about its neighbors to quantify the likelihood that a scheduling task delegated to a given cluster would lead to a successful completion. The details of the above heuristic will be explicated in the next subsections.
Prediction Model of Service Capacity
In this paper we assume the existence of a mechanism that provides the instantaneous value of service capacity based on the availability of the resources required by the service in question. A detail discussion on such mechanism is given in [24] , and an experimental validation of a liner model of the mapping between resource availability and service capacity is given in [23] . The instantaneous service capacity depends on the time-varying load of local and delegated service requests as well as the distribution of the requested service types. In addition, the monitoring and estimation of service capacity is subject to a ubiquitous uncertainty caused by the intermittent host participation, network latency and processing delay, and random subsystem failures. In order to account for the interplay of this uncertainty and the load dynamics, which may be assumed random, the capacity dynamics of a given service is modeled as a stochastic process { } that takes on a finite or countable number of possible values of servslots. The set of possible values of the process is the set of non-negative integers
. The index n represents discrete time. The process is said to be in state i at time n if . Let us assume that whenever the process is in state , there exists a constant probability that the process will next be in state such that:
Assuming that this is true for all and all states , the process under consideration is known as a Markov chain [52] 
Where
Where represents the probability that the service capacity takes a value equal to at time ) (n ij P j m n + knowing that it took a value of i at time . Each cluster maintains a registry of its service offerings. Let be one such service, and let be the total number of events, recorded in the time window , where the capacity of has changed from a value to a value according to the cluster's resource accounting and management process. Then, we can estimate the one-step transition probabilities at time as follows:
These transition probabilities are maintained in the service registry and updated at every discrete moment of time. The above equation can be rewritten in the following form:
1if a transition occurs at time , otherwise 0 = n j i → n 0 0 = n . Using the above relation we can rewrite (9) in the following recursive form:
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For the implementation of the above algorithm we start with for all elements of the transition matrix except for , which is set to 1, where is the state of high service capacity. Given the estimates of one-step transition probabilities, the model can provide an n-step-ahead prediction of a specific service capacity state such that:
The above relation is a direct result of the Chapman-Kolmogorov equations [52] . Using (5), (6), (10) , and (11) it is now possible to predict the service capacity state for any arbitrary future time-step. This capability is the basis of a service capacity prediction model to be used in the next subsection to complete the formulation of the scheduling strategy started earlier. The overall integration of the prediction model within the scheduling strategy is illustrated in figure 4.
Delegation Decision and Confidence Model
Let us assume that at the discrete timen, the capacity of a requested service s hosted by a given cluster is at state , where ∑ is the set of all possible states of the service capacity as defined by the above Markov chain model. Let us also assume that at the same time n, the cluster hosting the service
s has a number of queued requests for such service with a required cumulative capacity of that is expected with high probability to be available at time
as suggested by (5), (6), (10), and (11) . In addition to the already queued requests, a request is received for the service s in question with a required capacity (12) 1 0 0 ≤ < p is a positive real number which represents a decision threshold to be experimentally tuned. ) is to be computed using (5), (6), (10), and (11) . For the definition of the confidence index, let be the number of instances, counted over a discrete time window of length
where cluster has delegated to cluster the scheduling of the task associated with the handling of a request of service s. Let be the size of the set of successfully handled requests in compliance with the specified QoS within the same period of time
. Hence, the confidence index definition is detailed as follows:
The above confidence index informs the delegating cluster about the track record of a peer cluster with respect to its ability to handle the scheduling of delegated tasks. The confidence index is set to zero if . Initially, with the confidence indices being set to zero, delegations are made to randomly chosen neighbors. As the number of delegations to neighbors reaches an experimentally tuned threshold, the full use of the confidence model is enabled. Other models of confidence may be explored in future works.
Simulation Results
The Midland Grid Emulator developed by the author at Ryerson University is used for the simulation of the proposed scheduling approach (see figure 5) . The emulated grid can be configured for an arbitrary number of clusters. The inter-arrival time of USRs at the various clusters, is simulated using a Poisson process. For this simulation, the USRs consist of a single required grid service with a randomly generated required capacity. The scalability of the grid decision-making processes such as scheduling is one of the most critical performance criteria for the practical feasibility of CGs. In tangible terms, the scheduling strategy is said to be scalable if an increase in the grid size does not result in a drastic degradation of the grid performance as represented by the most pivotal performance indicators such as response time, and throughput. In order to quantify these indicators, two corresponding metrics are defined; namely:
H R n n µ = (15) ν is the grid-wide average number of hops per successful scheduling decision and µ is the scheduling throughput rate.
is the total grid-wide number of service request, and R n H n is the number of handled service requests. is the number of hops before the i i nhops th − service request was successfully scheduled. The defined performance metrics are used to illustrate the performance of the probabilistic grid scheduling approach through a comparison against a scheduling strategy based on random delegation (figures 6-9). For the random scheduling scheme, a USR is locally scheduled if and only if a sufficient capacity is available at the time of scheduling. Otherwise, the USR is delegated to a randomly selected neighbor, which would apply the same scheduling rule. The delegation chain is terminated when the TTS is exceeded. The simulations were conducted for balanced and unbalance grid resource distributions. For an unbalanced distribution, the grid clusters are configured to host a randomly chosen set of services with randomly generated values of respective service capacities. For a balanced distribution all grid clusters are configured to have the same services with the same service capacity levels. The simulation results show that the proposed probabilistic scheduling strategy outperforms the random scheduling scheme with respect to response time (figures 6 and 8) and throughput (figure 7 and 9). The simulations were conducted under the exact same configuration of the Midland Grid Emulator for both strategies, which equally benefit from a multi-tiered scheduling approach with a neighborhood-bound delegation mechanism. The main distinction between the proposed strategy and the random scheduling scheme is in the integrated use of the confidence and prediction models to choose the peer cluster to which the service request is to be delegated when future local availability of sufficient capacity is not expected. Hence, the encouraging simulation results may be attributed to the performance of the prediction and confidence models respectively. The prediction enables the local queuing of service requests in anticipation of future availability of the required resources, thus avoiding a costly delegation that may requires a higher number of hops before convergence. The delegation decision is further constrained by the confidence index which provides a subset of neighboring peers deemed most likely to succeed in handling the type of service request in question. The resulting reduction of the rejection rate of service requests, due to exceeded TTS limit, may explain the improved throughput of the proposed approach compared to the random scheduling strategy (figures 7 and 9). Furthermore, from the perspective of a submission cluster, the information provided by the confidence index diminishes the uncertainty on the capacity of peer clusters enabling hence, in conjunction with the prediction of local capacity, a delegation decision that induces a better performance compared to the random scheduling scheme ( figures 6 and 8) . In essence, the proposed scheduling strategy encourages the consumption of closer resources as opposed to seeking the use of distant ones. This is further facilitated by the assumed CG topology which limits the pathways of service request delegation to the communication links between neighbors. As a result, the service requests tend to be delegated within a relatively small radius (measured in number of hops) from their submission clusters especially for a balanced resource distribution. In particular, the average number of hops may be approximated by a linear function of the grid size for an unbalanced resource distribution ( figure 6 ). In contrast, the random scheduling scheme exhibits a significantly higher average number of hops for most grid sizes. The improved performance for the balanced resource configuration compared to the unbalance resource configuration is expected for both scheduling strategies (figures 8). Indeed, given the uniformly distributed load and initial resource availability for all clusters, most service requests would end-up being handled by neighbors close to the submission cluster irrespective of the grid size. In this respect, the proposed scheduling approach yields an average number of hops upper-bounded by a ceiling and 60% lower compared to the random scheduling scheme (figure 8). However, it would be of great value to investigate the "stability" question associated with the proposed delegation strategy. That is, given a submitted service request, under what conditions on the parameters of the confidence and prediction models, and the CG topology would such service request be successfully handled by a cluster within a given radius * r of the submission cluster? While the proposed scheduling scheme offers some encouraging results with respect to scalability, more investigations are needed for a number of issues such as the capability of the proposed approach to assure the compliance with a user specified QoS. Furthermore, although one may claim, from the simulation results, that the increase in the size of the grid does not significantly increase the number of hops, we also need to consider the effect on the quality of service of the actual local wait-time-beforehandling of a service request. For future works, the interplay between the prediction model and the confidence model may require further analysis, in the context of a QoS model, to establish a tradeoff between the local wait-time-before-handling and the number of hops.
Related Works & Conclusion
Many works surveyed in the first section of this paper are related in various degrees to the proposed approach. This relationship involves the considered grid organization, the adaptability towards the dynamic grid environment, and the scalability of the grid scheduling function [8, 13, 14, 30, 32, 35, 36, 54] . In terms of the adaptability towards the varying resource performance and the dynamic grid load, most cited adaptive strategies include various local scheduling schemes that rely on a performance prediction model of resource and job related metrics such as the expected job start time, and the job makespan (job completion time). While the predictions of job completion time may be appropriate and feasible for a controlled hosting environment with a homogenous set of deployed grid services, this may not be true for a grid that hosts a diverse spectrum of services. In such a grid, the ability to estimate the aggregate resource behavior of the hosting environment provides a more adequate measure of the likelihood that a service request will be handled with some defined quality of service [24, 33] . Because such aggregate behavior includes the cumulative effect of concurrent exploitation of the local resources, it is hence more indicative of the hosting environment's potential to meet the requirement of a service request. In this respect, the proposed grid scheduling approach is different from these cited works in that the local scheduling strategy relies on a model of service capacity of the hosting environment as opposed to a dictionary of name-value pairs of resource attributes. Some of the advantages of such approach are the simplification of the decision-making mechanisms and the comprehensive consideration of all parameters relevant to the hosting environment [33] . The works cited above include a closely related and comparable subset to the proposed approach [32, 35] . These related scheduling strategies are appropriately formulated within the context of a multistep scheduling framework and address the delegation and local scheduling phases using different approaches. In [35] , the grid is assumed to be a collection of clusters each associated with a local scheduler. At the grid layer, a multi-cluster scheduler is responsible for the assignment of submitted jobs to the appropriate cluster based on execution time predictions of the submitted jobs. At the cluster level, a genetic algorithm is used to schedule parallel jobs over the cluster resources so as to achieve a low value of a metric named comprehensive performance (CP), defined as a linear function of job makespan, over-deadline and resource idle-time. In addition, the cluster load is quantified using a metric based on job centric parameters such as the number of running jobs, the sum of their execution time, and the total job size. This metric is used by the scheduler at the grid layer to balance the load among the various clusters. Compared to [35] , the proposed scheduling approach possess an inherent scalability advantage since no scheduler is required outside the confine of the independent management domain of a cluster. The architecture adopted in this work is coherent with the desirable organization of the grid as a decentralized system of independent providers with distinct management domains and usage policies [22] . Furthermore, in contrast to [35] , the proposed strategy provides a mechanism that enables the choice of delegation versus local queuing of service requests through a comparison of the measure of confidence in the local prediction versus the measure of confidence in the expected quality of service that may be received from a distant provider. This mechanism may, as argued earlier, encourage the exploitation of closer resources with a better response time and lower network cost as opposed to the use of distant resources at higher bandwidth cost and with a lower response time. Its introduction in this paper is a first step towards the development of a management framework that enables the efficient resource exploitation in the face of the ubiquitous uncertainty on the resource state information and the quality of service delivered by the providers. In [32] , a scheduling model is proposed for the execution of parallel jobs on a multi-cluster grid. It consists of a grid scheduler cooperating with a set of cluster bound schedulers. If the availability of cluster processors is not sufficient for the tasks' execution of a given parallel job, the cluster's scheduler attempts to find a neighboring cluster (without the involvement of the grid scheduler) that can execute the job. If such neighboring cluster is found, the job is migrated accordingly. Otherwise the job is sent to the grid scheduler where it is consequently assigned to another cluster (chosen among all grid clusters) that can execute the job. Given the inter-neighbor cooperation between clusters, this approach may offer a better scalability compared to [35] . However, the need for a central grid scheduler is detrimental to the overall scalability of the scheduling approach. In addition, the lack of an adaptability mechanism in this approach is an overall barrier against its wider use in a grid with varying resource performance and user load.
The probabilistic grid scheduling approach presented in this paper assumes a decentralized organization of the grid. It uses a Markov chain model to predict the capacity of the hosting environment to handle a given service. This model accounts for the uncertainty on the resource state information, the dynamic user load, and varying resource performance. In addition, an experiencebased confidence model is utilized to improve the delegation performance. The scalability advantage of the presented scheduling strategy is well illustrated by the simulation results for both balanced and unbalanced resource distributions. Both defined performance metrics exhibit a relatively stable level as the grid size is increased from 100 to 1000 clusters. The results of the comparison against the random scheduling strategy indicates, at least for the resource distribution and user load patterns used in the simulation, that the confidence and prediction models have a positive effect on the scheduling strategy. However, as part of future works, an explicit consideration of more comprehensive QoS models may be needed if the delegation is performed between clusters cooperating through negotiated service level agreements. Such QoS models may include metrics such as the wait-time-beforehandling, and rate of service refusal. The quantified variance of the delivered QoS from the desired QoS may then be added as another factor in the confidence index.
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Fig.1:
A computational grid is viewed as a federation of clusters which expose their resources through a set of grid services. A cluster is assumed to include a special agent that organizes the cluster's internal operations and mediates the inter-cluster transactions. Fig. 2 : A UML state chart of the scheduling heuristic. Fig. 3 : Schematic of the multi-step scheduling strategy. Fig. 4 : Integration of the Markov-chain based prediction model with the scheduling strategy. 
