Abstract. We show that each distance-regular graph of valency four has known parameters.
The known distance-regular graphs of valency four
In the table below, the parameters of the known distance-regular graphs of valency four are given. ( We give an ordinal number, the number of vertices v, the diameter d, the intersection array and the spectrum.)
Descriptions of these graphs. (2, 2) . 14. Doubled Odd graph. 15 . Incidence graph of GQ (3, 3) . 16 . Flag graph of GH (2, 2) . 17 . Incidence graph of a GH (3, 3) . (Here PG (2, q) and AG (2, q) denote the projective and affine planes of order q, GQ(q, q) and GH(q, q) denote a generalized quadrangle or hexagon of order q.)
In each of these cases there is a unique graph with these parameters, except possibly in the last case, since uniqueness of GH (3, 3) (a generalized hexagon of order 3) is not known. Each of these graphs is distance-transitive, except for those under 15 and 16-indeed, GQ (3, 3) and GH (2, 2) are not self-dual. (The single known example of a GH (3, 3) is distance-transitive; any further examples will not be.) Our main theorem is:
Theorem 1.1 Any distance-regular graph of valency 4 has one of the 17 intersection arrays listed above (and hence is one of the 16 graphs described above, or is the point-line incidence graph a generalized hexagon of order 3).
Nomura [14] already found the seven distance-regular graphs with valency four and girth three.
(The classification is very easy: If a 1 = 3 then we are in case 1; if a 1 = 2 then is locally a quadrangle, and hence is the octahedron, case 2; finally, if a 1 = 1, then is locally 2K 2 , and hence the line graph of a cubic graph. But the distance-regular line graphs are known ( [8] ; [13] , 4.2.16) and we find cases 4 and 7, and the flag graphs of generalized polygons of order (2, 2), cases 9, 13, 16. In all cases the graph is uniquely determined by the parameters. For the uniqueness (up to duality) of GH(2, 2), see [9] .) Thus, below we need only consider the case a 1 = 0.
A test for feasibility
Let be a distance-regular graph with v vertices, of diameter d, and with inter-section
Then is regular of valency k := b 0 , and there are
Then f has d + 1 distinct roots, the eigenvalues of , and if f (θ ) = 0, then θ is an eigenvalue of of multiplicity f θ = v/F(θ). (All this is completely standard-see [1, 5, 8] .)
A well-known and very strong criterion for the existence of a distance-regular graph with given intersection array is the condition that the d + 1 multiplicities f θ must be integral. However, actually computing the θ and v and v/F(θ ) numerically yields practical difficulties: v is very large, possibly of the order of (k − 1) d , and one would have to compute θ to an extreme precision in order to conclude that v/F(θ ) is not integral. Therefore, we chose a different approach that allowed us to compute with small integers only.
First observe that if θ 1 and θ 2 are algebraically conjugate, then
is the irreducible factor of f (x) that has θ 1 as zero, we find that
This is a strong existence condition. Indeed, a priori one would expect F(x) mod m(x) to have degree one less than the degree of m(x), while in fact it has degree zero, so the higher the degree of m(x), the stronger this condition. In fact, we do not know of examples, apart from the polygons, where m(x) has degree higher than three. Degree 3 occurs for the Biggs-Smith graph but for no other known graph of valency more than two.
Thus, if f (x) = j m j (x) is the factorization over Q of f into irreducible factors, then there are rational numbers c j such that m j (x) | (F(x) − c j ), and hence
Unfortunately, we don't know the constants c j , and they may be quite large. So, let us reduce mod p. Let p be a prime not dividing
Then all denominators occurring in the coefficients of u i and f and F are nonzero mod p, and we can reduce mod p to conclude that
for certain exponents e c .
It is possible to avoid all fractions, by using 
2 . Then for each positive integer p there are constants e c such that
For p = 2 this is useless (the condition reduces to the condition that a polygon exists), but for p ≥ 3 it produces restrictions. This is the condition we applied: for p = 5, 7, 11, 13 compute the w i , g, G (all mod p), compute p times a gcd and remove all factors found from g, possibly repeatedly. (If a nonlinear factor is removed, additional gcds are necessary to see whether part of that factor can be removed more than once.) If after doing this a quotient of positive degree is left, no graph with this intersection array exists.
[Usually, taking p = 5 sufficed; in a few cases also p = 7, and in very few cases also p = 11 was required. After that only the actual examples and four other arrays, of diameters 4, 6, 6, 6, survived. Indeed, if g completely factors into linear factors, or if is bipartite, and g factors completely into factors x 2 − a and possibly x, then our condition will be empty for all p. This happens for three arrays: for {4, 3, 3, 2; 1, 1, 2, 4} we have 
However, it is easy to rule out these arrays-for example, each has nonintegral multiplicities. In the nonbipartite case there is one additional parameter set: {4, 3, 3, 1, 1, 1; 1, 1, 1, 3, 3, 4} for a nonexistent double cover of O 4 . Here g(x) = x(x + 1)(x − 2)(x + 3)(x − 4)(x 2 − 7) and the multiplicities are integral-combinatorial considerations are required to rule out this case (cf. [8] , Proposition 9.1.9).] Note that we have the Christoffel-Darboux formula 
Thus, g(A)B = 0 for some polynomial g of degree t, but for no nonzero polynomial of smaller degree. It follows that g | f .
This is a very useful condition. In order to apply it to the bipartite case, we first need a lemma.
Lemma 3.1 Define polynomials p i over any field F by p
0 = 0, p 1 (x) = x, p i+1 (x) = x p i (x) − λp i−1 (x) (i ≥ 1), where λ is a nonzero constant. Then ( p i , p j ) = p (i, j) (where (−, −) denotes the g.c.d
.). In particular, p i | p j if and only if i | j.
Proof: Modulo p i we find that
Let us give two applications of the above divisibility condition.
Proposition 3.2 Let be a distance-regular graph such that
Proof: Take F = F 2 , λ = 1. With the notation of the lemma we have (over
, and the conclusion follows. 2 
Proposition 3.3 Let be a distance-regular graph such that
Let be a bipartite distance-regular graph of valency four. Then there are integers r, s, t such that (c i ,
After writing the above we discovered that (the case t > 1 of) Proposition 3.2 is the contents of [16] . More generally, Nomura [15] communicates a result which is the case = −1 of the following: 
Proposition 3.4 Let be a distance-regular graph such that, for some prime p and integer
, and e 202 = 0.
Proof: The Brouwer-Lambeck inequalities state: if a i = 0, and
Once Case (i) has been handled, Case (ii) is easy: If is a generalized Odd graph, then its bipartite double is distance-regular of diameter 2d + 1, an antipodal 2-cover of , so that can be retrieved from it by folding (see [8] , Proposition 4.2.11). We shall find that the only bipartite graphs of odd diameter that are antipodal 2-covers are K 5,5 minus a matching (v = 10) and the doubled Odd graph (v = 70); folding these we find K 5 (v = 5) and
From now on, we shall assume that we are not in Case (ii). This leaves us with two cases: the bipartite case, where we put r = e 103 , s = e 202 , t = e 301 , and the case where a i > 0 for some i < d, where we put r = e 103 , s 1 = e 112 , s 2 = e 121 , s 3 = e 211 , t = e 301 . In our case this means that s 1 ≤ 3, and if s 1 = 3, then 3 | r then s 2 = 0 and c d > 1.
Lemma 4.2 Let be a distance-regular graph of valency
, then the conclusion follows by integrality of k d . Otherwise, the conclusion follows by integrality of p
r − 1.
Proof:
has girth 2r + 3, so if t < r , then no path of length at most 2t + 4 can be a circuit. 
i=0 a i , and either s 2 = 1, s 2 = 0 or 2t + 3 ≤ r + 1.
2
For the bipartite case we have two more restrictions:
Proof: This is just Proposition 3.2. 2
Proposition 4.8 [18] Let be a distance-regular graph of valency k and diameter d, and with intersection array
Using this saves (more than) half of the work in case s ≥ 2. However, since the total amount of work in the bipartite case turned out to be rather small anyway, we have not used this proposition. (But omitting it caused the prime p = 13 to be used twice.) A bound on s (in the bipartite case) or s 2 (in the non-bipartite case) follows from Terwilliger's multiplicity bound, see Section 6 below.
Location of the eigenvalues
We shall need bounds on the eigenvalues of tridiagonal matrices T such as M (with positive entries on the diagonals above and below the main diagonal). Write θ min (T ), θ max (T ) and θ 2 (T ) for the smallest, the largest, and the second largest eigenvalue of T .
Perron-Frobenius tells us that if S is a matrix obtained from T by decreasing some elements, keeping the off-diagonal elements nonnegative, then θ max (S) < θ max (T ). Interlacing tells us that if S is a principal submatrix of T , then θ min (T ) ≤ θ min (S) and θ 2 (S) ≤ θ 2 (T ) and θ max (S) ≤ θ max (T )
The eigenvalues distinct from k of the tridiagonal matrix M are the eigenvalues of 
Let us apply these ideas in the case of valency 4. ) ( j = 1, . . . , r − 1) contains an eigenvalue of .
Lemma 5.2 Let be a bipartite distance-regular graph of valency

Proof:
The submatrix of M formed by rows and columns 1 up to r has eigenvalues ψ j with 2 √ 3 cos
Using Sturm sequences, we can show that in the nonbipartite case the smallest eigenvalue is not too small. (In the bipartite case the smallest eigenvalue equals −k, and only a bound on the second smallest eigenvalue would be interesting).
Theorem 5.5 Let be a distance-regular graph of diameter d > 1, and σ a positive real number satisfying
(i) σ 2 + a 1 σ − 1 2 k ≥ 0, and (ii) σ 2 + a i σ − b i−1 c i ≥ 0 (2 ≤ i ≤ d − 1), and (iii) σ 2 + 1 2 a d σ − 1 2 b d−1 c d ≥ 0.
Let θ be the smallest eigenvalue of . Then θ ≥ −2σ with equality if and only if equality holds in all inequalities (i), (ii), (iii).
Proof: The number of eigenvalues larger than or equal to α equals the number of sign changes in the sequence u i (α) (0 ≤ i ≤ d + 1) (where a sign change is either a zero entry or a pair of subsequent elements of opposite sign), so we want to show that u i (−2σ ) has sign (− 1) i for all i. The u i are given by u 0 = 1, According to Lemma 5.4 , for large r many roots lie close to −2 √ 3, so this bound cannot be improved. (c 1 , a 1 , b 1 ) = (c r , a r , b r ) = (1, 0, 3 
Terwilliger's multiplicity bound Proposition 6.1 (cf. [19]) Let be a distance-regular graph of valency k, and T a tree in such that for all vertices u, v, w ∈ T, if d T (u, v) = d T (u, w) then also d (u, v) = d (u, w). Then the multiplicity f of any eigenvalue θ = ±k of is at least the number of leaves in T .
Corollary 6.2 If
This lower bound on the multiplicity implies that the second largest eigenvalue θ of cannot be too large, otherwise its multiplicity f would be too small.
Let us work out the details for bipartite of valency 4. As before, let r = e 103 , s = e 202 , t = e 301 , so that d = r + s + t + 1. Then
For any eigenvalue θ distinct from ±2 √ 3, let us compute u i = u i (θ ). Using u 0 = 1,
θ and the three-term recurrence relation, we find
where α = (
, and λ, µ are the two roots of 3x 2 − θ x + 1 = 0. Now assume that 2 √ 3 < θ < 4. Then λ and µ are real, and we can choose them such that 1 3 < µ < 1 √ 3 < λ < 1. For large r we find u r ∼ αλ r , and we find 3λ − µ > 2 3 A small computer search of the region {(r, s, t) | r ≤ 100, s ≤ 7, t ≤ r and if s > 0 then (t + 1) | (r + 1)} (using the test described in Section 2) finds only the known examples.
Thus we may now assume in the bipartite case that r > 100 and s ≤ 5 and θ < √ 13. Next, consider the non-bipartite case. As before, let r = e 103 , s 1 = e 112 , s 2 = e 121 , s 3 = e 211 , t = e 301 , so that d = r + s 1 + s 2 + s 3 + t + 1. Then
Thus, we find here for s 2 > 0 that
3 r u 2 r so that for r ≥ 7 (using u r ≥ 0.9928λ r and s 1 ≤ 2) 
For the middle part (s 1 , s 2 , s 3 ) the following 27 possibilities are left:
So, what is left now (in both cases) is to find an upper bound on r . To this end, we follow Bannai and Ito [4] . The idea is to compute the multiplicity f θ of an eigenvalue θ and show that it is different from the multiplicity f θ of an algebraically conjugate eigenvalue θ , thus deriving a contradiction. We first need some result that shows that conjugates θ exist that are sufficiently distinct from θ.
The distribution of conjugates of a totally real algebraic number
Given an eigenvalue θ of , we shall want to find a conjugate θ of θ , not very close to θ . The following theorem shows that not all conjugates can lie in a short interval. Remains to find, given any β with 0 ≤ β < α and
Starting with the function f (X ) = X 2 − 3X + 1, which satisfies | f (x)| < τ for −α < x < 3 + α, we find after finitely many steps a function g(X ) := f (X ) (m) that satisfies |g(x)| ≤ 1 for −β ≤ x ≤ 3 + β and |g(θ)| < 1.
Remains the question whether perhaps g(θ ) = 0. We have f (1) If we regard θ as a variable, then these recurrences define polynomials u i , v i , w i of degree i in θ.
Proof: Use induction on l. We have to show that 2 , and this is clear from the recurrence relation (applied to w l+2 ). The following theorem, due to Bannai and Ito [4] , expresses the dependence of the multiplicity of an eigenvalue θ on r = e 1,0,k−1 . We see that if θ stays away from ±2 √ k − 1 the multiplicity behaves like Cr −1 , while close to ±2 √ k − 1 the multiplicity is much smaller. A bound on r is obtained by showing that there are conjugate eigenvalues, one close to ±2 √ k − 1, the other not. δ = 1−a d , which is correct only if t > 0 (that is, the second sentence of their proof is false).
The restriction a 1 = 0 (that is, r > 0) is needed because otherwise PP − QQ = R = 0 and the expressions become indefinite.
Estimates
Now let us estimate f θ for the case |θ | < 2 For the choices for (s 1 , s 2 , s 3 ) listed below, we find for r ≥ 100, using Sturm, that has precisely two eigenvalues larger than 2 √ 3 namely the valency 4 and an eigenvalue θ bounded below as listed. Estimating as in Section 6 we find a lower bound on v/ f θ that is exponential in r : On the other hand, by Theorem 7.2, θ has a conjugate θ 1 with |θ 1 | < √ 10, and the above estimate yields (using v/ f θ 1 < 3 2 M θ 1 and t ≤ r ) an upper bound on v/ f θ 1 that is linear in r . For sufficiently large r this will yield a contradiction.
In the table below we list the estimates used to obtain a contradiction (for r ≥ r min ). We
