Most of the upcoming cosmological information will come from analyzing the clustering of the Large Scale Structures (LSS) of the universe through LSS or CMB observations. It is therefore essential to be able to understand their behavior with exquisite precision. The Effective Field Theory of Large Scale Structures (EFTofLSS) provides a consistent framework to make predictions for LSS observables in the mildly nonlinear regime. In this paper we focus on biased tracers. We argue that in calculations at a given order in the dark matter perturbations, highly biased tracers will underperform because of their larger higher derivative biases. A natural prediction of the EFTofLSS is therefore that by simply adding higher derivative biases, all tracers should perform comparably well. We implement this prediction for the halo-halo and the halo-matter power spectra at one loop, and the halo-halo-halo, halo-halo-matter, and halo-matter-matter bispectra at tree-level, and compare with simulations. We find good agreement with the prediction: for all tracers, we are able to match the bispectra up to k 0.17h Mpc −1 at z = 0 and the power spectra to a higher wavenumber.
Introduction and main ideas
Current and next generation CMB and galaxy surveys, such as eBOSS [1] , LSST [2] , DESI [3] and Euclid [4] , SPT [5] and ACT [6] , will measure the statistical distribution of cosmological large-scale structures with percent/sub-percent precision [7] . In order to fully exploit these cosmological data, it is important to be able to have a way to make theoretical predictions with comparable or better accuracy. While in the last couple of decades numerical simulations have been the main tool to predict the clustering of large scale structures, in the last few years the advent of the so-called Effective Field Theory of Large Scale Structures (EFTofLSS) [8, 9, 10, 11] has allowed the development of an analytic approach that is able to predict the Large Scale Structure (LSS) correlation functions with exquisite precision in the so-called mildly non-linear regime, where density fluctuations are still safely smaller than one [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37] . In particular, the EFTofLSS has been applied to the description of the dark matter two-point function [9, 11, 13, 29, 30] , three-point function [17, 18] , four-point function (which includes the covariance of the power spectrum) [32, 33] ; to the dark matter momentum power spectrum [11, 30] , to the displacement field [18] ; and to the vorticity slope [13, 38] . The effects of baryons on the power spectrum have been incorporated in [21] . The extension of the EFTofLSS to biased tracers has been carried out in [20] , and the predictions compared to data for the power spectrum and bispectrum in [24] . Redshift space distortions [20, 35] , and the impact of primordial non-Gaussianity on large scale structure observables [24, 26, 34, 35] have also been recently included. Fast implementations of the predictions of the EFTofLSS to efficiently explore their dependence on various cosmological parameters have been recently developed in [36] , with public codes available at the following website 1 . This paper will focus on the EFTofLSS when applied to biased tracers, such as halos or galaxies. In particular, we will focus on tracers which are highly massive, and therefore highly biased. In the EFTofLSS biased tracers are represented as a functional of the second derivatives of the gravitational fields, of matter fields, such as dark matter (denoted by the subscript c ) or baryons (denoted by the subscript b ), of stochastic terms , and of spatial derivatives, as well as of the parameters of the background cosmology, such as Ω dm , as well as of all other parameters that determine the laws of nature, such as the electron mass m e , and in general of all terms allowed by general covariance. All of these terms need to be evaluated on the past light cone of the spacetime point of interest. Schematically, we have the tremendous expression [20] δ M (x, t) = f {∂ i ∂ j φ(x , t ), δ b , ∂ j v i c (x , t ),
, (x , t ), . . . , Ω c , . . . , m e , . . .} on past lightcone
,
If we are interested in spatial fluctuations of this quantity, we realize that only the fluctuating fields in (1) carry spatial dependence. If we are interested in long wavelength perturbations, the fluctuations are small, and we can Taylor expand (1) to drastically simplify it and obtain, schematically,
+ j=c,bc
+c (t, t ) (x fl , t ) +c ∂ 2 φ (t, t ) (x fl , t ) ∂ 2 φ(x fl , t ) H(t ) 2 + . . .
Herec ... (t, t ) are dimensionless kernels with support of order one Hubble time and with size of order one, x fl represents the location at time t of the fluid element that at time t is at location x, and the scale k M here is the comoving wavenumber enclosing the mass of an object [19] (we defer to later in the text for more explicit definitions). How to include the effect of baryons for biased tracers was introduced in [24, 39] , which of course required first to understand that baryons can be treated as an effective fluid-like system similar to dark matter, which was done in [21] . In the presence of primordial non-Gaussianities [24, 26, 34, 35] the tracer fields depend on additional fields,φ(x fl (t, t in ), t in ) i 1 ,...,in , that can be formed out of the gravitational field, multiplied by some power α of the long wavenumber of interest, k α L , with 0 ≤ α ≤ 2, and potentially by some additional factor associated to the angle of k L , and then divided by the transfer function T (k) of the primordial fluctuations. Notice also the peculiar value of the coordinates (x fl (t, t in ), t in ) at which this field needs to be evaluated. We will neglect the effect of baryons and primordial non-Gaussianities for the rest of this paper, though all what we describe can be trivially extended to include these cases.
The time integrals over unknown kernels that appear in (2) might make it seem not a very useful expression. However, the structure of the perturbative solutions comes to our help. In perturbation theory, the solution at a given order is the sum of products of a function of time, approximately equal to the a power of the linear growth factor, times a function of wavenumber. Therefore, by plugging in (2) the perturbative solution, we can formally evaluate the time integrals to obtain an expression where each term in perturbation theory is multiplied by his own bias. Schematically, we have [20] 
cs (k, t) + . . .
After the renormalization is performed, the loop expansion, completed by the insertion of the relevant higher order bias coefficients, amounts to an expansion in the parameters that control the dark matter expansion: δ< and s> [10, 11] . These are defined as
where P 11 (k) is the dark matter power spectrum. s> represents the displacement due to short wavelength modes, while δ< represents the tidal force due to long wavelength modes. Both of these scale proportionally to k/k NL . For simplicity, we will refer to δ< and s> with the common symbol of δ . In the Eulerian treatment we expand also in displacement due to long wavelength modes s< = (k δs < ) 2 , where
As described in [11] , s< is of order one for the k's of interest, and therefore one cannot Taylor expand in this parameter. However, as explained in [11, 17, 21] for dark matter and baryons, and in [20, 24] 2 For IR-safe quantities, the relevant parameters is [11] safe
where k bao is the wavenumber associated to the inverse of the bao peak length.
for redshift space distorsions, one can resum exactly in this parameter. Instead, the expansion in higher derivative bias coefficients corresponds to an expansion in
Finally, the expansion in stochastic bias terms offers yet another parametric dependence, since
, withn M being the number density of the population of biased tracers under consideration. Schematically, we therefore have the following perturbative expansion for biased tracers [20, 24] 
Of the above perturbative expression, we still need to explain how the bias coefficients appear, which was not specified in [20, 24] . We have put only one common factor in front of the expansion that is not proportional to the stochastic terms. Often in the community, it is assumed that the bias coefficients c n , such as c δ n , multiplying terms of order (δ (1) ) n in (3) go as c n ∼ (c 1 ) n . Instead, as we describe in this paper, we find neither very strong justification nor evidence in the fitting to the data of such a behavior. We rather find that all bias coefficients are of comparable order, as expressed in (8) : c n ∼ c 1 .
The consistent perturbative expansion of (8) was compared with simulation data on several statistic of halos in [24] . In particular, in [24] measurements of the halo-halo and halo-matter two point functions, and of the matter-matter-halo, the matter-halo-halo and halo-halo-halo three point functions for three different mass populations were matched to the predictions of the EFTofLSS. There, it was found that the EFTofLSS allows for a much improved match between theory and simulations. However, in the same paper [24] it was found that the predictions for tracers characterized by a smaller mass performed better than the ones for more massive tracers. A look at expression (8) easily explains this fact. In fact, predictions in [24] were made at one loop for the two-point functions and at tree level for the three-point functions. Performing the calculations at the same loop order for all the tracers means performing the calculation at the same order in δ< for all the tracers. Since the more massive is the tracers, the smaller is k M , if one does not include higher derivative terms for more massive tracers, then the predictions for these more massive tracers are doomed to fail at lower wavenumber. Viceversa, a prediction of the perturbative expansion in the EFTofLSS in eq. (8) is that, given a calculation at a given loop order, by solely adding higher derivative terms, the predictions for the tracers of all masses should fail approximately at the same wavenumber, when the common theoretical error from the next order in δ< is the dominant error for all the tracers. The only reason for failing at different wavenumbers is the fact that there is an additional source of theoretical error that comes from the fact that the size of the bias coefficient might depend on the tracer. Once the error due to k/k M is made negligible, the theoretical error scales as
, where m is the perturbative order of the calculation, and we took δ ∼ (k/k NL ) 3+n , with n ∼ −1.7 being that approximate slope of the power spectrum at the k of interest. Therefore, we have that, if we threshold on a given error error , this occurs at wavenumber k ∝ c − 1 m(3+n) . In this expression, we see that the dependence on the tracer is simply relegated to the factor c − 1 m(3+n) , which, as the perturbative order m in made higher, becomes smaller and smaller.
The purpose of this paper is to check the correctness of this prediction. First, we will add higher derivative operators for the bins associated to more massive halos, and we will indeed find that the predictions now fail approximately at the same wavenumber for all tracers. We have that the power spectra in [24] were computed to one-loop order, which correspond to order 
EFTofLSS and of its predicting power. In the EFTofLSS there are free parameters, but there are also contributions that do not depend on these parameters, which are called calculable terms. The fact that if we make a mistake in the calculable terms we cannot match the data as well as when we compute these terms correctly, is proof that the functional freedom induced by the free parameters of the EFTofLSS is not strong enough to erase the contribution from the calculable terms. This result is therefore a statement of the correctness and of the predicting power of the EFTofLSS, notwithstanding the presence of free parameters. A last improvement with respect to [24] concerns the way the predictions of the EFTofLSS are compared to simulation data. This procedure is delicate for two different reasons. First, the predictions of the EFTofLSS depend on parameters that need to be measured from the same set of data that are used to asses the accuracy of the EFT predictions. Since simulation data have smaller sampling variance at higher wavenumbers, we would like to measure them at high wavenumber. But, as it is evident from (8), the inaccuracy of the EFT predictions grows as we move to higher wavenumber, which pushes us to measure these parameters at low wavenumber. We address this counteractive trends by implementing a fitting procedure very similar to the one developed in [29] that ensures that, as we move our fitting to higher and higher wavenumbers, we do not degrade the fit at lower wavenumbers (where our prediction is more accurate).
In Sec. 2 we construct the predictions for the two-point and three-point functions of highly massive tracers, and in Sec. 3 we perform the comparison with simulations to determine the bias parameters and the accuracy of the predictions. We find that indeed higher mass bins match the data to a comparable level as the low mass bins, after the addition of the higher derivative terms. which vanish at linear order. Then, instead of using the gravitational field φ, it is convenient to define the traceless tidal tensor
Also vanishing at linear order is the new variable
Finally the last variable is defined as
such that it contributes only from the third order in perturbation theory. In eq. (9), we used the notations s
, where indices are lowered and raised with δ ij . The last three lines of (9) represent the contribution from the higher derivative terms. The scale k M here is the comoving wavenumber enclosing the mass of an object [19] . We approximatively
. This estimate implies that the terms proportional to k 2 /k 2 M are more important for objects with large mass. Only the first term was present in [24] , but, as we argued in the introduction, more of them are needed to predict the clustering of high mass halos as accurately as the clustering of smaller mass halos. We should also consider the terms
at the order at which we work, their contribution is degenerate with the higher-derivative terms that we explicitly write in (9), so we do not write them to keep the expression as light as possible (for more details see below and eq. (44) in App. A, where the determination of a basis of linearly independent contributions is done following [24] ). Also, we omitted the stochastic operators s, t, etc. since, as argued in [24] , they have a negligible impact at the order at which we are working in this paper. Also be aware that, as discussed in the introduction, at the order at which we work, not every higher derivative term will be used in every observables: the two power-spectra will contain only
, whereas the three bispectra, which are computed at tree level, will contain every term except
As in [19, 24] , we expand each field perturbatively and use our knowledge of time dependence to symbolically compute the time integral in (9), which gives:
(2)
In front of terms of second order, ∂ 2 x fl has been replaced by ∂ 2 x , because, at the order at which we work, their contribution would give rise to third order terms, which, to the order at which we work, contribute only to the power spectrum at order M 2 δ , which is negligible for us. Furthermore, notice that at lines 7 and 8, the sign +2 is not the same as in [24] . The correction of this typo changes some numerical values of the bias coefficient throughout the paper but it does not affect any of the results, as, at the order at which we work, its contribution is degenerate with their numerical value.
This expression is more easily understood when separated into a sum of bias coefficients multiplying there respective operators, split into different perturbative orders labelled by (n) ,
Explicit expressions for the operators C appearing in eq. (17) are provided in App. A, eq. (39). As in [24] , we will now get rid of the many redundancies of eq. (17) . Indeed, several of the operators are degenerate with one another, and it is possible to construct a basis of linearly independent operators. We will choose the basis following the same procedure as in [24] , giving rise to the socalled Basis of Descendants (BoD basis), where the bias operators that appear for the first time in the expansion at a given perturbative order are kept only if they are not degenerate with any of the bias operators introduced earlier. This yields 1st order :
Higher order stochastic :
The linear combinations relating each degenerate operator with the ones in the basis are shown in App. A, eq. (42). We refer to [24] for the procedure to compute the degeneracies. Note that even though C
(1)
, it will appear in the bispectra, because they do not con-
∂ 2 δ,1 appears in the bispectra justifies that we include it in equation (24), despite its degeneracy with C (3) δ,3c s . After this simplification the overdensity field up to third order in perturbation theory becomes
where the new bias coefficientsc i are linear combinations of the old ones, see eq. (45) of App. A for the explicit expressions. In order to further simplify the computations, it is useful to organize the perturbative expansion similarly to what we ordinarily do for the dark matter overdensity field, where we write:
where we have
where the F (n) s functions are standard Eulerian perturbation theory kernels (see e.g. [42] for definitions). By analogy, for the overdensity field of biased tracers it is useful to rewrite (17) as
where we have introduced the new kernels for biased tracers
The kernels K (i)
s can be expressed in the BoD basis as
We notice that the kernels K (41) of Appendix A. As we discussed in the introduction, the fact that the power spectra and the bispectra are computed to different order implies that not all the higher derivative biases appear in all observables we consider. In particular, in K (2) s (q 1 , q 2 , t) the higher derivative terms must appear only in the bispectra and not the power spectra, since in the power spectrum we only need to add a higher derivative linear terms. Similarly, the higher derivative term in K (1) s (q 1 , t) will appear only in the power spectra and not in the bispectra.
One-loop power spectra and tree-level bispectra
Having written the expansion of the tracer overdensity fields, we are ready to compute its correlation functions. The observables we are going to compute are the halo-matter cross power spectrum P hm and the halo-halo auto power spectrum, P hh , at one-loop order, as well as the halo-matter-matter bispectrum B hmm , the halo-halo-matter bispectrum, B hhm , and halo-halo-halo bispectrum, B hhh , at tree level.
The halo-matter cross power spectrum P hm at one-loop order is
s (k − q, q)P 11 (q; t, t)P 11 (|k − q|; t, t)
where the primed brackets means that we have dropped the mumentum conserving Dirac δ-function and the (2π) 3 factor from the expectation value. Notice that since the kernels K (n) s contain unknown bias parameters, they need to be expanded in order to be evaluated numerically. We will do this later on, after the renormalization. As mentioned earlier, when we will expand eq. (25), we must discard the higher derivative term in K (2) s (q 1 , q 2 , t). Similarly, for the halo-halo auto power spectrum P hh we have:
We could have included the correlations [ δ]
(1) k
and [ δ]
(1) k , but those contributions would then be absorbed by Const ,P during the renormalization procedure, just like [ δ]
(1) k does (see [24] ). The bispectra are simply given by the correlation of three matter or halo fields. The three combinations we are interested in are:
s (k 2 , t)P 11 (k 1 ; t, t)P 11 (k 2 ; t, t)
In the last two bispectra we omitted
because it gives a contribution degenerate with ∂ 2 δ.
Similarly, if we had included ∂ i ∂ i δ in (9), its contribution would have been degenerated with ∂ 2 δ after taking into account momentum conservation. In B hhh we do not include the contribution from
, because, as we comment later, it does not appear to improve the fit to the data. In the case of the bispectrum, the kernel K (2) s does contain every term appearing in eq. (24), including the higher derivative ones.
UV dependence and renormalization of bias coefficients
The momentum integrals in equations (25) and (26) span the full momentum-space even though perturbation theory is trusted only at low momenta. The bias parameters are able to re-absorb the error introduced by the high momentum contribution and to faithfully implement the effect that short scales have on large scales. This procedure goes under the name of renormalization. Since the purpose of this paper is to show the importance of the higher derivative bias terms for the accuracy of the predictions for high mass tracers, which we include only at tree level, the renormalization procedure we need to perform is identical to the one done in [24] , to which we refer for the details. The result is that the renormalization of the two power spectra is achieved by replacing the bias coefficients in the following waỹ
Here every bias coefficient b i is intended to be a finite contribution. In [24] it was shown that the assumption that the stochastic bias is poisson distributed was sufficiently good to match the data. This assumptions relates the stochastic contribution Const ,B to Const by the formula
In terms of renormalized bias coefficients, the cross power spectra of halos and dark matter is now given by:
δ,1,s (k − q, q) P 11 (q; t, t)P 11 (|k − q|; t, t)
Note that, as expected, when
, our formula reduces to the power spectrum of the standard dark matter case,
Similarly, for the halo-halo power spectrum we have:
δ,1,s (k − q, q) 2 P 11 (q; t, t)P 11 (|k − q|; t, t)
δ,1,s (k, −q, q) + 13 63 P 11 (q; t, t)
3 q (2π) 3 P 11 (q; t, t)P 11 (|k − q|; t, t)
δ,1,s (k − q, q)P 11 (q; t, t)P 11 (|k − q|; t, t)
Again, in the limit
, we find the dark matter power spectrum of eq. (33). The renormalization procedure does not affect the three tree-level bispectra [24] . Therefore, for each of the bias coefficients, we just have to perform the replacement (forc δ,1 and correspondingly for the rest):c δ,1 →c δ,1, finite = b δ 1 . In this way, the same bias terms that appear in different observable can be given the same numerical value.
IR-resummation
It is only after renormalization that higher order terms in perturbation theory contribute with growing powers of s> , δ< or s< . Without this procedure, each order in perturbation theory would contribute equally, harming the convergence of the perturbative series.
As mentioned in the introduction, the parameter s< is order one for the wavenumbers of interest, and its effect cannot be recovered by low-order Taylor expansion. While s< cancels for IR-safe quantities, the parameter safe s< in (5) does not, and it also give an order unity contribution to the Baryon Acoustic Oscillation (BAO) peak. It is therefore very useful to resum the contribution in s< (or safe s< ). The way to do this was developed in [11] by resumming the contributions that scale with this parameter 4 . Luckily, general relativity forbids a bias in the velocity between biased tracers and dark matter (see for example [19] ). This implies that the same IR-resummation that is done for dark matter should apply, unaltered, for halos [19] . This prediction was verified in [24] , which showed how this IR-resummation technique allows to correctly reproduce the BAO peak for halos. In our paper, we perform the same IR-resummation as in [24] .
Results and comparison to N -body simulations
In this Section we compare our theoretical results of Sec. 2 to N -body simulations. Since we are interested in how clustering of halos depends on the halo mass, the dark matter halo sample is divided into four subsamples (Bin0, 1, 2 and 3) according to their mass. Mass bins are defined as in [40, 43] . Our goal is to show that by adding higher derivative bias terms, the predictions of the EFTofLSS done at the same order in the dark matter perturbations are similarly accurate for all mass bins. For this reason, we keep Bin0 with its seven original bias parameters [24] (i.e. only one higher derivative bias term in the power spectrum), and we add the higher derivative terms in the other bins with the hope to fit up to approximately the same k-reach as Bin0. Since Bin1 contains halos that are so light that it already performs comparably well to Bin0 by using no higher derivative bias, for this bin we use the same seven bias parameters as for Bin0 (i.e. we include no higher derivative bias for Bin1). For Bin2 and 3, instead, we fit for sixteen independent bias parameters; eight enter in the halo-halo auto power spectrum, six enter in the halo-matter cross power spectrum, eight enter in the halo-matter-matter cross bispectrum, and twelve in the halo-halo-matter and halo-halo-halo bispectra. We include below the results and corresponding plots obtained using these values. For more information about the details of the simulations, we refer to the former paper [24] , Sec. 3.1.
Procedure for comparing to data
For the two-point functions, we will not directly compare them to the data, but rather we will use the ratio between the halo-halo or halo-matter power spectrum and the matter-matter power spectrum,
This has the advantage of reducing the error in simulations due to sampling variance at low k's [44, 45] . Instead, we will compare the bispectra directly, as the ratio for the bispectra does not cancel cosmic variance to an equal amount. For convenience, we always use the data of the power-spectra up to k = k max,r = 0.277h Mpc −1 . However for the bispectra, we choose a value k max,B and we fit the results of Sec. 2 to every data points B xyz (k 1 , k 2 , k 3 ) such that Max[k 1 , k 2 , k 3 ] < k max,B . We are interested in knowing the values of 4 The reason why a resummation converges to the correct result in this case is because the dependence of the final result on the parameter is analytic, as it can be clearly seen from the Lagrangian point of view [11] . The analyticity is also at the base of the fact that the Taylor expansion converges, albeit at potentially an high order. This allows for some useful simplifications, for example when performing the IR-resummation in redshift space [35] . the bias coefficients depending on k max,B . As opposed to [24] where we redetermined the values of the bias coefficients for each k max,B , here we will fix their values using the following scheme:
• For each k max,B , plot the value b i (k max,B ) of each bias coefficients with their 2-σ error bars ∆b i (k max,B ). The fit and the error bars are obtained using the Mathematica function NonlinearModelFit.
• For each plot, determine the smallest value of k such that it is impossible to draw a horizontal line from the vertical segment
] to the far left of the plot without leaving the area delimited by the error bars. Call this value k fit,i .
• The final value of the coefficients b i is defined to be b i (k fit ), where k fit = min j k fit,j .
This procedure is practically the same as the one that has been implemented in [29, 36] for the dark matter power spectrum. It is designed to try to avoid the risk of overfitting and at the same time to adapt itself as much as possible to the errors in the simulations and in the theoretical predictions of the EFTofLSS. In fact, simulation data push the fit to higher wavenumber, because it is there that they have the smallest cosmic variance. However, the predictions of the EFTofLSS carry a theoretical error that grows at higher wavenumber. The procedure that we have explained just above determines the EFT coefficients at the highest possible value of k max so that the numerical value that is obtained is compatible with the numerical values that are obtained using a lower k max , where numerical data are affected by a larger uncertainty but the theoretical prediction by a smaller one. In this way, we enforce that in order to match higher wavenumbers, we are not degrading the match at low wavenumbers, where the theory should have a better match, but where simulations have bigger errors.
After the bias coefficients have been determined with the procedure that we have just described, it is possible to compute the χ 2 and the p-value of the fit. The functions χ 2 hm and χ 2 hh , which are polynomials of order six of six and eight bias coefficients respectively, are given by the formula:
where (xy) can mean either the halo-matter (hm) cross-correlation or the halo-halo (hh) autocorrelation. k i are all the points measured in the simulation, r (xy) is the ratio given by the theory and r (xy) NL is the ratio given the numerical results of the simulation. The error on the power spectrum ratios ∆r (xy) NL is detailed in [24] . Similarly, one can construct the χ 2 function for the three bispectra:
These three functions are polynomials of order six of eight bias coefficients for B hmm and of twelve bias coefficients for B hhm and B hhh . If we neglect all the correlations among the χ 2 functions, the total χ 2 tot is a sum of all five components:
The p-value is then computed using the formula
where K is the number of degrees of freedom, defined as the number of data points (which depends on k max,B ) minus the number of bias coefficients, minus one. γ(·, ·) is the lower incomplete gamma function, and Γ(·) is the usual gamma function. Since both K and χ 2 tot depend on k max,B , p does as well, and hence can be plotted as a function of k max,B .
Results
First, Fig. 1 is a plot of the p-value of the fits when only the seven bias parameters of [24] are taken into account (i.e. only the leading derivative bias in included in the two-point and three-point functions). There are two reasons why these plots are different from the corresponding ones in [24] . First, the values of the bias coefficients are not chosen the same way, see Sec. 3.1, and second, a mistake in the Mathematica numerical implementation of the formulas of [24] was corrected. This mistake was a factor 2 missing in the numerical implementation of eq. (29) 5 . If we define the k max of the fit to be when the p-value becomes less than 0.1, we observe that Bin0 can be fitted up to k max 0.17h Mpc −1 . Furthermore Bin1 is just as good as Bin0, except for small values of k where it is a bit worse. We therefore decide that we do not need to add any new terms to Bin1. Instead, Bin2 and especially Bin3 cannot be predicted up to the same k max as Bin0, we therefore decide to add the higher derivative terms to these two bins, and just for these two.
Notwithstanding the more conservative fitting procedure, overall we see that the k-reach of the fits are better than in [24] , which is due to the correction of the mistake stated above. This is a very encouraging sign, since the fact that the correction of a typo leads to an improvement of the result is the feature of a correct theory. It also tells us something about the remaining predicting power of the EFTofLSS. In the EFTofLSS, predictions depends on unknown bias parameters that need to be matched to the data. However, there are also terms that cannot be fudged. The fact that a correction of a mistake in the un-fudgeable terms leads to an improvement of the fit to the observations tells us that the un-fudgable terms carried with them a functional dependence that is different from the one of the bias coefficients and therefore it being wrong could not be compensated by adjusting the bias coefficients. We conclude that the EFTofLSS maintains a lot of predicting power notwithstanding its free parameters. term taken into account. The dashed lines represent the results that we would have gotten if we had not correct the typo described in Sec. 3.2, which was present in the numerical implementation of [24] . For the full lines, the k-reach is approximately the same for Bin0 and Bin1, and then becomes worse for Bin2 and Bin3, which motivates us to add higher derivative terms for those two bins. Our goal is to show that each bin acquires approximately the same k-reach as Bin0 and Bin1 just by adding higher derivative bias terms.
After adding the new higher derivative bias parameters, the k-reach of Bin2 becomes slightly bigger than the one of Bin0, which achieves what we wished to show, see Fig. 2 . Notice that the p-values at lower k are not as good as without the higher derivative terms. This is probably due to a difficulty in our numerical procedure to determine the best fitting values when we have many bias coefficients (sixteen) to determine. Since this drop in the p-value at low k's is quite marginal, we do not investigate it further. The result for Bin2 is however sufficiently good for our purposes.
Finally, the results fro Bin3 are shown in Fig. 3 . We find that our numerical implementation to minimizing the χ 2 is not able to handle in this case the sixteen bias coefficients that needs to be fitted: as we increase the bias coefficients, the fit gets worse. For this reason, we restrict ourselves to the largest subset of higher derivative bias coefficients that gives a better fit than by using less parameters. When this is done, we find that the k-reach of Bin3 increases from k 0.11h Mpc
. This is almost as good as the one of the other bins, which was our purpose. The mild underperformance of Bin3 with respect to Bin0, Bin1, and Bin2 could be due to the higher residual theoretical error that is present due to the fact that the bias coefficients for Bin3 are larger than for the other bins, as we argued in the Introduction. However, it could also be due to a difficulty in our numerical code in handling a large number of free parameters. In fact, even though the procedure described in Sec. 3.1 applied to Bin3 gives k fit 0.12h Mpc −1 , choosing arbitrarily k fit 0.15h Mpc −1 gives a much better fit, with a larger k-reach than Bin0, and just mildly underperforming at some relatively low k's. Given the goodness of the result, and the uncertainty in estimating the residual theoretical error, we conclude that is not worth to investigate the issue further, as it appears that the results for Bin3 sufficiently satisfy the theoretical expectations from the EFTofLSS. Similar considerations apply to [
, which we do not include for both Bin2 and Bin3, because it does not appear to improve the fit to the numerical data 6 . The plots of the values of the bias coefficients as a function of k, used for the determination of k fit for each bin, as well as the plots of the ratio between the theoretical results and the numerical simulations results for the two-point functions, are given in App. B. Table 2 shows the values of the bias coefficients found by our numerical fitting procedure when applied to the combination of the five observables: two power spectra and three bispectra. We can see that the error bars for almost each bias coefficient are relatively large. But we have to take into account that the coefficients are correlated between one another, so we provide the correlation matrix for each bin in App. C. We see that there is a relatively large correlation at least among some of the bias coefficients (see [29] for a discussion how these correlations can be anticipated in the context of the EFTofLSS.).
Conclusions
We have argued that The Effective Field Theory of Cosmological Large Scale Structures (EFTofLSS) when applied to biased tracers predicts the following. If we compute a correlation function for biased tracers at a given order in the dark matter non-linearities, the theoretical error is larger for tracers with larger biases. This theoretical error is mainly controlled by the size of the higher derivative terms, and by a subleading correction due to the size of the bias coefficients. Therefore, a prediction of the EFTofLSS is that if all tracers are treated as equal, the predictions for highly biased tracers underperform with respect to the ones for less biased ones. However, by adding just higher derivative operators, it is predicted that the theoretical results for all traces should work comparably well. We have implemented this construction by adding the contribution from higher derivative biases just for highly biased tracers, and have found that indeed all tracers perform comparably well. At the order at which we have computed, we are able to predict all two-point and three-point functions up to 6 In particular, as it is the case when we include more higher derivative biases in Bin3, when we include this term (with a free coefficient), we find that the fit to data does not improve or becomes actually moderately worse. It is hard to explain why the fit can get moderately worse when adding a new term. One could argue that the ∂ 2 contribution is relevant only at higher wavenumbers, so that we are allowed to include this term in the power spectrum and not in the bispectrum. Indeed, estimating its contribution from the numerical values we find in Table 2 , which are obtained assuming that this term is negligible in the bispectrum, one indeed finds that this term seems to be subleading in the bispectrum, while being relevant in the power spectrum. This justifies our procedure. But, even by adding a negligible term, one would expect the fit just not to improve, instead of getting worse, albeit moderately. Probably, it could be that our numerical fitting procedure has difficulties when we add this particular contribution, as it was the case for some terms in Bin3. Given that the main point of this paper is to show that by adding higher derivative terms the theory performs similarly well for all bins, which we achieve without adding this contribution, we decide to postpone further investigations on this issue to future work. , which defines the k max that we want to achieve. We conclude that the addition of the higher derivative terms allows to fit Bin2 up to the same k max as Bin0.
k ∼ 0.17h Mpc −1 which is a remarkable improvement with respect to former techniques. Of course, our findings are affected by the precision of our numerical data, and by the relatively low order of the calculations, that do not allow us to use data at very high wavenumbers. It will therefore be very interesting to perform a similar comparison by performing higher-order calculations, by computing higher-N point functions, as well as by using more precise numerical data and potentially more accurate fitting procedures, so that our findings can be better verified. We plan to do this in future work.
• , which defines the k max that we want to approximately achieve. Since our numerical technique does not seem able to handle the large number of parameters that enter in the fit, we restrict ourselves to a subset of the higher derivative biases. The result is shown by the brown curve, which is quite close to the reach of Bin0. To give a sense if the slight under-reach of Bin3 is due to the residual theoretical error of the prediction or to our non-optimal numerical fitting procedure, in light blue we present the curve obtained by somewhat arbitrarily raising the k fit to 0.15h Mpc −1 from 0.12h Mpc −1 , which leads to a reach in k as large as for Bin0.
Appendix A C i operators
In this Appendix we provide some useful formulas to complete the expressions that we provide in the main part of the paper. In particular, we give the definition of the operators of eq. (17), the definition of the kernels of eq. (24) 
53.26 ± 24.29 Table 2 : Best fit bias parameters table for the four bins, measured in units of h Mpc −1 to the relevant power. Bin0 and Bin1 do not need any higher derivative term to be fitted up to the k max of interest. Bin2 is fitted using the seven original bias parameters plus the nine leading higher derivative terms. Bin3 would also in principle need the nine leading higher derivative terms but the numerical fitting procedure we use could not efficiently handle so many parameters so we forced four of them to be zero. Error bars on some bias coefficients are large, but they are quite correlated (see the correlation matrices in App. C).
3rd order:
Higher derivatives:
The kernels of eq. (24) are defined from the operators C (n) i according to the following formula :
The lower index s means that the kernel is symmetrized, that is to say averaged over the sum of all possible permutations of the variables. Formula (40) yields the following kernels, in their unsymmetrized version:
2nd order operators:
3rd order operators:
Higher derivative terms :
Finally, here are the definitions of the new bias coefficientsc i that appear in equation (24), with respect to the old ones:c
B Plots of bias parameters intervals and of Power Spectra
In this Appendix we present the plots of the best fit parameters as a function of k max,B for each bin. We add the 2-σ error bars to each plot. Following the procedure of Sec. 3.1, we find the following k fit 's :
• For Bin0, Fig. 4, k Note that when we use this procedure, we discard the points with k < 0.08 h Mpc −1 because they appear to have some unjustified behaviour in a region where the theory is expected to work reasonably well. In Fig. 8 , we also present the plots of the two-point functions predictions versus the numerical data.
C Correlation matrices of the bias parameters
In this Appendix we present the correlation matrices for the bias coefficients as obtained with our fitting procedure. . The points at k < 0.08 h Mpc −1 present some unexpected behavior which is hard to justify given the fact thart the EFTofLSS is expected to work well at low wavenumber. We therefore ignore those points for the procedure to fix the values of the coefficients, described in Sec. 3.1. Following this procedure, we find k fit = 0.15 h Mpc . The points at k < 0.08 h Mpc −1 present some unexpected behavior which is hard to justify given the fact that the EFTofLSS is expected to work well at low wavenumber. We therefore ignore those points for the procedure to fix the values of the coefficients, described in Sec. 3.1. Following this procedure, we find k fit = 0.18 h Mpc −1 .
• 1 present some unexpected behavior which is hard to justify given the fact that the EFTofLSS is expected to work well at low wavenumber. We therefore ignore those points for the procedure to fix the values of the coefficients, described in Sec. 3.1. Following this procedure, we find k fit = 0.12 h Mpc −1 . spectrum, on the left-hand side, and the auto power spectrum, on the right-hand side. The blue line represents the division of the theoretical prediction of the ratio between the cross or auto power spectrum and the dark matter power spectrum and the same quantity but measured in numerical simulations. The grey areas are order-of-magnitude estimates of the error, following the formulas in [24] .
