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Thesis Summary 
Structured storages are widely used for storing and managing various data made by 
telecommunications and sensing devices. They provide high scalability and throughput for some specific 
application domains. They are classified into three types by data structure: KVS (Key-Value Store), 
document-oriented store, and graph store. Performance bottlenecks in structured storages are related to 
a certain class of queries that requires high computation cost such as regular expression search on 
document-oriented store and graph search on graph store. These queries can be parallelized and 
accelerated by GPUs whose parallel processing performance is significantly improving recent years. 
This thesis proposes a cache structure suitable for GPU processing with high memory efficiency for 
each structured storage. A GPU performs regular expression search or graph search for the proposed 
cache so that these queries are accelerated without largely changing the original structured storage 
framework. The proposed acceleration method using cache can be applied to various applications using 
structure storages. The problem of GPU processing is a restriction of memory capacity of GPU device 
memory. The capacity is smaller than a host memory. When a cache size is larger than a GPU device 
memory, performance improvement by GPU processing drastically decreases, because multiple 
CPU-GPU data transfers and computations are needed. To tackle this issue, the proposed cache is 
extended for multiple GPUs where GPU devices are connected via 10GbE so that the caches are 
distributed to multiple GPUs and increase the capacity of device memory. This thesis proposes an 
overlapped execution of computation and data transfer by asynchronous update of graph and document 
distribution using a hash structure. These methods can be extended to distributed cache for remote 
GPUs while suppressing a performance degradation by data transfer.  
The proposed distributed cache using three remote GPUs is evaluated in terms of query throughputs. A 
query that performs regular expression search from 10 M documents is accelerated by 75.0x compared 
to MongoDB. A query that performs single source shortest path search in graph store for a large graph 
with 3.2M nodes and 100 degree is accelerated by 383.2x compared to Neo4j. The results demonstrate 
that the proposed cache can accelerate these structured storages. In regular expression matching, 
because there is no synchronization between multiple GPUs during a query, the throughput increases as 
the number of GPU increases. In graph search, since synchronizations are required during queries, 
performance cannot be simply improved by increasing the number of GPUs. In this thesis, by proposing 
a method to reduce synchronization overhead, we achieved throughput improvement when using 
multiple GPUs. 
 
