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Abstract
In bifurcation theory there are two recognition problems concerning a given normal form, the
recognition for the normal form and the recognition for universal unfoldings of bifurcation problems
which are equivalent to the normal form. The two recognition problems for the normal forms εx2 +
δλk were only partially solved. In this paper we give a complete solution of the two problems for all
k  1 uniformly.
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1. Introduction
Bifurcation problems of a single scalar equation
g(x,λ)= 0 (1.1)
are discussed in details by Golubitsky and Schaeffer in [2]. There are two recognition
problems in bifurcation theory. The first one is the recognition for a given normal form,
namely, for a given equation h(x,λ)= 0 of a simple form (normal form), to find conditions
such that a bifurcation problem g(x,λ)= 0 which satisfies these conditions is qualitatively
equivalent to h(x,λ)= 0. The second one is the recognition for universal unfoldings, that
is, for a given equation g(x,λ)= 0 which is known to have a normal form h(x,λ)= 0, to
find conditions such that an unfolding G(x,λ,α) of g(x,λ) which satisfies these condi-
tions is universal, where α is an unfolding parameter. Roughly speaking, an unfolding is
a small perturbation and a universal unfolding is a such one that qualitatively presents all
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Normal form h Defining equation dg = 0 Nondegenerace condition ng = 0
εxk + δλ [g2,0, . . . , gk−1,0] = 0 gk,0g0,1 = 0
εxk + δxλ [g2,0, . . . , gk−1,0, g0,1] = 0 gk,0g1,1 = 0
εx3 + δλ2 [g0,1, g2,0, g1,1] = 0 g3,0g0,2 = 0
εx2 + δλk [g0,1,Q2, . . . ,Qk−1] = 0 g2,0Qk = 0
unfoldings and has the minimum number of additional parameters (unfolding parameters);
see Definition 4.2.
The classification for bifurcation problems of the form (1.1) with codimension three or
less has been presented in Table 1 [2, p. 198], where defining equations always includes
g = g1,0 = 0, and
gi,j =
(
∂
∂x
)i( ∂
∂λ
)j
g(x,λ), ε, δ ∈ {±1}.
The above table gives us the following information. A smooth function g is contact
equivalent (see Definition 1.1 below) to a normal form h in the first column if and only
if g satisfies the corresponding defining equation dg = 0 and the nondegenerace condition
ng = 0. Furthermore, every defining equation in the table characterizes the universality of
unfoldings, namely, after introducing unfolding parameters, the defining equation has a
regular solution if and only if the unfolding is universal, see Table 3.2 in [2, p. 203] and
Theorem 3.10 of [4].
Solving the recognition problem for the normal form εx2 + δλk for all k  3 is consid-
ered as a difficult task [2, p. 198]. The two recognition problems concerning the normal
forms are solved and the defining functions Qk given only for k  4 in [2]. A family of
defining functions for εx2 + δλk is constructed for k  1 by Govaerts in [3] for numerical
computation, but the corresponding recognition problem for universal unfoldings is not
considered there.
In this paper we obtain two main results which, respectively, give a complete solution of
the two recognition problems concerning εx2+δλk for all k  1. The first main result, The-
orem 2.4, is that we construct a family of the defining functions {Qk} for the normal forms
such that the solution of the recognition problem for the normal form immediately follows.
The second main result, Theorem 4.3, is that we derive a solution of the corresponding
recognition problem for universal unfoldings based on the defining functions {Qk}. As a
by product we also show a quasi-uniqueness of decomposition (see Theorem 3.2).
The defining functionsQk presented here in this paper are motivated by those in [3]. We
introduce the functions Qk in a more natural way through an expansion (see Theorem 2.4)
and this provides us more insight into Qk .
Now let us outline the paper. In Section 2 we construct defining functions for εx2 + δλk
and deduce a recursive relation for the functions. A useful property (quasi-uniqueness of
decomposition) in Malgrange’s theorem is shown in Section 3. We solve the corresponding
recognition problem for universal unfoldings in Section 4. Two tedious proofs are given in
Section 5.
L. Yang / J. Math. Anal. Appl. 282 (2003) 383–395 385At the end of this section let us introduce a definition and a formulation of Taylor’s
theorem which we will use later. Let Ex with x ∈ Rn denote the germ space (the set of
all functions g :Rn → R that are defined in a neighborhood of the origin and infinitely
differentiable). The following concept of contact equivalence [2, pp. 5, 51] is important in
the bifurcation theory, because two contact equivalent germs qualitatively have the same
bifurcation behavior.
Definition 1.1 (Contact equivalence). Two germs g and h ∈ Ex,λ with x,λ ∈ R are called
to be contact equivalent, if there are φ and s ∈ Ex,λ, µ ∈ Eλ, such that
g(x,λ)= s(x,λ)h(φ(x,λ),µ(λ)), (1.2)
where s, φ, and µ satisfy
φ(0,0)= 0, µ(0)= 0, s(0,0) > 0, φ′x(0,0) > 0, µ′(0) > 0. (1.3)
The two germs g and h are called to be strong contact equivalent, if (1.2) and (1.3) hold
for µ(λ)= λ.
Now we see a useful formulation of Taylor’s theorem. Let α = (α1, . . . , αn) be a multi-
index. Denote
α! = α1! . . .αn!, xα = xα11 . . . xαnn , |α| =
∑
αi,
Dα =
(
∂
∂x1
)α1
. . .
(
∂
∂xn
)αn
.
Theorem 1.2 (Taylor). Let f ∈ Ex with x ∈ Rn. For an arbitrary natural integer k there
are germs fα ∈ Ex with |α| = k + 1, such that
f (x)=
∑
|α|k
Dαf (0)(xα/α!)+
∑
|α|=k+1
fα(x)x
α.
Proof. See [2, p. 60]. ✷
2. Defining functions
In this section we will construct defining functions for the normal form εx2 + δλk for
k  1. The construction is based in the following lemma.
Lemma 2.1. Let g ∈ Ex,λ with g = gx = gλ = 0, gxx = 0 at (x,λ)= (0,0) ∈R2. Then for
an arbitrary positive integer k there is a unique polynomial φ of degree k of the form
φ(x,λ)= x + φ0,1λ+ · · · , (2.1)
such that g can be expressed by φ in the way
g(x,λ)= g2,0φ
2
+Q2 λ
2
+ · · · +Qk λ
k
+O(ρk+1), (2.2)
2! 2! k!
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mined by g.
We note that if φ satisfies (2.2), then −φ satisfies (2.2) also. So we restrict φ in the
form (2.1). A proof of Lemma 2.1 has been essentially given in [2, p. 199, Lemma 2.2].
Here we want to show by an example how one obtains a simple proof of Lemma 2.1 and
how one practically determines the polynomial φ and the coefficients Ql .
Example 2.2. Let us transform the function g(x,λ)= x2 + 2xλ+ 2x3 into the form (2.2)
for k = 3. We successively renew the transformation φ so that the terms λ2 and λ3 keep
unchanged and all others up to order three are absorbed into φ2,
g(x,λ)= x2 + 2xλ+ 2x3 = (x2 + 2xλ+ λ2)− λ2 + 2x3
= φ21 − λ2 + 2(φ1 − λ)3 (φ1 = x + λ)
= φ21 + 2φ1
(
φ21 − 3φ1λ+ 3λ2
)− λ2 − 2λ3
= (φ21 + 2φ1θ + θ2)− θ2 − λ2 − 2λ3 (θ = φ21 − 3φ1λ+ 3λ2)
= φ22 − λ2 − 2λ3 +O(ρ4) (φ2 = φ1 + θ).
The transformation φ and the coefficients Q2,Q3 we are looking for are as follows:
φ(x,λ)= φ2(x,λ)= x + λ+ x2 − xλ+ λ2, Q2 =−2, Q3 =−12.
Lemma 2.3 (Golubitsky and Schaeffer). Let g ∈ Ex,λ be expanded in (2.2). If Ql = 0 for
2 l  k − 1 and Qk = 0, then g is strong contact equivalent to εx2 + δλk .
Proof. It follows from (2.2) that g(x,λ)= aφ2+bλk+h(x,λ), where h(x,λ)=O(ρk+1),
a = g2,0/2, b=Qk/k!, ρ2 = φ2 + λ2. It follows from Theorem 1.2 that
h=
∑
i+j=k+1
ci,jφ
iλj , ci,j ∈ Ex,λ.
If we rewrite the above expression for h in the following way:
h= aφ2h1 + bλkh2, hi ∈ Ex,λ, hi(0,0)= 0,
then
g(x,λ)= aφ2(1+ h1)+ bλk(1+ h2)= s(x,λ)(εψ2 + δλk),
where s(x,λ) = |b|(1 + h2), ψ = φ
√|a/b|(1+ h1)(1+ h2)−1, ε = sgn(g2,0), δ =
sgn(Qk). ✷
A proof of Lemma 2.3 is given in [2, p. 199]. The proof we present here is much simpler.
It is clear that the transformation which brings g into the normal form εx2 + δλk is not
uniquely determined, because the function h1 and h2 are not uniquely determined.
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g(x + ξ,λ+µ)= g(x,λ)+ g1,0(x,λ)ξ + g0,1(x,λ)µ
+
k∑
i+j=2
gi,j (x, λ)
ξ iµj
i!j ! +O(ρ
k+1)
of g(x + ξ,λ + µ) with respect to small variables ξ and µ, where ρ2 = ξ2 + µ2. The
following theorem is the first main result of the paper.
Theorem 2.4. Let g ∈ Ex,λ with gxx(0,0) = 0. Then there is a unique family of functions
{Q1(x,λ),Q2(x,λ), . . .} such that for an arbitrary positive integer k the germ g can be
expanded at an arbitrary point (x,λ) near the origin in the following way:
g(x + ξ,λ+µ)= g0,0 + g1,0ξ + g2,0 φ
2
2! +
k∑
l=1
Ql
µl
l! +O(ρ
k+1) (2.3)
for small ξ,µ, where φ = φ(x,λ, ξ,µ)= ξ +φ0,1(x,λ)µ+· · · is a polynomial of degree k
in ξ,µ, and ρ2 = φ2+µ2, g0,0 = g(x,λ), g1,0 = g1,0(x,λ). Furthermore, the functionsQ1
satisfy the following recursive relation:
Q1 = g0,1, Ql+1 = (Ql)λ − (Ql)xδ, l  1, (2.4)
where δ = g1,1g−12,0, the suffixes x and λ denote the differentiations with respect to x and λ,
respectively.
Proof. A proof of expansion (2.3) follows through successive transformations as shown by
Example 2.2. Let us prove the recursive relation (2.4). It suffices to show that (2.4) holds
for l with 1  l  k − 1, where k  1 is an arbitrary positive integer. It follows from two
identities
gx(x + ξ,λ+µ)= gξ (x + ξ,λ+µ), gλ(x + ξ,λ+µ)= gµ(x + ξ,λ+µ),
and differentiation of (2.3) with respect to x,λ, ξ,µ that
g2,0ξ +
k∑
l=1
(Ql)x
µl
l! =O(φ)+O(ρ
k) (2.5)
and
g1,1ξ +
k∑
l=1
(Ql)λ
µl
l! −
k−1∑
l=1
Ql+1
µl
l! =O(φ)+O(ρ
k). (2.6)
The combination of (2.5) and (2.6) yields
k∑{
(Ql)λ − (Ql)xδ
}µl
l! −
k−1∑
Ql+1
µl
l! =O(φ)+O(ρ
k). (2.7)l=1 l=1
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dent of ξ . If we set ξ = ξ(x,λ,µ) in (2.7), where ξ(x,λ,µ) is implicitly defined through
φ(x,λ, ξ,µ)= 0, then we have
k−1∑
l=1
{
(Ql)λ − (Ql)xδ
}µl
l! −
k−1∑
l=1
Ql+1
µl
l! = 0,
that is, (2.4) holds for 1 l  k − 1. ✷
It follows from Theorem 2.4 that each function Ql can be expressed as a rational
function of the derivatives gi,j with i + j  l. We denote by Ql = Ql(g) the depen-
dence of Ql on gi,j . In fact the functions Ql could be thought as a family of operators
Ql :C
∞(Ω,R)→C∞(Ω,R), where Ω is an arbitrary open set in R2.
Definition 2.5. We call the functions Ql in (2.3) or (2.4) defining functions for the normal
form εx2 + δλk , and correspondingly the following equation defining equations:
Sg :=
(
g,g1,0,Q1(g), . . . ,Qk−1(g)
)t = 0. (2.8)
Govaerts in [3] constructed a function sequence {Pl} with P1 = g0,1, Pl+1 = g2,0(Pl)λ−
g1,1(Pl)x with l  1 as defining functions for the normal form εx2 + δλk . It is easy to
check that there is a regular lower triangular matrix M such that Sˆg =MSg holds, where
Sˆg = (g, g1,0,P1, . . . ,Pk−1)t . Therefore the two defining equations Sg = 0 and Sˆg = 0
have the same solutions and same regular solutions for suitable unfoldings of g. In fact
the construction of Qk here is motivated in the process of trying to solve the recognition
problem for universal unfoldings using the defining equation Sˆg = 0.
3. Quasi-uniqueness of decomposition
In this section we show a property of the decomposition in Malgrange’s theorem,
namely, the quasi-uniqueness of decomposition. This property will be used in Section 5.
First let us see the theorem.
Theorem 3.1 (Malgrange). Let f ∈ Ey,t with f (0, t)= fˆ (t)t l and fˆ (0) = 0, where fˆ ∈ Et ,
y ∈ Rn, and t ∈ R. Then there are a0, . . . , al−1 ∈ Ey and s ∈ Ey,t with ai(0) = 0 and
s(0,0) = 0 such that f can be decomposed as follows:
f (y, t)= s(y, t)(a0(y)+ a1(y)λ+ · · · + al−1(y)t l−1 + t l). (3.1)
Proof. See, for example, [1, p. 43]. ✷
The term t l−1 in (3.1) can be killed through a transformation tˆ = t + al−1/l, namely,
f has another decomposition expression
f (y, t)= s(y, t)(aˆ0(y)+ aˆ1(y)tˆ + · · · + aˆl−2(y)tˆ l−2 + tˆ l),
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uniquely determined, namely, the germs ai and s in (3.1) are not uniquely determined.
Here is an example.
Example. Define
s(y, t)=
{
1+ exp(−1/y2)
y2+t2 , y
2 + t2 = 0,
1, y = t = 0,
where y, t ∈ R. Obviously s ∈ Ey,t and y2 + exp(−1/y2) + t2 = s(y, t)(y2 + t2). So
decomposition (3.1) is for the function f (y, t)= y2 + exp(−1/y2)+ t2 not uniquely de-
termined.
Though the decomposition is not uniquely determined, it has still a quasi-uniqueness in
the sense of the following theorem. Denote
Mly =
{
f ∈ Ey : Dαf (0)= 0, |α|< l
}
,
M∞y =
{
f ∈ Ey : Dαf (0)= 0, |α|<∞
}
,
M∞y,t =
{
f ∈ Ey,t : Dα,lf (0,0)= 0, |α|, l <∞
}
,
where α = (α1, . . . , αn) is multi-index. We note thatMly ,M∞y , and M∞y,t are all ideals.
Theorem 3.2 (Quasi-uniqueness of decomposition). If f ∈ Ey,t has two decomposi-
tions, (3.1) and f (y, t)= sˆ(y, t)(aˆ0(y)+ aˆ1(y)t + · · · + aˆl−1(y)t l−1 + t l), then one has
s − sˆ ∈M∞y,t and ai − aˆi ∈M∞y for i = 0, . . . , l − 1.
In short decomposition (3.1) is modulo M∞y,t and M∞y uniquely determined, i.e., all
the derivatives of the coefficients in decomposition (3.1) at the point (y, t) = (0,0) (re-
spectively, y = 0) are uniquely determined. We call this property quasi-uniqueness of the
decomposition.
Proof of Theorem 3.2. We show the conclusion only for l = 2. The proof for general l is
completely similar. For the case l = 2 we need only to prove s−1 ∈M∞y,t and a− aˆ, b− bˆ
∈M∞y , if
aˆ(y)+ bˆ(y)t + t2 = s(y, t)(a(y)+ b(y)t + t2), (3.2)
where aˆ(0)= bˆ(0)= a(0)= b(0)= 0 and s(0,0) = 0. If we take away a(y)+ b(y)t + t2
from both sides of (3.2), then we obtain
A(y)+B(y)t = T (y, t)(a(y)+ b(y)t + t2), (3.3)
where A= aˆ − a, B = bˆ− b, and T = s − 1. Now it suffices to prove that for an arbitrary
positive integer p one has
A,B,T (· , t) ∈Mpy for each small t . (3.4)
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rem 1.2 that
A(y)=
∑
|α|=m
yαAα(y), B(y)=
∑
|α|=m
yαBα(y),
T (y, t)=
∑
|α|=m
yαTα(y, t), (3.5)
where Aα,Bα ∈ Ey and Tα ∈ Ey,t . Putting (3.5) into (3.3), we obtain∑
|α|=m
yα
(
Aα(y)+Bα(y)t
)= ∑
|α|=m
yαTα(y, t)
(
a(y)+ b(y)t + t2). (3.6)
Letting the differential operator Dα act on both sides of (3.6) and then setting y = 0, we
get Aα(0)+ Bα(0)t = Tα(0, t)t2, which means Aα(0) = Bα(0) = Tα(0, t) = 0, |α| = m.
Theorem 1.2 implies that (3.4) holds for p =m+ 1. ✷
4. Recognition for universal unfoldings
In this section we consider the recognition problem for universal unfoldings of a germ
which is contact equivalent to εx2 + δλk . We will prove that the universality is character-
ized by the regularity of the defining equation (2.8), as we expect. First we introduce the
following definitions of factorization and universal unfolding.
Definition 4.1 (Factorization). LetF ∈ Ex,λ,α and G ∈ Ex,λ,β with α ∈ Rl and β ∈ Rm.
We say F factors through G if there exist S,X ∈ Ex,λ,α, Λ ∈ Eλ,α and smooth mapping
A :Rl →Rm such that
F(x,λ,α)= S(x,λ,α)G(X(x,λ,α),Λ(λ,α),A(α)), (4.1)
where S, X, Λ, and A satisfy
X(0,0,0)= 0, Λ(0,0)= 0, A(0)= 0,
S(0,0,0) > 0, Xx(0,0,0) > 0, Λλ(0,0) > 0. (4.2)
Definition 4.1 of the factorization here is a generalization of that in [2, pp. 120–121],
where requirements
S(x,λ,0)= 1, X(x,λ,0)= x, Λ(λ,0)= λ, A(0)= 0 (4.3)
are taken instead of (4.2). We note that the concept of factorization can be used for unfold-
ings of two different contact equivalent germs if requirement (4.2) are taken, but only for
unfoldings of a same germ if (4.3) are taken.
We also note that the requirement S(0,0,0) > 0,Xx(0,0,0) > 0,Λλ(0,0) > 0 in Defin-
ition 4.2 preserves useful information about the stability of solutions. But the results below
also hold if the requirement is replaced by S(0,0,0) = 0, Xx(0,0,0) = 0, Λλ(0,0) = 0,
because the stability problem is not the issue we are considering.
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Φ :R1+1+l →R1+1+m, (x,λ,α) → (X(x,λ,α),Λ(λ,α),A(α)). (4.4)
If l =m and the Jacobian matrix DA(0) is regular, then the transformation Φ is invertible
and G = S−1F(Φ−1), i.e., the G also factors through F . In this case we say that the
factorization F = SG(Φ) is invertible, and also say that F and G factor each other.
Definition 4.2 (Universal unfolding). An unfolding G of a germ g is versal, if every un-
folding of g factors throughG. A versal unfolding of g depending on the minimum number
of parameters possible is called universal.
The following theorem is the second main result of this paper which solves the recog-
nition problem for universal unfoldings for the normal forms εx2 + δλk .
Theorem 4.3 (Recognition for universal unfoldings). Let G ∈ Ex,λ,β be an unfolding of a
germ g which is contact equivalent to εx2 + δλk , where β ∈ Rl . Then the unfolding G is
universal if and only if l = k − 1 and the defining equation SG = 0 has a regular solution
at the origin (x,λ,α)= (0,0,0).
Proof. For definiteness we take ε = δ = 1. Since G(x,λ,0) is contact equivalent to
x2 + λk , we have an expression x2 + λk = S(x,λ)G(X(x,λ),Λ(λ),0). Now define
F(x,λ,α)= S(x,λ)G(X(x,λ),Λ(λ),α).
Then F is an unfolding of x2 + λk and factors through G. We will show the following
equivalence relations:
G is universal ⇔ F is universal (Lemma 4.4),
F is universal ⇔ DSF (0) is regular (Lemma 4.8),
DSF (0) is regular ⇔ DSG(0) is regular (Lemma 4.5).
From the relations above Theorem 4.3 immediately follows. ✷
Now let us establish the three equivalence relations. We note that the relation of fac-
torization is transitive, that is, if E factors through F and F through G, then E factors
also through G. The following lemma shows an invariance of universality with respect to
invertible factorizations.
Lemma 4.4 (Invariance of universality). Let F,G ∈ Ex,λ,α factor each other. Then F is
a universal unfolding of F(x,λ,0) if and only if G is a universal unfolding of G(x,λ,0).
Proof. Since F and G factor each other, we need only to prove that if F is universal, then
G is also universal. Let the unfolding parameter α be m dimensional, i.e., α ∈ Rm. We
first show that G is versal. Let E(x,λ, τ ) be an unfolding of G(x,λ,0) with τ ∈ Rl , i.e.,
E(x,λ,0)=G(x,λ,0). Consider a factorization of F through G,
F(x,λ,α)= S(x,λ,α)G(X(x,λ,α),Λ(λ,α),A(α)).
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Eˆ(x,λ, τ )= S(x,λ,0)E(X(x,λ,0),Λ(λ,0), τ ). (4.5)
Obviously factorization (4.5) is invertible, so E factors through Eˆ. On the other hand it
is easy to see that Eˆ is an unfolding of F , and consequently Eˆ factors through F . Now
the transitivity of factorization implies that E factors through G, i.e., G is versal. If E is
additionally a versal unfolding of G(x,λ,0), then it also follows from the transitivity that
F factors throughE. Due to the universality of F we have l m and so G is universal. ✷
Now we consider the relation of SF = 0 to SG = 0 when F = SG(Φ). Let us recall
SF = (F,Fx,Q1(F ), . . . ,Qk−1(F ))t .
Lemma 4.5 (Invariance of regularity). Let F ∈ Ex,λ,α, G ∈ Ex,λ,β with α ∈Rl , β ∈Rm, and
F factor through G with F = SG(Φ). Then we have SF =MSG, where M is a regular
lower triangular matrix of order (k + 1). Furthermore, if F(x,λ,0) is contact equivalent
to x2 + λk , then
DSF (0)=M(0)DSG(0)DΦ(0), (4.6)
where D denotes the differentiation with respect to (x,λ,α) or (x,λ,β) and
DSF (0) ∈Rk+1,l+2, M(0) ∈Rk+1,k+1,
DSG(0) ∈Rk+1,m+2, DΦ(0) ∈Rm+2,l+2.
A proof of Lemma 4.5 will be given in Section 5. Now we consider a special unfolding
H(x,λ, γ )= x2 + λk + c0 + c1λ+ · · · + ck−2λk−2 (4.7)
of x2 + λk , where γ = (c0, . . . , ck−2) ∈Rk−1.
Lemma 4.6. The unfolding H of x2 + λk is universal.
Lemma 4.6 has been proved by Golubitsky and Schaeffer in [2, p. 197, Table 2.2] with
algebraic technique. For completeness we present in Section 5 an alternative analytic ap-
proach to prove the universality of H . This approach is quite general and elementary. Now
we consider the Jacobian DSH (0).
Lemma 4.7. The Jacobian matrix DSH (0) is regular.
Proof. First we note that H1,0 = 2x and H1,1 = 0, and therefore δ = H1,1H−12,0 = 0. It
follows from the relation Ql+1(H)= {Ql(H)}λ − {Ql(H)}xδ (Theorem 2.4) that
H1,0 = 2x,
Q1(H)=H0,1 = c1 + 2c2λ+ · · · ,
Q2(H)=H0,2 = 2c2 + 6c3λ+ · · · ,
...
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Qk−1(H)= k!λ.
Therefore
DSH (0)=


0 0 1 0 0 · · · 0
2 0 0 0 0 · · · 0
0 0 0 1! 0 · · · 0
0 0 0 0 2! · · · 0
...
...
...
...
...
. . . 0
0 0 0 0 0 · · · (k − 2)!
0 k! 0 0 0 · · · 0


.
This is a regular matrix. ✷
Lemma 4.8. Let F ∈ Ex,λ,α with α ∈Rk−1 be an unfolding of x2+λk . Then F is universal
if and only if the Jacobian DSF (0) is regular.
Proof. The necessity. Assume that F is universal. Then H factors through F , i.e., we
have a factorization H = SF(Φ). It follows from Lemma 4.5 that DSH (0) = M(0)×
DSF (0)DΦ(0). The Jacobian DSF (0) is regular because DSH (0) is regular.
The sufficiency. Assume that DSF (0) is regular. Since H is universal, F factors
through H , i.e., F = TH(Ψ ), and consequently DSF (0) = N(0)DSH (0)DΨ (0) again
due to Lemma 4.5. The regularity of DSF (0) implies that DΨ (0) is regular. Therefore the
factorization F = TH(Φ) is invertible and H also factors through F . Hence F is univer-
sal. ✷
5. Proofs
In this section we give proofs of Lemmas 4.5 and 4.6.
Proof of Lemma 4.5. Note that the second conclusion (4.6) follows directly from a dif-
ferentiation of the relation SF = MSG. We need only to prove the relation. Let Φ be
given by Φ : (x,λ,α) → (X(x,λ,α),Λ(λ,α),A(α)). Setting E = G(Φ) we will prove
that SF =M1SE and SE =M2SG, and so SF =MSG with M =M1M2, where M1 and
M2 are matrices of the forms
M1 =


S 0 0 · · · 0
∗ S 0 · · · 0
∗ ∗ S · · · 0
...
...
...
. . .
...
∗ ∗ ∗ · · · S

 , M2 =


1 0 0 · · · 0
∗ Xx 0 · · · 0
∗ ∗ Λλ · · · 0
...
...
...
. . .
...
∗ ∗ ∗ · · · Λk−1λ

 . (5.1)
Let us first consider the relation of SF and SE . It is easy to prove that(
F
F1,0
)
=
(
S
S1,0 S
)(
E
E1,0
)
. (5.2)F0,1 0 S0,1 S E0,1
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Ql+1(F )=Ql(F )λ −Ql(F )xσ, Ql+1(E)=Ql(E)λ −Ql(E)xδ, (5.3)
where σ = F1,1F−12,0 and δ =E1,1E−12,0. On the other hand it is easy to show that
(F2,0,F1,1)≡ S(E2,0,E1,1) mod [E,E1,0,E0,1],
and hence that
σ ≡ δ mod [E,E1,0,E0,1],
where [. . .] denotes the ideal generated by its arguments. Now it suffices to prove that
Ql(F )≡ SQl(G) mod
[
E,E1,0,Q1(E),Q2(E), . . . ,Ql−1(E)
] (5.4)
for l  1. From the last equation of (5.2) we see that (5.4) holds for l = 1. Assume that (5.4)
hold for l. After some computations of differentiation according to (5.3) we obtain (5.4)
for l + 1. So (5.4) holds for all l, and therefore SF =M1SE holds. Now we consider SE
and SG. Denote Φ∗f = f (Φ) (pullback). It is easy to prove that(
E
F1,0
E0,1
)
=
(1 0 0
0 Xx 0
0 Xλ Λλ
)
Φ∗
(
G
G1,0
G0,1
)
. (5.5)
A direct computation yields
σ =E1,1E−12,0 ≡X−1x (Xλ +ΛλΦ∗δ) mod [Φ∗G1,0], δ =G1,1G−12,0.
Now we need only to prove that for l  1,
Ql(E)≡ΛlλΦ∗Ql(G) mod Φ∗
[
G1,0,Q1(G), . . . ,Ql−1(G)
]
, (5.6)
where Φ∗[. . .] = {Φ∗a: a ∈ [. . .]}. The last equation of (5.5) implies that (5.6) holds for
l = 1. Assume that (5.6) holds for l > 1. It is easy to show that the relation{
Φ∗Qi(G)
}
λ
− {Φ∗Qi(G)}xσ ≡ΛλΦ∗Qi+1(G) mod [Φ∗G1,0] (5.7)
holds for all i  1. Now the induction assumption (5.6) and relation (5.7) imply that
Ql+1(E)≡Λl+1λ Φ∗Ql+1(G) mod Φ∗
[
G1,0,Q1(G), . . . ,Ql(G)
]
.
Therefore (5.6) holds for all l and SE =M2SG. ✷
Now let us prove Lemma 4.6.
Proof of Lemma 4.6. We first prove that H is versal. Let G(x,λ,β) with β ∈ Rm be an
unfolding of x2 + λk , i.e., G(x,λ,0)= x2 + λk . Applying Malgrange’s theorem to G with
respect to the variable x we obtain
G(x,λ,β)= S1(x,λ,β)
(
p(λ,β)+ q(λ,β)x + x2)= S1(x,λ,β)(r(λ,β)+ y2),
(5.8)
where y = x + q/2, r = p− q2/4. Setting β = 0 in (5.8) we get
x2 + λk = S1(x,λ,0)
(
p(λ,0)+ q(λ,0)x + x2).
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S1(x,λ,0)≡ 1 mod M∞x,λ, p(λ,0)≡ λk mod M∞λ ,
q(λ,0)≡ 0 mod M∞λ , r(λ,0)≡ λk mod M∞λ .
Applying Malgrange’s theorem again to r with respect to the variable λ we obtain
r(λ,β)= S2(λ,β)
(
r0(β)+ r1(β)λ+ · · · + rk−1(β)λk−1 + λk
)
, (5.9)
where S2(λ,0) ≡ 1 mod M∞λ and ri(0) = 0. Putting (5.9) into (5.8) and eliminating the
term λk−1, we get
G(x,λ,β)= S(x,λ,β)H (X(x,λ,β),Λ(λ,β),A(β)),
where
X = (x + q/2)S−1/22 , S = S1S2, ci = ri +O
(∑
r2i
)
,
Λ= λ+ rk−1/k, A= (c0, . . . , ck−2).
It is easy to show that X,Λ,S,A satisfy (4.2). That is G factors through H and H is
versal. Now we prove the universality. If G is additionally a universal unfolding, then H
factors through G, i.e., we have a factorization H = SG(Φ). It follows from (4.6) that
DSH (0)=M(0)DSG(0)DΦ(0). Note that
M(0) ∈Rk+1,k+1, DSG(0) ∈Rk+1,m+2, DΦ(0) ∈Rm+2,k+1.
The regularity of DSH (0) (Lemma 4.7) means m k − 1. So the universality holds. ✷
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