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Les tecnologies de reconeixement de cares (face recognition technologies o 
FRT) són una àrea d’investigació molt activa en aquests últims anys que 
engloba diverses disciplines com el processat de la imatge, les xarxes 
neuronals, pattern recognition i la visió per ordinador. Encara que el 
reconeixement facial és fàcilment realitzable per les persones, és difícilment 
implementable d’una manera totalment automatitzada per ordinador. 
 
L’objectiu d’un sistema de reconeixement de cares és, generalment, el 
següent: donada una imatge d’una cara “desconeguda” (o imatge de test) 
trobar una imatge de la mateixa cara en un conjunt d’imatges “conegudes” 
(imatges d’entrenament). La gran dificultat afegida és la d’aconseguir que 
aquest procés es pugui realitzar en temps real. Aquestes tècniques tenen 
varies aplicacions potencials, tant comercials com de seguretat, com er 
exemple la identificació de fotos de carnets, passaports o la identificació de 
persones a partir d’imatges preses per una càmera de vigilància. 
 
En aquest PFC s’ha estudiat el comportament de sistemes que redueixen la 
dimensionalitat del problema a partir de caracteritzar les imatges en un espai 
dimensional més petit (espai facial) com poden ser el PCA, el LDA, el LFA, el 
2DPCA, el 2DLDA i el P2CA. Per això s’han implementat alguns d’aquests 
algoritmes i s’ha utilitzat una BBDD d’imatges de la UPC per a fer les proves. 
Aquestes imatges presenten variacions en l’expressió facial, oclusions, 
diferents il·luminacions i rotacions en profunditat per tal de veure la taxa de 
reconeixement sota aquestes condicions, que són els grans problemes que 
han de resoldre aquestes tècniques. 
 
Tot i l’existència d’aquestes tècniques, els sistemes automàtics de 
reconeixement per ordinador estan encara molt lluny de l’efectivitat del cervell 
humà, encara que els resultats extrets són força esperançadors. En definitiva, 
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Face recognition technologies or FRT have been in the last years a very active 
investigation area that involves many different disciplines like image 
processing, neuronal networks, pattern recognition and computer vision. 
Although face recognition is easily done by human beings, is quite difficult to 
be implemented as an automatized way by a computer. 
 
The aim of a face recognition system is usually the following: given an image 
from an ‘unknown’ face (or test image) match it with another image from the 
same face in a set of ‘known’ images (or training images). The most difficult 
part in that kind of processes is to perform it in ‘real time’. These techniques 
have several potential applications, from commercial ones to security 
implementations, as recognition of pictures from ID cards and passports or 
identification from images taken by security cameras. 
 
The behaviour of some algorithms are considered in this project trying to 
characterize these images in a new face space reducing the dimensionality 
problem. For instance the PCA, LDA, LFA, 2DPCA, 2DLDA and P2CA 
algorithms. This is why some of these algorithms have been implemented and 
tested with a images database from UPC staff.  These images have some 
variations in the facial expression, missing parts, diferent lightning and also in 
rotation aimed to know the recognition ratio under these conditions, which are 
the worst problems to solve by that techniques. 
 
Even all these techniques, the face recognition automatized systems are still 
far from the efficiency of the human brain, although the results of these tests 
are really hopefulness. Summarizing, the target of this document has been to 
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La cara és el principal punt d’atenció en les relacions interpersonals, jugant un 
paper molt important a l’hora de poder diferenciar individus i les seves 
emocions. Encara que a dia d’avui no s’ha pogut demostrat que existeixi un 
tipus d’habilitat per deduir la intel·ligència o el caràcter d’una determinada 
persona, la habilitat per reconèixer cares està fora de dubte. Els humans som 
capaços de reconèixer milers de cares que hem vist o conegut al llarg de la 
nostra vida i inclús identificar cares que ens són familiars només amb un cop 
d’ull, encara que hagin passat alguns anys des de l’últim cop que les varem 
veure. Aquesta habilitat és innata, per molt que es donin canvis en els estímuls 
visuals degut a les pròpies condicions visuals (molta/poca llum, etc.), 
d’expressió (emocions), amb el pas dels anys o altres consideracions com el fet 
de dur ulleres, canvis de pentinat o el mateix vell facial. Com a conseqüència, 
el procés visual per reconèixer cares ha fascinat a molts filòsofs i científics al 
llarg de la història, incloent personatges com Aristòtil o Darwin. 
 
Els models computacionals pel reconeixement facial, en particular, són força 
interessants perquè contribueixen, no només a la teoria del coneixement, sinó 
també a les aplicacions pràctiques. Sistemes capaços de reconèixer cares es 
podrien aplicar a una gran varietat de problemes, entre els que destaquen la 
identificació de criminals, la videovigilància, sistemes de seguretat amb control 
d’accés, processat d’imatge i vídeo i la interacció entre persones i ordinadors. 
 
Però, per exemple, perquè es fa necessari un nou sistema de control d’accés si 
ja n’hi ha que existeixen com el reconeixement d’iris i el reconeixement 
dactilar? La resposta és que per qualsevol d’aquests mètodes és necessària la 
complicitat de l’individu (apropar la cara al sistema de reconeixement d’iris, o 
posar el dit sobre el lector de l’empremta digital); mentre que el reconeixement 
facial permet abolir la interacció de l’individu. Una càmera de vídeo pot captar 
les imatges facials sense la necessitat de que la persona hagi de actuar de cap 
manera. Això fa el sistema més còmode per a persona que l’utilitza. 
 
D’altra banda, és fàcil entendre com en un sistema de identificació de 
presumptes criminals, per exemple, no existirà en cap cas l’ajuda de la persona 
a identificar. Aquestes dues raons, principalment, són les motivacions per a la 
implementació d’un sistema de reconeixement en el que no sigui necessària la 
col·laboració de l’individu a reconèixer. 
 
Desafortunadament, el fet de desenvolupar un model computacional per al 
reconeixement facial és força complicat, degut a que les cares són complexes i 
multidimensionals. 
 
Segons [1], un sistema de reconeixement facial ha de consistir en un conjunt de 






Fig. 0.1. Diagrama de blocs general per a qualsevol sistema de reconeixement facial. 
 
Tot i que l’esquema complet és aquest, en aquest document s’aprofundeix més 
en l’estudi de diferents sistemes de reconeixement facial. També es farà 
menció d’altres blocs del diagrama, però s’interpretarà que aquests altres blocs 
funcionen de manera automàtica dins el sistema. 
 
Aquest PFC s’ha basat en estudiar el comportament de les següents tècniques 
que s’utilitzen per al reconeixement facial: Principal Component Analysis (PCA), 
Linear Discriminant Analysis (LDA) i Partial Principal Component Analysis 
(P2CA). Ens centrarem en veure el comportament d’aquests algoritmes sobre 
una base de dades interna de la UPC que conté imatges que presenten 
diferents expressions facials, variacions en la il·luminació i rotacions de la 
posició de la cara. Amb aquesta finalitat s’han implementat els dos primers 
mètodes en llenguatge MatLAB i el tercer d’ells en Visual Studio 2003. 
 
En el primer capítol es descriu la base teòrica dels sistemes de reconeixement 
facial que s’han utilitzat en aquest projecte 
 
En el capítol 2 s’explica quin és el procediment previ al sistema de 
reconeixement: acondicionament i normalització de la imatge (Fig. 0.1). En 
definitiva, s’explica com ha estat creada la base de dades de la UPC. 
 
En el capítol 3 es defineixen els escenaris de les simulacions; és a dir, com han 
estat implementats els algoritmes, quins són els paràmetres d’entrada dels 
algoritmes implementats i de quin tipus d’imatges estava composta la base de 
dades particular per a cada tipus de prova. 
 
En el capítol 4 es detallen les proves realitzades i s’exposen els resultats 
obtinguts comentats amb les gràfiques corresponents. 
 
Finalment, en el capítol 5 es poden trobar la valoració dels objectius, les 
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CAPÍTOL 1. APROXIMACIONS ESTADÍSTIQUES PER AL 
RECONEIXEMENT FACIAL 
 
1.1. Introducció  
 
Existeixen molts tipus de mètodes per resoldre el problema que presenta el 
reconeixement facial. Segons [2], aquests mètodes es poden agrupar en tres 
grans grups: feature-based methods, que es basen en algunes característiques 
facials determinades; holistic template matching based systems, que ho fan 
segons tota la imatge facial; i, per últim, geometrical local feature based 
schemes, que es tracta de mètodes híbrids dels dos grups anteriors. 
 
Com es podrà veure al llarg de tot el document, la majoria dels mètodes 
explicats a continuació són híbrids, ja que tant es poden aplicar a la totalitat de 
la imatge, com també es poden enfocar sobre parts concretes de la imatge. 
 
Aquests tipus de mètodes utilitzen paràmetres estadístics per representar o 
crear un model o espai facial específic que es pot utilitzar durant la fase de 
reconeixement. Normalment, algunes imatges facials s’utilitzen com a 
informació d’entrenament per tal de crear l’espai facial on les imatges de test 
són mapejades i classificades. 
 
1.2. Mètodes basats en correlació  
 
Conceptualment, l’esquema de classificació més simple és el que utilitza 
models de comparació per la tasca de reconeixement (matching template). En 
aquest mètode la imatge es representa com un vector de dues dimensions que 
conté valors d’intensitat (IT) i es compara amb un únic patró (T) que representa 
tota la cara. Existeixen moltes maneres de portar a terme aquest mètode. La 
alternativa trivial és la de calcular directament la distància Euclidiana entre la 
imatge i la plantilla. De totes formes, aquesta estratègia és extremadament 
sensible als canvis de tamany, rotació, intensitat, etc. i es fa necessari l’ús 
d’altres sistemes per pre-processar les imatges. Generalment, les imatges es 
normalitzen per tal d’aconseguir que la seva mitjana sigui zero i la variància 
unitària. 
 
El greu problema que presenta aquest mètode és que ha de comparar moltes 
característiques (en aquest mètode cada píxel és una característica). Si a 
aquest fet s’afegeix que la BBDD amb la que es treballa és de N persones, amb 
M imatges per persona, aquest mètode no es podrà implementar en temps real. 
Per aquest motiu no s’han fet proves amb aquest algoritme i s’han de buscar 
mètodes alternatius que siguin capaços de decorrelar les característiques entre 
sí per tal d’aconseguir reduir l’espai facial a un nombre menor de coeficients 
(que en aquest cas ja no seran els píxels de la imatge) que tinguin un alt poder 
discriminatori entre persones.  
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1.3. Principal Component Analysis (PCA) o ampliació del 
mètode de Karhunen-Loeve [3], [4] 
 
Entre les millors aproximacions per dur a terme el reconeixement facial està el 
Principal Component Analysis (PCA), que ha estat objecte d’estudi i es 
considera una de les tècniques que proporciona un millor rendiment. La idea 
principal del PCA és obtenir un conjunt de vectors ortogonals (eigenvectors) 
que, d’una forma òptima, representen la distribució de la informació en 
comparació amb la desviació del error quadràtic mig (m.s.e.). En bona part 
d’aquest document es referenciaran els eigenvectors com a eigenfaces, ja que 
si els eigenvectors es representen com una imatge, aquesta recorda la forma 
d’una cara, tal i com es veurà a continuació. 
 
En qualsevol mètode basat en eigenfaces, el PCA es realitza a partir d’un 
conjunt de diferents imatges facials similar a les imatges desconegudes que 
han de ser reconegudes. 
 
La idea bàsica d’aquest algoritme és aconseguir reconèixer una imatge facial 
comparant-la amb les característiques obtingudes a partir d’algunes cares que 
es coneixen prèviament. Es tractarà el problema de reconeixement facial com 
si fos un problema de reconeixement en dues dimensions, sense la necessitat 
de recuperar la geometria en tres dimensions de qualsevol objecte. D’aquesta 
forma s’aprofita l’avantatge de que, en principi, les cares es troben en posició 
vertical en una imatge i, així, es poden arribar a descriure com un petit conjunt 
de característiques en dues dimensions. El sistema funciona projectant les 
imatges facials sobre un espai de faccions que engloba les variacions 
significatives entre les imatges facials conegudes. Les faccions significatives 
s’anomenen eigenfaces, ja que son els eigenvectors (components principals) 
del conjunt de cares. D’altra banda no és necessari que aquestes eigenfaces 
siguin faccions com els ulls, les orelles o el nas. La projecció caracteritza la 
imatge facial d’un individu com la suma dels diferents pesos de totes les 
faccions (eigenfaces) i, de la mateixa manera, per reconèixer una imatge facial 
en particular només es necessita comparar aquests pesos amb aquells dels 
individus coneguts prèviament. Alguna de les particularitats d’aquest algoritme 
és que proporciona la habilitat “d’aprendre” una sèrie de cares i després 
reconèixer noves cares sense haver-ho de supervisar, i és fàcil d’implementar. 
 
En la representació de les eigenfaces, cada imatge d’entrenament es considera 
com un vector x  que conté els valors de tots els píxels en la gama de grisos 
(per exemple, les imatges d’entrenament es reordenen fent servir “row 
ordering”). Utilitzant aquests vectors, es pot obtenir una bona representació de 
les cares. Si suposem que disposem de N vectors d’entrenament facials 
Nxxx

,...,, 21  que són la realització del procés estocástic X

, la cara mitjana es pot 








1µ  (1.1) 
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i es pot demostrar que els vectors ortogonals que òptimament representen la 
distribució de les imatges facials d’entrenament respecte el m.s.e. vénen 













, es referencien com eigenfaces ja que semblen cares. Una 
característica clau de les eigenfaces és que formen una base ortonormal, així 
que és força simple calcular les components de qualsevol imatge en l’espai de 
les eigenfaces. 
 
La Fig 1.1 mostra les primeres 32 eigenfaces d’un conjunt d’imatges que 
pertanyen a la base de dades de la UPC, on la primera imatge és la imatge 
mitjana de totes elles. Les eigenfaces estan ordenades segons el seu 





Fig. 1.1. Eigenfaces d’un conjunt d’imatges de la base de dades de la UPC. 
 
 
S’ha de remarcar que qualsevol imatge d’entrenament es pot obtenir, sense 










 µ     on ii exx

⋅=ˆ . (1.3) 
 
Les eigenfaces també es poden utilitzar per representar les imatges de test per 
ser identificades. Això s’aconsegueix al projectar les imatges de test sobre les 
eigenfaces. La primera eigenface és la que conté la major part de la informació, 
en el que a l’error quadràtic mig es refereix, així que es pot expresar, 
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aproximadament, el vector d’una imatge de test y  en l’espai d’eigenvectors en 










 µ     on ii eyy

⋅=ˆ . (1.4) 
 
Qualsevol imatge d’entrenament que s’ha utilitzat per generar aquestes 
eigenfaces pot ser perfectament reconstruida. Una imatge de test, que no es 
troba inclosa a la base de dades, pot ser reconstruida introduint un cert error 
utilitzant les eigenfaces. La Fig 1.2 mostra la representació d’una imatge a 





Fig. 1.2. Exemple d’una imatge facial reconstruïda a partir d’eigenfaces. 
 
El reconeixement es realitza a partir del principi de màxima probabilitat 
(maximum likelihood) gràcies al càlcul de distàncies. La imatge d’entrenament 









=  (1.5) 
 
on N és el nombre d’imatges d’entrenament. 
 
D’aquesta manera, la imatge de test correspon amb la imatge d’entrenament, la 
representació de la qual és la més similar. Es pot utilitzar el cálcul de distàncies 
que es cregui oportú, encara que la que s’utilitza normalment es la distància 
Euclídea [6] i la que també s’ha utilitzat en aquest document. El concepte 
d’eigenface es pot extendre a qualsevol eigenfeature (boca, nas, ulls, etc.). Les 
mitjes eigenfaces, anomenades eigensides, s’han provat com a eina útil per al 
reconeixement facial quan part de la cara es troba distorsionada o no està 
disponible. 
 
Un dels princiapls problemes que planteja el PCA quan s’utilitza per aplicacions 
de reconeixement facial és l’enorme tamany de la matriu de covariança. Com a 
exemple, per imatges d’entrenament de 122x100 la matriu de covariança 
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assoleix una mida de (122x100)2 que es converteix en força impracticable. 
Aquest problema es pot solucionar disminuint l’espai facial en un de més petit. 
 
1.4. Linear Discriminant Analysis (LDA) 
 
L’esquema LDA permet utilitzar la informació entre membres de la mateixa 
classe per desenvolupar un conjunt de vectors de característiques on les 
variacions de les diferents cares s’emfatitzen mentre que els canvis deguts a 
les condicions d’iluminació, expressió facial i orientació de la cara no ho fan. 
Explicat d’una altra manera: el PCA no té en compte la informació de quines 
imatges pertanyen a un mateix individu, mentre que el LDA si que ho fa. Per 
aquest motiu el inconvenient del PCA sobre el LDA és que maximitza la 
variància de totes les mostres sense tenir en compte la classe a la que 
pertanyen. Per la seva part, el LDA intenta maximitzar la variància de les 
mostres entre classes; i al mateix temps minimitzar la variància entre mostres 
de la mateixa classe. 
 
Formalment això s’aconsegueix construint dos matrius de dispersió (scatter 
matrix) a partir de les imatges d’entrenament; en una de les quals es 
representa la dispersió entre les diferents classes (diferents individus), i a l’altra 
es representa la dispersió entre membres de la mateixa classe (imatges del 
mateix individu). Les matrius es defineixen com [7]: 
 
 ( ) ( )Ti
c
i




















)()( µµ  (1.7) 
 
on s’assumeix que les c classes es donen amb una probabilitat a priori Pi. El 
nombre de imatges per classe és Ni. Les imatges en el conjunt d’entrenament 
es representen mitjançant vectors de n dimensions on xj(i) denota la j-íssima 
imatge que pertany a la classe i. El vector mitjana d’una mateixa classe es 











)(1µ  (1.8) 
 



















1µ  (1.9) 
 
La matriu de dispersió entre classes SB recull la dispersió dels vectors mitjana 
de cada classe respecte el vector mitjana total. El factor Pi en aquesta matriu 
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representa la probabilitat de cada classe, i generalment s’estima com el 
quocient entre Ni i el nombre total d’imatges en el conjunt d’entrenament. 
D’altra banda, la matriu de dispersió entre membres de la mateixa classe SW 
representa la dispersió dels elements d’una mateixa classe respecte el vector 
mitjana d’aquella mateixa classe. Aquesta matriu és la suma de les diferents 
probabilitats ponderades de la matriu de covariància entre membres de la 
mateixa classe. Per tant, SW calcula, d’alguna manera, el soroll de cada imatge 
d’entrenament respecte el vector mitjana de la seva classe. 
 
El mètode LDA proposa projectar les imatges sobre un conjunt de k vectors 



















Vopt maxarg  (1.10) 
 
on Vopt representa una matriu amb k vectors-columna ortogonals amb n 
components cadascun. 
 
Un cop es determina la matriu Vopt, la informació es projecta sobre un subespai 
reduït de dimensió k a partir de: 
 
 xVy Topt=  (1.11) 
 
essent x el vector de dimensió n que representa la informació (píxels de la 
imatge en forma de vector). 
 
Clarament, el criteri d’optimització anterior implica que Vopt maximitza la 
distància projectada entre els vectors que pertanyen a les diferents classes 
però també intenta recopilar les imatges projectades que pertanyen a la 
mateixa classe de manera conjunta. Aquest mètode utilitza la informació de la 
matriu de distorsió de imatges de la mateixa classe per optimitzar l’agrupació 
de la informació després de la projecció. D’altra banda, quan es construeix la 
matriu de covariància en el mètode PCA, no s’introdueix cap tipus d’informació 
sobre l’existència de diferents classes. 
 
La diferencia entre els mètodes PCA i LDA es representa a la Fig. 1.3, en un 
exemple de dimensions reduïdes. Aquí, els vectors que han de ser projectats 
són de dues dimensions i la solució passa per reduir la dimensionalitat a un 
valor escalar. El mètode PCA troba el vector de projecció òptim en la direcció 
de màxima energia de la informació mentre que el sistema LDA optimitza el 
vector de projecció per obtenir la discriminació màxima. Es veu clarament com 
la informació es troba ben agrupada en aquesta última aproximació. 
 
Sempre i quan la matriu de distorsió de imatges de la mateixa classe sigui no 
singular es pot reduir el problema anterior segons la següent equació 
generalitzada: 
 
 kivSvS iWiiB ,...,2,1, ==⋅ λ  (1.12) 
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Fig. 1.3. Exemple de dimensions reduïdes que compara les projeccions utilitzades en el PCA i 
el LDA. 
 
No obstant, per al problema de reconeixement facial, l’equació anterior no és 
viable, ja que la matriu SW sempre és no singular. Això és degut a la seva 
construcció, el rang és com a molt N-c i, en general, el nombre de imatges en el 
conjunt d’entrenament (N) és bastant més petit que el nombre de píxels de les 
imatges (n). 
 
Per tal de solucionar aquest problema s’han proposat diferents alternatives. 
L’exemple més clar és el que proposa [7] amb el que es coneix amb el nom de 
FisherFaces, en honor a Robert Fisher [8], [9], qui va desenvolupar la tècnica 
de Discriminació Lineal per al reconeixement de patrons. El nom de Fisher 
Linear Discriminant (FLD) s’usa també per al procediment descrit anteriorment i 
és equivalent al LDA. 
 
La tècnica de les FisherFaces es basa en reduir la dimensionalitat dels vectors 
que contenen la informació mitjançant l’algoritme del PCA abans d’aplicar el 
mètode FLD. Després de projectar el conjunt d’imatges sobre un subespai de 
dimensions més petites la matriu resultant SW és no singular i se li pot aplicar el 
mètode de classificació Fisher. 
 
Això s’aconsegueix utilitzant l’algoritme PCA per reduir la dimensió de l’espai 
de característiques a N-c i després aplicant el standard FLD per reduir la 
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En el mètode original [7] la optimització per Vpca es calcula a partir de matrius 
amb columnes ortonormals de nx(N-c), mentre que la optimització per Vfld 
s’aconsegueix, també, mitjançant matrius amb columnes ortonormals de (N-
c)xm. En resum, a l’hora de calcular Vpca, només es descarten les c-1 
components principals més petites. 
 
Els resultats obtinguts amb el mètode de les Fisherfaces són força millors que 
els que es poden obtenir amb la PCA, especialment quan existeixen diverses 
condicions d’iluminació en el conjunt d’imatges d’entrenament i de test. Els 
experiments que es troben a [7] utilitzen un conjunt d’entrenament que inclouen 
varies imatges de cada individu il·luminades des de diferents angles. L’anàlisi 
FLD permet retenir l’estructura de la cara sota aquestes condicions variables, 
mentre que no succeeix amb el PCA. Això es pot explicar ja que les diferents 
il·luminacions es poden modelar utilitzant les superfícies de Lambert. En aquest 
cas, els canvis que es produeixen en les diferents imatges d’una mateixa cara 
es troben en un subespai lineal de tres dimensions i per això, la reducció de la 
dimensionalitat a partir de la projecció FLD, pot extreure l’estructura intrínseca 
de la cara independentment dels diferents canvis d’iluminació. El PCA no pot 
retenir aquesta estructura si no es té en compte la informació de classes per a 
cada imatge d’entrenament. Per tant, el PCA és molt sensible a diferencies en 
les condicions d’iluminació si la intensitat de les imatges d’un mateix individu 
són molt diferents. S’ha argumentat que les condicions d’iluminació afecten als 
primers eigenvectors de la projecció de el PCA i s’han obtingut millors resultats 
si es descarten els tres o quatre primers vectors. Tot i que això s’ha portat a la 
pràctica, els resultats obtinguts d’aquesta forma disten bastant dels obtinguts 
amb el mètode FLD.  
 
Un altre experiment interessant amb el FLD es basa en entrenar l’espai de 
projeccions a partir d’un conjunt que conté variacions en l’expressió facial, els 
canvis d’iluminació, el fet de portar o no ulleres, etc. En aquest cas, el FLD 
presenta millors resultats que el PCA que no conté la informació de classes per 
calcular el subespai de projecció òptim. L’estructura dels vectors de projecció, 
les Fisherfaces en aquest cas, reté la importància de les diferents regions 
facials per aconseguir la classificació final. Quan s’entrena el sistema amb un 
conjunt d’imatges d’individus amb diferents expressions facials, les Fisherfaces 
que s’utilitzen donen menys importància als píxels situats a prop de la boca, 
que és la zona més variable als canvis d’expressió. El sistema dóna més pes 
als ulls, al nas i a les galtes ja que son zones més invariables en les diferents 
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Els mètodes presentats anteriorment són alguns dels més utilitzats en 
Reconeixement Facial en 2D, però presenten un gran inconvenient: si el 
sistema s’entrena amb imatges frontals, en la fase de reconeixement també 
s’hauran d’utilitzar imatges frontals, ja que aquests algoritmes són molt 
sensibles a petits canvis de pose. 
 
Existeix una nova tendència: utilitzar mètodes que treballen amb imatges en 3D 
tant al entrenament com durant el reconeixement i que presenten un millor 
resultat en situacions de variacions en la pose [10], [11]. Tot i això, aquests 
sistemes presenten un gran inconvenient; i és que és molt difícil obtenir 
imatges en 3D en la fase de reconeixement. Els elements 3D necessaris per 
obtenir tals imatges han d’estar molt ben calibrats i sincronitzats per adquirir la 
informació i això és pràcticament inviable en la fase de reconeixement. 
 
És per aquest motiu que s’ha pensat en utilitzar mètodes mixtes com l’algoritme 
que es presenta a continuació, que es basa en una extensió del clàssic PCA 
(punt 1.3) i rep el nom de Partial PCA o P2CA. 
 
A diferència del PCA, el P2CA és un algoritme que utilitza imatges en tres 
dimensions en la seva fase d’entrenament, però que a la vegada pot processar 
imatges en dos o tres dimensions en la seva fase de reconeixement [12]. 
Aquest algoritme té com a principal objectiu oferir millors resultats que el clàssic 
PCA en variacions de pose, ja que el procés d’entrenament en tres dimensions 
reté tota la informació espacial de la cara. 
 
Com s’ha descrit en els apartats anteriors, moltes de les tècniques de 
reconeixement facial no són fiables en els següents casos: canvis d’il·luminació 
i canvis de pose. Qualsevol d’aquests problemes provoca una degradació 
considerable en l’execució del sistema de reconeixement facial. Els canvis de 
pose canvien dràsticament l’aparença d’una mateixa cara i, en molts casos, 
aquestes diferencies són majors que les diferencies entre individus. Aquesta 
afirmació també es manté en el cas de canvis d’il·luminació. 
 
Aquesta tècnica intenta reconstruir models facials en 3D a partir de múltiples 
imatges de la mateixa persona adquirides mitjançant un sistema multi-càmera 
[8] o, directament, a partir d’aparells 3D, com poden ser làsers o escàners 3D. 
L’avantatge d’utilitzar dades en tres dimensions és que, a part de la textura, la 
informació sobre la profunditat també es troba disponible, fent el sistema més 
robust envers els ja citats canvis en il·luminació i pose. 
 
L’únic inconvenient d’aquest mètode és l’adquisició de les dades en 3D en la 
fase de reconeixement. La precisió dels algoritmes de reconstrucció en 3D té 
una relació proporcional a l’adquisició dels seus paràmetres. Tant és així, que 
es requereix un escenari on tots els seus components estiguin ben calibrats i 
sincronitzats, a més de la cooperació de la persona a reconèixer. Aquests dos 
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requeriments s’aconsegueixen fàcilment en la fase d’entrenament, quan es vol 
construir la base de dades, però no tant en la fase de reconeixement. Aquest 
tipus d’escenaris no acostumen a ésser tan controlats, i és per això que només 
es disposa d’una imatge de l’individu en dues dimensions per realitzar el 
reconeixement. 
 
La recerca es focalitza en desenvolupar un algoritme flexible que permeti 
utilitzar imatges en 3D per crear la base de dades, i que a la vegada permeti 
processar les imatges en la fase de reconeixement a partir de dades en dos o 
tres dimensions. Aquest concepte de comparar imatges 2D i 3D es pot realitzar 
utilitzant informació parcial i projectant-la en tot l’espai. 
 
1.5.2. Fonaments del P2CA 
 
L’objectiu de P2CA és implementar un mètode mixte 2D – 3D, on imatges en 
2D (imatges normals) o 3D (imatges de 180º en coordinades cilíndriques) 
poden ser utilitzades en la fase de reconeixement. En qualsevol dels dos 
casos, aquest mètode precisa d’una representació cilíndrica de la cara en 3D 
en la seva fase d’entrenament. 
 
El primer pas en el sistema de reconeixement facial és caracteritzar cada 
identitat de la base de dades amb un conjunt de característiques òptimes, que 
hauria de ser el més petit possible. P2CA redueix la dimensió de les imatges a 
través de projeccions sobre un conjunt de M vectors òptims vk (espai facial), 
que a la vegada són els eigenvectors de la matriu de Covariància del conjunt 
d’imatges d’entrenament. Un cop l’espai facial s’ha creat durant la fase 
d’entrenament, cada individu ith es pot representar com el resultat de projectar 








==  (1.16) 
 
on AiT és la matriu transposada de la imatge d’entrenament en 3D que 
representa l’individu i vk són els M vectors òptims de projecció que maximitzen 
l’energia dels vectors projectats rki, calculada la mitja per tota la base de dades 
(pesos o coeficients utilitzats pel reconeixement). Cada vector rki té W 
components on W és la dimensió de les imatges d’entrenament en 3D (Ai) en la 
direcció horitzontal (vertical quan es transposa). Aquests vectors són les 
característiques extretes (pesos a la Fig 1.4) que s’emmagatzemen al sistema 
durant la fase d’entrenament i s’utilitzen posteriorment en la fase de 
reconeixement. Resumint, cada identitat de la base de dades es representa per 
una matriu de característiques WxM. La principal diferencia envers el PCA 
convencional és que tota la imatge es representa com una matriu en 2D en lloc 
de fer-ho com un vector que representa la imatge. El procés complet s’il·lustra a 
la Fig 1.4. 
 
 




Fig. 1.4. Diagrama de blocs general del P2CA. 
 
1.5.3. Reconeixement facial utilitzant P2CA 
 
Podem trobar-nos amb dos possibles casos depenent de la naturalesa de la 
imatge de test. Si disposem d’una imatge completa en 3D, la fase de 
reconeixement és força obvia (el mateix procés que en el cas de PCA 
convencional). De fet, només s’ha de convertir les dades 3D a coordinades 
cilíndriques i calcular els M vectors resultant rk. La millor combinació serà la que 
correspon a l’individu i que minimitza la distància Euclidiana. El principal 
avantatge d’aquest esquema de representació és que també es pot utilitzar 
quan només es disposa d’informació parcial de l’individu. Considerem la 
segona situació, on es suposa que només disposem d’informació 2D sobre 
l’individu. En aquest cas, els M vectors que representen la imatge 2D tenen una 
dimensió reduïda p. No obstant, se suposa que aquestes p components 
estaran altament correlades amb alguna secció de p components dels vectors 
rk
i
 calculats durant la fase d’entrenament. Es per això que la mesura proposada 
a continuació es pot utilitzar per identificar la informació parcial de que 
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1.5.4. Estimador de pose del P2CA 
 
Com que l’algoritme actual utilitza imatges en 3D per la fase d’entrenament, 
també es possible afegir un mòdul per tal d’estimar la pose de la cara 
mitjançant l’índex j que minimitza l’Eq. 1.17, com s’il·lustra a la Fig. 1.5. 
L’exemple mostra com l’índex j (la distància Euclidiana mínima entre les 
característiques extretes de la imatge de test i les que corresponen a la imatge 
de referència) es localitza en diferents rangs quan les imatges utilitzades són 
frontals o de perfil. Seguint aquest procediment, l’índex j està quantitzat en 9 
rangs diferents que estan relacionats amb 9 possibles angles (0º, ±30º, ±45º, 
±60º, i ±90º). La imatge de referència utilitzada per l’estimació de pose hauria 
de ser aquella que presenti el mínim error després de realitzar el 
reconeixement. Aquest procediment presenta dos desavantatges principals: el 
primer, si la identitat reconeguda (imatge d’entrenament amb el mínim error) fos 
errònia, aleshores podrien existir errors en l’estimació de la pose; i segon i més 
important, com que l’objectiu del mòdul és millorar la taxa de reconeixement 
amb la informació de pose, l’estimació de la pose hauria de presentar el menor 
cost computacional possible. En el cas d’utilitzar la imatge d’entrenament amb 
el menor error possible, aleshores, el procés de reconeixement s’hauria de 
realitzar dos cops. És per aquesta raó que el mòdul d’estimació de pose utilitza 
la imatge mitja de tots els individus com a imatge de referència (Fig. 1.5). Per 
algunes probes realitzades en estudis previs es demostra com amb la base de 
dades de la UPC s’aconsegueix una estimació de pose de fins a un 92,96% 





Fig. 1.5. Correlació de les imatges de test sobre la imatge de referència per estimar la pose. 
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A continuació es presenta el bloc final de preprocessat que s’utilitza per estimar 
la pose de les imatges de test. El procediment aprofita el fet d’estimar la pose 
de la imatge per millorar els resultats finals del reconeixement facial. La idea 
principal s’il·lustra a la Fig. 1.6 quan normalitzant les imatges de test en 2D es 
comprova com hi ha parts de la imatge que estan poc correlades amb la imatge 
d’entrenament en 3D (parts fora de les línees). Si aquestes parts s’eliminen, el 
reconeixement pot ser millor que si utilitza la totalitat de la imatge. Tenint en 
compte aquesta consideració, és possible reduir els errors de reconeixement si 
la pose s’estima en una primera etapa de preprocessat i, com s’indica a la Fig. 





Fig. 1.6. Parts útils de les imatges de test. 
 
Durant la fase d’entrenament, el P2CA realitza el procés de creació del espai 
facial per extreure les característiques rellevants (pesos) de cada identitat de la 
base de dades. En aquesta etapa, la imatge mitja en 3D es calcula i es guarda 
com a imatge de referència del bloc d’estimació de pose. 
 
Després de l’etapa d’entrenament, la imatge de test es projecta sobre l’espai 
facial mitjançant la tècnica del P2CA. Les característiques de la imatge de test 
són correlades (Eq. 1.17) amb les característiques de la imatge de referència 
per tal d’estimar la pose, tal i com mostra la Fig. 1.5. Un cop la pose està 
estimada, el resultat s’utilitza per determinar, mitjançant una look-up table, 
quina part de la cara (només en amplada) és la més apropiada per l’etapa de 
reconeixement. Aquesta look-up table s’ha creat empíricament optimitzant els 
resultats de 5 identitats de la base de dades de la UPC per a cada pose 
independentment. La Taula 1.1 mostra la informació parcial necessària que 
optimitza el reconeixement per a cada tipus de pose.  
 
 
Taula 1.1. Part més apropiada de la imatge segons l’angle de pose (només per a imatges de la 
BBDD de la UPC). 
 
Angle de 
Pose -90º -60º -45º -30º 0º +30º +45º +60º +90º 
INFO 
Parcial 0 – 50 10 – 40 0 – 60 0 – 70 20 – 60 40 – 90 20 – 90 30 – 90 40 - 100 
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Finalment, el P2CA es realitza mitjançant la imatge de test truncada (imatge 





Fig. 1.7. Nou esquema de l’etapa de reconeixement usant el bloc d’estimació de Pose com 
etapa de preprocessat. 
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Abans de l’aplicació de qualsevol algoritme per realitzar el reconeixement 
facial, existeix un pas previ molt important; es tracta de l’acondicionament o 
normalització de les imatges (veure diagrama de blocs de la introducció). 
 
Aquests passos haurien de ser automàtics en un sistema real, però com en el 
present document l’objectiu és valorar els diferents mètodes de reconeixement 
que existeixen, es pressuposa que aquests blocs funcionarien de forma 
correcta i automàtica. 
 
Es fàcil entendre que per poder comparar dues imatges, sigui quin sigui el 
mètode utilitzat, aquestes han de complir una sèrie de requisits. Aquests 
podrien ser que les imatges estiguin en la mateixa gama de color o que tinguin 
les mateixes dimensions; la complexitat del programa augmentaria si 
volguéssim comparar imatges en color amb imatges en blanc i negre, o imatges 
de 50x50 píxels amb imatges de 1024x1024, per posar uns exemples. 
 
Aquest capítol tracta d’explicar quines són les manipulacions que reben les 
imatges entre que són preses amb una càmera digital i estan llestes per formar 






Les fotografies originals, que després de les diverses manipulacions han passat 
a formar part de la base de dades de la UPC, tenen unes dimensions de 





Fig.2.1. Imatge presa amb una càmera digital. 
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Tal i com es pot comprovar a la figura anterior, el color de fons no presenta un 
comportament uniforme. Es per això que s’ha d’acondicionar el fons de les 
imatges, ja que aquesta informació és irrellevant a l’hora de realitzar el 
reconeixement facial i si no es tingués en compte podria introduir un cert error. 
 
Amb l’ajut d’un programa de tractament d’imatges, com és el Adobe Photoshop, 
s’ha aconseguit perfilar els individus de les imatges i introduir un fons 




Fig.2.2. Imatge original manipulada amb el fons negre. 
 
Un cop en aquest punt les imatges ja estan acondicionades, és a dir, la única 
diferencia entre elles és el individu en sí, que és precisament el que es vol 
comparar. 
 
Però això encara no és suficient ja que aquestes imatges s’han de normalitzar, 




Les imatges s’han de normalitzar, ja que la única informació que interessa és la 
de la cara i en les imatges anteriors també es mostra la part superior del tors 
dels individus. 
 
Tot i això, la normalització no tracta només de reduir la dimensionalitat de les 
imatges, si no que també requereix que es defineixi alguna regla per tal de 
realitzar-la. 
 
Existeixen diferents regles que es poden utilitzar per normalitzar imatges 
facials, com són: 
 
• La distància entre les pupil·les. 
• La posició del nas. 
• La distància entre les comissures dels llavis. 
 
En aquest cas s’ha optat per realitzar la normalització a partir de la distància 
entre les pupil·les. En concret, s’ha decidit que per realitzar la normalització la 
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distància entre elles serà de 40 píxels. Això significa que per a totes les imatges 
de la base de dades hi hauran 40 píxels entre l’ull dret i l’ull esquerra. 
 
No només això, sinó que també es defineix que el tamany de les imatges serà 
de 120x100 píxels i aquestes seran en gama de grisos, reduint d’aquesta 
manera la dimensionalitat de les imatges i la càrrega computacional dels 
procediments posteriors. 
 
Un cop definides les característiques que ha de complir la normalització només 
ens falta conèixer una última cosa: la posició de les pupil·les de les imatges que 
volem normalitzar. 
 
Per obtenir aquests punts s’utilitza un programa en llenguatge MatLAB 
anomenat FeatureMarker.m (Annexe 1). Gràcies a aquest codi l’usuari marca 
manualment la situació de les pupil·les, mitjançant un entorn visual, i el 
programa retorna la posició d’aquestes a la imatge en un fitxer de text. 
 
Aquest codi només s’utilitza per les imatges frontals, ja que són les úniques on 
la distància entre les pupil·les és la real. La distància entre les pupil·les a la 
imatges laterals és la projecció de la distància real segons l’angle en que s’hagi 
pres la fotografia. Aquest càlcul s’aprofitarà per a normalitzar les imatges 
laterals, tal i com es veurà més endavant. 
 
La normalització en sí la obtenim gràcies al fitxer NormLateral.m (Annexe 1) 
que també s’usa en entorn MatLAB.  
 
El codi normalitza de diferent forma les imatges frontals y les imatges laterals. 
En el primer cas, la normalització es realitza únicament amb el fitxer de text 
creat amb el script que s’ha vist anteriorment. Per a les imatges laterals, el codi 
executa un entorn visual on l’usuari ha de marcar en la imatge la situació de la 
pupil·la que es troba més propera a l’objectiu de la càmera. Mitjançant càlculs 
matemàtics a partir de aquest valor i dels valors del fitxer de text es realitza la 
normalització. 
 
Al final d’aquest procés aconseguim imatges en blanc i negre de120x100 
píxels, on la cara de l’individu es troba ocupant la major part, tant siguin 
imatges frontals com laterals. La Fig. 2.3 ens en mostra uns exemples: 
 




Fig. 2.3. Exemples de normalització d’imatges frontals i laterals. 
 
 
Variant una mica aquest últim codi, mitjançant filtres de llum, es poden 
aconseguir també les imatges en components R (vermell), en components G 
(verd) i les simètriques respectives de totes elles, que més endavant 
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CAPÍTOL 3. ESCENARIS DE LES SIMULACIONS 
 
En aquest apartat es descriuen principalment com han estat implementats els 
algoritmes descrits en el capítol 1. També es farà menció dels paràmetres que 
utilitzem per caracteritzar les simulacions per tal de veure si afecten en gran 
mesura a la taxa de reconeixement. La finalitat no és cap altra que saber quin 
és l’algoritme que presenta més avantatges sobre una sèrie de bases de dades 
amb característiques diferents i, sobretot, quin d’ells és més robust envers 




Degut a la senzillesa d’aquest algoritme s’ha decidit implementar-lo sobre 
MatLAB. La principal raó d’aquesta decisió és que aquest llenguatge simplifica 
molt la complexitat de la programació en sí. S’han realitzat dues funcions: la 
primera realitza la fase d’entrenament (PCATraining.m) i la segona realitza el 
reconeixement (PCARecognition.m), veure Annexe 1. 
 
3.1.1. Paràmetres utilitzats 
 
Només s’han tingut en compte tres paràmetres per realitzar la caracterització: 
 
- High eigenfaces descartades: eigenfaces amb eigenvalues més grans 
que no s’han utilitzat per realitzar el reconeixement (fins a quatre). 
- Low eigenfaces descartades: eigenfaces amb eigenvalues més petits 
que no s’han utilitzat pel reconeixement. 
- Tamany de la imatge: s’han retallat les imatges originals pels 4 costats 
per tal de veure l’efecte en el reconeixement. 
 
3.1.2. Bases de dades utilitzades 
 
Les simulacions realitzades amb aquest algoritme han utilitzat tres bases de 
dades diferents per obtenir els resultats sota tres condicions diferents. 
 
Es fa menció al fet que en molts casos s’han retallat les imatges per veure 
quina és la combinació que dóna la taxa de reconeixement més alta. Com es 
tracta de variar les imatges d’una mateixa base de dades no s’ha tingut en 
compte a l’hora de fer les anteriors explicacions. S’ha interpretat com un altre 
paràmetre a variar enlloc de utilitzar una base de dades diferent. 
 
- Frontals, oclusions i variacions en l’expressió facial 
 
BBDD d’entrenament: aquesta base de dades consta de 20 identitats 
amb tres imatges diferents per a cada identitat, sumant un total de 60 
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imatges d’entrenament. Aquest nombre ens permet obtenir fins a un total 




Fig.3.1. Tres imatges d’un mateix individu de la base de dades d’entrenament. 
 
 
BBDD de test: base de dades que consta de 195 imatges de les 
mateixes 20 identitats anteriors. En aquest cas les imatges presenten 
variacions en la expressió facial, el fet de dur ulleres, i també parts de la 




Fig.3.2. Exemples d’imatges de la base de dades de test. 
 
 
- Variacions en la pose 
 
BBDD d’entrenament: inclou 54 imatges d’entrenament distribuïdes en 
3 imatges per cada una de les 18 identitats que tenim. Totes les imatges 





Fig.3.3. Tres imatges d’un mateix individu de la base de dades d’entrenament. 
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BBDD de test: aquesta base de dades inclou 24 imatges per cada una 
de les 18 identitats, sumant un total de 432 imatges. Les imatges de 
cada individu estan repartides de la següent forma: s’inclouen 8 imatges 
per a 3 il·luminacions diferents. Cada una de les 8 imatges d’una 




Fig.3.4. Vuit imatges d’una il·luminació d’un mateix individu de la base de dades de test. 
 
 
- Variacions en la il·luminació 
 
BBDD d’entrenament: base de dades que conté 44 imatges de 22 
identitats diferents (dues imatges per identitat). En aquest cas les 
imatges utilitzades contenen informació des de -90º fins a +90º obtenint 
mapes de textura. S’ha utilitzat aquesta galeria d’imatges per estalviar 
temps ja que aquestes imatges ja estaven filtrades prèviament. Les dues 
imatges de cada individu són iguals excepte en que la primera d’elles és 
una imatge original i la segona és la mateixa imatge però només en les 
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BBDD de test: conté una imatge per a cada un dels 22 individus. 
Aquestes imatges també son iguals que les anteriors però en aquest cas 








En aquest cas també s’ha optat per implementar el codi en MatLAB 
(ComputeFisherFaces3.m), però en una sola funció que realitza l’entrenament i 
el reconeixement en aquest ordre (Annexe 1). 
 
3.2.1. Paràmetres utilitzats 
 
De la mateixa manera que en el cas del PCA, i per tal de comparar millor els 
dos primers algoritmes estudiats, els paràmetres que s’han fet servir són els 
mateixos que en el cas anterior. Tot i això, i com demostraran els resultats 
posteriorment, s’ha prescindit de calcular la taxa de reconeixement descartant 
les eigenfaces amb eigenvalues més alts. És per això que en aquest cas 
només es conta amb dos paràmetres a variar: 
 
- Low eigenfaces descartades: eigenfaces amb eigenvalues més petits 
que no s’han utilitzat pel reconeixement. 
- Tamany de la imatge: s’han retallat les imatges originals pels 4 costats 
per tal de veure l’efecte en el reconeixement. 
 
 
3.2.2. Bases de dades utilitzades 
 
Com ja s’ha introduït en l’apartat anterior, es pretén comparar els dos primers 
algoritmes de la forma més correcta, per saber quin dóna millor resultat en les 
mateixes condicions. Així doncs, s’utilitzaran les mateixes bases de dades que 
s’han explicat anteriorment (punt 3.1.2) i no es tornaran a exposar les seves 
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3.3. P2CA 
 
L’aplicació per descriure el funcionament del P2CA s’ha implementat sobre 
VC++. Aquest llenguatge ens ha permès utilitzar un entorn visual amb finestres 




3.3.1. Paràmetres d’entrada 
 
Els paràmetres d’entrada necessaris per al funcionament correcte de l’aplicació 
són els que es comenten a continuació i que es poden veure reflectits en la Fig. 
3.7: 
 
1. Training Path: directori que conté les imatges d’entrenament 
normalitzades en tres dimensions com la que s’ha vist a la Fig 3.5 i Fig 
3.6. 
 
2. Test Path: directori que conté les imatges de test normalitzades en dues 
dimensions. També es possible carregar una sola imatge de test com es 
mostra en la Fig. 3.8. Això permet realitzar el reconeixement d’una sola 
imatge en lloc de fer-ho per tot el directori. 
 
3. Config Path: directori on es troben els arxius intermitjos, que són aquells 
que han estat creats durant la fase d’entrenament i són necessaris en la 
fase de test: l’espai facial, les característiques per a cada individu en la 
base de dades, etc. 
 
4. Number of Eigenvectors: aquest paràmetre especifica quants 
eigenvectors s’han de considerar durant el reconeixement. 
 
5. High and Low range of the test face: Aquests paràmetres defineixen 
l’amplada de la imatge de test que es té en compte durant el 
reconeixement. Per exemple (per imatges de 122x100 píxels), si aquests 
paràmetres són 70 i 30 respectivament, només es considerarà la part 
central de la imatge, descartant les columnes de la 1 a la 29 i de la 71 a 
la 100 (parts esquerra i dreta de la imatge). 
 
6. Feedback: La opció de feedback es pot configurar amb valors 0 o 1. 
Aquestes xifres inhabiliten o habiliten la estimació de pose del algoritme 
P2CA respectivament (punt 1.5.4). 
 
7. Top Ranking: Aquest paràmetre es configura des de 1 fins al nombre 
màxim d’identitats a la base de dades i permet veure els resultats 
segons l’error obtingut en ordre creixent. És a dir, si el paràmetre es 
configura a 1 s’obtindrà un únic resultat corresponent a la mínima 
distància Euclidiana; i si es configura a 5 s’obtindran 5 resultats 
corresponents a les 5 menors distàncies Euclidianes. 
 





Fig.3.7. Options Dialog Box de l’algoritme P2CA, on es mostren els seus paràmetres d’entrada. 
 
 
3.3.2. Paràmetres de sortida 
 
Els paràmetres de sortida seran diferents en el cas que es realitzi el 
reconeixement d’una sola imatge o de tot un conjunt d’imatges que es trobin en 
un directori: 
 
1. Una imatge(com es mostra a la Fig. 3.8): 
 
- La ID reconeguda. 
- La estimació de pose per a aquesta imatge de test. 
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2. Conjunt d’imatges: 
 
Si s’especifica un directori de test i s’executa la simulació, el programa 
crearà un arxiu de sortida en format TXT amb l’estructura que mostra 
la Taula 3.1. 
 
 





ESTATISTICS --> WITH FEEDBACK(1) --> TOP RANK=1 --> EIGENFACES=120 
 
File Name   PoseEst   RecogID   MaxCorr 
ID01_001.bmp 0 1 0.989666 
ID01_002.bmp +30 1 0.990477 
ID01_003.bmp +45 1 0.985384 
ID01_004.bmp +60 1 0.990249 




IDXX_YYY.bmp ZZ XX KKKKKKKK 
34  Reconeixement Facial amb Tècniques Mixtes 3D – 2D 
 
3.3.3. Bases de dades utilitzades 
 
Per realitzar les simulacions sota aquest algoritme s’ha utilitzat principalment 
una única base de dades. Aquesta base de dades conté imatges en tres 
dimensions en el seu conjunt d’entrenament i imatges en dues dimensions en 
el seu conjunt de test. 
 
A més, com s’ha explicat anteriorment, s’han obtingut diferents il·luminacions a 
partir de extreure les components en verd i vermell de les imatges originals. 




BBDD d’entrenament: base de dades que conté 120 imatges de 20 identitats 
diferents (sis imatges per identitat). Com acabem de comentar, les imatges 
utilitzades són en tres dimensions. Les sis imatges de cada individu responen a 
la imatge original, la mateixa en components G i en components R i les tres 
imatges simètriques respectives. És important remarcar que es tracta de una 






Fig.3.9. Conjunt d’imatges d’un sol individu de la base de dades d’entrenament. 
 
 
BBDD de test: aquesta base de dades inclou 27 imatges per cada una de les 
20 identitats, sumant un total de 540 imatges. Les imatges de cada individu 
estan repartides de la següent forma: s’inclouen 9 imatges per a 3 
il·luminacions diferents (focus de llum a 0º, +45º i sobre l’individu). Cada una de 
les 9 imatges d’una il·luminació s’ha fet a diferents angles: ±90º, ±60º, ±45º, 
±30º i 0º. 
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Fig.3.10. Nou imatges d’un individu per una mateixa il·luminació en la base de dades de test. 
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CAPÍTOL 4. PROBES EXPERIMENTALS AMB ELS 
ALGORITMES 
 
En el capítol 1 ja s’ha vist el funcionament dels algoritmes que s’estudien. Per 
tant, en aquest capítol només es parlarà de les probes que es realitzen amb 
cada un d’ells i els resultats que s’han extret en cada cas. Els resultats es 
mostren en gràfiques creades a partir de resultats numèrics individuals. En el 
cas que es vulguin consultar aquests resultats numèrics, aquests es troben en 




Distribuirem aquest apartat segons les bases de dades que s’expliquen en el 
punt 3.1 i que a la vegada són les que s’han utilitzat per realitzar les probes. 
 
4.1.1. Frontals, oclusions i variacions en l’expressió facial 
 
Aquestes primeres probes sobre l’algoritme PCA ens serviran per fer una 
primera estimació del potencial d’aquest per tal de resoldre problemes de 
reconeixement. 
 
Segons la teoria sobre PCA, aquest algoritme presenta una millora 
considerable en el cas que es descartin fins a tres de les eigenfaces amb 
eigenvalues més grans [5]. És per això que es realitza un estudi de resultats 
variant aquest factor i mantenint la resta de paràmetres iguals. 
 
De la mateixa manera també s’han retallat les imatges de la BBDD de tres 
formes diferents per veure si la taxa de reconeixement es veia afavorida. Això 
es realitza per comprovar si les zones fosques de la imatge (zones laterals) 
introdueixen un cert error. De la mateixa manera, les variacions del cabell no es 
poden controlar, si traiem aquestes zones (superior e inferior) de la imatge 
potser s’obtenen millors resultats. Els resultats que s’han obtingut es mostren a 
































Fig 4.1. Taxa de reconeixement variant el tamany de la imatge i descartant fins a quatre high 
eigenfaces. 
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En la gràfica es pot veure com la taxa de reconeixement no presenta millora 
per a tots els casos tenint en compte les high eigenfaces descartades, 
contràriament al que la teoria sobre PCA argumenta. Tot i això si que es pot 
comprovar que retallant les imatges a dreta i esquerra s’obté una petita millora 
en el cas que es descarti, només, la eigenface amb el eigenvalue més gran. Si 
es descarten més eigenfaces, aquesta millora desapareix fins a convertir-se en 
una taxa de reconeixement més petita. Això es produeix perquè les eigenfaces 
amb eigenvalues més grans són les que tenen un major pes a l’hora de 
desxifrar quina identitat és la correcta. 
 
La següent proba, que també té com a referència la teoria sobre PCA, és la 
que s’ha realitzat variant les low eigenfaces descartades. Segons altres estudis, 
no es necessari utilitzar totes les eigenfaces per tal d’aconseguir la taxa de 
reconeixement màxima per a una mateixa base de dades. D’aquesta forma 
s’aconsegueix reduir sensiblement la càrrega computacional del sistema 
obtenint uns millors resultats. 
 
D’igual manera que en la proba anterior, també s’han retallat les imatges per 
veure com varia la taxa de reconeixement. La gràfica següent ens mostra de 
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Fig. 4.2. Taxa de reconeixement variant el tamany de la imatge i descartant les low eigenfaces. 
 
 
Els resultats obtinguts demostren que és cert que no és necessari utilitzar la 
totes les eigenfaces disponibles per obtenir la taxa de reconeixement més 
òptima. Això es degut a que les eigenfaces amb eigenvalues més petits tenen 
un pes tant baix a l’hora de realitzar el reconeixement, que en algun cas pot 
introduir un cert error en lloc d’afavorir el reconeixement en sí. Per ser més 
exactes, descartant al voltant de 40 eigenfaces s’obtenen els valors més alts de 
Capítol 4. Probes Experimentals amb els Algoritmes   39 
reconeixement. Això significa que utilitzant aproximadament les 20 eigenfaces 
més significatives s’optimitzarien els recursos d’aquest algoritme reduint en 2/3 
la seva càrrega computacional, ja que en aquest cas tenim fins a 60 eigenfaces 
disponibles. Aquest nombre d’eigenfaces disponibles ve donat per la quantitat 
d’imatges que tenim en la fase d’entrenament, que en aquest cas són 3 
imatges per 20 identitats diferents. 
 
També es pot comprovar que utilitzant poques eigenfaces, per exemple entre 5 
i 8 d’elles, els resultats obtinguts són considerablement més baixos. És a dir, hi 
ha un mínim nombre d’eigenfaces amb alts eigenvalues que s’han d’utilitzar per 
obtenir una taxa de reconeixement acceptable, que segons aquestes probes 
està al voltant de les 17 eigenfaces. 
 
Per últim, i igual que en la Fig 4.1, els millors resultats s’obtenen per a les 
imatges originals i per a les imatges retallades només per ambdós costats. Per 
als altres tipus d’imatges els resultats són sensiblement mes baixos, entre un 5 
i un 8% en la majoria de casos. Es pot concloure doncs que l’error que aporten 
les zones fosques a dreta i esquerra de la imatge és major que el que aporten 
la part superior i inferior de la imatge. 
 
4.1.2. Variacions en la pose 
 
Aquesta proba pretén saber quin grau de fiabilitat té el present algoritme sobre 
imatges facials que no són completament frontals. 
 
A priori la opinió és que la taxa de reconeixement amb aquesta BBDD serà molt 
baixa, ja que les imatges difereixen molt entre sí. També es pressuposa que les 
imatges reconegudes seran aquelles en las que l’angle de rotació sigui més 
petit (±30º), mentre que las que s’espera que no siguin en cap cas 





























Fig 4.3. Taxa de reconeixement variant el nombre d’eigenfaces descartades. 
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Analitzen el fitxer de logs d’error, es pot comprovar com la majoria de les 
imatges reconegudes són aquelles que presenten un angle més petit sobre la 
horitzontal del objectiu de la càmera (±30º), mentre les que gairebé mai es 
reconeixen presenten un angle més gran (±90º).  
 
Tal i com s’havia deduït, la taxa de reconeixement no supera en cap cas el 20% 
(Fig. 4.3). En el millor dels casos es deixen de reconèixer 353 imatges laterals 
de les 432 imatges de test de que es disposa. 
 
4.1.3. Variacions en la il·luminació 
 
Com es comenta en el punt 3.1.2, la BBDD de test només consta de 22 
imatges, de les quals, en el millor dels casos, se’n reconeixen 17; és a dir, hi 






























Fig 4.4. Taxa de Reconeixement variant el nombre d’eigenfaces descartades. 
 
 
Si analitzem el log d’errors es pot comprovar com aquesta taxa no ve donada 
per culpa d’una imatge d’entrenament que es sobrereconeix, sinó que és degut 
al algoritme en sí mateix. Això ofereix un pobre rendiment al algoritme PCA 




Com en el cas anterior, aquest apartat s’ha estructurat seguint els mateixos 
punts que en el punt 3.2.  
 
Com que volem comparar de forma efectiva els algoritmes PCA i LDA, les 
probes realitzades són molt semblants a les que s’han explicat anteriorment. 
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De totes maneres s’espera que els resultats que es mostren a continuació 
siguin sensiblement millors que els que s’han obtingut amb el PCA. 
 
4.2.1. Frontals, oclusions i variacions en l’expressió facial 
 
En aquest cas volem veure directament quin es potencial del LDA, es per això 
que en aqueta primera proba tenim com a paràmetres els eigenvectors 
utilitzats, principalment, i les dimensions de la imatge, com a segon paràmetre, 




































Fig. 4.5. Taxa de reconeixement variant el tamany de la imatge i segons el nombre 
d’eigenvectors utilitzats. 
 
Si comparem aquests resultats amb els anteriors es veu com la taxa de 
reconeixement és sensiblement superior (entre un 5 i un 8%) en aquest últim 
cas. Amb el LDA es pot obtenir fins a un 83,59% d’efectivitat (Annexe 2), 
encara que aquest resultat s’obté mitjançant imatges modificades en alçada i 
en amplada, tractant-se d’una diferencia respecte el cas anterior. 
 
No obstant, el comportament d’ambdós algoritmes és molt semblant: no és 
necessari utilitzar la totalitat dels eigenvectors per obtenir resultats òptims; i 
també són necessaris un mínim d’eigenvectors (al voltant de 15) per començar 
a obtenir valors de reconeixement alts. Això és degut a que el LDA utilitza en 
un primer pas el algoritme PCA per reduir la dimensionalitat del problema. 
 
4.2.2. Variacions en la pose 
 
Per comprovar l’eficàcia del LDA sobre variacions de pose es realitza la 
mateixa proba que en el cas del PCA. 
 
































Fig. 4.6. Taxa de reconeixement variant la pose segons el nombre d’eigenvectors utilitzats. 
 
Si s’observen els resultats, es comprova com el LDA tampoc té la capacitat de 
reconèixer imatges facials laterals. Fins i tot, en aquest cas els resultats son 
lleugerament inferiors als obtinguts amb PCA, ja que no s’arriba ni al 15% (Fig. 
4.6). 
 
4.2.3. Variacions en la il·luminació 
 
 
Per realitzar aquesta proba s’ha utilitzat la mateixa BBDD que es defineix en el 




























Fig 4.7. Taxa de Reconeixement segons el nombre d’eigenvectors utilitzats. 
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La Fig. 4.7 ens mostra com la taxa de reconeixement en aquest cas és del 
100% utilitzant un nombre molt petit d’eigenvectors. L’algoritme LDA funciona 
molt considerablement millor que el PCA en aquest sentit. 
 
Tot i això, els resultats poden no ser ben valorats ja que s’està parlant d’una 
BBDD que conté poques imatges i s’han intentat reproduir els canvis 




Els resultats obtinguts pels algoritmes anteriors demostren que aquests no són 
adients per a un sistema de reconeixement facial. Per exemple, en situacions 
reals serà molt complicat controlar les situacions d’il·luminació. De la mateixa 
manera no sempre es podrà obtenir una imatge frontal de el individu a 
reconèixer i s’haurà de realitzar a partir d’una imatge lateral o parcial. El fet que 
aquests algoritmes donen uns pèssims resultats en situacions de variacions de 
pose obliga a buscar un nou algoritme més robust envers aquestes situacions. 
 
L’algoritme anomenat P2CA pot solucionar un d’aquests dos problemes. Com 
que utilitza imatges d’entrenament en tres dimensions, podria ser capaç de 
millorar substancialment la taxa de reconeixement en variacions de pose. 
 
Com ja s’ha vist en el punt 3.3, aquest algoritme proporciona molts paràmetres 
diferents per tal d’optimitzar el seu rendiment. Moltes de les probes que es 
presenten a continuació pretenen minimitzar els paràmetres a utilitzar en una 
futura implementació del present algoritme. 
 
4.3.1. Variant el tamany de la imatge sense feedback 
 
En aquesta primera bateria de probes s’han configurat els paràmetres de la 
següent forma (veure punt 3.3.1): 
 
• Number of Eigenvectors: s’ha variat aquest paràmetre des de 15 fins a 
25 eigenvectors. 
• High and Low range of the test face: s’han utilitzat fins a 19 tamanys 
d’imatge diferents, tal i com es pot veure a la llegenda de la Fig.4.8. El 
primer nombre correspon al low range of the test face i el segon al high 
range. 
• Feedback: sempre s’ha mantingut a 0, és a dir, no s’ha utilitzat la opció 
de feedback. 
• Top Ranking: sempre s’ha mantingut a 1. 
 
També cal comentar que la BBDD utilitzada és la que inclou una sola 






















































Els resultats obtinguts demostren com el P2CA és més robust envers les 
variacions de pose que els algoritmes anteriors, ja que s’obté fins a un 72,222% 
de taxa de reconeixement (Annexe 2). Aquest valor s’obté utilitzant imatges 
retallades 25 píxels a dreta i esquerra de la imatge, per tant podem assegurar 
que per a aquest algoritme la informació es troba localitzada a la part central de 
la imatge (Fig. 4.9). També es pot comentar que tampoc es necessari utilitzar 
la totalitat dels eigenvectors disponibles ja que veient la forma de la gràfica 
podem assegurar que el valor màxim es troba per a 20, 21 i 22 eigenvectors 




Fig 4.9. Tipus d’imatge que optimitza el rendiment del P2CA. 
 
 
4.3.2. Utilització del Feedback 
 
En aquest cas es pretén observar la diferencia de resultats entre realitzar les 
probes amb la opció de feedback (Fig 1.7) i sense ella, que és la que activa o 
no la utilització del bloc d’estimació de pose. A priori se suposa que els 
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resultats haurien de ser millors amb el feedback activat (consultar punt 
1.5.4).Tota la resta de paràmetres s’ha mantingut igual. 
 
Tal i com en el cas anterior se segueix utilitzant la BBDD que inclou una sola 

































Fig. 4.10. Comparativa de la opció de feedback sobre P2CA. 
 
 
Si s’analitzen els resultats es pot veure com l’activació del feedback ajuda a 
optimitzar el reconeixement sense variar la resta de paràmetres. Així doncs, en 
la resta de probes sempre es mantindrà la opció de feedback activada. 
 
D’altra banda també es comprova que els valors màxims de reconeixement es 
segueixen trobant en el rang entre 15 i 25 eigenvectors utilitats amb el que la 
afirmació del punt anterior sobre aquesta mateixa qüestió és certa. 
 
 
4.3.3. Variacions en la il·luminació 
 
En aquest cas les probes tenen com a objectiu veure la diferencia de resultats 
tenint en compte les imatges que inclou la BBDD d’entrenament. D’altra banda, 
la BBDD de test sempre serà la mateixa i inclourà les imatges que es comenten 
en l’apartat 2.2.3.3. Tenint en compte aquest factor, es realitzen fins a vuit 
probes diferents, començant per les més senzilles i augmenten la base de 
dades fins a obtenir la més complexa, tal i com es detalla a continuació: 
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• BBDD d’entrenament que inclou una sola il·luminació (original) sense les 
simètriques respectives. 
• BBDD d’entrenament que inclou la il·luminació original i les seves 
simètriques. 
• BBDD d’entrenament que consta de dues il·luminacions (original i 
components en R) sense les seves simètriques. 
• Igual que la anterior, però incloent-hi les simètriques. 
• BBDD d’entrenament que consta de dues il·luminacions (original i 
components en G) sense les seves simètriques. 
• Igual que la anterior, però incloent-hi les simètriques. 
• BBDD d’entrenament que inclou les tres il·luminacions (original i 
components en G i en R) sense les simètriques respectives. 
• Igual que la anterior, però incloent-hi les simètriques. 
 
D’aquesta manera podrem comprovar com afecten aquests petits canvis 









































Fig 4.11. Comparativa de la taxa de reconeixement per a diferents tamanys de la imatge sobre 
la BBDD que conté 1 sola il·luminació sense les simètriques. 
 
































Fig 4.12. Comparativa de la taxa de reconeixement per a diferents tamanys de la imatge sobre 






































Fig 4.13. Comparativa de la taxa de reconeixement per a diferents tamanys de la imatge sobre 
la BBDD que conté 2 il·luminacions (original i G) sense les simètriques. 
 







































Fig 4.14. Comparativa de la taxa de reconeixement per a diferents tamanys de la imatge sobre 





































Fig 4.15. Comparativa de la taxa de reconeixement per a diferents tamanys de la imatge sobre 






































Fig 4.16. Comparativa de la taxa de reconeixement per a diferents tamanys de la imatge sobre 






































Fig 4.17. Comparativa de la taxa de reconeixement per a diferents tamanys de la imatge sobre 
la BBDD que conté les 3 il·luminacions sense les simètriques. 
 































Fig 4.18. Comparativa de la taxa de reconeixement per a diferents tamanys de la imatge sobre 
la BBDD que conté les 3 il·luminacions amb les simètriques. 
 
Analitzant tots els resultats es pot comprovar com la taxa de reconeixement 
varia sensiblement a les diferents BBDD d’entrenament. Per veure aquest fet 
s’han agrupat els millors resultats de cada gràfica per veure la diferencia entre 
el pitjor i el millor cas. 
 
La Fig. 4.19 recull aquets resultats però només pels valors més significatius 



























) 1 ilu sense sim [15 - 85]
2 ilu (G) sense sim [20 - 80]
2 ilu (R) sense sim [20 - 80]
3 ilu sense sim [20 - 80]
1 ilu amb sim [20 - 80]
2 ilu (G) amb sim [20 - 80]
2 ilu (R) amb sim [20 - 80]
3 ilu amb sim [20 - 80]
 
 
Fig 4.19. Comparativa dels millors resultats per a cada un dels casos anteriors. 
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Els diferents tipus d’il·luminació per al P2CA no fan variar ostensiblement la 
taxa de reconeixement final, ja que existeix una diferencia aproximada d’un 5% 
entre elles. 
 
Tot i això, com es pot veure a la gràfica superior existeixen 4 funcions que 
tenen uns valors molt semblants. La diferencia entre aquestes funcions no varia 
més enllà d’un 2%. Aquestes funcions representen la taxa de reconeixement 
per les següents BBDD d’entrenament: 
 
• Dues il·luminacions (original i R) sense imatges simètriques. 
• Dues il·luminacions (original i R) amb imatges simètriques. 
• Tres il·luminacions sense imatges simètriques. 
• Tres il·luminacions amb imatges simètriques. 
 
A primer cop d’ull es pot afirmar que el tamany de la imatge que millor 
rendiment dóna, sobre els valors estudiats, és el que recull des de la columna 
20 fins a la columna 80 sobre una imatge de 100 columnes (100 píxels 
d’amplada). 
 
A la vista d’aquests resultats també es pot afirmar que les components G no 
serien necessàries a l’hora de millorar la taxa de reconeixement, ja que només 
amb les components R obtenim una gran milloria. L’explicació d’aquest fet és 
que la imatge original conté un 59% de component verda, mentre que la resta 
es divideix entre la component vermella i la blava; això significa que existeix 
molta redundància d’informació entre la imatge original i la que té la informació 
de la component verda. 
 
Aquestes dues premisses anteriors ajuden a reduir considerablement la 
càrrega computacional del sistema, encara que existeix un altra que també pot 
ésser útil. 
 
Existeix una petita diferencia entre incloure o no les imatges simètriques a la 
BBDD d’entrenament: per a les BBDD que no inclouen les imatges simètriques, 
el valor màxim es troba al voltant dels 50 principals eigenvectors utilitzats; 
mentre que per a les BBDD amb imatges simètriques aquest valor màxim 
s’aconsegueix utilitzant un menor nombre d’eigenvectors (entre 20 i 40). 
 
Però, com afecta aquest fet a la càrrega computacional del sistema? La fase 
d’entrenament, un cop la base de dades d’entrenament està completa, només 
es realitza una vegada; mentre que la fase de reconeixement es realitza cada 
vegada que es vol reconèixer una imatge, tenint en compte que el temps 
d’execució augmentarà com més eigenvectors necessitem per aconseguir una 
taxa de reconeixement major. Així doncs és preferible augmentar les imatges 
de la base de dades d’entrenament (incloent-hi les imatges simètriques) ja que 
es necessitaran un menor nombre d’eigenvectors per obtenir una taxa de 
reconeixement més alta. 
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4.3.4. Variacions en el tamany de la imatge 
 
Un cop s’ha vist quines són les millors il·luminacions de les que ha de constar 
la BBDD d’entrenament i quina és la mida lateral idònia de les imatges de test 
que optimitzen la taxa de reconeixement, es pretén veure si la taxa de 
reconeixement també augmenta si es redueix la imatge per la part superior i 
inferior. 
 
Els resultats de la Fig. 4.20 mostren com la imatge original és la que dóna 
millor resultat. És a dir, es tracta del mateix resultat que quan s’ha estudiat el 
PCA: el fet de retallar les imatges per la part superior i inferior de la imatge 
perjudica de manera considerable la taxa de reconeixement. No deixa de ser 
un resultat raonable ja que el P2CA és una millora del PCA i, per tant, ha de 
tenir el mateix comportament sobre les mateixes modificacions. 
 
Podem dir, doncs, que la informació que es troba en les zones del cabell de la 
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Fig 4.20. Comparativa de la taxa de reconeixement retallant la imatge per la part superior i 
inferior pels dos millors resultats de la figura anterior. 
 
4.3.5. Utilització del Top Ranking 
 
Tot i que la identitat amb la distància Euclidiana més petita és la imatge 
reconeguda (Top Ranking 1), s’ha cregut necessari fer un estudi sobre les 
identitats reconegudes fins al Top RanKing 5. D’aquesta manera es pot 
comprovar si la identitat bona es troba a prop de ser reconeguda pel P2CA. 
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En la Fig. 4.21 es pot veure com la taxa de reconeixement es veu 
incrementada si es tenen en compte les següents imatges amb la distància 
Euclidiana més petita (des de Top Ranking 2 fins al 5). 
 
D’aquesta forma es podria implementar un sistema que dones diferents pesos 
a les identitats reconegudes depenent del lloc del ranking on es localitzen. Si, a 
més, en lloc de reconèixer una imatge, es vol reconèixer un conjunt d’imatges 
que ens proporciona un string de vídeo (cada frame d’aquesta seqüència de 


































Fig. 4.21. Comparativa de la BBDD de dues il·luminacions (R) tenint en compte el paràmetre 
Top Ranking. 
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CAPÍTOL 5. CONCLUSIONS 
 
5.1 Valoració dels objectius 
 
L’objectiu principal ha estat l’estudi de diferents algoritmes que s’apliquen per 
resoldre la problemàtica del reconeixement facial. Entre aquests algoritmes es 
troben el PCA, el LDA i el LFA; tots ells implementats sota el llenguatge de 
MatLAB. 
 
En aquest document s’ha parlat extensament dels dos primers, mentre que en 
el cas del LFA no s’han pogut incloure els resultats degut a que la 
implementació del algoritme no presentava els requeriments necessaris; per 
ser més concrets, no es podia resoldre en temps real. 
 
Tot i que els resultats obtinguts no eren dolents, tampoc es podia parlar de 
sistemes de reconeixement facial fiables. És per això que s’ha evolucionat 
sobre un d’aquests algoritmes per resoldre els problemes que presentaven: 
s’ha implementat el P2CA en Visual Studio, una evolució del clàssic PCA, que 
ofereix una taxa de reconeixement més elevada en qualsevol de les situacions 
que s’han descrit al llarg de tot el document. 
 
Es podria dir que l’objectiu s’ha assolit en gran part ja que s’ha vist el 
comportament d’aquests tres algoritmes. Per a cada un s’han extret 
conclusions que han ajudat a millorarà els resultats i, sobretot, poden marcar 
unes pautes per a futures línees d’investigació. 
 
 
5.2 Conclusions generals 
 
Qualsevol dels mètodes descrits anteriorment pot solucionar problemes de 
reconeixement facial sobre imatges frontals, encara que presentin lleugeres 
variacions en l’expressió de la cara, amb una taxa de reconeixement força alta. 
 
Una de les limitacions amb les que ha de jugar qualsevol d’aquests sistemes és 
el que presenta el sistema d’adquisició de les imatges. Molts cops, les imatges 
a ser reconegudes (imatges de test), les que capturen les càmeres, no 
presenten les característiques idònies. Podem tenir, com s’ha explicat, canvis 
d’il·luminació no previstos o imatges parcials en las que no està present tota la 
cara. 
 
Per tant, un sistema de reconeixement facial ha de poder resoldre tots aquests 
problemes que es poden arribar a presentar en la vida real. En la Taula 5.1 es 
poden veure els resultats aconseguits per cada algoritme en cadascuna de les 
situacions que s’han presentat. 
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Taula 5.1. Resultats finals de la taxa de reconeixement per a cada algoritme. 
 
 PCA LDA P2CA 
Canvis d’expressió 74,872 % 83,590 % 
Variacions en la il·luminació 77,273 % 100 % 
Rotació de les imatges 18,287 % 14,815 % 
80,556 % 
 
Com es pot veure reflectit a la taula, cap d’aquests algoritmes presenta una 
taxa suficientment alta com per poder parlar d’un sistema de reconeixement 
facial fiable. El que sí s’ha aconseguit és que aquests algoritmes funcioni en 
temps real, menys d’un segon en reconèixer una imatge desconeguda sobre 
una base de dades d’entrenament de unes 500 imatges. Per tant, s’ha de 




5.3 Línees futures 
 
En primer lloc, seria recomanable poder comptar amb una base de dades que 
presenti millors característiques, sobretot en el que fa referència al conjunt 
d’entrenament. Aquestes imatges han de ser preses en un entorn molt 
controlat, és a dir que totes segueixin un mateix patró. Això ajudaria a l’hora 
d’obtenir un increment de la taxa de reconeixement.  
 
Tot i això, s’ha de trobar un nou mètode de reconeixement. En aquest cas, 
veient els resultats de la Taula 5.1, el següent pas seria implementar un no 
algoritme anomenat PLDA. El LDA per sí sol presenta millors resultats que el 
PCA, però a la vegada no és gens fiable en situacions de rotació de la pose. 
D’altra banda el P2CA si que soluciona en gran mesura aquest tipus de 
problemes i es presumeix que una combinació de les dues tècniques milloraria 
sensiblement la taxa de reconeixement. Es per això que ja s’està investigant en 
aquest sentit, encara que no s’ha pogut realitzar un estudi detallat d’aquest nou 
algoritme. 
 
En aquest punt també es creu convenient proporcionar més informació a la 
base de dades que s’utilitza. Qualsevol de les imatges que s’han utilitzat en 
aquest projecte no deixen de ser imatges en dues dimensions. Tan sols 
presenten informació de la textura de la cara i no inclouen informació sobre la 
profunditat. Cal destacar que, tot i que les imatges d’entrenament de l’algoritme 
P2CA es reconstrueixen simulen 3D, aquestes són una interpolació de la cara 
en 3D sobre una eixos de dues dimensions. Aquest fet limita molt les 
característiques finals de l’algoritme.  
 
Per tant, es proposa incloure informació de profunditat a la base de dades que 
s’utilitzi. Això es podria implementar a partir de parells d’imatges: la primera 
imatge seria qualsevol de les que s’ha utilitzat en el present document i que ens 
mostra el mapa de textures facial de qualsevol cara; i l’altra imatge ens 
proporcionaria la informació sobre la profunditat de la imatge (Fig. 5.1).  





Fig 5.1. Mapa de textures i informació de profunditat d’una mateix imatge capturada en 3D [15]. 
 
 
D’aquesta manera el sistema d’adquisició d’imatges permetria obtenir imatges 
completament en 3D (Fig 5.2), a partir de les quals es podrien extreure els dos 





Fig 5.2. Imatge en 3D captada per l’esquema proposat en [15] 
 
Aquest sistema d’adquisició ja està desenvolupat en [15], però presenta el 
problema que es necessita un entorn molt controlat per adquirir aquest tipus 
d’imatges. No serà possible doncs adquirir les imatges a reconèixer amb 
aquest tipus de sistema, i sense aquest sistema no es poden obtenir les dades 
de profunditat que es reclamen.  
 
És per això que segons [16] s’està investigant un sistema que permeti obtenir 
imatges en 3D a partir d’imatges parcials en 2D. Aquest podria ser un pas 
important ja que es podria crear el conjunt d’entrenament segons [15], i les 
imatges a ser reconegudes es podrien obtenir a partir de la transformació que 
proposa [16], ja que no hi ha cap problema en adquirir imatges en 2D. 
D’aquesta manera podríem obtenir la informació del mapa de textures de que ja 
disposem i afegir-hi més informació que ens ajudi a millorar la taxa de 
reconeixement gràcies a les dades sobre la profunditat. 
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Per últim s’hauria de considerar, ja en tremes més complexos, la legalitat sobre 
el reconeixement d’imatges de germans bessons, punt que encara no s’ha 
tingut en compte en cap dels treballs en el que s’ha documentat aquest 




5.4 Consideracions ètiques i mediambientals 
 
Degut a la naturalesa d’aquestes sistemes, aquest apartat podria ser molt 
extens, encara que ens limitarem a mencionar aspectes que haurien de ser 
considerats en un futur quan aquests tècniques es puguin comercialitzar.  
 
En quan a les consideracions ètiques, i més importants, aquests sistemes 
limiten la privacitat de les persones, ja que a partir de la seva implementació 
qualsevol càmera de seguretat podria proporcionar aquests serveis de 
reconeixement. 
 
Si actualment ja existeix controvèrsia legal sobre la filmació d’imatges en llocs 
públics, degut a la privacitat de les persones, quan aquests sistemes, a més, 
permetin el reconeixement dels individus que són gravats, el problema pot 
arribar a ser major ja que la privacitat es podria veure encara més limitada. És 
per això, que aquests sistemes s’haurien d’enfocar en un marc legal controlat 
que s’ha de començar a definir. 
 
En quan a les consideracions mediambientals, la única repercussió podria ser 
la instal·lació del sistema d’adquisició de les imatges. Aquest sistema està 
format, principalment, per una càmera que capta les imatges o frames, encara 
que se li pot afegir altres dispositius que ajudin a controlar l’entorn; com podria 
ser un sistema capaç de captar la intensitat de la il·luminació i en quina direcció 
actua. Així es podrien controlar les variacions d’il·luminació en l’entorn fent més 
senzilla la tasca de reconeixement.  
Bibliografia   59 
BIBLIOGRAFIA 
 
[1] W.Y. Zhao, R. Chellappa (Setembre 2000) Robust Image Based Face 
Recognition. International Conference on Image Processing, vol. 1, pp. 41 – 44. 
 
[2] W. Zhao, R. Chellappa, A. Krishnaswamy (Abril 1998) Discriminant analysis 
of principal components for face recognition. Third IEEE International 
Conference on Automatic Face and Gesture Recognition, vol. 1, pp. 336 – 341. 
 
[3] L. Sirovich M. Kirby (1991) Low-dimensional procedure for the 
characteritzation of faces. Journal of the Optical Society of America A, vol. 4, 
num. 2, pp. 519 – 524. 
 
[4] M. Turk, A. Pentland (2001) Eigenfaces for Recognition. Journal of Cognitive 
Neuroscience, vol. 3, num. 1, pp. 71 – 86. Massachussetts Institute of 
Technology. 
 
[5] Luis Lorente (Maig 1998) Representación de caras mediante eigenfaces. 
Buran, num. 11, pp. 13 – 20. 
 
[6] L. Lorente, L. Torres (Octubre 1999) Face recognition of video sequences in 
a MPEG-7 context using a  global eigen approach. International Conference on 
Image Processing, Kobe, Japan. 
 
[7] P.N. Belhumeur, J.P. Hespanha, D.J. Kriegman (Juliol 1997) Eigenfaces vs. 
Fisherfaces: Recognition Using Class Specific Linear Projection. IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 19, num. 7, pp. 
711 – 720. 
 
[8] R.A. Fisher (1936) The Use of Multiple Measures in Taxonomic Problems. 
Ann. Eugenics, vol 7, pp 179-188. 
 
[9] R.O. Duda, P.E. Hart, D.G. Stork (2000) Pattern Classification. New York 
Wiley. 2a Ed. 
 
[10] Charles Beumier (Juliol 2004) 3D Face Recognition. Proceedings of the 
2004 IEEE International Conference on Computational Intelligence for 
Homeland Security and Personal Safety, vol. 1, pp. 93 – 96. 
 
[11] N. Chiba, H. Hanaizumi (Agost 2004) Three-dimensional face recognition 
system - system configuration. SICE 2004 Annual Conference, vol. 2, pp. 1192 
– 1195. 
 
[12] A. Rama, F. Tarres, P2CA: A New Face Recognition Scheme Combining 
2D and 3D Information. Departament de Teoria del Senyal i Comunicacions, 
Escola Politècnica Superior de Castelldefels. 
 
[13] A. Rama, D. Onofrio, Using Partial Information for Face Recognition and 
Pose Estimation. Universitat Politècnica de Catalunya / Politecnico di Milano. 
60  Reconeixement Facial amb Tècniques Mixtes 3D – 2D 
 
 
[14] A. Rama, F. Tarres, D. Onofrio, S. Tubaro (2005) Mixed 2D-3D Information 
for Pose Estimation and Face Recognition. Universitat Politècnica de Catalunya 
/ Politecnico di Milano. 
 
[15] D. Onofrio, A. Rama, F. Tarres, S. Tubaro (2005) P2CA:How Much 
Information is Needed? Politecnico di Milano / Universitat Politècnica de 
Catalunya 
 
[16] Y. Hu; Y. Zheng, Z. Wang (Octubre 2005) Reconstruction of 3D face from a 
single 2D image for face recognition. 2nd Joint IEEE International Workshop on 
Visual Surveillance and Performance Evaluation of Tracking and Surveillance, 




































TÍTOL DEL PFC: Reconeixement Facial amb tècniques mixtes 3D - 2D 
 
TITULACIÓ: Enginyeria de Telecomunicació (segon cicle) 
 
AUTOR:  David Català i Onaindia 
 
DIRECTOR: Francesc Tarrés Ruiz 
 
DATA: 23 d’octubre de 2006 
 
 ÍNDEX ANNEXES 
 
 
ANNEXE 1. SCRIPTS UTILITZATS EN MATLAB .......................................... 65 
1.1 FeatureMarker.m.............................................................................................................. 65 
1.2 NormLateral.m ................................................................................................................. 66 
1.3 PCATraining.m................................................................................................................. 67 
1.4 PCARecognition.m .......................................................................................................... 70 
1.5 ComputeFisherFaces3.m................................................................................................ 72 
ANNEXE 2. TAULES DE RESULTATS OBTINGUTS..................................... 75 
2.1 Taula Fig. 4.8 .................................................................................................................... 75 
2.2 Taula Fig. 4.10 .................................................................................................................. 76 
2.3 Taula Fig. 4.11 .................................................................................................................. 77 
2.4 Taula Fig. 4.12 .................................................................................................................. 78 
2.5 Taula Fig. 4.13 .................................................................................................................. 79 
2.6 Taula Fig. 4.14 .................................................................................................................. 80 
2.7 Taula Fig. 4.15 .................................................................................................................. 81 
2.8 Taula Fig. 4.16 .................................................................................................................. 82 
2.9 Taula Fig. 4.17 .................................................................................................................. 83 
2.10 Taula Fig. 4.18 .................................................................................................................. 84 
2.11 Taula Fig. 4.19 (sense simètriques) ............................................................................... 85 
2.12 Taula Fig. 4.19 (amb simètriques).................................................................................. 86 
2.13 Taula Fig. 4.20 .................................................................................................................. 87 
2.14 Taula Fig. 4.21 .................................................................................................................. 89 
Annexe 1. Scripts Utilitzats en MatLAB   65 
ANNEXE 1. SCRIPTS UTILITZATS EN MatLAB 
1.1 FeatureMarker.m 
 
%This module creates a TXT-File with the coordinates that the user marks 
manually 
%This tool opens a pair of images and the user has to mark the features of the 
face in both images. The user have to mark one feature 
%in the first image and straigh ahead the same feature in the second image 
(this is important since the cpselect TOOL works always in  
%point pairs!!!!! 
%The order of the marked features should be (for a correct running of the 
LophoscopicNormalization Module): 
%           - Mark the left Eye 
%           - Mark the right Eye 
%           - Mark the left nosehole 
%           - Mark the right nosehole 
%           - Mark the left side of the mouth 











 [name path] = uigetfile('*.*','Select One Frontal View Image'); 
 cd (path); 
 
 FrontalIm = imread(name); 
 NumChars = size(name); 
 FrontalIm = double(FrontalIm)/255; 
 [N M C] = size(FrontalIm); 
 if(C > 1) 
FrontalIm = rgb2gray(FrontalIm); 
end 
 
 [name2 path2] = uigetfile('*.*', 'Select Frontal View 2'); 
 FrontalIm2 = imread([path2 name2]); 
 FrontalIm2 = double(FrontalIm2)/255;     
 [N M C] = size(FrontalIm2); 
 if(C > 1) 
FrontalIm2 = rgb2gray(FrontalIm2); 
 end 
 
h = cpselect(FrontalIm,FrontalIm2); %Tool that selects the pair of 
points in both images 
 pause; 
 
 Points = round(input_points); 
 Points2 = round(base_points); 
 
%TXT Files with the Coordinates of the features selected --> the name of 
the TXT File is the same as the name of the Image 
 
 [N M] = size(name); 
 csvwrite(strcat(name(:,1:M-3),'txt'),Points); 
 [N M] = size(name2); 















cd 'I:\FaceRecognition\BBDD UPC\BBDD en color\en color fondo negro' 
Files = dir('*.bmp'); 
Num_Im_Entr = size(Files); 
H = 240; 
W=320; 




cd 'I:\FaceRecognition\BBDD UPC\BBDD en color\en color fondo negro' 
ImageN = imread(Files(i).name); 
ImageN = double(ImageN)/255; 
[N M C] = size(ImageN); 
if(C == 3) 
ImageNGray = rgb2gray(ImageN); 
else 




%We check the number of the image sequence 
numSeq =str2num(Files(i).name(7:8)); 
numSeq = mod(numSeq,9); 
 
if (numSeq == 1)  
limitL = 30; 
limitR = 69;     
TxtName = Files(i).name; 
TxtName(10:12) = 'txt'; 
FrontalPoints = csvread(TxtName); 
EyesDistance = sqrt((FrontalPoints(1,1) - 
FrontalPoints(2,1))^2 + (FrontalPoints(1,2) - 
FrontalPoints(2,2))^2); 
   EyesDistance = round(EyesDistance); 
 
   %We presuppose that the distance between eyes must be 40. 





limitL = 50; 
limitR = 49; 
case 3 
limitL = 40; 
limitR = 59; 
case 4 
limitL = 30; 
limitR = 69; 
case 5 
limitL = 20; 
limitR = 79; 
case 6 
limitL = 49; 
limitR = 50; 
case 7 
limitL = 59; 
limitR = 40; 
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case 8 
limitL = 69; 
limitR = 30; 
case 0 
limitL = 79; 










FrontalPoints = round(FrontalPoints*ScaleFactor); 
%First we create the normal image 
 
NormalIm = imresize(ImageNGray, [round(H*ScaleFactor+0.5) 
round(W*ScaleFactor+0.5)], 'bicubic'); 
NormEyePoint = FrontalPoints(1,:); 
 
 if(NormEyePoint(2) < 60)  
top = 1; 
bottom = 120; 
 else 
top = NormEyePoint(2)-60; 
bottom = NormEyePoint(2)+61; 
 end 
 
 if(NormEyePoint(1) < limitL)  
left = 1; 
right = 100; 
 else 
left = NormEyePoint(1)-limitL; 
right = NormEyePoint(1)+limitR; 
end 
 
cd 'I:\FaceRecognition\BBDD UPC\BBDD en color\Normalitzades' 













function [EIGENFACES, vWeights, vID] = PCATraining(Path, PlotImages, 
PlotEigenFaces) 
%EigenFace Approach: Training Stage 
%[EIGENFACES, vWeights, vID] = PCATraining(Path, PlotImages, PlotEigenFaces) 
%This function implements the training stage of the Eigenface approach based 
on Principal Component Analysis 
% 
%Output parameters:  
% - EIGENFACES contains the eigenfaces that span the subspace for all faces. 
These are computed using all the face training images 
%           stored in Path. 
% - vWeights contains the weights for each training image in the database 
(columns) 
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%- Path where the training images are stored 
%- PlotImages: flag to plot the training images 





%cd 'C:\Documents and 
Settings\Administrador\Escritorio\FaceRecognition\TrainingImagesUPC'; 
 
Files = dir('*.bmp'); 
Num_Im_Entr = size(Files);   % Calculate the number of images we are training 
 
EndBucle = 1; 
 
% Arguments to define in inputdlg function 
prompt  = {'Enter Number of Lower Eigenvalues rejected:','Enter Number of 
Higher Eigenvalues rejected:'}; 
title   = 'Input for PCA Classic'; 
lineNo  = 1; 
def     = {'1','0'}; 
 
 
% The bucle to introduce the correct values starts here 
while(EndBucle) 
 
    % Create a dialog box to introduce the values 
answer = inputdlg(prompt,title,lineNo,def); 
 
    % Parameters 
 ParamFields = {'NotUsedQ','NotUsedF'}; 
 strParameters = cell2struct(answer,ParamFields,1);  % Transform an array 
into struct (not a matrix) 
 a = char(strParameters.NotUsedQ'); 
 NotUsedEVQ = str2num(a');                           % Discarted 
Eigenfaces (queue) at least has to be 1, because of the mean 
eigenface 
 b = char(strParameters.NotUsedF'); 
 NotUsedEVFront = str2num(b');                       % First EV which are 
also rejected 
  
 if (Num_Im_Entr(1) <= NotUsedEVQ) 
h = errordlg('Number of rejected Lower EV is greater than 
training images!!!','Error'); 
waitfor(h); 
h = msgbox(sprintf('The number of available training images is 
%d', Num_Im_Entr(1)),'Information'); 
waitfor(h); 
def     = {'1','0'}; 
elseif (Num_Im_Entr(1) < NotUsedEVFront) 
h = errordlg('Number of rejected Higher EV is greater than 
training images!!!','Error'); 
waitfor(h); 




elseif (Num_Im_Entr(1) < NotUsedEVQ+NotUsedEVFront) 
h = errordlg('Number of rejected EV is greater than training 
images!!!','Error'); 
waitfor(h); 
h = msgbox(sprintf('The number of available training images is 
%d', Num_Im_Entr(1)),'Information'); 
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waitfor(h); 
def     = {'1','0'}; 
else 
EndBucle = 0; 
 end 
end 




Num_EV = Num_Im_Entr(1)-NotUsedEVQ; 
 
% To draw the images 
Rows = floor(sqrt(Num_Im_Entr(1))+1); 
% Rows = ceil(sqrt(Num_Im_Entr(1)));  % The same sentence as the line before 
imTrain = imread(Files(1).name);      % Read all pixels values of one image, 
in this case the first image. Original image 122x100 pixels 
imTrainCut = imTrain;   % The images are cutted because of the Matlab could 
not work with this size image. New size image = 97x90  
[High Width C] = size(imTrainCut);       % For this DataBase: High = 92, Width 
= 86, C = 1 
if (C > 1)                  % If C > 1  ->  it is a coloured-picture 







imPCA = cat(1,imTrainCut(:));            % The matrix imTrain is concatened in 
a single column (8730*1) called imPCA 
 
% We create a vector of subject ID 
vID(1)=str2num(Files(1).name(3:4)); %ORL 1:2 ----------- UPC 3:4 !!!!!!! 
 
% This is a bucle to draw every picture since the second one until 
Num_Im_Entr(1) and to create a matrix NxM, where N is the # of pixels in 
one image and M is the # of total images 
for i=2:Num_Im_Entr(1) 
imTrain = imread(Files(i).name); 
imTrainCut = imTrain; 
if(C > 1) 





imPCA = cat(2,imPCA,cat(1,imTrainCut(:))); 
 
% We create a vector of subject ID 




[N M] = size(imPCA);        % N = #pixels in each image , M = #images training 
imPCA = double(imPCA)/255;  % Normalize to module 1 --> each pixel has a 0-1 
value  
Media = sum(imPCA,2)/M;     % This function adds every value in each row and 
then over the number of images, so the result is a matrix with one 
column with the mean face image 
 
 
% This bucle calculates the same matrix as we have in 'imPCA', but the media 
is substracted (The result is a MxN matrix) 
for i=1:M 
A(:,i) = double(imPCA(:,i)) - Media; 
end 
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CovMat = A'*A;                    % This sentence creates de covariance matrix 
 
CovMat = CovMat/max(max(CovMat)); % It's simply for having lower eigenvalues 
but it doesn't have any influence in the final result 
 
[V,D] = eig(CovMat);              % V is the matrix with the eigenvectors, D 
is the matrix with the eigenvalues 
 
eigenfaces = flipdim(A*V,2);      % In this case is a matrix [#pixels on each 
image]x[#training images]. This matrix contains the 59 eigenfaces on 
each column 
 
eigenfaces = eigenfaces(:,1:M-1); % We reduce in one column the matrix called 
eigenface, because the last column is full of zeros because of the mean 
image 
 
mod_eig = sum(eigenfaces.^2,1).^.5; 
mod_eig = repmat(mod_eig,N,1);      % Repeat N times the single row mod_eig, 
so the result is a matrix Nx[M-1] 
eigenfaces = eigenfaces ./ (mod_eig+0.000001); % Normalize to module 1 --> 
this step is very important to mantain the image range 
 
 
% Draw the EigenFaces 
if(PlotEigenFaces) 
figure;subplot(Rows,Rows,1); imshow(reshape(Media,High,Width));  % This 
sentence draws the mean eigenface 
 
% This bucle draws the M-1 eigenfaces 






% Computation of the weigths for each training image 
if (Num_EV > M-1) 








EIGENFACES = [Media, eigenfaces(:,NotUsedEVFront+1:Num_EV)]; 




function [RecogAccuracy, FalseAccuracy] = PCARecognition(Path, eigenfaces, 
vWeights, vID) 
%EigenFace Approach: Recognition Stage 
%RecogAccuracy = PCARecognition(Path, eigenfaces, vWeights, vID) 
%This function implements the recognition stage of the Eigenface approach 
based on Principal Component Analysis 
% 
%Output Parameters: 
% - Recognition Accuracy: percentatge of good identified face images 
%Input parameters:  
% - Path where the test images are stored 
% - eigenfaces contains the eigenfaces that span the subspace for all faces. 
These have been computed using the PCATraining function 
% - vWeights contains the weights for each training image in the database 
(columns) 
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FilesTest = dir('*.bmp'); 
Num_Im_Test = size(FilesTest); 
     
RecogRate = 0; 
FalseRate = 0; 
[N M C] = size(imread(FilesTest(1).name)); 
 
[NumEV Num_Im_Entr] = size(vWeights); 
 
MeanFace = eigenfaces(:,1); 
eigenfaces = eigenfaces(:,2:end); 
 
Rows = floor(sqrt(Num_Im_Test(1))+1); 
 
for i=1:Num_Im_Test(1) 
im = imread(FilesTest(i).name); 
imCut = im; 
if(C > 1) 




imCut = double(imCut)/255; 
imtest = cat(1,imCut(:)); 
imtest = imtest - MeanFace; 
w_test = eigenfaces'*imtest; 
 
w_test = repmat(w_test, 1, Num_Im_Entr); 
w_dif = (vWeights - w_test).^2; 
w_dif = sum(w_dif); 
w_dif = w_dif.^.5; 
 
[minV ind] = min(w_dif); 
%ind = ind*3; 
ID = str2num(FilesTest(i).name(3:4)); %ORL 1:2 ------ UPC 3:4 !!!!!!! 
i 




strFalse(FalseRate,1).Name = FilesTest(i).name; 
strFalse(FalseRate,1).RecogID = [vID(ind)]; 
strFalse(FalseRate,1).posID = [ind]; 
%strFalse(FalseRate,1).RecogName = directory((ind-1)*3+indAux2).name; 
strFalse(FalseRate,1).MinError = minV; 
strFalse(FalseRate,1).Weights = w_dif; 
%For comparing the errors of the ID 
posID = find(vID==ID); 
errorID = w_dif(posID(:)); 
errorIDmin= min(errorID); 






save estruct strFalse; 
RecogAccuracy = double(RecogRate/Num_Im_Test(1)); 
FalseAccuracy = double(FalseRate/Num_Im_Test(1)); 
 
 







directory = dir('*.bmp'); 
n_imag=size(directory); 
Nfilas=122; 
Ncolumnes = 100; 
SizeImage = 122*100; 
MeanVector = zeros(SizeImage,1); 
A=zeros(SizeImage,n_imag(1)); 




u = double(u)/255; 
MeanVector = (1/i)*(MeanVector*(i-1)+im2col(u,[1,1],'sliding')'); 
end 
imshow(col2im(MeanVector,[1 1],[122 100],'sliding')); 
%pause; 








[V, D] = eig(P); 
Eigenvalues=diag(D); 
EigenVectors=A*V; 
% Cal normalitzar el EigenVectors 
for i=1:n_imag(1); 
    p=EigenVectors(:,i)'*EigenVectors(:,i); 
    EigenVectors(:,i)=(1/sqrt(p))*EigenVectors(:,i); 
end 
% Ordenem els N-20 EigenVectors 
OrdEigenVectors=zeros(SizeImage,n_imag(1)); 
for i=1:n_imag(1); 
    OrdEigenVectors(:,i)=EigenVectors(:,n_imag(1)+1-i); 
end 
%clear EigenVectors; 
% Construccio de les matrius Within-class i Between-Class. 
% Suposem que tenim 24 classes i anem construint les dues matrius 
SB=zeros(n_imag(1),n_imag(1)); 
SW=zeros(n_imag(1),n_imag(1)); 
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%Ni 
















%Dibuixem les cares mitges de cada individu 
for i=1:20; 
subplot(5,4,i); 
imshow(col2im(muclassiAux(:,i),[1 1],[122 100],'sliding')); 
end 
 



















% Calculem les coordenades de totes les cares de la base de dades (2 cares per 
persona) 
TotalCares = 20; 
CopiesPerCara = 3; 


















FilesTest = dir('*.bmp'); 
n_imag_test=size(FilesTest); 
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RecogRate = 0; 
FalseRate = 0; 
 
for n=1:n_imag_test(1); 
im = imread(FilesTest(n).name); 
im = double(im)/255; 
im_test = cat(1,im(:)); 
im_test = im_test - MeanVector; 
EigCoordAuxTest=EigVOpt'*im_test; 
EigenCoordinatesTest=EigCoordAuxTest(1:19); 
EigenCoordinatesTest = repmat(EigenCoordinatesTest, [1, TotalCares, 
CopiesPerCara]); 
difference = (EigenCoordinates - EigenCoordinatesTest).^2; 
difference = sum(difference,1); 
difference = difference.^0.5; 
 
[minV1 indAux1] = min(difference);  
[minV2 indAux2] = min(minV1); 
ind=indAux1(indAux2); 
ID = str2num(FilesTest(n).name(3:4)); 
%ind 
 




strFalse(FalseRate,1).Name = FilesTest(n).name; 
strFalse(FalseRate,1).RecogID = ind; 
strFalse(FalseRate,1).RecogName = directory((ind-
1)*3+indAux2).name; 
strFalse(FalseRate,1).MinError = minV2; 
strFalse(FalseRate,1).Weights = difference; 
%For comparing the errors of the ID 
posID = find(ind==ID); 
errorID = difference(posID(:)); 
strFalse(FalseRate,1).ErrorID = errorID; 




disp('Recognition Rate ='); 
double(RecogRate/n_imag_test(1)) 
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ANNEXE 2. TAULES DE RESULTATS OBTINGUTS  
 
2.1 Taula Fig. 4.8 
 
 
 3 il·luminacions i simètriques sense feedback 
 1 - 50 1 - 60 1 - 70 1 - 80 1 - 90 1 - 100 10 - 100 20 - 100 30 - 100 40 - 100 50 - 100 5  - 95 10  - 90 15 - 85 20 - 80 25 - 75 30 - 70 35 - 65 40 - 60 
15 49,630 50,556 56,111 58,889 51,852 44,815 50,370 48,889 48,148 44,815 40,370 52,037 62,222 67,778 70,185 71,852 69,630 65,926 63,333 
16 49,630 50,926 57,222 59,444 52,593 45,185 50,556 48,889 48,519 44,815 40,370 52,593 62,963 68,148 70,370 71,667 70,556 67,222 63,704 
17 50,000 51,296 57,407 60,000 52,778 45,556 50,556 49,259 48,333 44,630 40,556 52,222 63,333 68,333 70,556 72,037 71,296 68,148 64,074 
18 50,000 51,482 57,963 60,000 53,148 45,370 50,370 49,444 49,074 45,000 40,741 52,407 63,704 68,889 71,111 71,852 70,926 68,333 64,259 
19 50,370 52,222 57,778 60,370 53,148 45,370 50,926 49,630 49,259 45,000 40,741 52,778 63,704 69,259 70,556 71,852 71,111 68,889 64,630 
20 50,370 52,037 58,333 59,815 53,148 45,370 50,370 49,630 49,074 45,000 40,741 52,963 64,259 69,815 70,926 72,222 71,296 68,704 63,889 
21 50,370 52,037 57,963 59,815 53,333 45,370 50,741 50,000 49,259 45,926 40,926 52,407 64,444 68,889 70,741 72,222 70,926 68,889 64,259 
22 50,556 52,222 57,778 59,815 53,519 45,185 50,741 50,000 49,074 45,741 40,926 52,778 64,259 68,519 70,741 72,222 71,296 68,889 65,185 
23 50,556 52,037 57,963 59,815 53,889 45,185 50,741 50,000 49,259 45,741 41,111 53,148 64,074 68,889 70,000 71,852 71,296 68,889 65,185 
24 50,741 52,222 57,593 59,630 53,704 44,815 50,926 50,370 49,259 45,741 41,482 52,963 63,889 68,889 70,370 71,852 71,296 68,889 65,000 
25 50,926 52,222 57,593 59,630 53,704 44,630 50,926 50,370 49,259 45,741 41,482 52,963 63,889 68,889 70,370 71,852 71,296 68,889 65,926 
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2.2 Taula Fig. 4.10 
 
 
Eigenvectors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Taxa sense feedback 6,667 14,074 20,556 25,185 32,778 34,815 36,667 38,333 39,444 39,259 40,741 40,741 41,482 43,148 43,333 43,519 43,889 
Taxa amb feedback 10,556 27,222 44,444 54,630 60,926 65,556 66,852 68,148 70,000 70,185 72,593 73,519 73,889 74,815 74,815 75,000 75,370 
Eigenvectors 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 
Taxa sense feedback 44,074 43,148 43,148 43,333 43,333 43,519 43,519 43,333 43,519 43,519 43,519 43,333 43,333 43,333 43,333 43,333 43,333 
Taxa amb feedback 75,556 75,556 76,482 76,111 76,482 75,926 76,111 75,926 76,111 76,111 75,926 75,926 75,926 75,741 75,741 76,111 75,926 
Eigenvectors 35 36 37 38 39 40 45 50 55 60 65 70 75 80 85 90 95 
Taxa sense feedback 43,333 43,333 43,333 43,148 43,148 43,148 43,148 43,148 43,148 43,148 43,333 43,148 43,148 43,148 43,148 43,148 43,148 
Taxa amb feedback 75,926 75,926 75,926 75,926 75,926 75,741 75,926 75,926 75,926 75,926 75,926 75,926 75,926 75,926 75,926 75,926 75,926 
Eigenvectors 100 105 110 115 120 122            
Taxa sense feedback 43,148 43,148 43,148 43,148 43,148 43,148            
Taxa amb feedback 75,926 75,926 75,926 75,741 75,741 75,741            
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2.3 Taula Fig. 4.11 
 
 
 1 il·luminació sense simètriques 
Eigenvectors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 - 100 10,185 25,556 41,482 51,667 56,296 62,037 63,148 65,185 67,778 67,963 69,444 70,000 69,259 70,000 70,185 70,185 70,556 70,556 70,556 70,741 
15 - 85 14,259 27,037 45,000 55,370 60,926 65,556 68,519 71,111 72,407 72,963 75,000 75,741 75,185 75,556 75,926 76,111 76,667 76,296 76,482 76,482 
20 - 80 13,889 26,296 44,815 54,815 60,000 65,370 67,963 70,185 71,852 72,593 74,444 75,000 74,444 74,815 75,185 75,741 75,926 75,741 75,926 75,926 
25 - 75 13,889 25,926 43,148 54,630 59,074 64,074 66,296 68,704 70,926 71,667 73,148 74,074 73,889 74,815 75,370 75,370 75,370 75,370 75,556 75,370 
30 - 70 13,519 25,000 42,963 52,037 57,407 62,037 65,556 67,778 70,185 70,556 71,852 72,778 73,148 74,444 75,370 75,185 75,556 75,556 75,741 75,556 
Eigenvectors 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 40 45 50 55 60 
1 - 100 71,111 71,296 71,296 70,926 70,926 71,111 70,926 70,741 70,741 70,556 70,556 70,556 70,556 70,556 70,556 70,556 70,556 70,556 70,556 70,556 
15 - 85 77,037 77,037 76,667 76,482 76,482 76,482 76,296 76,296 76,111 75,926 75,926 75,926 75,926 75,926 75,926 75,926 76,111 76,296 76,296 76,296 
20 - 80 76,482 76,852 76,296 75,926 75,741 75,926 75,741 75,556 75,370 75,185 75,185 75,185 75,185 75,185 75,370 75,370 75,556 75,741 75,741 75,741 
25 - 75 76,296 76,296 76,111 75,926 75,741 75,926 75,741 75,741 75,741 75,741 75,741 75,741 75,741 75,741 75,741 70,926 70,926 70,926 70,926 70,926 
30 - 70 76,111 76,482 76,111 75,926 75,741 75,926 75,926 75,926 75,926 75,741 75,741 75,741 75,741 75,741 75,741 75,741 75,741 75,926 75,926 75,926 
Eigenvectors 65 70 75 80 85 90 95 100 105 110 115 120         
1 - 100 70,556 70,556 70,556 70,556 70,556 70,556 70,556 70,556 70,556 70,556 70,556 70,556         
15 - 85 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296         
20 - 80 75,741 75,741 75,741 75,741 75,741 75,741 75,741 75,741 75,741 75,741 75,741 75,741         
25 - 75 70,926 70,926 70,926 70,926 70,926 70,926 70,926 70,926 70,926 70,926 70,926 70,926         
30 - 70 75,926 75,926 75,926 75,926 75,926 75,926 75,926 75,926 75,926 75,926 75,926 75,926         
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2.4 Taula Fig. 4.12 
 
 
 1 il·luminació amb simètriques 
Eigenvectors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 - 100 9,815 24,259 38,333 47,222 54,259 58,519 59,074 59,630 61,296 61,296 63,889 64,815 65,556 66,667 66,667 66,852 67,037 67,222 67,222 68,148 
15 - 85 13,148 26,111 44,630 52,593 60,000 64,815 67,037 67,407 69,259 70,000 72,222 73,148 73,333 74,815 75,000 75,000 74,815 75,185 75,185 76,296 
20 - 80 12,593 26,667 43,519 51,296 57,593 63,704 65,926 66,482 68,519 70,185 72,222 72,963 73,333 74,630 74,815 74,630 75,185 75,185 75,370 76,482 
25 - 75 12,593 26,667 43,519 51,667 57,407 62,593 65,185 65,556 68,333 69,815 71,296 72,778 73,148 74,074 74,259 74,074 74,630 74,444 74,815 75,926 
30 - 70 12,037 27,037 42,963 50,000 57,037 61,296 63,889 64,074 65,926 67,037 68,519 70,000 70,556 71,852 72,593 72,407 73,148 73,519 73,889 74,815 
Eigenvectors 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 40 45 50 55 60 
1 - 100 67,778 67,778 67,593 67,593 67,778 67,963 67,963 67,778 67,778 67,778 67,593 67,593 67,778 67,778 67,778 67,778 67,963 67,963 67,963 67,963 
15 - 85 75,926 75,926 75,556 75,741 75,370 75,556 75,556 75,370 75,370 75,370 75,000 75,000 75,370 75,370 75,370 75,185 75,370 75,370 75,370 75,370 
20 - 80 75,926 75,741 75,370 75,556 75,370 75,370 75,370 75,185 75,185 75,370 75,185 75,185 75,556 75,556 75,556 75,370 75,556 75,556 75,556 75,556 
25 - 75 75,185 75,000 74,444 74,630 74,259 74,444 74,259 73,889 73,889 73,889 73,704 73,889 74,259 74,259 74,259 74,074 74,259 74,259 74,259 74,259 
30 - 70 74,444 74,444 74,074 74,259 73,889 74,074 73,889 73,889 73,889 73,704 73,704 73,889 74,074 74,074 74,074 73,704 73,889 73,889 73,889 73,889 
Eigenvectors 65 70 75 80 85 90 95 100 105 110 115 120         
1 - 100 67,963 67,963 67,963 67,963 67,963 67,963 67,963 67,963 67,963 67,963 67,778 67,778         
15 - 85 75,370 75,370 75,370 75,370 75,370 75,370 75,370 75,370 75,370 75,370 75,185 75,185         
20 - 80 75,556 75,556 75,556 75,556 75,556 75,556 75,556 75,556 75,556 75,556 75,370 75,370         
25 - 75 74,259 74,259 74,259 74,259 74,259 74,259 74,259 74,259 74,259 74,259 74,074 74,074         
30 - 70 73,889 73,889 73,889 73,889 73,889 73,889 73,889 73,889 73,889 73,889 73,704 73,704         
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2.5 Taula Fig. 4.13 
 
 
 2 il·luminacions (original i components G) sense simètriques 
Eigenvectors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 - 100 9,259 27,037 41,667 51,482 57,963 62,037 64,444 65,741 66,852 67,593 68,889 69,815 69,630 70,741 70,926 71,111 71,667 72,037 72,222 72,222 
15 - 85 15,185 27,407 46,482 55,741 63,333 66,482 69,259 70,185 71,482 72,222 72,593 73,704 74,074 75,000 75,185 75,370 75,926 75,926 76,111 76,482 
20 - 80 15,185 26,852 45,370 55,185 62,963 66,482 68,889 69,630 70,926 71,852 72,222 73,519 74,074 74,815 75,185 75,741 75,926 76,111 76,296 76,852 
25 - 75 11,296 26,111 43,889 53,889 62,037 66,296 68,704 69,815 71,111 71,482 71,852 73,148 73,333 74,074 74,259 74,815 74,815 74,815 74,815 75,370 
30 - 70 10,741 25,926 43,704 51,852 59,815 64,630 67,593 69,074 70,556 71,111 72,222 73,704 74,630 75,000 75,370 75,556 75,741 76,111 75,926 75,926 
Eigenvectors 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 40 45 50 55 60 
1 - 100 72,593 72,593 72,593 72,778 72,593 72,222 72,222 72,222 72,222 72,593 72,407 72,222 72,222 72,222 72,222 72,222 72,222 72,222 72,222 72,037 
15 - 85 76,852 76,667 76,667 76,852 76,852 76,667 76,667 76,667 76,852 77,222 77,037 76,667 76,667 76,667 76,667 76,667 76,667 76,852 76,852 76,667 
20 - 80 77,222 77,222 76,852 77,222 77,222 77,222 77,222 77,222 77,222 77,593 77,407 77,037 77,037 77,037 77,037 77,037 77,037 77,037 77,037 76,852 
25 - 75 75,370 75,370 74,815 75,185 75,370 75,556 75,556 75,556 75,556 75,741 75,556 75,370 75,370 75,185 75,185 75,185 75,185 75,185 75,185 75,000 
30 - 70 76,296 76,111 75,926 76,296 76,296 76,482 76,482 76,482 76,296 76,482 76,296 76,111 76,111 76,111 76,111 76,111 76,111 76,111 76,111 75,926 
Eigenvectors 65 70 75 80 85 90 95 100 105 110 115 120         
1 - 100 72,037 72,037 72,037 72,037 72,037 72,037 72,037 72,037 72,037 72,037 72,037 72,037         
15 - 85 76,667 76,667 76,667 76,667 76,667 76,667 76,667 76,667 76,667 76,667 76,667 76,667         
20 - 80 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852         
25 - 75 75,000 75,185 75,000 75,000 75,000 75,000 75,000 75,000 75,000 75,000 75,000 75,000         
30 - 70 75,926 76,111 75,926 75,926 75,926 75,926 75,926 75,926 75,926 75,926 75,926 75,926         
 
80  Reconeixement Facial amb Tècniques Mixtes 3D – 2D 
 
2.6 Taula Fig. 4.14 
 
 
 2 il·luminacions (original i components G) amb simètriques 
Eigenvectors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 - 100 7,963 24,815 36,111 46,482 54,815 59,444 61,111 62,963 65,000 65,926 66,296 68,519 68,704 70,185 70,741 70,556 70,741 70,926 71,111 71,482 
15 - 85 13,333 26,111 41,296 52,222 59,630 65,000 68,148 70,185 72,222 72,963 73,889 75,556 76,296 77,222 77,593 78,148 78,148 78,148 78,148 78,333 
20 - 80 12,778 26,482 41,667 51,852 58,519 63,889 67,593 69,630 71,482 72,222 73,148 74,815 76,111 77,222 77,593 78,333 78,519 78,519 78,519 78,704 
25 - 75 12,963 26,482 42,222 52,222 59,259 64,630 68,704 70,370 72,222 72,407 73,148 74,074 75,556 76,667 77,037 77,963 77,963 77,407 77,778 77,963 
30 - 70 11,852 25,926 42,037 51,667 58,704 64,259 67,407 69,259 70,370 70,741 71,296 73,333 75,370 76,667 76,667 77,593 77,407 76,667 77,037 77,037 
Eigenvectors 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 40 45 50 55 60 
1 - 100 71,482 71,296 71,667 71,667 71,852 71,667 71,667 71,667 71,111 71,111 70,926 71,296 71,482 71,482 71,482 71,667 71,482 71,482 71,111 70,741 
15 - 85 78,333 78,148 78,148 78,333 78,333 78,519 78,333 78,519 78,148 77,963 77,963 78,148 78,519 78,519 78,519 78,519 78,519 78,704 78,519 78,148 
20 - 80 78,704 78,519 78,704 78,704 78,704 79,074 78,889 79,074 78,704 78,519 78,519 78,704 79,074 79,074 79,074 78,889 78,889 78,889 78,704 78,333 
25 - 75 77,778 77,593 77,593 77,778 77,778 77,963 77,778 77,778 77,593 77,593 77,407 77,593 77,963 77,963 77,963 77,963 77,963 77,778 77,778 77,407 
30 - 70 77,037 77,037 77,222 77,222 77,222 77,593 77,407 77,222 77,222 77,037 77,037 77,222 77,778 77,778 77,778 77,222 77,037 77,037 77,037 76,667 
Eigenvectors 65 70 75 80 85 90 95 100 105 110 115 120         
1 - 100 70,741 70,556 70,556 70,556 70,556 70,556 70,556 70,741 70,556 70,556 70,556 70,556         
15 - 85 78,148 77,963 77,963 77,963 77,963 77,963 77,963 78,148 77,963 77,963 77,963 77,963         
20 - 80 78,333 78,148 78,148 78,148 78,148 78,148 78,148 78,333 78,148 78,148 78,148 78,148         
25 - 75 77,407 77,222 77,222 77,222 77,222 77,222 77,222 77,222 77,222 77,222 77,222 77,222         
30 - 70 76,667 76,667 76,667 76,667 76,667 76,667 76,667 76,667 76,667 76,667 76,667 76,667         
 
Annexe 2. Taules de Resultats Obtinguts   81 
 
2.7 Taula Fig. 4.15 
 
 
 2 il·luminacions (original i components R) sense simètriques 
Eigenvectors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 - 100 10,741 28,704 41,482 51,111 58,519 60,370 63,519 65,185 66,482 67,222 69,444 70,185 70,370 70,741 71,111 71,296 71,296 71,482 71,852 71,296 
15 - 85 16,852 29,630 45,926 56,111 63,333 65,370 68,519 70,556 72,037 73,333 75,000 76,482 77,222 77,407 77,963 78,148 78,148 78,519 78,889 78,519 
20 - 80 15,556 30,741 46,667 55,370 62,222 66,482 69,630 71,296 72,593 73,704 75,556 77,037 77,963 78,148 78,333 78,519 78,519 78,889 79,259 78,889 
25 - 75 14,444 28,889 45,370 55,000 60,556 65,370 68,333 70,000 70,926 71,852 74,259 75,185 75,926 76,296 76,296 76,296 76,296 76,667 77,037 76,667 
30 - 70 13,333 28,333 44,815 52,778 59,259 64,259 67,407 69,074 70,370 71,296 74,259 75,185 75,926 76,852 76,482 76,667 76,667 76,667 77,222 76,852 
Eigenvectors 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 40 45 50 55 60 
1 - 100 71,482 71,667 71,482 71,482 71,852 72,037 71,667 71,852 71,667 71,667 71,667 71,667 71,667 71,667 71,667 71,667 71,667 71,852 71,852 71,852 
15 - 85 78,704 78,519 78,333 78,148 78,704 78,704 78,333 78,519 78,519 78,519 78,519 78,519 78,519 78,519 78,519 78,704 78,889 79,074 79,074 79,259 
20 - 80 79,074 78,889 78,704 78,519 79,074 79,259 78,889 79,074 79,074 79,259 79,259 79,259 79,259 79,259 79,074 79,259 79,444 79,815 79,815 79,815 
25 - 75 76,852 76,852 76,667 76,667 77,037 77,037 76,852 77,037 77,037 77,222 77,222 77,222 77,222 77,222 77,037 77,222 77,593 77,963 77,963 77,963 
30 - 70 76,852 76,852 76,852 76,852 77,222 77,222 77,037 77,222 77,037 77,222 77,222 77,222 77,222 77,222 77,037 77,222 77,407 77,593 77,593 77,593 
Eigenvectors 65 70 75 80 85 90 95 100 105 110 115 120         
1 - 100 71,852 71,852 71,852 71,852 71,852 71,852 71,852 71,852 71,852 71,852 71,852 71,852         
15 - 85 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,259         
20 - 80 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815         
25 - 75 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963         
30 - 70 77,593 77,593 77,593 77,593 77,593 77,593 77,593 77,593 77,593 77,593 77,593 77,593         
 
82  Reconeixement Facial amb Tècniques Mixtes 3D – 2D 
 
2.8 Taula Fig. 4.16 
 
 
 2 il·luminacions (original i components R) amb simètriques 
Eigenvectors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 - 100 9,074 23,148 37,593 46,296 52,593 56,852 60,000 62,037 64,074 65,000 66,852 68,148 69,259 69,074 69,815 70,000 70,556 70,556 70,556 70,926 
15 - 85 12,963 25,370 42,778 52,778 59,259 64,815 68,148 70,185 71,852 73,704 75,000 76,852 78,704 78,519 78,889 79,074 79,630 79,074 79,259 79,630 
20 - 80 12,593 25,370 41,482 52,593 58,148 65,000 68,519 70,741 72,037 73,889 75,370 76,852 78,148 78,519 79,074 79,630 80,370 79,815 79,815 80,000 
25 - 75 13,148 24,815 42,407 52,593 58,704 64,630 69,074 71,111 72,778 73,519 75,000 76,482 77,407 77,963 77,778 78,148 79,074 78,519 78,704 78,704 
30 - 70 13,519 27,037 41,852 50,926 57,963 63,519 67,222 68,889 71,296 71,667 73,333 74,259 75,741 76,852 76,482 76,852 77,407 77,222 77,222 77,037 
Eigenvectors 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 40 45 50 55 60 
1 - 100 71,111 70,926 71,111 70,926 71,111 71,482 71,111 71,111 71,296 71,296 71,667 71,667 71,667 71,667 71,667 71,852 72,037 72,037 71,482 71,482 
15 - 85 79,444 79,630 79,630 79,259 79,444 80,000 79,444 79,630 79,444 79,444 79,815 80,000 80,000 80,000 80,000 80,000 80,185 80,185 79,815 79,630 
20 - 80 80,000 80,185 80,000 79,444 79,630 80,370 79,815 80,000 80,000 80,000 80,370 80,556 80,556 80,556 80,556 80,370 80,556 80,556 80,185 80,000 
25 - 75 78,519 78,704 78,704 78,148 78,148 78,704 78,333 78,333 78,148 78,148 78,519 78,704 78,704 78,704 78,704 78,519 78,704 78,519 78,148 77,963 
30 - 70 77,407 77,593 77,407 77,407 77,407 77,778 77,407 77,222 77,222 77,222 77,593 77,778 77,778 77,778 77,778 77,593 77,593 77,407 76,852 76,852 
Eigenvectors 65 70 75 80 85 90 95 100 105 110 115 120         
1 - 100 71,482 71,482 71,482 71,482 71,482 71,296 71,296 71,296 71,296 71,296 71,296 71,296         
15 - 85 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630         
20 - 80 80,000 80,000 80,000 80,000 80,000 80,000 80,000 80,000 80,000 80,000 80,000 80,000         
25 - 75 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963         
30 - 70 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852         
 
Annexe 2. Taules de Resultats Obtinguts   83 
 
2.9 Taula Fig. 4.17 
 
 
 3 il·luminacions sense simètriques 
Eigenvectors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 - 100 10,370 28,889 41,667 50,741 58,148 61,482 65,370 65,926 67,222 68,148 70,185 71,111 70,741 71,111 71,667 72,037 71,667 72,037 72,222 72,037 
15 - 85 16,667 30,370 46,111 56,852 63,148 65,370 69,630 70,741 72,407 73,148 75,000 76,667 76,852 77,222 77,778 78,333 78,519 78,519 78,889 78,519 
20 - 80 15,926 30,741 46,482 55,741 62,778 66,667 70,556 71,482 72,222 73,333 74,815 77,037 77,222 77,593 77,963 78,333 78,519 78,704 79,074 78,889 
25 - 75 14,259 30,370 45,741 54,815 61,667 65,370 68,519 70,185 70,741 71,482 73,704 75,370 75,370 75,926 76,111 76,482 76,667 76,852 77,222 77,222 
30 - 70 12,963 27,963 43,889 52,778 59,630 63,333 67,222 69,259 70,000 70,741 73,519 74,815 75,556 76,482 76,296 76,852 77,037 76,852 77,407 77,407 
Eigenvectors 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 40 45 50 55 60 
1 - 100 71,667 71,852 72,037 72,037 72,407 72,037 71,852 72,037 71,852 71,852 71,852 72,037 71,852 71,852 72,037 72,407 71,852 72,222 72,222 72,222 
15 - 85 78,519 78,519 78,704 78,519 78,889 78,889 78,704 78,704 78,704 78,704 78,704 78,704 78,704 78,704 78,704 78,889 78,889 79,074 79,074 79,259 
20 - 80 78,889 78,889 79,074 78,889 79,259 79,444 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,074 79,259 79,259 79,630 79,630 79,630 
25 - 75 77,222 77,222 77,407 77,407 77,593 77,593 77,593 77,593 77,593 77,593 77,593 77,593 77,593 77,593 77,407 77,593 77,593 77,963 77,963 77,963 
30 - 70 77,593 77,222 77,407 77,593 77,963 77,778 77,778 77,778 77,593 77,593 77,593 77,593 77,593 77,593 77,407 77,593 77,593 77,778 77,778 77,778 
Eigenvectors 65 70 75 80 85 90 95 100 105 110 115 120         
1 - 100 72,222 72,222 72,222 72,222 72,222 72,222 72,222 72,222 72,222 72,222 72,222 72,222         
15 - 85 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,259         
20 - 80 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630         
25 - 75 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963         
30 - 70 77,778 77,778 77,778 77,778 77,778 77,778 77,778 77,778 77,778 77,778 77,778 77,778         
 
84  Reconeixement Facial amb Tècniques Mixtes 3D – 2D 
 
2.10 Taula Fig. 4.18 
 
 
 3 il·luminacions amb simètriques 
Eigenvectors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 - 100 8,519 24,630 37,222 46,852 52,778 57,222 60,370 61,482 63,704 65,370 66,852 68,333 69,074 69,444 70,000 70,000 70,556 70,556 70,741 71,296 
15 - 85 12,778 26,482 41,667 53,148 59,630 65,000 68,889 70,185 72,222 75,000 75,556 77,407 78,148 78,333 78,333 78,704 78,889 78,519 78,704 79,074 
20 - 80 12,407 27,037 41,852 52,407 58,889 65,370 68,704 70,556 72,037 74,444 75,370 77,407 78,333 78,333 78,704 79,259 79,630 79,074 79,259 79,259 
25 - 75 12,222 26,667 42,778 52,778 59,259 65,185 69,074 70,556 72,407 73,704 75,000 76,852 77,593 78,148 78,148 78,333 78,889 78,333 78,519 78,704 
30 - 70 12,778 27,963 41,482 51,296 58,148 63,519 67,593 69,259 71,296 72,407 73,333 75,556 75,741 77,222 77,037 77,222 77,222 77,037 77,037 77,222 
Eigenvectors 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 40 45 50 55 60 
1 - 100 71,296 71,296 71,296 71,296 70,926 71,296 71,111 71,111 71,296 71,667 71,852 71,852 71,852 71,852 71,852 71,852 72,037 71,852 71,482 71,482 
15 - 85 79,259 79,815 79,815 80,000 79,444 79,815 79,630 79,630 79,630 79,815 80,000 80,000 80,000 80,000 80,000 80,000 80,370 80,185 79,815 79,815 
20 - 80 79,444 80,000 79,815 80,000 79,444 80,000 79,815 79,815 79,815 80,000 80,185 80,185 80,185 80,185 80,185 80,000 80,370 80,000 79,630 79,630 
25 - 75 78,889 79,074 79,074 79,074 78,333 78,704 78,704 78,519 78,519 78,704 78,889 78,889 78,889 78,889 78,889 78,704 79,074 78,519 78,148 78,148 
30 - 70 77,778 77,778 77,778 77,963 77,222 77,593 77,593 77,407 77,407 77,593 77,778 77,778 77,778 77,778 77,778 77,593 77,778 77,407 77,037 77,037 
Eigenvectors 65 70 75 80 85 90 95 100 105 110 115 120         
1 - 100 71,296 71,482 71,482 71,482 71,482 71,296 71,296 71,296 71,296 71,296 71,296 71,296         
15 - 85 79,630 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815         
20 - 80 79,444 79,444 79,444 79,444 79,444 79,444 79,444 79,444 79,444 79,444 79,444 79,444         
25 - 75 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963 77,963         
30 - 70 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852         
 
Annexe 2. Taules de Resultats Obtinguts   85 
 
2.11 Taula Fig. 4.19 (sense simètriques) 
 
 
Eigenvectors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
1 il·luminació 14,259 27,037 45,000 55,370 60,926 65,556 68,519 71,111 72,407 72,963 75,000 75,741 75,185 75,556 75,926 76,111 76,667 76,296 
2 il·luminacions 
(G) 15,185 26,852 45,370 55,185 62,963 66,482 68,889 69,630 70,926 71,852 72,222 73,519 74,074 74,815 75,185 75,741 75,926 76,111 
2 il·luminacions 
(R) 15,556 30,741 46,667 55,370 62,222 66,482 69,630 71,296 72,593 73,704 75,556 77,037 77,963 78,148 78,333 78,519 78,519 78,889 
3 il·luminacions 15,926 30,741 46,482 55,741 62,778 66,667 70,556 71,482 72,222 73,333 74,815 77,037 77,222 77,593 77,963 78,333 78,519 78,704 
Eigenvectors 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 40 
1 il·luminació 76,482 76,482 77,037 77,037 76,667 76,482 76,482 76,482 76,296 76,296 76,111 75,926 75,926 75,926 75,926 75,926 75,926 75,926 
2 il·luminacions 
(G) 76,296 76,852 77,222 77,222 76,852 77,222 77,222 77,222 77,222 77,222 77,222 77,593 77,407 77,037 77,037 77,037 77,037 77,037 
2 il·luminacions 
(R) 79,259 78,889 79,074 78,889 78,704 78,519 79,074 79,259 78,889 79,074 79,074 79,259 79,259 79,259 79,259 79,259 79,074 79,259 
3 il·luminacions 79,074 78,889 78,889 78,889 79,074 78,889 79,259 79,444 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,259 79,074 79,259 
Eigenvectors 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120   
1 il·luminació 76,111 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296 76,296   
2 il·luminacions 
(G) 77,037 77,037 77,037 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852 76,852   
2 il·luminacions 
(R) 79,444 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815 79,815   
3 il·luminacions 79,259 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630 79,630   
86  Reconeixement Facial amb Tècniques Mixtes 3D – 2D 
 
2.12 Taula Fig. 4.19 (amb simètriques) 
 
 
Eigenvectors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
1 il·luminació 12,593 26,667 43,519 51,296 57,593 63,704 65,926 66,482 68,519 70,185 72,222 72,963 73,333 74,630 74,815 74,630 75,185 75,185 
2 il·luminacions 
(G) 12,778 26,482 41,667 51,852 58,519 63,889 67,593 69,630 71,482 72,222 73,148 74,815 76,111 77,222 77,593 78,333 78,519 78,519 
2 il·luminacions 
(R) 12,593 25,370 41,482 52,593 58,148 65,000 68,519 70,741 72,037 73,889 75,370 76,852 78,148 78,519 79,074 79,630 80,370 79,815 
3 il·luminacions 12,407 27,037 41,852 52,407 58,889 65,370 68,704 70,556 72,037 74,444 75,370 77,407 78,333 78,333 78,704 79,259 79,630 79,074 
Eigenvectors 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 40 
1 il·luminació 75,370 76,482 75,926 75,741 75,370 75,556 75,370 75,370 75,370 75,185 75,185 75,370 75,185 75,185 75,556 75,556 75,556 75,370 
2 il·luminacions 
(G) 78,519 78,704 78,704 78,519 78,704 78,704 78,704 79,074 78,889 79,074 78,704 78,519 78,519 78,704 79,074 79,074 79,074 78,889 
2 il·luminacions 
(R) 79,815 80,000 80,000 80,185 80,000 79,444 79,630 80,370 79,815 80,000 80,000 80,000 80,370 80,556 80,556 80,556 80,556 80,370 
3 il·luminacions 79,259 79,259 79,444 80,000 79,815 80,000 79,444 80,000 79,815 79,815 79,815 80,000 80,185 80,185 80,185 80,185 80,185 80,000 
Eigenvectors 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120   
1 il·luminació 75,556 75,556 75,556 75,556 75,556 75,556 75,556 75,556 75,556 75,556 75,556 75,556 75,556 75,556 75,370 75,370   
2 il·luminacions 
(G) 78,889 78,889 78,704 78,333 78,333 78,148 78,148 78,148 78,148 78,148 78,148 78,333 78,148 78,148 78,148 78,148   
2 il·luminacions 
(R) 80,556 80,556 80,185 80,000 80,000 80,000 80,000 80,000 80,000 80,000 80,000 80,000 80,000 80,000 80,000 80,000   
3 il·luminacions 80,370 80,000 79,630 79,630 79,444 79,444 79,444 79,444 79,444 79,444 79,444 79,444 79,444 79,444 79,444 79,444   
Annexe 2. Taules de Resultats Obtinguts   
 
2.13 Taula Fig. 4.20 
 
 










Eigenvetors [1 - 122] [27-122] [42-122] [25-120] [1 - 122] [27-122] [42-122] [25-120] 
1 12,593 14,630 14,630 14,630 12,407 15,370 14,815 15,926 
2 25,370 28,704 29,074 30,370 27,037 29,259 27,407 30,370 
3 41,482 44,630 43,704 45,556 41,852 45,000 41,482 45,370 
4 52,593 55,000 51,667 55,185 52,407 54,259 51,667 54,815 
5 58,148 60,370 55,000 60,185 58,889 59,630 54,630 60,185 
6 65,000 63,889 59,630 64,259 65,370 63,333 59,074 64,259 
7 68,519 65,926 63,704 67,963 68,704 65,741 60,370 67,778 
8 70,741 68,148 65,556 68,704 70,556 67,778 65,926 69,074 
9 72,037 69,074 67,222 70,926 72,037 68,704 67,407 70,370 
10 73,889 71,296 68,889 72,778 74,444 70,741 68,333 72,407 
11 75,370 73,148 69,074 74,630 75,370 72,037 69,074 74,074 
12 76,852 74,444 69,074 75,370 77,407 73,704 69,074 75,370 
13 78,148 74,630 69,074 75,926 78,333 74,074 69,259 76,111 
14 78,519 74,630 69,630 76,296 78,333 74,259 69,630 75,741 
15 79,074 75,000 70,000 76,667 78,704 74,815 69,444 76,482 
16 79,630 75,556 70,185 77,407 79,259 75,185 69,444 77,407 
17 80,370 75,556 70,185 77,407 79,630 75,000 69,630 77,222 
18 79,815 76,111 69,815 77,963 79,074 75,370 69,444 77,037 
19 79,815 75,741 69,444 77,037 79,259 74,815 69,074 77,407 
20 80,000 75,185 69,259 76,482 79,259 75,000 68,889 76,482 
21 80,000 75,185 69,444 76,482 79,444 74,815 69,074 76,482 
22 80,185 75,185 69,630 76,296 80,000 74,815 69,259 76,111 
23 80,000 75,185 69,630 76,111 79,815 74,815 69,259 76,111 
24 79,444 74,815 69,259 75,926 80,000 74,815 68,704 75,926 
25 79,630 75,000 69,444 75,741 79,444 75,000 69,074 76,296 
26 80,370 75,000 69,259 75,741 80,000 74,815 68,889 76,296 
27 79,815 75,185 69,259 75,741 79,815 75,000 68,889 76,111 
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Eigenvetors [1 - 122] [27-122] [42-122] [25-120] [1 - 122] [27-122] [42-122] [25-120] 
28 80,000 75,185 69,444 75,556 79,815 75,000 69,074 75,926 
29 80,000 75,000 69,630 75,370 79,815 75,000 69,259 75,741 
30 80,000 75,000 70,000 75,370 80,000 74,815 69,630 75,741 
31 80,370 74,815 70,000 75,556 80,185 74,630 69,630 75,926 
32 80,556 74,815 70,185 75,556 80,185 74,630 69,815 75,926 
33 80,556 74,630 70,000 75,556 80,185 74,444 69,630 75,926 
34 80,556 74,630 70,185 75,556 80,185 74,630 69,815 75,926 
35 80,556 75,185 70,185 75,556 80,185 75,000 69,815 75,926 
40 80,370 75,000 70,000 75,370 80,000 75,000 69,630 75,741 
45 80,556 75,370 70,000 75,185 80,370 75,370 69,630 75,556 
50 80,556 75,185 69,815 75,185 80,000 75,370 69,444 75,556 
55 80,185 75,185 69,630 75,185 79,630 75,185 69,259 75,556 
60 80,000 75,185 69,630 75,185 79,630 75,185 69,259 75,556 
65 80,000 75,185 69,630 75,185 79,444 75,185 69,259 75,556 
70 80,000 75,185 69,444 75,185 79,444 75,185 69,074 75,556 
75 80,000 75,185 69,444 75,370 79,444 75,185 69,074 75,556 
80 80,000 75,185 69,444 75,370 79,444 75,185 69,074 75,556 
85 80,000 75,185  75,370 79,444 75,185  75,556 
90 80,000 75,185  75,370 79,444 75,185  75,556 
95 80,000 75,185  75,185 79,444 75,185  75,556 
100 80,000    79,444    
105 80,000    79,444    
110 80,000    79,444    
115 80,000    79,444    
120 80,000    79,444    
 
Annexe 2. Taules de Resultats Obtinguts   
 
2.14 Taula Fig. 4.21 
 
Eigenvectors Ranking 1 Ranking 2 Ranking 3 Ranking 4 Ranking 5 
1 12,593 20,185 27,963 32,407 38,148 
2 25,370 40,000 51,296 58,519 63,889 
3 41,482 55,926 65,741 74,815 79,444 
4 52,593 68,148 76,296 82,593 86,296 
5 58,148 74,815 82,037 86,296 88,704 
6 65,000 77,963 85,000 89,259 91,482 
7 68,519 80,556 86,296 89,630 92,778 
8 70,741 82,222 85,741 90,185 92,963 
9 72,037 82,963 86,667 90,185 92,778 
10 73,889 82,963 87,407 91,111 93,333 
11 75,370 84,444 87,222 91,667 93,333 
12 76,852 84,630 87,963 92,222 94,259 
13 78,148 85,185 88,704 92,222 94,630 
14 78,519 86,111 89,444 92,407 94,259 
15 79,074 85,926 89,259 92,778 94,630 
16 79,630 86,852 89,815 92,593 94,815 
17 80,370 86,852 90,185 92,778 94,815 
18 79,815 87,222 90,185 92,593 94,630 
19 79,815 86,482 90,370 92,778 94,815 
20 80,000 87,037 90,741 92,963 94,444 
21 80,000 87,593 90,741 93,148 94,444 
22 80,185 87,778 90,926 92,963 94,444 
23 80,000 87,222 90,741 92,963 94,444 
24 79,444 87,407 90,741 92,963 94,444 
25 79,630 87,222 90,926 92,963 94,444 
26 80,370 87,037 90,926 92,963 94,259 
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Eigenvectors Ranking 1 Ranking 2 Ranking 3 Ranking 4 Ranking 5 
27 79,815 87,037 90,926 92,778 94,444 
28 80,000 87,037 90,926 92,778 94,444 
29 80,000 87,037 90,926 92,778 94,259 
30 80,000 87,222 90,926 92,778 94,444 
31 80,370 87,222 90,926 92,778 94,444 
32 80,556 87,037 90,926 92,778 94,444 
33 80,556 87,222 90,926 92,778 94,444 
34 80,556 87,407 90,741 92,778 94,444 
35 80,556 87,222 90,741 92,778 94,444 
40 80,370 87,222 90,556 92,963 94,444 
45 80,556 87,037 90,370 92,778 94,444 
50 80,556 87,037 90,370 92,778 94,444 
55 80,185 87,037 90,370 92,778 94,444 
60 80,000 87,037 90,370 92,778 94,444 
65 80,000 87,037 90,370 92,778 94,444 
70 80,000 87,037 90,370 92,778 94,444 
75 80,000 87,037 90,370 92,778 94,444 
80 80,000 87,037 90,370 92,778 94,444 
85 80,000 87,037 90,370 92,778 94,444 
90 80,000 87,037 90,370 92,778 94,444 
95 80,000 87,037 90,370 92,778 94,444 
100 80,000 87,037 90,370 92,778 94,444 
105 80,000 87,037 90,370 92,778 94,444 
110 80,000 87,037 90,370 92,778 94,444 
115 80,000 87,037 90,370 92,778 94,444 
120 80,000 87,037 90,370 92,778 94,444 
 
