Abstract-In this paper, we introduce and study a new class of generalized vector variational inequalities and complementarity problems for multivalued mappings. We prove the existence of solutions for this kind of vector variational inequality and discuss the relations between the solutions of the generalized vector variational inequalities and the solutions of generalized vector complementarity problems in Hausdorff topological vector spaces. Our results extend and improve some results in this field.
INTRODUCTION AND PRELIMINARIES
The main objective of this paper is to present some further findings concerning some recent works (see [l-13] and th e references therein) in the area of vector variational inequalities and vector complementarity problems. Fi'rst of all, we describe the general setting of our results. Let X be a Hausdorff topological vector space, Y a topological vector space, K a nonempty closed convex subset of X, and {C(z) : z E K} a family of closed, pointed, and convex cones in Y such that int C(z) # 0 for each 2 E K.
We define a partial order SC(~) in Y with convex cone C(z) as follows:
for all ~1, ~2 E K YI SC(~) ~2, iff y2 -y1 E C(z).
A mapping f : K + Y is called convex if, for any finite subset (21, ~2, . . . , z,} of K and {Xi};z1 c [0, l] such that Cz, Xi = 1, we have f(Cz, Xizi) Ic(~) X:=1 Aif( Let Q and Z be two topological spaces and T : Q -+ 2' a set-valued mapping. We say that T is closed if, for any 2 E Q and for each net {za} converging to IC and {ye} converging to y such that ya E T (z,) for all (Y, we have y E T(z).
Let E be a nonempty subset of X. F : E + 2 x is called a KKM mapping if, for arbitrary finite subset (~1, x2,. . . ,x,} of E, CO{Xl,X2,.
.
. , xn} c fi F(G), i=l
where coA denotes the convex hull of A. In 1980, Giannessi [5] first introduced a vector variational inequality in a finite-dimensional Euclidean space. In the past ten years or so, Ansari [l] , Chen et al. [2- 41, Lai and Yao [7] , Isac [lo], Lee and Lee [8] , Lee et al. [9] , Siddqi et al. [11, 12] , and many other authors have intensively studied the vector variational inequalities. Recently, Isac [lo] and Yang [13] considered the vector complementarity problems and proved some existence theorems of the solutions for the vector complementarity problems. In this paper, we introduce and study a new class of generalized vector variational inequalities and complementarity problems. We prove the existence of solutions for this kind of vector variational inequalities and discuss the relations between the solutions of the generalized vector variational inequalities and the solutions of generalized vector complementarity problems in Hausdorff topological vector spaces. Our results extend and improve some results of [2,10-131. 2. SOME GENERALIZED VECTOR VARIATIONAL INEQUALITIES Let X be a Hausdorff topological vector space, Y a topological vector space, M(X, Y) and L(X, Y) denote the set of all continuous mappings from X to Y and the set of all continuous linear mappings from X to Y, respectively. Suppose that K is a nonempty closed convex subset of X, {C(x) : z E K} is a family of closed, pointed, and convex cones of Y with int C(Z) # 0. Let T : X -+ 2"(XlY) be a multivalued mapping and 4 : M(X, Y) x K x K -+ Y be a single-valued mapping. We consider the following problem: find ys E K and SO E T(yo) such that 44~0, x, ~0) $ -int C(y0), for all x E K.
Problem (2.1) is called the generalized vector variational inequality. There are some special cases.
(2.1) CASE 1. If T : X -+ 2'(xly) and d(s,x, y) = (s, B(z, y)) + n(x,y) for all s E L(X, Y) and x,yEK,whereO:KxK--+X,q:KxK -+ Y and (s, TJ) denotes the evaluation of s at IJ, then problem (2.1) reduces to finding yc E K and SO E T(yo) such that (SO, e(x:, ~0)) + rl(x, ~0) $ -a C(YO), for all 2 E K.
W-4
This is the generalized vector variational-like inequality considered by Lee and Lee [8] .
CASE 2. If 0(x, y) = x-y and 77(x, y) = 0 f or all x, y E K, then problem (2.2) reduces to finding yc E K and se E T(yo) such that
This is the generalized vector variational inequality considered by Lee et al. [9] . for all x E K.
(2.4)
The special Cases l-3 show that the generalized vector variational inequality (2.1) provides a more general and unified setting for the study of the above class of problems.
In the proof of our results, we shall need the following lemma. Moreover, one of the two following assumptions is satisfied:
Then there exists ye E K and se E T(yo) such that q5( se, x, ye) $ -int C(ye) for all x E K.
PROOF. Suppose that 4 satisfies Assumptions (i)-(iii) and K is compact. Let F(x) 3 {y E K :
3 s E T(y) such that +(s, x, y) $! -int C(y)} f or each x E K. We assert that F(z) is closed. In fact, for each fixed x E K, if {y,} c F(x) and yn + ye, then there exists s, E T(y,) such that d(h, 2, yn) $I -id C(Y,). S ince K is a compact subset of X and T is upper-semicontinuous and closed with compact values, T(K) is compact and there exists a subnet of {sn}, again denoted by {s,}, such that s, 4 se. It follows from Assumption (iii) that and so q5(ss, x, ye) E W(ye) by the closed graph of W, which implies that ~(so, x, ye) $ -int C(ye). Thus, F(x) is closed, and moreover compact. By Assumption (i), we know that F(z) # 0 for each x E K.
Further, we shall prove that F : K + 2 K is a KKM mapping. Otherwise, there exists a finite subset {xi}~=i such that co{xi,x2,.
. ,x,} < lJr="=, F(xi). Th us, there at least exists one point x = CT="=, &xi, where 0 < Xi 5 1 for each 1 5 i 5 n and Cy=i Xi = 1, such that x $ Uzl F(xi). Hence, for each i = 1,2, . . . ,n, d(s,xi,x) E -int C(x) for all s E T(x), and it follows from Assumption (ii) that q5(s, Cy="=, &xi, x) 5 qz) CZ, W(s, xi, x), that is, i=l for all s E T(x). Since $(s,xi,x) E -int C(x) and C(x) is convex, it follows that 4(s, x, x) E -intC(x) for all s E T(x), which contradicts Assumption (i). Therefore, F : K --) 2' is a KKM mapping. From Lemma 2.1, we know that nsEK F(x) # 0, which implies that there exists ye E K and SO E T(yo) such that 4(se, x, ye) $ -int C(ys) for all x E K. Now we suppose that q5 satisfies Assumptions (i)-(iii) and (v). Let F(x) g {y E D : 3 s E T(y) such that d(s, x, y) $ -int C(y)} f or each x E K. By the above proving method, we can prove that F : K --+ 2 K is a KKM mapping with closed values. Now, we shall prove F(x) # 0 for each x E K. It follows from Assumption (i) that F(x) # 0 f or each x E D. On the other hand, for each fixed z E K \ D, let E, = =(D U {z}}, w h ere ~-6 denotes the closed convex hull of a set. Since D is compact, we know that E, is also compact. For each x E E,, let B(x) 4 {y E E, : 3s E T(y) such that 4(s,x,y) $ -int C(y)}. It follows from the above proving process that there exists yi E E, and si E T(yl) such that ~(sI, x, YI) $ -id Ck-4, (2.5) for all 3: E E,. Moreover, we assert that y1 E D. In fact, if y1 E ,?3, \ D c K \ D, it follows from Assumption (v) that there exists u ED satisfying 4(s, U, ~1) E -int C(yl) for all s E T(yl), which contradicts (2.5). So y1 E D and this implies F(z) # 0 for each 5 E E,. Especially, F(z) # 0. Since z E K \ D is arbitrary, we have F(x)={yED:3sET(y) such that +(s, x, y) $ -int C(y)} # 0, for all 2 E K. Since F(z) is closed for each z E D and D is compact, it follows from Assumption (v) that there exists u E D such that F(u) c D, and hence, F(u) is compact. Therefore, from Lemma 2.1 we know that nzEK F(z) # 0, which implies that there exists yo E K and SO E T(yc) such that ~(so, z, yc) +?J -int C(y0) for all z E K. This completes the proof. 
that (s, O(U, z)) + ~(2, U) E -int C(z) for all s E T(x)
. Then there exists yo E K and so E T(yo) such that (so, 6(x:, ~0)) + ~(x, yo) 6 -int C(yo) for all x E K.
In fact, setting 4(s,qy) = (s,e(x, y)) + q(x, y) for all s E L(X,Y) and z,y E K, then all the conditions of Theorem 2.1 are satisfied. Thus, the desired conclusion follows from Theorem 2.1. COROLLARY 2.1. Let X, Y, K, T, and M(X, Y) be the same as in Theorem 2.1. Assume that P is a closed, pointed, and convex cone in Y such that int P # 0, and 4 : M(X, Y) x K x K -+ Y is a mapping such that (i) for each x E K, there exists SO E T(z) such that ~(so, 2, z) $ -int P; (ii) the mapping +(s, 5, y) is convex with respect to CC; (iii) the mapping 4(s, 2, y) is continuous with respect to (s, y).
Moreover, one of the two following assumptions is satisfied:
(iv) there exists a compact subset D of K and u E D such that for all x E K \ D and s E T(x), f$(s, u, x) E -int P;
(v) K is compact.
Then there exists yo E K and SO E T(yo) such that ~(so, 2, yo) 4 -int P for all x E K.
Especially, when T is a single-valued mapping from X to M(X, Y), we have the following results.
. +! -int P for all 2 E K.
In many important applications, we replace M(X, Y) by L(X, Y). From Theorem'2.1, we have the following. [2] .) Let (X, P) b e an ordered topological vector space with a closed, pointed, and convex cone P such that int P # 0. Then for any y, z E 2, we have (i) y -2 E -int P and y $ -int P imply z E -int P; (ii) y -.z E P and y $ int P imply z $ int P. THEOREM 2.3. Let X, Y, K, C, T, and W be the same as in Theorem 2.1. Assume q5 :
(ii) the set F(y) = {x E K : 3s E T(y) such that g(s,z, y) E -int C(y)} is convex for all Y E K; (iii) there exists s E T(x) such that g(s,x,x) $ -int C(x) for all x E K; (iv) the mappings qS(s, x, y) and g( s, x, y) are continuous with respect to (s, y); (v) there exists a nonempty, compact, and convex subset D of K and u E D such that d(s, u, x) E -int C(x) for all z E K \ D and s E T(x).
Then there eksts yo E K and SO E T(yo) such that ~(so, x, yo) $ -int C(y0) for all x E K.
PROOF. Let
Fl(x) = {y E D : 3s E T(y) such that g(s,x, y) $ -int C(y)}, Fz(x) = {y E D : 3 s E T(y) such that ~(s,x, y) $ -int C(y)}, VXEK.
Since g(s, ., y) and d(s, ., y) are continuous and W(y) = Y \ {-int C(y)} has a closed graph, it is easy to prove F1(y) and Fz(y) is closed for each y E K. By the same method in the proof of Theorem 2.1, we can prove PI is a KKM mapping. Further, we shall prove $'I (y) C Fz(y). For each 2 E Fl(y), there exists s E T(y) such that g(s, Z, y) E -int C(y 
A GENERALIZED VECTOR COMPLEMENTARITY PROBLEM
Let X be a Hausdorff topological vector space, Y a topological vector space, T : X -+ 2L(x9y) a multivalued mapping, P a closed, pointed, and convex cone in X such that int P # 0, and {C(x) : x E P} a f amily of closed, pointed, and convex cones in Y such that int C(Z) # 0. DEFINITION 3.1. Let {C(x) : x E P} be a family of closed, pointed, and convex cones in Y and P a closed, pointed, and convex cone in X. We say that T : X --) 2L(xly) is generally positive on P related to C(.) if, for any fixed x E P and for all s E T(x), we have (%Y) E C(x), for all y E P. Now, we consider the following generalized vector complementarity problem. Find yo E P and SO E T(yo) such that If qx, y) = e(x) f or each y E P, then problem (3.1) is equivalent to finding y. E P and so E T(yo) such that Furthermore, if C(Z) = C, where C is a closed, poi@ed, and convex cone in Y, then problem (3.1) is equivalent to finding yo E P and so E T(yo) such that When T is a single-valued mapping, problem (3.3) was considered by Yang [13] . THEOREM 3.1. Let P be a closed, pointed, and convex cone in X such that int P # 0, and {C(Z) : x E P} a family of closed, pointed, and convex cones in Y such that int C(x) # 0. Suppose that 6' : P x P --f P is a mapping such that t9(P, y) = P for all y E P, and T : X -t 2L(xly) is a multivalued mapping. If yo E P and SO E T(yo) satisfy the following vector variational inequality:
(SO, e(x, ~0) -qYo, ~0)) $ -int C(YO), vx E P, (3.4) then yo E P and SO E T(yo) satisfy problem (3.1). M oreover, if T is generally positive on P related to C(.), then yo E P and so E T(yo) are the solution of problem (3.1) if and only if yo E P and SO E T(yo) are the solution of problem (3.4). PROOF. If yo E P and SO E T(yo) satisfy problem (3.4), then there exists x E P such that 6(z,yo) = 0. Hence, it follows from (3.4) that
On the other hand, since B(y, yo) + 8(y0, yo) E P and B(P, y) = P for each y E P, we know that there exists z E P such that 6(y, YO) + 6(y0, yo) = 6(x, yo). By (3.1), we have (so76(z, ~0) -6(yo, yo)) = (SO, qy, yo)) q! -int C(yc), for each y E P. Therefore, yc E P and sc E T(yo) satisfy problem (3.1).
Furthermore, assume that T is generally positive on P related to C(.) and y. 6 P and so E T(yo) satisfy problem (3.1). Then, se E T(yo), (so,y) E C(y0) for all y g P, and so (so, eh yo)) = (so, e(Yo, Yo) -(ecyo, yo) -ecx, yo))) E qyo), for all z E P. Since (SO, B(yc,yc)) $ int C(ye), it follows from Lemma 2.2(ii) that (SO, 6(yo, ~0) -6(x, yo)) $ int C(yo), for all z E P; that is, (SO, ec5 Yo) -e(Yo, Yo)) $ -id C(y0), for all 2 E P. Therefore, ye E P and SO E T(yo) satisfy problem (3.4) . This completes the proof.
The following example shows that the condition e(P, y) = P for all y E P in Theorem 3.1 can be satisfied. Then it is easy to see that e(P, y) = P for all y E P.
Prom Theorem 3.1, we have the following result.
COROLLARY 3.1. Let X, P, C(.), and T be the same as in Theorem 3.1, and e(P) = P. If ye E P and SO E T(yo) satisfy (~0~ Q(x) -e(Yo)) 4 -intC(yo), VXEP, (3.5) then yo E P and SO E T(yo) satisfy problem (3.2). Moreover, if T is generally positive on P related to C(.), then yc E P and SO E T(yo) are the solution of problem (3.2) if and only if yc E P and SO E T(yo) are the solution ofproblem (3.5).
If C(x) = C for each x E P, where C is a nonempty, closed, pointed, and closed cone in Y, then Corollary 3.1 reduces to the following. COROLLA,RY 3.2. Let X, P, and T be the same as in Theorem 3.1 and 6(C) = C. If y. E P and se E T(yo) satisfy (soI e(x) -qYo)) $ -intP, vx E c, (3.6) then yc E P and SO E T(ye) satisfy problem (3.3). M oreover, if T is generally positive on P related to C, then yc E P and so E T(yo) are the solution of problem (3.3) if and only if y. E P and se E T(yo) are the solution of problem (3.6).
