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E-mail address: m.ubbink@chem.leidenuniv.nlThe formation of protein complexes involves an encounter complex, in which proteins show few
speciﬁc interactions and assume many orientations. Recent kinetic and structural studies have shed
light on this elusive state. It is generally dominated by electrostatic interactions, although hydro-
phobic interactions can play a role. During the encounter phase the proteins remain largely sol-
vated. In extreme cases, the proteins only form an encounter complex, and in many other
complexes, the encounter state constitutes a signiﬁcant amount (5% or more), indicating that the
energy difference between encounter and productive complexes is small. Thus, the encounter com-
plex represents an essential part of protein complexes.
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Communication is an essential part of complex organisations,
be it human society or a living cell. Proteins communicate via
physical interactions. To transfer an informative message, speciﬁc-
ity is required. Proteins recognize partners through short-range
biophysical interactions, like hydrogen bonding, van der Waals
forces and the hydrophobic effect, in a binding interface that usu-
ally represents a small fraction of the total surface of the protein. It
is by no means a trivial task for a protein to ﬁnd the binding site on
the partner and align with it its own binding site to achieve the
correct interactions. The process of complex formation comprises
at least two steps. Upon meeting a partner protein, ﬁrst an encoun-
ter complex is formed, that either proceeds towards the ﬁnal com-
plex or dissociates again. The nature of the encounter state has
been elusive for a long time, due to a lack of experimental methods
to probe it. Recently, new tools to study this preliminary step in
complex formation have been reported and with it comes a chang-
ing view of this state. I will present a summary of the relevant the-
oretical considerations and then discuss the experimental results
on the encounter state of protein complexes.
2. Diffusion through liquids
The diffusion of macromolecules through an aqueous solution is
very different from diffusion through a gas. The latter can be com-chemical Societies. Published by Epared with billiard balls, moving with constant speed over trajec-
tories that are much longer than their radius, before bumping
into another ball [2]. Diffusion through a liquid is better compared
with a giant, 20 m diameter ball in a playground very crowded
with children. It feels pushing forces from all sides, and thus, it is
displaced as a consequence of statistical probability that at a given
point in time the forces in one direction are stronger than in the
opposing direction (Fig. 1A). The trajectory of displacement is ex-
tremely short because of constant collisions with children. An
interesting situation arises when the ball hits a wall. No children
push the ball away from the wall, because there are none between
the wall and the ball, but children still push it against the wall
(Fig. 1B). Therefore, the ball will remain close to the wall for a pro-
longed period of time. Translation along the wall and rotational
movements are still possible. Analogously, a macromolecule
pushed around by water molecules moves in a Brownian way
through the solution. When it collides with another macromole-
cule, the two will stay together for a certain time and during the
time of this macrocollision, diffusional and rotational movements
lead to multiple microcollisions, allowing the macromolecule to
sample a certain surface area of the partner. The duration of such
a macrocollision is about R2/D, with R being the sum of the radii
of the macromolecules and D the diffusion constant [2], resulting
in lifetimes in the ns range for proteins [3].
It is important to realize that the macrocollisions described here
require no interaction forces between the macromolecules [3]. The
lifetime of the macrocollision will often not be sufﬁcient for a
macromolecule to ﬁnd a small binding site on the partner andlsevier B.V. All rights reserved.
Fig. 1. A macromolecule experiences collisional forces from solvent molecules
(arrows) and shows a Brownian movement (line) through the solution (A) until it
collides with a wall or other macromolecule. The remaining forces push it onto the
wall (B).
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will be small. The probability of forming a productive complex can
be increased in two ways. First, the lifetime of the macrocollision
can be extended. Second, the site of initial contact can be inﬂu-
enced to reduce the surface area that needs to be searched. In both
mechanisms, electrostatic forces play an important role. The ﬁrst
mechanism is known as reduction in the dimensionality of the dif-
fusional search [4]. An interaction force that is non-speciﬁc, i.e.
does not lead to binding at a speciﬁc site, keeps the macromole-
cules in proximity for a prolonged time, allowing a more extensive
search of the surface of the partner by translational and rotational
movements. A well-known example is non-speciﬁc binding of pro-
teins to DNA. The negative charge of DNA attracts positively
charged proteins, without providing a speciﬁc interaction site. In
this way, the protein can search the DNA for its speciﬁc binding se-
quence more extensively before it dissociates again. It has been
demonstrated theoretically that a reduction of the dimensionality,
in particular when going from three dimensions (3D) to two (2D),
speeds up the search process [4].
The second mechanism is important for proteins with a charge
dipole. As an example, in the complex of the redox proteins cyto-
chrome c (Cc) and cytochrome c peroxidase (CcP), the search for
the binding site is limited by dipolar preorientation of the proteins
upon their approach. The encounter state consists predominantly
of complexes in which the strongly positive patch of Cc and the
negative side of the CcP face each other, as will be discussed in
more detail later. Thus, this mechanism leads to a dramatic reduc-
tion of the area to be searched. At the same time the ﬁrst mecha-Fig. 2. Energy diagrams. (A) Encounter complex without favourable forces between the p
is stabilized by charge interactions and the number of orientations is reduced by dipolar
complex via a low-energy transition state (k2 k1). (D) Like C, with a high-energy tran
with highly stabilized encounter complex. The proteins can get trapped in a non-produnism will apply. The charge interactions will prolong the lifetime
of the macrocollision allowing for a 2D search of the charged areas
to ﬁnd the productive orientation. In this way, the fraction of pro-
ductive complexes can approach 100% of the macrocollisions.
However, a protein surface is more irregular than DNA and it is less
straight forward to create a smooth surface charge, in which all
protein orientations have similar energy. It is probably for this rea-
son that ‘locking’ of proteins in non-productive electrostatic com-
plexes is observed at low ionic strength, at which the charge
interactions can be very strong (see below).
The dominant role for electrostatic forces in the initial stage of
complex formation is a consequence of its long-distance nature, in
contrast to the short-range forces mentioned above that are
responsible for speciﬁcity.
3. Two-step complex formation
The formation of a productive protein complex can be described
by a two-step model
Aþ B¡k1
k1
AB¡
k2
k2
AB ð1Þ
where A and B are the free proteins and AB* is the ensemble of ori-
entations that precedes the productive complex AB. AB* is deﬁned
here as the encounter complex. The macroscopic rate constant for
formation of the productive complex is kon = k1k2/(k1 + k2), assum-
ing a steady state for the concentration of AB*, and for dissociation,
koff = k1k2/(k1 + k2) [5].
In Fig. 2 energy diagrams are shown to illustrate various possi-
bilities. The diagrams are shown as a 3D funnel, with the produc-
tive complex at the tip and the encounter complex as the broad
area around it to emphasize that the latter represents an ensemble
of orientations, with a similar energy level. The diagrams are
drawn schematically for clarity but are less smooth and symmetric
in reality.
Fig. 2A illustrates the macrocollision between two non-interact-
ing macromolecules, with a lifetime of nanoseconds. The energy le-
vel of the complex is the same energy level as for the free proteins,
because there is no stabilizing force. An energy barrier is shown
but it may be that formation of this encounter complex is activa-
tionless, i.e. without any transition state. In Fig. 2B, electrostatic
attraction between the proteins results in a stabilized encounter
complex with a smaller set of possible orientations due to dipolar
orientation. Whether this process involves a signiﬁcant transition
state is unknown. The ﬁrst question that needs to be posed isroteins. (B) Encounter complex with electrostatic attraction. The encounter complex
preorientation. (C) The encounter complex can proceed to a more stable productive
sition state (k2 k1). (E) An electrostatic encounter complex at low ionic strength,
ctive local energy minimum.
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ductive complex (k2), relative to dissociation of the former (k1).
This has important consequences for the way the encounter com-
plex is visualized. If k2 k1 (Fig. 2C) all encounter complexes pro-
ceed to the productive complex and kon = k1. The off-rate then
depends both on k2 and k1 (koff = k1k2/k2). If it is assumed that
k1 and k1 are affected by the charge interactions, whereas k2 and
k2 are not, then koff should show ionic strength dependence. An
example of such a complex has been described by Kleanthous
and coworkers [6] for the interaction between colicin E9 DNase
and immunity protein Im9. From ﬂuorescence measurements a
two-step association was evident and the formation of the ﬁnal
complex was much faster than dissociation for the encounter com-
plex. In agreement with these results, not only kon but also koff was
found to depend on the ionic strength.
On the other hand, if k2 k1 (Fig. 2D), formation of the pro-
ductive complex depends not only on k1 but also on the ratio of
k1 and k2 (kon = k1k2/k1), and thus many of the encounter com-
plexes dissociate before the second step can take place. Therefore,
this cannot be true for complexes for which kon approaches the dif-
fusion limit, because this means that all macrocollisions end in a
productive complex. The koff now only depends on k2 and should
be ionic strength independent. Such complexes have been de-
scribed by the group of Schreiber. For example, the complex of
TEM1 b-lactamase and its protein inhibitor BLIP exhibit very weak
dependence of koff on the ionic strength, whereas kon decreases
with increasing salt concentration. It was demonstrated that elec-
trostatic forces dominate the association rate by introducing
charge mutations that changed the ionic strength behaviour of
kon in a predictable way. The mutants show faster association
and, consequently, higher afﬁnities [7].
Unfortunately, it is generally not possible to measure the micro-
scopic k values directly, although kon and koff can be determined in
favourable cases.
For electron transfer between proteins, such as observed in pho-
tosynthesis and respiration, fast turn-over is crucial, not to limit
the electron transfer through a redox chain. This implies a high koff,
often at least 1000 s1. To achieve a reasonable afﬁnity, kon needs
to be as high as possible and frequently approaches the diffusion
limit. The reaction rate depends on kon and is usually strongly ionic
strength dependent due to favourable charge interactions. How-
ever, at very low ionic strength often the rate has been observed
to decrease, resulting in a bell-shape curve for the rate as a func-
tion of the ionic strength. This behaviour has been explained by
assuming that the complex gets ‘locked’ in a non-productive elec-
trostatic orientation [8]. The long-range nature of electrostatic
forces makes it useful for attraction and dipolar preorientation
but not for precise alignment of the partners. At low ionic strength
the electrostatic potential surrounding the charged surface area
will not be smooth, resulting in local minima in which the partner
gets trapped (Fig. 2E). Given the timescale of the whole process, it
is better to avoid the word ‘locked’, because exchange between all
orientations within the complex will be fast (small kinetic barri-
ers). The local minimum means that the partner spends a signiﬁ-
cant fraction of the lifetime of the complex in non-productive
orientation(s).
4. Early work on the encounter state in electron transfer
proteins
Much work on the characterisation of the encounter complex
was done on electron transfer proteins and that will be the focus
of this minireview. It should be realized that many electron trans-
fer complexes are highly transient as an inherent consequence of
their biological function. These complexes are optimized by evolu-tion to react fast, not to achieve high speciﬁcity. In fact, the com-
plexes appear to have evolved to exhibit low afﬁnity and high
koff. Many have multiple partners reacting at the same binding site,
which thus needs to be a compromise in binding speciﬁcity. Many
other proteins form much more stable complexes, with a need for
high speciﬁcity and some examples will also be discussed. The role
of the encounter complex is not necessarily the same for both
types of complexes.
McLendon described electron transfer complexes as an ensem-
ble of orientation in his ‘velcro’ model [9]. He suggested that the
proteins can bind in multiple orientations with about equal energy,
like two pieces of velcro can stick in a variety of orientations with
similar strength. McLendon et al. [10] also showed that proteins
reorient on a very short time scale, in line with the idea of micro-
collisions described above. It was found that time-resolved energy
transfer from CcP to Cc is a multiexponential process at 77 K but a
simple mono-exponential one at 300 K, strongly suggesting that Cc
samples more than one orientation in the complex and these orien-
tations average over the timescale of the energy transfer (ns).
Qin and Kostic´ studied the photosynthetic complex of plastocy-
anin and cytochrome f by cross-link [11]. The proteins were
brought together at low ionic strength and carboxy and amino
groups were used to cross-link the proteins, forming a covalent
complex. NMR measurements then showed that electron transfer
between the cytochrome f haem and the plastocyanin copper
was inhibited in the cross-linked, but not in the native complex.
This experiment showed that the plastocyanin samples orienta-
tions other than the productive complex.
Bendall and coworkers studied the complex of plastocyanin and
Cc, showing that these non-physiological partners are highly reac-
tive [12] and form a complex. NMR analysis showed very small
chemical shift perturbations spread out over a large area of the
proteins [13]. Such a weak but broad perturbation map is a hall-
mark of a complex that is highly dynamic and mostly lacks a
well-deﬁned orientation (Fig. 2B), as has been demonstrated by
analysis of multiple redox complexes in my group [1,14–17].
Due to an initial lack of methods to characterize the encounter
complex experimentally, considerable computational work has
been performed on the subject. A seminal paper was published
by Northrup and coworkers [18] on a Brownian dynamics study
on the CcP–Cc complex. In Brownian dynamics proteins are docked
purely on the basis of electrostatic interactions. The results pre-
dicted that Cc samples a large area of the CcP surface and is thus
much more mobile than suggested by the crystal structure of the
complex [19], which was determined after the appearance of this
work. It made people realize that protein complexes could be much
more complex than the simple picture of a lock-and-key complex
suggests.
5. Visualisation of the encounter complex
Several groups have attempted to visualize the encounter com-
plex using computational methods, reviewed by Gabdoulline and
Wade [20]. A criterion for a realistic simulation is the reproduction
of experimental kon values as a function of ionic strength. When
protein complex formation is considered as a chemical reaction,
as has been discussed by Schreiber and coworkers, transition state
theory can be applied and kon is a measure for the height of the
transition state that limits the rate of complex formation [5]. The
resulting complex will depend on which transition state is rate
limiting. If the formation of the encounter complex AB* is the lim-
iting step, then kon = k1, Fig. 2C. In this case, the simulation de-
scribes the transition state between free proteins and the
encounter complex formation and should produce a broad ensem-
ble of orientations. If, on the other hand, the formation of the pro-
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Fig. 2D. The free proteins and the encounter complex then are in
fast equilibrium and the formation of the productive complex is
an infrequent event. In this case, the simulations should produce
an ensemble of complexes that resemble the productive complex,
because it represents the transition state between AB* and AB. It
is also possible that both transition states contribute to the rate
(k1  k2) and the simulation result should be somewhere in
between.
A priori, it is difﬁcult to predict which transition state is most
difﬁcult to reach because so little is known about the encounter
complex. To what degree are the proteins still solvated? Are there
short-range interactions or is it purely electrostatic? What is the
entropic difference between free proteins and the encounter com-
plex? NMR spectroscopy experiments have shed some light on
these questions (see below), but further work is required. In the
docking simulations, a criterion that is used to accept a solution
is that it should resemble certain features of the productive com-
plex (which is generally known from structural studies). For exam-
ple, two or three interprotein contacts observed in the productive
complex are required to accept a solution [3,21]. This criterion im-
plies that the transition state is close to the productive complex
and thus that the second step is the rate limiting (Fig. 2D). This cri-
terion still produces a fairly broad ensemble of orientations and
leads to good reproduction of the kon values. It is supported by
the ﬁnding of Camacho and coworkers that in many protein com-
plexes several of side chains that make up the interface assume the
rotamer found in the complex also in the free form, for at least part
of the time [22,23]. Such anchor residues could serve as the ﬁrst
points of contact between the protein upon formation of the pro-
ductive complex.
Schreiber and coworkers have probed the interactions in the
encounter complex, or rather in the transition state, by measuring
the effect of double mutant cycles on kon [24,25]. The interaction
between the side chain of a residue in one protein with one in
the other protein can be probed by mutagenesis to Ala. If the ef-
fects of both Ala mutations on the kon are additive, any interaction
between these residues is unimportant for the rate constant and
thus for the formation of the transition state. If the effects differ
signiﬁcantly from additive, the interaction between the residues
contributes, either favourably or unfavourably, to the transition
state. After determining the interactions between many residues
in this way, a systematic rotational search of one protein around
the other was performed to identify those orientations that match
with the observed interacting residue pairs.
It is a labour-intensive approach because many mutants need to
be screened, only a few of which show interactions. It is not possi-
ble to probe the role in the transition state formation of those res-
idues that are part of the interface of the productive complex
because mutations in these residues may also change the produc-
tive complex. Nevertheless, it has been possible to determine
models of the transition state for the complexes TEM1 b-lacta-
mase-BLIP and barnase–barstar. It was argued that the observed
state describes the transition between the encounter and produc-
tive complex, so kon is limited by k2. In agreement with this
assumption, the transition state observed for the barnase–barstar
complex, an extremely tight complex, is not very different from
the productive complex and the koff is independent of the ionic
strength. Intuitively, it seems reasonable that the formation of such
a tight complex with many speciﬁc short-range interactions would
have a high transition state energy (Fig. 2D). On the other hand, the
near-diffusion controlled kon suggests that most encounters result
in a productive complex, indicating that k2 cannot be much smaller
than k1.
For other proteins no signiﬁcant interactions were found and
the authors describe these transition states as diffusive, i.e. consist-ing of a wide range of different orientations. The diffusive transi-
tion states of other complexes may be explained by assuming
that k2 and k1 are of the same order of magnitude or that
k1 < k2 (Fig. 2C).
NMR spectroscopy can provide information about the encoun-
ter complex that is independent of kinetic measurements, because
it reports on the equilibrium situation of a protein complex. For
complexes with high koff, the chemical shifts represent an average
between the free proteins and the complex. Upon complex forma-
tion residues in the interface experience a change in chemical envi-
ronment. Amide groups in particular are very sensitive reporters
for binding because the chemical shift of amides is strongly depen-
dent on H-bond formation and the polarity of the surroundings.
Changes in solvation will therefore affect amide resonance
positions.
A comparison of the average size of the chemical shift perturba-
tions observed in several complexes of redox proteins showed
remarkable differences between complexes. Worrall et al. reported
a factor of 20 difference in size between the perturbations for the
CcP–Cc complex compared to that of Cc with adrenodoxin (Adx)
[16]. All perturbations were extrapolated to the 100% bound state
and are thus not caused by differences in the binding constant.
Apparently, the changes in the chemical environment in the latter
complex are considerably less than in the former. This is remark-
able because both complexes are strongly electrostatic and have
similar koff values, of at least 1000 s1. The explanation that was
provided is that the CcPCc complex represents mostly the pro-
ductive, well-deﬁned state AB, whereas the CcAdx complex must
be more dynamic, representing mostly the encounter complex.
Similarly small perturbations have been found for the complex
of cytochrome b5 and myoglobin [15], Cc and plastocyanin [13] and
cytochrome b5 and Cc [17], suggesting that also these complexes
are highly dynamic and represent mostly the encounter complex.
The most extreme examples of dynamic complexes that are never-
theless active in electron transfer, are found for non-physiological
partners, but also for physiological complexes, the dynamic state
can represent a signiﬁcant fraction, e.g. up to 30% for the yeast
complex of CcP and Cc [26]. The Prochlorothrix hollandica cyto-
chrome f and plastocyanin the complex is also partially dynamic
and this equilibrium is readily shifted further toward the dynamic
side by a double mutation that ﬂattens the plastocyanin interface
[27].
The ﬁnding that the encounter complex causes only very small
chemical shift perturbations gives information about the nature of
the encounter complex. It suggests that desolvation in the encoun-
ter complex is insigniﬁcant, because restructuring of the solvation
layer is likely to be a major contributor to amide chemical shift
perturbations. Transient short-range interactions between the pro-
tein molecules that exist for a small fraction of the lifetime of the
encounter complex could be formed, because the perturbation that
this interaction causes is averaged over the many other orienta-
tions in which the nucleus does not experience it. However, spe-
ciﬁc interactions that exist in a large fraction of the orientations
are not formed, because these would result in large perturbations.
Therefore, these NMR results suggest that the encounter complex
is dominated by long-range electrostatic interactions, which pro-
long its lifetime and provide a smooth surface potential for the dif-
fusional search of the binding site.
Further evidence for the dynamic nature of the complex of Cc
and Adx was recently obtained by comparing a cross-linked coun-
terpart of the complex with the native form [1]. The cross-linked
complex showed 4-fold larger chemical shift perturbations than
the native complex. Paramagnetic effects were caused by the Cc
haem onto Adx and, similarly, from the Adx FeS cluster onto the
Cc, only in the cross-linked complex, whereas in the native com-
plex these effects were averaged to insigniﬁcant values due to
Fig. 3. Simulation of the space sampled by Cc in complex with adrenodoxin. Centres of mass of Cc are shown as green spheres and adrenodoxin is shown as a surface model,
with the electrostatic potential represented by red and blue for negative and positive charge, respectively. Yellow represents the FeS binding loop. Note that Cc samples the
entire negative surface of adrenodoxin. Reprinted with permission from Xu et al. [1]. Copyright 2008 American Chemical Society.
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paramagnetic spin label attached to Cc showed that Cc samples
about half of the surface of Adx (Fig. 3). When Cc is partially
aligned in the magnetic ﬁeld using a lanthanide tag, Adx in the
complex shows no observable alignment Xu et al. [28].
All these data indicate that the complex is of a dynamic nature,
suggesting that the complex exists as a pure encounter complex,
without proceeding to a well-deﬁned state (Fig. 2B). Yet, the com-
plex is highly active in electron transfer, indicating that also in the
encounter complex sufﬁcient orientations exist that allow for elec-
tron transfer. The results indicate that the positive patch on Cc is
oriented towards the large negative area on Adx, which brings
the haem close to the FeS cluster in many orientations. The rate
of electron transfer depends mostly on the distance between the
metal centres, so it sufﬁcient to bring haem and FeS cluster in prox-
imity of each other, without the need for a single productive
complex.
These spectroscopic results are in accord with independent ki-
netic data from Hoffman and coworkers, which also show that
electron transfer complexes are highly dynamic [29–33]. They pro-
posed the term ‘dynamic docking’ to describe an electron transfer
complex in which the proteins assume multiple orientations, a
fraction of which are active in electron transfer. It was demon-
strated that this fraction can be changed dramatically by changing
the charge distribution over the protein surface.
Do these ﬁndings imply that short-range contacts have no role
in the encounter complex? This cannot be the case because at some
point the productive complex is formed. Studying an encounter
complex in the absence of electrostatic interactions can be
achieved at high ionic strength. Working under such conditions
Schlarb and coworkers provided evidence that aromatic residues
enhance the formation of the productive complex, suggesting that
some kind of hydrophobic steering can occur [34]. Thus, hydropho-
bic contacts can also enhance the probability of formation of the
productive complex, in line with theoretical studies by Camacho
and coworkers [35]. The effect on the formation rate is less than
that of electrostatics, as a consequence of the short-range nature
of the hydrophobic effect.
The surface area sampled in the encounter complex can be
probed using another NMR technique, paramagnetic relaxation
enhancement (PRE). Unpaired electrons increase relaxation rates
of nuclei in their neighbourhood in a distance dependent manner.
The relaxation rate increases with the inverse of the sixth power of
the distance, and thus the effect is highly localized. Unpaired elec-
trons can be introduced in a protein complex by site-speciﬁc
attachments of a spin probe, like a stabile nitroxy radical or a Mn
ion. The spin probe is attached to one protein and the relaxation
rates of the nuclei in the other protein are measured. An increase
in the relaxation rate indicates that the protein has been in theproximity of the probe. Due to the very strong increase in the
relaxation rate at short distances, this approach is able to detect
orientations that represent only a few percent of the population
of the complex, despite the fact that the NMR observable reports
an average over all conformations.
This method was ﬁrst used to demonstrate the existence of a
signiﬁcant fraction of encounter complex by the groups of Clore
[36,37] and Ubbink [26]. Clore and coworkers showed that a probe
with a Mn ion placed on a DNA fragment far away from a binding
sequence for the homeodomain HOXD9 was able to cause relaxa-
tion enhancement of protein nuclei. This showed that the protein
makes excursions away from the binding site, interacting with
the non-speciﬁc regions of the DNA. Similarly, in protein com-
plexes the relaxation enhancement caused by spin probes away
from the binding site cannot be explained by the structure of the
productive complex alone. Volkov et al. labelled CcP with ﬁve spin
labels and demonstrated that with the distance restraints that
were derived from the PRE data the orientation of Cc in the produc-
tive complex in solution could be determined and was shown to be
identical to the one in the crystal structure of the complex. How-
ever, a number of violations of the PRE remained that could only
be explained by assuming these effects were caused by other, min-
or orientations, representing the encounter complex. It was esti-
mated that in this case the encounter complex represents less
than 30% of the total complex. Tang et al. [38] reported similar re-
sults on different protein complexes. The same group also demon-
strated that the encounter complex is more sensitive to ionic
strength than the productive complex [39], providing more evi-
dence for the electrostatic nature of this initial phase of protein
complex formation. An important conclusion from this work is that
the encounter complex is populated signiﬁcantly (>5%), at least in
the weak complexes used in these studies. This indicates that the
energy difference between the encounter complex and the produc-
tive state is small. Thus, the line between a speciﬁc complex and a
non-speciﬁc electrostatic ensemble, like the Cc–Adx complex, is
thin.6. Conclusions and perspective
Protein complex formation can be compared with the courtship
ritual of many animals. When they happen to meet, they approach
due to opposite attraction and turn around each other for some
time before the formation of a productive complex. The experi-
mental evidence from double mutant cycles and PRE NMR for the
existence of the encounter complex is now quite convincing.
Chemical shift perturbation analysis has suggested that the pro-
teins remain solvated and much evidence indicates that the
encounter complex is dominated by electrostatic forces.
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study. The encounter complex consists of many different orienta-
tions with only non-speciﬁc interactions between the partners.
Visualisation of this ensemble remains a problem. Future work will
combine the experimental restraints with computational ap-
proaches, such as Brownian dynamics. The ﬁrst studies in this
direction have been published [1,25,26,38,40], but this area will re-
quire further development.
One problem is the limited information content of the experi-
mental data. Double mutant cycles report on some speciﬁc interac-
tions, but can never cover all possible interactions and provides no
information on diffusive complexes. NMR can be used to delineate
the surface area sampled by a partner protein, but it yields an aver-
age over time and space, making it impossible to distinguish be-
tween an ensemble of a few orientations in close proximity to
the probe or many orientations at somewhat larger distance. Other
NMR observables than PRE, like pseudocontact shifts [27,41] or
residual dipolar couplings give different views on the encounter
state that may complement the existing ones.
A second problem is that different methods do not report on the
same state. Computational approaches and double mutant cycles
that use kon, study the transition state, whereas NMR probes the
encounter state and the productive state. The transition state by
deﬁnition exists only very brieﬂy. The results from the different ap-
proaches cannot be readily compared.
Third, the nature and in particular the fraction of the encounter
complex will differ between complexes. Tight complexes are likely
to have the equilibrium shifted towards the productive complex
(k2/k2 1) and exchange between productive and encounter
complex could be slow. For weak complexes, the encounter state
represents a larger fraction of the complex and may be in fast ex-
change with the productive complex. In extreme cases, the com-
plex can be a pure encounter complex. Furthermore, the rate
limiting step of complex formation may differ, as explained above.
For tight complexes a very high kon may be not so relevant as for
weak complexes, which require fast turn-over. It is important to
realize that encounter complexes may vary, just as the productive
complex does, depending on the biological role of the complex.
A last issue relates to the timescale of the diffusional process,
which is relevant to the exchange between different orientations
of the encounter complex as well as the timescale of exchange
between the encounter and productive complex, i.e. the values of
k2 and k2. The lifetimes of the different states are not easily mea-
sured. The observation of NMR averaging can provide lower limits
for these processes, but NMR cannot easily determine timescales
between the correlation time of the complex (ns range) and
hundreds of microseconds. Perhaps techniques that can sample an-
other time range, like EPR, could be employed to answer these
questions [42].
It is becoming clear that the encounter complex is an integral
part of the protein complex. The ﬁrst step in complex formation
is crucial to provide sufﬁcient afﬁnity by reducing the time neces-
sary for formation of the productive complex. This means that the
residues outside the binding side, but relevant for the encounter
complex may well have been optimized by evolution, for example
to provide a smooth electrostatic potential or avoid steric
hinderance.
Only by studying both the well-deﬁned, productive complex
and the dynamic encounter complex will it be possible to create
a complete picture of protein complexes.
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