Random Matrix Theory and higher genus integrability: the quantum chiral
  Potts model by d'Auriac, J. -Ch. Angles et al.
ar
X
iv
:c
on
d-
m
at
/0
20
51
01
v1
  [
co
nd
-m
at.
sta
t-m
ec
h]
  6
 M
ay
 20
02
Random Matrix Theory and higher genus
integrability: the quantum hiral Potts model
J.-Ch. Anglès d'Auria †, J.-M. Maillard‡, C.M. Viallet‡
‡ Centre de Reherhes sur les Très Basses Températures, BP 166, 38042
Grenoble, Frane
‡ LPTHE, Tour 16, 1er étage, Boîte 126, 4 Plae Jussieu, 75252 Paris Cedex 05,
Frane
Abstrat. We perform a Random Matrix Theory (RMT) analysis of the
quantum four-state hiral Potts hain for dierent sizes of the hain up to size L =
8. Our analysis gives lear evidene of a Gaussian Orthogonal Ensemble statistis,
suggesting the existene of a generalized time-reversal invariane. Furthermore
a hange from the (generi) GOE distribution to a Poisson distribution ours
when the integrability onditions are met. The hiral Potts model is known to
orrespond to a (star-triangle) integrability assoiated with urves of genus higher
than zero or one. Therefore, the RMT analysis an also be seen as a detetor of
higher genus integrability.
Key Words : Random Matrix Theory, Gaussian Orthogonal Ensemble,
Integrability, Poisson Distribution, Higher genus urves, Yang-Baxter Equations,
Quantum Chiral Potts model.
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Introdution
Initially developed in the framework of nulear physis or atomi physis [1℄, Random
Matrix Theory (RMT) provides a versatile haraterization of haos [2℄. Sine the
pioneering work of Wigner [3℄ Dyson [4℄, and Mehta [5℄ RMT has been applied
suessfully to various domains of physis. As a limiting ase RMT signals the
emergene of integrability, whih shows up in the hange of the generi Wignerian
level spaing distribution into Poissonian or Dira distributions. The rst examples of
this appeared when onsidering simple harmoni osillators (totally rigid spetrum)
or free fermions models [6, 7, 8℄. The redution to Poisson distribution reets
nothing but the independene of the eigenvalues. This hange in the distribution
may sometimes ome from a dimensional redution of the model, like in the so-alled
disorder solutions [9, 10, 11℄. It an also be found in genuinely orrelated systems,
the redution being now assoiated to Bethe Ansatz integrability [12, 13, 14, 15℄ or
Yang-Baxter integrability [16℄ with rational or ellipti funtions. It is natural to ask
whether this link between Poisson redution and Yang-Baxter integrability still holds
when the solutions of the Yang-Baxter equations are no longer parametrized in terms
of abelian varieties. The perfet example to address this question is the hiral Potts
model for whih Au-Yang et al. found a higher genus solution [17℄ of the Yang-Baxter
equations. These solutions appeared in the two-dimensional lassial hiral Potts
Random Matrix Theory and higher genus integrability: the quantum hiral Potts model2
model on an anisotropi square lattie (see for instane [18℄). As a onsequene of
the Yang-Baxter equations, there exists a family of ommuting transfer matries, also
ommuting with some quantum hamiltonian given below for the hiral Potts model
(see (1) in the following). The RMT approah an be applied diretly to analyzing
the eigenvalues of the transfer matries of the two dimensional lassial models [9℄,
but of ourse it is muh simpler when applied to quantum hamiltonians, sine the
latter† does not depend on the spetral parameters. It is also numerially muh more
onvenient. For the sake of simpliity we restrit ourself to the RMT analysis of the
quantum hamiltonian.
The paper is organized as follows: in setion 1 we reall some results about the
hiral Potts model. In setion 2 we review how to use in pratie RMT in the ontext
of quantum hamiltonian. In setion 3 we review some symmetries of the quantum
hamiltonian of the hiral Potts model, and disuss time-reversal invariane. Our
numerial results are presented in setion 4, where we also disuss the unexpeted
ourrene of a GOE statistis.
1. The quantum hiral Potts hain.
The Hamiltonian of the quantum hiral Potts hain rst introdued by Howes,
Kadano and den Nijs [19℄ and von Gehlen and Rittenberg [20℄ is dened by :
H ≡ HX+HZZ =
∑
j
Hjj+1 = −
∑
j
N−1∑
n=1
[αn·(Xj)n+αn·(ZjZ†j+1)n](1)
where Xj = IN ⊗ · · · ⊗X ⊗ · · · ⊗ IN and Zj = IN ⊗ · · · ⊗ Z ⊗ · · · ⊗ IN . Here IN is a
N ×N unit matrix while X and Z are N ×N matries, in j-th position in the tensor
produt, with entries :
Zj,m = δj,m exp[2πi(j − 1)/N ] and Xj,m = δj,m+1 (mod N)
The self-dual model [21℄ orresponds to αn = αn. Conformal theory analysis of
the 3-state model an be found in [22℄. Some spetral analysis of this model have been
performed for the quantum self-dual model or the 3-state model [20, 23, 24℄.
In this paper we restrit ourself to the N = 4 (four-state hiral Potts model) non
self-dual ase. The integrability onditions read (see equations (33a), (33b), (33) and
(33d) in [18℄) :
α2
2
α1α3
=
α22
α1α3
(2)
α1
2 + α3
2
α2
=
α21 + α
2
3
α2
(3)
(α21 − α23)(2α22 − α1α3) = 0 (4)
(α1
2 − α32)(2α22 − α1α3) = 0 (5)
There are several simple solutions like (up to a multipliative ommon fator) :
(α1, α2, α3, α1, α2, α3) = (r, 1, r, ±r, 1, ±r) (6)
or: = (r, 1, r, ±i · r, −1, −± i · r)
† The fat that the Hamiltonian does not depend on the spetral parameters does not neessarily
mean that it is blind to the abelian or non abelian harater of the integrability varieties. This
appears when one tries to build the eigenvetors of the quantum Hamiltonian of the quantum hiral
Potts hain, via Bethe Ansatz, sine the method fails for higher genus spetral urves.
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One of these solutions is a self-dual solution and the other ones are also quite trivial.
In the last two equations (4) and (5) we hoose the seond fator of the left-hand side
to be zero.
In order to have a real spetrum we hoose α1 = α
⋆
3, α2 = α
⋆
2, α2 = α2
⋆
and α1 = α3
⋆
(where the star denotes the omplex onjugate) yielding a hermitian
Hamiltonian. A possible parametrization is then :
α1 = α
⋆
3 =
√
1 + r + i
√
1− r , α2 = 1 (7)
α1 = α3
⋆ =
√
n2 + rn+ i
√
n2 − rn , α2 = n
where r and n are real and suh that |r| < |n| and |r| < 1. The value n = 1 yields
the self dual situation. Note that we an sale α1, α2, α3, α1, α2 and α3 by the same
ommon fator whih enables to normalize α2 = 1 in (7).
2. The RMT mahinery.
Performing a RMT analysis means that one onsiders the spetrum of the quantum
Hamiltonian, or of the transfer matrix, as a olletion of numbers, and looks for some
possibly universal statistial properties of this olletion of numbers. Indeed, neither
the raw spetrum, nor the raw level spaing distribution, have any universal property.
In order to unover them, one has to perform some normalization of the spetrum: the
so-alled unfolding operation. This amounts to making the loal density of eigenvalues
of the spetrum equal to unity everywhere [25, 26, 27, 28℄. In other words, one
subtrats the regular part from the integrated density of states and onsiders only the
utuations. It is believed that the unfolded spetra of many quantum systems are
very lose to one of four arhetypal situations desribed by four statistial ensembles
emerging from the analysis of the (real) spetrum of random§ matries [5℄. For
integrable models this is the statistial ensemble of diagonal random matries, while
for non-integrable systems this an be the Gaussian Orthogonal Ensemble (GOE),
the Gaussian Unitary Ensemble (GUE), or the Gaussian Sympleti Ensemble (GSE),
depending on the symmetries of the model under onsideration. One-dimensional
quantum systems for whih the Bethe ansatz works have a level spaing distribution
lose to a Poissonian (exponential) distribution [30℄, P (s) = exp(−s), whereas if the
Bethe ansatz does not work, the level spaing distribution an be approximated, if the
hamiltonian is time-reversal invariant, either by the Wigner surmise for the Gaussian
Orthogonal Ensemble (GOE):
P
GOE
(s) ≃ π
2
s exp(−πs2/4) (8)
or by the Gaussian Sympleti Ensemble (GSE):
P
GSE
(s) ≃ B3s4 exp(−Bs2) (9)
where B =
(
8
3
)2 1
π ≃2.263. Note that GOE an also our in a slightly more general
framework (false time-reversal violation, A-adapted basis [31℄). When one does not
have any time-reversal symmetry, the Gaussian Unitary Ensemble distribution should
appear :
P
GUE
(s) ≃ 32
π2
s2 exp(−4s2/π) (10)
§ By random matries one means that the entries of the matries are independent Gaussian random
variables. This is a ruial assumption. Of ourse, if the entries are not independent Gaussian random
variables, one an get all kinds of ross-overs between these four statistial ensembles [29℄.
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The three above expressions are good approximations of the exat P (s), the latter
being solutions of partiular Painlevé equations [32, 33, 34, 35, 36℄.
Two-dimensional quantum spin systems were numerially shown to yield GOE
distribution [25, 37, 38℄. Other statistial properties may also be studied, like
orrelations between eigenvalues (see setion (2.2)), but the ore of the analysis will be
to ompare the level spaing distribution of the unfolded spetrum with the Poisson
and the three Gaussian distributions.
2.1. The unfolding proedure.
The unfolding an be ahieved by dierent means [28℄. There is however no rigorous
presription and the best riterion is the insensitivity of the nal result to the method
employed and/or to the parameters whih any unfolding method introdues, for
reasonable variation. We denote Ei the raw eigenvalues and ǫi the orresponding
unfolded eigenvalues. The unfolding requirement is that the loal density of the ǫi's
is equal to one. One needs to ompute an averaged integrated density of states ρ(E)
from the atual integrated density of states:
ρ(E) =
1
N
∫ E
−∞
∑
i
δ(e− Ei)de
and then we take ǫi = Nρ(Ei). In order to ompute ρ(E) from ρ(E), several methods
are possible. One an hoose a suitable odd integer 2r + 1 of the order of 925 and
then replae eah eigenvalue Ei by a loal average:
E′i =
1
2r + 1
i+r∑
j=i−r
Ej , (11)
Then ρ(E) is approximated by the linear interpolation between the points of
oordinates (E′i, i). Another method onsists in replaing eah delta peak in ρ(E)
by a Gaussian distribution entered at the loation of the peak and with a properly
hosen mean square deviation. There are two ways to hoose this variane: one an set
the same mean square deviation for every peak, or even better, one hooses a dierent
mean square deviation for eah peak, so that the number of neighboring peaks inside
half-width of the Gaussian distribution is kept onstant. Another method is to disard
the low frequeny omponents in a Fourier transform of ρ(E). A detailed explanation
and tests of these methods of unfolding are given in [39℄. Note that all these methods
require an adjustment parameter (the number r dening the running average, the
mean square deviation itself or the number of neighboring peaks inside half width
for Gaussian unfolding, the ut-o for Fourier unfolding). When this adjustment
parameter is large, the smoothing beomes too eient, and the utuations are
washed out. By ontrast too small an adjustment parameter gives a totally rigid level
spaing: the unfolded integrated density of states oinides with the raw integrated
density of states. Out of the three methods, the moving average unfolding is the fastest
one, but the Gaussian with adapted mean square deviation gives the best results.
Notie that extremal eigenvalues are disarded sine they are aeted by nite size
eets and this introdues another, slightly less pertinent, adjustment parameter.
2.2. Quantities haraterizing the spetrum
One the spetrum has been omputed, sorted and unfolded, various statistial
properties of the spetrum an be investigated. The simplest one, whih is also the
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most signiant, and the most universal, is the distribution P (s) of level spaings
s = ǫi+1 − ǫi between two onseutive unfolded eigenvalues ǫi and ǫi+1. The
distribution P (s) will be ompared to an exponential distribution and to the GOE
Wigner law (8). Usually, a simple visual inspetion is suient to reognize the
presene of level repulsion [1℄, the main property for non-integrable models. In order
to quantify the degree of level repulsion, it is onvenient to use a parametrized
distribution whih interpolates between the Poisson law and the GOE Wigner law.
>From the many possible distributions, we have hosen the Brody distribution :
Pβ(s) = c1s
β exp(−c2sβ+1) (12)
with
c2 =
[
Γ
(
β + 2
β + 1
)]1+β
and c1 = (1 + β)c2 (13)
This distribution turns out to be onvenient sine its indenite integral an be
expressed with elementary funtions. It has been widely used in the literature. For
β = 0, this is a simple exponential for the Poisson ensemble, and for β = 1, one
reovers the Wigner distribution for the GOE. Minimizing the quantity:
φ(β) =
∫ ∞
0
(Pβ(s)− P (s))2 ds (14)
yields a value of β whih haraterize the magnitude of level repulsion of the
distribution P (s). We have always found φ(β) small. When −0.1 < β < 0.2, the
distribution is lose to a Poisson law, while for 0.5 < β < 1.2 the distribution is lose
to the Wigner distribution.
If a distribution is lose to the Wigner distribution (resp. the Poisson law), this
means that the GOE (resp. the Diagonal Matries Ensemble) orretly desribes the
unfolded spetrum, but only at the level of neighboring eigenvalues. If one wants to
go a step further in the desription of the spetrum (at a less universal level), it is of
interest to ompute funtions involving higher order orrelations as for example the
spetral rigidity [5℄:
∆3(E) =
〈
1
E
min
a,b
∫ α+E/2
α−E/2
(N(ǫ)− aǫ− b)2 dǫ
〉
α
, (15)
where 〈. . .〉α denotes averaging over the whole spetrum. This quantity measures the
deviation from equal spaing. For a totally rigid spetrum, as that of the harmoni
osillator, one has ∆os3 (E) = 1/12, for an integrable (Poissonian) system one has
∆Poi3 (E) = E/15, while for the Gaussian Orthogonal Ensemble one has ∆
GOE
3 (E) =
1
π2 (log(E)−0.0687)+O(E−1). It has been found that the spetral rigidity of quantum
spin systems follows ∆Poi3 (E) in the integrable ase and ∆
GOE
3 (E) in the non-
integrable ase. However, in both ases, even though P (s) is in good agreement with
RMT, deviations from RMT our for ∆3(E) at some system dependent point E
∗
.
This stems from the fat that the rigidity ∆3(E) probes orrelations beyond nearest
neighbors in ontrast to P (s).
3. Symmetry analysis.
Some symmetry properties of the hiral Potts model an be found in the literature [40℄.
We briey sketh and disuss here the symmetries of the hiral Potts Hamiltonian
whih we use in our analysis.
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3.1. First properties of the Hamiltonian.
The hermitiity onditions of the Hamiltonian (1) are α1 = α
⋆
3, α1 = α3
⋆
, α2 and α2
real. They are ompatible with the parametrization (7).
In this work we onentrate on the four-state ase, for whih the operators X and
Z read :
X =


0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0

 and Z =


1 0 0 0
0 i 0 0
0 0 −1 0
0 0 0 −i

 (16)
Note that :
X Z = i · Z X, X Z3 = −i · Z3X, · · · (17)
Let p be the 4× 4 (symmetri) matrix :
p =
1
2


1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i

 (18)
related to the Z4 disrete Fourier transform. Note that p is symmetri and unitary.
Let R be the spin reversal σ → −σ (mod 4) :
R =


1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0


One veries immediately that R is an involution (R = R−1), that R = p2, and
that the onjugation by R permutes the 4× 4 matries X and X3 on one side, and
matrix Z and Z3 on the other side, i.e. :
R ·X · R−1 = X3, R · Z · R−1 = Z3 (19)
Matries X2 and Z2 are invariant by the onjugation by R. We introdue the 4L×4L
matrix KR whih is the tensor produt of matrix R, L times :
KR = R⊗ R⊗R · · ·R⊗R (20)
This matrix is symmetri, real and involutive, and therefore also unitary. One easily
veries, from (19), that KR ommutes with H . Let Up be the unitary matrix :
Up = p⊗ p⊗ p · · · p⊗ p, KR = Up · U tp = U2p (21)
One may perform the hange of basis assoiated with this unitary matrix Up and the
hamiltonian (1) beomes :
HZXX ≡ HZ +HXX = −
∑
j
N−1∑
n=1
[αn · (Zj)n + αn · (X†jXj+1)n] (22)
sine pX p−1 = Z and pZ p−1 = X† = X3. Obviously both hamiltonians (1) and
(22) have the same spetrum.
Along these lines one should reall the existene of a duality symmetry (see [20, 41℄
for duality for the lassial models) exhanging the operators Xj and ZjZ
†
j+1 in (1).
The dual hamiltonian is :
Hdual ≡ −
∑
j
N−1∑
n=1
[αn · (Xj)n + αn · (ZjZ†j+1)n] (23)
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and the duality amounts to permuting the αn's and αn's in (1). It is also hermitian
for α1 = α
⋆
3, α1 = α3
⋆
, α2 real and α2 real. If one ompares the real spetrum of (1)
and (23) one nds (this has been heked for L = 3, 4, 5, 6, 7, 8) that they have the
same real spetrum only on the representations whih are the most symmetri with
respet to the olor ( (c, e) = (0, e) see below). This is reminisent of the situation
enountered in [42℄.
3.2. Representation theory.
Eigenstates with dierent quantum numbers are unorrelated. It is neessary to
ompare only eigenvalues of states having the same quantum numbers. This amounts
to blok-diagonalizing the hamiltonian (see for instane page 1710 in [1℄), and this
is an essential requirement of the method. Due to lattie symmetries, as well as
permutation of olors for the hiral four-state Potts model (1), there exist a olletion
of operators S, ating on the same spae as the hamiltonian H , whih are independent
of the parameters αi and αi, and ommute with H : [H(αi, αi), S] = 0. The
blok-diagonalization is done with the help of the harater table of irreduible
representations of the symmetry group. Details an be found in [28, 39℄.
In our ase, that is for hamiltonian (1) or (22) or even (23), the analysis goes
as follows. Matrix X is nothing but the shift operator for the olor. Introdue, for
a hain (1) of L sites, the 4L × 4L matrix: SX = X ⊗ X ⊗ X · · ·X ⊗ X , whih
shifts simultaneously all the spins by one. Using (17) one nds that SX and the
hamiltonian (1) ommute. This operator SX generates the abelian group Z4. As far
as lattie symmetries are onerned, we assume periodi boundary onditions. We also
introdue the lattie shift operator of one lattie spaing Slatt. Beause of the periodi
boundary onditions Slatt ommutes with hamiltonian (1). Similarly Slatt generates
the abelian group ZL. Obviously SX and Slatt ommute and the total symmetry group
is generially the abelian ZL × Z4 group. Note that, beause of their hirality, these
hamiltonians do not ommute with the mirror symmetry whih exhanges site n with
site L + 1 − n. Therefore the spae symmetry group is not the dihedral symmetry
group DL. However, if some additional onditions on the parameters αn, αn are
veried, the symmetry group DL an reappear.
• The hamiltonian HX is hermitian i α1 = α3⋆ and α2 = α2⋆. The lattie spae
symmetry group of HX is always the dihedral group DL, and its spin symmetry
group is generially (i.e. for α1 6= α3) the group Z4, and beomes the dihedral
group D4 when α1 = α3.
• The hamiltonian HZZ is hermitian i α1 = α⋆3 and α2 is real. The lattie spae
symmetry group of HZZ is generially the group ZL, and is the dihedral group
DL when α1 = α3. The spin symmetry group of HZZ is always the dihedral
group D4.
For generi r and n in equations (7), the total symmetry group is ZL × Z4. We
always restrit ourselves to hermitian hamiltonians. Consequently the 4 L bloks are
also hermitian and they have only real eigenvalues. The diagonalization is performed
using standard methods of linear algebra (ontained in the LAPACK library [43℄).
The projetor used to blok diagonalize the hamiltonian are :
Pe,c =
(
L−1∑
n=0
ωenSn
latt
)
⊗
(
3∑
k=0
ickSkX
)
(24)
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with ω = exp(2πi/L). This formula speies the notations used in the rest of the
paper, the representations being indexed by (e, c) with 0 ≤ e < L and 0 ≤ c < 4.
Keep in mind that this blok diagonalization (24) is valid for (1) or (23). For (22),
the generator SX of the Z4 group is replaed by another matrix S, similar to SX , and
(24) is modied aordingly. We will denote PZXX this unitary transformation.
3.3. Time-reversal invariane and beyond : the origin of GOE statistis.
Th existene of a time reversal invariane of the Hamiltonian hanges the generi GUE
distribution into another distribution [3, 4, 5, 44℄.
The anti-unitary time-reversal operator an be written as the omposition of a
unitary operator K with the omplex onjugation C :
T = K · C (25)
In the standard ase K is a tensor produt over all sites of the hain of some spin
operator (see for instane equations (26.13b) in [44℄). In the following we will have
to use a more general notion of time-reversal invariane : K will not be neessarily a
tensor produt. We will only impose that the unitary operator K is a onstant matrix
whih should not depend on the parameters of H . For instane, for hamiltonian (1),
K must be independent of the αn's and αn's.
In appendix (Appendix A.1) it is shown that the time-reversal invariane of the
hamiltonian H implies thatK must be either a symmetri or an antisymmetri unitary
matrix, together with the following relation between the unitary operator K and the
hermitian hamiltonian H :
H = K ·H∗ ·K−1 = K ·Ht ·K−1 (26)
or equivalently :
K ·Ht = H ·K (27)
where H∗ and Ht are, respetively, the omplex onjugate, and the transpose, of the
hermitian hamiltonian H.
• Consider rst the ase where K is a symmetri and unitary matrix. Any
symmetri and unitary K an be written (see for instane page 224 of ref [5℄) as
the produt of a unitary operator U and its transpose, namely K = U · U t, and
thus the time reversal symmetry equation (26) beomes U · U t · Ht = H · U · U t or
equivalently:
(U−1H · U)t = U−1H · U (28)
In other words, U denes a hange of basis bringing H into a symmetri form
H(s) = U
−1 · H · U . The Hamiltonian H being hermitian, H(s) is also hermitian
and is therefore real symmetri. Its level spaing distribution should have a Gaussian
orthogonal ensemble statistis if this real symmetri matrix is generi enough.
• Consider now the ase where relation (27), is veried with an antisymmetri
unitary matrix K. The order of the matrix is neessarily even, namely 2N ,
otherwise the matrix is singular. One an then perform a unitary hange of basis
H −→ U−1H · U where U not only belongs to the N -dimensional sympleti [45℄
group Sp(N), but is quaternion real [46, 47℄. In that ase the level spaing distribution
will have a Gaussian Sympleti Ensemble statistis [4, 5℄.
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The time-reversal symmetry is a partiular ase of invariane of the hamiltonian
under the ation of an anti-unitary¶ operator A. It an be shown [31℄, that, provided
the hamiltonian has a so-alled A-adapted basis (whih is the ase if A is an
involution), the system may display a Gaussian orthogonal ensemble rather than
the GUE, even if the hamiltonian has neither time-reversal invariane nor geometri
symmetry.
The form of ondition (27) does not depend on the representation of the
hamiltonian. Performing a unitary hange of basis : H → H ′ = U · H · U−1,
one gets from (27) that :
H ′ ·K ′ = K ′ · (H ′)t with : K ′ = U ·K · U t (29)
where K ′ is still a symmetri unitary matrix. Notie that K does not transform by
onjugation.
Let P denote the hange of basis whih blok-diagonalizes the Hamiltonians, and
α, β denotes the indies of the bloks. H may be represented by the Hα's and
Kblock = P ·K · P t given by its bloks Kα,β's. Condition (27) beomes :
Hα ·Kα,α = Kα,α ·Htα and Hα ·Kα,β = Kα,β ·Htβ (30)
Remark : It is ruial that the unitary operator K is a onstant matrix.
Introduing the unitary matrix V diagonalizing an hermitian operator H , and ∆
the diagonal matrix of real eigenvalues of H , one sees that V ·H ·V −1 = ∆ = ∆∗ =
V ∗ ·H∗ · (V −1)∗ = V ∗ ·H∗ · (V ∗)−1 or:
H · V −1 · V ∗ = V −1 · V ∗ ·H∗ = V −1 · V ∗ ·Ht (31)
One thus sees that the matrix V −1 · V ∗, whih is a symmetri unitary matrix, is a
solution of (27). However this matrix strongly depends on the parameters of H . From
a statistial ensemble point of view this means that the ensemble of hermitian matries
annot be redued to the ensemble of real hermitian matries with an independent
Gaussian distribution for the entries in eah ase. The symmetri unitary matrix K
we are looking for, has to be independent of the αn's and αn's parameters.
4. Results.
One question addressed in this paper is to deide whether or not the RMT analysis an
detet higher genus integrability. One should reall that the quantum hamiltonian
(1) exhibits genus zero integrability for self-dual ase (αi = αi), or free fermions
integrability for some algebrai onditions. In order to avoid these simple ases of
integrability and stik to higher genus integrability, we hoose to move, in the αi, αi
parameter spae, along a trajetory rossing the integrable variety given by (2) to (5).
In order to avoid the self-dual ase, we hoose n 6= 1 and x r. From these values of r
and n we dedue the values of α1 = α
⋆
3 and α1 = α3
⋆
and α2 using the parametrization
(7). The trajetory in the parameter spae is obtained by varying α2. In the following
we will always onsider the following trajetories :
α1 = α
⋆
3 =
√
1 + r + i
√
1− r , α2 = t
α1 = α3
⋆ =
√
n2 + rn+ i
√
n2 − rn , α2 = n (32)
¶ In this respet we an also reall the work of von Gehlen [48, 49℄ where a Z2-symmetry (a Lee-Yang
symmetry at zero magneti eld) survives for non-zero magneti eld as an anti-unitary symmetry
on a non-hermitian Hamiltonian.
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where t, r and n are real parameters.
Integrability on this trajetory appears at the value α2 = 1. We onentrate on
the value of the best β
brody
dedued from (12) as a funtion of the parameter t = α2.
We have onstruted the quantum Hamiltonian of the four state Potts model
for various hain sizes, up to eight (L = 8), i.e. matries of size up to 48 × 48 =
65536×65536. Sine the size of the Hilbert spae grows as 4L, it is diult to go muh
further. The results displayed below show that the size L = 8 is suient to answer
the question we addressed. Using the omplex haraters and projetors assoiated
with the group ZL×Z4 (see (24)) we have performed the blok diagonalization of the
hamiltonian. The dimensions of the 8× 4 = 32 bloks, are labeled by (e, c) whih are
respetively to the spae index in (24) and the olor index in (24). The dimensions of
the 8× 4 = 32 bloks are gathered in the following table :
e=0 e=1 e=2 e=3 e=4 e=5 e=6 e=7
=0 2070 2032 2060 2032 2066 2032 2060 2032
=1 2048 2048 2048 2048 2048 2048 2048 2048
=2 2064 2032 2064 2032 2064 2032 2064 2032
=3 2048 2048 2048 2048 2048 2048 2048 2048
When L is a prime integer, the dimensions beome simpler : all the bloks
have the same dimensions dall = (4
L − 4)/4/L exept the bloks of maximal
symmetry with respet to the spae group ZL : (e, c) = (0, c) whih have dimension
d(0, c) = 1 + dall.
We rst found for eah of the 32 bloks, that the eigenvalues are not degenerate
in eah blok, and, furthermore, these bloks are irreduible. We then performed
the unfolding in eah blok independently. All these alulations have been heked
against full diagonalization for small sizes, as well as for speial parameter sets yielding
a real dihedral symmetry group. The behavior in the various bloks is not signiantly
dierent. This is not totally surprising sine the dimensions dα of the various bloks
are almost equal to the average dimension dα ≃ 4L/(4×L) = 2048. Nevertheless the
statistis is better for larger bloks sine the inuene of the boundary of the spetrum
and nite size eets are smaller. To get better statistis we have also averaged the
results of several bloks for the same quantum hain size L. We moreover ompared
the four unfolding proedures, again getting similar results. We display the results on
the largest size L = 8 for the best unfolding proedure namely the Gaussian unfolding.
Figure 1 shows two level spaing distributions P (s), for, respetively, representation
(0,0) and representation (7,3), for r = 0.78, n = 1.7, and t = 1.5, whih orresponds
to α1 = α
⋆
3 = 1.334 + i 0.469, α2 = 1.5, α1 = α3
⋆ = 2.053 + i 1.250 and α2 = 1.7.
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Figure 1: Level spaing distribution vs GOE, GUE, GSE and Poisson.
This gure learly shows that the level spaing distribution is lose to the GOE
level spaing distribution. The GUE and GSE level spaing distributions are ruled
out. Very similar results are obtained for the other bloks and for others values of
the parameters away from the integrability value α2 = t = 1. We may ompare the
Brody and the GOE distributions at r = 0.5, n = 2.1, and t = 1.5, orresponding to
α1 = α
⋆
3 = 1.225 + i 0.707, α2 = t = 1.5, α1 = α3
⋆ = 2.337 + i 1.833 and α2 = 2.1, for
the blok (0,0). Figure 2 shows the level spaing distribution and the orresponding
Brody t (2.2) for the (least square) best value found to be βbrody = 0.99. On the
same gure the GOE level spaing distribution is also displayed, both urves are almost
indistinguishable.
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L=8, R=(0,0) n=2.1, r=0.5, t=1.5,  =0.99β
Figure 2: Level spaing distribution vs GOE distribution.
As desribed in setion (2) we an test how lose we are from the GOE statistis,
Random Matrix Theory and higher genus integrability: the quantum hiral Potts model12
onsidering quantities like the spetral rigidity ∆3(E). This is depited on gure 3
where the spetral rigidity for the same data as in Fig. 2, and ompared with the
spetral rigidity of the GOE together with the rigidity of random diagonal matries
(Poisson).
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3(E
)
E
L=8, R=(0,0) n=2.1, r=0.5, t=1.5, b=0.99
Poisson
GOE
Figure 3: Spetral rigidity ∆3(E) for n = 2.1, t = 1 vs spetral rigidity of the GOE.
The agreement with the GOE rigidity is good up to a value of E ≃ 6, whih
means that the orrelation involving up to six onseutive eigenvalues are properly
taken into aount by the GOE desription.
Figure 4 and 5 display the level spaing distribution and the spetral rigidity for
the integrable ase r = 0.5, n = 2.1, and t = 1 whih orresponds to α1 = α
⋆
3 =
1.225 + i0.707, α2 = t = 1, α1 = α3
⋆ = 2.337 + i1.833 and α2 = 2.1.
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L=8, R=(0,0) n=2.1, r=0.5, t=1,  =0.04β
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Figure 4: Level spaing distribution vs Poisson distribution.
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Figure 4 shows the level spaing distribution ompared to a Poisson distribution,
and also ompared to the GOE level spaing distribution. The best Brody distribution
approximation of the data is found to be β = 0.04 using a least square t. We have
obtained very similar results with other values of the parameters n and r, and for all
the 32 bloks separately, when t is kept equal to the (higher genus) integrability value
t = 1. This extremely good agreement with a Poisson distribution is onrmed by
the alulations of the spetral rigidity displayed in gure 5. The RMT analysis an
therefore be used to detet integrability even when the integrability is not assoiated
to abelian urves. In other words the independene of eigenvalues (yielding the Poisson
distribution) is not a onsequene of the abelian harater of the algebrai varieties
ourring in the Yang-Baxter equations.
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L=8, R=(0,0) n=2.1, r=0.5, t=1
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GOE
Figure 5: Spetral rigidity ∆3(E) for n = 2.1, r = .5, t = 1 vs Poissonian spetral
rigidity.
This extremely good agreement with an independent eigenvalues situation is found
for t = 1 exatly. When t is slightly dierent from 1, the distribution is no longer
Poissonian (as shown by gure 6) in agreement with the fat that the Poissonian
distribution should appear only at the integrability value t = 1: as soon as t is no
longer equal to 1, the independene of the eigenvalues is lost, and eigenvalue repulsion
sets in. This is seen on the behavior of P (s) for small s. However, in the viinity of
t = 1, the full distribution is not exatly a Wigner distribution (β
brody
= 1), and
is an intermediate Brody distribution. We interpret this fat as a nite size eet.
Figure 6 shows the level spaing distribution for exatly the same parameters as in
gure 5 (L = 8, r = .5, n = 2.1, for the blok R = (0, 0)) exept parameter t whih
is hanged into t = 1.05.
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Figure 6: Level spaing distribution for n = 2.1, r = .5, t = 1.05 vs GOE distribution
together with a Brody distribution for β = .36.
The best (least square) tting parameter βbrody is βbrody = 0.36. This
intermediate value, between 0 and 1, is a onsequene of the nite size of the quantum
hain. One an ertainly expet βbrody would tend, in the thermodynami limit, to
the GOE value βbrody = 1. In order to quantify this (nite size) transition from
integrability to haos, we alulate the best Brody parameter, as a funtion of the
parameter t, keeping r and n onstant. Figure 7 displays βbrody, as a funtion of t, for
all the representations.
β
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Figure 7: Best βbrody parameter as a funtion of parameter t for all the 32
representations.
These results onrm a sharp transition from a GOE distribution to a Poisson
distribution. In the thermodynami limit one an expet βbrody to be equal to the
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GOE value βbrody = 1 for every value of the parameter t, exept at point t = 1, where
βbrody = 0.
To make this hange of regime more intuitive, we also show, on gure 8, a window
on the unfolded spetrum, as a funtion of parameter t, for L = 7. Only twenty ve
unfolded eigenvalues are represented. One sees learly, on the unfolded spetrum, the
level repulsion for t 6= 1 and the level repulsion weakening around t = 1.
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Figure 8: Window of the unfolded spetrum as a funtion of parameter t for seven
sites.Twenty ve unfolded eigenvalues among 47 = 16384 are given as funtion of t.
4.1. Disussion of the ourrene of GOE.
The results presented above indiate a lear ourrene of a GOE distribution when
t 6= 1. Numerially the previous results hold for eah of the 4 L bloks. This ertainly
requires hamiltonian (1) to have additional symmetry properties ompared to a generi
hermitian matrix. In the following we will see that a generalization of the time-
reversal invariane property for the quantum hamiltonian (1), namely ondition (27)
of subsetion (3.3), seems to hold.
One an look for the matrix K of (27) in any basis, keeping in mind the partiular
transformation rule (29). If we examine form (22) :
HZXX = HZ +HXX = (HZ +H
(s)
XX) + αim ·H(as)XX (33)
= H
(s)
ZXX + αim ·H(as)XX with : αim =
1
2
(α1 − α∗1) =
1
2
(α1 − α3)
where H
(s)
XX is a real symmetri matrix :
H
(s)
XX = −
∑
j
[
1
2
(α1+α3)·(Xj X†j+1+X†j Xj+1)]−
∑
j
α2·(XjX†j+1)2 (34)
and H
(as)
XX is the antisymmetri matrix:
H
(as)
XX = −
∑
j
[Xj X
†
j+1 −X†j Xj+1] (35)
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As a onsequene of the hermitiity onditions, in partiular α1 = α3
⋆
with α2
real, HZ is a real diagonal matrix. Thus, sine H
(s)
XX is real symmetri, H
(s)
ZXX is also
real symmetri. In other words, hamiltonian (22) is real symmetri when αim = 0,
in whih ase K = KR given by (20). It is thus not surprising to see the ourrene
of a GOE level spaing distribution on hamiltonian (1) when α1 = α3 is real (namely
r = 1 with parametrization (7)).
When αim 6= 0, one looks for a matrix K, independent of the αn's and αn's,
whih ommutes with H
(s)
ZXX and antiommutes with H
(as)
XX .
The existene of K implies that the non zero eigenvalues of H
(as)
XX appear in
opposite pairs, whih we have heked up to size L = 8.
4.1.1. Small L ases. • For L = 3, the symmetri unitary matries K satisfying
(27) are not simple tensor produts
+
, suggesting that we are not in a strit time-
reversal invariane framework (see for instane equation (26.15), page 331 in [44℄).
For L = 3, the 64× 64 matries∗ K satisfying (27) are linear ombination of twelve
quite simple involutive permutation matries with entries equal to 0 or 1. For periodi
boundary onditions, none of these linear ombinations ommute with Slatt, the lattie
shift operator of one lattie shift spaing.
This non-trivial form of K is onrmed by its expression in the basis whih
blok diagonalizes the Hamiltonian: the o-diagonal bloks Kα,β , α 6= β, of
Kblock = P · K · P t in (30) vanish and one an restrit ondition (27) to eah
blok α = (e, c), namely :
Hα ·Kα,α = Kα,α ·Htα (36)
The o-diagonal bloks Kα,β also vanish for hamiltonian (22), the unitary
transformation (24) being replaed by PZXX .
For L = 3 the symmetry group is Z4 × Z3, and there are 4 × 3 = 12 bloks
α = (e, c), labelled in short by an index 0, 1, · · · 11. The bloks Kα,α's an be written
as :
Kα,α = λα · kα,α (37)
where the kα,α are simple symmetri unitary matries with as many entries as possible
normalized to 1, and where the λα's are omplex numbers of unit modulus. The blok
matries kα,α are given in appendix (Appendix A.2) for hamiltonian (1) or equivalently
(22). For instane the blok orresponding to the most symmetri representation,
+
Seeking for matrix K = M ⊗ M ⊗ M satisfying (27) when αim 6= 0, one nds, from the
ommutation of K with HZ , that M must be a symmetri matrix, and from the antiommutation of
K with H
(as)
XX
that the only solution is the null matrix. Of ourse when αim = 0 one gets solution
(20) taken for L = 3.
∗
If K1 and K2 are two unitary solutions of (27), K2 ·K
−1
1 ommutes with the family of H's and
K
−1
2 ·K1 ommutes with the family of H
t
's. Thus the set of solutions of (27) is related to the set
of matries ommuting with H.
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namely α = (0, 0) reads for hamiltonian (1) as well as for (22):
k0,0 =


1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1


(38)
It is important to note that, up to the multipliative (unit modulus) fators λα's, the
bloks kα,α given in appendix (Appendix A.2) are unique. This means that in eah
blok α there exists no non trivial symmetry operator ommuting with the family (1)
of hamiltonians H.
[Sα, Hα] = 0, ∀αn, αn , n = 1, 2, 3 ⇒ Sα = Identity (39)
• For L = 4 we get similar results for Hamiltonian (22). The most symmetri
blok (0, 0) yields a 20 × 20 involutive permutation matrix k0,0. It is important to
note that all bloks are quite similar to the ones desribed in Appendix (Appendix
A.2) and are unique up to multipliative omplex of unit modulus. For L = 4, K is a
256× 256 symmetri matrix. If one does not impose the unitarity ondition, the set
of all solutions of (27) reads :
K =
n=15∑
n=0
pn ·An (40)
where the An's are 256×256 symmetri matries whose entries are equal to 0 exept
on at most one entry equal to one for eah row or olumn. In ontrast with the L = 3
ase the An's are singular matries (det(An) = 0), they are not permutation matries.
For ertain hoie of the parameters pn one gets, from (40), a matrix K whih is an
symmetri real matrix with entries 0 or 1, representing an involutive permutation I1.
• Similar exat alulations of the bloks of matrix PZXX ·KZXX · P tZXX have
been performed for L = 5 and L = 6. Again one nds that the α 6= β o-diagonal
bloks Kα,β vanish and that the 4 L bloks Kα,α are unique up to multipliative
omplex of unit modulus.
As far as the (0, 0) blok is onerned one also nds that k0,0 are (52 × 52 for
L = 5 and 178× 178 for L = 6) simple involutive permutation matries.
All these results are detailed on a website [51℄ where the various bloks kα,β are
written for L = 3, L = 4, the bloks suh that all the entries are 0 or 1 (but no
root of unity) are given for L = 5, and L = 6 and furthermore the full 64× 64 and
256× 256 K matries are written for L = 3 and 4.
For these values of L (L = 3, 4, 5, 6), the blok matries kα,α are remarkable
matries with entries 0, or 1, or m-th root of unity (m = 4L).
4.1.2. Conjeture It is diult to desribe all the 4 L bloks Kα,α (α 6= (0, 0)). It
might be easier to desribe the 4L × 4L matries K satisfying (27) without imposing
the unitarity ondition in a rst step.
We onjeture that the solutions of (27) are linear ombinations of 4 L solutions
whih are involutive permutations In, in the original basis where X and Z are given
by (16).
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We onjeture moreover that the blok diagonalization of H leads simultaneously
to a blok diagonalization of K into 4 L bloks. The unitarity ondition on K
translates into a simple ondition on a multipliative fator for eah blok (modulus
equal to one ondition). The hoie of these fators is the only indeterminay.
4.1.3. Large αim limit : deformation of a quantized spetrum still yielding GOE. It
is diult to nd a simple losed expression for matrix K satisfying (27), for arbitrary
L and αim. We may examine the part H
(as)
XX of the Hamiltonian and ompare with
the results of level spaing analysis of Hamiltonian (1) or (22) for large αim.
• Matrix H(as)XX vanishes exept on a set of rows and olumns where its entries
are equal to 0 or ±1. Unfortunately the subspae orresponding to these rows and
olumns is not an invariant subspae of H
(s)
ZXX : H
(as)
XX and H
(s)
ZXX do not ommute.
Furthermore this subspae beomes quite large with inreasing hain size L. Let us
onsider the dimension d(L) of this subspae as a funtion of L. If d(L)/4L → 0
when L → ∞ one ould think that ondition (27) tends to be veried in the
thermodynami limit. In fat this is not the ase : the ratio of d(L)/4L is a monotoni
inreasing funtion of L. For L running from L = 3 to 12, one gets the following
values, for suessive ratio of d(L)/4L : .375, .406, ..., .647, .663, .677.
More speially, the antisymmetri matrix H
(as)
XX has the same eigenvalues as
the diagonal matrix HimZZ :
HimZZ = −
∑
j
[Zj Z
†
j+1 − Z†j Zj+1] (41)
that is to say the relative integers 0, ±4, ±8, ±12, · · · ± 4m. For instane, for
L = 12, one gets the eigenvalues ±4, ±8, ±12, ±16, ±20, ±24 respetively 3920928,
1471932, 268752, 21384, 528, 4 times.
• We may go bak to the level spaing distributions and rigidity alulations
detailed in setion (4), when αim is large. This is an interesting situation where the
spetrum of eigenvalues should be (up to the multipliative fator αim) a deformation
of a set of integers 0, ±4, ±8, ±12, · · · ± 4m. Let us onsider again L = 8 but for a
large enough value of αim = 200. Figure 9 shows the integrated density of eigenvalues
for L = 8. It is lear that the eigenvalues are (up to a multipliative fator αim)
mainly loated around the set of relative integers 0, ±4, ±8.
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Figure 9: Integrated density of eigenvalues
Figure 10 shows the orresponding level spaing distribution ompared to the
Poisson distribution, to the GOE distribution, and to the best (least square) t by a
Brody distribution. The agreement with a GOE statistis is extremely good sine one
gets βbrody ≃ .93 :
0
0.2
0.4
0.6
0.8
1
0 0.5 1 1.5 2 2.5 3 3.5 4
P(
s)
s
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Figure 10: Level spaing distribution vs Poisson, GOE distributions and Brody
distribution for βbrody = .93
Realling the analysis whih yields gures 3 and 5 in setion (4), one also an perform
rigidity alulations in this strong αim limit. Similarly to the results displayed in
gure 3, the rigidity analysis onrms, for eah of the 32 representations, this GOE
distribution. This is a non trivial limit. This strong αim limit yields a spetrum whih
is a deformation of a spetrum of relative integers. The unfolding proedure yields a
level spaing distribution whih is still GOE! It does not matter that the eigenvalues
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are onentrated near integers: what matters is the distribution of eigenvalues around
these integers whih still yields the universal GOE level spaing distribution.
This very good agreement is a strong indiation of the GOE harater of the level
spaing distribution of the hermitian hamiltonian (1) in general.
4.2. Strategy for nding new integrable lattie models.
One may use RMT analysis to nd new integrable lattie models, whih is extremely
diult analytially espeially if they are assoiated to higher genus solutions of the
Yang-Baxter equations.
It has been emphasized [24, 52, 53℄ that this type of integrability appears
when the parameters verify very spei algebrai onditions : these onditions
express that an innite set of birational transformations degenerates into a nite
set [52, 54, 55, 56, 57, 58℄. We thus have a onstrutive way to nd new possible
integrability onditions [59℄. However verifying that a partiular subvariety of the
parameter spae of the model allows the Yang-Baxter (or the generalized star-triangle)
relations to be satised, remains a very involved analytial task. The RMT analysis
provides us with a numerially eient way to verify if these algebrai subvarieties
yield atual integrability onditions.
One an show that the general four-state lassial two-dimensional hiral Potts
model has a anonial ellipti parameterization. >From this parameterization one
may write down expliitly the equations of these algebrai varieties, whih are the only
possible loations for the higher genus integrability onditions [50℄. Various analysis,
similar to the one summarized on Figure 7, of βbrody as a funtion of parameter t,
on various trajetories (7) in the parameter spae of the quantum hamiltonian (1),
indiate that the integrable variety (2) is the only one with higher genus. Of ourse
one annot exlude the existene of higher odimension integrable varieties avoiding
the trajetories (7) we have onsidered.
5. Conlusion.
We have performed a RMT analysis of the quantum four-state Potts hain for dierent
sizes of the quantum hain, and for dierent unfolding methods. Our alulations
unambiguously exhibit a GOE statistis and exludes GUE (and GSE) statistis.
Our results indiate that there exists, for arbitrary size L, a symmetri unitary
matrix K, suh that K ·Ht = H ·K. This an be heked exatly for small lattie
sizes L = 2, 3, 4, 5, 6. We onjeture that suh a relation exists for all sizes of the
hain, and for eah of the 4L bloks (36). The existene of K would aount for the
statistis we nd (GOE rather GUE).
When the hamiltonian beomes integrable our analysis shows the hange from
the (generi) GOE distribution to a Poisson distribution and this redution does not
require the spetral urve to be of genus 0 or 1.
It is thus interesting to ombine this RMT approah with more algebrai methods
developed in previous publiations [24, 52, 53℄. These methods will give the algebrai
subvarieties where a higher genus integrability may appear, if any ... (the innite set
of these algebrai subvarieties an be obtained exatly for the four-state hiral Potts
model [50℄). As we have shown, the hange in the level spaing statistis will signal
integrability, bypassing the diulties of the analytial approah.
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Appendix A. Appendix
Appendix A.1. Generalized time-reversal invariane.
The anti-unitary time-reversal operator T an be expressed as the produt of a unitary
operator K and the onjugation operator C, namely T = K ·C, where T is projetively
an involution, namely T 2 = λ.Id, and where Id denotes the identity operator. The
fator λ being equal to ±1 as a onsequene of the unitarity of K. The time-reversal
operator T must hange the time evolution operator aording to:
T e−iHt T−1 = e+iHt (A.1)
or equivalently
T e−iHt T = λ · e+iHt (A.2)
Expanding (A.1), or (A.2), in the time variable t, one gets for every order n:
K (H⋆)nK⋆ = λ ·Hn ∀n
yielding only two equations:
KK⋆ = λ (A.3)
KH⋆K⋆ = λ ·H (A.4)
For an hermitian hamiltonian, (A.4) beomes using (A.3) :
H = K ·Ht ·K−1 (A.5)
where Ht is the transpose of H. Sine the operator K is a unitary one, (A.3) yields :
K = λ. (K⋆)−1 = λ.Kt (A.6)
where Kt denotes the transpose of K. Realling that λ = ±1, we see, from (A.6),
that K must be either a symmetri or an antisymmetri unitary matrix.
Appendix A.2. Matrix K as blok diagonal matries for L = 3 for hamiltonian (22).
Let ω be the third root of unity : ω = −1/2− i√3/2, and the onsider L = 3 ase
with α = 0, 1, 2, · · · , 11 indexing the twelve bloks dened in (37).
For hamiltonian (22) and Kblock = PZXX ·KZXX ·P tZXX in (30), the o-diagonal
bloks of Kblock vanish and one nds the following expressions for the diagonal bloks
kα,α :
k3,3 =


1 0 0 0 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


, k6,6 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 0 0 0 0 1


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k1,1 =


0 0 1 0 0
0 1 0 0 0
1 0 0 0 0
0 0 0 ω 0
0 0 0 0 1


, k4,4 =


ω 0 0 0 0
0 0 1 0 0
0 1 0 0 0
0 0 0 ω 0
0 0 0 0 1


,
k7,7 =


ω 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 1
0 0 0 1 0


, k10,10 =


ω 0 0 0 0
0 0 1 0 0
0 1 0 0 0
0 0 0 1 0
0 0 0 0 ω


and k9,9 = k3,3, the blok k0,0 is the same as the one for hamiltonian (1).
Furthermore k2,2 is equal to blok k1,1 where ω is hanged into ω
2
, i.e. k2,2(ω) =
k1,1(ω
2). Similarly one gets k5,5(ω) = k4,4(ω
2) as well as k8,8(ω) = k7,7(ω
2) and
k11,11(ω) = k10,10(ω
2).
[1℄ N. Rosenzweig and C. E. Porter, Phys. Rev 120, 1698 (1960).
[2℄ M.C. Gutzwiller, Chaos in Classial and Quantum Mehanis, Interdisiplinary Applied
Mathematis, Springer-Verlag, New York Berlin Heidelberg, 1990.
[3℄ E.P. Wigner, Ann. Math. 62, 548 (1955); 65, 203 (1957); 67, 325 (1958)
[4℄ F. J. Dyson, J. Math. Phys. 3, 140 (1962). F. J. Dyson, J. Math. Phys. 3, 157 (1962), F. J.
Dyson, J. Math. Phys. 3, 166 (1962).
[5℄ M.L. Mehta, Random Matries, 2nd ed. (Aademi Press, San Diego,1991).
[6℄ C. Fan and F.Y. Wu, Phys. Rev. B 3, 723 (1970).
[7℄ B.U. Felderhof, Physia 66, 509 (1973).
[8℄ O. Bohigas, Les Houhes, 1989, Chaos et physique quantique, M-J. Giannoni et al editor, North
Holland (1991).
[9℄ H. Meyer, J.-C. Anglès d'Auria, and J-M. Maillard, Phys. Rev. E 55, 5380 (1997).
[10℄ M. T. Jaekel and J. M. Maillard, J. Phys.A18, 1229 (1985)
[11℄ A. Georges, D. Hansel, P. Le Doussal and J-M. Maillard J. Phys.A20, 5299 (1987)
[12℄ P.W. Kasteleyn, Exatly Solvable Lattie Models , in Pro. of the 1974 Wageningen Summer
Shool: Fundamental problems in statistial mehanis III , edited by E.G.D. Cohen (North
Holland, Amsterdam, 1974) pp. 103155.
[13℄ B. Sutherland, J. Math. Phys. 11, 3183 (1970).
[14℄ M. Gaudin, La fontion d'onde de Bethe, Colletion du C.E.A. Série Sientique" Masson, Paris
(1983)
[15℄ E.H. Lieb and F.Y. Wu, in Phase Transitions and Critial Phenomena, edited by C. Domb and
M. Green (Aademi Press, New York, 1972), Vol. 1, pp. 33149
[16℄ R. Baxter, Exatly Solved Models in Statistial Mehanis (Aademi Press, New York, 1982).
[17℄ R.J. Baxter, J.H.H. Perk and H. Au-Yang, Phys. Lett. A 128, 138 (1988)
[18℄ H. Au-Yang, B.M.MCoy, J.H.H.Perk, S.Tang and M-L. Yan, Phys. Lett. A 123, 219 (1987)
[19℄ S. Howes, L. P. Kadano and M. den Nijs, Nul. Phys. B 215, 169 (1983).
[20℄ G. von Gehlen and V. Rittenberg, Nul. Phys. B 257, 351 (1985).
[21℄ L. Dolan and M. Grady, Phys. Rev. D 25, 1587 (1982).
[22℄ S. Dasmahapatra, R. Dedem, T. R. Klassen, B. M. MCoy, and E. Melzer, Quasi-partiles,
Conformal Field Theory and q-series in Yang-Baxter Equations in Paris, edited by J.-M.
Maillard (World Sienti, Singapore, 1993).
[23℄ G. Albertini, Exat Spetrum of the 3-state Potts Chain, in Yang-Baxter Equations in Paris,
edited by J-M. Maillard (World Sienti, 1993)
[24℄ M. Bellon, J.-M. Maillard, and C.-M. Viallet, Phys. Lett. B 281, 315 (1992).
Random Matrix Theory and higher genus integrability: the quantum hiral Potts model23
[25℄ H. Bruus and J.-C. Anglès d'Auria, Europhys. Lett. 35, 321 (1996).
[26℄ T.C. Hsu and J.-C. Anglès d'Auria, Phys. Rev. B 47, 14291 (1993).
[27℄ H. Meyer, J.-C. Anglès d'Auria and H. Bruus, J. Phys. A:Math. Gen. L483 (1996).
[28℄ H. Meyer, Ph.D. thesis, Univ. J. Fourier, Grenoble, Frane, 1996.
[29℄ N. Dupuis and G. Montambaux, Aharonov-Bohm ux and statistis of energy levels in metals,
Phys. Rev. B 43, 14390 (1991)
[30℄ D. Poilblan, T. Ziman, J. Bellisard, F. Mila and G. Montambaux, Europhys. Lett. 22, 537
(1993).
[31℄ M. Robnik and M. V. Berry, J. Phys. A 19, 669 (1986).
[32℄ M. Jimbo, T Miwa, Y. Mori and M. Sato, Physia D 1 80-158 (1980).
[33℄ C.A. Tray and H. Widom, Com. Math. Phys. 163 (1994), 33-72
[34℄ P.J. Forrester and N.S. Witte Appliation of the τ -funtion theory of Painlevé equations to
random matries: PV , PIII , the LUE, JUE and CUE arXiv:math-ph/0201051
[35℄ P.J. Forrester and N.S. Witte τ -funtion evaluation of gap probabilities in orthogonal and
sympleti matrix ensembles arXiv:math-ph/0203049
[36℄ P.J. Forrester and N.S. Witte Appliation of the τ -funtion theory of Painlevé equations to
random matries: PV I , the JUE, CyUE, JUE and saled limits arXiv:math-ph/0204008
[37℄ G. Montambaux, D. Poilblan, J. Bellisard and C. Sire, Phys. Rev. Lett. 70, 497 (1993).
[38℄ P. van Ede van der Pals and P. Gaspard, Phys. Rev. E 49, 79 (1994).
[39℄ H. Bruus and J.-C. Anglès d'Auria, ond-mat/9610142 (1996). H. Bruus and J.-C. Anglès
d'Auria, Phys. Rev. B 55, 9142 (1997).
[40℄ Y. A. Bashilov and S. V. Pokrovsky, Comm. Math. Phys. 76, 129 (1980).
[41℄ M. Maru, A. Regev and V. Rittenberg, J. Math. Phys. 22, 2740 (1981).
[42℄ J. C. Anglès d'Auria and Feren Iglói. Phys. Rev. E 58, 241 (1998).
[43℄ lapak library: http://www.netlib.org/lapak/
[44℄ E.P. Wigner, Group Theory and its appliation to the quantum mehanis of atomi spetra,
(Aademi Press, New-York and London, 1959).
[45℄ H. Weyl, Classial Groups, Prineton Univ. Press, Prineton New Jersey 1946.
[46℄ C. Chevalley, Theory of Lie Groups, pp 16-24, Prineton Univ. Press, Prineton New Jersey
1946.
[47℄ Jean-Alexandre Dieudonné, La Géométrie des Groupes Classiques, Ergeb. d. Math. vol 5
Springer Berlin 1955.
[48℄ G. von Gehlen, J. Phys. A 24, 5371 (1991).
[49℄ G. von Gehlen, Int. Journ. Mod. Phys. B 8, 3507 (1994).
[50℄ J-C. Anglès d'Auria, J-M. Maillard and C. M. Viallet, in preparation.
[51℄ http://rtbt.polynrs-gre.fr/theo/pagesperso/dauria/QPOTTS/QPotts.html
[52℄ J-M. Maillard, J. Math. Phys. 27, 2776, (1986)
[53℄ M.P. Bellon, J.-M. Maillard, and C.-M. Viallet, Phys. Lett. B 260, 87 (1991).
[54℄ M. T. Jaekel and J.-M. Maillard, J. Phys. A 18, 1229 (1985).
[55℄ J.-M. Maillard and G. Rollet, J. Phys. A 27, 6963 (1994).
[56℄ H.Meyer, J-C. Anglès d'Auria, J-M. Maillard and G. Rollet, Physia. A 208, 223 (1994).
[57℄ D. Hansel and J-M. Maillard, Phys. Lett. A 133, 11, (1988)
[58℄ J.-M. Maillard and R. Rammal, J. Phys. A 16, 353 (1983).
[59℄ S.Boukraa and J-M. Maillard, J. Stat. Phys. 102, 641, (2001)
