The e®ect of imposing di®erent numbers of unit roots on forecasting accuracy is examined using univariate ARMA models. To see whether additional information improves forecasting accuracy and increases the informative forecast horizon, we crossrelate the time series for inbound tourism in Sweden for di®erent visitor categories and estimate vector ARMA models. The mean-squared forecast error for di®erent¯lters indicates that models in which unit roots are imposed at all frequencies have the smallest forecast errors. The results from the vector ARMA models with all roots imposed indicate that the informative forecast horizon is greater than for the univariate models.
Introduction
The perishable nature of tourism products and the many capacity-related decisions that have to be made well in advance make accurate forecasting of the demand for tourism particularly important. This implies that even small improvements in forecasting the demand for tourism are very valuable. In a survey of tourism demand forecasting, Witt and Witt (1995) pointed out that econometric forecasts did not rank very high in terms of accuracy. In addition, Garcia-Ferrer and Queralt (1997) found the contributions of price and income proxy variables to be negligible in terms of goodness of¯t and forecasting, when compared to alternative univariate models.
NordstrÄ om (1999) found that prices and, in particular, changed preferences have an important in°uence on inbound tourism in Sweden; however, from a forecasting point of view, pure time-series models turn out to be as good as the economic models. One reason for the relatively modest short-and medium-term forecasting performance of the economic models was the di±culty in obtaining good forecasts of the price variables. Since a large part of the variation in inbound tourism can be explained by taste changes (NordstrÄ om 1999), the largest gain in forecasting accuracy is probably not merely the result of better prediction of the price variables.
Instead, better predictions of tourism demand may be expected by estimating and forecasting tourism series jointly with other tourism series, in which information on taste and price changes are already incorporated. These predictions are also gained at a lower cost.
Since the form of such models is determined by the data alone, the analysis demands a°exible structure. As structural changes or regime shifts are important aspects of the real world, di®erent transformations of the series should be made in order to make forecasts robust. Clements and Hendry (1996) showed that forecasts from a vector autoregression in di®erences (DVARs) may be more robust than models in levels with respect to certain forms of structural change. However, as pointed out by LÄ utkephol (1991, pp. 232-233) , a linearly transformed¯nite order VAR(p) process will, in general, not admit a¯nite order VAR representation. We therefore use vector autoregressive moving average (VARMA) models to investigate whether information from di®erent tourism series improves the forecasting performance of tourism demand models.
In this study, we focus on monthly tourism°ow data that are characterised by pronounced seasonal patterns. As the identi¯cation process for VARMA models can be cumbersome for high-frequency data, as a consequence of the long lag polynomials, we begin the analysis with the univariate counterpart. The Box and Jenkins (1970) modelling framework rests on applying the seasonal di®erence 1 ¡ B 12 , where B is the back-shift operator B k y t = y t¡k , in the stationarity-producing phase of the procedure. Factorising the 1 ¡ B 12 polynomial as
shows that the seasonal di®erence operator implicitly imposes a root on the zero frequency, as well as on all seasonal frequencies ¼, ¼=2, 2¼=3, ¼=3, 5¼=6, and ¼=6
corresponding to the periods 2, 4, 3, 6, 12=5, and 12. For most empirical series, one would expect to¯nd a unit root at the zero frequency and possibly at some of the seasonal frequencies (e.g., Clements and Hendry 1997 , Franses 1996 , Hylleberg 1992 , Beaulieu and Miron 1993 . Thus, there is a risk of over-di®erencing with the
ter.
We therefore start the univariate analysis with an investigation of the e®ects of imposing di®erent sets of seasonal unit roots on the model. As pointed out by Clements and Hendry (1997) , there is little evidence in the literature on the e®ect of imposing seasonal unit roots on forecast accuracy. Exceptions are some studies on quarterly data. For example, Clements and Hendry (1997) compared the forecast performance of a sequence of rolling forecasts of autoregressive models, and Paap, Franses and Hoek (1997) compared the forecast performance of autoregressive seasonal unit root models and seasonal mean-shift models. Results in Clements and Hendry (1997) indicated that imposing roots at all frequencies led to at least as good forecasting performance as did imposing the smaller number of roots suggested by the HEGY (Hylleberg, Engle, Granger and Yoo 1990) procedure. Paap et al. (1997) found, on the other hand, that the empirical seasonal mean-shift models produced more accurate forecasts than did models that incorrectly imposed too many seasonal unit roots. The simulation study in Paap et al. (1997) Figure 1 . The¯gure reveals a strong seasonal pattern in all series, with the cottage series more irregular than the hotel series.
Another way of obtaining a descriptive analysis of the trend and amount of seasonal variation in the series, is to put the series in state-space form (see e.g.
Harvey 1989
). Here, we estimated the guest-night series on a stochastic trend and 
Testing for seasonal unit roots
To formally test for unit roots at the zero and seasonal frequencies, we use the test presented by Beaulieu and Miron (1993) [BM] and Taylor (1998) . The test presented by Taylor is an extension of BM's test to allow for seasonal drifts under the null hypothesis. Taylor's and BM's procedure is analogous to the approach developed by Hylleberg, Engle, Granger, and Yoo (1990) and is based on the following regression equation:
± m D m;t t + " t ; t = 1; 2; :::; T: (1)
In regression (1), the y k;t , k = 1; :::; 12, constitute a set of linear¯lters of y t , whose exact form is given in BM (p. 308), D m;t is the seasonal intercept dummy for month m, m = 1; :::; 12, and
is a lag polynomial of order p. In the BM test, the third expression on the right-hand side is replaced by ±t,
i.e. with a common trend for all seasons. The applied¯lters separate out unit roots corresponding to frequencies 0, ¼, ¼=2, 2¼=3, ¼=3, 5¼=6 and ¼=6, such that the restriction°1 = 0 in (1) implies a zero-frequency unit root, while°2 = 0 implies a ¼ or Nyquist frequency unit root, and ¼ k = ¼ k+1 = 0 implies a unit root at the corresponding frequency pair (k, k + 1), k = 3, 5, 7, 9, 11.
The goal is to test hypotheses about a particular unit root without taking a stance on whether other seasonal or zero frequency unit roots are present. In order to test hypotheses about various unit roots, the OLS test statistics based on (1) are compared to the critical values tabulated in BM (1993) and Taylor (1998) . For frequencies 0 and ¼, we examine the relevant t-statistic for°k = 0; k = 1; 2 against the alternative that°k < 0. For the other frequencies, we test°k =°k +1 = 0, k = 3; 5; 7; 9; 11; with an F -statistic. Additional lags of the dependent variable are included to capture autocorrelation in the errors. The order p is based on LM-tests of¯rst to 36th order of serial correlation in the residuals.
We consider di®erent speci¯cations of the deterministics and allow for the possibility of seasonal intercepts together with a time-trend variable or seasonal timetrend variables. This last case permits the drift in a seasonal random walk data generating process (DGP) to di®er across seasons, thereby allowing the amplitude of the variations across the seasons of the deterministic component in the level of the time series to vary (linearly) over time. One further implication of the seasonal trends formulation in (1) is that it allows one to test the unit root null hypothesis against the alternative of trend stationarity not only at the zero frequency, but also at the seasonal frequencies (Smith and Taylor, 1999) . The latter tests are not possible with the formulation of BM.
Test results
Initially all series were tested with Taylor's (1998) approach using both seasonal dummies and trends. An F -test could not reject the null of separate seasonal trends at a 10 percent signi¯cance level for any of the series. However, Figure 3 indicates that seasonal trends may be appropriate for the Norwegian cottage series. In the following, we base our analysis on BM's test as we do not wish to include unnecessary deterministic seasonal components in the test (see Taylor, 1997 In Table 1 , the outcome of seasonal unit root tests using the BM (1993) Table 1 . However, for all cottage series there is a di®erence in the number of identi¯ed unit roots, depending on whether a common trend or seasonal trends are included in the test. At a 5 percent signi¯cance level, the unit root test with seasonal trends indicated a unit root at the zero frequency and trend-stationary seasons.
For the US series and German cottage series, Table 1 indicates a deterministic seasonal pattern around seasonal intercept dummies. This is possibly due to longer travel time or distance for these trips, which suggests that they are undertaken during a longer vacation period. For none of the logarithmically transformed time series does the BM test in Table 1 indicate use of the 1 ¡ B 12 di®erencing¯lter.
The robustness of the test result has been checked by restimating (1) over the full sample. Generally, the same unit roots were found. Exceptions were the Norwegian and Danish hotel series, for which additional seasonal unit roots were found. Notes:*Seasonal dummies and seasonal trends have been included in the unit root test, otherwise seasonal dummies and a common trend have been included in the unit root test. The critical values at the percent level of the common trend and seasonal dummies are°1 = -3.28,°2 = -2.75, and F = 6.23. The critical values at the 1 percent level of the common trend and seasonal dummies are°2 = -3.31, and F = 8.33. * The critical values at the 5 percent level of the seasonal trends and dummies are°1 = -3.32,°2 = -3.31 and F = 9.13. * The critical values at a 1 percent level of the seasonal trends and dummies are°2 = -3.86 and F = 11.56. Lag indicates which lag of Á(B)y 13t is included.
As pointed out by Perron (1990) and Franses and Vogelsang (1998) , an increased number of unit roots can be a result of neglected deterministic mean shifts, and at a 5 percent signi¯cance level we identi¯ed a mean shift for both series in 1994. The test for the Norwegian hotel series may also su®er from low power, since we have to increase the order of the lag polynomial to 5 (lags 1,3,4, and 5) (Hylleberg 1995) .
To see whether the series become stationary after imposing the identi¯ed roots in Table 1 , the¯ltered series are again tested for unit roots. That is, for the Norwegian and Finnish hotel series we impose roots on the zero and ¼=6 frequencies with thē lter (1 ¡ B)(1 ¡ p 3B + B 2 ), for the Danish hotel series on the zero and 5¼=6 frequencies with the¯lter (1 ¡ B)(1 + p 3B + B 2 ), and so on for the other series.
Results indicate that only in one case (Norwegian holiday villages) do these¯lters lead to a stationary series. Generally, on the¯ltered series we found unit roots at both the zero frequency and some of the seasonal frequencies. 
Forecasting performance
In this section we estimate univariate ARMA(p; q) models to compare the forecast accuracy between models where the smallest number of unit roots has been imposed to obtain a stationary series, to that of a series where unit roots have been imposed at all frequencies. The ARMA models to be estimated are written as
for the models based on the 1 ¡ B di®erence and the BM test, whereas the models corresponding to the DGP of Taylor's test are written as
where À(B) is the¯lter applied to the series, Á(B) = 1 ¡ Á 1 B ¡ ::: ¡ Á p B p and µ(B) = 1 + µ 1 B + ::: + µ q B q . To obtain a stationary process the annual frequencȳ lter, 1 ¡ p 3B + B 2 , has been applied to all series, except the German cottage and US total series to which a¯rst di®erence has been applied. The German cottage series became stationary once a¯rst di®erence was imposed, and for the US total series the¯rst di®erence turned out to be the best alternative to a twelth-di®erence, although the BM test indicated a root on the ¼=6 frequency.
2 To identify the models we started with a general ARMA(p; q) model, with an initial lag structure (p; q) of three years. This tentative speci¯cation was thereafter gradually reduced by minimising the Schwartz Bayesian information criterion (BIC).
The ARMA models are estimated by non-linear least squares using EViews 2.0.
The estimation results, which are available from the authors upon request, suggest that the 1 ¡ B 12 transformed series generally have roots close to one in the MA polynomial, which is to be expected since the BM tests indicate that the series are over-di®erenced. On the other hand, the models with the smaller number of imposed unit roots have roots close to one in the AR polynomial. The results also indicate that the models for the 1¡B 12 transformed series have a more parsimonious parameter representation than models based on other¯lters.
The forecasts are obtained as follows. The identi¯ed models are estimated on data up to 1994:12. Then, 1994:12 is taken as the forecast origin for forecasting 1 up to 12 steps ahead. The model is then re-estimated on data up through 1995:1, with the form of the model unchanged. 1995:1 is then taken as the forecast origin, and so on, subject to the constraint that we have data on the period being forecasted (the sample ends in 1996:12). This gives 24 one-step forecasts, 23 two-step forecasts, and so on. The forecasts are then transformed from the di®erentiated form to forecasts in log levels. By comparing the forecasts in levels we do not need to calculate the generalised forecast error second moment (GFESM) measure developed by Clements and Hendry (1993) . The means, variances, and mean square errors are then calculated on the forecast error for each forecast horizon.
In Figure 4 we have plotted the mean squared forecast errors (MSFE) for each forecast horizon. As the¯gure reveals it is more di±cult to obtain good forecasts for yields better forecasts in six out of nine cases.
However, the calculated mean of the forecast errors indicate a tendency to underestimate the actual number of guest nights, especially for the 1 ¡ B 12 di®erentiated series. Whether the under-estimation is a result of an increasing positive trend in the underlying series or a result of a bias in the parameter estimates is di±cult to say. According to Granger (1996) , there is a tendency to under-estimate change. We have therefore performed a small Monte Carlo study for the (1¡ÁB)y t = (1¡µB 12 )u t process to study the small sample properties of the estimator. 3 The results indicate that there is a bias towards zero for the AR parameter, which increases as the absolute value of the autoregressive parameters increases. The bias also increases as the absolute value of the moving average parameters increases, but to a smaller extent.
However, the bias was never found to be larger than two standard deviations. In the positive autoregressive parameter space with µ = ¡0:6 and n = 240, the 6-steps ahead forecast error has a mean ranging from -0.06 to -0.02. For the same parameter settings, the empirical mean squared forecast error (EMSFE) for 6 steps ahead is 3% larger than the theoretical MSFE, ¾ 2 u (1 ¡ Á 2£6 )=(1 ¡ Á 2 ), when 0 < Á 0:6, 6-10% larger for 0:7 Á 0:9, and 15% larger for the unit root case, Á = 1. Thus, to some extent the under-estimation of the number of guest nights is a result of a downward bias in the autoregressive parameters.
4 Can the quality of the forecast be improved?
Since the results in the previous section indicated that the 1 ¡ B 12 di®erence was preferable, compared to other seasonal¯lters, we here study the e®ects of adding information from other tourism series to the`Box-Jenkins' ARMA model. As tourism series for di®erent countries tend to correlate, and these series contain information from prices, income and other sources, the forecast performance may be improved by joint modelling.
To see whether the forecast accuracy can be improved for the Finnish hotel series 3 We employed four sample sizes n = f60, 120, 240, 480g and conducted 1000 replications in the parameter space [-1,1] with an interval of 0.1. sample partial autocorrelation matrix function and sample autocorrelation matrix function were added. This preliminary model was thereafter estimated in echelon form (e.g., Deistler 1988, LÄ utkepohl and Poskitt 1996) , whereafter additional (zero) restrictions were imposed on \insigni¯cant" parameters to reduce the parameter space. All VARMA models were estimated with the program MulTi (Haase et al. 1992) .
To see whether (2) is an adequate representation of the process for the di®erenced series or whether a cointegrating component should be added to the model, we used Johansen's (1991) test for cointegration. Results by Saikkonen (1992) and Saikkonen and Luukkonen (1997) indicate that Johansen's test remains valid even if the actual data generating mechanism is a mixed VARMA process. To test for cointegration on the zero frequency the seasonal¯lter S(B) = P 11 j=0 B j was applied to the series, to remove any seasonal unit roots.
4
For both the bivariate model of annual growth rates for Norwegian and Finnish guest nights on hotels and the model consisting of Norwegian guest nightss in hotels and cottages for annual changes (the series have not been log transformed), cointegration at the zero frequency is rejected at the¯ve percent signi¯cance level.
5
As can be seen in Table 2 4 At present there is no test available for seasonal cointegration for monthly data. For quarterly data see, for example, Johansen and Schaumburg (1998) .
How far ahead can we forecast?
Since the R 2 statistic for an ARMA model can be de¯ned as one minus the ratio of the residual variance to the total variance of the series, it can be seen as a measure of the relative predictability of a time series, given its past history (Nelson, 1976) .
For a forecast of a stationary series, we¯nd an equivalent measure of the amount of information in Parzen's (1981) prediction variance horizon (PVH). Extending this kind of information measure to the multivariate case (Oke and Ä Oller 1997) , we obtain a measure for the amount of information in an h-step ahead forecast for series i, as
where ª ik is the ik th element in a (K £ K) matrix polynomial from the Wold representation of the VARMA process (2). The variance of the i th series h-step ahead forecast error is given by the numerator where ¾ 2 uk is the k th diagonal element of -, with K = 1 in the univariate case. Just as the R 2 in multiple regression can be used to test joint hypotheses, we can use an estimate of (3) to test if the forecast h-steps ahead contains any information
where ³ i is approximately F -distributed with´i and (T ¡´i ¡ 1) degrees of freedom (Nelson 1976) , and´i is the number of estimated parameters in the i th equation.
Solving forÎ i (h) in (4) and using the same statistical decision rule as in Parzen (1981) and Ä Oller (1985) the short memory of the VARMA model is that h for whicĥ
with a as the signi¯cance level and
Comparing the amount of information in Figure 5 , it is seen thatÎ(h) is higher for the VARMA forecasts. 6 For example, the VARMA forecast for the Finnish hotel To see whether the VARMA models are also preferable in an out of sample comparison, we have used the same evaluation criteria as for the univariate models, 7 We have also used seasonally adjusted industrial production as a proxy variable for income, to see whether the forecast could be improved. The result indicates that the informative forecast horizon increases somewhat, but not by much. These results are not reported.
i.e., rolling 12 step ahead forecasts. For the Norwegian holiday villages series, the MSFE for the VARMA model was lower in three out of 12 forecast horizons 1, 10 and 11 steps ahead. Furthermore, the bias was always found to be (positively) larger for the bivariate model. For the Finnish hotel series we found a similar result, with smaller MSFE and bias for the bivariate forecasts in four respectively¯ve out of 12 forecast horizons corresponding to 1, 3, 4, 5 respectively 1, 9, 10, 11, 12 steps ahead. This seemingly unfavourable result for the bivariate models is possibly due to structural breaks in one or both of the series at the end of the sample period, or over the forecast period.
Conclusions
In this study it has been indicated that ARMA models built conditionally on the outcome from seasonal unit root test do not produce more accurate forecasts than models that a priori impose unit roots at the zero and all seasonal frequencies.
Although the procedure to impose roots on all frequencies results in a mis-speci¯ed model, this approach gives more parsimonious models and generally produces more accurate short-term forecasts. This corresponds to the results in Clements and Hendry (1997) , but is not in agreement with the results in Taylor (1997) who found little di®erence between models with di®erent sets of unit roots imposed. One reason for the better forecast performance of the 1 ¡ B 12 di®erenced series may be due to shifts in deterministic factors over the forecast period.
Unit roots were generally indicated on the zero and some of the lower seasonal frequencies. Imposing the roots indicated by the unit root test generally resulted in a non-stationary series. Although the presence of a unit root can be of particular interest, e.g. in the search for co-integration, it is unlikely that a test for unit roots is the main objective for the analysis. In practice we do not know whether a unit root really exists, or whether the degree of di®erencing changes over time. So rather than carrying out a unit root test, it is better to choose a°exible model structure that can handle features such as changing trend and seasonal patterns.
In the identi¯cation stage of the seasonal VARMA models on 1 ¡ B 12 di®erenced series, the speci¯cation procedures advocated by Hannan and Kavalieris (1984) and Poskitt (1992) turned out be of limited value. Instead, we found the Box-Jenkins (1970) and Tiao and Box (1981) approaches more practicable. Results from the VARMA models indicate that information from other tourism series may improve the forecast accuracy of tourism demand. In the estimated models, the short memory for the Finnish hotel series and Norwegian holiday villages series was prolonged by three months and more than one year respectively, by cross relating the time series.
The out-of-sample comparison indicated, however, that the univariate models may be preferable. This highlights the fact that multivariate models do not necessarily
give better predictions and that in-sample and out-of-sample evaluation criteria can
give di®erent results.
