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INTRODUÇÃO GERAL 
O inter·esse pelo estudo de r·eações 
part.ir das conf"eréncias: do pr-ot'ess:or· L. A. 
em 1989. Nosso est.udo dá cont-inuidade 
enzimáticas su:r-~iu a 
Segel no IMECC-UNICAMP 
ao trabalho recent.e 
dese-nvolvido por- L. A. Segel t.al como apresentado em Segel [391 e 
Ser;el-Slemt"'od [401. 
O pr-oblema clássico original estudado por Micha.elis-Ment.en em 
1913, e amplamente utilizado em Bioquimica., t.rata apenas 
permanente (Hipótese de Estado Quase Estacionár-io). O 
do regime 
est.udo do 
compor-t.ament.o da r·eação na sua 
recente, iniciado por Heineken et. 
rase inicial é r-elat.ivament.e 
al. [151 (1967). Os mecanismos: 
quimico:s: de reação ocor-r-em ef'et.ivament.e nesta rase, o que t.orna 
import.ant.e a análise da cinét.ica do estado pré-est.acionál'io. 
No primeh·o capit.ulo, apresent.amos algumas just.i:ficat.ivas que 
motivam o est..udo da cinét..ica de :reação enzimát..ica e o modelo 
mat..emát..ico que descr-eve a :reação considerada. Analisamos t..ambém a 
Hipót..es:e de Estado Quase Estacionár-io conhecida como cinética de 
Michaelis:-Ment..en do pont..o de vist.a bioquimico. 
A análise dimensional desenvolvida no capit.ulo 
mét.odos 
seguint.e 
ut.ilizados 
será 
uma et.apa 
r•es:olução do 
f'undament..al 
problema. 
na escolha 
Além disso, as 
dos na 
novas escalas introduzidas 
fornecerão um crit.é:rio simples para a validade da Hipót.ese de 
Es:t.ado Quase Es:t..acionário. 
Os mét.odos mat.emát.icos mais Ut.eis par-a o t.rat.ament.o analit.ico 
des:t.e pr-oblema baseiam-se na t..eo:ria de equações dilerenciais: não 
lineares e const.i t.uem-se f'undament.alment.e em aproximaç~es 
assintóticas obt.idas: por métodos de pertur-bação singula:r. Embora 
estas t.écnicas sejam de uso corrente na lit.e:rat.ur•a int.ernacional 
de mat.emát.ica aplicada., e em pleno des:envolviment.o como área de 
pesquisa, elas: n,go têm sido adeoquadament.e difundidas no Brasil, o 
que for-nece um aspect..o didát.ico impor·t.ant..e a este t.rabalho de 
t.ese. 
O capit..ulo t.:rês t.:rat.a dos mét.odos de pe:rt..u:r-bação singular- que 
serão utilizados na r·es:olução do pr-oblema de cinét.ica enzimát..ica. 
Nossa opção f'oi a de apr-es:ent.ar- at.r-avés de exemplos simples t.ant.o 
o mét.odo de superposição as:sint.ót.ico (''mat..ching''), como most.rar- a 
validade do teor-ema e do mét.odo r-ecursivo de Vasil'eva. 
Ac:redit.amos que esta abordagem didát.ica pos:sibilit.a uma adequada 
int.rodução à Teoria de Pe:rt.urbação Singular e aos mét.odos 
assint.ót.icos. 
O último capitulo é dedicado a r·esolução do problema via 
mét.odos de pert.urbação s:ingula:r. Em primeiro lugar, uma solução 
aproximada é det.erminada pelo mét.odo heurist.ico de superposição de 
acordo com os t.:r-abalhos: de L. A. Segel já mencionados. Out.:ro 
aspect.o o:riginal do t.rabalho é a aplicação da t.eoria de Vasil'eva 
na obt.enção de uma solução com erro O(cz). 
Finalment.e dest.acamos algumas caract.erist.icas especificas de 
cada método e apY•es:ent.amos sugestões para íut.uros trabalhos que 
dariam continuidade ao nosso estudo de tese. 
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CAPITULO 1 
Cinét.ica Bioquimica: Reações Enzimát.icas t.ipo 
Mlchaelis-Ment.en 
t.t Introdução 
O est.udo de enzimas é de especial int.e:r-esse por- se t.rat.ar de 
uma âl"ea de int.er-secção ent.re a biolo~ia, :fisica e quimica. 
Enzimas são biocat.alisado:r-es de nat.u:r-eza prot.eica como 
demons:t.I"ado 
quimot.ripsina 
pela 
por-
crist.alização 
J. J. Nol"t.rop 
de 
na 
pepsina, 
década 
t.:r-ipsina 
de 30. 
e 
Os 
biocat.alisadores at.uam favorecendo uma reação qulmica, sem cont.udo 
serem consumidos ou modit'icados durant.e o t.:r-anscurso da mesma. 
A Enzimologia, at.ualment.e, encont.ra-se l'amificada por vArias 
âr-eas da ciê-ncia, especialmente Bioquimica, Biolo~ia Molecular, 
Flsico-Qu1mica, Bact..el"iologia, Micr-obiolog-ia, 6enét.ica, Bot.ânica, 
A,;l'onomia, Far-macolot;ia, Toxicologia, Patologia, Fisiolog-ia, 
Medicina, Engenhar-ia Quimica e de Aliment.os. 
O hist.órico da pesquisa enzimá.t.ica pr-aticament.e se confunde 
com o do desenvolviment.o da Bioquimica. A denominação 
levedo") foi utilizada part.ir- de 1877, embor-a já. 
evidências de que cat.alisador-es biológicos t.omassem 
enzima ("no 
exist.issem 
part.e na 
f"er-ment.ação 
inicial de 
do açúcar- par-a 
"fer-ment.os"). A 
produção de á.lcool 
primeira t.eoria 
(por 
de 
isso o 
cat.á.lise 
nome 
f' oi 
pr-opost.a por- J. J. Ber-zelius: em 1835 e já reconhecia a maior 
eficiência da dlast.ase do milho em relação ao ácido sulf"órlco 
<processo usual at.é ent.ão) na hidrólise de amidos. Past.eur, em 
1860, embora reconhecesse o papel das enzimas na ferment.ação não o 
desvinculou da ação dos levedos; BUchner-, em 1897, isolou das 
cé-lulas: de levedo as enzimas responsáveis pela. :fer-ment.ação 
alcoólica, demonstr-ando que sua função er-a independent.e das 
estr-uturas celulares. Hoje em dia, mais de 2.000 enzimas est,.ãa 
1 
caracterizadas e classificadas. 
enzimas r-eagem seletivamente com determinadas 
substâncias~ usualmente denominadas substrato. Est.a especiflcidade 
por apenas alguns: ou mesma um única substr-ato se deve à composição 
,. estrutUI"al do sitio cataUtico. 
1 substrato, inicialmente com 
Nest.e 
a 
local acontece 
f' ar-mação de 
a catálise do 
um complexo 
! 
enzima-subst.r-at.o e, subseqtient.ement.e de produt.o. Out.ra importante 
caract.erist.ica das enzimas é a sua excepcional eficiência, ou 
seja, uma pequena quantidade de enzima é suf'icient.e paz-a 
t.ransf'or-mar gr-andes quantidades de subst.rat.o no decorr-er- de uma 
reação. Por exemplo, um moi de Ul"ease t.ransf'orma 420.000 moles de 
uréia por- minut.o. 
A par-ticipação at.iva de enzimas como r-egulador-as de processos 
biológ-icos e sua crescent.e ut.ilização industrial, justificam o 
est.udo cada vez mais aprimor-ado de suas pr-opr-iedades. Par-a t.ant.o, 
é fundamental a compreensão da cinét.ica enzimàt.ica, a qual analisa 
pr-incipalment.e a velocidade das reaçí5es e o compo:r-t.ament.o t.emporal 
dos difer-ent.es r-essentes envolvidos. 
A hipótese de que enzima e subst.rato reagiriam segundo um 
equilibrio r-eversivel par-a a formação de um complexo, que por sua 
vez se const.it.uiria em um passo essencial da cat..âlise, t'oi 
pl'opost.a por- A. J. B:r-own e V. Hen:r-1, ent.:r-e out.:r-os. 
No ano de 1913, L. Michaelis e M. L. Ment.en apresentar-am uma 
t.eoria geral sobre a ação das enzimas que junt.ament.e com as 
modif'icaçí5es t'eit.as por G. E. B:r-iggs e j. B. S. Haldane em 1925, 
ainda hoje é fundamental para analisar quant.it.at.ivament.e t.odos os 
aspect.os da cinética enzimât.ica e inibiç~o. 
A sefôull' apresent.amos alguns exemplos de aplicações de 
reaç~es enzimát.icas: 
a) t'oi ident.ificado em pesquisas médicas que doses int.:r-avenosas de 
as:paraginase podem supl'imir · alguns t.ipos de leucemia animal e 
humana ao catalisarem a seguint.e reação: 
2 
as:par-a~ina 
<a.mi.. noa.ci..do) 
a.&~pa.ragi..nCL~oll 
+ H O aspart.at.o 
2 
+ NH'f" 
4 
<a.mon1.o.> 
de onde foi deduzido que a aspara~ina sangillnea é nut.:r-ient.e 
essencial para as células leucêmicas:; a aspa:r-a~inase hid:r-olisa a 
asparagina 
celula:r-es:; 
a as:part.at.o, o qual nl!o supr-e necessidades 
b) a enzima r-enina or-iunda do est.ômago de ovelhas, cat.alisa a 
quebra do leit.e t;erando coalhada e soro para a p:r-odução de 
queijos; 
c> a t.:r-ipsina inat.iva o vtr-us causador da doença denominada 
"inf"luenza", uma manif"est.ação ~ripal;. 
d> o inset.icida DDT inibe a enzima anidr-ase carbônica. A :r-eação 
Inibida é: 
a.ni..drCl.QQ 
ácido car-bônico 
ca.rboni..ca. 
dióxido de carbono + água 
A medida do dióxido de carbono liberado quant.i:fica a anidrase 
car-bônica p:r-es:ent.e na reação. A inibição da cat.ális:e pelo DDT 
produz um decr-éscimo p:r-opo:r-cional na liberação de dióxido de 
car-bono; 
e> a álcool desidrogenase é ut.ilizada pa:r-a medida do 
alcoólico no homem, uma vez que ela cat.alisa a :r-eação de oxidação 
do âlcool et.Hico a acet.aldeido com concomit.ant.e redução de um 
dinucleot.ideo de adenina. A quant.i:Cicação é feit.a pela dosagem do 
dinucleot.ideo r-eduzido; 
3 
f) a aspart.at.o t.ranscarbamoilase de Eschericchia coli (bact.ér-ia 
int.est.inal> cat.alis:a uma et.apa primAria da biossint.ese enzim.át.ica 
do CTP (Cit.idina Trif'os:Cat.o>, um nucleot.ideo ut.Uizado na s:int.es:e 
de RNA (Ácido Ribonucleico). 
1.2 A Hipótese de Estado Quase Estacionário em. Cinética Bioquindca 
Discut.iremos: agora a Hipótese do Est.ado Quase Est.acioná.rio 
numa reação enzimática do pont.o de vist.a bioquimico. Para ist.o 
vamos considerai' a reação simples onde uma enzima E combina-se com 
um único subst.:r-at.a S para :formar-
enzima-subst.rat.o c. Nest.a 
inicialmente 
intermediária 
um 
o 
complexo 
subst.rat.o 
modifica-se e o complexo decomp2Se-se em enzima livre mais p:rodut.o: 
E+ S 
k 
< 
k c 
-1 
Para analisar est.a reação 
mat.emá.t.ic.a dada por Bri~~s e 
E + p 
vamos ut.iliza:r 
Haldane em 1925. 
(1) 
a representação 
Aplicando a Lei de 
Ação das Massas, denot.ando as concent.raÇ2Ses (número de moléculas 
pol' unidade de volume) pelas mesmas let.l'aS e o t.empo pai' T, 
obt.emos as seguint.es equações di.f'erenciais para represent.ar (1): 
dE k ES + k c+ k c, dT • - < -< z (2a) 
dS 
- k ,Es + k c, dT • -< (2b) 
dC k ES k c- k
2
C, dT • -• 
-· 
<2c) 
dP k c . dT • z (2d) 
4 
e impoJ>t.ant.e ressaltat" aqui que a Lei de Ação das: Massas 
pl"'ess:upõe os l"e.&gent.es dist.r-ibu1dos de maneir-a espacialment.e 
homo«énea, nest.e caso, devemos subst.:r-at.o e enzima 
"pet"f'ei t.ament.e 
t..a.xa de :r-eaçiio 
equaçiio (2a) 
mist.ur-ados''. Out..r-a 
é pr-opor-cional à 
suposição f"undament.al é que 
concent.ração dos rea~ent.es. 
a 
A 
de est.abelece, por- exemplo, que a variação 
conc:ent.ração de enzima é pr-opo:r-cional a ES, e é uma conseqüência 
da !'armação do complexo a partir de enzima e subst.rat.o. Por out.ro 
lado t.ambém é pl'opor-cional a C devido à dissociação do complexo em 
enzima e 
f"at.ol"es 
deHnição 
s:ubs:t.r-at.o (k C) e 
-· de p:r-opor-cionalidade 
e conhecidos como 
em enzima 
k, k e 
. -· 
const.ant.es 
mais 
k 
z 
de 
pl"odut.o (k C>. Os 
z 
são positivos por-
velocidade. O sinal 
nec at.i v o do 
ocasionado 
t.er-mo k ES indica um decr-éscimo na concent.l"ação de E 
• 
pela :for-mação do complexo, enquant.o que os sinais 
posit.ivos dos out.ros t.ermos indicam aument.o na concent.ração de E 
(apal'eciment.o de E pela decomposição de C em E + S e E + P ~ 
respect.ivamente). 
O termo não linear k ES represent.a as c:olisê:tes efetivas ent.re 
• 
as moléculas de enzima e de subst.r-at.o par-a formar- o complexo. 
Par-a complet.aro a repres:ent.ação mat.emát.ica do problema 
pr-ecisamos das condições iniciais. Suponhamos que inicialment.e 
temos soment.e enzima e subst.rat.o. Ent.ão, 
E<O> • E , 
o 
S(O) • S 
o 
C(O) • O 
' 
P(O) • O (3) 
Sendo a enzima um cat.alisador- que s:oment.e f'acilit.a a r-eação, 
ent.ão a 
conservada. 
quant.idade t.ot.al~ 
Est.a r-e !ação pode 
livre mais combinada, sempre 
ser obt.ida a part.ir- do sist.ema <2). 
Adicionando as equaç5es <2a) e <2c) t.emos 
5 
dE 
dT + 
dC 
dT 
usando as condiç~es iniciais. 
- o e, por-t.ant.o 
(4) 
O sis:t.ema de equações pode sei' simpliflcado eliminando E das 
equações (2b) e <2c) 
dS 
dT • - k (E 
' o 
-C)S+kC 
_, 
dC 
dT • k (E - C)S - (k + k )C i o -1 2 
com as condiçé!5es iniciais correspondent.es 
S<O> • S , 
o 
C<O> • O 
<5a) 
(5b) 
(6) 
Obsel"vamos que, uma vez resolvidas as equações para o 
subst.rat.o e o complexo (sist.ema (5)), podemos det.erminar as 
concent.rações: do produt.o P<T> e enzima E<T> a part.il' das equações 
<2d> e (4), respect.ivament.e. 
O sist.ema de equações (5) não possui uma solução explicit.a em 
t:er-al, ist.o é, Mo é pos:sivel det.erminar uma ":fórmula" em t.er-mos 
de funções element.ar-es para a solução. Em casos como es:t.e, muit.as 
vezes é út.U considerar casos especiais. 
Em uma reação enzimá.t.ica é f'"reqUent.e que a concent.ração 
inicial de subst.rat.o S seja g-z-ande em relação à concent.:r-ação 
o 
inicial de enzima E Nes:t.e cas:o, há um br-eve pe:r-iodo inicial 
o 
conhecido como pré-estado est.acioná.rio 
''cal."l."ê~ada'' com o s:ubs:t.y.at.o. 
du:r-ant.e o qual a 
Com is:.t.o um 
enzima é 
"es:.t.ado 
quase-est.acioná:r-io" é est.abelecido de t.al :for-ma que a concent.roaç_ão 
6 
do complexo C modifica-se muito pouco com o tempo. Nes:t.e periodo, 
após o pré-esLado esLacionário e anLes que a concen~ração do 
s:ubs:LI".at.o decaia apreciavelmenLe, é que as medidas experiment.a.is 
são r-ealizadas. 
Quando as: medidas da Laxa de for-mação do pr-odut.o são 
aproximadamente const.ant.es ent.ão t.emos pela equação (2d) que a 
concent.r-ação do complexo C deve ser .aproxim.ada.ment.e const.ante. 
Assim, 
porLanto, dO -dT -o. 
C ~ const.ante 
Porta.nt.o, o lado esquerdo de (5b) é aproxirnadarnent.e igual a 
zer-o e a equaçilo é facilmenLe r-esolvida para C: 
C(T) • 
E S 
o 
K + S 
.. 
onde J( • (k + k )/k é dit.a cons:t.ant.e de Michaelis:. 
u -t 2 i 
Subs:t.it.uindo (6) em (5a) obLemos 
dS 
dT --
k E S 
2 o 
K + S 
... 
(7) 
(8) 
As equações (7) e (8} r.epres:ent.am a aproximação da cinética 
en2imât.ica em (1) conhecida como Hipót.ese de Est.hdo Quase 
Estacionário CQSSA- "Quasi-Steady St.at.e Assumpt.ion"). Est.a 
hipótese n§o considera a fase inicial r-Apida da r-eação e 
const.it.ui-s:e numa boa aproximaç-?lo para os instant.es post.er-iores ao 
t.rans:ient.e r-ápido. No capitulo 4, veremos que as exp:roes:s:(jes: (7} e 
7 
(8) fornecem uma 
Per~u~bação) para 
E:mbo~a a cinética 
primeira apr-oximação (no sen~ido da Teo~ia de 
o s:is~ema (5) após o es:~ado pré-es:~acioná.rio. 
de es~ado es:~acion~io seja adequada para a 
comproeens:.iio de me~abolismos: <mede a a~ividade cat.ali~ica da enzima 
- em es:~ado es:~acionâr-io na célula), o est.udo de cinét.ica do est.ado 
pré-est.acion~io é, sem dúvida, indispensável na análise dos 
mecanismos quimicos: de cat.álise enzimá~ica. Es~a é a mo~ivaç.iio 
básica para o es:~udo de fase t.ransient.e do pont.o de vist.a 
bioquimico. [ Ver Feros::ht. U41] . 
O est.udo da f"ase t.I'ansient.e só foi iniciado na década de 60, 
Bowen, Acr-ivos e Oppenhein [7] foram os primeir-os a ut.ilizar as 
técnicas de per-t-urbação sing-ular para analisar a Hipót.ese de 
Estado Quase Est-acionár-io sem considerar-, no ent.ant.o, o esquema 
cinético 
ar-t.ig-o 
(1)_ Es:t.e esquema de 
clássico de Heineken 
r-e a cão é analisado cuidadosament-e no 
et. al. [15] at.ravés: de per-t.urbação 
s:in~ular com relação ao parâmet-ro E /S 
o o 
Dest.acamos t.ambém os 
t-rabalhos: de N. N. Semenov cit.ados em Vasilev [471. 
Recentement.e, a QSSA t.em ~ecebido uma at.enç:ão especial como 
por exemplo, nos t-rabalhos: de Segel [391, Segel-Slemrod [401, na 
poMmica ent.re Aiken e Ples:ner [21, [341, et.c. 
Na verdade, o esquema (1) ra:r-ament.e ocor-r-e na p:r-át.ica, mas 
descreve uma s:it.uação simplificada 
para inter-pre-tar sit.uações mais 
[421, por exemplo, analisaram a 
nat.ureza r-eversível da formação 
[391 vel'iflca que a QSSA pode 
enzima-subst.rat.o com a pr-esença 
e-nzimas que apr-esentam rruds de 
que serVe- como pont.o de part.ida 
complicadas. Seshadri e Fr-it.zsch 
s:it.uação mais g-er-al em que a 
do p:r-odut.o é considerada. Segel 
se~ es:t.endida a um s:is:t.ema 
de um inibidol". EM.ist.em, ainda. 
um sit.io de li~aç.Elo par-a as 
moléculas: de s:ubst.:r-at.o. Um fenômeno muit.o fr-eqtient.e nest.e caso é 
que a ligação de uma molécula de subs:t.rat.o e-m um sit.io pode aí'e-t.ar 
a atividade de ligação de out.ra molécula em out.ro s::it.io. Est.a. 
int.eraçã:o ent.:r-e 
denominada efeit.o 
s:it.ios de 
alos:t.é:r-ico. 
ligação 
Maior-es: 
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especificos e 
det.alhes sobre 
dis:t.int.os é 
o t.rat.amen~o 
rnat.emát.ico de cinét.icas de reaç~es com inibição e f'enômenos 
alost.éricos são dadas por Rubinow [351 e no livro de Mur-ray [30l. 
Uma discussão sobre a validade da QSSA será apr-esent.ada no 
caplt.ulo 2, após uma análise dimensional apropriada do sist.ema 
(5}. 
Descreveremos a~ora o 
bioquindcos na det.erndnação 
roeaç§o. 
procediment.o usual empre~ado pelos 
de K e da velocidade máxima de 
M 
A t.axa de consumo do subst.rat.o I~~ I , denominada velocidade 
de reação, é muit.o ut.ilizada nos expel"iment.os. A simplit'icação da 
teoria implica em que 
dP 
dT • 
ou seja, 
k E S 
-=~·~0~=­K + S J 
M 
dP 
aT --
dS 
dT ' o que most.ra que o pr-odut.o est.á se formando à 
mesma velocidade com que o subst.rat.o desaparece. 
Em ~eral, a velocidade de reação é det.erminada para T • O, 
assim podemos escrever 
v • (9} 
Est.a equação, amplament.e ut.ilizada pelos bioqulmicos, é conhecida 
como equação de Michaelis-Ment.en. 
Observamos que a velocidade de reação cresce com o aument.o na 
concent.r-ação do subst.rat.o. Por-t.ant.o, o valor- máximo de V é 
aproximado por 
9 
v 
mox 
• Um 
S ">00 
o 
(10} 
Em cinét.ica enzimât.ica~ a velocidade é medida para vários 
valores de S 
o ' 
sendo det.erminada a cux-va most.rada na Figura 
1.1. 
v 
-~--------
s, 
Figura 1.1 
A const.ant.e K pode ser int.erpret.ada como a concent.ração 
.. 
inicial de subst.rat.o que :fornece a met.ade da velocidade máxima de 
reação. A equação (9) pode ser es:cr-it.a de maneira equivalent.e como 
1 
-v· v 
K 
M 
mox 
1 
s;+ 
o 
10 
1 (11) 
v 
mox 
do 
A equação 
gr-lúico 
(11) per-mi t.e a determinação de V 
max 
da Figura 1.2, conhecido como 
e K,. a part.ir-
gr-Jd'ico de 
Lineweavei'-Bul"k. Outras fol'mas utilizadas na int.erpret.ação dos 
dados podem ser con:s:ult.adas em Fersht. U41. 
l/V 
/ 
/ 1/Vmax / 
/ 
/ 
/ 
o 1/50 
Figur-a 1.2 
A caract.e:r-ização complet.a 
determ1nação das consLantes 
cinética de Michaelis-Ment.Em 
de uma reação enzimática exige 
de velocidade k k e k . 
t -t z 
per-nrlt.e det.ermdnar soment.e 
velocidade mA"'ima V e a constante de Michaelis 
' 
isto 
max 
" 
A 
" 
é, 
podemos calcular apenas k e uma relação ent.r-e as const.ant.es: de 
• 
velocidade. Par-a a determinação dos valoi'es de todas elas, são 
necessár-ias: medidas: experiment.ais durante os primeiros sec;undos de 
reação. 
A Tabela que se segue apresent.a alguns valor-es das const.ant.es: 
de velocidade para int.eraç~es enzima-subst.rat.o. 
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Tabela- Const.ant.es: de velocidade de t'ormação (k ) 
< 
e de 
Enzima. 
Cala.la.tae 
Cr,;oatina. 
quina.GGo 
La.clo.lo 
dGoGi.drogena.G,;o 
<mug;culo do 
ra.lol 
Hoxoqui.na.Ge 
L.i.~;~ozi.ma. 
lng;uli.no. 
Tri.pai.nd. 
(1-La.c to 
globulina. 
0..--Qui. mo 
lri.pgi.na. 
dissociação 
enzima-s:ubs:t.rat.o 
SubGlra.lo 
H o 
2 2 
<pGoroxi.do do 
hi..drogeni..o) 
ADP 
<A d,;ono~a i na. 
difog;falo) 
UgADP 
<Ma.gn,;og;ioADP) 
NADH 
<Ni. cot i.na.mi.da. 
a.doni.na. di 
nuclG~ooli.deol 
Gli.COlõ:Go 
<NA0)
2 
< N- -a.coti.l 
gluco;;a.mi. no.) 
In~;~uli..na. 
Ini..bi.dor do 
TrÍ.pgÍ.nd. Bovina. 
Pa.nc roa. L i c a. 
B-La.cto 
globulina 
OI-Qui. mo 
tri.pai.na. 
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(k ) 
-< 
para int.eraç<Se:s: 
k (M < - < k ( '> .. ) • < -< 
6 5,0 • <O -
7 • 2,2 • <O < •• • <O 
6 9 5,9 • <O 5,< • <O 
~ • 
-<o -w 
" 
9 9,7 • <O <,5 • <O 
~ • 
-•o -•o 
• • •• 2 • <O • ,5 • to 
6 
-· . ' . X to 6,6 X to 
• 4,7 X i O 2'' 
3 
9' 7 • <O o, 68 
A equação de Michaelis- Menten 
V<S) • 
v s 
mox 
K + S 
.. 
apresenta a propriedade de sat.Ul"ação. Par-a concentrações baixas de 
substrato S, a velocidade de reação é aproximadament.e const.ant.e. 
Para concent.r-aç~es elevadas de s, a velocidade aproxima-se de um 
valor const.ant.e V (ef"eit.o de satUI"ação) conf"or-me a Fi~UI"a 1.1. 
mox 
Es:t.a propriedade é amplament.e utilizada par-a descrever f"en&menos 
de sat.Ul"ação em vários out.ros modelos mat.emât.icos que envolvem um 
processo de reação ent.re 
células:, plant.as, et.c). 
aplicada em Microbiolor;ia 
populações (sejam elas de tons, animais, 
A cinét.ica de Michaelis-Ment.en f' oi 
pela primeira vez em 1950 por- Monod [281 
como fator limi t.ant.e de população devido à concentração de 
nutrientes. Desde então é o modelo mais t'reqUent.emente usado no 
estudo de dinâmica populacional de rnicroort;anis:mos:, como no 
cl"escimento bacter-iano dent.r-o de wn quimiost.at.o [351, [381, [131, 
em cult.UI"a. de batelada [161, et.c. o t.ransport.e de nut.rient.es 
através de uma membrana celulaz- obedece a mesma cinética de 
Michaelis-Ment.en [131, onde corres:ponde â s:at.lll"ação das: moléculas 
transportadoras de nutrientes. 
Mencionamos, ainda, o uso da equação de Michaelis-Menten em 
cinét.ica farmacoló~ica [251, [501, Fisiologia Veget.al [431, 
Imunologia [331, processos cit.ot.óxicos: [261, etc. 
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CAPITULO 2 
Adimenstonalizaç2ío das Equaç<Ses de Michaelis-Ment.en 
2.1 Introdução 
No est.udo de um fenômeno é, em geral, conveniente eliminar as 
unidades de medida que mascar-am as or-dens de r:r-andeza do pr-oblema. 
O uso de val'iá.veis: adimensionais, r-armadas a part.ir de combinações 
de parâmet.ros do problema, é uma maneira relat.ivament.e t'á.cil de 
colocar em evidência os parâmetros verdadeiramente signtficat.ivos:. 
O mét.odo pe:r-mit.e reduzir- o número de parâmet.ros: que determinam a 
solução. Na r-ealidade, o número de parâmet.r-os: não diminui; eles 
são rearranjados em g-rupos adimens:ionais, ist.o é, a solução do 
problema não depende de t.odos os parâmet.ros em :forma independente, 
mas de uma combinação especial deles (uma ou mais). 
Analisaremos os aspectos prAt.icos: dest.e as:sunt.o at.ravés de um 
problema simples. 
Exemplo 
Consideremos um sist.ema. massa-mola com at.r-it.o viscoso 
-oscilador har-mônico clássico com um deslocament.o inicial o y e 
velocidade inicial i~ual a zero. A equação e as condições iniciais 
que descrevem est.e sistema são: 
m d'y + c dy + ky • o~ 
• dt.• dt.• 
{1) 
y(Q) • o dy (0) - o y ' dt.• 
onde m é a massa, c é o coe:ficiente de at.rit.o e k a const.an'f.,e 
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elástica da mola. 
Em primeiro lugar, indicamos as dimensões de cada um dos 
parâmet.ros e variáveis do problema. As dimensões são dadas em 
termos de dimensões básicas t.ais como massa, compriment.o, t.empo, 
et.c. Nest.e problema, t.emos 
[ y] • L, 
[ m] • M, [c] 
-· •MT, [ k) • MT-2 . 
Para determinar as dimensões de c e k usamos o f"at.o que cada t.ermo 
de uma equação deve possuir as mesmas dimensões. 
A seguir escolhemos 
com as mesmas dimensões 
combinações dos parâmet.ros do problema 
• de y e t. Est.as quantidades int.r-insecas 
de referência servem como padrão de medida para as variáveis 
dimensionais do problema. Aqui, 
• 
-fm/k ' a mesma dimensão de t. . 
o y t.em a mesma dimensão de y e 
Introduzimos ent.§o as var-iáveis adimensionais X e T def'inidas 
por 
X • _y_ 
' 
T • 
fm/k 
Subst.it.uindo as novas variáveis de (2) em (1), t.emos 
onde c • 
' 
dX 
+ E + X • O, 
' dT 
X<O> • 1, 
c 
f mk 
dX (0) • o, 
dT 
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(2) 
(3) 
Uma 
g:randeza 
o 
vez que y p:roporciona uma est.imat.iva da ordem máxima de 
da variàvel y, podemos afi:rmar que a var-iável X é de 
o 
ordem unit.Aria (nest.e caso, y represent.a a ampllt.ude máxima de um 
oscilador- amort.ecido}. O t.empo de r-e:feréncia -fm/k ', t.empo de 
oscilação não amort.ecida, t.ambém garant.e que T é de ordem unit.ál"ia 
para uma observação sunctent.ement.e longa do sist.ema. Quant.idades 
de ref'e:réncia que est.imam a ordem máxima de grandeza de urna 
va:riá.vel são denominadas: escalas:. O mét.odo de adimensionalização 
que se ut.iliza de t.ais quantidades de referência é dit.o mudança de 
escala. [Ver- Lin-Segel [241, cap. 6.] 
Uma caract.erist.ica import.ant.e do processo de mudança de 
escala é que os parAmet.I"oS adimensionais: es:t.abelecem as grandezas 
relat.ivas: entre os: t.ei"mos: de uma equação 
da variável independente. Ist.o é, após 
em det.et"'minados dominios 
efet.uada a mudança de 
escala, cada t.ermo da equação é adimensionalizado t.l"'ansfo:r-mando-se 
no p:r-odut.o ent.:r-e um pa:r-âmet.:r-o adimensional e um fat.or adimensional 
de or-dem unit.ária. Portanto, wna mudança de escala prévia pode ser-
decisiva na escolha de um mét.odo de aproximação. 
O parAmet.J"o .e é adimensional, 
' 
[c 1 • 
' 
e det.ermina a ordem de grandeza do t.ermo c dX 
'-dT 
os: out.:r-os 
t.el'mos são de ordem unit .. á.ria. Para O < e « 1, a equação (3) est.á 
' 
associada a oscilaç2Ses levement.e amor-tecidas. 
Como uma alt.ernat.iva podemos escolher a escala de tempo 
t:' c . Assim, tomando 
• k 
t. k t.. 
• 
e 
c 
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t.emos 
onde c • 
o 
c 
• 
dK 
+ + X • 0 
dt. 
mk 
, com as condições iniciais 
x(Q) • 1, (0) • O. 
(4) 
Em um sist.ema onde a viscosidade é preponderant.e em relação à 
Corça inercial e à Corça elást.ica da mola (mk « c~, c será um 
o 
parAmet.:roo pequeno. 
A presença de pequenos pal'âmet.:r-os nas: equações per-mit.e, a 
principio obt.er, via Teoria de Pert.urbação, aproximações 
arbitrariament.e precisas: da solução. A equação diferencial (3) 
est.á. relacionada .à chamada t.eoria de perturbação r-et;u.la.r e (4) à 
t.eorta de pert.u:rbação singular. As t.écnicas de pert.u:rbação 
sint;ula:r e ree;ular serão discut.idas: no próximo capit.ulo. 
Se observarmos a dependência de par.âmet.ros, a solução de (1) 
depende de t.rês parâmetros c, k e m, enquanto que nas soluções de 
(3) e (4) um único pa:râmet.ro adimensional aparece. A redução do 
número de parâmetros é uma ca:ract.erist.ica do mét.odo de mudança de 
escala e permit.e uma análise qualitat.iva mais sint.ét.ica do modelo 
mat.emát.ico. Na equação pox- exemplo, o deslocament.o 
adlmenslonal x depende soment.e de um único parâmet.ro adimensional 
c • mk / c 2 • Esta relação t'ixa ent.re os parâmet.ros dimensionais do 
problema, possibili t.a minimizar o número de experiment.os 
necessários para descrever uma possivel variação dos result.ados. 
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Por último, observamos que nem sempre é fácil obt.el' uma 
es:t.imat.iva da ordem de grandeza dos termos considerados. No 
ent.anto, podemos fazer uso de evidências experimentais, como no 
caso das l'eaç2Ses enzimáticas analisadas a seguir. Out.ro modo de 
obt.er tais: in:f'ormações resolver versêSes simplificadas do 
problema dado ou empregar- os resultados de simulações numéricas 
pal'a. valores: repl'esent.at.ivos dos vArias parâmetros do problema. 
Pal'a uma discussão mais completa sobre adimensionalização e 
mudança de escala consult.e Lin-Segel [241, cap1 t.ulo 6. 
2.2 Adimens:lonalizaç& de Heineken,. Tsuchiya e Aris: 
Descreveremos em primeiro lugar o processo 
adimensionalização do problema de Michaelis:-Ment.en int.roduzido 
Heineken et. al. [151 e de uso f"reqUent.e na li t.erat.ur-a 
biomat.ernát.ica. ( Ver por exemplo, Rubinow [351, Murl"ay 
Brlt.t.on [81.] 
de 
por 
de 
[301, 
Inicialment.e escr-evemos as equaçêSes da cinét.ica enzimât.ica 
deduzidas no capi t.ulo ant.erioi' 
dS 
dT -- k E S + (k S + k )C, 1 c 1 -1 
ddCT • k E S - (k S + k + k )C, 1 o i -1 2 
S(Q) • S , 
o 
C<O> • O. 
(5) 
Na análise da Hipót.ese de Est.ado Quase Es:t.acionário, vimos 
que a concent.r-ação do s:ubs:t.l'at.o não s:e modiflca apl'eciavelment.e 
durant.e o período pré-estacionário. Assim, se considerar-mos c:i 
periodo post.er-iol" à fase t.r-ansient.e e ant.erior a fase final 98 
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r-eação, a concentração inicial s será uma boa estimativa para S. 
o 
Durante est.e período o complexo pel'manecerá ''apl'oximadament.e 
constante'', e então escolhemos E como uma escala para C. 
o 
Ent.ret.ant.o, a escolha da escala de t.empo não é t.l'ivial. A l'ápida 
mudança inicial na concentração do complexo e o decaiment.o lent.o 
do subst.rato indicam a presença de duas escalas: de t.empo durante a 
reaç§o. Como estamos considerando um intervalo post.erio:r- ao 
t.ransient.e rápido, det.erminaremos primeiro a escala de t.empo lenta 
(ou exterior) t. 
Ent.ão, introduzindo as concentraç(1es 
adimensional por s:ubst.rat.o e complexo e o tempo 
s. 
s 
S""' 
o 
c • 
c 
"""il' o 
t. • T 
t. 
e subst.it.uindo na primeira equação em (5) obt.emos 
So ds 
t. dt. 
. - k E S s <1 - c) + k E c 
tOO -iO 
adimensionais do 
(6) 
(7) 
Par-a det.el"minal" t. como uma combinaçlío de pal"â.met.l"OI!!II do 
problema efetuamos um balanceament.o entre os: t.ermos da equação 
(7). O t.e.rmo k E c 
-· () 
dA a t.axa de aument.o na concent.ração de 
subst.rat.o pela decomposição espont.An.ea do complexo. Em geral est.a 
decomposição do complexo sem "reagir" é :r>elat.ivament.e pequena e 
pouco contribui na t.axa de consumo do subst.rat.o. Por-t.ant.o? vamos 
.s:upo:r> que haja um balanceament.o aproximado ent.re os t.ermos So ds 
t. dt. 
e -k E S s (t - c). I.s:t.o exige que a escala de t.empo seja 
-l o o 
-t. • 1 kE 
' o 
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(8) 
Substituindo (6) com t dado pai" (8), nas equações (5), 
vemos: que as equaçC':Jes: ad.imens:iona.is s~o 
onde e 
o 
s: • - s + (s + a - "J....)c 
cc • s - (s + a)c, 
E 
o 
• -s 
o 
" . 
k + k 
_, 2 
kS 
1 c 
À. • 
k 
2 
kS 
1 o 
As condiçé:Ses iniciais correspondent.es são 
s:(Q) • 1, c(Q) • O. 
(9) 
são parâmetr-os. 
O f'at.o de que a Hip6t.ese de Est.ado Quase Es:t.acioná.r-io pode 
ser- aplicada quando E << S t'oi indicado por- Briggs-Haldane em 
o o 
t 925 . Heine ken et. al. <1967) usaram ent.ão mét.odos de pert.urbação 
singular- em relação ao pequeno parâmetro 
uma aproximação analit.ica da solução. 
2.3 Adimensionalização de Segel 
• E /S 
o o 
para obt.e:r-
Trabalhos :l'ecent.es de Segel [39] e Segel-Slemrod [401 propõem 
uma nova adimensionalização que pr-oduz um pai"âmet.ro de per-turbação 
modif'icado. A chave es:t.á na correta det.e:r-minação das escalas de 
t.empo. 
Escolha das: escalas: de t.empo 
Estimaremos: pl"imeiro a escala rápida de t.empo t. c do periodo 
est.acionàr-io (ou t.empo de var-iação rápida na concent.r-açilo inicial 
do complexo). Durante est.e periodo a concent.r-ação do s:ubst.rat.o 
pf'at.icament.e não se modit'ica, de modo que podemos subst.it.uir S por 
S
0 
na se~unda equação em (5): 
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dC 
dT • kE S • o o +(k +k -kS)<! -i. 2 i o (10} 
Uma express.?lo para C é encont.r-ada resolvendo (10)~ 
C(T) • C [ 1 - expC-kT)] (11) 
onde C • k • k (S + K ). 
• o .. 
(12) 
E: razoável supor que a escala de t.empo seja escolhida de 
acordo com o t.empo necessário para que a função C(T) apresent.e uma 
variação s:i~nif'icat.iva. O gráf'ico da Figura 2.1 indica que a 
f'unção C(T) começa na origem ( C(Q) • O) e aproxima-se cada vez 
mais da ass1nt.ot.a C. Port.ant.o, a escala de 
ou seja, o t.empo necessário para a função 
t.empo é 
-kT 
e 
aproximadament.e um t.erço do seu valor ant.el"ior. 
C(T) 
e5cal~:~. 
de~ t-eMpo-
C----------~-~-~----------
í 
Fi~ura 2.1 
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dada por 
diminuir 
-· k ' 
para 
Observamos que a definição de escala não é numel"icament.e 
pr-ecisa, ist.o é, se escolhemos uma escala de t.empo k-1 ou 3k-i, o 
result.ado será o mesmo no pr-esent.e caso: CCT) modiflca-se 
significat.ivament.e em um t.empo da ordem de 1/k.. 
Ut.ilizaremos: para det.erminar a escala de t.empo lent.o t. ' 
• 
o 
t.empo 
mini mo 
Figura 
necessârio para. uma 
valor em uma t.axa 
2.2.1 Assim, 
t. • 
• 
Sma.)( - Sn1i.n 
função variar de seu 
máxima, con!'ol"'me Se~el 
Para o pei"iodo post.erior ao t.rans:ient.e inicial t.emos: 
Por-t.ant.o, 
• 
!Ct) 
+ s 
o 
E 
o 
k E S 
2 o o 
K + S M O 
1#1 .... 
"'\ 
I 
I 
I 
I 
I 
r- eSCAI4 c-1 de t~mpo 
Figura 
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T 
f.,.;,- f ' m•n 
1 
t,. t 
2.2 
mâximo at.é seu 
[38] p.56. [Ver 
Det.er-minação das equa9 2Ses adimensiona.is 
No est.ado pré-est.acionârio t.emos que S ~ S 
0 
ist.o dâ uma 
escala para S e t-ambém indica que a concent.raç.ão do complexo será 
bem avaliada por C (máximo valor que o complexo pode alcançar). 
Int.roduzimos ent.ão as variáveis adimensionais 
s. c • 
c 
c ' 
T • 
T 
~ 
c 
As equaç<Ses diferenciais pal'"a s: e c t.omam a forma 
onde c • 
ds 
dt. •c [-s+ 0 ~ 1 cs+ 
de 
dt. • s 
s<O> • 1, 
K 
" 
E 
o 
+ s 
o 
a 
a+ 
' 
1 
cs - c 1 O' + 1 
c<O> • O, 
a • 
KCK + D-1 
a + 1 
K • 
k 
_, 
-k-
2 
(13) 
Na região ext.er-ior- as escalas par-a o subst.r-at.o e pa.I'a o 
complexo per-manecem válidas mas a escala de t.empo 
De:finimos: um novo t.empo adimensional por t. • 
escrevendo (5) em t.ermos dest.a variável, encont.r-amos 
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• 
t.. 
• 
Ent.ão, 
~ • <K + 1) [ - <a + "1 )s + acs + K<K + D -t c ] 
.E de • CK + 1) [(a + f)s - acs -c ] 
dt. 
C14) 
Este é o sist.ema a sei" analisado por mét.odos de pertur-bação 
singular no capitulo 4. 
2.4 Cr-Itér-ios par-a a validade da Hipótese de Est.ado Quase 
Estacionário 
Um critério para a validade da Hipótese de Estado Quase 
Estacionário é que o estado pré-estacionário seja realment.e breve 
comparado com o tempo para que o substr-ato decaia apreciavelment.e. 
lst.o é, 
E 
o 
t.. « t. 
c • 
ou, 
k 
-· S + K (15) 
Um segundo 
Para que 
substrato 
o .. 
crit.ério diz respei-to .à condição "inicial" S(Q) • S . 
o 
esta condição seja válida, a var-iação l'elat.iva do 
t.S 
s 
o 
na fase t.ransient.e deve ser despl'ezivel. Uma 
estimativa para h.S é dada pelo pr-odut.o entre a taxa máxima inicial 
de consumo do subst.rat.o e o tempo de dur-ação do estado 
pré-es:t.acioná.rio t. . Assim temos, 
c 
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onde dS dt. 
AS 
s 
o 
A exigência que I 
por 
c 
' 
k E S . Isto f" ornece 
• o o 
E 
o 
so + KM 
AS I seja pequena compar-ada com a unidade é dada 
s 
o 
onde 
• 
E 
o (16) 
Se a condição (16) é válida então (15) t.ambém será. Port.ant.o, 
podemos cons:ider-ar e « 1 como um critério simples para a validade 
da Htpót.ese de Est.ado Quase Est.aaion.é.r-io. 
O f'at.o da aproximação do estado quase estacionário ser válida 
para c • E /S 
o o o 
"n.ovo" ?ar-âmet.r-o 
de tal hipótese, 
foi con1'1rmado por Heineken et al. em 1967. Este 
c dado pai" Se(;el pe:r-mit.e uma aplicação mais (!;eral 
pois c « c 
o 
e há casos, "in vivo" por exemplo, 
em que e f enquanto c « 1. 
o-
Se-shad:r-i e F:r-i t.zsch [421 es:t.uda:r-am 
a situação mais geral em que a nat.ureza reversivel da f"ormação do 
pr-oduto é levada em conta, utilizando Ku como escala paz-a a 
concent.r-ação de enzima. Isto produz E 0 /KM como pequeno parâmetro, 
o qual é certament.e um caso part.icular de e. 
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CAPITULO 3 
Pert.urbação Singular: Métodos Assint.ót.icos 
3.1 lntl'odução 
Nest.e ca.pi t.ulo a.present.al'emos os mét.odos de aproximação 
analit.ica a serem utilizados no t.rat.ament.o do problema de cinética 
enzimá:t.ica lnt.roduzido no capitulo anterior-. Tais métodos, 
conhecidos como métodos de perturbação, t.êm por- objetivo a 
obt.enção de express:~e:s: que descrevam o comport.ament.o qualit.at..ivo 
analit.ico da solução. 
Em contraste com as soluções numéricas, que são obt.idas para 
valores fixos dos parâmetros, os mét.odos de per-t.ur-bação 
est.abelecem a 
dado, ist.o é, 
dependência 
est.udam a 
da solução em relação a um 
solução de uma deter-minada 
pai"Amet.ro 
classe de 
problemas. Além disso, 
cAlculo aproximado de 
numéricos e anallt.icos 
podem ser- empregados ef'et..ivament..e no 
soluçêSes. Observamos que os mét.odos 
não são excludentes, pelo contr-ár-io, eles 
se complementam. Assim como os mét.odos assint.óticos são 
i mporot.ant.es paro a o t.:roat.ament.o numér-ico de muit.os pr-oblemas, po.-
outro lado, certas etapas dos mét..odos assint.ót..icos podem 
necessit..ar- de solução numérica. Miranker· [271 analisa a conexão 
ent..re equações dif'erenciais "st.i:ff" e problemas de pert.urbação 
sint;ular, explorando as t.écnicas da Teoria de Pert.u'I'h.ação na 
construção de mét.odos numéricos ap'I'opriados a sist.emas ''st.if'f'". Um 
es:t.udo comparat.ivo ent.re mét.odos assint.ót.icos e numéricos pode ser 
encont.rado em Aiken UJ. As vezes, em um mesmo problema, é 
convenient.e ut.ilizar mét.odos numéricos em uma det..er-minada re~ião 
do dom1nio 
aproximação 
da variável 
assint6t.ica 
independent.e, enquant.o 
é mais indicada. O 
que em out.ra,uma 
dlálot;o ent.re um 
analist.a numérico e um assint.ótico descrit.o no primeiro capit.ulo 
do livro de De Bruijn [111 ilust.ra bem est.a sit.uação. 
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A idéia geral da Teoria de Pert.urbação é decompor um problema 
"difícil" em uma seqUéncia inflnit.a de pt'oblemas mais "fâ.ceis", 
como, por exemplo, um pr-oblema não linear- em uma seqUência de 
problemas lineares ou um problema linear de coeficient.es variáveis 
em problemas linear-es de coeficient.es const.ant.es. Est.a t.eoria é 
freqlient.ement.e ut.Uiza.da na primeii"a ou seg-unda aproximação que já 
det.erminam as ca:r-act.el'ist.icas pr-incipais da solução; os t.el'mos 
rest.ant.es for-necem apenas pequenas cor-reções. 
Em par-t.icula:r-, est.amos int.eressados aqui nos casos onde um 
pequeno pa:r-Amet.r-o est.á envolvido, ou seja, em det.er-minal' o 
compol't.ament.o da solução quando al€umas 
levement.e alt..eradas. Algumas vezes 
int.I"oduzil' um pequeno parâmet.I"o 
t.ransfol'mando-o em um pr-oblema de 
condições do 
é de fat.o 
pl'oblema são 
convenient.e 
ai"t..it'icial em um problema 
pel't.UI"bação. Pol' exemplo, o 
pi"oblema de valor- inicial 
K • f(t,.) X, x<O> • 1, x(Q) • 1, (1) 
com f(t.) 
escolhas 
cont.inua, não possui uma solução exat.a excet.o para 
muit.o part.iculares de f(t.). No ent.ant..o, podemos 
lnt.roduzir um c de t.al forma que o problema não pert.urbado <c • 0) 
t.enha solução: 
X • C f(t.) X, x(Q) • 1, x<O> • i. (2) 
Asswnindo uma expansão em série de 
00 
X(t.) • E a (t.) 
n 
n=o 
n 
c ' 
encont.r-amos uma solução 
f'azendo c • 1. conse€uimos 
No est.udo de um 
apl'oximada. do problema (2). Finalment.e, 
uma solução para o problema original. 
modelo mat.emát..ico a det..eJ>minação dos 
parâmet.:r-os int..r-insicam9nt..9 pequenos só 
adim9ns:ionalização das equaçõés dif'erenciaisp 
em g-eral de várias 
ant.er-ioi". 
f·oJ>mas, con:f oi"m9 
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é possivel 
o qu9 pode 
discut.ido no 
com a 
ser feit.o 
capit..ulo 
3.2 Aproximaçties: As:stntóttcas 
Durant.e os: séculos XVIII e XIX alguns mat.emât.icos ut.ilizaram 
as séries divergentes sem muit.as preocupações com a nat.ur-eza da 
dlverg~ncia porque fl'eqUent.ement.e eram apropriadas: pal'a avaliar os 
valores das funções com o uso de poucos t.ermos. Mencionamos 
rapidament.e os t.rabalhos de Laplace em sua .. Théorie Analyt.ique des: 
Pl'obabilit.és" (1812) sobre a aproximação das funções erro e 
f'at.ot'ial, as es:t.imat.ivas de int.egrais realizadas por Cauchy e 
Poisson, e o uso de sél'ies di ver-gent.es na solução de equações 
diferenciais por- Liouville e Oreen, et.c. Por-ém o reconheciment.o da 
nat.ur-eza das séries divergent.es: e a base de uma t.eoria formal 
dessas séries são devidos a H. Poincaré. Em seu t.rabalho de 1886 
sobre equações difer-enciais or-dinár-ias: most.r-ou como as sér-ies 
diver-gent.es podem ser usadas na determinação de soluções 
aproximadas. Mais t.arde, no seu t.:r-abalho sobre Mecânica Celes:t.e 
("Les Mét.hodes Nouvelles de la Mécanique Célest.e" (1892-1899), 3 
vol.) estabeleceu import.ant.es t.écnicas para obt.enção 
periódicas, que deram origem à Teo:r-ia de Pe:r-t.urbações: 
de soluções 
Singulares. 
Maio:r-es: detalhes sobr-e hist.ória das sér-ies diver-gent.es e métodos 
assint.ót.icos: podem ser consult.ados em Kline [211 ou em Collet.t.e 
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O des:envolviment.o post.erior des:t.a t.eol'ia provém da Mecânica 
dos: Fluidos, em part.icular-, do est.udo do fluxo sobre a supel'f'1cie 
de um cor-po. A dinâmica de :fluidos <aerodinâmica e hidr-odinãmica) 
desenvolveu-se em {!;rande part.e pelo est.udo de f'luidos ideais 
<não-viscosos:) por- meio das equações de Euler, uma vez que o ar e 
a A~ua t.êm viscosidades muit.o pequenas. Ent.r-et.ant.o, est.a abordagem 
pl'oduz result.ados paradoxais <D'Alembert.) como a inexist.ência de 
r-esis:t.ência ao moviment.o de um corpo sólido imerso em um fluido. 
[Ver-, por exemplo, Bat.chelol' [51, p. 3321. Pr-andt.l r-esolveu est.e 
problema verificando que- o ef"eit.o da viscosidade é import.ant.e mas 
es:t.A concent.rado em uma flna camada, chamada camada limit.e, 
28 
pr-óxima à super-f1cie do corpo. 
Ext.er-ior- à camada limit.e, o moviment.o de um fluido de pequena 
viscosidade pode ser bem descr-it.o pelas equações de Euler-. Est.a 
descobert.a mot.ivou a pesquisa de como "pequenas causas podem 
pr·oduzir grandes ist.o é, uma pequena viscosidade 
causando r-esist.ência apreciável. 
Mais r-ecent.ement.e a preocupação t.em sido a de det.er-minar 
r·tgoi"osament.e as hipóteses sob as quais os mét.odos assint.ót.icos 
ut.iltzados de maneir-a t'or-mal ou heurist.ica podem ser- empx-egados. 
Nest.e sent.ido dest.acamos principalment.e os t.rabalhos da mat.emát.ica 
r•ussa Vasil'eva [481, [491 
Est.as t.écnicas vem se const.it.uindo em uma ferr-ament.a muito 
út.tl nas mais diver-sas Ar-eas da biomat.emá.t.ica: cinética quimica, 
epidemiologia, dinâmica de populações, [241, [301, além dos campos 
t.radicionais da flsica mat.emát.ica, t.eoria dos números, 
combinat.ória, t.eor-ia de !'unções analit.icas, equações dif'erenciais 
parciais, et.c. 
Uma impor-t.ant.e propriedade em qualquer mét.odo de aproximação 
é uma est.imat.iva de er-ro. Os mét.odos de pert.urbação utilizam 
est.imat.ivas de ordem de gr-andeza. 
Dizemos <(Ué uma f'(X) .. no máximo da or-dem 
quando x ......_.. x se exist.e uma const.ant.e posit.iva M t.al que 
o 
:5 M I.P<x) j pal'a t.odo x, numa vizinhança de x
0
. Escrevemos, f"(x) • 
O<<f><x)). De maneira análoga, dizemos que f'(x) • o<.p<x)) quando x 
-+ X 
o 
(f" é de ordem menor- que ~), se, dado qualquer ó > O, 
< 6 
palavras, se 
possivelment.e 
lirni t.ado para 
para 
</>(><) 
em 
" 
t.odo x em uma vizinhança de x
0
. Em out.r-as 
não se anula em uma vizinhança de x
0
, excet.o 
x
0
, f'(x) • O(~('x)) implica que f:(x)/4;(x) é 
----+ x , enquant.o que se f'(x) • o(~(x)) ent.ão 
o 
f"(x)/.;Jt(x) t.ende a zex·o 
A f'unç.i!o ,P<x) é 
quando x ----+ x 
o 
chamada !"unção escala <"gauge f"unct.ion'') e 
serve como padrão de comparação para descr-ever o compor-t.ament.o da 
f'unção f'(x) quando X--tX. 
o 
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Exemplos: 
1. ,[:~. • o<x/1) quando x -t O se Ct > {1; 
2_ e -.l/x • o(x~:) quando x -t O par-a todo k ~ O; 
• 
3. sen 2x • O(x) quando x -t O; 
2 
4. " log- x 
x ~ oo; 
' + " 
2 O<x log- x) 
5. x sen x • OCx) Cx -+ oo); 
• Cx -+ O ); 
quando x ~ O 
7. 1 - cos x • O<x2 ) • o(x) <x -t O>. 
e quando 
E: convenient..e escolher-mos as: pot.ências de x como !'unções 
escala pela sua simplicidade. Ent.r-et..ant..o, est.e conjunt.o nem sempr-e 
é s:u:ficient.e pa'l'a des:ct>ever- adequadament.e o comport.ament..o de uma 
função; por- exemplo, a função log 1/x t.ende ao inflnit.o par-a 
x -t O mais lent..ament..e do que qualquer- pot.ência de x ou, t.ambém 
como no exemplo 2 acima. Em t..ais: sit.uações devemos subst.it.uir- as 
pot..éncias de x por- out.r-as funções como exponenciais, log-arit.mos, 
suas composições e pr-odut..os, e t.c. 
Muit..as oper·açõ'es são mant..idas pelas relações de ordem t.ais 
como adição, mult..iplicação e int..eg-ração. Todavia, não é em ger-al 
poss1vel a diferenciação de r-elaçõ'es de ordem; por exemplo, a 
- 9 2 2 função f(x)• x sen<i/x) • o(x ) mas f'(x)• 3x senCi/x) -x cos(1/x) 
não é oCx>. 
Uma discussão mais completa sobre I>elações de ordem pode sel' 
encontrada em Mw·r-ay [291 ou em Lagerst..rom [221. 
30 
-,. 
,• 
,. 
,. 
-,• 
-,. 
" 
-
' 
-
,. 
-' •' 
'-,. 
Em t;er·al, quando vensamos em uma s:ér·ie par·a r•epr·es:ent..ar uma 
c·unção imaginamos: que ela seja conve:r-gent.e. Em t.al caso, se f"{x) é 
snal1t.1ca em um pont.o, ela possui uma expansão conver-gent.e em 
sél'ie de pot.ências: de x, 
na vizinhança do pont.o. 
a qual desc:r-eve o compor-t.ament.o da !"unção 
" k Se sn • E alc:x r-epr-esent..a a soma 
k=o 
par-cial da série de f<x>, t.emos que 
f{x) - s: {x) 
" 
j ._.__.....__. O quando n -+ oo, x :fixo. 
Assim, quando n cr-esce, 
pr-ecisa de f'{)(). 
Pol' out.r·o lado, 
s <x> 
" 
se 
dá uma descr-ição cada vez 
não fol' anallt.ica no 
mais 
pont.o 
considerado, ela não possui uma expansão em série de Taylo:r-
convei>e;ent..e. Ver-emos que, mesmo nest.a git.uação, :fr·eqtient.ement.e é 
pos:s:ivel descrever- o comport.ament.o de :f(x} at.ravés das somas 
par-ciais s: (x) 
" 
de um Upo de aproximação denominado de 
expansão assint.ót.ica. Es:t.as: sér·ies em geral não são convergent.es: 
mas, apesar• disso, f(x) - s (x) 
_____, O quando x-+Opar-an 
fixo. Aqui escolhemos: x 
o 
idéias sejam válldas: par-a 
• O par-a s:implif'icar a not.ação, embor-a as 
qualquey. x . 
o 
r: impor-tante destacar· a difer-ença ent.r·e os limit.es: acima: 
li m s <x) • f'{x) <x f'ixo) e li m (s <x) - f'(x)) • O {n f"ixo). 
" 
Enquant.o no pr•imeiro ca:s:o uma melhora na aproximação para f'(x) 
e-xi~e t.omar- um nUmer-o cr•esc:ent.e de t.ermos: da sér-ie (n -+ oo), no 
se~undo uma aproximação depende do valor da variável {X -+ O, n 
nxo). 
Embora a apr•oximação assint.ót.ica não produza uma convergência 
unifor-me em uma região pr-é-f'ixada, ela pode s:er- muit.o impor-t.ant.e 
do pont.o de vista comput.acional em uma vizinhança do pont.o x • O. 
o 
Um.A. apr-oximação unif·oy.me por- sér-ie de Taylor- depende do númer-o de 
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LE."r-mos e há casos onde precisamos consider·ar· muit..os t..ermos par·a 
conse~uir- a aproximação des:e jada. Por- exemplo, a r-unção dada pela 
sél'ie 
y(x) • (3) 
n=O 
solução da equação dif"er-encia.l X y + y y • o, conver-ge para 
Lodo X. Em pr-incipio, por·t.ant.o ~ y(x) pode ser- calculada em 
c-ttJalquer- valor- de X at.ravés: da série. Porém a convergência é 
r·ápida soment..e para valores pequenos de X para X • 10 são 
necessários soment.e 16 t.ermos: par-a calcular- y(x) com 10 digit.os: 
s:ignif"icat.ivos_. enquant.o para x • 10000 pr·ecis:amos de 150 t.er-mos:. 
A expansão de Taylor acima é f"eit.a em uma vizinhança do pont.o 
x • O onde a f'unção é anali t.ica. No pont.o x • oo~ y(x) não é 
analit.ica e por-t.ant.o não t.em s:él'ie de Taylol' baseada em x • oo; a 
apr·oximação de y<x) para valor·es: grandes de x pela sé:r·ie de Taylor-
com base em x • O é inef"icaz. Nest.e caso é pos:s:i vel obt.er uma 
expansão ass:int..ót.ica par·a y<x) com x __,. oo que melhor- a rep:r-es:ent..a. 
[Vel' Bender-Ors:zag [61, exemplo 1, p. 90. Out..l'os: exemplos: t.ambém 
podem set> encont.ro'!!ldos nest.a re'feréncia.l 
O s:eguint..e exemplo clássico ent·at..iza a dlle:rença ent.:re séries: 
conve:rgent..es e ass:int..ót.icas:. Uma apr·oximação anali t..ica da !unção 
l'eal def"inida por-
E (x) • 
1 J 
" 
e-t.dt.. 
~ 
é obt.lda at..ravés: de aplicações: repetidas da lnt.egração por part.es. 
As:sim, t..emos 
k 00 -~ 
E <x) -x I (-1)n+1 <n - 1)! (-i)k k! J e d~ • e + 1 n t..k+i 
" n=l 
" 
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O resto r· (x) • (-1 )n n! 
n 
nxo da s:eguint.e forma: 
jr·,,<x>j < n! 
n+1 
X 
00 
I -=,e ,...-,.t._d t. é 1 imitado par· a t. n+t 
00 
J 
X 
-t. 
e dt • 
-x 
n! e 
n+t 
X 
X -+ 00 e n 
o' 
(x --+ oo, n f"ixo). 
O erf'o na aproximação de E (x) pela soma parcial 
' 
s: (x) 
" 
-x 
D e 
k 
é da or·dem do primeiro t.ermo 
(n - 1)! 
n 
X 
desprezado e, port.ant.o, tende 
rapidamente par· a zero quando x --+ oo. Então, para x suf'icient.ement.e 
grande 
rn·ecisão 
s: (x) é 
n 
n-ésimo 
e n fixo, s: (x) é 
n 
desta apr·oximação 
uma boa aproximação para E (.x): a 
1 
melhor•a com x -., oo. A sér·ie para a qual 
a soma par-cial é divergente para qualquer X fixo, pois o 
t.er•mo t.ende int'lnit.o quando 00. Port.ant.o, 
consider·ar um número maior de t.ermos não significa simples:ment.e 
mais t.r-abalho, pode ser- de fat.o prejudicial. Ist.o é, para um valor 
de x flxo, o er·ro é decrescent.e a principio pela adição dos termos 
de sn;. exist.irá um n • N a part.ir do qual os termos: seguint.es 
aument.ar·ão o er·r·o, com a conseqUente diveor•gência da série.Uma 
maneira de determinar est.e N é comparar dois termos consecutivos 
da sér·ie. A razão ent.re o (n + 1)-ésimo e o n-ésimo t.ermos: é 
n! -x -(n+1) e x 
(n-1)! ex -n 
" 
n 
" 
e portanto tomando N como a parte inteira de x obtemos a soma 
parcial que melhor aproxima o valor de 
!'ato é indicado na Figura 3.1. 
E (x) par-a x fixo. Este 
' 
que 
A utilidade de 
o err•o I f(x) 
Figura 3.1 
uma apr•oximação assintótica est.á no í at.o de 
s (x) ! tende rapidamente 
n 
par·a zero quando 
x __... x , de modo que~ na pr-át..ica, poucos t.er-mos são calculados e o 
o 
ponto de cT•escimento do erro não é alcançado. 
Vamos: inl.:r-oduzir agor-a algumas det'iniç~es da 
Assintót.ica. 
D~flnição d~ s:~qüência a.s:s:intótica. 
Uma seqU~ncia de !unções 
vizinhança <lat.eral ou completa) 
escala <,P (x)} ~ 
n 
da ori~em. com 
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def'inidas: 
q, <x> 
n 
Análise 
em uma 
o, 
x ~ O, é dit.a uma s:eqUência assint.ót.ica se, para t.odo n ~ O, 
ist.o é, lim 
x~o 
4> = o(,P ) 
r.+ .t n 
O. 
quando x ~ O, 
A s:eqUência assint.ót.ica mais comument.e usada é a seqtiência de 
pot.ências: de x, • 
... 
X ' e-mbor-a ela nem sempre seja 
convenient.e par•a repr·esentar- uma função. Potências fr-acionárias 
também podem ocorl"el', como por- exemplo, na expansão de raizes de 
equações algébricas com um pequeno parâmetro rnult.iplicando o t.ermo 
de maior grau (Lin-Segel [241, cap. 9), na t.eor-ia de Frobenius pai"a 
equaçêíes diferenciais lineares or-dinál"ias <Bendel'-úrs:zag, [6) 
cap. 3) ou em fluxos com númer-o de Reynolds alt.o <Van Dyke, [461 
p. 29). Out.r·as seqUências asslnt.ót.icas provenient-es de problemas 
em mecânica dos fluidos t.ais: como 
z 2 
c logo c, c, c lo~ c, c , . <c ~ 0); 
-1 -2 -9 
<log .t:) , <log c:) , (log c) , ... <c --+ 0); 
i, c, z 3 c • c ' • log c, c (E; ~ 0) 
est.ão relacionadas no livl'o de Van Dyke [461. 
A def"inição de seqUência ass:intót.ica acima normaliza os 
limites x -+ O e rp n (x) -+ O. Os out.ros casos: em que x -+ x 0 , 
"' e [ -oo,ool, e .P" ~ oo pode-m ser f"acilment.e enquadrados na 
o 
definição. 
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Definição de Expansão Assintótica de Funções Reais 
00 
Dizemos que a série simbólica l an ~n (x) é uma aproximação 
tY''Ú 
ou expansão as:sint.ót.ica da !'unção f'(x), quando x --+ O, em r-elação 
à seqtiênc i a assinl.ót.ica <,P (x)} se 1 paz-.a V N ~ O, n 
N 
f'(x) • 
n=o 
Escr·evemos:. 
a ~ (x) + o(~ (x)) 
n n N 
n=o 
a tP Cx) 
n n 
(4) 
(5) 
Uma det'inição equivalente par•a uma expansão as:sint.ót.ica é 
N-< 
:f(x) • ~ (x) + O(~ ) 
n N 
quando x ---+ O, 
n=O 
pat'a t.odo N > 1. 
<•) Em alg-uns casos é necessá.r·io usar expansões a.s:s:int.ót.icas: mais 
gel'ais. Por- exemplo, podemos consider-ar uma seqliência de íunções 
(f } par• a a expansão 
n 
diz-se que a sél'ie 
g-ene I' a 1 i zada de f"(X), 
se par-a t.odo ... :,. o 
N 
f'(x) • 
n=o 
e out.x•a de !'unções 
00 
I: r (X) é uma n 
n=O 
quando 
í (x) + 
n 
X ~ o, com 
o(~ (x)) 
N 
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escalas:. Nest.e caso, 
expansão ass i nt..ót..i c a 
relação à seqUência {~ }, 
n 
quando X---+ 0. 
Os coeHcient.es: a da expansão são det.erminados de f'orma 
n 
única pela aplicação sucessiva da deHnição (4). Assim, 
a 
o 
a 
' 
• 11m 
><•0 
.. 1 im 
>HO 
a • k 11m 
>HÜ 
f(x) 
q, (x) 
o 
r<x) - a tfJ <x> 
o o 
t/J (x) 
o 
·-' Hx)- E 
n=o 
q, (x) 
n 
a ,P (x) 
n n 
00 
Obser-vamos que (5) não implica de maneir•a alguma que a sér-ie 
a tjJ (x) seja convergente; simplesmente afirma que 
n n 
N 
r<x> - E a q, (x) n n 
IIm n=o 
,,.o </>N (X) 
• O, para t.odo N fixo, 
ou seja~ o erro t.ende a zero mais rápido do que ,PN quando x ---t O, 
mas n.@lo neces:s:ariament.e t.ende a zer-o par-a N --+ oo, )o! f"ixo. Uma 
expansão assint.ót.ica pode se~ conver-gent.e mas, como já 
mencionamos, o fat.o dela ser divergent.e é as vezes mais út.il na 
pt•át.ica. lst.o ocorre porque, em uma aproximação assint.ót.ica, 
poucos t.ermos devem ser sulicient.es para dar uma aproximação 
desejada da função. O primeiro t.ermo não nulo em uma expansão, 
denominado t.ermo dominant.e, freqtient.ement.e é su:ficient.e para a 
aproximação desejada. Vá.:t>ios modelos mat.emát.icos em Fisica e 
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Biologia são essencialmente o pl'imeiro termo de uma expansão 
as:sint.ót.ica.. [As: equações de Euler· 
MichaeUs-Ment.en são o primeiro termo de 
modelos ma.is complet.os.l 
e 
uma 
a a.proximação de 
expansão exterior de 
Se a .,.._ O~ enl.ão a rp <x) é o termo dominante e escrevemos com 
o o o 
fl'eqtiência f(x) a rp (x). 
- o o 
Mostraremos agora que a sér·ie de Taylor de uma !'unção f(x) é 
00 
também assintótica para t·(x) quando x _. O: l(x) E 
n=o 
Sabemos que~ se f(x) é analit.ica em x • O~ podemos: escrever 
00 
t·(x) • " a x 
" 
para X I ( R, 
onde R é o raio de converg-ência da série. 
A expressão (6) pode ser escrita da seguinte forma 
Iü::J • 
,.. . 
NH 
Então, temos que 
" NH 
N 
" 
N 
n 
a x 
n 
+ 
fiN+tl (() 
<N + 1)! 
N 
r :::=~ o(x ) . 
NH 
f~N+i\({J 
<N + 1)! 
N+1 
X onde 0::::; ( ::::; X 
N+i 
x é o resto de Lag-ran~e-
quando x 4 O e, por•t.ant.o, 
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(6) 
O conceit.o de conver·géncia unif'or·me é car-act.er·izado 
int.rinsecament.e pelos coef'icient.es da expansão, ist.o é, sabe-se 
pelo cr-it.ério de Cauchy que uma série converge sem se conhecer a 
!unção para a qual ela converge. Por out.ro lado, a idéia de 
apr-oximação assint.ót.ica é uma pr·opr·iedade :r-elat.iva, pois exige 
comparação ent.r·e os coe:ficient.es da expansão e a :função l(x) para 
a qual a série é assint.ót.ica. 
Alguns: exemplos: de expansões ass:int.ót.icas são: 
I. sen 2x 2x - 4/3 X 3 + 4/15 x5 + 
-
00 
e-t.dt. 
00 
2. I 2& 2 6t::3 + 1 <-Dn n! n ~ 1 - c+ - = c 1 + c·t. 
o 
3. logo n! (n + 1/2) logo n - n + logi""Zri + 
~ 
Algumas: propr·iedades: das: séries as:s:lnt.ót.icas: 
1. Dada uma seqtiência as:s:int.ót.ica exis:t.e uma única série 
assint.ót.ica para cada f'unção, lst.o e, se a f'unção f'(x) pode ser 
00 
expandida corno f(x) 
n=o 
a .p (x), 
o n 
ent.ão a seqUência dos: 
coef"icienlês: é única, confor-mê a deflnição (4) acima. Por exemplo, 
s:en 2x 
3 5 Zt.anx-2t.an x-2t.an x+ ... 
-
Z log(1 + x) + log<1 + x 2 ) - 2 log<1 + x 9 ) + 
As expressões acima são expar1sões assint.ót.icas dif'erent.es 
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pal'a a mesma função pol'ém, baseadas: em s:eqUêrtcias: as:s:int.ót.icas 
dist.int.as:. 
2. Duas: difer-ent.es: 
r·epl'es:ent.ação ass:int.ót.ica em 
as:sint.ótica ,p (x). Por exemplo, 
n 
1 
1 + " 
1 -1/c + e 
i + c 
g<x) podem 
relação a uma 
. I 
n=o 
n 
" 
dada 
a mesnta 
seqtiência 
<c __. 0) 
Estas duas !'unções t.êm expans~es: idênt.icas em r-elação a mesma 
seqtiência ass:int.ót.ica {cr\. De cert.a fol'ma podemos: dizer que a 
dif"erença entre elas é t.ão pequena que não pode ser "medida" com 
as funções escalas n 
" ' 
pois 
-1/c 
e • para t.odo k. Dizemos 
que -1/;:; e é t.ranscendent.alment.e P.:eguena comparada com a 
seqtiência de pot.ências de c. 
3. Várias operações são mant.idas para expansões assint.ót.icas. Por 
exemplo, se 
E a .P n n e 
então 
a. :f(M) + (3 g(:1l) 
a e {3 cons:t.ant.es: r-eais. 
A mult.iplicação não é válida em ger-al. No caso de s:él"ies: de 
pot.ências: a mult.iplicação t.ermo a ter-mo pode ser efetuada. Da 
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mesma forma, a int.egração e a di!'erenciação não são possiveis em 
gel'al. Cont.udo_. uma sél'ie de pot.ências: ass:int.ót.ica f'(x) n 
" 
(x -+ 0) pode ser· int.egr•ada t.er·mo a t.er•mo se f'(x) for int.egrável 
em uma vizinhar.ça de x • O e o result..ado sei"á uma séi"ie de 
potências: as:s:int.ót.ica. Uma cons:eqUência imediat.a da int.egração de 
s:êr·ies: de pot.ências é a seguint.e: se f'<x) t.iver uma expansão em 
s:ér·ie de pot.ências:, ent.ão 
r n a 
n 
n-1 
X X -+ 0. 
Uma discussão sob:l'e as: pr·opr•iedades de expansões assint.ót.icas 
em sêr·ies de pot.ências: encont.l'a-se em Bender-Or·szag [6]. 
DeCinição de expansão assintótica em espaços normados 
Seja E, onde E é um espaço vet.orial com 
nol'ma 11 11. 
00 
Dizemos que a série I: un cn é uma expansão as:s:int.ót.ica da 
!'unção u(c) na nol'ma 11 11 
seqUência as:sint.ót.ica {cn } se 
N 
u(c) r 
n:::O 
n 
u " n 
quando 
N 
"" O(c ), 
o• 
V N. 
e com relação a 
Ut.ilizaremos: especialment.e espaços: de !'unções: cont.lnuas: com a 
o " norma unif'orme; E • ([: (W.tl __,. !R , 11 11
00 
). Nes:t.e caso dizemos 
que u(c) • U<t.,c) t.em r-epres:ent.ação ass:int.ót.ica unif'or·me dada pela 
s:é:roie 
00 
r.:::O 
u (f...) 
n 
n 
" . 
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3.3 Perturbações:: r·egular· e s::ingular• 
Os mét..odos de per-t..ur-bação r-egular- são comumente utilizados na 
r·esolução de pr·oblemas onde um pequeno parâmet..r•o ~ est.á envolvido. 
O comport.ament.o global da solução pode ent..ão ser- estudado de 
maneir-a local na vizinhança de c • O. Para Uu.s:t.r-ar- e.s:t..a.s: idéias:, 
consideremos o seguint.e problema de valor- inicial 
x• f'(x,c), (1) 
onde O < ~ «1. 
o t.eor-ema de exis:t.ência, unicidade e dependência de 
parâmet.:ros: <ver, po:r exemplo, Ba.s:.s:anezi-Ferreira [4]) garant.e que, 
para condições apr-opr-iadas de f'Cx,c), a solução x(t.,c) de (1) 
exist.e e é uma f'unção cont.inuament.e di:fer-enciável em t. e c, 
t. E [O,Tl, I c I < 
O pr-oblema 
c
0 1 
para algum T > O 
( 1) não possui uma 
e c > O. 
o 
solução expUci t.a em ger-al, 
ent.ret.ant.o, o t.eorema nos dá a possibilidade de con.s:t.r-uir uma 
solução apl'oximada. 
per-t.urbado'' 
Fazendo c • O, obt.emos: o problema 
x • f'(x,O), x<O,O) • O, 
cuja solução sel'á denot.ada por x(t.). 
''não 
C2) 
Se f'(x,c) t.lver• (n+1) der-ivadas continuas em relação a x e c, 
ent.ão podemos apr·oximar "<t.,c) pela expansão de Taylor at.é ordem n 
com r-elação a ~= 
x<t.,.r:) • " (t.) + x (t) c + ... + x (t.) cn + o(c}, (3) 
o < n 
onde a aproximação é uni:forme em [O, Tl. 
Sub.s:t.it.uindo (3) em CO, expandindo t.ambém fú,,c) em uma 
série de pot..ências de c e x, e igualando os t.er-mos de mesma 
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pot.ência, obt.emos: 
dxt 
d~ D 
(x ,0) 
" 
X 
n 
(x ,0), 
" 
){ (0) • o 
o 
X (Q) • 0 
' 
( 
f'unç<ies ) 
+ recursivamente ~ 
conhecidas 
){ (Q) • o 
n 
{4) 
(5) 
(6) 
Resolvendo est.es: problemas s:uces:s:ivament.e~ det.ermina.mos os 
coeficientes da série em (3). O pr·oblema (4) 
com o pr·oblema (2) e portanto, pela unicidade, 
isto e, a solução do problema não pei·t.urbado 
para x (t.) coincide 
o 
t.emos x (t.) • x<t.>, 
o 
e i~ual ao primeiro 
t.ermo da sér·ie para a solução aproximada x(t.,c). Assim, a 
exist.ência da solução do pr·oblema não perturbado <c • 0), 
denominada aproximação de ordem zero, asse~ura que os t.ermos de 
ol'dem superior possam ser t.ambém det.el'minados, uma vez que são 
problemas de Cauchy para equações linear-es não sin~ulares. Est.e 
mét.odo de apr•oximação é chamado método de pel't.ur-baçiío regular. Uma 
cal"act.erist.ica do mét.odo é seu carát.er- recursivo, uma vez que 
X (t.) 
n 
disso, 
pode ser calculado 
os coef'icient.es ){ (t.) 
n 
lineares que diCerem apenas 
em t.ermos 
(n =2:: 1) da 
no t.er>mo 
de X (t,), 
o 
Além 
... ~ "'n-t.(t.). 
s:at.is::f azem equações 
são 
essencialment.e a mesma equação linear>. 
não homogêneo, ou seja, 
No caso em que f E C00 o 
00 
t.eorema de Polncaré-Lyapunov implica em que E x (t.) c'"' é uma n 
aproximação uniCor-mement.e 
qualquer N fixo 
as:s:int.ót.ica 
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n=O 
para x(t.,c), pois: para 
N 
}{( t. ,c) E (t.) n - X c 
11m n n:::o 
~-~o N 
c 
onde o limit.e é unif·or-me em t. E W, Tl. 
Ou, na notação da análise assint.ót.ica 
N 
x<t.,.e) • l xr. (t_.) ,/' + 
n::O 
t. .=: [0, Tl, N qualquer-. 
N 
o(c ) 
-
o, 
uniíor-mement.e em 
Vamos apr·esent.ar es:t.es resultados na lor-ma de um t.eorema. 
Teorema de Pert.urbação Regular 
Seja f: U X [ o, c) 
' 
iníinit.ament.e dif"erenciável, 
n U c IR , O e U, e suponhamos: que o problema 
x • f(x ,0) 
o o 
X (Q) • Ú 
o 
t.enha solução em [O, T] . Ent.ão, existe O < 
pequeno t.al que o problema 
x(O) • O 
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c 
o 
< c 
' 
suficient.ement.e 
tem solução em [ O, TJ par·a 
"'[O,T] 
Além dist.o, 
X ( 0, E ] ---+ [Rn 
o 
N 
X ({..) 
n 
unif'ol'mement.e em [o, T] _ 
A demonst-ração deste 
e 
é infinit.ament.e dif'el'enciável. 
+ V N 
teor·ema pode ser encontr•ada 
Bassanezi-Ferreir·a (4] e uma generalização em O'Malley [311. 
em 
Um problema dest.e t.ipo, onde a solução para E pequeno não 
nulo aproxima unif"ol"mement.e a solução não pel"t.urbada quando C----'1- O, 
é conhecido como problema de pert.urbação re~ulal'. Não é t.odavia 
est..e t.ipo de problema que nos int.eressará 
Muit.as vezes: encontramos: casos 
está envolvido no problema de tal 
onde o pequeno 
forma que a 
pal'âmet.ro 
teoria de 
pert..ur•bação r·egular· não pode ser aplicada. Em part.icular, est.amos 
int.eres:s:ados: em problemas onde 
mult..ipllcando a der·ivada de maior· 
a .equação 
o pequeno parâmetro aparece 
ordem. Por exemplo, consideremos: 
c x • I<x,.c) ou x • f"<x,c )/c (7) 
o 
com a condição inicial x(O,c) • x 
Vemos que o lado dir·eit.o de (7) não é, em g-eral, uma !unção 
continua em c quando 
não 
c = O e~ 
aplicado. 
por-t.ant.o, o t.eol'ema de pel't.Ul'bação 
Dizemos que o lado dil'ei t.o de (7) t··egular 
depende de 
pode 
e de maneira singular. conseqüentemente, pert.urbaç~es 
deste tipo são conhecidas como per·t.ul'baç~es singulares. 
Em pert.urbação sin~ular- o pr·oblema não pert.urbado <c • 0) é 
dit.o degenerado pois t.em um cax·ât.er f'undament.alment.e dif'el'ent.e do 
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problema. pert.urbado. Nest.e caso, quando a solução do pt•obletna 
degener-ado exist.e ent.ão o limit.e não é uni:forme em t. par-a c -t O. 
3.4 Exemplos: 
Analisar-emos ag-or-a, alguns exemplos simples pat·a ilust.r-ar- as 
idéias: pr-incipais dos métodos de perturbação singular apropriados 
no t.r-atamento de equações diler·enciais, onde um pequeno par·âmetr·o 
mult.iplica a derivada de maior ordem. 
Exemplo 1. Camada limi t.e 
Consider-emos a seguint.e equação dif"er-encial 
e X + X - a • 0; a > O const.ant.e, O < e << 1, 
com a condição inicial " xCO,e) = X . 
(8) 
Fazendo e • O, obtemos x
0 
Ct.) • a, solução da equação 
dt-gener-ada. A solução expl1cit..a da equação (8) é 
o -t./c 
xCt.,c) • (x - a) e + a. 
Analisando est.a 
X {t) 
o 
quando 
solução, vemos 
c -t 0... No 
que x.{t. ,c) 
ent.ant.o, 
par-a > 
a passal!,'em 
o apr-oximar-á 
ao limit.e 
x<t.,c) ~ X (t.) 
o 
é válida soment.e para t. > O, uma vez que, 
• O, t.emos x(O ,c) • o X ' enquant.o X (Q) o 
é, exist.e 
de <S> 
;:: (t.) ... 
o 
uma vizinhança de • O, onde 
difere gr-andement.e da solução 
a. Es:t.a r-egião_. conhecida como 
X 
a 
>> 1, 
o 
X 
na 
em 
qual 
do pr·oblema 
camada li mi t.e, 
Islo 
a solução 
degener·ado 
depende de 
~:., ou seja, sua extensão diminui quando c _, O"f' [Figur-a 3.21 
" O t.er-mo (x - a) 
-t./c 
e f'unciona como cor-r-eção da condição inicial 
t./c peT'dida quando f'azemos e =- O e a !'unção e chamada !'unção 
camada Umit,e é um element.o t.ipico de soluções: de problemas: com 
es:t.as: caJ>a.c-Ler-is:f,icas. 
x(t.O 
' 
u 
.., 
'·' " 
t 
l-'1gur·a 3.2 
O gr·áf'ico da Fig-u:r·a 3.3 most.r-a que depois da camada limit.e 
a solução x<t,E.) ent.J>a em uma 
degenerada x (t.) • a, t. e [ O, 
" 
vizinhança 
TJ. Além 
v 
c 
de Oü:;) da solução 
disso, 
ent.ão x(l 1.s) E V V t. 2: t. c o ist.o s:ignif'ica 
solução ent.r-a na vizinhança V c não sai mais. 
se 
que 
x<t. ,c) 
o 
depois que 
v 
c 
a 
Observamos que t·or-a da camada Umit.e inicial a conver-g-ência é 
unif'orme, isto é~ 
IIm 
€-.... o 
x(t.,c) • x (t.) 
" 
no .c-int.er-valo [ € lln c I , T] . 
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1.1 
IJ 
u 
'·' 
u 
Figur·a 3.3 
EKemplo 2. Mét.odo de superposição assint.ót.ico: "mat.ching" 
Apresent.ar·emos nest.e exemplo os argument.os usuais que são 
utilizados na const.I'ução de aproximações unifor-mes de soluções de 
pr-oblemas com pert.urbação singular pelo mét.odo heur-ist.ico 
denominado "mat.ching". 
A equação {4) pa:r-a o sist.ema massa-mola obt.ida no capitulo 
ant.erior 
e X + X + X • 0, o < t. < 1, (9) 
onde 2 c =- mk/c <O < c « f) com as condições iniciais: 
x(Q) • 1, x(Q) • O (10) 
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pode ser- como um s:ist.ema de equações direrenciais 
ordinárias de pl'imeir·a ordem, 
" • v (11) 
e v ""' - v - x 
(x<l,t:) e v<-t.~E) represent.am o deslocament.o e a velocidade do 
os:ciladol' hal'mônico, respect.ivament.e.) 
As condições iniciais: nest.a not.ação ncam 
[ 
xCO) 
v(ú) 
(12) 
Uma análise do plano de rase dest.e sis:t..ema permite uma melhor 
compreensão do renómeno fisico e int.roduz al~umas idéias sobre os 
aspectos decorr·ent.es: da pert.ur•bação singular na segunda equação. 
Em primeiro lugar, observamos que o deslocament.o x<t.,e) decr-esce, 
a part.ir do seu valor- inicial igual a 1, t..endo como limit.e par-a 
t. ---+ oo o repouso. O gr-áf1co da Figura 3.4 nos most..ra que, ent.re 
posições muit.o p:r·óximas no inicio do moviment.o [ x(t. ,e) ~ x(t. ,e) 
' 2 
~ x(O ,t:)] , há uma var·iação mui t.o ràpida na velocidade. Nest.e breve 
per-iodo inicia 1, a aceler-ação V(t.,,e) ID X (t..,,e) ~ gr-ande, 
compensando o f"at..or c muit.o pequeno. Após at.ingir um valor 
minimo, a velocidade aument.a de maneit·a. apr-oximadament.e 
pr•opor·cional ao decréscimo do des:locament.o ou, na t.er·minologia da 
análise assint.ót.ica, em um tempo O(c) a solução (x<t.,c), v<t.,c)) 
entra em uma vizinhança da so 1 ução degenerada v • -x . 
o o 
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v(t.f.J 
I 
1.11 
1.1 
••• 
·1.1 
·1.!! 
·J 
1.1 IIH,l) 
-
-
-
Figur-a 3.4 
Nest.e pr·oblema a camada limit.e apar-ece na component.e v(t.,~:) 
para t. pr-óximo de zero. Sendo, por- hip6t.es:e O < E: « 1, o t.ermo E: v 
pode ser des:p:r-ezado pal"a valo:r-es de t. f'o:r-a da camada Umit.e, 
pr-oduzindo o seguint.e sist.ema degenerado: 
Po:r-t.ant.o, es:t.e 
" c v o o 
o • - v 
o 
s:is:t.ema es:t..á 
ext..erio:r- à camada limi t.e. 
" o 
ou 
:r•elacionado 
so 
(13) 
V • - X 
o o 
com uma aproximação 
Apr·oxlmação ex lel"lol" 
Com a fir.alidade de de-Ler-minar• uma apr-oximação ext.er-ior- à 
camada limit..e, subst..it.uimos a segunda equação em (13) na pr-imeir-a 
e obt.emos 
cuja solução é 
• 
X (l) 
o 
- X 
o 
-t. 
• K e 
(14) 
(15) 
As coradições iniciais dadas em (12) não devem ser· ut.ilizadas: 
pois: es:t..amos cor.siderando uma r-egião ext..erior· à camada limit.e 
inicial. A cons:t.ant.e K deverá ser det.erminada mais adiant.e. 
A out.r·a componer.t.e da solução ext.erior é 
v (t.) 
o • 
- K 
-t. 
e (16) 
Devemos obt.er agor-a a solução int.erior- à camada limit.e. 
Aproximação interior 
A escala de t.empo t. de or-dem uni t.ária não 
camada limite, pois ali a solução var·ia muit.o 
extensão da camada aproxima-se de zer-o quando 
escolhemos uma escala ó(.e) de modo que ó o• 
é apr-opriada na 
r-apidamente. A 
c --> o'. Então 
para c --> o'. 
Int.r•oduzindo a mudança de variável T • t/ó(.c) t1o sistema (11) e 
def"inir.do X<T,c) • x(óT,c), V<-r,.c) • v(6T,L:) temos 
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• v 
(17) 
• - V - X 
(18) 
Como a condição inicial v(O) • O não pode ser sat.isf'eit.a (porque 
despr·ezamos c dv/dt.)~ devemos ent.ão mant.er est.e t.ermo na 
vizinhança de t. • O. Com est.a :finalidade, t.omamoS: ó(c) • c·, ou 
ainda, 
Dest.a f'orma, as equações ext.er·iores f'icam 
dX 
d-. c v T 
dV • - V - X 
dr 
(19) 
(20) 
(21) 
As soluções interiores devem sat.is:fazer as condições iniciais do 
problema~ a saber, 
X<O,c) • 1, 
Fazendo • O, 
apr-oximações inlerioJ>es 
X<r,O) • X (T) • 1, 
o 
em 
VCO,.c) • O. 
(20), det.er·minamos 
-r VCr,Q) • V (r) • e 
o 
<•> O ef"eit.o da t.r-ans:f'or•mação r • t../c é aument.ar-
t. • O, o que nos pet"mit.e "observar est.a reg-ião 
<par-a O < t. << 1 fixo, t.emos: r )> 1 quando c ~ 0+)_ 
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(22) 
as primeiras 
- 1. (23) 
a vizinhança de 
mais de pert.o" 
Pol'lanto, as soluções illte!'iol'es estão completamente determinadas. 
A pr-esença de duas escalas de tempo de ordens dif"er-ent..es é 
uma caract..e.-·ist..ica dos pr-oblemas de camada limit..e. O fat..o das duas 
escalas não ser• em usadas: simultaneamente difer-encia est...es 
pr-oblemas dos chamados problemas secular-es, nos quais as: duas 
escalas são simult.âneas [Ver-, po:r- exemplo,Lage:rs:t..:r-om [221, cap. 1, 
§ 3.1 
Superposição das soluções: "Ma.tching" 
Par-a completar- as soluções: exteriores devemos ajustar as 
soluç5es inler-ior·es: em sua extremidade "mais af'ast..ada" com as 
soluções ext.e:rior·es: pr-óximas à bor-da da camada limit.e. A idéia não 
é s:implesment.e "juntar-" C"pat.ching") a solução int.erior e a 
ext.erio:r- na borda da camada limit.e e sim, ajust.á-las: em uma l"'egião 
intermediál'ia. Isto é, para c ......__. O+, esperamos que a solução (16) 
+ pai' a t.. ~ O seJa ig-ual à solução em (23) para T ~ oo. Assim, o 
ajust.e para v é dado po:r-
lim V (r) • 
o 
11m 
t.~o 
v (t...), 
o 
(24) 
ou seja, v (Q) • -
o 
1 [por (17)]. Po:r-t.anlo, K • 1 em (15) e (16), o 
que completa as apl'oximações: ext.el'ior-es:. O ajuste correspondente 
par-a x exige que 
I im 
HOO 
• I im 
t.~o 
X (t.), 
o 
(25) 
OU X (Ú) • f, 
o 
de onde obt.emos novament.e K • 1. Isto conflrma que o 
ajus:t.e est.á. pois t.1nhamos uma única const.ant.é 
int.egração a det.ermina:r. 
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Uma pr·hiH"ir·.n apl'oxlrnação urtif<:n·me em [Q, 1J par·a a solução de 
<1 D é obt.ida pela adição das apr-oximaç5es int.er-ior- e ext.er-ior- e 
subt.r-ação da par·t.e comum. No nosso exemplo, uma apr-oximação par-a 
x<t.,.c) é dada por-
x<t..c) • x <t.) + X (t../c) - 1 ou x<t.,c) • x (t..) 
o o o 
(26) 
Analot;ament..e, par-a v<t..,.c) t..emos 
v<t.,c) =- v (t.) + V (t./c) - (-1) • - e -t. + e -t./.c - 1 + 1 
o o 
- t.. -t./ c 
=--e +e (27) 
No int.erior· da camada limit.e, par-a O < c « 1 f"ixo, a 
api>oximação 
-t. 
e >: 
-t../c 
e ~ O, a 
unifoi>me é praticament.e it;ual a solução int.er-ior (pois 
i, para t. ~ 0) enquant.o, na r-egião ext.erior, onde 
-t. 
solução ext.erior v (t..) a - e é dominant..e. Em out.l'as 
o 
palavr-as, a solução unifoi>mement.e válida em [0,11 se reduz à 
aproximação obt.ida em cada r-egião. 
A solução do pr-oblema degener-ado fornece uma boa apr-oximação 
paf'a a solução (x<t.,c),v<t.,c)) de 
o Umit.e 
( 11) quando .c ---+ 
lim x<t..,c) • 
C-+Ú+ 
X (t.,) 
o 
+ O . Na verdade, 
é unifor-me em O < t.. < 1. A Figura 3.5 ilust.ra est.e fat.o para 
alguns valor·es de c. 
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1.1 1.1 I t 
Figura 3.5 
Conforme já. mencionamos~ a camada limit.e aparece na 
component-e vCt.,c) 
seja, v (t.) .. -
" 
para a qual a convergência não é unilorme, ou 
-L 
e é uma boa aproximação de v<t.,c) para valores 
de t. "não mui t.o próximos" de t. • O. Em uma vizinhança de O<c) de 
t. • O, 
inicial 
a f'unção 
v<O,c) • 
v<t.,c) 
O, para 
varia r-apidament.e, 
apro:-.:imar-s:e da 
a part.ir 
solução 
da condição 
limit.e v (t.). 
o 
No gráfico da Figura 3.6 representamos v<t.,c) para t.rês valor·es 
dist..int.os de .c. E: poss1vel observar que a camada limit.e O(c) 
diminui para c _____. o+' ist.o per·mit.e af'irmar que o limit.e 
lim v<t.,c) 
c~ o+ 
• v Ct.) 
o 
é unif'ot·me em c-int.ervalos da íot"ma 
c ---+ o+_ 
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[ '(>(.<:), I] com tpCc) ----t O com 
IJ 1.1 I t 
I 
Y(t) 
Figura 3.6 
De acor·do com os argumenlos: int.roduzidos: no exemplo ant.erior, 
dizemos: que a solução v<t.,c), que começa em v<O,t:) • O, é at.ra.ida 
para uma vizinhança v 
c 
da solução ext.erlor v (t.). 
o 
Est.a vizinhança 
de O<c> é 
v(t.,c) e 
vizinhança 
dit.a invariante no 
para t.odo 
est.á. r·elacionado à 
sent.ido 
L . O 
o 
camada 
de que se v(t. ,c) e V 
o " 
então 
conceit.o de at.r-al.ividade da 
limi t.e~ ist.o é, par-a cada 
nxo, exist.e c
0 
> O t.al que se c < c
0
, t. est.ar-á fora da camada 
limit.e e, por-t.ant.o, 
v<t.,t;) -
[Figul'a 3.71. 
v 
o -
O(c) __, O quando c __,. o. 
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IJ ... u IJ l t 
·l.l 
~ 
·I.! ~ 
-
-
-
-
-u 
~ 
./ ~ 
./ -/ 
·IJ ~ 
-----/ 
-----/ -~ 
_.·'/ 
-
l / 
"'' 
Figur·a 3.7 
Exemplo 3. Super-posição de soluções com sobreposição de 
int.er-valos. 
Com base na solução explicit.a do exemplo abaixo~ analisaremos 
o mecanismo de superposição de soluções int.erior- e ext.erior quando 
há sobreposição dos int.ervalos: de camada limit.e e ext.er-ior-. 
Em algumas sit.uaçõe:s é possivel det.erminar uma região 
int.ermedi.€u~ia na qual as soluções int.er-ior- e ext.er-ior- são 
s:imult.aneament..e válidas. Nes:t.e caso, o "mat.ching" consist.e em uma 
superposição das duas aproximações nest.a região da :forma como será 
mostrada. 
Par-a ilustrar• est.e fat.o consideremos o s:eguint.e problema de 
condição inicial 
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x(Q) • 
cuja solução é 
-x+t.2 +1 
o 
X 
(28) 
2 2 
- 2cL + ~ + 2c + 1 C29) 
A solução inLeT•ior à camada limit.e~ em t.ermos da variável 
T • t./c, é da t·ar•ma 
o 2 -< 2 2 2 2 XCT ,c> • ((x -1) - 2c )) e - 2~ T + c T + 2c + 1 (30) 
Como a equação para X(T ,c) é uma pey-.t.urbação reg-ular t.emo:s: que 
2 XC-r,~) • X(r,Q) + OX (T,O) c + O(c ), 
a c 
(31) 
unif-o:rmement.e para O S T ::5 T 
0
. Assim, a apr-oximação int.e:r-ior de 
or·dem zero pode ser· obt.ida diret.ament.e de (30) como 
O -T 
X(T,O) ,.. X (-r) • (x - 1) e + 1 
o 
(32) 
Agora vamos analisar o domínio de validade dest.a aproximação para 
um erro uniforme em [ O, T] de O(c). Escrevemos 
x<t.,.c) - X (t./e) • XCT ,e) - X (T) • 
o o 
(33) 
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-L/c 2 Sendo r = t./c (L 2: O, L > O) ent.ão e é limit..ado e 2L T • - 2t..e 
é OCe) par•a O :S t.. 'S T. Assim, (33) pode ser reescrit.a como 
2 2 
• L T + OCc) (34) 
O Lermo 
2 
2 2 
e r = é OCe) se limit.ado, ist.o é, se 
0 ~ CT < r
0
, ou ainda, O 'S t. 'S O(.YE: ). PoPt.ant..o, 
x<t.,c) - X Ct./c) • O(c) em um int.ervalo O < t. < 0(-..fC ). 
" 
dada 
A solução 
por X (t.) 
o 
degenerada. 
:111 t. 2 + 1. 
ou 
Com 
solução ext-erior 
o objet.ivo de 
de ordem 
assegurar 
unif"orme de OCc) na apr·oximação de x(t..,c) pela solução 
x (t..) escrevemos:: 
o 
o -t./c 
a (x - 1) e + 0(L) 
um err·o 
ext..er·ior 
(35) 
Nest.e caso, a r·est.rição para o int.ervalo aparece na função -L/c e 
a qual OCe) soment.e par· a L lln c 1 'S t.. Ent.ão, 
é a 
menor 
- x Ct..) = O(c) quando c lln c I 'S t.., ou seja, 
o 
ordem em c· par·a a ext.r·emidade esquerda 
par·a uma apr·oximação uniforme com er•ro O(c). 
do int.ervalo em t.., 
Como c lln c 1 • o( -{C) e c • o(c lln c I), os L-int.ervalos onde 
são válidas as aproximações ext..er•ior e int.f'n"'iO:t' com erro O(c) 
59 
podem sei· N:!tn·esent.ados pelo seguint,e esquema: 
O(EII.el) 
x,(t) 
o 
Observamos: a exist.ência do int.ervalo (O( e I In c I); 0(-ft)) no 
qual as duas apr-oximações são simult.aneament.e válidas. Nest.e 
inl.er•valo a super-posição das soluções pode ser· ef"et.ivament.e 
r·ealizada. Det.errninamos a par-t.e comum das apr-oximações através da 
condição de super-posição 
lim X (T) 
-
1 im X (L) (36) 
o t~o o HOO 
ou 
ltm (x " 1) -T + 1 1 lim L2 + 1. - .. 
- -HOO t~o 
Poi·t.ant.o, uma solução unif"or•me em [O, T] com er-r-o de OCc-) é 
dada por 
x<t.,c) = X Ct./c) + x Ct.) 
o o 
part.e comum 
~ X Ct./c) + x (t.) 1 . 
o o 
Analisemos a f"unção X (t./c) + x Ct.) - 1 nos int.er-valos 
o o 
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D O S: t. S: 0(1>'7) 
X Ct) 
o 
I • • OCe), em vista do limite <36) 
xCt,c) - X (t./t:) 
o 
• OCc) em vist.a da ap!'oximação int.el'iOI'. Assim, 
x<t •• c) - [ X
0 
(t/c) + x
0 
(t.) - 1] 
• ( x<Lc) - X (t/t:)] + [ x (t.) - 1] • OCc) T O{t:) • OCc) 
o o 
ii) clln cl <L 
X Ct./c) - 1 • OCc) 
o 
pelo llmit.e C36a) 
x<t.,c) - x Ct) • O<.c-> em vist.a da aproximação ext.ei·ior. Logo, 
o 
e, 
-
• [ xCt.,.c) - x
0 
<t> - 1] + [ X
0 
Ct./.c) - 1] • O<c> + Oú:) • OCc) 
Concluindo 
[O, T] . 
xCt,c) • X Ct./c) + 
o 
X Ct.) -
o 
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1 + O(c) unifor-mement.e 
e, 
em 
1.1 1.1 
'·' 
1.0 
Figura 3.8 
1.1 
1.1 ~x(t,t:,o) 
1.1 0.0 1.1 1.1 
Figura 3.9 
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Exemplo ~· Superposição de soluçê:ies: sem superposição de int.er-valos 
int.ei'ior· e ext.er·ior-. 
Com base na solução explici t..a do exemplo abaixo analisaremos 
o mecanismo de superposição no caso em que não há. sobreposição da 
camada Umit..e com a região ext.erior. Cons:idei'emos o problema 
ex • -x+t.. 
x(O) • o X 
A solução complet..a de (37) é 
-t./.e o 
x(t..,t:-) • e <x + c) + t. - c, ou 
-T X<r,c) • e o (x + c) + cr - e, <r • t../c) 
(37) 
(38) 
As aproximações ext.erior e int.erioi', com erro de ordem zer-o 
(c • 0), podem ser- obt..idas dir-et.ament.e de (38). Denot.amos por-
e 
X<r,O) • X (T) 
o 
-T O 
• e x 
X (t.) • t. • 
o 
IIm 
c-tO+ 
x<t.,c) 
(r • t./c) 
(t. > o) 
as apr-oximações inter-ior e ext.erior, res:pect.ivament.e. 
(39) 
(40) 
Como desejamos: garoant.ir um erro uniforme de 0(&), vamos 
determinar os int.ervalos de validade des:t..as: ap:r-oximaç<:Ses. 
Apr·oximação int.eroior· com er!'o O(c). 
Como x<t.,c) ""' X<t../c,c), ent.ão 
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_, 
• e c + cT - c • O<e ), 
s:e T • t./c f'or limit.ado, O < t./c < T . Port.ant.o, 
o 
x<t.,c) - X (t./c) • O(c) uni:formement.e em O < t. < O(c). 
o 
Aproximação ext.erior com erro O(L:). 
-t./c( o x<t.,c) - x ct..)• e x + c) -c 
o 
e
-t./c é Analogament.e ao exemplo ant.erior, a !unção O<c) para 
c I ln 1::! ~ t.. Enlão, 
x<t.,c) - x (t.) • O<.c>, unif'ol'mement.e para c lln c I 5 t.. 
o 
Observe o que, para x ;.: X (Q) 
o • 
o não há uniformidade 
[O, T) , mas se o X • x (Q} + O(c) ent.ão o 
unif'or-mement.e em [ O, T] . 
x<t.,e) 
-
X (t,) 
o 
Nest.e exemplo não há uma sobreposição de int.er-valos: 
0(EI!..EI) 
o 
O(t:) 
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+ 
em 
O(c) 
Ent.rét.ant.o, mésmo ém casos como est.é, or1dé não exist.é uma régião 
comum de validade das aproximaçõés, poss1vél efet.uar uma 
"supei'posição" das soluções int.ei'iOI' e ext.et>iol' para obt.er-se uma 
apt>oximação 
pode ser 
uniforme com erro ú(c).[Uma anAlise dest.es aspectos 
encont.rada em Jr ., w. C. ''Superposição 
assintót.ica de soluções em problemas de pert.u:r-bação singular", a 
ser publicado, 1992.1 
Se abrirmos mão de um el'r·o de O(c) podemos garant.if' a 
sobreposição de inter-valos de a.p:r-oximação unif"orme O(c1-~ , 01. >O. 
Pois, 
-r 
x<t.,.c) - X <t./c) = e 
o 
C + CT - C = 0(c) + CT 
e, 
t-a a CT D C E T será O(.e1-C) se caT lar limit.ado, isto é, se 
x<t.,c) - X <t./c) • O(c 1-~ no int.erva.lo O :::; t. ::S O(c 1-~. 
o 
Como x<t.,.t:)- x (t.) 
o 
x<t.,c) - x (t.) • 
o 
O(c1-"') 
• O(c) em 
em [c I ln 
(c I In c I , T), 
c I, T] e 
então 
como 
c lln c I 1-"" • o(c ), os intervalos podem ser repres:ent.ados pelo 
seguinte diagr·ama: 
o 
I 
.. 
O{Eit.EI) 
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Dispomos de uma sobr-eposição de int.e:r-valos int.e:r-io:r- e ext.e:r-io:r- ~ 
par-a api·oximaçêíes unif-or-mes de O(c 1-~ com a ) O. O a:r-~umento de 
sobr-eposição de inter-valos pode ser- ut.ilizado ent.ão apenas na 
1-a 
or-dem c . 
Entretant.o, desejamos api·oximações unifor-mes de O(c). 
Insist.indo na supei·posição de soluções 
ant.eriol' analisemos aproximação de X a 
o 
pai' a x<t.,c): 
E fácil vel' que x<t.,c) x <t.,c) 
• 
urdfo:r-mement.e em O 5 t. 5 T. 
Analisemos o mecanismo, 
X<r,c) • X<r ,0) + ax 
ôc 
2 (T,O) c + R(T )c 
-r 
• X (T) + (e - 1 + T)c + OU:). 
o 
t.al como no exemplo 
-(t./c) (t.) x <t,c) + X • o 
' 
-t./c O(c) • e c c • 
Como R<r}c 
r 50 (c -l/2 ), 
é, em geral, 
t. :.;;: O(.c-t.._.··z). 
da o:r·dem d"' 
2 
T > 
2 
eT limitado se 
A e)(pans:ilo de X<T,c) at.é segunda ordem ém c nos :for-nece uma 
apl'oximação uniforme em O(c) até a extremidade O(c1 / 2) (que é 
assintoticamente maior do qu"' c lln " I). Entret.ant.o, não há 
necessidade de se r-et.er- t.odos os ter-mos de hx (T ,0); os t.er-mos 
ôc 
limitados para T -T .......__,. oo (e e 1) quando mult.iplicados por c serão 
de O(c)_ Retemos apenas os termos polinomiais em T, no caso, 
apenas o t.er-mo linear T. 
X<r,c) • X (r) + Te + O<c>, 
o 
T < O(c -l/2 ). 
A super-posição é poss1vel 
estender a aproximação de 
X (CT) 
o 
(que em ~eral é 
porque o t.ermo adicional necessário para 
X (T) a X<T ,c) at.é O(C 1 / 2 ) é exatamente 
o 
X (Q) CT, 
o 
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ver art.i~o cit.ado par-a 
demonst.ração). 
Port.anl.o o esquema de superpos:iqão é o seguint..e: 
x(t,E) = X0 (ti'ê)+0(E) ~--'------=-:=-:-------ti - - - --w~k ---- -- - - - ---
x,C.t> = O( e) OC<-) 
--------------
--~I _________ x~(~t~~-~~~~~_>_~_o_~~>-
O(t/f.€/) Xo (i/E)~ 0(E) 
Obser-vação: 
" 
cu = "Jí. (Q) + 
" 
(Q) t + O(t2 ) e O(t 2) • O<c) se o o o 
t E [O,c.t/ 2 ]. 
X(T,C). X (T) CO) (Q) CT + ú(c) + X + X se 
o o o 
Exemplo 5. Est.abilidade se~undo Tikhonov 
difer-enciais com pert.ur•bação singular 
Consideremos o seguint.e preoblema dê Cauchy 
x(Q) .. o X ' onde o < c « 1. 
o 
" " 
-.t/2 
T c 
equações 
(1) 
Est.e e"N.emplo possibili t.ar-á int.erpret.ar geomet.r-icament.e alguns 
conceit.os da Teor·ia de Tikhonov- Vasil'eva. Em part.icular-, 
analisar-emos um aspe-ct.o da :C unção F6t) que é decisivo par-a a 
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cons:t.rução das aproximações: assint.ót.icas:. Tomemos:, para !"acilit.ar 
3 
nossa explanação, F<x) • - x + 4x. 
A Figur-a 3.10 most.:r-a o t;Páf"ico de F(x) • - 3 X + 4X. O eixo 
das abcissas é int.er-pret.ado como a "ret.a de !"as:e" para as soluções: 
x(t.). Para x(t.) < - 2, ·F(x) >O e, cons:eqUentement.e, pela equação 
em (1). x(t.) > O. Port.ant.o, x(t.) cresce aproximando-se de 
,.-:(L) • -2, is:t.o é, as: soluções: .s:ão at.ra1das por· x(t.) • -2. Uma 
int.erpret.ação análoga permit.e concluir que a raiz x • 
at.rat..ora. 
2 t.ambém é 
F(x) m -K~ t <!'X 
·J X 
·J 
., 
., 
Figur·a 3.10 
Def"inição: Uma r·aiz x
0 
(t.), t. E [O, T] de F<x,t..) é dit.a estável <ou 
at.rat.ora) segundo Tikhonov para a equação singu!ar·ment.e pert.urbada 
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se 
E-· x -= P<x, t..) 
-
âF (x <t..>, t.) < o, 
o 
t E [ o, TJ . 
(2) 
Esclar-eçamos: o s:ig-niHcado des:t..a dennição. Uma r-aiz x <t.> é 
o 
est.ável em um dominio D quando as: soluções: x<t. ,c) de (2) (x0 eD), 
aproximam-se de X (f..) par-a L -+ 0+, ist.o é, 
o 
1 im x<t.,c) 
.c_. o+ 
• x Ct.). 
o 
Nest.e exemplo, x = 2 e x • 2 são r•a1zes: es:t.áveis de F(x) 
segundo Tikhonov enquant.o x • O não o é. 
Os compor·t.ament.os: das soluções xCt..,L) são r-epr-e.sent.ados: na 
seguint.e figur·a: 
1.1 1.1 1.1 
' 
., 
Fig-ura 3.11 
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Par· a o ( c 
" 
1 t.emos x(t.) 
" 
I e as t.angent.es às t.rajet.órias de 
x<t.,E) são quase paralelas ao eixo 
" ' 
excet.o em uma vizinhança 
O(c) de 
" 
• cp (cp raiz est.áveD onde ){(t,) 
"' 
O. Consideremos, po~ 
exemplo, a r-aiz x • 2. Uma solução que começa em (0, x 0 ) cresce 
r-apidament.e (O < o X < 2) e_, 'Lendo alcançado uma vizinhança 
lnvar·iant.e 0(c) de X • 2 
' 
não mais a abandonar·á para c 
suficient.ement.e pequeno. Ist.o signiílca que a solução :x<t.,c) de 
(f) apr-oximaN1 uniformement.e a solução x ( t.) • 2 da equação 
o 
F(){) • O quando c ----+ O, ror·a de uma pequena c-vizinhança (que 
diminui com E ----+ 0+) de t. • O. Out.ras t.r·ajet.órias para dis:t.int..os 
valores iniciais t.ambém est.ão repres:ent.adas na Figura 3.11. 
Observamos a tmpo:r-t..ância de o X pert.ence:r- ao dom1nio de 
o 
at.ração de uma r·aiz est.6.vel. Por• exemplo, para x < O as soluções 
não se ap:r-o){imam da raiz x = 2 para c -----t O+; x 0 < O não est..á no 
domlnto de:- at.l'ação da t·aiz x = 2. Neste caso, as soluções são 
at..raidas pela raiz x • - 2. 
onde 
ist.o 
t.ipo 
E: impo:r-t.ant..e t..ambém salient.ar· que o limit.e 
1 im x(t.,c) = p, 
.E:_,O+ 
cp é uma raiz est.ável de F(x) • o. 
nca claro na Figura 3.11) mas é 
[ tp(c), T] com p(c) 
---> o (c ---> 0+)_ 
Obse-rvamos ainda que, no caso 
O(t.<T, 
não é uniforme em [ O, T] 
uniíorme em c-int..ervalos 
aut.ônomo unidimensional, 
(e 
do 
a 
solução do problema deg-ener·ado é -Lambém uma solução da equação 
per·t..urbada embo.r~a, em g-er-al, não do p.r·oblema de Cauchy ori~inal, 
uma vez que as condições: iniciais: dos dois problemas são 
independen-Les. 
No caso autônomo unidimensional, o concei-Lo de est..abilidade 
acima definido, coincide com o conceit.o de es:t.abilidade de solução 
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(*) 
est.acionár-i a segundo Lyapunov . Ist.o não é verdade para equações 
não aut.ónomas, por exemplo, c x • 
- x + L. uma vez que x (~) • t. 
" nem solução é da equação dif'er·encial. Também no caso de sistemas, 
como no exemplo (2) 
" - v 
t:V • - X - V 
-t. o -t. ú 
onde x (t.) = e x v (t.) -= - e x não é solução do sist.ema e 
o o 
por-t.ant.o não t.em sent.ido fala1~ de est.abilldade ser;undo Lyapunov de 
- -(x (t .. }, v <t.>). 
" " A definição geral de esl.abllldade segundo Tlkhonov para 
sist.emas ser·á discuLida no enunciado do Teor•ema de Tikhonov mais 
adiant.e. 
3.5 O Mét.odo de Vas:il'eva 
Consideremos o segulnt.e pPoblema de valor inicial 
x .. f(x,y) 
b y • g<x,y), 
o 
x<O,s) • x, 
t. ;::: O, 
o y(Q,c) = y ' 
(1) 
(2) 
(*) O conceit.o de est.abllidade de Lyapunov implica em per-manência 
(par-a t. _. oo) em uma vizir.hança da solução est.acionária de 
qualquer solução com condições iniciais suficient.ement.e próximas a 
ela. [ Ver Arnold [3]1 p. 209 ou Bassanezi-Ferr-eira [4], cap. 5] . 
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onde > o um pequeno par-âmet.r·o ~<x,y) são 
cont.inuament.e difer·enciâveis. 
Fazendo E • O obt.emos um pt··oblema não per-t.uJ•b.ado ou pr-oblema 
degener-ado. Assim, 
O • g<x,y), 
o 
x(Q)=x. 
t. ;::: o (3) 
Par-a r·esolvet· est.e s:is:t.ema, devemos: inicialment-e solucionar- a 
segunda equação, a qual não ê mais uma equação dif'er-encial. A 
pr·incipio, est.a equação é não linear- pode possuir- muit.as 
Assumir·emos que a equação g(x,y) o possa ser soluções. 
r-esolvida nas imediações: de por y • <t><x> de!'inida 
par-a x em lb.. ~ 
sat.is:f"ei t.a: 
o o [x -l!,x +.6.] 
1 z 
e que a seguint.e condição seja 
Jg (x, ,P<x)) < O. par·a t.odo x E Ib.. 
ây 
(4) 
Pelo t.eorema da !unção imphcit.a e a condição ag (x~1J(x)) ~ O 
ay 
concluimos que a r-aiz y rj;(x) isolada, ist.o exist.e 
vizinhança em seu ent.or-no onde ela é a única r-aiz. 
Definição de r·aiz est.ável segundo Tikhonov 
I [ .... o o ~ l Uma raiz y • rf>üü, x e h. • .... b.t, x + u
2 
, será 
es:t.ável (ou at.r-at.or-a) segundo Tikhonov par-a o s:ist.ema <D se 
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uma 
dit.a 
âg (x, ~Cx)) < O, 
ây 
par•a :x E L 
A est.abilidade da l'aiz segundo Tikhonov implica na exist.ência 
de uma vizinhança at.rat.or-a OCc) em t.orno da solução do problema 
deg"ener-ado. A camada limi t.e pode s:el' int.e:r•pr-et.ada como a região em 
que a solução de (1) ainda est.á sendo at.r-aida pela vizinhança sem, 
no ent.ant.o, t.ê~ia penet.r-ado [Figut"a 3.121. 
------
y•Lic--l-------------+--
0{E) t T 
Figur·a 3.12 
Agora, s:ubs:t.it .. uindo y • <jJ(x) na primeira equação de (3), 
obt.emos o s:eguint.e pr·oblema de coridição inicial 
x • f"(" , ,P<x >), 
o o ú 
X (Q) 
o 
ú 
• X . 
(5) 
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Finalrnent.e, assumiremos que o valor inicial y 0 per·t.ence ao dominio 
de at.r·ação da r·aiz y • rj.J(}l), conf o r· me discut~ido no exemplo 5. 
Sob as condições acima, podemos af'irmar que a soluqão 
do problema 
suf'icient.ement.e pequeno e 
I im xCt.,c) • 
6~0 
lim y(t..,c> • 
6~0 
CD,Gn 
X (t.) 
o 
v (t.) 
·o 
exist.e em [ O,TJ 
para O S t. < T 
para O < t. ::5: T, 
onde x (t.) é a solução do problema de~enerado (5). 
o 
para 
(6) 
(7) 
Es:t.e result.ado é conhecido como Teorema de Tikhonov [441. 
E: impor·t.ant.e observar que o limit.e em (6) é uniforme, 
enquant.o o Umit.e em (7) é pont.ual e, em ger·al, não unif'or·me. Em 
uma vizinhança de t. • O, exist.e uma reg-ião onde a solução yCt.,c) 
do problema cornplet.o dif'ere da solução do problema degenerado 
y (l), 
o 
se a condição inicial y<O,c) 
y (0). Por out.ro lado, se 
o 
o y não coincidir com o valor 
inicial • y (Q), a solução 
o 
rtasce na vizinhan,;:a inva.r-iant.e VE e, port.ant.o, 
Neste caso e}lcepcional a convergência y(t.,c) -----+ 
t.ambém é unirorme. 
não a abandona. 
y (t.) (c - 0) 
o 
Coment.ários sobt•e a vizinhança invar·ianLe e at.r·at.ora. 
o conceit.o de est.abilidade de Tikhonov implicará na 
existência de uma vizinhança invar·iant.e e at.rat.ot·a de O(c) em 
t.orno de y = tp(x)' para suíicient.ement.e pequeno. 1st. o é 
ilust.l'ado na Figm·a 3.13. 
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y 
' )'0 +0(E) ' - _/-. .-' / _ 
?.!~~--'! í// ----
X 
F'igura 3.13 
O ef"eit.o dist.o é que as t.z·ajet.ór-ias:~ excet.o na r-egião pr-óxima 
à cul'va g • O, var·lam muito r·apidament.e at.ingindo a vizinhança de 
y • rjJCx) em tempos de OCt.::) .. de modo que y varia apr-eciavelrnent.e 
mas x não. 
Uma vizinhança de z <t.) 
o -
((x <t.), 
o 
y <t.>), 
o 
[Q,TJ, é 
dit..a invar·iant.e para a equação 
{ 
X • f 
&y - g 
se t.oda solução dest.a equação 
v 
" 
par-a t..odo t.. 
o 
L < T. 
a a.pr-oximação ext..erior> depois 
da solução ext.er-ior não sai mais. 
l:..al que z(t. } E V ent.ão z(t.) E 
o < 
Es:t..e conceit.o est.á r•elacionado com 
que a solução entra na vizinhança 
Uma vizinhança é di t.a at.r·at.ora em um do mini o D se exist..e 
solução de 
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{ 
x m r 
cy • g z(ú) = o z 
o 
z e D, em (Q~ T1 e par""! t.odo O < t. < T exist.e O < c t.al que 
o 
O conceito de vizinhança at.rat.ora est.á libado à ex:is:t.ência de 
o 
uma camada limit.e, ist.o é, par-a t.odo z(Q) 111 z !'ora da vizinhança 
invar·iant.e de z Ct.) exist.e uma l'egião de at.ração (camada limit.e). 
o 
Const.rução :formal de Vasil'eva 
Passemos ent.ão ã cons:t.rut;ão de uma aproximação uniforme com 
r·est.o OC!:) par>a o sist.ema <D. Sabemos que t.al apr-oximação é 
const.i tuida de duas part.es:~ 
Lu-) i -a aprox: maçao da solução na camada limit.e, ist.o é, nos 
ins:t.ant.es: que pr·ecedem a sua ent.r·ada em uma vizinhança de O(c), 
que ser•á obt.ida at.:r-avés: da pert.ur·bação r•egular 
XCT, c) = X (r) + ax (T, O)c + ... 
o 
Yü, c) = Y (T) + âY ('r, Q)c + ... 
o 
aplicada ao sis:t.ema 
dX • cf, 
dT 
dY • g, 
dT 
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(:1) 
cn 
onde X.(T,~) • X(T/L:, ~) t! y(r,,;;-) "" Y(T/c. c). Por•t.ant.o, est.a 
apr·oximação se :r-á uma função em T. 
2~) a ap:r-oximação da solução t·or·a da camada limit.t!, ist.o é, depois: 
de penet.r·ada a vizinhança V . Est.a será Ieit:.a~ obviament.e pela 
E 
solução degener-ada que é t·unção de t.. 
x(t., c) ~ ~ (t,) + O(c) 
o 
(3) 
-y(L, <) ~ yo (L) + O<c) 
Subst.it.uindo es:t.as expressões em (1), obt.emos as: equações par·a 
x <t .. ) e y (t.) 
o o 
dx 
o 
dL 
-
= í"<x 
" 
O • g<x , y ) 
o o 
Prosseguimos ef"et.uando 
(4) 
uma modiíicação nas expansões 
ext.erior·es (3), de modo a cor•rigir- a mudança inicial :r-ápida na 
solução. A apr·oximação uniforme poderá se:r- esc:r-it.a na Ior·ma 
X(f..,c) = X (t.) + llX (T) + OU;) 
o o 
(5) 
y(f..,c) a y (t.) + llY (r) + OU:) 
o o 
onde z (f..) • {x (t.), y (t.)) é a solução degenerada. Po:r-t.ant.o, como 
o o o 
-
z<t.,€) • z (t.,€) + O<.t:) 
o 
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t·ora da camada limit..e, b.Z (r) deverá t.er- import..ãncia apenas na 
o 
camada limit.e e sec- O(t:) for-a dela, ou seja, em par·ticular, 
devemos t.er 
L'I.Z (r) -+ 0 
o 
para T -+ oo .. 
Est.es t.el'mos:, denominados t.er•mos de cor-reção de O(c), são 
dados por b.Z (r) 
o 
int.erior- com 
• 2 (T) o 
Oú.:) 
z
0 
(0).. onde 2
0 
(t_.) é a aproximação 
e z (0) a condição inicial da solução 
o 
de~ene:r-ada. Par·a ver•iHcar lst.o, bast.a considerar a f'ór·mula 
z<t.,c) • z (f..) + Z (T) - z CO) + r·(t.,.c), 
o o o 
com r<t.,.t:) -+ O uniformemenle em m, THVet~ [45], cap. VIIJ. 
Agor·a, s:ubs:t.it.uindo as e)(:p8ns:ões em (5) no sist.ema pert.urbado 
regularment.e 
coeficient.es 
dâX 
(2), 
~ ... o 
dT 
obt.emos 
g(x (0) + .ó.X 
o o 
as seguint.es equações 
Os coeficient.es sat.isfazem ainda a COhdição inicial 
z <O> + li.Z CO) 
o o 
o 
• z 
A pr·imeir•a equação de (6). junt.ament.e com a 
para os 
(6) 
(7) 
condição 
IIm 
H0 
t..X (T) 
o 
• O, f'or-nece .6X (T) 
o 
• o e, pela condição inicial 
(í')~ t.emos 
1~esolVP.l" o 
Para 
x (0) • x.O que é a condição 
o 
s:ist.em.a (4). 
complet.ar a apr-oximação 
inicial necessária para 
unif·ol"me com erro O(c), 
r-esolvemos a segunda equação em (6) com a condição inicial 
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llY (Q) 
o " 
a y - y (0). 
o 
Assim devemos: r·es:olver· 
d6Y 
o dTII!I g(x (0), y <0) + 6Y ), o o o 
Teorema de Vas:il'eva 
b.Y COJ 
o 
Consider·ernos: o problema de Cauchy para c > O 
dx 1 <x,y), x<O, <> o dt ~ = " 
cdy g<x,y), y<O, d o dt ~ = y 
sob as seguintes condições 
o 
• y - y (Q). 
o 
(1) 
1. Exlst.e uma solução cont.inuament.e dif"ezoenciável do 
degenerado <obt.ido de (1) f"azendo c = 0) 
problema 
dx 
o 
dL • 
-
t·cx , y ), 
o c 
O = g:Cx , y ) , 
o o 
X (Q) 
o 
o 
a X , 
no intervalo W,Tl. 
79 
- -Exis:Le uma vizil1hança v 
a 
de L
0 
• { (x (t.),y (t.)), t. E 
o o 
r1o plano de r-ase, 
v • { <x,y>; dis:L.[ <x,y). L l < " } ' " > O, a o 
2 f e g são cont..inuamenl.e dif er·enciáveis: at.é or·dem 
3. ôg <x,y> < - ó 
ay 
4. (x o o ,y ) E v 
a 
Ent.ão exisl.e c 
o 
< o em v C< 
> O e uma Unica solução 
t,al que 
N + 2 em 
[O, T]} 
v 
a 
do 
pr·oblema <O par·a O ::; t. ::; T, que pode ser- es:cl'iLa 
- -
como soma de uma solução ext.er-ior (x<t.,c),y(t.,c>) e um Lermo de 
cor·reção (óX<T_...s-),h.Y<r_.E.)) 
-x<t.,~) ..: x<t..,.:;) + .6.X(T,~) 
y<L,s) • y<L,&) + óY(T ,c), 
onde a solução ext.et'ior· e o t..el'mo de cor·reção podem ser· expr·essos 
c:omo 
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com 
N 
x<t.,c) = ,to 
N 
y<-l,t:·) = Jo 
N 
LlXCr,c) • l 
n=ü 
N 
t:.Y<-r ,c) := 2: 
1",:0 
x<t..,c> 
y(t.,c) 
llm b.X (r) • O, 
c 
E + 
" c + 
1 i In 
HO 
O(ét-1-+i) 
O(cH...,.i) 
b.Y (y) • o. 
n 
uniformemente em O < t. 5 T. 
Not.emos que o t.eorema não gar·ant.e a convergência das séries 
acima, o objet.ivo é est.abelecer uma apr-oximação as:s:int.6t.ica para a 
solução de <D com er·ro unif"or-me- em t. E [O, T] de O(cN+t.)_ Nest.a 
r·epres:ent.ação, além dos lermos de pot.ência de c (p.r·óprios: de uma 
e~pansão r-egular··) apar•ecem cei•tas: !unções (Lermos de cor-r-eção) nas 
quais E aparece de maneira não polinomial, ist.o é, at.ravés de 
r • t./c Os t..ermos: l.Z (r) int~r·oduzidos acima são os t.er-mos de 
o 
cor•reção na apr-oximação as:s:int.út.ica com erro Oü:). 
N<< Para obt..ermos uma aproximação uni!'orme com erro O(c ) bast..a 
.al'gument..ar sobl'e uma vizinhança i . t. / t. d O(•'N-t1), nvax•1an e a J'>at.ol'.a e ~ 
não mais: da solução degenerada mas de uma cor·rigida, ist.o é, de 
uma solução degenerada de ordem cN. 
No próximo capit.ulo ut.Uizar•emos: a expansão complet.a 
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N 
z(t.,.d '"" 2: 
tl=ú 
[ z (t,) + t.Z Cd] 
n o 
+ 
na const.rução da aproximação com err·o de ordem 
dê Michaelis:-MerJt.eh. 
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das equações 
CAPITULO 4 
Análise Assintótica das Equa.ç<-'íes de Michaelis-Ment.en 
4.1 In.ll"odução 
Tr·at.al~emos, nest..e capit.ulo. as equações da cinét..ica 
enzimát..ica por· meio das t..éc:nicas assint..ót.icas apresent..adas no 
capit.ulo 3. 
Na seção 4.2 deter·minar·emos: uma solução apr·oximada at.ravés do 
mét.odo heur•istico de super•posição assint..ótica de soluç(')es. Este 
desenvolvimento ser·á bastante similap ao dado por Lin-Segel [241. 
Por· outPo lado, em 
ser· á obt.ida com 
4.3 u1na 
base na 
3pz·oximação 
t.eoria de 
2 
unilor-me com er·r·o O(E ) 
Perturbação de 
Tikhonov- Vasil'eva. 
Consider·emos ent.âo as equa~;ões adimens:ionais da cinét.ica de 
Michaelis-Menlen desct"il.as no capit.ulo 2 
ds [ = <K + D - (o + l }s + ocs + K<K + dL 
_, 
l> c ] = f'(s 1c} 
(i) 
c~ [ J = o:: + D (a + Ds - ucs - c • g<s ,c) dt. 
com as: condições: iniciais adimensionalizadas: 
c<O,t:) = O. (2) 
Pal"a inves:t.igar a natureza da solução (sCl,c),c(t.,c)) próxima 
de t. • O, consider-emos o piano de lase, Fig-ura 4.1. 
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F'iguPa 4.1 
A t.r·ajet.ót·ia da solução (:s:,c) varia muito r·apidament..e nos 
inst.ant.es iniciais:, alcançando em um t.empo OC.c) uma vizinhança 
inval•ianl.e da solução degener-ada (s 
o 
c ). 
o 
Uma vez ne:s:t.a 
vizinhança. a curva g- • O é acompanhada pela ll"ajet.ór-ia at.é a 
or-igem, onde t.odo o subst.r·at.o f oi t.ran:s:Iormado em produt.o (s • Q) 
e não há mais complexo. 
O ef.::.it.o atr·at.or da vizinhança de (s 
o 
" 
at.r·ação da solução (s.c) pela 
degenerada é "rnais Iort.e" a· ,• 
c ) 
o 
depende 
vizinhança da 
ist.o quant.o 
valor· de c. mais r·apidament.e a vizinhança é penet.rada. 
do 
solução 
menor o 
Nest.e per·iodo inicial, há um pequeno decréscimo do subst.rat.o 
e um grande aument.o na concent.r·ação do complexo. Depois de at.ingir 
um máximo em c • 
o 
(a+ 1)so 
aso + 1 
c(t.,c) decresce monot.onicament.e 
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par-a zet•o junlamerale com s:(t.,L). 
A F'igut·a 4.2 most.l'a o compol'tament.o da:s: soluçUes: s(l.c) e 
c(l,t:) em !'unção do tJempo. 
u 
c 
'·' 
' 
----
'·' 
'' 
,, 
.., 
'·' 
1.) 
'·' 
t 
Figur-a 4.2 
A camada limi t.e é a r-egião onde há variação muit.o rápida na 
concent-ração do complexo_ Por·t.ant.o, par-a valol'es de t. "não muito 
pt·óximos" de t_. • O, a solução de (f) avizinha-se da solução 
degener·ada ou, em outras palavras, o t.el'mo dc/dt. é 
s:ignif'icat.ivo s:oment.e no int.er·ior- da camada liolit.e, podendo s:er-
despl'ezado par-a valor·es de t. ext.e-rior-es à camada em uma primeir-a 
apr-oximação de Oú:). 
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4.2 Mé'lodo de Supel-·pos:ição As:s:in'lótica: "Mat.ching" 
De acordo com as consider·ações acima, vamos construir agora 
11ma apr·oximação assint..ó-t.ica unlfor·me do problema de 
Michae-Hs-Me-n-t.e-n. O mé-t.odo de- super•posição assirrló-t.ica de soluções 
consist.e em determinar· pr·imeir·o uma apr·oximação em cada região 
(ext.er·ior e int.ePior· da camada limit.e) e ent.ão, super-pó-las após 
um .':ljus:t.e ("malching") em uma Pegião int.er·mediâria. Is:lo pePmit.e 
cons:t.ruir· uma solução aproximada uniforme par•a t.odo t.. 
Apr·oximação ext.er·lor· 
Vimos que o t.er·mo E-· dc/dt pode ser despr·ezado fot··a da camada 
lhnit.e. Obt.emos assim o sist.ema degenerado fazendo c = O em (1): 
e 
dso [ ~ = CK + 1) - Cu+ Ds 
o 
+ ac s: 
o o 
O • (K + D [ (a + Ds - oc s 
o o o 
A solução de (3) é dada de rnaneir·a impllcit.a por 
c (t.) = 
o 
(a + i)so 
as + 1 
o 
os + ln s • - <o + l)f.. + A. 
o o 
(3) 
(4) 
(5) 
com a const.ant.e A a ser· det.et~minada pela condição de ajus:t.e das 
soluções int.er-ior e ex-terior·. 
Observamos que a apr·oximação de Michaelis-Ment.en analisada no 
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capit.ulo 1 pode ser· consider·"'-d.a como o p:r-imeir•o t.er-mo de uma 
ap:r-oxima,~ão e:xt.er·ior de um pl'oblema de pet't.ur-bação singular-. Em 
cont.r·aste com a Hipótese de Es:Lado Quase Est.acionário, este mét.odo 
for-nece cor•r-eções para a pr·imeh·a apr·o:ximação. o que íicará claro 
nas apr·o:ximaçOes de ordem super··ior· que ser•ão dadas mais adiant.e. 
As soluçOes (4) e (!3), conhecidas como 
r·t:opr·esent.am apr·o:ximaçõt:os com erro O(.c) par·a a solução de (1) for-a 
da camada limit.e. No int.erior· da camada limit.e as aproximações são 
obtidas a par·t.ir· do sis:Lema de per··t.ur·bação r-egular· par-a as funçOes 
S<T 1E;) e C(T ,E;) t~a var-iável int.er·na (r·ápida) T • (K + D<a + Dt./.c 
dS [ - a K<K + 1)-.l c ] dT = E s + cs + a + 1 a + 1 
((Í) 
dC.: s a cs 1 c dT = - -a + 1 a + 1 
Uma vez que es:t.amos: consider-ando as: equaçOes no int.er-ior- da 
camada inicial, razoável que t:olas sat.is:façam às 
iniciais: do pr-oblema, a saber 
C(O,.c) • O. 
As apt·oximações com OC.t:) 
s:at.is:f'azem ent.ão 
dSo 
-,-- = o. 
CT 
dCo =- ~; 
dT o 
s (Q) = 1. 
o 
c 
a + 1 o 
r• 
~ 
u 
1 c 
a + 1 o 
c (Q) = o. 
o 
H7 
o sist.ema 
condições 
(7) 
int.er-ior-
({.1) 
Port.ant.o, as aproximações interiores com 
complet.ament..e det~erminadas e são as: seguintes:: 
s (T) = 1 
o 
Super•pos:ição das soluções 
C (T) = 
o 
-c 
1 - e 
erro O<.e:) est..ão 
(9) 
No exemplo 4 do capit.ulo ant.eriol', vimos: que mesmo não sendo 
possivel a sobi-·eposição de int.ei·valos:, podemos gar·ant.ir- at.Y.avês da 
condição de "ajust.e" uma api·oximação unif"orrne com erro O(e) da 
solução pai· a o ~ l < T. 
Se lizermos: c 
--> o\ t~emos: T --> oo, para 
Assim, a supe-r-posição de soluções pressupõe 
E 
--> o•, a solução ext.er·io1·· quando l --> o seja 
int.er·ior par·a r -----. oo, ou seja. 
1 im 
l~O 
(s: (t.), c (t.)) • 
o o 
1 im (S (t..), C (r)) 
o o 
Por (7), 
lint (S
0
(r), C0 Cr)) • (1. 1) 
HOO 
o < l 
que, 
i;;ual 
Agora podemos complet.ar- as ap1··oximaçõe.s: extel'kn·e.s: em (3). 
Assim, 
1 im 
t.~o 
-(s (t.), 
o 
-
c (t.)) 
o 
• (1, 1) 
<< 1 íixo. 
no limit.e 
a solução 
(10) 
(11) 
(12) 
se lizermos: A = a, de modo que o ajuste é completado com este 
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valor· de A. A 4.a apr•oximação inb~rior· C (T) e 
o 
aproximação e-xt.er-ior· c Ct.) par·;_"! a 
o 
concent.I>ação do complexo. 
solução c(l..E. > da t·igur-a t·oi de-t.e1··minada numePicament,e. 
. '·,. -.:- ------------------------------------------
'.1 
'·' 
0.1 
_L------~-------~~------~------~------~~1( 
DJ iJ U IA U 
Fig-ur·a 4.3 
Apr·oximação unif'orme com err·o OC.<::) 
A 
Coníor·me di.s:cut.ido nos t-xemplos do capit.ulo ant.er-ior-, uma 
aproximação unifoi>me com erro OC~) em [0, -tl é obt,ida pela adição 
das aproximações ext..erior to int.er•ior· e s:ubt.ração da par-t.e comum. 
Erat.ão, a aproximação uniforme s Ct., t:) para o subst.rat..o é dada por 
o 
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s (t, c) = s (t.J + S (r) - 1 
o o o (r = <K + 1)(a + 1J t./c) 
ou (13) 
[>e modo análogo, uma pr·imeira apr•oximação uniforme com erro O(.c) 
par•a a concenlr•aqâo do complexo é dada por· 
c Ct., c) ... c (t.) +C (T) - 1 
o o o 
-
= 
(a + 1)so + 1 _ e -<K + 1Ha + Ot../.c _ 1 
Logo, 
c • 
o 
O'S + 1 
o 
(v + 1 )s:o 
O'S + 1 
o 
- exp [ -(K + Ü(a + l'>t../c] (14) 
A ext.ens:ão da camada limit.e é de ordem c, de modo que a 
apr·oximação ext.er·iol' (s ' o c ) o nes:t.a região é s:ubs:t.it.uida pelo 
seu limi t..e quahdo t.. __. O, 
eKemplo, par·a o complexo 
c <t..,c) ~C (r,&) 
o o 
a saber lim 
t..~a t.ernos 
- -(s Ct.),c Ct.)) 
o o 
na camada limit.e. 
Analogament.e, na Peg-ião ext.er-ior a solução int.el'ior-
é subst..it.uida pelo seu limit.e quando T __. oo. PoPt .. ant.o, 
c <t..t:) ~ c (t.) for•a da camada limit.e. 
o o 
Ist.o pode ser obs:et·vado na F'ig-ura 4.3. 
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<t,D. Po~ 
(S (T),C (r)) 
o o 
Re-pr·esent.amos na Figur•a ~L4 a .soluç~o c(t., . .--) e a apl'•o,.dmaçâo 
unifor·me com e1··r·o OCc) c (t.,.t') dada pela exp1·essão (l-4). 
" 
1 
-------~~~-~-~~~~~~~~~~~~' --- ~ - C.,(t, f.) 
--
--
--C(t, !'.) OI 
'o 
!.: 
,, 0.1 0.1 ... ... t 
Figura 4.4 
Apr·oxim.ações: super·ior·es: 
At.é- agor-a det.erminamos: as: apr·oximações mais simples par·a as 
equações int.er·iot'es: e ext.er-ior·es e t.ambé-m uma pr·imeira apr·oximação 
unif'or·me com er·I-·o 0(.!:) par·a a solução do pt•oblema de per-t.ur-bação 
singular·. Par·a melhor-ar· est.as apr·oximações assumimos a exis:t.ência 
de expansões as:s:int.ót.icas em pot.ências de .c pat•a as soluções 
int.er•ior•es e ext.er•ior-es:. As soluções: int.e:r-iores: t.êm ent.ão a Iot•ma 
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SÜ.L") = s (r) + s (T) E; + 
o ' 
(15) 
CCr,&) = G (r) +C (r) t-' + --· 
o ' 
Subst.lt.uindo em (5) e igualando os t.ermos: de mesma o:r·dem em 
c, encont.ramos que os pr·imeiT'os ter· mos desta expansão cor·respondem 
às ap:r•oximações obtidas: em nn. Os coef'icientes dos t.ermos de 
or-dem c sat.isf·azern ent.ão às s:eguint.es equações: 
dSt 
dr 
dCt 
d< 
= -
= -
C' 
~ 
o 
+ ;:--';a'--;- c 
O' + 1 o 
aSo + 1 
a + 1 G 
' 
C' 
_, + 
o 
+ 
K<K + D-1 
a + 1 c o 
s 
' 
(16) 
As soluqões deste sist.ema devem satisfazer às condições inici.ais: 
pai> a T • o <isto é, = 0), obt.idas pela subst.i t.uiç.ão 
expansões nas condições iniciais dadas em (6). Po:r·t.ant.o, t.emo.s: 
S (0) = O, 
1 
c (0) = o. 
' 
Resolvendo o sist.ema (16) com as condições acima, t.emos 
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(17) 
das 
- J [ -T ] ,s (T) = r + (aO( + J) + K)(1 - e ) 
' 
((f+ f )(K+t) 
(18) 
- J {T + -2T c {T) = (o<K+1) + K - J) + (a<K+l) + K) e 
' Ccr+1) 2 (K+l) 
[ 
2 2 + ar + (a (K+D - a - K}r - (2a<K+1) + 2K- 1) J e-T} 
Da mesma f"orma, pr·ocur·amos as soluções: ext..er·ior-es: como 
expansões asstntóLicas em potências Ue c 
s<t.,.s) = s <-t.) + s (t.) 
' 
+ ... 
n 
' 
- - -
cO ... c) • c (l) + c <U 
' 
+ 
" ' 
as quais devem sat.isf azer· às equações: 
-
ds< 
dC 
~~o = <K + n(c<a + n-
D)s: 
' 
ac )s 
o • 
+ (as 
o 
-C= 
o 
C19) 
<20) 
As condições iniciais par·a (20) deverão ser det..er·minadas pela 
super·posição. 
Par-a fazer• a super-posiç&o 
va.r·iável int.er•mediár•ia T t...al que 
c 
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de soluções, int..:r-oduzimos: uma 
Um 1f/(c) 
.6--tO 
= o, 1 im 
c~o 
a oo (21) 
Uma vez que as soluções int.er·ior·es estão completas at--é O(.c:,, 
podemos eSci··evê-las: €'nt t.er·mos: da var•iável int.er·mediária. Ent..ão uma 
expansão int.er·mediàr·ia para o s:ubs:t.1~at.o é 
S(r VJ/E ,c) = S (r VJ/c) + E S ('r lf/c) + 
o o o 1 o 
a I -
<a+D<K+t) 
com T = (K + i)(a + i)r 
" 
(22) 
Ent..r·et.ant.o. não há necessidade de r·et.er-rnos Lodos os Lermos de 
<22). O t.er·mo t.r·arasc:endent.almenl.-e pequeno <TST), 
uCK+D + K 
(a+t)(K+1) 
_ -CK+DCa+Dr VJ/t: 
~ ' 
de S (T.I;I/c) decr·esce exponencialment.F.! para zel"o quando c ---t O, T, 
' ' . 
f'ixo; por·t~ant.o, pode sei' desprezado se comparado com o Lermo 
polinomial de ordem L Assim. escrevemos (22) como 
S(<K+D<r+Dr ljl/c, .c) = 1 - r lJl -
' ' 
(a<K+D+ K) 
(a+1 }{K+D c + o(t::) (23) 
Es:t.a expr-essão deve seP a_jus:t.ada com a solução ext.erior-
s(t.,c) par·a t. 
possivel devido 
-
= T lf. O "mat.ching-" 
' à escolha adequada 
na 
de 
pPimeira aproximação íoi 
s: (0). Analisemos agor•a 
o 
s (L) em uma vizinhança de t. = O. Para t. ~ O uma expansão em sérle 
o 
de- pot.ências: em t. é apr·opr·iada: 
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s (l.> = s: CO) + s (Q)t. + O(l ~ 
o o o 
= 1 - t, + O(~ 2 ) (24) 
Rees:ci·evemos a solução ex-ter•ior- com er·r-o O(t:") na var-iável 
lnler·mediár·ia Ua segu!nt..e íor·ma: 
= s: (0) + s (0) 2 - z r 11J + 0('1' ) + c s (0) + O(cljl) + O(c ) 
o o c • 
A super·posição 
(oCK+I)+ K) ] [ - . c (o+i)(K+D c - so{QJ+so(O)Tllf' 
2 2 
= O(lf' ) + OCcVJ) + O(c ), 
exige que s (Q) = -
• 
(a<K+! )+ K) 
Co+i)(K+D c, que é a condição inicial 
necessár-ia par-a r·esolver (20). 
Na ver·dade a super-posição só é possível s:e 
l im 
c~O+ 
ou seja, se 
1 
{ [S (T) + cS (T)] / O 1 T:Tl/)C 
o 
[ s (0) + Ls (O) 
o o 
o quando a•. Em out..ras palavras:, a 
condição de ajus:le é vâlida s:e e>o:is:Le uma var-iável int.er-mediár-ia 
t.al que c <.< lf -:;< -Yi 
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Podemos a~o:r-a completar nossa aproximação com e:r-I'o de O(cl), 
- -
calculando os: coef'icient.e:s: s Ct) e c Ct.) a part.ir de (20), 
' ' 
s • 
' 
(a + 1>so 
= + 1 
o 
as.o + 1 
Co + 1)s 
o 
KCK + 1)-1 + oso 
c 
' 
• 
2 So 
(K+l)(as + 1) 
o 
- s 
o 
O'S + 1 
o 
K 
+ K + 1 s o ln 
4.3 Apr-oximação unlCor-me pelo Método de Vas::ll'eva 
Examinaremos a~ora as equaçéles dif"erenciais: da 
] 
(25) 
cinét.ica 
enzimát.ica at.ravés da Teoria de Perturbação Singular de VasU'eva. 
Veremos, em primeiro lugar, que o problema de Michaelis:-Ment.en 
satisf"az as condiçêíes (1)-(4) do Teorema de Vasil'eva enunciado no 
capitulo ant.erior. A part.ir disso, const.ruiremos uma aproximação 
unif"orme em W,Tl de 0Ce2 ) a qual deverá corresponder- à 
aproximação de mesma ordem obtida por "matching". 
Vamos con.s:idet'&I' novament.e o sist.ema adimensional obt.ido pot' 
Segel 
~ • (){ + t~[ - (o + -t)s + acs + K<K + t;L c ] • t·<s,c) 
(1) 
.ode [ ] t • CK + D (a + Ds - acs - c • ~(s,c) 
s:CO, c) 1111 1, eCO, c) = O. 
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Inicialment.e obser-vamos: que as funções: f(s:,c) e g(s:,c) são 
cont.inuament.e diferenciáveis em !R2 . 
Fazendo ~· • O em (i) obt.emos o problema deg-enerado 
dso 
dt. = f(s ,c ) o o 
s (0) • 1 
o 
(2) 
A seg-unda equação em (2) é alg-ébrica e t.em uma única solução 
em W,TJ: 
c (f..) • 
o 
(o + 1 )s:o 
as + 1 
o 
(3) 
Subst.it.uindo c (t.) • cp(s: ) na primeira equação de (2) t.emos o 
o o 
seguinte problema de Cauchy 
dso -Co + 1)so 
dt. • 
as + 1 
o 
s: (0) • 1' o 
cuja solução coincide com aquela det.er-minada pelo 
seja, 
as: + ln s • -(a + 1)t. + o 
o o 
Logo, exist.e uma solução (s ,c ) 
o o 
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do problema 
(4) 
"mat.chlng'', ou 
(5) 
degener-ado com 
c
0
(t.) e s
0
<t.> dadas por (3) e (5), respect.ivament.e. 
Por- out.r-o lado, a condição 
(s 
o 
,rjl(s )) • -(J{ + D(os 
o o 
+ i) < o 
afirma que a :raiz c 
o • 
4{.s ) 
o 
est.âvel segundo 
(6) 
Tikhonov para o 
sist.ema (1). Port.ant.o, exist.e uma vizinhança invariant.e e at.rat.or-a 
de O<c> da solução degenerada (s ,c ) no plano de fase <Figura 
o o 
4.5). 
( ((------ ,.o 
11 ' 
Figura 4.5 
O Teorema de Vasil'eva garant.e ent.ão a exist.ência e unicidade 
da solução (s<t.,c),cCt.,c)) do problema (1) no int.ervalo W,Tl que 
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pode ser- es:cr-i t.a como 
N 
s:(t.,c> Jo [s (t.) + f.S ü)]" n + O(cN+1) • n n 
(7) 
N 
c(t.~c} nto [c (t.) + ll.C (r)] c n + O(cNH) • n n 
unif'ol"memente em m~Tl 
Ant.es de pr-osseguir·.. obser-vamos que as: soluções: s<t.,c), 
c<t.,c>, após uma camada limit.e inicial (pré-estado estacionário}, 
es:t.ar-ão ef"et.ivament.e uma vizinhança O(c) das soluções 
de~ener-adas s
0 
(t.) e c
0 
(t.}. Em part.icular-, podemos afirmai' que par-a 
o subst.r-at.o, 
1 im s<t.,c> • 
c-tO-+-
s: (t.,} 
o 
unif'or-mement.e em lO,Tl. Devido à camada limit.e, a conver-~lmcia no 
cas:o do complexo não é Ul-.if'or-me em W,Tl, no ent.ant.o, ela é 
unif'or-me em c-int.ez·valos do t.ipo [ op(c>,T] com p(c) --. O 
• c -tO . Assim, 
1 im c<t.,c) • 
C-i>Ú+ 
c (t.) 
o 
unif'or-mement.e em [ p<c>,T] (.e -+ O+). 
Nos gráf'icos da Fig-ur-a 4.6 I>epi>esent.amos as soluções s<t.,c) e 
c(t.,c) em f'unção do tempo com condições iniciais s:(O,c) • 1 e 
c(O,c) •0. O caso (a} most.r-a s<t.,c) 
para t.odo t. E W,Tl. Em (b) vemos 
na vizinhança invar-iante s (t.) 
o 
a solução c<t.,c> sendo at.I>aida 
dur-ant.e o int.er-valo da camada limit.e par-a a vizinhança O(c) da 
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solução degenerada 
vizinhança a solução 
G (t) 
o 
não a 
(linha 
abandona 
tracejada). Após entrar na 
mais, conflr·mando a Hipótese 
de Estado Quase-Estacionár-io :feit.a em Bioquimica. 
0.0 
1.0 
'·' 
!.I 
0.1 1.1 
••• 
---
1.0 
'·' 
0.1 0.1 
Figur-a 4.6 
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u 
---
'·' 
0.0 
- ,_--.'- _i;(t) 
C(t,{.) 
0.0 t 
1.1 t 
Passemos a~ora à 
aproximação unif"orme com erro 
Michaelis-Menten. Assumimos 
consLrução da expansão formal da 
O(.e~ para a solução das: equações de 
as seguintes expansões 
substrato e complexo, respectivamente: 
:s:<t,c) • [ s Ct) + flS (T)] 
o o 
c<t,c) • [c (t.) + tJ.C (T)] 
o o 
+ [ s (t) 
• 
+ [c (t) 
• 
2 + h.S {T)] c + O(c ), 
• 
2 
+ AC (T)] c + O(c ), 
• 
onde c 
o 
e c 
• 
são os coeficientes das expansões 
de e 
correspondentes. 
llS , 
o 
llS , 
• 
llC 
o' 
llC , 
• 
os termos de 
para o 
(9) 
exteriores 
correção 
Nas expansões em (8) os coeficientes devem sat.isf'azer- as 
condições iniciais 
s CO) + AS CO) • O, 
• • 
(9) 
ck CO) + l:I.Ck CO) = o (ka0,1)~ 
e a condição de decaimento imposta sobre o termo de correção~ a 
s:sber, 
lim ASk(T) • O 
T->00 
e (10) 
Esta condição é indicada na Figur-a 4.7 para a correção de OC.c), 
.ó.C (T} 
o 
• C (T} - c (0}. A diferença 
o o 
C (T) - c (0) (representada na 
o o 
Cigu:r-a pelos segmentos ve:r-t..icais:) desempenha o papel de co:r-reção 
da condição inicial que não é sat.isfei La 
AC (T} é importante rta camada limite e 
o 
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por c (t). Observe que 
o 
irtsignificante fora dela. 
...... 
••• 
,, 
u 
A expr-essão c (t.) 
o 
cor-re~a para t. • O. 
+ 
Ui 
C (T) 
o 
1.1 
Pigtll'a 4.7 
c (Q) 
o 
t.n 
sat.is:íaz a 
As soluções ex-teriores O(c2 ) são escrit..as como 
s<t.,c> • s (I.) + s (t.).c + O(c"), o 
' 
c(t.~) 
condição inicial 
(11) 
e obtidas 
condições 
iniciais 
c(t.,e) • c 
a pai·t.ir 
iniciais. 
corret.as 
(I.) + c <t.>c 2 + O(c ), 
o 
' 
do sis:t.ema em (i), embora não sat.isf açam àquelas: 
Como ficará claro a seg-uir-, as condições 
par-a as aproximações: exterior-es serão 
det.er-minadas a par·t.ir- das condições: (9) via t.ermos: de cor-r-eção. 
Com a mudança de variável T •(O' + no: + Dt./c, o s:is:t.ema {1) 
para s<r,c) .. s(cT/(o+i)CK+i), .c) e c(T,c) • c<.cr/<o+O(K+D, c) 
i02 
t.orna-se 
ds 
dT 
de 
dT 
R L r -S + ---::,_;ac--.-
a + 1 
1111 s: -
"' + 1 
se + 
se + 
1 
a + 1 
K<K + D-.t 
a + 1 
c ('12) 
sCO,s) • 1, cCO,c) = O 
Agora, :s:ubst.i t.uindo as expans~es: (8) em (12), obt.emos as seguint.es 
equaç~es para os coeCicient.es 
dâSo 
- o dT 
dll.Co 
----a-;o- -
e 
(s <O) + àS ) -
o o 
(13) 
"' + 1 
(s
0
(0) + l:J.S )(c (0) + ê.C ) -
o o o 
i (c (0) + !>C ) 
o o 
"' + 1 
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--
~~'-'1~== dso(Q) 
<a+i)<K+i) dt. 
+ _ _é:aé_~ 
a + 1 (s <O) + b.S )(c <O) + r.c ) + o o o o 
(c <O) + t.C ) 
o o 
(14) 
dl:t..Ct i 
d-T-- a - '(_a_+_1'")~(~K7+~1~) de o (Q) dt. - (s (Q) + t.S ) 
' ' 
t.S )(c (0) + t.C ) 
o ' ' 
1 + ~ )(c (Q) + h.C ) - + 
1
(c 
1 
(0) + li..C ) 
1 o o O' 1 
Pela: primeira equação em (13)~ junt.ament..e com a condição 
l:J.S (T) ---+ O <-r ---+ oo) dada em (10)~ temos 
o 
h$ (y) • o 
o 
O próximo passo é 
(15) 
encont.rar s: (0), condição neces:sAria na 
o 
obtenção das aproximações ext.e~~nas com erro O(c).(compar-e com a 
seção anterior) 
De <9) vem 
s: (Q) • 1 
o 
Para complet..ar apr-oximação unifol"me com O<s), 
r-esolvemos a seg-unda equação de (13), com a condição inicial 
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obt.ida de (9)~ .ó..C (Q) = -1. Assim~ 
o 
.ó.C (T) 
o 
-T 
• -e 
Rest.a agor·a solucionar- as 
(16) 
equações do sist.ema (14)_ A 
primeir-a equação de (14). após a subst.it.uição dos t.e:r-mos já 
conhecidos f'ica 
--
a+ K<K + D-.t 
a + 1 
-T 
e 
Int.egrando~ temos: 
T 
r 
lS/T) • .ó..S/0) + J -
o 
a + K<K + 0-t. 
a + 1 
e-( d( (18) 
Para garant.i:r- que a condição (10) seja sat.isf'eit.a~ escolhemos 
[ Joo a + K<K + D-t. -{ l t.Si (Q) • - _ 
0
- a + e d( J 
ou seja~ 
/lS (Q) • i 
Po:r-t.ant.o, 
f::.S (T) • i 
Usamos: a 
necessária na 
ant..erio:r• (11). 
a + K<K + 
a + 1 
a + K<K + 
-
" 
+ 1 
condição (20) 
obtenção dos 
1)-.t 
1)-1 
-T 
e 
para encont.:r-ar a 
coef'icient.es s (t,) e 
i 
[Eles satisf"azem o sist.ema <20) 
105 
condição 
c (t.) da 
i 
da seção 
(19) 
(20) 
(21) 
inicial 
expressão 
ant.eriorl. 
Logo, 
1 O' + K<K + D -1-
s: (Ó) 1111 -
1 ' o + 1 (22) 
Após alguns cálculos:, veriíicamos: que as expr-essões par-a 
s
1
(t.) e c (t,;.) são exat.ament.e as mesmas obt.idas ant.erior-ment.e pelo 
' ' "mat.chin~" (ve'[o equações (25) de 4.2). 
Complet.àmczs nossa apr•oximação assint.ót.ica com erro O(.e2 ) 
' determinando a eXpressão para b.C (-r): 
\ ' 
.ó.C {T) • -
' 
' 
' 
<K + ·ho + K 
<a + ~)(K + 1) 
-r 
r e + 
et[<K+Det+K] 
(o + 1)2 <K + 1) 
-r 
e <23) 
Port.ant.o '1 a aproximação 
dada por• 
unif"orme d d O( ~z) e or em c- em [ O,T] 
s:{t..,c) • \{ ~ {t,) + 
' ú 
b.S <-r)] 
ú 
c(t.,c) • ,{c; (t.) 
i o 
+ h.C (r)] 
ú 
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+ c 
+ c [c (l) 
' 
h.S (r)] 
' 
+ h.C (r)] 
' 
z 
+ O(e ). 
COMENTA RIOS FINAIS 
Como uma alt..e:r-nat.iva ao mét.odo heur•1st.ico de superposição de 
soluçeies, apres:ent..amos o mét.odo de Va.sil'eva derivado de uma 
teor-ia ri~or-osa. Verificamos: que os r-es:ult.ados são idênt.icos at.é 
erro de O(c~, de acor-do com os obtidos por- Segel e na secção 4.2. 
O t..eorema que é clássico (1962) não foi demonst.r•ado, nossa opção 
foi a de apr-esentar as idéias: sobre sua validade e aplicai" o 
mét.odo :formal na cons:t.:r-ução de uma solução aproximada. 
O carát.er· heuri.s:t.ico mais g-eral do método de super-posição 
(''mat.ching-'') diricilment.e pode ser encapsulado em t.odo o seu 
alcance em um t.eo:r-ema, em cont.r-as:t.e com o mét.odo de Vas:il'eva que, 
embor·a possa ser• ~eneralizado (ver- Hoppenst.eadt. [171, O'Malley 
[31D, t.em um escopo bem mais limit.ado do que o mét.odo de 
superposição; a sua vant.agem es:t.á no 
int.erpret.ação ~eomét.rica que nos pos:sibili t.a. 
ainda que os mét.odos 
rigor 
de Observa-se 
Tikhonov-Vas:il'eva íazem us:o de um processo 
analit.ico na 
''mat.ching-'' e de 
de superposição 
as:sint.ót.ica das aproximações ext.el'ior e int.ei"ioi"; a difel'ença 
oonl!dmt.indo no f'at.o de que o "mat.chinc-" superp2je as duas soluç<ses 
previament.e calculadas em uma região int.ermediâl'ia enquant.o que o 
mét.odo de Tikhonov-Vas:il'eva t.oma a aproximação ext.erior como 
básica e superp5e a ela uma correção para a região de camada 
limit.e. 
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Esquema de compa~ação 
E-tl-M 
APROX. iNTERioR (I) 
---------
AJUSTE (<MATCHiN<L) (H) 
------- --
E-M-0 E-I-M 
Ti i<HONOV- V AS i t.'EVA E + t\E 
APROX. EXTG.RIOR (l>EGENE.RAP\) (E) 
--------
AE-0 
As cont.a.s, embo~a t.enham sido evit.adas:: em geral no t.ext.o, 
exigiY·am um t.r·abalho considerável. Est.e C"at.o deve-se 
fundamentalment.e a que a primeira aproximação ext.erior· é dada de 
maneir·a imp11ci t.a. 
O mét.odo recursivo de VasiPeva é bem de"C"inido (ao cont.r.àrio 
do "mat.ching" que exige um ajust.e em cada et.apa) e pode ser 
programado com mais facilidade. Aproximações de ordem superior-
podem ser obtidas por pr·ogr•amação em linguagem simbólica t.ipo 
MATHEMATICA [50], o que sugere uma aber·t.ura para um t.rabalho 
fut.uro. 
Nosso es:t.udo considerou apenas a dist.ribuição homog-ênea dos 
reagentes, o que r-esult.ou em um modelo com equações dif'e~enciais 
ordin.àrias. Pret.endemos em t.~abalhos íut.uros: incluir o fenômeno de 
di"C"usão que se t.orna essencial quando observamos que, do pont.o de 
vis:t.a exper-iment.al, o processo dificilment.e inicia-se com uma 
i08 
dist.ribuição homogênea. O modelo mat.emát.ico neste caso ser-á 
descl'ito pot' um sistema de duas equações di!'er-enciais par-ciais não 
linear-es: de r-eação-difusão, onde ocor-r-e um fenômeno do t.ipo r-eação 
r-ápida acoplada à difusão lent.a. E: import.ant.e observar que a 
dirusão, embol'a lent.a, essencial par-a sus:t.ent.ar- o 
desenvolvimento da reação em sistemas não homogêneos. 
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