Abstract-In this paper, we study the received signal strength (RSS) based localization problem with correlated shadowing between pairs of RSS measurements. By linearizing the correlated RSS model, a weighted least squares (WLS) is formulated to obtain the target location. We also study the correlated shadowing when differential received signal strength (DRSS) is deployed as measurements. Numerical simulations show that the proposed algorithms outperform the algorithms that do not take the correlation between measurements into consideration.
I. INTRODUCTION
Node localization of sensor nodes in wireless sensor networks (WSN) has become an important task due to the emerging location based services, such as surveillance, controlling and tracking [1] . Thus, many researchers have focused on WSN positioning systems. Most WSN positioning systems are accomplished through RSS, angle of arrival (AoA) or time of arrival (ToA) measurements. Compared with AoA and ToA, RSS is a low complexity, hardware cost effective solution.
In most RSS based positioning systems, the transmitter power and path loss exponent are known in advance. However, sometimes it is difficult to attain these environment factors. Therefore, it is popular to set transmitter power as an unknown parameter. One way to cancel the transmitter power is to subtract RSS measurement with each other, called DRSS [2] .
As we know, RSS based localization in the context of ML is non-linear. In order to solve this problem, several approaches have been proposed, including the well known methods, such as maximum likelihood (ML), semidefinite programming (SDP) [3] and linear least squares (LLS) [4] . The ML and SDP methods provide very good performance with a significantly higher computational cost, while the LLS method is computationally efficient.
The majority of existing studies in RSS model localization simply assume that shadowing noise at two positions are independent. In practice, shadowing noise is correlated due to similar topography among RSS propagation paths. And the correlation coefficient is mainly affected by frequency, direction travelled and topography [2] . Hence, it is important to take correlation into consideration when using RSS measurements. In this paper, we propose a WLS algorithm for both RSS and DRSS measurements with correlated shadowing. The proposed algorithm has consists of two stages. In the first stage, a WLS is formed by linearizing RSS model to compute the source location along with an auxiliary variable. In the second stage, we improve the performance by using the relationship between source location and the auxiliary varible [4] , [5] .
The rest of the paper is organized as follows. In Section II, the system model is described. Section III presents the proposed WLS for correlated RSS measurements and Section IV presents the proposed WLS for correlated DRSS measurements. In Section V, we discuss the simulation results. Concluding remarks are given in Section VI.
II. MEASUREMENT MODEL
Assume that there is a 2-dimensional WSN which has a target node with unknown coordinates denoted by x = [ , ] to be estimated. We also assume that the WSN locates the target node using anchor nodes with known positions denoted by s = [ , ] for = 1, . . . , . The path loss (in dB) under log-normal shadowing is modeled as [6] = 0 − 10 log 10
where 0 is the path loss measured at a reference distance 0 , is the distance between x and x , is the path loss exponent which varies between 2 and 5 depending on the environment [6] , and (also in dB) represents the log-normal shadowing noise.
In this paper, we assume that the shadowing noise is not independent. It has been found in real scenario experiments that the correlation coefficient varies from 0.2 to 0.8 for indoor environments [7] and 0.2 to 0.5 for outdoor environments [8] . Thus, it is very important to take the correlation into account for RSS based location estimation. Similar to [2] , [3] , [7] , the covariance matrix of is assumed to be
where is the standard deviation of shadowing noise, is the correlation coefficient between the th and th RSS measurements. The reader may refer to [7] for details of how to calculate . However, in practice, may be difficult to determine. We will test the impact of inaccurate on the performance in Section V. In the following, we assume 0 = 1 , and 0 , , , are known to the system.
III. WEIGHTED LEAST SQUARES APPROACH
In this section, the proposed WLS estimator for RSS measurements with correlated shadowing will be derived. (1) can be expressed as
where = 0.1 ln(10)( − 0 ) and = 0.1 ln(10) with covariance matrix Q = 0.01(ln (10)) 2 Q . It is evident from (3), it forms a set of non linear equations which are normally solved using iterative methods. However, the equations can also be linearized using WLS.
Letˆ= − , from (3), we have
To linearize (4), we expand 2 using 2 = ( − ) 2 + ( − ) 2 and form it in matrix
where
. . .
In [9] , an unbiased distance estimator under independent log-normal shadowing is presented. Applying the method suggested in [9] , the distance estimatorˆ2 is obtained aŝ
However, the corresponding covariance matrix in [9] ofˆ2 only works when each pair of RSS link is independent. Here we extend their work to the correlated case. According to [9] , 2 can also be expressed aŝ
).
Then the covariance matrix forˆ2 denoted by Q is given by
If = , (8) can be written as
If ∕ = , from [10] , we can have
Substitute (9) and (10) into (8), we can have
In practice, 2 in Q is replaced withˆ2. The WLS solution of 1 is then given by [11] 
The position x to be estimated is the first and second elements ofˆ1.
From the WLS theory [11] ,ˆ1 is unbiased if elements in 1 are independent. The covariance ofˆ1 is
As the elements inˆ1 (12) are not independent, we can make use their relationship to form a second WLS to improve the performance. Let 1 ( ) represent the th element of vector 1 . Following [4] , we can construct another set of equations
is the perturbation term derived from (14). Whenˆ1(1) is sufficiently close to ,we havê
Similarly, we havê
Then is given by
Employing (13), we obtain the covariance of , denoted by Q , as follows
The unknown and is replaced withˆ1(1) andˆ1(1) in practice.
Finally, the solution of (14) is given bŷ
As the sign of x should be the same as in (12), the target node location is given by
where W 1 = diag{sign(ˆ1(1 : 2))}.
IV. EXTENSION TO DRSS
The proposed method is also applicable to other positioning measurements such as DRSS. We shall illustrate the use of this approach for DRSS under correlated shadowing noise. The DRSS is obtained by subtracting pairs of RSS measurements with each other. While there are ( − 1) possible pairs of RSS combinations, the DRSS information can all be obtained from combinations of − 1 of them. For simplicity, we only consider the measurements
Observe that 0 is canceled in (20). Let 1 = − 1 , 1 = / 1 . According to (1), (20) can be expressed as
Specifically, the covariance matrix Q is
Similar to (3), the observed differential path loss can be written as
where 1 = 0.1 ln(10)( − 1 ) and 1 = 0.1 ln(10) 1 with covariance matrix Q = 0.01(ln(10)) 2 Q . Applying the same approach in (7) and (11), the unbiased estimator of 2 1 is given bŷ
and its covariance matrix Q is given by
We now develop the WLS solution for this problem. Similar to Section II, it has two stages. The first stage uses 1 to obtain the estimate of x and 2 1 under the assumption that x and 2 1 are independent. In the second stage, we exploit the relationship between x and 2 1 to improve the performance of the algorithm. This two step stage method has been used previously for energy based localization [5] .
As
2 into the equation, and write it in matrix form
. . . . . . . . .
. . . 
The covariance matrix ofẑ 1 can be expressed as
In the second stage, we exploit the relationship between x and 2 1 to improve estimation accuracy. Asẑ 1 (1) is an estimate of . Hence
where the second order error is neglected. Similarly,
Then we can construct the second WLS
Employing (28), we obtain the covariance of BΔz, denoted by Q , as follows
With the use of (32), the WLS solution is given bŷ
According to definition ofẑ 1 in (26), the target node location is given by
V. SIMULATION RESULTS
In this section, we compare the performance of the proposed algorithms through computer simulations. We assume that all the measurements have the same variance and correlation coefficient, i.e. = , = [2], [3] , [7] . All simulations include 5000 trials. The ML approach is simulated with consideration of correlated shadowing noise. Besides ML, we also compare the proposed algorithms with the LLS [4] (labeled as WLS-uncorr), which does not take the correlation among shadowing into consideration. The proposed estimator for correlated shadowing is labeled as WLS-corr in the figures.
In Fig.1 , we consider a network using RSS measurement with four anchor nodes at (0,0),(0,10),(10,0), (10, 10) and one source to be located at (7, 3) . WLS-corr and WLS-uncorr increases as the standard deviation of the shadowing increases.
In Fig.2 , we simulate DRSS measurements with five nodes deployed at (0,0),(0,10),(10,0), (10, 10) , (5, 5) . The target to be located is at (1, 4) . Fig.2 shows similar results. The proposed approach provides better performance than the WLS-uncorr algorithm which does not consider correlation in shadowing. Fig.3 shows the RMSEs versus correlation coefficient of shadowing. The nodes configuration is the same as in Fig.1 , and = 3dB. As can be seen from the plot, under the same shadowing variance, the gap between WLS-corr and WLSuncorr is larger when correlation between RSS measurements increases. Thus, considering correlation among RSS measure- ments in severe shadowing scenario is necessary.
In previous simulations, the correlation coefficient is exactly known to the system. However, an accurate is difficult to calculate based on [7] , especially could change due to the change of environment. Now we assume only an imperfectî s known to the system:ˆ=
where is a zero mean Gaussian random variable with standard variance of 0.2, which defines the uncertainty of the correlation coefficients. In simulation,ˆis constrained between 0.2 to 0.8, because in reality, the correlation coefficient is between 0.2 to 0.8 [7] , [8] . The other parameter configuration is the same as in Fig.1 . Please note, the uncertainty parameter is randomly generated in every single run. Fig.4 shows the RMSE of the proposed estimator with the true and approximate covariance matrix. As can be seen, the performance of ML and WLS-corr both decreased as is inaccurate. However, WLS-corr still outperform WLS-uncorr.
VI. CONCLUSION
We have proposed a WLS method for RSS and DRSS measurements based localization under correlated shadowing noise. By utilizing the correlation structure of shadowing noise, the proposed algorithms significantly outperform the algorithms that do not take correlation into consideration. Numerical experiments show that the proposed algorithm can achieve comparable results as ML for correlated shadowing. When the correlation coefficient increases, the performance gap between the proposed algorithm and the standard algorithm becomes significant. This observation implies the superiority of our approach in correlated shadowing environments. 
