Abstract: This study examines the effects of international trade and investment on output and tests the null hypothesis of Granger non-causality among trade, investment and economic growth in Canada. The long-run model is estimated using several single-equation and system estimators to assess the robustness of results across methodologies. The single-equation, OLSEG, GMM, DOLS, NLLS and FMOLS, estimates of the model provide consistent support for the positive and significant long-run effects of exports and investment on output. The ML system estimates cross-validate the cointegrating relationship and reinforce the positive effects of exports and investment and the negative effects of imports on output. The over-parameterized level-VAR estimates suggest unidirectional Granger-causality from exports, imports and investment each to output. The estimates of the model with structural breaks support the long-run relationship, though the evidence is not unambiguous ubiquitously across all the tests. The evidence supporting the positive and significant long-run effects overwhelms the evidence providing weak or no support for the effects of trade on output. The results underline the need for the acceleration of exports (and investment) to offset the demand-reducing effects of imports and escalate the altitudes of output and economic growth.
Introduction
The role of international trade in economic growth remains an area of unresolved controversy in the open economy macroeconomics. The paradigms of economic theory provide a mixed and time-inconsistent support for the output and welfare gains of free trade. The neoclassical theory of international trade (Heckscher 1919; Ohlin 1933) unambiguously supports, while the new theory of international trade (Krugman 1979 (Krugman , 1980 (Krugman , 1981 Brander and Spencer 1981 is dubious; and the neoclassical theory of exogenous economic growth (Solow 1956; Swan 1956 ) does not recognise, while the post-neoclassical theory of endogenous economic growth (Romer 1986; Lucas 1988 ) supports the positive effects of international trade on output and economic growth. The neoclassical trade theory assumes perfect competition and constant returns to scale and suggests that the trade yields static and dynamic productivity gains, facilitates the flow of goods across countries, and leads to the equalization or convergence of factor and commodity prices across the trading partners (Heckscher 1919; Ohlin 1933) . Paradoxically, the neoclassical theory of economic growth (Solow 1956; Swan 1956 ) does not recognise the role of trade, and it postulates that the growth is driven by an increase in the use of factor inputs, capital and labour, and exogenous improvements in technology unaffected by openness and orientation to trade. The "industrial organization" or "new" theory of international trade reverses the neoclassical assumptions and instead assumes imperfect competition and increasing returns to scale. The new trade theory examines the trade strategies under the Chamberlinian large-group monopolistic and the Bertrand and Cournot type small-group oligopolistic competition, and casts a sceptical note on the gains of trade (Krugman 1979 (Krugman , 1980 (Krugman , 1981 Brander and Spencer 1981 Eaton and Grossman 1986; Helpman and Krugman 1989) . The endogenous theory of economic growth that came into vogue almost contemporaneously, since the mid-1980s, explicitly models technological progress function and provides a more nuanced focus on the productivity effects of trade on economic growth (Romer 1986; Lucas 1988) .
The effects of trade and trade policy on economic growth and welfare have been extensively examined in two distinct, but complementary, strands of research: (i) computable general equilibrium models that perform "ex-ante" numerical simulations for the effects of changes in trade and trade policies, and (ii) econometric models that use historical data and undertake "ex-post" evaluations of the already implemented policies. The future forecasts for the endogenous variables in econometric approach are made based on certain assumptions about the likely evolutions of the exogenous variables. The studies conducted in both computable general equilibrium and econometric settings have reinforced the theoretically mixed and time-inconsistent support for the output and welfare gains of free trade. The multi-lateral institutions, such as the World Bank, International Monetary Fund and the World Trade Organization and its predecessor, the General Agreement on Tariffs and Trade, bypass the academic debate, and provide an unambiguous recognition and a time-consistent policy support for the gains of trade. These institutions unequivocally advocate the removal (reduction) of tariff and non-tariff barriers to trade and emphasise the adoption of multi-lateral (global) trade liberalization policies.
This study examines the effects of international trade and investment on output and tests the null hypothesis of Granger non-causality among trade, investment and economic growth in Canada. The analysis is carried out in a time-series econometric setting. The contribution of the study merits attention on two counts. First, most studies in general and for Canada in particular have relied on the use of a single or select estimators to estimate the model, and such a reliance could lead to biased assessment in terms of both statistical inference and magnitude of long-run parameters. The study uses several single-equation and system estimators to estimate the model and examine the robustness of results across methodologies. These estimators resolve the problems of "spurious regression", serial-correlation and long-run endogeneity, and provide efficient parameter estimates. The use of several estimators is particularly intended to sketch an encapsulated mimic of the use of diverse methodologies in the literature at large and map the possible dispersion in conclusions that stems from the use of different methodologies and test statistics across studies. Second, the previous studies have commonly estimated the long-run models without allowing structural breaks in the cointegrating vector. A few studies that attempt to account for structural breaks use estimators that implicitly rely on the assumption that the post-breakdown periods are relatively long and on the asymptotics in which the length goes to infinity with the sample size. The cointegration breakdowns, in fact, could occur even over the short time periods, such as at the end of the sample. The study allows both long and short period structural breaks in the cointegrating vector and cross-examines the evidence obtained from one-regime estimators without structural break. The remainder of the study is structured as follows. Section 2 provides an overview of the literature on the relationship between international trade and economic growth. Section 3 specifies the model. Section 4 presents the empirical results. Section 5 sums up the conclusions.
Trade-Growth Nexus: An Overview of the Literature
The empirical research on modelling the relationship between international trade and economic growth comprises two distinct, but complementary, approaches: ex-ante numerical simulation approach based on computable general equilibrium models and the ex-post econometric approach based on time-series, cross-sectional, and panel data models. The computable general equilibrium
Trade Openness and Economic Growth in Canada (CGE) models simulate the time trajectories of outcome variables in response to the hypothetical (or actual) changes in the trade and trade policies (such as the cuts in import tariffs and export subsidies). The econometric approach uses historical data and examines the effects of the factors affecting output and economic growth in a single-equation or/and system setting. While the CGE models give policy shocks to the general equilibrium system and generate "exante" policy simulations for the expected effects of the changes in economic policies, the econometric approach examines the behavioural relationship among model variables and provides an "ex-post" assessment of the already implemented policies. The parameters estimates obtained from historical data are used to make future forecasts in econometric approach. This section provides an overview of the literature on both CGE and econometric modelling approaches to examining the relationship between trade and economic growth. 
CGE Approach and the Ex-ante Numerical Simulations
The development of the theoretical (i) general equilibrium model in terms of the mathematical formulation and solution of the system of simultaneous equations for equilibrium between demand and supply in each market in the economy by Walras (1896) and (ii) competitive equilibrium model in terms of the mathematical link between market equilibrium and welfare by Arrow and Debreu (1954) and Debreu (1959) provided the intellectual underpinnings for the computable (applied) general equilibrium models. Johansen (1960) pioneered the development of a linear model that could be solved using linear algebra, and contributed to the numerical applications and computable solutions for the theoretical (mathematical) general equilibrium models. After a long lull of nearly two decades, the CGE modelling gained currency and became the cynosure of both academic and policy attention since the 1980s. A number of global trade models have since been developed to examine different dimensions of trade and trade policy, such as the ORANI model by Dixon et al. (1982 Dixon et al. ( , 1992 , Michigan model of world production and trade by Deardorff and Stern (1986) , global model by McKibbin and Sachs (1991) , G-Cubed model by McKibbin and Wilcoxen (1992) , SALTER model by Jomini et al. (1991) , multi-regional global trade model by Harrison, Rutherford, and Tarr (1996) , and the global trade analysis project (GTAP) model by Hertel (1997) . The revolution in computer technology facilitated the empirical applications of CGE models to a wide range of research areas. The Michigan and GTAP models remain the most widely used CGE models for the trade policy analysis and numerical simulations. The conventional alternatives to CGE models are the fixed-price and fixedcoefficient input-output models, social accounting matrix, and partial equilibrium models. The CGE models account for system-wide interdependency across different sectors and sub-sectors of the economy, and are useful to capture the ripple effects that are generated across sectors in response to the shocks given to the exogenous variables in the CGE system. These models allow price dynamics in the adjustment process and, thus, are more relevant for policy analysis, as compared to the fixed-price and fixed-coefficient input-output models. The level of disaggregation by commodities and regions has contributed to the appeal of CGE models. The parameters in CGE models are drawn from the econometric studies and this makes these models consistent with the historical (benchmark) data set. The standard CGE models (static and dynamic) are based on the Walrasian assumptions of perfect competition characterised by large number of firms, price-taking behaviour, homogenous products, free entry/exit, zero (extra) profits, market-clearing, and the constant returns to scale. A parallel strand of studies has developed the models based on the contrasting assumptions of imperfect competition (oligopoly with smaller or monopolistic competition with larger number of firms) and increasing returns to scale. The firms produce differentiated goods and set their own prices. These models differentiate goods according to their country of origin and consider that the goods of different origins are imperfect substitutes. Norman (1990) compares the alternative approaches to CGE modelling with imperfect competition, and finds that the imperfect competition has significant effects on the inter-industry trade and welfare effects of trade liberalization.
Several studies have examined the effects of trade liberalization on a number of variables including output, employment, economic growth, inter-industry trade, and welfare. Cox and Harris (1985) use CGE model incorporating scale economies, imperfect competition and capital mobility, and estimate the cost of protection to the Canadian economy for the mid-1970s. They consider the reduction in both unilateral and multilateral tariffs, and find that the cost of protection is considerably greater than that suggested by conventional general equilibrium analysis. The trade liberalization generates sizable welfare gains for Canada. The welfare gains from a unilateral free trade policy are in a range of 2-5% of GNP, while the benefits from multilateral free trade are in the range of 8-10% of GNP -numbers much larger than conventional estimates. The mechanism through which many of these benefits are achieved is the intra-industry rationalization. Cox and Harris (1986) further examine the impact on Canada of a Canada-United States "sectoral free trade arrangement" involving five manufacturing sectors (textiles, steel, agricultural equipment, urban transportation equipment, and chemicals). They find large benefits to such sectoral free trade agreement. While the real income gains are much smaller than with a bilateral free trade arrangement involving all industrial sectors, they are of the order of 37% of value added in the sectors considered. The inter-sectoral and intra-industry adjustment required by both labour and industrial enterprise is much less with sectoral free trade than bilateral free trade.
The study by Andersson (1990) examines the effect of the Free Trade Agreement (FTA) between Canada and the United States (January, 1989) in a CGE setting, and finds that Canada would gain from the FTA, but the extent of the gain depends on the assumed elasticities. Even with relatively inelastic demands, however, there would be some welfare gain. The effect of the trade agreement is mainly in terms of the reallocation of consumption basket towards more of the imported consumer good. The general equilibrium effects on the Canadian output price (and thereby their terms of trade) go in different directions in the low-and high-elasticity cases. The terms of trade deteriorate in the lowelasticity, but improve in the high-elasticity case. Kouparitsas (2001) analyses the effects of different phase-in rates of the Canada-US and the North American Free Trade Agreements on their member countries, as well as the impact on the rest of their trading partners. The study shows that the size and distribution of the welfare gains from these trade agreements are quite sensitive to the speed of trade liberalization. The smaller member countries are better off under a more rapid phase-out of trade barriers, while the larger member countries/regions are better off under a slower phase-out. Kiyota and Stern (2005) compute the aggregate welfare and sectoral employment effects of the menu of the U.S. trade policies. The menu of policies encompasses (i) various preferential U.S. bilateral and regional FTAs negotiated and in process, (ii) unilateral removal of existing trade barriers by the U.S., its FTA partner countries, and the (iii) global (multilateral) free trade. The study finds that the welfare impacts of FTAs on the U.S. are rather small in both absolute and relative terms. The sectoral employment effects are also generally small, but vary across individual sectors depending on the patterns of bilateral liberalization.
The CGE modelling has contributed significantly to the economic impact analysis and policy formulations. Several concerns, however, surround the priors used and the policy simulations generated by giving hypothetical (actual) shocks to the CGE system. It is useful to compare ex-post evaluations with the actual data to validate or falsify the simulations. The actual data for the future, however, are not yet available in the present time. It is difficult to assess the accuracy and numerical precision of the simulated values of the endogenous variables in response to the hypothetical shocks to the exogenous variables in the absence of actual data or any limiting distributions of the policy simulations. The results from CGE models depend on the assumptions made, empirical magnitudes of the parameters (shares) used, functional form considered to represent the consumer tastes and production technology, data set used, and the equilibrium structure imposed on the model. The choice of "model closure" -which variables are treated as endogenous and which as exogenous -significantly affects the results. Different model closures can generate different policy simulations in terms of the responsiveness of endogenous variables to the shocks to the exogenous variables. The magnitude of response depends on the magnitude of the underlying elasticity parameters used in the model. The higher (lower) magnitudes of the elasticity parameters can magnify (reduce) the responsiveness of the endogenous variables. The elasticity parameters used are drawn from a separate strand of econometric studies, and these parameters vary across studies depending upon several factors including the sample period covered, frequency of data used, and the methodology employed to estimate the model.
Econometric Approach and the Ex-post Evaluations
An alternative tool of inquiry has been the econometric modelling approach. The econometric approach uses the historical data and examines the effects of conditioning factors on the endogenous variables. The econometric approach is useful not only to make an ex-post evaluation of the past and already implemented policies, but also to forecast the endogenous variables based on certain assumptions made about the likely evolutions of the exogenous variables in the model. The studies conducted in the 1960s and the 1970s have predominantly relied on the use of unconditional correlation and static regression analyses to assess the relationship between trade and economic growth. The unconditional correlations and standard static regression models are beset with several inherent shortcomings. The correlation does not imply causality and it does not control for the effects of a number of conditioning factors on economic growth. The standard regression models assume all regressors as exogenous, and predict unidirectional causality from trade to economic growth. These models preclude the possibilities of feedback effects and do not provide any information on the plausible reverse-causation from economic growth to trade. The development of non-causality tests since the late-1960s (Granger 1969; Sims 1980 ) facilitated the analysis of feedback effects, and spurred several studies assessing "export-led growth" versus "growth-led export" hypothesis (Singh 2010) . This conventional strand of research estimating the static models in levels and the dynamic models in (normally) first-differences remained dominant until the late-1980s. The ex-post recognition of some of the limitations of time-series Trade Openness and Economic Growth in Canada econometric models (since the 1980s) suggests that the studies estimating the long-run models in levels did not test stationarity and I(d), where d > 0, properties of the model series, while those estimating the models in first-differences ignored the possible long-run relationship among the level variables. It is likely that some or all of the variables in a model are individually I(d) and, in such case, regressing a I(d) variable on one or more I(d) variables leads to the problem of "spurious regression".
The endogeneity of regressors makes the standard OLS estimates biased and inconsistent and overturns the statistical inference. The efficiency of the instrumental variables (IV) estimator commonly used to alleviate endogeneity hinges heavily on the quality (weak or strong) and validity (non-orthogonality) of instruments. The instruments that are weakly related to endogenous regressors (weak instruments) and are non-orthogonal to the Gaussian disturbances (invalid instruments) can produce biased and inconsistent estimates. The weak instruments may yield biased two-stage least squares (2SLS) estimates even in large samples (Bound, Jaeger, and Baker 1995; Staiger and Stock 1997) . When several regressors in a model are instrumented, then the validity requirements for the instruments used for endogenous regressors become even more stringent (Staiger and Stock 1997) . It is, in fact, difficult to find appropriate instruments that are strongly correlated with endogenous regressors, but uncorrelated with the Gaussian disturbances. These considerations along with the commonly confronted "identification" and "convergence" problems in the economy-wide large simultaneous equation models reduced the appeal and out-fashioned the use of these models. In contrast, the compact macro-econometric models with a smaller set of simultaneous equations are inadequate to encompass all the sectors in the economy.
The empirical studies conducted until the late-1980s followed binary approaches and estimated the models using variables dichotomously in either levels or in first-differences. The models estimated on the variables in levels do not account for possible non-stationarity and are beset with "spurious regression" problem, while those estimated on the variables in first-difference examine only the short-run nexus and do not provide any information on the longrun relationship among variables. The paradigm shift in time-series econometrics since the late-1980s and the development of several optimal singleequation and vector autoregression (VAR)-based system estimators fashioned the use of a new approach to modelling long-run equilibrium and short-run dynamic relationships among variables. The studies conducted since the late1980s or early-1990s have predominantly used the efficient cointegration and error-correction models (ECMs) to re-assess the relationship between trade and economic growth. The ECMs encompass the variables in both levels and first-differences and resolve the problem of "spurious regression" without loosing long-run information. The ECMs are useful to distinguish between steady-state equilibrium and short-run dynamic relationship among variables. The estimating econometric methodology that is central to empirical evidence has, thus, been evolving and so have been the conclusions of the empirical research.
The paradigm shift in econometric methodology was closely followed by the development of micro-theoretic models of trade since the mid-1990s. These models disregard the assumption of representative firm underlying most traditional models based on Heckscher-Ohlin framework, and instead consider intrasectoral heterogeneity in productivity and export behaviour as arising from the "entry and exit" decisions of firms in the export market. The plant-level heterogeneity within the same industry potentially induces the reshuffling of resources and reallocation of market shares from less efficient to more efficient firms, and leads to the improvements in productivity. The empirical studies use longitudinal data and test two mutually-reinforcing hypotheses to explain higher productivity and X-efficiency of exporters as compared to non-exporters: "selfselection" and "learning-by-exporting" hypotheses. The self-selection hypothesis assumes the causal effects of firm-level productivity on exports, while learning-by-exporting hypothesis considers the feedback and learning effects of exports on firm-level productivity. The studies supporting self-selection hypothesis numerically overwhelm the studies supporting learning-by-exporting hypothesis. The dominant support for self-selection hypothesis provides stronger support for the effects of productivity and growth on trade as compared to the effects of trade on productivity and growth.
Several influential surveys have extensively reviewed the macroeconomic and microeconomic empirical evidence on the relationship between trade and economic growth, and reinforced the theoretically mixed and time-inconsistent support for the output and welfare gains of free trade (see Greenaway and Winters 1994; Williams 2000a, 2000b; Rodriguez and Rodrik 2000; Winters 2004; Lopez 2005; Wagner 2007; Singh 2010 Singh , 2011 . The macroeconomic evidence provides a dominant support for the positive and significant effects of trade on output and growth, while the microeconomic evidence lends larger support to the exogenous effects of productivity on trade, as compared to the effects of trade on productivity (Singh 2010) . Arkolakis, Costinot, and Rodríguez-clare (2012) argue that the research based on micro-level data over the last ten years has been very successful in that the new stylized facts have been uncovered and the new trade models have been developed to explain these facts. They examine as to what extent the answers to new micro-level questions have affected the answers to an old and central question in the field: how large are the welfare gains from trade? They summarise their results as: "so far, not much" (Arkolakis, Costinot, and Rodríguez-clare 2012) .
A number of studies examining the effects of trade on economic growth in Canada have provided support for the "export-led growth" hypothesis. Bodman (1996) uses cointegration and vector error-correction models, and tests the export-led growth hypothesis for Australia and Canada. The exports and labour productivity are cointegrated, suggesting that export-led growth hypothesis holds for both Australia and Canada, although the cointegrating relationship is of small order. The estimates of vector error-correction model suggest that the exports cause productivity growth, although the quantitative impacts are again small. The reverse causality is rejected for both the countries, except for the Canadian manufacturing sector for which there is a small significant positive effect of labour productivity on manufactured exports. Henriques and Sadorsky (1996) estimate VAR model and test Granger-causality among real exports, real GDP and real terms of trade for Canada. They find support for the steady-state cointegrating relationship among these variables. There is one-way Grangercausal relationship whereby the changes in GDP precede the changes in exports.
The study by Clausing (2001) examines the changes in trade patterns introduced by the Canada-United States Free Trade Agreement (CUSFTA). The results indicate that the CUSFTA had substantial trade creation effects, with little evidence of trade diversion. Zestos and Tao (2002) estimate vector error-correction model and perform Granger-causality tests to examine relationship among the rates of growth of exports, imports and GDP for the period 1948-1996 for Canada and the United States. They find strong support for Granger-causality among these three variables for Canada, but not an equally strong support for the United States. Baldwin and Gu (2003) examine the linkages between export-market participation and productivity performance in the Canadian manufacturing plants. The export participation is found to be associated with improved productivity. The effect is much stronger for the domestic-controlled plants than for the foreign-controlled plants, and for the younger businesses than for the older businesses. They argue that there is a learning effect associated with export activity, but the potential for improving productivity with entry to export markets differs across firms. Awokuse (2003) examines the export-led growth hypothesis and finds support for the long-run steady-state relationship among model variables, and for the uni-directional Granger-causality flowing from real exports to real GDP in Canada. The study provides support for "export-led growth" hypothesis in both short-run and long-run.
More recently, Awokuse and Christopoulos (2009) examine nonlinearities in the exports-output growth relationship for five industrialized economies (Canada, Italy, Japan, the U.K. and the U.S.). They find support for the export-led growth hypotheses for Canada, Italy, the U.K. and the U.S.A. The growth-led exports hypothesis is supported for Italy and Japan. Melitz and Trefle (2012) find that the recent research on the welfare gains from intra-industry trade has focused on three sources of gains: (i) gains from increased variety and economies of scale, (ii) productivity gains at industry level from shifting resources away from low-productivity firms and towards high-productivity firms, and (iii) productivity gains at firm level from innovating for a larger market. They review these three sources of gains from trade, and exhaustively study the causal effects of free trade agreement on the overall Canadian manufacturing productivity. They find that the Canadian manufacturing labour productivity rose by 13.8%, and argue that a single government policy could raise productivity by such a large amount and in such a short time-span is truly remarkable.
The policy formulation requires both (i) "ex-post" assessment of the already implemented policies based on historical data and (ii) "ex-ante" simulations for the expected outcomes of the given policy changes. Both CGE and econometric modelling approaches are useful complements and have contributed to the formulation and assessment of economic policies. The future forecasting in econometric approach is made based on certain assumptions about the likely evolutions of the exogenous variables used in the underlying model. Any modelling involves simplifications and trade-offs and it becomes difficult to unequivocally discern preference for one approach over the other. The merits are accompanied by the convincing caveats concerning the level of precision in the estimates (simulations) obtained from both CGE and econometric modelling approaches. The imposition of several untenable priors on the system, such as "general equilibrium" structure, magnitudes of elasticity parameters, and the consumer tastes and production technology, reduces the relevance of "ex-ante" policy simulations made for uncertain future in the CGE models. The econometric approach is kernel to both policy postulates and CGE models. The parameter estimates obtained in econometric approach are central to the formulation of economic policies and the generation of policy simulations in the CGE models. The study follows the econometric approach to examine the relationship between trade and economic growth in Canada.
The Model
The Cobb-Douglas technology of the profit-maximizing firms represented by Y = AK α L ð1 − αÞ suggests that the output is driven by an increase in the use of factor inputs and the exogenous improvements in technology; where 0 < α < 1, Y is output, L labour, K capital stock and A the labour-augmenting level of technology. The neoclassical Solow-Swan model of economic growth (Solow 
; where MP K is the marginal product of capital. The neoclassical model represented as
shows the effects of capital-labour ratio on output per capita and as
strates the effects of capital-labour ratio on the productivity of labour; where y ≡ Y=L is the output per worker, k ≡ K=L the capital per worker and N the working-age population. The capital stock, KðtÞ = IðtÞ + ð1 − δÞKðt − 1Þ; δ 2 ½0, 1, in period t-1 is augmented with gross investment, I(t), in period t, and an increase in I(t) generates higher accumulation of capital and leads to higher level of output. ). The AK model is basically the Solow-Swan model in which the share of capital is set equal to one, α = 1, and implied share of labour set equal to zero, ð1 − αÞ = 0. The conventional measure of L is merged and embodied as human capital in K. The capital, as such, is measured more comprehensively to encompass both physical and human capital. 3 There are constant, rather than diminishing, returns to raising capital-labour ratio and the MP K = ∂Y=∂K = A > 0. The number of workers remains constant and this implies that the growth rate of output per worker is simply equal to the growth rate of output. The output is linear in capital and AK model postulates perpetual growth through capital deepening, rather than innovations (Obstfeld and Rogoff 1996) . The permanent changes in economic policies that affect the rates of investment would lead to permanent changes in economic growth. While the prediction of perpetual growth of output per worker through the deepening of capital is more a theoretical possibility, the AK model underlines the significance of saving and 2 The investment becomes exactly equivalent to capital stock when δ = 1 in the capital accumulation equation, KðtÞ = IðtÞ + ð1 − δÞKðt − 1Þ; where δ is the rate of depreciation. The assumption of δ = 1 is indeed highly over-simplified. The study uses "gross", rather than "net", capital formation (investment) as a proxy for the capital stock.
3 The "AK theory" assumes that the aggregate production exhibits exactly constant returns to capital (Solow 2000) . The assumptions of (i) constant returns to capital and (ii) share of capital equal to unity (α = 1) seem over-simplified, since capital normally have a smaller share of around one-third of output. The assumption of α = 1, however, could be rationalized considering that capital, K, comprises both physical and human capital.
investment in the acceleration of output and economic growth. The influential study by Levine and Renelt (1992) finds that the rate of investment is positively and robustly correlated with long-run growth.
The strand of studies testing the "export-led growth" hypothesis postulates trade as the key lever of economic growth. The trade facilitates an access to wider markets, engenders economies of scale and generates positive externalities for the non-export sector. It is catalytic to the provision of high quality and less expensive intermediate inputs, optimal utilisation of productive capacity, efficient allocation of resources and increase in specialisation. The bi-variate models used to test "export-led growth" hypothesis in several studies seem misspecified in that these models do not control for the effects of the conditioning factors such as investment and imports on output and economic growth. The imports contribute to the creation of competition and serve as a conduit for the international diffusion of technology and unobservable ideas embodied in the imported goods. 4 A number of studies conducted in endogenous growth setting since the 1990s have augmented the neoclassical technology with several unconventional factors, and examined the effects of trade and trade policies on productivity and economic growth (Sachs and Warner 1995; Romer 1996, 1999; Edwards 1998; Alcala and Ciccone 2004) . This study models real GDP as a function of real exports, imports and investment. lnGDPðtÞ = α 0 + β 1 lnXðtÞ + β 2 lnMðtÞ + β 3 lnIðtÞ + εðtÞ; t 2 ½1, . . . , T
The β 1 > 0 and β 3 > 0 in model (1). The β 2 < 0 implies the Keynesian demandreducing and β 2 > 0 the post-neoclassical productivity-inducing effects of imports on output. 5 The residual term, εðtÞ~iid 0, σ 2 ð Þ, is well-behaved and follows the usual Gaussian iid properties. Model (1) is estimated on annual data for Canada for a time space T 2 1950, . . . , 2005 f g . All the variables are measured in natural logarithms. The GDP represents the real gross domestic product, I real investment, X real exports and M real imports. The real investment, I, is measured in terms of real gross capital formation. The real exports and imports are obtained by deflating the nominal exports and imports by the corresponding export and import price deflators. The export and import price deflators are measured in 4 The trade leads to an increase in productivity and economic growth by providing a wider range of intermediate inputs (Grossman and Helpman 1991; Rivera-Batiz et al. 1991a , 1991b and facilitating an international diffusion of technology Kortum 1994, 1996; Parente and Prescott 1994; Coe and Helpman 1995; Greenaway, Morgan, and Wright 1998, Greenaway, Sousa, and Wakelin 2004; Greenaway and Kneller 2004 , 2007 , 2008 . 5 For a related discussion on the productivity effects of imports and the role of international technology spillovers in economic growth, see Singh (2003) , Crespo, Martín, and Velázquez (2004) and Keller (2004) . 
Empirical Results

Unit Root Tests
The unit root tests are first performed to examine the time-series properties of the model series. The k th order augmented Dickey-Fuller (ADF) model (Dickey and Fuller 1981) is estimated with a drift and time trend, T.
The ADF test does not reject the null hypothesis of a unit root for all the log-level series (Table 1 ). The Phillips-Perron (PP) test (Phillips and Perron 1988) 
Note: (1) * and ** indicate the statistical significance and implied rejection of the null hypothesis at 1% and 5% levels, respectively; (2) The figures in round parentheses are the number of lags; (3) The truncation lags in ADF test are selected using the Akaike information criterion (AIC); (4) The PP test is performed using the spectral estimation lag windows (lw) of lw = 1 and lw = 4. Similarly, the KPSS test is performed using the lag windows of lw = 1 and lw = 4 for the residual variance of the Newey-West estimator (Newey and West 1987) . The results obtained from both the lag windows provided similar evidence for the null hypothesis and are, therefore, reported only for one of the lag windows (lw = 4) for both PP and KPSS tests.
reinforces the evidence and consistently does not reject the null hypothesis for all the log-level series. Both ADF and PP tests reject the null hypothesis of a unit root for all the log-differenced series. The KPSS test (Kwiatkowski et al. 1992) provides a mixed evidence in that it does not reject the contrary null hypothesis of no unit root for all the log-level as well as log-differenced series, except lnGDP, lnI and ΔlnGDP. The ADF and PP tests are known to have low power, while the KPSS test has a tendency to over-reject the null hypothesis in small samples. The ADF model is transformed using generalised least squares (GLS), and the asymptotically powerful DF-GLS, PT, DF-GLSu and QT tests (Elliott, Rothenberg, and Stock 1996; Elliott 1999) are carried out to cross-examine the evidence and assess the robustness of results.
The de-trended y d ðtÞ in model (3) is obtained as y d ðtÞ = yðtÞ −β 0 −β 1 t, and the parameters ðβ 0 ,β 1 Þ are estimated by regressing " y = y 1 , ð1 − "
; where " α = 1 + " cT − 1 , L is the lag operator and T the sample space for y(t). The lag-length, k, in model (3) is determined using the Modified Information Criterion (MAIC) of Ng and Perron (2001) ,
The τ T ðkÞ =σ 2 k
tk in model (4). The maximal lag is set at k max = int 12 T=100 ð Þ 1=4 n o = 10 and each autoregression is estimated using the same T − k max number of effective observations (Schwert 1989; Ng and Perron 2001) . The value of k that minimizes MAIC is selected as the optimal lag. The GLS-based point optimal tests generally do not reject the null hypothesis of a unit root for the log-level, but reject the null hypothesis for the log-differenced series (Table 1) . Both conventional and point optimal unit root tests, thus, point towards I(1) properties of the model series, though the evidence is not unambiguous ubiquitously across all the tests.
Tests for Cointegration and the Long-Run Estimates
Standard OLSEG and RLS Estimates
The long-run analysis is first carried out using the OLS-based two-step estimator of Engle and Granger (OLSEG) (1987) . The OLSEG sequentially involves the Trade Openness and Economic Growth in Canada estimation of a static regression model in levels, yðtÞ = α + βxðtÞ + εðtÞ, and then the estimation of an auxiliary, εðtÞ = γεðt − 1Þ + νðtÞ, or augmented auxiliary, ΔεðtÞ = γεðt − 1Þ + P k i = 1 ζ ðiÞΔεðt − iÞ + νðtÞ, regression to perform unit root tests on a common stochastic process, εðtÞ = yðtÞ − α − βxðtÞ, and test H 0 : εðtÞ~Ið1Þ (no cointegration among I(1) variables) against H 1 : εðtÞ~Ið0Þ (cointegration among I(1) variables). The study performs unit root tests on ε(t) and tests the mutuallyreinforcing null hypotheses of no cointegration (ADF and PP tests) and cointegration (KPSS test) among the model variables. The ADF test on εðtÞ is performed by estimating ΔεðtÞ = μ + γεðt − 1Þ + P k i = 1 ζ ðiÞΔεðt − iÞ + νðtÞ and using an autoregressive (AR) lag of k = 1. The PP and KPSS tests are each performed using the lag windows (lw) of lw = 1 and lw = 4. The results obtained from both the lag windows provided similar evidence for the null hypothesis in PP and KPSS tests and are, therefore, reported only for one of the lag windows (lw = 4). The figures in round parentheses are the t-ratios, in curly brackets the p-values, and in square brackets the 5% critical values for the null hypothesis of (i) a unit root in ε(t) for the ADF, PP (Davidson and Mackinnon 1993) and CRDW (Sargan and Bhargava 1983) tests and (ii) no unit root in ε(t) for the KPSS (Kwiatkowski et al. 1992) test. 6 The L, Lc and error σ 2 statistics of Hansen (1992) are for the null hypothesis of stability against the alternative of instability of the model parameters. The LB − Q~χ 2 is the Ljung-Box portmanteau statistic (Ljung and Box 1978) and it rejects the null hypothesis of no serial-correlation in the model residuals. The JB~χ 2 (1) is the Jarque-Bera statistic (Jarque and Bera 1980) Phillips and Ouliaris (1990) provides similar evidence for the null hypothesis. The KPSS test cross-validates the evidence and does not reject the contrary null hypothesis of no unit root in ε(t).
If the given I(1) sequences are cointegrated, then the residuals of a cointegrating model should be stable with long-run movements within some critical bounds. Xiao (1999) and Xiao and Phillips (2002) suggest that the cumulative sum (CUSUM) of recursive residuals test of Brown, Durbin, and Evans (1975) can be applied to the residuals of a cointegrating regression to test the direct null of cointegration. The study estimates the model using recursive least squares (RLS) and uses the CUSUM and the CUSUM of squared residuals (CUSUMSQ) tests to test the stability of the model (Figure 1 ). The F statistics are scaled by 5% critical value such that the value larger than unity implies rejection and that less than unity the acceptance of the null hypothesis of stability. The sequential F statistics remain below the critical unity grid, except for two spikes that cross the grid. The recursive residuals generally remain within the critical boundaries, except for few spikes that cross these boundaries. The temporal trajectories of the intercept, α 0 , exports, β 1 , and imports, β 2 , parameters are quite stable and have remained within the standard error confidence bands since the 1960s. The investment parameter, β 3 , however, seems unstable and has often been outside the upper critical band. The recursive analysis provides a mixed evidence. The CUSUM, CUSUMSQ and the temporal trajectories of β 1 and β 2 provide an unambiguous support, the sequential F test and the movements in recursive residuals a weak support, and the recursive trajectory of β 3 no support for the stability of long-run relationship among the model variables.
Optimal Single-Equation Estimates
The OLSEG and RLS estimates become biased and inefficient in the presence of non-orthogonality of regressors and serial-correlation of residuals. The "superconsistency" property of OLS indeed allows one to omit I(0) regressors from the cointegrating model and asymptotically ignore the problems of endogeneity and serial-correlation. In small samples, however, the OLS estimates remain biased and have inferential problems for the significance of long-run parameters. The bias is often substantial (Banerjee et al. 1993; Inder 1993 ) and the t statistics of the cointegrating coefficients are generally not valid for statistical inference. The study uses the generalized method of moments (GMM) estimator of Hansen (1982) as well as several optimal single-equation estimators to resolve the Trade Openness and Economic Growth in Canada problem of endogeneity of regressors and obtain the efficient parameter estimates. The triangular representation of the cointegrated system of Phillips (1991) , with I(1) series of Y(t) and X(t) and I(0) series of μ(t), suggests that the OLS estimator of β is consistent, but not generally fully efficient, YðtÞ = α + βXðtÞ + μðtÞ
[6]
The asymptotic distribution of OLS estimator depends on various nuisance parameters engendered by serial-correlation in μ(t) and by correlation between μ(t) and innovation term for ΔX(t) in model (7). The μ(t) and η(t) are crosscorrelated not only contemporaneously, but also at various lags and leads. Phillips (1991) suggests using the following representation for μ(t),
The ξ ðtÞ in model (8) is not correlated with ηðt − jÞ, ∀j 2 ½ − k, k. The cointegrating model (6) can be augmented with the lags and leads of ΔX(t) to resolve the cross-correlation between μ(t) and η(t) (Saikkonen 1991; Phillips and Loretan 1991; Stock and Watson 1993) . By substituting model (7) into model (8) and then substituting the resulting transform into model (6), the lags and leads cointegration estimator can be represented as
Since ξ ðtÞ is not correlated with ηðtÞ in model (8), it will also be uncorrelated with ΔX(t) in model (9). The ΔX(t) asymptotically eliminates the effect of endogeneity of X (t) on the distribution of the OLS estimator of β. If ξ ðtÞ is iid, then the standard distribution theory can be used to perform inference on the OLS parameter estimates While the lags and leads of ΔX(t) resolve the problem of endogeneity of X(t), they do not necessarily eliminate all the serial-correlation and heteroskedasticity in ξ ðtÞ. Watson (1989, 1993) suggest using the generalized least squares (GLS) to estimate model (9). The GLS estimates of standard errors and variance-covariance matrix could be used to construct the asymptotically valid chi-squared hypothesis tests on β. Phillips and Loretan (1991) argue that due to persistence in the effects of innovations arising from unit roots in the system, the lags of ΔX(t) are generally not an adequate proxy for the past history of μ(t) and they suggest using a parametric correction in model (9) to account for the potential serial-correlation in ξ ðtÞ. The requisite information set for valid conditioning is better modelled by using lagged equilibria than by using lagged differences of the dependent variable and they recommend augmenting model (9) with the lagged levels of ½YðtÞ − α − βXðtÞ.
jðjÞ½Yðt − jÞ − α − βXðt − jÞ + ζ ðtÞ
The ζ ðtÞ is serially uncorrelated and model (10) can be estimated using NLLS. Both DOLS and NLLS estimators are unbiased and asymptotically efficient in the presence of endogeneity of regressors and serial-correlation of residuals. These estimators explicitly model dynamics and I(0) terms, rather than stacking them into the OLS residuals, and provide efficient parameter estimates. An alternative to modelling I (0) dynamic processes is to use the fully-modified OLS (FMOLS) estimator of Phillips and Hansen (1990) . The FMOLS estimator starts with usual OLS regression and then, analogous to the Phillips-Perron (1988) unit root test, makes a non-parametric correction to account for the endogeneity-bias and serial-correlation that may show up in the OLS residuals. The FMOLS estimator is super-consistent and is asymptotically both unbiased and normally distributed (Park and Phillips 1988; Phillips and Hansen 1990; Hansen and Phillips 1990 ). The t-statistics of the long-run coefficients are asymptotically normally distributed, and the standard limiting distributions can be used to perform statistical inference in the FMOLS estimates. The GMM, DOLS, NLLS and FMOLS estimates of the model consistently support the positive and significant long-run effects of exports and investment on output (Table 2 ). The imports have the Keynesian demand-reducing, rather than post-neoclassical productivity-inducing, effects on output. The long-run parameter on imports is consistently negative and statistically significant across all the estimators. The lack of support for the productivity effects of imports is consistent with the theoretical predictions, which postulate that the technology flows discernibly from developed to developing (rather than vice versa), but marginally across developed countries. The results are robust to the variations in model structures (see Annexure 1). The conventional CUSUM and CUSUMSQ tests used to map the time-profile of the disequilibrium residuals become biased and inefficient when the model residuals are autocorrelated and regressors are characterised by endogeneity. Xiao and Phillips (2002) use the FMOLS estimator to resolve the problem of serial-correlation and endogeneity. They construct the cumulative sum (CS n ) and moving sum (MS n ) test statistics to test the direct null of "cointegration" against the alternative of "no cointegration" among I(1) variables. The study uses the optimal residuals obtained from all the GMM, DOLS, FMOLS and NLLS estimates of the long-run model to construct the cumula- Table 1 ; p. 49); (3) * and ** indicate the statistical significance at 1% and 5% levels, respectively; (4) The standard errors of the parameters in the DOLS and NLLS estimations are adjusted using the heteroscedasticity and autocorrelation consistent estimator of Newey and West (1987) . The coefficients of the lag, contemporaneous and lead firstdifferenced regressors used in the DOLS and NLLS estimations do not carry any economically meaningful interpretations and are, therefore, not reported to conserve space; (5) The instrument set comprises a constant and two lags of each regressor in GMM1, and a constant and three lags of each regressor in GMM2.
Trade Openness and Economic Growth in Canada (CUSUM) and moving sum (MOSUM) tests; whereε t represents the optimal residuals of the equilibrium relationship among variables,ω 2 u, x is a semi-parametric kernel estimator of ω 2 u, x and 0 < h < 1 is the bandwidth parameter for the moving window (see Xiao 1999; Xiao and Phillips 2002) . The new CUSUM and MOSUM tests, based on optimal residuals, overcome the problem of endogeneity of regressors and serial-correlation of residuals and provide efficient estimates, as compared to conventional CUSUM and CUSUMSQ tests based on standard OLS recursive residuals. The CS n statistics do not reject the null hypothesis of cointegration and, thus, reinforce the equilibrium relationship among model variables across all estimators (Table 2 ).
ML System Estimates
The most commonly used alternative to single-equation methodology is the maximum-likelihood (ML) system estimator of Johansen (1991) . It is useful to examine the number of cointegrating vectors and implied equilibrium relationships among the I (d) [11]
and takes a system-based account of endogeneity. Model (11) can be reparameterized as,
ΓðiÞΔXðt − iÞ +ÅXðt − 1Þ + μ + εðtÞ
The ΓðiÞ = − I − P k − 1 i = 1 ÅðiÞ
lnM lnI is a p × 1 vector of p number of I(1) variables, μ is a vector of constants and ε(t) is a p-dimensional vector of disturbances with zero mean and covariance matrix Σ so that εðtÞ~iid 0, AE ð Þ. Model (12) is estimated using k = 4 as suggested by the likelihood ratio (LR) test of Sims (1980) . The results suggest that both asymptotic λ-trace and λ-max consistently reject the null hypothesis of r = 0, but not r ≤ 1, and suggest the presence of one cointegrating vector (Table 3 ). The long-run parameters of the first cointegrating vector, normalised on lnGDP, carry the theoretically predicted positive signs for exports and investment and the negative sign for imports. The LR test rejects the null hypothesis of zero-restrictions on the parameters of exports and imports at 1% level. The results are robust to the variations in model structures (see Annexure 2).
The presence of cointegration does not necessarily imply that the estimated parameters are temporally stable. The test of parameter constancy, based on recursive estimation, is performed to test the temporal stability of the cointegrating vector Johansen 1993, 1999) . The test involves selecting a base sample of X − k + 1 , ..., X T0 and then recursively estimating the eigenvalues by increasing the samples X − k + 1 , ..., X t for t = T 0 + 1, ..., T. The recursive estimation is carried out in two different ways; one by reestimating the full system and all the parameters of model (12) including short-run dynamics for each sub-sample (called X-form), and second by reestimating only the long-run parameters α and β and concentrating out the short-run dynamics (called R1-form) prior to performing recursive estimation. The study starts with a base sample of 1954 and then it sequentially increases the sample through 2005. The recursive test statistics, X(t) and R1(t), are scaled by 5% critical value, such that the value less than unity implies acceptance and that larger than unity the rejection of the null hypothesis of constancy of β vector. Both X(t) and R1(t) statistics consistently suggest the temporal stability of the cointegrating vector (Figure 2 ).
Tests for Granger Non-Causality 4.3.1 Vector Error-Correction Model
The estimates of the cointegrating model show only the long-run equilibrium relationship and do not provide any information on the short-run dynamics. The Granger Representation Theorem (Engle and Granger 1987) postulates that if y(t) and x(t) sequences of a given regression model in levels, yðtÞ = α + βxðtÞ + εðtÞ, are I(1) and are cointegrated, then ΔyðtÞ = yðtÞ − yðt − 1Þ, ΔxðtÞ = xðtÞ − xðt − 1Þ and common stochastic process εðtÞ = yðtÞ − α − βxðtÞ are all I(0) and, in such case, there exists a valid error-correction representation of the time-series. The study estimates the vector error-correction model to measure the speed-of-adjustment towards steady-state equilibrium and test the null hypothesis of Granger noncausality. 
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[13]
[14]
ξ 3i ΔlnIðt − iÞ + α 3 zðt − 1Þ + υ 3t
[15]
The z(t -1) is the lagged error-correction term obtained from the first cointegrating vector of the long-run model and α i 2 ½0, − 1, ∀i = 1, 2, 3, 4, measures the speed of adjustment towards steady-state equilibrium. The first-differenced dynamic regressors and zðt − 1Þ are the two possible sources of non-causality in VECM. The standard errors of the parameters in VECM are adjusted using the heteroscedasticity and autocorrelation consistent (HAC) estimator of Newey and West (1987) . The significant parameter of the lagged error-correction term is relatively a more efficient method for rejecting the null hypothesis of no cointegration and determining the equilibrium relationship, as compared to the static OLSEG which does not account for the model dynamics (Kremers, Ericsson, and Dolado 1992) . The standard limiting distributions can be used to test the significance of the error-correction parameter. The results suggest that the coefficient of zðt − 1Þ carries the theoretically predicted negative sign in the 1981 1983 1985 1987 1989 1991 1993 1995 1997 1999 2001 2003 2005 X(t)
R1(t)
Figure 2: Recursive test of beta constancy.
Trade Openness and Economic Growth in Canada model with ΔlnGDP as the regressand; the coefficient is, however, statistically insignificant (Table 4) . Such an evidence seems inconsistent with the cointegrating relationship suggested by the ML estimates. The coefficients of the dynamic regressors carry the counterintuitive negative signs and are statistically 
Note: (1) The figures in square brackets are the F-statistics for the null hypothesis of zerorestrictions on the parameters of the first-differenced dynamic regressors; (2) The figures in round parentheses are the p-values; (3) *, ** and *** indicate the statistical significance at 1%, 5% and 10% levels, respectively.
insignificant in some cases. The VECM does not provide any support for the Granger-causal interaction between trade and economic growth. The impulse response and variance decomposition analyses are carried out to trace the response trajectories of the model series to the shocks to orthogonalized innovations. The impulse response functions (IRFs) are constructed using the estimated parameters and, since each parameter is estimated imprecisely, these functions also contain errors (Enders 2004) . The standard error bands around the impulse response functions are constructed to account for the parameter uncertainty inherent in the estimation process and map the width of the prediction intervals. The Monte Carlo simulations are performed using 10,000 draws, and the analysis is carried out for a time horizon of 10 years. Both IRFs and decomposition of variance suggest that the perceptible proportions of variations in GDP, exports and imports are explained by the shocks to their own innovations, rather than to the cross-innovations of other series. The GDP responds more to the innovations of exports and investment. Most of the variations in exports are explained by the shocks to the innovations of GDP and investment. The imports respond more to the innovations of GDP and exports followed by their response to investment. The investment displays large variations in response to the innovations of GDP followed by its response to imports and exports. The innovation accounting suggests (i) bidirectional Granger causality between GDP and exports, GDP and investment, imports and investment, and exports and investment and (ii) unidirectional Granger causality running from GDP and exports each to imports (Figure 3 , Table 5 ).
Over-Parameterized Level-VAR Model
The VECM approach to testing non-causality builds sequentially on the (i) pretesting of the model series for a unit root, (ii) determining of cointegration rank and (iii) eventually the testing of zero-restrictions on the parameters of short-run dynamic and long-run lagged disequilibrium regressors. The unit root tests used to determine the I(d) properties of the model series are known to have low power in small samples. The subsequent cointegration tests conditioned on unit root pre-tests and that non-causality tests conditioned sequentially on cointegration pre-tests could potentially contain a (severe) pre-test bias. The level-VAR alternatives for testing non-causality developed by Sims et al. (1990) in a trivariate setting and by Toda and Phillips (1993) Trade Openness and Economic Growth in Canada estimators of Sims et al. (1990) and Toda and Phillips (1993) , as such, are not free from pretesting and its associated pre-test bias.
An over-parameterized level-VAR estimator developed by Toda and Yamamoto (1995) (TY) bypasses all the pretesting requirements and is applicable to all VAR systems characterised by a stationary (around a deterministic trend) or integrated or cointegrated process of an arbitrary order. The estimator can be used even if the rank and stability conditions are not satisfied and there is no cointegration among the level variables (Zapata and Rambaldi 1997) . The first stage in TY estimator involves the estimation of a level-VAR model of order k augmented artificially with extra d max lag(s); where d max is the maximal order of integration of the system series. The VAR lag-length, k, can be determined using the usual model selection criteria and lag-length selection tests. The second stage involves the testing of zero-restrictions on the parameters of first k lagged (but not all lagged) regressors of level-VAR to draw long-run Granger-causal inference. [17]
The ω is a vector of intercept terms,
ξ ðiÞ a matrix of long-run parameters and ε a vector of white-noise residuals with usual Gaussian iid properties. The d max lag(s) augmentation represents the artificial over-loading of the true lag-length, k, and the resultant over-parameterization of the VAR model. The p-dimensional level-VAR model (17) can be represented as,
Under the null hypothesis of zero-restrictions on the parameters of each variable in vector X′ = ½lnGDP lnX lnM lnI for lags one to k, the Wald statistic has an asymptotic χ 2 distribution with usual degrees of freedom. The study uses k = 3 as (Table 6 ; Panel I). 
Note: (1) The figures in round parentheses are the p-values; (2) * and ** indicate the statistical significance at 1% and 5% levels, respectively. Some of the p-values are on the border line of critical region and, thus, strictly do not reject the null hypothesis at the indicated level of significance. The F-Statistics for zero restrictions on the coefficients of autoregressive lags of the dependent variable (diagonal elements in the table) are not reported, but are available from the author on request.
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These results provide support for unidirectional Granger-causal effects of exports, imports and investment each on output. The joint F statistics computed for the terms up to first k = 3 lags in the model estimated with q = [k + d max ] = [3 + 2] = 5 lags reject the null hypothesis (at 5% level) of zero restrictions on the parameters of lagged regressors of (i) lnX and lnI in the model with lnGDP as the regressand, (ii) lnI in the model with lnM as the regressand and (iii) lnGDP in the model with lnI as the regressand (Table 6 ; Panel II). 
Structural Breaks
The changes in economic policies and the shocks to demand and supply conditions could induce structural breaks, especially when the relationship among variables is estimated over a longer time-horizon. The structural breaks and switches in policy regimes reduce the power of cointegration tests, and weaken the robustness of statistical evidence obtained from one-regime estimators. It needs to be recognised that the timings of structural breaks may not strictly coincide with the timings of policy changes and economic shocks, as the adjustment process may not be instantaneous and the economic agents normally take time to recognise and adjust to the shocks and policy changes. The speed and degree of adjustment depend on several factors including the speed and magnitude of economic and policy changes and the process of expectation (adaptive or rational) formation. This sub-section allows structural breaks in the cointegrating vector and cross-examines the preceding evidence on the equilibrium relationship among variables obtained from one-regime estimators with time-invariant parameters and no structural break. The analysis is carried out using the single-equation estimator of Gregory and Hansen (1996) , ML system estimator of Johansen, Mosconi, and Nielsen (2000) and the new end-of-sample cointegration breakdown tests of Andrews and Kim (2006) .
OLSGH and ML Estimates
The OLS-based estimator of Gregory and Hansen (OLSGH) (1996) is the direct extension of the residual-based OLSEG, and it allows one-time structural break, via dummy variable, in either intercept or both intercept and slope. The break date is unknown, a priori, and is determined endogenously from the data. The first step in OLSGH involves the estimation of a set of static regression models augmented with (i) intercept dummy to account for level shift (Model I), (ii) intercept dummy and a linear trend to assess level shift with trend (Model II) and (iii) both intercept and slope dummies (entire coefficient vector) to determine the regime shift (Model III).
Model I: Constant; Level Shift:
Model II: Constant and Trend; Level Shift with trend:
Model III: Constant and Slope;
Regime Shift:
The δ t is a dummy variable that takes value 1 if it is below and value 0 if it is above the unknown break-point, and {·} is the integer part. The unknown regime shift parameter τ 2 0, 1 f g shows the (relative) timing of the change point in terms of a fraction of sample space, T. The structural change is reflected in the changes in intercept and/or slope. The second step involves the use of ADF unit root tests on ε t to test H 0 : ε t~I ð1Þ (no cointegration among I(1) variables) against H 1 : ε t~I ð0Þ (cointegration among I(1) variables) when the system is subjected to a structural break and regime shift. The observations are trimmed at both beginning and end of the sample space. The ADF(τ) statistics [denoted as GH-ADF*] are computed and the grid-search is performed over the trimmed interval to endogenously determine the break-point τ 2 0.15 × T, 0.85 × T f g . The minimised values of the GH-ADF* statistics do not reject the null hypothesis of no cointegration and, thus, do not provide any support for the equilibrium relationship among variables in all the three models (Table 7, Figure 4 ). 
Note: C denotes the model estimated with a constant, C/T the model with a constant and trend, and C/S the model with a constant and slope.
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The OLSGH assumes a single structural break and imposes, at the most, a single cointegrating vector on the model series. The system-based ML estimator of Johansen, Mosconi, and Nielsen (2000) is used to test the cointegration rank in the presence of multiple structural breaks. While the ML system estimator is non-informative with respect to the timing of structural break, it is useful to determine the number of cointegrating vectors in the presence of structural breaks at the known points in time. The multiple structural change model of Bai and Perron (2003) is first used to determine the number of structural breaks endogenously from the data. The estimates of Bai-Perron model suggest one break corresponding to 1963 and two breaks corresponding to 1963 and 1996. The study sets the exogenous break dummy (dummies) corresponding to 1963 in the model with one break in level (Model I) and 1963 and 1996 in the model with two breaks in level (Model II).
The estimates of the model with one structural break (1963) in level suggest that the asymptotic λ-trace (but not λ-trace adjusted for small-sample) rejects the null hypothesis of no cointegration and suggests the presence of long-run relationship among the level variables (Model I, Table 8 ). The long-run parameters of the first cointegrating vector, normalised on lnGDP, carry the positive signs for exports and investment and the negative sign for imports. The LR test rejects the null hypothesis of zero-restrictions on the parameters of exports and imports, but not of investment. The estimates of the model with two structural breaks in level (1963 and 1996) suggest that the asymptotic λ-trace rejects the null hypothesis of no cointegration and reinforces the presence of equilibrium relationship (Model II, Table 8 ). The long-run parameters of the first cointegrating vector, normalised on lnGDP, consistently carry the positive signs for exports and investment and the negative sign for imports. The LR test rejects the null hypothesis of zero-restrictions on the parameters of exports and investment, but not of imports. GH-ADF* GH-ADF* GH-ADF* 1 9 6 0 1 9 6 5 1 9 7 0 1 9 7 5 1 9 8 0 1 9 8 5 1 9 9 0 1 9 9 5 Year 1 9 6 0 1 9 6 5 1 9 7 0 1 9 7 5 1 9 8 0 1 9 8 5 1 9 9 0 1 9 9 5 Year 1 9 6 0 1 9 6 5 1 9 7 0 1 9 7 5 1 9 8 0 1 9 8 5 1 9 9 0 1 9 9 5 
New End-of-Sample Cointegration Breakdown Tests
The conventional structural break estimators and model stability tests rely on the assumption that the post-breakdown periods are relatively long and on the asymptotics in which the length goes to infinity with the sample size. The power of the conventional tests tends to decline as the break-point moves towards the end of the sample space. The cointegration breakdowns could occur even over the short periods and at any point in time such as at the end of the sample. The standard structural break estimators and model stability tests seem inadequate to take an efficient account of the short-period and end-of-sample breaks in the cointegrating relationship. Andrews and Kim (AK) (2006) develop the new end-ofsample cointegration breakdown tests that are efficient in the presence of shortperiod breaks in the cointegrating relationship. The AK tests are the generalizations of the Chow test for the null hypothesis of model stability. The null hypothesis that the cointegration prevails for the full-sample period is tested against the alternative hypotheses of cointegration breakdowns during the subsample periods. The AK tests are asymptotically valid when the length, m, of the post-breakdown period is fixed, as the total sample size, T + m, goes to infinity. The AK tests build on the estimation of the model represented by y t = x′ t β 0 + u t ; t 2 1, . . . , T f g x′ t β t + u t ; t 2 T + 1, . . . , T + m f g
The P 2 P a , P b , P c f gand R 2 R a , R b , R c f gtests are performed to test H 0 against H 1 . In P tests, the estimates for t 2 1, ..., T f gare used to construct the prediction errors,û t = y t − x′ tβ 1 − T : t 2 T + 1, . . . , T + m f g , and compute P a = P t = T + m t = T + 1û , respectively. The R tests draw on the locally best invariant (LBI) test for the presence of unit root disturbances in the second subsample t 2 T + 1, . . . , T + m f g . The choice of the best test among P 2 P a , P b , P c f g and R 2 R a , R b , R c f gtests is not unambiguously clear in that the P a and R a tests are inferior to others in terms of size, while the remaining four tests are not as easy to distinguish. The P b and R b tests tend to reject too often under the null hypothesis, as compared to P c and R c tests. The P c and R c appear to be the best tests. Of these, P c has somewhat better size properties as compared to R c , while R c has power that is less variable across different distributions as compared to P c . On balance, AK prefer P c because of its somewhat better size properties as compared to R c .
The study performs all the P 2 P a , P b , P c f gand R 2 R a , R b , R c f gtests on the model estimated using the standard OLS and FMOLS estimators. The null hypothesis that the cointegration prevails from 1951 to 2005 is tested against the alternative hypotheses of cointegration breakdowns during 1985-2005, 1990-2005, 1995-2005, 2000-2005, 2001-2005, 2002-2005, and 2003-2005 (Table 9 ). The p-values for the P 2 P a , P b , P c f gand R 2 R a , R b , R c f gtest statistics are computed using the parametric sub-sampling method suggested by Andrews and Kim (2006) . 8 The results suggest that the parameters of export and investment are consistent in terms of both sign (positive) and magnitude across estimators and sub-sample periods ( Table 9) . The parameter of imports shows some variations in terms of its magnitude and algebraic sign across sub-sample periods. Both P c and R c statistics consistently do not reject the null hypothesis of cointegration against all the alternative hypotheses of cointegration breakdowns. The results are predominantly consistent across OLS and FMOLS estimators as well as across P 2 P a , P b , P c f gand R 2 R a , R b , R c f gtests. The 8 The t-values for the P 2 P a , P b , P c f gand R 2 R a , R b , R c f gtests computed using the parametric sub-sampling method suggested by Andrews and Kim (2006) are available from the author on request.
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Test Statistics Trade Openness and Economic Growth in Canada cointegration, thus, prevails after allowing for short-period breaks in the cointegrating vector.
Conclusions
This study has examined the effects of international trade and investment on output and tested the null hypothesis of Granger non-causality among trade, investment and economic growth in Canada. The long-run model is estimated using several single-equation and system estimators to assess the robustness of results across methodologies. The single-equation, OLSEG, GMM, DOLS, NLLS and FMOLS, estimates of the model provide consistent support for the positive and significant longrun effects of exports and investment on output. The long-run parameter on imports is consistently negative and statistically significant across all the estimators. The conventional and new CUSUM tests suggest the temporal stability of equilibrium residuals and reinforce the cointegrating relationship. The ML system estimates cross-validate the steady-state relationship and suggest the positive effects of exports and investment and the negative effects of imports on output. The estimates of vector error-correction model do not provide any support for the Granger-causal interaction between trade and economic growth. The innovation accounting suggests bidirectional Granger causality between output and exports. The over-parameterized level-VAR estimates instead suggest unidirectional Granger-causality from exports, imports and investment each to output. The estimates of the model with structural breaks support the long-run relationship. The evidence, however, is not unambiguous ubiquitously across all the tests in that the OLSGH estimates do not support, while the ML estimates and the new end-of-sample cointegration breakdown tests support the cointegrating relationship among the model variables. The evidence supporting the positive and significant long-run effects overwhelms the evidence providing weak or no support for the effects of trade on output. The mixed, but dominant, support for the positive and significant long-run effects of trade and investment on output across estimators provides a distilled description of the analogously mixed, but dominant, support for the effects of trade on output and economic growth in the literature at large. The dispersion in results across estimators and test statistics provides an encapsulated mimic of the dispersion in conclusions across empirical studies that analogously use a diverse range of methodologies to estimate the model and examine the effects of trade on output and economic growth. It follows that the academic controversies in the empirical research on modelling the economic relationships in general and the trade and economic growth nexus in particular could be partly ascribed to the analogous use of different methodologies and test statistics across studies.
