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In spite of enormous theoretical and experimental progresses in quantum uncertainty relations, the exper-
imental investigation of most current, and universal formalism of uncertainty relations, namely majorization
uncertainty relations (MURs), has not been implemented yet. A significant problem is that previous studies on
the classification of MURs only focus on their mathematical expressions, while the physical difference between
various forms remains unknown. First, we use a guessing game formalism to study the MURs, which helps
us disclosing their physical nature, and distinguishing the essential differences of physical features between di-
verse forms of MURs. Second, we tighter the bounds of MURs in terms of flatness processes, or equivalently,
in terms of majorization lattice. Third, to benchmark our theoretical results, we experimentally verify MURs in
the photonic systems.
Introduction.—In the quantum world, measurements allow
us to gain information from a system, and the action of mea-
surements on quantum systems is fully embraced in the areas
of quantum optics, quantum information theories, and quan-
tum communication tasks. It is therefore of great practical
interest to study the limitations and precisions of quantum
measurements. In taking the measurements on board, how-
ever, it appears that quantum mechanics imposes strict limi-
tation on our ability to specify the precise outcomes from in-
compatible measurements simultaneously, which is known as
“Heisenberg Uncertainty Principle” [1].
In the context of the uncertainty principle, both variance
[2–13] and entropies [3, 4, 14–40, 43, 44] are by no reason the
most adequate to use. The attempt to find all suitable uncer-
tainty measures has triggered the interest of the scientific com-
munity in the quest for a better understanding and exploitation
of the precisions of quantum measurements. As previously
shown in [6, 46], any eligible candidate of uncertainty mea-
sures should be: (i) non-negative; (ii) a function only of the
probability vector associated with the measurement outcomes;
(iii) invariant under permutations; (iv) nondecreasing under a
random relabeling. According to these restrict conditions, a
qualified uncertainty measure should be a non-negative Schur-
concave function, and the majorization uncertainty relations
(MURs) arise from the fact that all Schur-concave functions
can, in general, preserve the partial order induced by ma-
jorization [47–49]. Based on the mathematical expressions,
the notions of MURs are classified into two categories; that
are direct-product MUR (DPMUR) [6, 50] and direct-sum
MUR (DSMUR) [7, 52]. In the original work of [7], the es-
sential differences of mathematical features between DPMUR
and DSMUR (i.e. tensor and direct-sum) are compared and
analyzed. However, it is fair to say, that our understanding of
the physical essences of MURs is still very limited.
In this work, our first contribution, which also reflects the
original intention of this work, is to characterize the essen-
tial differences of physical features between DPMUR and
DSMUR theoretically. More precisely, we show that the dif-
ference between these MURs are more than its mathemati-
cal expressions, what really matters is the joint uncertainty
they represent. DPMUR is identified as a type of spatially-
separated joint uncertainty, and meanwhile DSMUR is rec-
ognized as a type of temporally-separated joint uncertainty.
Despite previous developments on MURs, there is still a gap
between their optimal bounds and the ones constructed in
[6, 7, 50, 52]. Our second contribution is to fill this gap by
applying a technique, called flatness process [53], which is
also known as concave envelope in Mathematics.
Besides theoretical advancements, the experimentally im-
plementations of quantum uncertainty relations are also al-
ready of great interest, as they are a pioneering demonstration
of the limitations on quantum measurements, and may also in-
spire breakthrough in modern quantum technologies. So far,
the uncertainty relations based on variance and entropies have
been successfully realized in various physical systems, in-
cluding neutronic systems [54–56], photonic systems [57–63],
nitrogen-vacancy (NV) centres [64], nuclear magnetic reso-
nance (NMR) [65], and so forth. However, an experimental
demonstration of the uncertainty relations given by majoriza-
tion has never been shown. To boost the experimentally study
of the uncertainty relations, it is highly desirable to know how
to investigate MURs in a physical system. The third contribu-
tion of this work is that we implement the MURs by measur-
ing a qudit state encoded with the path and polarization degree
of the freedom of a photon system for the first time.
Direct-Product.—The construction of DPMUR proposed
in [6, 50] is best formulated as a game, shown in Fig. (1a),
between an experimentalist (Alice) and a referee (Bob) try-
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FIG. 1: (color online) Schematic illustration of the DPMUR (a) and
DSMUR (b).
ing to guess the measurement outcomes. More explicitly, the
game considered here is as follows: two black boxes Γρ are
located in different positions, each of them provides a quan-
tum state ρ to Alice and She implements her measurements M
and N to the input state separately in each round. Alice knows
the measurement outcome from experiments, but she does not
know the actual state given to her. By repeating the same pro-
cedure a sufficient number of times, Alice derive distinct pairs
of measurement outcomes, and the goal of Bob is to guess k
distinct pairs of them correctly.
Mathematically, Γρ is a preparation channel, generating
quantum state ρ on a Hilbert spaceH  Cd [66]. The outcome
a of the positive operator valued measure (POVM) M = {Ma}
occurs with probability pa := Tr(Ma ρ) (a = 1, . . . , n). Simi-
larly, we implement the measurement N, and denote the cor-
responding probability distribution by qb := Tr(Nb ρ) (b =
1, . . . ,m). We collect the numbers pa and qb into two proba-
bility vectors p and q, respectively.
In the present scheme, the joint uncertainty between p and
q is captured by the maximal probability of Bob in win-
ning the game. For example, when Alice receives outcome
(a, b) from measurements, Bob will have a maximal probabil-
ity maxρ paqb to win. In general, if Alice receive k distinct
pairs of outcomes, then the quantum mechanics gives Bob Rk
chance to win, with
Rk := max
Ik
max
ρ
∑
(a,b)∈Ik
paqb,
where Ik ⊂ [n] × [m] is a subset of k distinct pair of indices.
Here [n] = {1, . . . , n} is the set of natural numbers ranging
from 1 to n, and k ∈ [mn]. Clearly, such guessing game can
be reformulated as the following mn inequalities∑
(a,b)∈Ik
paqb 6 Rk. ∀k ∈ [mn]
A concise approach of expressing the inequalities mentioned
above is to use the majorization “≺” [49]; A probability vector
x ∈ Rn is majorizied by y ∈ Rn, i.e. x ≺ y, if and only if∑k
j=1 x
↓
j 6
∑k
j=1 y
↓
j for all 1 6 k 6 n − 1. Here the down-arrow
indicates that the components of the vectors are arranged in
a non-increasing order. Now we can abbreviate the guessing
game into one inequality
p ⊗ q ≺ r, (1)
with r := (R1,R2 − R1, . . . ,Rmn − Rmn−1). Consequently, the
essence of DPMUR is captured by our framework of guessing
game, which demonstrates a spatially-separated joint uncer-
tainty. Note that Rk can be in general difficult to calculate
explicitly, as they involve an optimization problem. However,
the authors of [6] provide us a calculate-friendly bound t, sat-
isfying p ⊗ q ≺ r ≺ t.
Physically, MURs are very general; they encompass the
most well-known entropic functions used in quantum infor-
mation theory, but they are not restricted to these functions.
Mathematically, majorization lattice forms a complete lattice;
the optimal bounds for MURs exist. To obtain the optimal
bounds, it suffices to perform a standard process (flatness pro-
cess) F . Hence, the implementation of the process F on
p ⊗ q ≺ r ≺ t could lead to a new relation
p ⊗ q ≺ F (r) ≺ r ≺ F (t) ≺ t, (2)
where r and t are the bounds given in [6]. Because of the
mathematical properties of flatness process (concave enve-
lope), the vector F (r) is optimal. However, a major drawback
of F (r) is that the calculation of F (r) is even harder than r.
With the help of flatness process, we also obtain an effectively
computable bound F (t), which is tighter than the original t.
We defer the construction of t, and the rigorous definition of
flatness process to the Supplementary Material [67].
Direct-Sum.—Our protocol of DSMUR combines guessing
game with a binary random number generator R, shown in
Fig. (1b); in each round, the measurement is determined by R.
More specifically, R outputs number 0 with probability λ, and
1 with probability 1 − λ. After receiving 0, Alice performs
M, otherwise she implements N. Again the goal of Bob is
to guess the measurement outcome of Alice. The maximal
probability for Bob to guess k outcomes correctly is given by
S k := max|I|+|J|=k
max
ρ
∑
a∈I⊂[n]
b∈J⊂[m]
(λpa + (1 − λ)qb)
where | • | denotes the cardinality of •. There exists an efficient
way of computing the success probability S k. Let us define an
operator Gc as
Gc(λ) :=
 λMc 1 6 c 6 n,(1 − λ)Nc−n n + 1 6 c 6 n + m.
Then the quantity S k becomes
S k(λ) = max|I|=k
λ1
 ∑
c∈I⊂[n+m]
Gc(λ)
 ,
where λ1(•) denotes the maximum eigenvalue of the argument.
Now we can conclude our guessing game within one inequal-
ity by using majorization; that is
λp ⊕ (1 − λ)q ≺ s(λ), (3)
3FIG. 2: (color online) Experimental setup. In the single-photon source module, the photon pairs generated in spontaneous parametric down-
conversion are coupled into single-mode fibers separately. One photon is detected by a single-photon detector (SPD) acting as a trigger. In
the state preparation module, a qudit is encoded by four modes of the single photon. H and V denote the horizontal polarization and vertical
polarization of the photon, respectively. The subscripts u and d represent the upper and lower spatial modes of the photon, respectively. The
half-wave plates (H1, H2) and beam displacer (BD1) are used to generate desired qudit state. In the measurement module, the red HWPs with
an angle of 45◦ and beam displacers (BDs) comprise the interferometric network to perform the desired measurement; the yellow HWP with
an angle of 0◦ are inserted into the middle path to compensate the optical path difference between the upper and lower spatial modes. To realize
measurement B shown in Eq. (5), two quarter-wave plates are need to be inserted in device (b). Output photons are detected by SPDs.
with s(λ) := (S 1(λ), S 2(λ) − S 1(λ), . . . , S m+n(λ) − S m+n−1(λ)).
In the framework of DSMUR, classical uncertainty of the ran-
dom number generator is injected into the guessing game, and
as a consequence λp⊕ (1−λ)q is a hybrid type of uncertainty,
mingling both classical and quantum uncertainties. Quite re-
markably, the measurements, monitored by R, can be imple-
mented in the same position but cannot performed simultane-
ously, and hence λp⊕ (1− λ)q reveals a temporally-separated
joint uncertainty. It should be stressed here that the original
DSMUR [7, 52] is a special case of our notion by first taking
λ = 1/2, and then timing the scalar 2, i.e. p ⊕ q ≺ 2s(1/2).
Let us now consider the DSMUR after flatness process
λp ⊕ (1 − λ)q ≺ F (s(λ)) ≺ s(λ). (4)
Unlike the case of DPMUR, the vector F (s(λ)) is optimal
and can be calculate explicitly. Moreover, for DSMUR with
uniform distribution, i.e. λ = 1/2, one can easily show that
p⊕q ≺ 2F (s(1/2)) ≺ 2s(1/2). Note that, the flatness process
cannot be applied to p ⊕ q ≺ 2s(1/2) directly [3, 4], since the
results presented in [53] are only designed for probabilities.
To accommodate this, a more general lemma is proved in our
Supplementary Material [67].
Experimental setup.—The experimental setup used for
verifications of DPMUR and DSMUR is shown in Fig. 2. It
consists of single-photon source (see Supplementary Material
for details), state preparation, and measurement modules.
In the state preparation module, we prepare a family
of 4-dimensional states with parameters θ and φ, |ψθ,φ〉 =
cos θ sin φ|0〉 + cos θ cos φ|1〉 + sin θ|2〉 + 0|3〉, which is en-
coded by four modes of a single photon. States |0〉 and |1〉 are
encoded by different polarizations of the photon in the lower
mode, and |2〉 and |3〉 are encoded by polarization of the pho-
ton in the upper mode. The beam displacer (BD) causes the
vertical polarized photons to be transmitted directly, and the
horizontal polarized photons to undergo a 4 mm lateral dis-
placement. When the photon passes through a half-wave plate
(H1) with a certain setting angle, it is splited by BD1 into two
parallel spatial modes – upper and lower modes. Therefore the
photon is prepared in the desired state |ψθ,φ〉, with parameters
θ and φ are controlled by the plates H1 and H2, respectively.
In the measurement module, we consider a setting with a
pair of measurements
A = {|0〉, |1〉, |2〉, |3〉}
B =
{(|0〉 − i|1〉 − i|2〉 + |3〉)/2, (|0〉 − i|1〉 + i|2〉 − |3〉)/2,
(|0〉 + i|1〉 − i|2〉 − |3〉)/2, (|0〉 + i|1〉 + i|2〉 + |3〉)/2}
(5)
and another one with multi-measurements
C1 = {|0〉, |1〉, |2〉, |3〉}
C2 =
{
|0〉, |2〉 + |3〉√
2
,
|1〉 + |2〉 − |3〉√
3
,
2|1〉 − |2〉 + |3〉√
6
}
C3 =
{ |2〉 + |3〉√
2
, |1〉, |0〉 + |2〉 − |3〉√
3
,
2|0〉 − |2〉 + |3〉√
6
}
.
(6)
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FIG. 3: (color online) Experimental investigation of DPMUR and
DSMUR with two measurements. Lorenz curves in (a) and (b)
show the experimental datum for DPMUR and DSMUR with states
|ψpi/4,φ〉, and the Lorenz curves in (c) and (d) exhibit the joint uncer-
tainties of DPMURs and DSMURs with states |ψθ,pi/4〉. Blue curves
represent the previous bounds t (s(1/2)), and our improved bounds
F (t) (F (s(1/2)))) are highlighted in red. The dotted lines marked
with different colours indicate joint uncertainties with different pa-
rameters.
In Fig. (2), device (a) is used to realize measurements A
and C1. In the presence of quarter-wave plates with an angle
of 45◦, device (b) is used to realize measurement B, and the
setting angles of H3–H6 are 45◦, 0◦, 22.5◦, and 22.5◦. On the
other hand, in the absence of quarter-wave plates, device (b) is
exploited to implement measurement C2(C3) when the setting
angles of H3–H6 are 22.5◦, 0◦(45◦), 27.4◦, and 0◦.
Experimental results.—The experimental datum induced
by performing measurements (5, 6) on |ψθ,φ〉 are acquired,
and the target of verifying the MURs is fulfilled. In order
to unfold the MURs intuitively and geometrically, we employ
the technique of Lorentz curve [49]; for an non-negative vec-
tor x = (xi)ni=1 with non-increasing order, the corresponding
Lorenz curve L(x) is defined as the linear interpolation of the
points {(k,∑ki=1 xi)nk=0} with the convention (0, 0) for k = 0.
Based on Lorenz curves, we have L(x) lays everywhere be-
low L(y) if and only if x ≺ y.
For measurements A and B, the bound t for DPMUR p⊗q,
introduced in [6, 50], is given by (0.5625, 0.1661, 0.2714),
and the bound 2s(1/2) for DSMUR p ⊕ q, introduced
in [7], is given by (0.5, 0.2071, 0.2929). To further im-
prove previous results on MURs, we apply the flatness
process F to the bounds t, s(1/2), and acquire F (t) =
(0.5625, 0.21875, 0.21875), F (s(1/2)) = (0.5, 0.25, 0.25). In
Fig. (3), the dotted lines are obtained by transforming the ex-
perimental datum into Lorenz curves. The experimental plots
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FIG. 4: (color online) Experimental investigation of DPMURs and
DSMURs with three measurements. The plots in (a) and (b) show
the joint uncertainties of the quantum state |ψpi,φ〉 varied with φ un-
der measurements C1, C2, C3, and our bound F (t′), F (s′(1/3))
by means of the Lorenz curves. The plots in (c) and (d) show
the Shannon entropic uncertainty relations, with measurements C1,
C2, C3, of states |ψpi,φ〉 and |ψθ,pi/2〉 respectively. Here the curves
marked with magenta, green, and blue stand for the uncertainty as-
sociated with measurements C1, C2 and C3; that are H(C1), H(C2)
and H(C3), and the curve dyed red represents their joint uncertain-
ties
∑
i H(Ci). The dotted line (H(F (t′)) = 0.7651) and solid line
(H(3F (s′(1/3))) = 0.7979) are the bounds of DPMUR and DSMUR.
Error bars emphasize the standard deviation of our experimental da-
tum.
depicted in Fig. (3) confirm the betterments of our bounds by
showing that all experimental datum-induced Lorenz curves
lay below our bounds F (t) (F (s(1/2))), and our bounds are
under the previous ones t (s(1/2)).
For measurements C1, C2 and C3, the bound F (t′) for DP-
MUR is given by (0.7773, 0.2227), and the bound F (s′(1/3))
for DSMUR is given by (1, 1, 0.7583, 0.2417)/3. In Fig. 4 (a)
and (b) we see that the joint uncertainties associated with dif-
ferent parameters φ of the states |ψθ,φ〉 are marjorized by our
boundsF (t′) andF (s′(1/3)). Entropies are important tools in
both information theory and quantum information theory, and
they are closely related to the majorization. From the prop-
erties of majorization, it follows the entropic uncertainty re-
lations
∑
i H(Ci) > H(F (t′)) and ∑i H(Ci) > H(3F (s′(1/3)))
with H stands for the Shannon entropy. All of this can be seen
in Fig. 4 (c) and (d).
Conclusions.–Our guessing game formalism of MURs en-
able us to classify DPMUR and DSMUR into spatially-
separated and temporally-separated joint uncertainties accord-
ingly, which differs from previous developments and, more
important, exhibit the essential differences of physical fea-
5tures between DPMUR and DSMUR theoretically. We also
implemented an optical experiment that demonstrates the
MURs. In order to present the experimental data efficiently,
a novel technique, called Lorenz curve, has been employed.
Furthermore, it is advantageous to apply the techniques of flat-
ness process to tighter the bounds of MURs, and its efficiency
is confirmed by our experiment. The existence of MURs pro-
vides tremendous flexibility in formulating uncertainty rela-
tions, and greatly enhance our understanding of quantum me-
chanics. Therefore, the new formalism, and tighter bounds,
as well as the corresponding experimental investigation pre-
sented in this work would deeper our knowledge of the quan-
tum world.
Acknowledgements: This work is supported by the Na-
tional Natural Science Foundation of China (Grants No.
11574291 and No. 11774334), China Postdoctoral Sci-
ence Foundation (Grant No. 2016M602012 and No.
2018T110618), National Key Research and Development
Program of China (Grants No. 2016YFA0301700 and
No.2017YFA0304100), and Anhui Initiative in Quantum In-
formation Technologies. Y. Xiao and G. Gour acknowledge
NSERC support. S.-M. Fei acknowledges financial support
from the National Natural Science Foundation of China under
Grant No. 11675113 and Beijing Municipal Commission of
Education (KZ201810028042).
∗ Electronic address: yunlong.xiao@ucalgary.ca
† Electronic address: gyxiang@ustc.edu.cn
[1] W. Heisenberg, U¨ber den anschaulichen Inhalt der quantentheo-
retischen Kinematik und Mechanik, Z. Phys. 43, 172 (1927).
[2] E. H. Kennard, Zur quantenmechanik einfacher bewe-
gungstypen, Z. Phys. 44, 326 (1927).
[3] H. Weyl, Gruppentheorie und Quantenmechanik (Hirzel,
Leipzig, 1928) [English translation, H.P. Robertson, The Theory
of Groups and Quantum Mechanics (Dover, New York, 1931)].
[4] H. P. Robertson, The uncertainty principle, Phys. Rev. 34, 163
(1929).
[5] E. Schro¨dinger, Uber die kraftefreie bewegung in der relativis-
tishen quantenmechanik, Ber. Kgl. Akad. Wiss. Berlin 24, 296
(1930).
[6] Y. Huang, Variance-based uncertainty relations, Phys. Rev. A 86,
024101 (2012).
[7] L. Maccone and A. K. Pati, Stronger uncertainty relations for all
incompatible observables, Phys. Rev. Lett. 114, 039902 (2015).
[8] Y. Xiao, N. Jing, X. Li-Jost, and S.-M. Fei, Weighted uncertainty
relations, Sci.Rep. 6, 23201 (2016).
[9] Y. Xiao and N. Jing, Mutually Exclusive Uncertainty Relations,
Sci.Rep. 6, 36616 (2016).
[10] Y. Xiao, N. Jing, B. Yu, S.-M. Fei, and X. Li-Jost, Strong
variance-based uncertainty relations and uncertainty intervals
arXiv: 1610.01692.
[11] H. de Guise, L. Maccone, B. C. Sanders, and N. Shukla, State-
independent preparation uncertainty relations, Phys. Rev. A 98,
042121 (2018).
[12] Z. -X. Chen, H. Wang, J. -L. Li, Q. -C. Song, and C. -F. Qiao,
Tight N-observable uncertainty relations and their experimental
demonstrations, Sci.Rep. 9, 5687 (2019).
[13] Y. Xiao, C. Guo, F. Meng, N. Jing, and M.-H. Yung, Incompat-
ibility of observables as state-independent bound of uncertainty
relations, Phys. Rev. A 100, 032118 (2019).
[14] D. Deutsch, Uncertainty in quantum measurements, Phys. Rev.
Lett. 50, 631 (1983).
[15] M. H. Partovi, Entropic formulation of uncertainty for quantum
measurements, Phys. Rev. Lett. 50, 1883 (1983).
[16] K. Kraus, Complementary observables and uncertainty rela-
tions, Phys. Rev. D 35, 3070 (1987).
[17] H. Maassen and J. B. M. Uffink, Generalized entropic uncer-
tainty relations, Phys. Rev. Lett. 60, 1103 (1988).
[18] I. D. Ivanovic, An in equality for the sum of entropies of unbi-
ased quantum measurements, J. Phys. A 25, L363 (1992).
[19] J. Sa´nchez, Entropic uncertainty and certainty relations for
complementary observables, Phys. Lett. A 173, 233 (1993).
[20] M. A. Ballester and S. Wehner, Entropic uncertainty relations
and locking: tight bounds for mutually unbiased bases, Phys.
Rev. A 75, 022319 (2007).
[21] S. Wu, S. Yu, and K. Mølmer, Entropic uncertainty relation for
mutually unbiased bases, Phys. Rev. A 79, 022104 (2009).
[22] M. Berta, M. Christandl, R. Colbeck, J. M. Renes, and R. Ren-
ner, The uncertainty principle in the presence of quantum mem-
ory, Nature Phys. 6, 659 (2010).
[23] C.-F. Li, J.-S. Xu, X.-Y. Xu, K. Li, and G.-C. Guo, Experi-
mental investigation of the entanglement-assisted entropic un-
certainty principle, Nat. Phys. 7, 752 (2011).
[24] R. Prevedel, D. R. Hamel, R. Colbeck, K. Fisher, and K. J.
Resch, Experimental investigation of the uncertainty principle in
the presence of quantum memory and its application to witness-
ing entanglement, Nat. Phys. 7, 757 (2011).
[25] Y. Huang, Entropic uncertainty relations in multidimensional
position and momentum spaces, Phys. Rev. A 83, 052124 (2011).
[26] M. Tomamichel and R. Renner, Uncertainty relation for smooth
entropies, Phys. Rev. Lett. 106, 110506 (2011).
[27] P. J. Coles, R. Colbeck, L. Yu, and M. Zwolak, Uncertainty
relations from simple entropic properties, Phys. Rev. Lett. 108,
210405 (2012).
[28] P. J. Coles and M. Piani, Improved entropic uncertainty re-
lations and information exclusion relations, Phys. Rev. A 89,
022112 (2014).
[29] J. Kaniewski, M. Tomamichel, and S. Wehner, Entropic uncer-
tainty from effective anticommutators, Phys. Rev. A 90, 012332
(2014).
[30] F. Furrer, M. Berta, M. Tomamichel, V. B. Scholz, and M. Chri-
standl, Position-momentum uncertainty relations in the presence
of quantum memory, J. Math. Phys. 55, 122205 (2014).
[31] J.-L. Li and C.-F. Qiao, Reformulating the Quantum Uncer-
tainty Relation, Sci. Rep. 5, 12708 (2015).
[32] M. Berta, S. Wehner, and M. M. Wilde, Entropic uncertainty
and measurement reversibility, New J. Phys. 18, 073004 (2016).
[33] Y. Xiao, N. Jing, S.-M. Fei, T. Li, X. Li-Jost, T. Ma, and Z.-X.
Wang, Strong entropic uncertainty relations for multiple mea-
surements, Phys. Rev. A 93, 042125 (2016).
[34] Y. Xiao, N. Jing, S.-M. Fei, and X. Li-Jost, Improved uncer-
tainty relation in the presence of quantum memory, J. Phys. A
49, 49LT01 (2016).
[35] Y. Xiao, N. Jing, and X. Li-Jost, Uncertainty under quantum
measures and quantum memory, Quantum Inf. Proc. 16, 104
(2017).
[36] P. J. Coles, M. Berta, M. Tomamichel, and S. Wehner, Entropic
uncertainty relations and their applications, Rev. Mod. Phys. 89,
015002 (2017).
[37] J.-L. Huang, W.-C. Gan, Y. Xiao, F.-W. Shu, and M.-H. Yung,
Holevo bound of entropic uncertainty in Schwarzschild space-
6time, Eur. Phys. J. C 78, 545 (2018).
[38] Y. Xiao, Y. Xiang, Q. He, and B. C. Sanders, Quasi-Fine-
Grained Uncertainty Relations, arXiv:1807.07829.
[39] Z. Chen, Z. Ma, Y. Xiao, and S.-M. Fei, Improved quantum
entropic uncertainty relations, Phys. Rev. A 98, 042305 (2018).
[40] P. J. Coles, V. Katariya, S. Lloyd, I. Marvian, and M. M.
Wilde, Entropic Energy-Time Uncertainty Relation, Phys. Rev.
Lett. 122, 100401 (2019).
[41] J.-L. Li and C.-F. Qiao, Quantum Uncertainty Relation: The
Optimal Uncertainty Relation, Ann. Phys. (Berlin) 10, 531
(2019).
[42] H. Wang, J.-L. Li, S. Wang, Q.-C. Song, and C.-F. Qiao, Exper-
imental investigation of the uncertainty relations with coherent
light, Quantum Inf. Proc. 19, 38 (2019).
[43] Y. Xiao, K. Fang, and G. Gour, The Complementary Informa-
tion Principle of Quantum Mechanics, arXiv: 1908.07694.
[44] Y. Xiao, A Framework for Uncertainty Relations, Ph.D. thesis
(Universita¨t Leipzig).
[45] S. Friedland, V. Gheorghiu, and G. Gour, Universal Uncertainty
Relations, Phys. Rev. Lett. 111, 230401 (2013).
[46] V. Narasimhachar, A. Poostindouz, and G. Gour, Uncertainty,
joint uncertainty, and the quantum uncertainty principle, New J.
Phys. 18 033019 (2016).
[47] G.H. Hardy, J. E. Littlewood, and G. Po´lya, Some simple in-
equalities satisfied by convex functions, Mess. Math. 58, 145
(1929).
[48] M. H. Partovi, Majorization formulation of uncertainty in quan-
tum mechanics, Phys. Rev. A 84, 052117 (2011).
[49] M. Albert W., O. Ingram, and B. C. Arnold, Inequalities: The-
ory of Majorization and Its Applications (2nd Edition), Springer
Series in Statistics (Springer, New York, 2011).
[50] Z. Puchała, Ł. Rudnicki, and K. Z˙yczkowski, Majorization en-
tropic uncertainty relations, J. Phys. A 46, 272002 (2013).
[51] Ł. Rudnicki, Z. Puchała, and K. Z˙yczkowski, Strong majoriza-
tion entropic uncertainty relations, Phys. Rev. A 89, 052115
(2014).
[52] Z. Puchała, Ł. Rudnicki, A. Krawiec, and K. Z˙yczkowski,
Majorization uncertainty relations for mixed quantum states, J.
Phys. A 51, 175306 (2018).
[53] F. Cicalese and U. Vaccaro, Supermodularity and Subadditiv-
ity Properties of the Entropy on the Majorization Lattice, IEEE
Trans. Inf. Theory 48, 933 (2002).
[54] J. Erhart, S. Sponar, G. Sulyok, G. Badurek, M. Ozawa, and
Y. Hasegawa, Experimental demonstration of a universally valid
error-disturbance uncertainty relation in spin measurements, Nat.
Phys. 8, 185 (2012).
[55] G. Sulyok, S. Sponar, J. Erhart, G. Badurek, M. Ozawa, and
Y. Hasegawa, Violation of Heisenberg’s error-disturbance uncer-
tainty relation in neutron-spin measurements, Phys. Rev. A 88,
022110 (2013).
[56] G. Sulyok, S. Sponar, B. Demirel, F. Buscemi, M. J. W. Hall, M.
Ozawa, and Y. Hasegawa, Experimental Test of Entropic Noise-
Disturbance Uncertainty Relations for Spin-1/2 Measurements,
Phys. Rev. Lett. 115, 030401 (2015).
[57] C.-F. Li, J.-S. Xu, X.-Y. Xu, K. Li, and G.-C. Guo, Experi-
mental investigation of the entanglement-assisted entropic un-
certainty principle, Nat. Phys. 7, 752 (2011).
[58] R. Prevedel, D. R. Hamel, R. Colbeck, K. Fisher, and K. J.
Resch, Experimental investigation of the uncertainty principle in
the presence of quantum memory and its application to witness-
ing entanglement, Nat. Phys. 7, 757 (2011).
[59] L. A. Rozema, A. Darabi, D. H. Mahler, A. Hayat, Y. Soudagar,
and A. M. Steinberg, Violation of Heisenberg’s Measurement-
Disturbance Relationship by Weak Measurements, Phys. Rev.
Lett. 109, 100404 (2012).
[60] M. Ringbauer, D. N. Biggerstaff, M. A. Broome, A. Fedrizzi,
C. Branciard, and A. G. White, Experimental Joint Quantum
Measurements with Minimum Uncertainty, Phys. Rev. Lett. 112,
020401 (2014).
[61] F. Kaneda, S.-Y. Baek, M. Ozawa, and K. Edamatsu, Experi-
mental Test of Error-Disturbance Uncertainty Relations by Weak
Measurement, Phys. Rev. Lett. 112, 020402 (2014).
[62] K. Wang, X. Zhan, Z. Bian, J. Li, Y. Zhang, and P. Xue, Exper-
imental investigation of the stronger uncertainty relations for all
incompatible observables, Phys. Rev. A 93, 052108 (2016).
[63] Y.-Y. Zhao, P. Kurzyn´ski, G.-Y. Xiang, C.-F. Li, and G.-C. Guo,
Heisenberg’s error-disturbance relations: A joint measurement-
based experimental test, Phys. Rev. A 95, 040101(R) (2017).
[64] W. Ma, B. Chen, Y. Liu, M. Wang, X. Ye, F. Kong, F. Shi, S.-M.
Fei, and J. Du, Experimental Demonstration of Uncertainty Re-
lations for the Triple Components of Angular Momentum, Phys.
Rev. Lett. 118, 180402 (2017).
[65] W. Ma, Z. Ma, H. Wang, Z. Chen, Y. Liu, F. Kong, Z. Li, X.
Peng, M. Shi, F. Shi, S.-M. Fei, and J. Du, Experimental Test of
Heisenberg’s Measurement Uncertainty Relation Based on Sta-
tistical Distances, Phys. Rev. Lett. 116, 160405 (2016).
[66] K. Kraus, States, Effects, and Operations Fundamental Notions
of Quantum Theory, Springer-Verlag, Berlin (1983).
[67] See Supplemental Material for full discussions and mathemat-
ical details of the completeness of majorization lattice, the flat-
ness process, bounds for both DPMUR and DSMUR, bounds for
multi-measurements MURs, and mathematical comparisons be-
tween DPMUR and DSMUR, as well as Refs [8, 68, 69]. Besides
the well-known Shannon entropy, other super additive functions
have also been discussed in our Supplemental Material.
[68] R. B. Rapat, Majorization and singular values. III, Linear Alge-
bra Its Appl. 145, 59 (1991).
[69] G. M. Bosyk, G. Bellomo, F. Holik, H. Freytes, and G. Ser-
gioli, Optimal common resource in majorization-based resource
theories, New J. Phys. 21 083028 (2019).
[70] C. E. Shannon, A Mathematical Theory of Communication,
Bell Syst. Tech. J 27, 379 (1948).
7Supplemental Material:
Strong Majorization Uncertainty Relations: Theory and Experiment
This supplemental material contains a more detailed analysis and extensions of the results presented in the main text. We may
reiterate some of the definitions and concepts in the main text to make the supplemental material more explicit and self-contained.
MAJORIZATION LATTICE
Before proceeding, it is worth introducing the basic concepts of lattice.
Definition 1 (Poset). A partial order is a binary relation “≺” over a set L satisfying reflexivity, antisymmetry, and transitivity.
That is, for all x, y, and z in L, we have
(i) Reflexivity: x ≺ x,
(ii) Antisymmetry: If x ≺ y and y ≺ x, then x = y,
(iii) Transitivity: If x ≺ y and y ≺ z, then x ≺ z.
Note that without the antisymmetry, “≺” is just a preorder. Let us now define the set of all n-dimensional probability vectors as
Pn =
p = (p1, . . . , pn) | p j ∈ [0, 1],
n∑
j=1
p j = 1, p j > p j+1
 , (7)
with components in non-increasing order. Accordingly, majorization is a partial order over Pn, i.e. 〈Pn,≺〉 is a poset.
Definition 2 (Lattice). A poset 〈L,≺〉 is called a join-semilattice, if for any two elements x and y of L, it has a unique least
upper bound (lub,supremum) x ∨ y satisfying
(i) x ∨ y ∈ L,
(ii) x ≺ x ∨ y and y ≺ x ∨ y.
On the other hand, 〈L,≺〉 is called a meet-semilattice, if for any two elements x and y of L, it has a unique greatest lower bound
(glb,infimum) x ∧ y satisfying
(i) x ∧ y ∈ L,
(ii) x ∧ y ≺ x and x ∧ y ≺ y.
〈L,≺〉 is called a lattice if it is both a join-semilattice and a meet-semilattice, and denote it as a quadruple 〈L,≺,∧,∨〉.
Definition 3 (Complete Lattice). A lattice 〈L,≺,∧,∨〉 is called complete, if for any subset S ⊂ L, it has a greatest element,
denoted by > and a least element, denoted by ⊥ which satisfy
(i) x ≺ >, for all x ∈ S and x ≺ y for all x ∈ S ⇒ > ≺ y,
(ii) ⊥ ≺ x, for all x ∈ S and y ≺ x for all x ∈ S ⇒ y ≺ ⊥.
By embedding the majorization “≺”, the quadruple 〈Pn,≺,∧,∨〉 forms a complete lattice. We remark that the result of complete-
ness follows directly from the work presented in [1], and the algorithm in finding the greatest element and the least element of a
subset S (also known as flatness process) was first introduced in [2]. As we are trying to connect the structure of majorization
lattice with MURs, here we are only interested in the construction of the greatest element of S ⊂ Pn. Roughly speaking, there
are two steps in finding it; that are
• Step 1: Finding the largest partial sums; for each x = (x1, . . . , xn) ∈ S, we need to evaluate the following quantities
Yk := max
x∈S
k∑
i=1
xi, (8)
and collect these numbers into a vector y := (Y1,Y2 − Y1, . . . ,Yn − Yn−1) := (y1, y2, . . . , yn). Clearly, we have x ≺ y for all
x ∈ S. From now on, we denote the vector y as ∨S; that is y := ∨S, and x ≺ ∨S for all x ∈ S. For the set with finite
elements, such as S = {x1, . . . , xk}, we can also use x1 ∨ . . . ∨ xk to stand for ∨S.
8• Step 2: Flatness process; let j be the smallest integer in {2, . . . , n} such that y j > y j−1, and i be the greatest integer in
{1, . . . , j − 1} such that yi−1 > (∑ jk=i yk)/( j − i + 1) := a. Define
F (y) := (F1, . . . , Fn) with Fk =
a for k = i, . . . , jyk otherwise. (9)
Here we also use the notation F (∨S) to denote F (y).
Rigorously speaking, to obtain the optimal bounds from a set S, which contains infinite number of elements, by only applying
Steps 1 and 2 is far from enough [3, 4]. Actually, we should first guarantee the target set S is a subset of some complete lattice,
which ensures the existence of the optimal bounds.
A key lemma in proving the optimality is the following lemma, which was first proved in [2]
Lemma 1. Let x, y ∈ Pn, there exists a unique optimal upper bound F (x ∨ y) ∈ Pn, satisfying
• x ≺ F (x ∨ y), and y ≺ F (x ∨ y);
• for any z ∈ Pn satisfying x ≺ z and y ≺ z, it follows F (x ∨ y) ≺ z.
The domain of Lemma 1 is the set Pn. However, its generalization is also correct. Let us now consider the following set
Pnc =
p = (p1, . . . , pn) | p j > 0,
n∑
j=1
p j = c, p j > p j+1
 , (10)
with a constant c. Then we have
Lemma 2. Let x, y ∈ Pnc , there exists a unique optimal upper bound F (x ∨ y) ∈ Pnc , satisfying
• x ≺ F (x ∨ y), and y ≺ F (x ∨ y);
• for any z ∈ Pnc satisfying x ≺ z and y ≺ z, it follows F (x ∨ y) ≺ z.
Proof. By dividing the constant c, we obtain
1
c
x ∈ Pn, 1
c
y ∈ Pn, (11)
which implies
1
c
x ≺ F (1
c
x ∨ 1
c
y),
1
c
y ≺ F (1
c
x ∨ 1
c
y). (12)
Then for the positive vector x and y we have that
x ≺ cF (1
c
x ∨ 1
c
y), y ≺ cF (1
c
x ∨ 1
c
y). (13)
Now due to the fact that F is scalar-multiplication-preserving, we get cF ( 1c x ∨ 1c y) = F (x ∨ y), and hence
x ≺ F (x ∨ y), y ≺ F (x ∨ y). (14)
For any z ∈ Pnc satisfying x ≺ z and y ≺ z, we have
F (1
c
x ∨ 1
c
y) ≺ 1
c
z, (15)
which immediately yields F (x ∨ y) ≺ z and completes the proof. 
As a corollary of our Lemma 2, previous statement remains valid when the domain has been replaced by the set S = {p =
(p1, . . . , pn) | p j ∈ [0, 1],∑nj=1 p j = c, p j > p j+1}, and this proves the key lemma used in [3]. Here we only show the proof of
two elements, but actually it works for any countable elements [5].
9BOUNDS FOR DPMUR
Now we are in the position to construct the optimal for DPMUR. Note that the set of spatially-separated joint uncertainty
p ⊗ q forms a subset of Pn, i.e. here S = {p ⊗ q} ⊂ Pn. From Step 1, we have Yk = Rk with Rk defined in the main text. For the
collection of quantities Rk, we apply the flatness process and obtain F (r). Therefore, we have p ⊗ q ≺ F (r) for all probability
vector p and q, and F (r) is the largest element for S = {p ⊗ q}, and hence optimal.
However, the vector r can be in general difficult to calculate explicitly, as they involve a complicated optimization problem.
Fortunately, we still have the following relaxing method,
Rk := max
Ik
max
ρ
∑
(a,b)∈Ik
pa(ρ) qb(ρ) 6 max
Ik1 ,Ik2
max
ρ
∑
a∈Ik1
pa(ρ)

∑
b∈Ik2
pb(ρ)
 6 maxIk1 ,Ik2 maxρ
∑a∈Ik1 pa(ρ) + ∑b∈Ik2 pb(ρ)2
2 , (16)
with
max
ρ
∑a∈Ik1 pa(ρ) + ∑b∈Ik2 pb(ρ)2
2 = λ1(∑a∈Ik1 Ma + ∑b∈Ik2 Nb)2
2 , (17)
and their indices k1 and k2 satisfying k1 + k2 = k + 1. Let us define Tk as
Tk := max
Ik1 ,Ik2
λ1(∑a∈Ik1 Ma + ∑b∈Ik2 Nb)2
2 ,
tk := Tk − Tk−1,
t := (t1, . . . , tmn). (18)
Note that here the vector t can be computed explicitly, satisfying the following inequalities
p ⊗ q ≺ r ≺ t. (19)
Eq. (19) is the main result of [6], which is also the implementation of Step 1 presented in the previous section. In order to obtain
a better bound, the flatness process F is needed; that is
p ⊗ q ≺ F (r) ≺ r ≺ F (t) ≺ t. (20)
The proof of (20) follows [2] straightforwardly.
BOUNDS FOR DSMUR
In the cases of (weighted) DSMUR, we have S = {λp ⊕ (1 − λ)q} ⊂ Pn. From Step 1, we have
S k := max|I|+|J|=k
max
ρ
∑
a∈I
b∈J
(λpa(ρ) + (1 − λ)qb(ρ)) = max|I|+|J|=k maxρ Tr
ρ

∑
a∈I
b∈J
(λMa + (1 − λ)Nb)

 = max|I|+|J|=k λ1

∑
a∈I
b∈J
(λMa + (1 − λ)Nb)

= max
|I|=k
∑
c∈I
λ1(Gc(λ)). (21)
Unlike the cases of DPMUR, here the quantities S k can be computed explicitly. Based on these notations, we construct s(λ) as
(S 1(λ), S 2(λ) − S 1(λ), . . . , S m+n(λ) − S m+n−1(λ)), which meets the following relation
λp ⊕ (1 − λ)q ≺ s(λ). (22)
Applying the flatness process, we immediately obtain
λp ⊕ (1 − λ)q ≺ F (s(λ)) ≺ s(λ). (23)
Again, the optimality of F (s(λ)) follows from the completeness of Pn and the flatness process F directly, not just because of
the flatness process [3, 4]. For random number generator R with uniform distribution, i.e. λ = 1/2, (23) implies that
1
2
p ⊕ 1
2
q ≺ F (s(1/2)) ≺ s(1/2), (24)
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and hence we have
p ⊕ q ≺ 2F (s(1/2)) ≺ 2s(1/2). (25)
Note that, the flatness process cannot be applied to the DSMUR p ⊕ q ≺ 2s(1/2) directly [3, 4], since the results presented in
[2] are only designed for the vector belongs to Pn. Otherwise, an appropriate modification of the proof, i.e. our Lemma 2, is
needed. This is another reason, from mathematical viewpoints, why our forms of DSMUR are valuable.
BOUNDS FOR MULTI-MEASUREMENTS MURS
Uncertainty relation is not the patent of two measurements, so what to make of this? We checked in with a multi-measurements
MURs to meake more sense of the ruling. First, we consider DPMUR with multi-measurements. Assume we have a set of
POVMs {Mx}nx=1 with Mx = {Ma|x}da=1, and the denote outcome probability distribution as p(a(x)|x) := Tr[ρMa|x]. By collecting
these numbers into the probability vectors, we have px := (p(a(x)|x))a, and their spatially-separated joint uncertainty becomes⊗
x px. In order to obtain a computing-friendly bound, we apply the Geometric-Arithmetic mean inequality, i.e.
max
Ik
max
ρ
∑
(a(x))x∈Ik
∏
x
p(a(x)|x) 6 max∑
x Ix=k
max
ρ
∏
x
∑
a(x)∈Ix
p(a(x)|x) 6 max∑
x Ix=k
max
ρ
(∑
x
∑
a(x)∈Ix p(a(x)|x)
n
)n
= max∑
x Ix=k
(
λ1(
∑
x
∑
a(x)∈Ix Ma|x)
n
)n
.
(26)
Similarly, define
T ′k := max∑
x Ix=k
(
λ1(
∑
x
∑
a(x)∈Ix Ma|x)
n
)n
,
t′k := T
′
k − T ′k−1,
t′ := (t′1, . . . , t
′
dn ), (27)
which satisfying the following multi-measurements DPMUR⊗
x
px ≺ t′. (28)
Moreover, by apply the flatness process F again, we obtain a tighter bound F (t′); that is⊗
x
px ≺ F (t′) ≺ t′. (29)
Remark that the bound F (t′) outperforms the one constructed in [6], i.e t. On the other hand, for probability vectors px, we can
also consider their joint uncertainties in temporally-separated forms, i.e.
⊕
x cx px with c := (cx)x a probability vector. To find
its bound, consider the following equation
max∑
x Ix=k
max
ρ
∑
x
∑
a(x)∈Ix
cx p(a(x)|x) = max∑
x Ix=k
λ1(
∑
x
∑
a(x)∈Ix
cxMa(x)|x) := S ′k, (30)
and define s′ as (S ′1, S
′
2 − S ′1, . . . , S ′nd − S ′nd−1). Based on these notations, we have the following multi-measurements DSMUR⊕
x
cx px ≺ s′. (31)
The optimal bounds of
⊕
x cx px is obtained as ⊕
x
cx px ≺ F (s′) ≺ s′, (32)
by performing the flatness process F . Therefore the construction of the optimal bound for ⊕x px is also straightforward.
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MATHEMATICAL COMPARISONS BETWEEN DPMUR AND DSMUR
With the majorization relation for vectors, we now present DPMUR and DSMUR as
p ⊗ q ≺ t := x, (33)
p ⊕ q ≺ 2s(1/2) := y, (34)
where ρ runs over all quantum states in Hilbert space H with x, y standing for the state-independent bound of DPMUR and
DSMUR respectively. Let us take any nonnegative Schur-concave function U to quantify the uncertainties and apply it to
DPMUR and DSMUR, which leads to
U(p ⊗ q) > U(x), (35)
U(p ⊕ q) > U(y). (36)
The universality of MURs comes from the diversity of uncertainty measuresU and DPMUR, DSMURs stand for different kind
of uncertainties.
We next move to describe the additivity of uncertainty measures, and call a measureU direct-product additive ifU(p ⊗ q) =
U(p) +U(q). Instead of direct-product between probability distribution vectors, one can also consider direct-sum and define
direct-sum additive forU whenever it satisfiesU(p ⊕ q) = U(p) +U(q). Note that the joint uncertainty p ⊕ q considered here
is unnormalized and comparison between DPMUR and normalized DSMUR is detailed later. Once an uncertainty measure U
is evolved to both direct-product additive and direct-sum additive, then we call it super additive for uncertainties. It is worth to
mention thatU(p ⊗ q) = U(p ⊕ q) whenever the uncertainty measure is super additive. Consequently, the bound y for DSMUR
performs better than x in the case of super additive,
U(p ⊗ q) = U(p ⊕ q) > U(y) > U(x), (37)
since y ≺ {1} ⊕ x [7]. We remark that the well known Shannon entropy is super additive and only by applying super additive
functions, like Shannon entropy, DPMUR and DSMUR are comparable. It should also be clear that DPMUR and DSMUR have
been employed to describe different type of uncertainties. For an uncertainty measure U, in general, it can be checked that
U(p ⊗ q) , U(p ⊕ q) and hence it is meaningless to state that DSMUR performs better than DPMUR and vice versa.
One of the main goals in the study of uncertainty relations is the quantification of the joint uncertainty of incompatible observ-
ables. DPMUR and DSMUR provide us two different methods to quantify joint uncertainty between incompatible observables.
Relations between DPMUR and DSMUR are of fundamental importance both for the theoretical characterization of joint un-
certainties, as well as the experimental implementation. Quite uncannily, we find that for some eligible uncertainty measureU,
DPMUR and DSMUR are given by
U(p ⊕ q) > U(y) > U(p ⊗ q) > U(x), (38)
for some quantum state ρ.
Let us now construct such uncertainty measure U. First define the summation function S as S(u) := ∑l ul = ‖u‖1 with
u = (u1, u2, . . . , ud). Another important function M is defined as M(u) := maxl ul = 2−Hmin(u). And hence it is easy to check
that U := S −M is a nonnegative Schur-concave functions; take two vectors satisfying x ≺ y, and based on the definition of
U we have U(x) = ∑dj=2 x↓j > ∑dj=2 y↓j = U(y). Specifically this function, which combines S and M together, is a qualified
uncertainty measure and satisfies Eq. (38) for some quantum states and measurements. Moreover, specific examples are given
in the following experimental demonstration.
In principle, DPMUR and DSMUR do not have to be comparable and their joint uncertainty can be quantified by their
bound. However, we can compare their differences by checking which bound approximates their joint uncertainty better since
joint uncertainties are often classified by their bounds. Take any nonnegative Schur-concave function U, which leads to two
nonnegative quantities ξDS := U(p ⊕ q) −U(y) and ξDP := U(p ⊗ q) −U(x). To determine whether the bound x approximates
DPMUR better than y approximates DSMUR, we simply compare the numerical value of ξDS and ξDP. And how such bounds
contribute to the joint uncertainties are depicted in our experiment.
The above discussion on DSMUR is based on its unnormalized form p ⊕ q, since it was first given in [7] with the form
p⊕q ≺ y for probability distributions p and q. However, unlike p⊗q constructed in DPMUR [6], p⊕q is not even a probability
distribution. In order to derive a normalized DSMUR, we simply take the weight 1/2
1
2
p ⊕ 1
2
q ≺ 1
2
y. (39)
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And now we compare the normalized DSMUR 12 p ⊕ 12 q ≺ 12 y with DPMUR p ⊗ q ≺ x; by taking the quantum states shown in
the main text
|ψθ,φ〉 = cos θ sin φ|0〉 + cos θ cos φ|1〉 + sin θ|2〉
= (cos θ sin φ, cos θ cos φ, sin θ, 0)>,
(40)
and measurements A, B with the following eigenvectors
A = {|0〉, |1〉, |2〉, |3〉}
B =
{ |0〉 − i|1〉 − i|2〉 + |3〉
2
,
|0〉 − i|1〉 + i|2〉 − |3〉
2
,
|0〉 + i|1〉 − i|2〉 − |3〉
2
,
|0〉 + i|1〉 + i|2〉 + |3〉
2
}
.
(41)
We depicted the pictures of H (p ⊗ q), H
(
1
2 p ⊕ 12 q
)
, H (x), and H
(
1
2 y
)
in Fig. 5.
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FIG. 5: Experimental results for the comparison between normalized DSMUR and DPMUR based on the Shannon entropy. Plots in (a) and
(b) show the results for measuring states |ψpi/4,φ〉 and |ψθ,pi/4〉 with A and B, respectively.
SUPER ADDITIVITY
To be comparable for DPMUR and DSMUR, we should choose an uncertainty measure U that are both Schur-concave and
super additive. Clearly Shannon entropy is a qualified candidate. The question, thus, naturally arises: is there another function
satisfies the following properties:
Property 1 U should be continuous in p and q.
Property 2 U should be a Schur-concave function.
Property 3 U should be super additive, i.e.
U(p ⊗ q) = U(p) +U(q), (42)
U(p ⊕ q) = U(p) +U(q). (43)
Or will these properties lead to a unique function (up to a scalar)? Since we can take q as (1, 0, . . . , 0), and thenU(p⊗q) = U(p)
which is continuous in the pi while p = (pi)i. Moreover, due to the Schur-concavity, U is a monotonic increasing function of
d when taking pi = 1d . In addition, if U complies with the composition law for compound experiments, then there is only one
possible expression for U, i.e. Shannon entropy (up to a scalar). Namely, if there is a measure, say U(p) = U (p1, p2, . . . , pd)
which is required to meet the following three properties:
Property 4 U should be continuous in p.
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Property 5 If all the pi are equal, pi = 1d , thenU should be a monotonic increasing function of d. With equally d likely events
there is more choice, or uncertainty, when there are more possible events.
Property 6 (Composition Law) If a choice be broken down into two successive choices, the originalU should be the weighted
sum of the individual values ofU.
Then the onlyU satisfying the three above assumptions is of the form [8]:
U(p) = k ·
− d∑
i=1
pi log pi
 , (44)
where k is a positive constant. Whenever a functionU satisfies Property 1 and Property 2, it will meet Property 4 and Property
5 automatically. However, super additivity differs with the Composition Law, and this leads to function satisfied Property 1, 2,
and 3 other than Shannon entropy.
For example, consider the composition between logarithmic function and elementary symmetric function:
V(p) := log
 d∏
i=1
pi
 . (45)
HereV satisfies Properties 1, 2, and the DPMUR is read as
V(p ⊗ q) = log
∏
i, j
piq j

= log
∏
i
pi ·
∏
j
q j

= log
∏
i
pi
 + log
∏
j
q j

= V(p) +V(q), (46)
where the probability distributions p and q are defined as (pi)i and
(
q j
)
j
. On the other hand, DSMUR is written as
V(p ⊕ q) = log
∏
i, j
piq j
 = V(p ⊗ q), (47)
hence, V meets Property 3. To summarize, we derive a function V, which is valid for Properties 1, 2, and 3. However V is
not a good uncertainty measure, sinceV(y) andV(x) are not well defined (due to the occurrence of log 0). Whether there exists
another function that obeys Properties 1, 2, and 3 remains an open question, and one may conjecture that V, Shannon entropy
H and the convex combinations ofV and H are the only suitable candidates.
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