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BIVARIATE LOG-CONVEXITY OF THE MORE EXTENDED
MEANS AND ITS APPLICATIONS
ZHEN-HANG YANG
Abstract. In this paper, the bivariate log-convexity of the two-parameter
homogeneous function in parameter pair is vestigated. From this the bivariate
log-convexity of the more extended means with respect to a parameter pair is
solved. It follows that Stolarsky means, Gini means, two-parameter identric
(exponential) means and two-parameter Heronian means are all bivariate log-
concave on [0,∞)2 and log-convex on (−∞,0]2 with respect to parameters.
Lastly, some classical and new inequalities for means are given.
1. Introduction
Throughout the paper we denote by R+ = (0,∞), R− = (−∞, 0) andR = (−∞,∞).
For a, b ∈ R+ with a 6= b the Stolarsky means Sp,q(a, b) were defined by Stolarsky
[34] as
(1.1) Sp,q(a, b) =


(
q(ap − bp)
p(aq − bq)
) 1
p−q
if p 6= q, pq 6= 0,(
ap − bp
p(ln a− ln b)
) 1
p
if p 6= 0, q = 0,(
aq − bq
q(ln a− ln b)
) 1
q
if p = 0, q 6= 0,
exp
(
ap ln a− bp ln b
ap − bp −
1
p
)
if p = q 6= 0,
√
ab if p = q = 0.
.
Also, Sp,q(a, a) = a. The Stolarsky means contain many famous means, for ex-
ample, S1,0(a, b) = L(a, b) –the logarithmic mean, S1,1(a, b) = I(a, b) –the iden-
tric (exponential) mean, S2,1(a, b) = A(a, b) –arithmetic mean, S3/2,1/2(a, b) =
He(a, b) –Heronian mean, S2p,p(a, b) = A
1/p(ap, bp) = Ap –the p-order power
mean, Sp,0(a, b) = L
1/p(ap, bp) = Lp –the p-order logarithmic mean, Sp,p(a, b) =
I1/p(ap, bp) = Ip –the p-order identric (exponential) mean, etc.
Stolarsky means are also called ”extended means” [12], or ”difference means”
[21], and belong to the ”two-parameter family of bivariate means”.
Another well-known two-parameter family of bivariate means was introduced by
C. Gini in [9]. That is defined as
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(1.2) Gp,q(a, b) =


(
ap + bp
aq + bq
)1/(p−q)
if p 6= q,
exp
(
ap ln a+ bp ln b
ap + bp
)
if p = q.
The Gini means also contain many famous means, for example, G1,0(a, b) = A(a, b)
–arithmetic mean, G1,1(a, b) = Z(a, b) –the power-exponential mean, Gp,0(a, b) =
A1/p(ap, bp) = Ap –the p-order power mean, Gp,p(a, b) = Z
1/p(ap, bp) = Zp –the
p-order power-exponential mean, etc.
It is clear that Stolarsky and Gini means both have the form of
(
f(ap,bp)
f(aq,bq)
)1(p−q)
,
where f is a positive homogeneous function and p 6= q. A function in this form is
called a ”two-parameter homogeneous function generated by f” by Yang [41] and
denote by Hf (p, q; a, b). Furthermore, if it is a mean of positive numbers a and b for
every p, q, then all these means are members of ”two-parameter family of bivariate
means” and, for short, ”two-parameter f -means”.
Substituting f = Sr,s(x, y) intoHf (p, q; a, b), Yang [40, 43] defined a class of more
general two-parameter means without trying to prove it, that is, ”four-parameter
homogeneous means” denote by F (p, q; r, s; a, b). Witkowski later proved that
F (p, q; r, s; a, b) are means of positive numbers a and b in [37, 6.4]. For sake of
statement, we recall the four-parameter means F (p, q; r, s; a, b) as follows.
Definition 1.1 ([43, 36]). Let (p, q), (r, s) ∈ R2, (a, b) ∈ R+. Then F (p, q; r, s; a, b)
are called four-parameter means if for a 6= b
(1.3)
F (p, q; r, s; a, b) =
(
L(apr, bpr)
L(aps, bps)
L(aqs, bqs)
L(aqr, bqr)
) 1
(p−q)(r−s)
if pqrs(p− q)(r − s) 6= 0,
or
(1.4) F (p, q; r, s; a, b) =
(
apr − bpr
aps − bps
aqs − bqs
aqr − bqr
) 1
(p−q)(r−s)
if pqrs(p− q)(r− s) 6= 0;
F (p, q; r, s; a, b) are defined as their corresponding limits if pqrs(p − q)(r − s) = 0,
for example:
F (p, p; r, s; a, b) = lim
q→p
F (p, q; r, s; a, b) =
(
I(apr , bpr)
I(aps, bps)
) 1
p(r−s)
if prs(r − s) 6= 0, p = q,
F (p, 0; r, s; a, b) = lim
q→0
F (p, q; r, s; a, b) =
(
L(apr, bpr)
L(aps, bps)
) 1
p(r−s)
if prs(r − s) 6= 0, q = 0,
F (0, 0; r, s; a, b) = lim
p→0
F (p, 0; r, s; a, b) = G(a, b) if rs(r − s) 6= 0, p = q = 0,
where L(x, y), I(x, y) denote logarithmic mean and identric (exponential) mean,
respectively, G(a, b) =
√
ab. And, F (p, q; r, s; a, a) = a.
As has been mentioned above, the four-parameter homogeneous means F (p, q; r, s; a, b)
are generated by Stolarsky means or extended means, and clearly contain many
two-parameter means, for instance (see [43, Table 1]),
F (p, q; 1, 0; a, b) = Sp,q(a, b) –two-parameter logarithmic means, that is, Stolarsky
means;
F (p, q; 2, 1; a, b) = Gp,q(a, b) –two-parameter arithmetic means, that is, Gini means;
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F (p, q; 1, 1; a, b) = Ip,q(a, b) –two-parameter identric (exponential) means, where
Ip,q(a, b) is defined as
(1.5) Ip,q(a, b) =


(
I(ap, bp)
I(aq, bq)
)1/(p−q)
if p 6= q,
Y 1/p(ap, bp) if p = q,
here Y (a, b) = Ie1−G
2/L2 , I, L,G are identric (exponential), logarithmic, geometric
mean, respectively;
F (p, q; 3/2, 1/2; a, b) = Hep,q(a, b) –two-parameter Heronian means, whereHep,q(a, b)
is defined as
(1.6) Hep,q(a, b) =


(
ap + (
√
ab)p + bp
aq + (
√
ab)q + bq
)1/(p−q)
if p 6= q,
a
ap+(
√
ab)p/2
ap+(
√
ab)p+bp b
(
√
ab)p/2+bp
ap+(
√
ab)p+bp if p = q,
etc. Hence, we prefer to call the four-parameter homogeneous means F (p, q; r, s; a, b)
as ”more extended means” in what follows.
Study of two-parameter means containing Stolarsky and Gini means is interesting
and has attracted the attention of a considerable number of mathematicians.
The monotonicity of Sp,q(a, b) with respect to parameter p and q was verified by
Leach and Sholander [12]. Qi ([10] [25] [24] [28] [27] [26]) [29]) has also researched
by using different ideas and simpler methods. Gini [9] showed Gp,q(a, b) increases
with either p or q (see also [8]). Yang [41] gave two unified discriminants for mono-
tonicities of the two-parameter homogeneous functions Hf (p, q; a, b) and obtained
the same monotonicity results again. Moreover, Yang [43] has proved that the more
extended means F (p, q; r, s; a, b) are strictly increasing (decreasing) in either p or q
if r + s > (<)0.
The comparison problem for Stolarsky means Sp,q(a, b) ≤ Sr,s(a, b) (a, b ∈ R+)
was solved by Leach and Sholander [13]. Pa´les [21] presented a new proof for this re-
sult. In [22] Pa´les solved the same comparison problem on any subinterval (α, β) of
R+. The same comparison problem of Gini means Gp,q(a, b) was dealt with by Pa´les
[20, 23]. Applying unified comparison theorem given in [22], a more generalized
comparison problem for more extended means F (p, q; r, s; a, b) ≤ F (u, v; r, s; a, b)
(a, b ∈ R+) has been solved by Witkowski recently (see [36]). Other references
involving these comparison problems can be found in [7], [3], [1], [2], [22], [17], [19],
[6]
Losonczi and Pa´les [15, 16] established the Minkowski inequalities for the Sto-
larsky in 1996 and Gini means in 1998, respectively. Since symmetry of the two
classes of means, and so they perfectly dealt with the bivariate convexities with re-
spect to (a, b) actually. The Ho¨lder type inequality, that is, geometrical convexity
for Stolarsky means Sp,q(a, b) was proved by Yang [39, 44].
For the univariate log-convexity of Stolarsky means with respect to parameters,
Qi first proved that
Theorem Q ([30, Theorem 1]). If p, q ≥ 0, then Sp,q(a, b) are log-concave in
both p and q. If p, q ≤ 0, then Sp,q(a, b) are log-convex in both p and q.
In 2003, Neuman and Sa´ndor [18] showed this property is also true for Gini
means Gp,q(a, b). Four years later Yang [42] presented an unified treatment for
log-convexity of the two-parameter homogeneous functions Hf (p, q; a, b) in either
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p or q, and obtained the Qi’s and Neuman and Sa´ndor’s results again. In 2008,
this unified treatment was applied to the more extended means F (p, q; r, s; a, b) and
obtained the following
Theorem Y ([43, Theorem 2.3]). If r + s > (<)0, then F (p, q; r, s; a, b) are
strictly log-concave (log-convex) in either p or q on (0,∞) and log-convex (log-
concave) on (−∞, 0).
In 2010 Yang [45] further proved that for fixed q ∈ R the two-parameter symmet-
ric homogeneous function Hf (p, q; a, b) is strictly log-convex (log-concave) in p on
( |q|−q2 ,∞) and log-concave (log-convex) on (−∞,− |q|+q2 ) if J = (x− y)(xI)x < (>)0,
where I = (ln f)xy. This improved the Qi’s and Neuman and Sa´ndor’s results.
It might be because of complexity, up to now the research for log-convexity of the
two-parameter means in parameters has only been limited to the univariate cases.
In other words, that research for bivariate log-convexities of the two-parameter
means in parameter pair remains a blank.
The aim of this paper is to investigate the bivariate log-convexity of the more ex-
tended means F (p, q; r, s; a, b) in a parameter pair (p, q). Our approach is to use the
well properties of homogeneous functions and an integral representation for the two-
parameter homogeneous functions Hf (p, q; a, b) to obtain an unified discriminants
for the bivariate log-convexity in parameter pair (p, q). From this the problem for
bivariate log-convexity of the more extended means F (p, q; r, s; a, b) with respect to
a parameter pair is successfully solved. As special cases, the bivariate log-convexity
of the Stolarsky means, Gini means, two-parameter identric (exponential) means
and two-parameter Heronian means with respect to parameters easily follows.
Additionally, we also investigate a special two-parameter homogeneous function
but not a mean passingly, whose bivariate log-convexity can generate some inter-
esting and useful inverse inequalities for Stolarsky and Gini means.
2. Bivariate Log-convexity of Two-parameter Homogeneous
Functions
In this section, we will deal with bivariate log-convexity of two-parameter homo-
geneous function generated by f with respect to parameters. For this end, we first
recall definition of two-parameter homogeneous function generated by f as follows.
Definition 2.1. Let f : R2+\{(x, x), x ∈ R+} → R+ be a homogeneous, continuous
function and has first partial derivatives. Then the function Hf : R2 × R2+ → R+
is called a homogeneous function generated by f with parameters p and q if Hf is
defined by for a 6= b
Hf (p, q; a, b) =
(
f(ap, bp)
f(aq, bq)
)1(p−q)
if pq(p− q) 6= 0,(2.1)
Hf (p, p; a, b) = exp
(
apfx(a
p, bp) ln a+ bpfy(a
p, bp) ln b
f(ap, bp)
)
if p = q 6= 0,(2.2)
where fx(x, y) and fy(x, y) denote first-order partial derivatives with respect to first
and second component of f(x, y), respectively; if lim
y→x
f(x, y) exits and is positive for
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all x ∈ R+, then further define
Hf (p, 0; a, b) =
(
f(ap, bp)
f(1, 1)
)1/p
if p 6= 0, q = 0,(2.3)
Hf (0, q; a, b) =
(
f(aq, bq)
f(1, 1)
)1/q
if p = 0, q 6= 0,(2.4)
Hf (0, 0; a, b) = a
fx(1,1)
f(1,1) b
fy(1,1)
f(1,1) if p = q = 0,(2.5)
and, Hf (p, q; a, a) = a.
Remark 2.1. Witkowski [37] proved that if f(x, y) is a symmetric and 1-order
homogeneous function, then for all p, q Hf (p, q; a, b) is a mean of positive numbers
x and y if and only if f(x, y) is increasing in both variables on R+. In fact, it is
easy to see that the condition ”f(x, y) is symmetry” can be removed.
For simpleness, Hf (p, q; a, b) is also denoted by Hf (p, q) or Hf (a, b).
From the published relative literatures, it is complex and difficult to investigate
the monotonicity and log-convexity of Hf (p, q; a, b) for a concrete function f such
as f = L,A, I. But it becomes to be simple and easy by using well properties
of homogeneous function, which have played an important role in [41], [42]. We
will show these properties is still useful and efficient in the study of bivariate log-
convexity of Hf (p, q; a, b) with respect to parameters.
Lemma 2.1 ([42, Lemma 3, 4]). Let f : R2+\{(x, x) : x ∈ R+} → R+ be a
homogenous and three-time differentiable function. Denote by T (t) := ln f(at, bt)
(t 6= 0), then
T ′(t) =
atfx(a
t, bt) ln a+ btfy(a
t, bt) ln b
f(at, bt)
T ′′(t) = −xyI ln2(b/a),where I = (ln f)xy,
T ′′′(t) = −Ct−3J , where J = (x− y)(xI)x,C =xy ln
3(x/y)
x− y > 0,(2.6)
where x = at, y = bt.
Remark 2.2. It follows from (2.6) that
(2.7) sgn(T ′′′(t)) = − sgn(t) sgn(J ).
The following property is also crucial in the proof of Theorem 2.2.
Lemma 2.2 ([42, Property 4]). If T ′(t) is continuous on [q, p] or [p, q]. Then
lnHf (p, q) can be expressed in integral form as
(2.8) lnHf (p, q) =


1
p− q
∫ p
q T
′(t)dt if p 6= q
T ′(q) if p = q
=
∫ 1
0
T ′(tp+ (1 − t)q)dt.
We now recall the definition and criterion theorem of bivariate convex (concave)
functions.
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Definition 2.2. Let Ω ⊆ R2 be a convex domain and E ⊆ R. Then a bivari-
ate function Φ : Ω → E is said to be convex (concave) on Ω if for any pairs
(x1, y1), (x2, y2) ∈ Ω and α, β > 0 with α+ β = 1 the following inequality
(2.9) Φ(αx1 + βx2, αy1 + βy2) ≤ (≥)αΦ(x1, y1) + βΦ(x2, y2)
holds.
Theorem 2.1. Let Ω ⊆ R2 be an open domain and E ⊆ R and the bivariate
function Φ : Ω → E is two-time differentiable. Then Φ(x, y) is strictly convex
(concave) over Ω if and only if both the following inequalities
(2.10) Φxx > (<)0 and ∆ = ΦxxΦyy − Φ2xy > 0
hold.
Next we are ready to give and prove criterion theorem for the bivariate log-
convexity of two-parameter homogeneous functions with respect to parameter pair.
Theorem 2.2. Let f : R2+\{(x, x), x ∈ R+} → R+ be a homogenous and three-time
differentiable function. If
J = (x− y)(xI)x < (>)0, where I = (ln f)xy ,
then the bivariate function (p, q)→ Hf (p, q) is strictly log-convex (log-concave) on
R
2
+ and log-concave (log-convex) on R
2
−.
Proof. It suffices to verify (2.10) holds.
(1) When (p, q) ∈ R2+. It is obvious to (2.8) be true. Two times partial derivative
calculations for (2.8) lead to
∂2 lnHf (p, q)
∂p2
=
∫ 1
0
t2T ′′′(tp+ (1− t)q)dt,
∂2 lnHf (p, q)
∂q2
=
∫ 1
0
(1− t)2T ′′′(tp+ (1− t)q)dt,
∂2 lnHf (p, q)
∂p∂q
=
∫ 1
0
t(1− t)T ′′′(tp+ (1− t)q)dt.
By (2.7), for t ∈ [0, 1] and (p, q) ∈ R2+ we see T ′′′(tp+ (1− t)q) > (<)0 if J =
(x−y)(xI)x < (>)0, it follows that ∂
2 lnHf (p,q)
∂p2 =
∫ 1
0 t
2T ′′′(tp+ (1− t)q)dt > (<)0.
On the other hand, using Cauch-Scharz inequality gives
∆ =
∂2 lnHf (p, q)
∂p2
∂2 lnHf (p, q)
∂q2
−
(
∂2 lnHf (p, q)
∂p∂q
)2
=
∫ 1
0
t2T ′′′(tp+ (1− t)q)dt
∫ 1
0
(1− t)2T ′′′(tp+ (1− t)q)dt
−
(∫ 1
0
t(1 − t)T ′′′(tp+ (1− t)q)dt
)2
≥ 0.
With equality if and only if t = k(1− t) for all t ∈ [0, 1], where k is a constant. But
this is obviously impossible, which means the above inequality is strict.
Applying Theorem 2.1, it follows that bivariate function (p, q) → lnHf (p, q) is
strictly convex (concave) on (0,∞)× (0,∞) if J = (x − y)(xI)x < (>)0, which is
exactly our result required.
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(2) When (p, q) ∈ R2−. By (2.7) we see T ′′′(tp+ (1− t)q) < (>)0 for t ∈ [0, 1]
if J = (x − y)(xI)x < (>)0. It follows that ∂
2 lnHf (p,q)
∂p2 < (>)0. Also, ∆ ≥ 0 is
still valid and strict. From Theorem 2.1 it follows that bivariate function (p, q)→
lnHf (p, q) is strictly concave (convex) on R2− if J = (x − y)(xI)x < (>)0.
This completes the proof. 
3. Main Results
Equipped with Theorem 2.2, we are in a position to solve the problem for bi-
variate log-convexity of the more extended means F (p, q; r, s; a, b) in a parameter
pair (p, q).
Theorem 3.1. For fixed (r, s) ∈ R2, (a, b) ∈ R2+, the more extended means F (p, q; r, s; a, b)
are strictly bivariate log-concave (log-convex) on [0,∞)×[0,∞) and strictly bivariate
log-convex (log-concave) on (−∞, 0]× (−∞, 0] with respect to (p, q) if r+ s > (<)0.
Proof. It follows from [43, Proof of Theorem 2.3] that J = (x − y)(xI)x < (>)0
if r + s < (>)0 for f = Sr,s(x, y). Applying Theorem 2.2 and noting that clearly
F (p, q; r, s; a, b) are continuous at (p, q) = (c1, 0), (0, c2), (0, 0), c1c2 6= 0, our desired
result follows. 
With (r, s) = (1, 0), (2, 1), (1, 1), (3/2, 1/2), the following corollary are immedi-
ate.
Corollary 3.1. Stolarsky means Sp,q(a, b), Gini means Gp,q(a, b), two-parameter
identric (exponential) means Ip,q(a, b) and two-parameter Heronian means Hep,q(a, b)
are all strictly bivariate log-concave on [0,∞) × [0,∞) and strictly bivariate log-
convex on (−∞, 0]× (−∞, 0] with respect to (p, q).
4. Applications
Many classical and new inequalities for bivariate means can easily follow from
Theorem 3.1. For simpleness and convenience of statements in the sequel, we denote
F (p, q; r, s; a, b) by F (p, q), and note that for pr − ps 6= 0
F(p, 2p) =
(
apr + bpr
aps + bps
)1/(pr−ps)
= Gpr,ps(a, b),
F(p, 0) =
(
L(apr, bpr)
L(aps, bps)
) 1
p(r−s)
= Spr,ps(a, b),
F (p, p) =
(
I(apr, bpr)
I(aps, bps)
) 1
p(r−s)
= Ipr,ps(a, b),
F(p/2, 3p/2) =
(
apr + (
√
ab)pr + bpr
aps + (
√
ab)ps + bps
)1/(pr−ps)
= Hepr,ps(a, b);
for pr − ps 6= 0 they are defined as corresponding limits.
The following are some practical examples of Theorem 3.1.
Application 4.1. Some generalizations of classical inequalities for means.
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• Generalized Lin Inequality. From bivariate log-convexity of Stolarsky
means it follows that
√
F(1/3, 2/3)F(1, 0) ≤ F(2/3, 1/3), simplifying yields
F(1, 0) ≤ F(1/3, 2/3), that is,
(4.1) Sr,s(a, b) ≤ Gr/3,s/3(a, b).
Putting (r, s) = (1, 0), (1, 1) yield L(a, b) ≤ A1/3(a, b), I(a, b) ≤ Z1/3(a, b).
In which the former is Lin inequality [14, Theorem 1], the latter was proved
first by Yang [42, (5.16)].
• Generalized Jia-Cao Inequality. Similarly, F2/3(1, 0)F1/3(1/4, 3/4) ≤
F(3/4, 1/4) yields F(1, 0) ≤ F(3/4, 1/4), that is,
(4.2) Sr,s(a, b) ≤ Her/2,s/2(a, b).
Putting (r, s) = (1, 0) yields L(a, b) ≤ He1/2(a, b), which is Jia-Cao in-
equality [11, Theorem 1.1].
• Generalized Sa´ndor Inequality [33]: From
√
F(2, 0)F(0, 2) ≤ F(1, 1) it
follows that F(1, 1) ≥ F(2, 0), that is,
(4.3) Ir,s(a, b) ≥ S2r,2s(a, b).
Putting (r, s) = (1, 0), (1, 1), (2, 1) yield I(a, b) ≥ L2(a, b), Y (a, b) ≥
I2(a, b), Z(a, b) ≥ A2(a, b), here we have used the formula I(a2, b2)/I(a, b) =
Z(a, b) (see [32], [41]). In which the first and the third inequality due to
Sa´ndor [31], [33], the second one was presented by Yang [42, (5.12)].
Application 4.2. Some new inequalities for two-parameter means.
• New inequality 1. The bivariate log-convexity of Stolarsky means yields
F3/4(2/3, 1/3)F1/4(1, 0) ≤ F(3/4, 1/4), it follows that
F(1, 0) ≤ F4(3/4, 1/4)F−3(2/3, 1/3),
that is,
(4.4) Sr,s(a, b) ≤ He4r/2,s/2(a, b)G−3r/3,s/3(a, b).
Putting (r, s) = (1, 0) yields L(a, b) ≤ He41/2(a, b)A−31/3(a, b) given in [45,
(4.5)], which is obviously superior to Lin and Jia-Cao inequality because
L ≤ He1/2 ≤ A1/3, .
• New inequality 2. From F1/5(1, 1)F4/5(3/4, 1/4) ≤ F(4/5, 2/5) it follows
that F(1, 1) ≤ F5(4/5, 2/5)F−4(3/4, 1/4), which yields,
(4.5) Ir,s(a, b) ≤ G52r/5,2s/5(a, b)He−4r/2,s/2(a, b).
Putting (r, s) = (1, 0), (2, 1) yield I(a, b) ≤ A52/5(a, b)He−41/2(a, b), Z(a, b) ≤
G54/5,2/5(a, b)He
−4
1,1/2(a, b), here we have used the formula I(a
2, b2)/I(a, b) =
Z(a, b) again.
Lastly, We close this paper by giving a result for bivariate log-convexity of the
two-parameter homogeneous function of difference [41] and illustrating its applica-
tions.
Substituting f(x, y) = D(x, y) = |x − y| (x, y > 0 with x 6= y) into the two-
parameter homogeneous function Hf (p, q; a, b) leads to
(4.6) HD(p, q; a, b) :=


∣∣∣ap − bp
aq − bq
∣∣∣1/(p−q) if p 6= q,
e1/pI1/p(ap, bp) if p = q,
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which is called two-parameter homogeneous function of difference.
For HD(p, q; a, b), we have shown J = (x− y)(xI)x < 0, where I = ( lnD)xy, in
[42, pp. 510] and by Theorem 2.2 we obtain
Theorem 4.1. HD(p, q; a, b) is strictly bivariate log-convex on (0,∞)× (0,∞) and
bivariate log-convex on (−∞, 0)× (−∞, 0) with respect to (p, q).
By Corollary 3.1 and Theorem 4.1, we have the following.
Corollary 4.1. For any (a, b), (p1, q1), (p2, q2) ∈ R2+ and α, β > 0 with α+ β = 1,
the following double inequalities
(4.7) 1 ≤ Sαp1+βp2,αq1+βq2(a, b)
Sαp1,q1(a, b)S
β
p2,q2(a, b)
≤ e
α
L(p1,q1)
+
β
L(p2,q2)
−
1
L(αp1+βp2,αq1+βq2)
hold.
Proof. Corollary 3.1 and Theorem 4.1 yield
Sαp1,q1(a, b)S
β
p2,q2(a, b) ≤ Sαp1+βp2,αq1+βq2(a, b),(4.8)
HαD(p1, q1; a, b)HβD(p2, q2; a, b) ≥ HD(αp1 + βp2, αq1 + βq2; a, b),(4.9)
respectively. (4.8) implies that the first inequality of (4.7). To obtain the second
one, note HD(p, q; a, b) = (p/q)1/(p−q)Sp,q(a, b) = e1/L(p,q)Sp,q(a, b) (p, q > 0) and
substitute into (4.9), thus (4.9) can be written as
e
α
L(p1,q1)
+ β
L(p2,q2)Sαp1,q1(a, b)S
β
p2,q2(a, b) ≥ e
1
L(αp1+βp2,αq1+βq2)Sαp1+βp2,αq1+βq2(a, b),
which is equivalent to the second one of (4.7).
The proof is complete. 
For Gini means, we also have similar result.
Corollary 4.2. For any (a, b), (p1, q1), (p2, q2) ∈ R2+ and α, β > 0 with α+ β = 1,
the following double inequality
(4.10) 1 ≤ Gαp1+βp2,αq1+βq2(a, b)
Gαp1,q1(a, b)G
β
p2,q2(a, b)
≤ e
α
L(p1,q1)
+
β
L(p2,q2)
−
1
L(αp1+βp2,αq1+βq2)
holds.
Proof. The first inequality follows from bivariate log-convexity of Gini means, that
is, Corollary 3.1. It remains to prove the second one. Form Theorem 4.1 we have
HαD(2p1, 2q1; a, b)HβD(2p2, 2q2; a, b) ≥ HD(2αp1 + 2βp2, 2αq1 + 2βq2; a, b).
It is easy to verify that HD(p, q; a, b)Gp,q(a, b) = H2D(2p, 2q; a, b), which is applied
to the above inequality and a simple equivalent transformation lead to
Gαp1+βp2,αq1+βq2(a, b)
Gαp1,q1(a, b)G
β
p2,q2(a, b)
≤ H
α
D(p1, q1; a, b)HβD(p2, q2; a, b)
HD(αp1 + βp2, αq1 + βq2; a, b) .
Using relation HD(p, q; a, b) = e1/L(p,q)Sp,q(a, b) (p, q > 0) mentioned previous
again and the first inequality of (4.7), the right side of the above inequality is lees
than or equal to
e
α
L(p1,q1)
+
β
L(p2,q2)
−
1
L(αp1+βp2,αq1+βq2)
.
The proof ends. 
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From Corollary 4.1, 4.2, we can easily estimate the upper and lower bounds of
the ratio of means. Some of which are contained in the following.
Application 4.3. Some classical double estimation inequalities.
• Stolarsky-Yang Inequality [35, (1.6)], [42, Remark 9].
Putting (p1, q1) = (4/3, 2/3), (p2, q2) = (2/3, 4/3), (α, β) = (1/2, 1/2) in
(4.7) and simplifying yield
(4.11) 1 ≤ I/A2/3 ≤
√
8e−1 ≈ 1.0405.
• Sa´ndor-Yang Inequality [32], [42, Remark 9].
Putting (p1, q1) = (1/2, 3/2), (p2, q2) = (3/2, 1/2), (α, β) = (1/6, 5/6) in
(4.7) and simplifying yield
(4.12) 1 ≤ A2/3/He ≤ 3/
√
8 ≈ 1.0607.
Application 4.4. Some new double estimation inequalities.
• New double estimation inequalities 1. Putting (p1, q1) = (1, 1), (p2, q2) =
(3/2, 1/2), (α, β) = (1/3, 2/3) in (4.7) and simplifying and some simple
equivalent transformations yield
(4.13) 0.9249 ≈ 16
√
2e−1/9 ≤ I/A32/3He−2 ≤ 1.
• New double estimation inequalities 2. Putting (p1, q1) = (6/5, 6/5), (p2, q2) =
(4/5, 4/5), (α, β) = (1/2, 1/2) in (4.7), (4.10) and simplifying yield
1 ≤ I/
√
I6/5I4/5 ≤ e1/24 ≈ 1.0425,(4.14)
1 ≤ Z/
√
Z6/5Z4/5 ≤ e1/24 ≈ 1.0425.(4.15)
• New double estimation inequalities 3. Putting (p1, q1) = (1/2, 3/2), (p2, q2) =
(3/2, 1/2), (α, β) = (1/2, 1/2) in (4.10) and simplifying yield
(4.16) 1 ≤ Z/(2A−G) ≤ 3e−1 ≈ 1.1036.
Additionally, many other unknown and interesting inequalities for means can be
derived from theorems and corollaries in this section and no longer list here.
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