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Abstract
This paper tackles the problem of transmitting a common content to a number of cellular users
by means of instantly decodable network coding (IDNC) with the help of intermittently connected
D2D links. Of particular interest are broadcasting real-time applications such as video-on-demand,
where common contents may be partially received by cellular users due to packet erasures over cellular
links. Specifically, we investigate the problem of packet completion time, defined as the number of
transmission slots necessary to deliver a common content to all users. Drawing on graph theory, we
develop an optimal packet completion time strategy by constructing a two-layer IDNC conflict graph.
The higher-layer graph permits us to determine all feasible packet combinations that can be transmitted
over the cellular link, while the lower-layer graph enables us to find all feasible network coded packets
and identify the set of users that can generate and transmit these packets via intermittently connected
D2D links. By combining the higher-layer and the lower-layer IDNC conflict graphs, we demonstrate
that finding the optimal IDNC packets to minimize the packet completion time problem is equivalent to
finding the maximum independent set of the two-layer IDNC conflict graph, which is known to be an
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2NP-hard problem. We design a scheme that invokes the Bron-Kerbosch algorithm to find the optimal
policy. To circumvent the high computational complexity required to reach the global optimum, we
establish a polynomial-time solvable low-complexity heuristic to find an efficient sub-optimal solution.
The effectiveness of our proposed scheme is verified through extensive numerical results which indicate
substantial performance improvement in comparison with existing methods.
I. INTRODUCTION
In modern communications networks, the number of active and connected devices is expected
to increase at an unprecedented rate, reaching 28.5 billion by 2022 [1]. Moreover, wireless
systems are witnessing an expansion of mobile data traffic on a global scale [2]. Therefore,
academic and industry researchers alike have prioritized designing appropriate technologies to
prevent this growth in devices and traffic from becoming a major impediment to the performance
of 5G and beyond wireless systems. One feasible strategy to address the issue of mobile devices’
traffic growth is by employing technologies such as Device-to-Device (D2D) communications.
D2D technology enables spatially close mobile users to establish short range communication
without relaying through base stations (BSs). Therefore, D2D presents considerable potential to
improve the performance of 5G systems in general [3], and dense wireless networks in particular,
by facilitating traffic offload.
Performance improvement of wireless systems can also be achieved through the use of network
coding (NC), which advocates the transmission of an intelligent combination of packets. NC
emerges as a major breakthrough for broadcast wireless channels by enabling efficient packet
transmission and achieving judicious resource utilization through packet coding. Moreover, net-
work coding facilitates substantial performance gain in terms of delay reduction and reliable
communication [4]. These properties make NC ideal for real-time applications such as mobile
video streaming.
Network coding has sparked a lot of research interest in the past decade [5]–[10]. The two
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3most widely used types of network coding are opportunistic network coding (ONC) [6], [11] and
random linear network coding (RLNC) [12]–[14]. In the latter, the transmitter broadcasts coded
packets obtained through a linear combination of all source packets (i.e., all packets available at
the transmitter end) by using random coefficients drawn from a finite Galois Field. Employing
RLNC requires that users decode their intended packets only after successfully receiving all
independent network coded packets broadcast by the transmitter. Meanwhile, ONC leverages
the diversity of the information available at the receivers’ end to create coding opportunities to
optimize different performance metrics [15]. One category of ONC is instantly decodable network
coding (IDNC) [16], [17], which provides instant packet decoding capability upon successful
reception of the coded packet. This eliminates the need for extensive buffer storage, in contrast
to RLNC, and results in lower delays, thereby making IDNC more suitable for time-sensitive
applications. Furthermore, IDNC only requires a binary XOR (⊕) operation [18] to encode and
decode transmit and received packets, respectively. This mechanism makes IDNC very appealing
from the perspective of implementation.
A. Related works
Combining D2D-enabled communications with IDNC offers broad opportunities to design
efficient 5G systems by leveraging the benefits of both techniques. As such, the combination of
these technologies has been given a lot of consideration in the literature [15], [19]–[25]. The
benefits of IDNC for a dual-hop relay-based D2D communications were explored in [19] while
the performance of an IDNC-assisted dual-hop two-way relay D2D communications was studied
in [20]. In [21], Huang et al. combined multi-hop D2D with network coding to improve data
transmission efficiency. The authors in [22] investigated the problem of mean video distortion
minimization for an IDNC-based partially connected D2D network. Multi-hop D2D configuration
was considered in [23], [24] where Douik et al. studied the problem of reducing decoding delay.
By considering the perspective of graph theory, the authors in [25] focused on deriving the coded
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4packets along with the set of transmitting users for a partially connected D2D network.
B. Motivation
The aforementioned research findings considered only D2D links while neglecting commu-
nication on the cellular link. This may lead to substantial performance loss, as argued in [26].
They demonstrated that concurrent operation on both D2D and cellular links is a viable strategy
to enhance system throughput. Therefore, it is crucial to assess the performance of network
coding-enabled cellular and D2D networking. Particularly, we are interested in evaluating the
benefits of using IDNC in the process of packet recovery via both D2D and cellular links. This
issue arises in broadcast scenarios where common contents may be partially received by the
users, leading to packet loss generally caused by channel impairments such as multipath fading,
pathloss, shadowing and/or severe interference.
Taking into consideration a fully connected D2D network, the authors in [27], [28] addressed
the problem of packet completion time minimization - the number of transmission slots necessary
to recover all missing packets - over joint cellular and D2D systems with IDNC. The authors
designed several heuristics to find feasible packet combinations that can be transmitted by the
BS, and to identify IDNC packets as well as the corresponding transmitting users to generate
and broadcast the identified codes over D2D links. These works, however, left unaddressed
the optimal design of IDNC codes to minimize the packet completion time using joint cellular
and D2D communications. Furthermore, [27], [28] considered a fully connected D2D network
topology, which is unlikely to occur in practice.
In real-world scenarios, users are sparsely scattered over a large area, and utilize single-hop
or multi-hop short range D2D links whenever possible. However, depending on their locations,
some users may be isolated and unable to use D2D links and can receive their data only via
the cellular link. Isolated users are referred to as singleton users. To the best of our knowledge,
existing research has neglected singleton users, consequently the schemes proposed in works
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5such as [15], [19]–[25], [27], [28] will fail to work in the presence of isolated users.
C. Contributions
Motivated by this observation, we consider a general network topology that takes into con-
sideration the heterogeneity of D2D connections among users. We refer to this setup as an
intermittently connected D2D network. It includes (i) single-hop fully connected D2D networks
[27], [28], (ii) multi-hop partially connected D2D topology [21]–[25], (iii) singleton users, and
(iv) disjoint clusters of any combination of the aforementioned configurations. In the considered
topology, multiple users can transmit their packets simultaneously over the D2D link thanks
to disjoint connections between the transmitting users. The joint cellular and intermittently
connected D2D networking studied in this paper is a general case of the joint cellular and fully
connected D2D scenario investigated in [27], [28]. To the best of our knowledge, no existing
literature has addressed the design of optimal IDNC codes for joint cellular and intermittently
connected D2D links, which is the main focus of this paper.
The key contributions of this paper are as follows:
1) We present a rigorous study to address the problem of broadcasting a common content
which, in practice and due to packet erasure channels, may be partially received by some
users. Particularly, we assess the performance of efficient packet coding strategies with
the help of intermittently connected D2D communications in the process of recovering the
missing packets.
2) Drawing on graph theory, we theoretically characterize the optimal IDNC policy to minimize
the packet completion time by constructing a two-layer IDNC conflict graph. The conflict
graph takes into consideration all inadmissible packet combinations for the BS and the
transmitting D2D users. Specifically, the higher-layer IDNC conflict graph aims to find all
feasible coding opportunities that can be transmitted by the BS over cellular links, while the
lower-layer IDNC conflict graph determines all feasible packet combinations and identifies
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6the users that can generate and broadcast these packets on the D2D links.
3) By combining the higher-layer IDNC conflit graph and the lower-layer IDNC conflict graph,
we demonstrate that solving the problem of packet completion time is equivalent to finding
the maximum independent set of the two-layer IDNC conflict graph.
4) We proposed a sequential approach, OptIDNC, based on the Bron-Kerbosch algorithm [29]
to find the global optimum of the packet completion time problem. This approach, however,
entails exponential time complexity, making it less viable for high-density networks.
5) To circumvent the computational burden inherent to the optimal approach, we design an
efficient polynomial time solvable low-complexity algorithm NetCAM-WP. The proposed
NetCAM-WP is capable of finding feasible combination of packets that can be broadcast over
both cellular and D2D links, and identifying transmitting users to generate and broadcast
the codes that can be transmitted via D2D links.
6) We also derive an upper-bound on the packet completion time achieved by the proposed
NetCAM-WP.
The remainder of this paper is structured as follows: we introduce the system model alongside
the problem formulation in Section II. In Section III, we characterize the optimal solution and
describe the algorithm to reach the global optimum. The proposed NetCAM-WP is introduced in
Section IV, while simulation results are provided in Section V. Finally, we conclude our paper
in Section VI.
II. SYSTEM SETUP AND PROBLEM FORMULATION
In this paper, we consider an intermittently connected device-to-device-enabled cellular net-
work topology that consists of one base station seeking to communicate with a set of N =
{1, 2, · · · , N} cellular users. We assume that the users are equipped with D2D interface, as
illustrated in Fig. 1. The considered D2D network configuration can be represented by the
connection matrix C ∈ {0, 1}|N |×|N | with entries cjk ∈ {0, 1}. Specifically, cjk is set to 1 if user
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UE1 and UE9: singleton users
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Fig. 1: Illustration of intermittently connected D2D network where users can recover missing
packets via both cellular downlink and D2D links.
j is directly connected to user k via a single-hop D2D link, and cjk is set to 0, otherwise. We
define the coverage area of each user as follows:
Definition 1 [22] The coverage area Yj of user j is defined as the set of neighboring users that
are directly connected to it, i.e., Yj , {k ∈ N|cjk = 1}.
5G and beyond wireless networks are expected to face greater strain on resources as the number
of users continues to grow. Due to the scarcity of radio resources, BSs may rapidly be flooded
with increasing and asynchronous requests from a large population of users. One viable way of
mitigating this issue and ensuring efficient spectrum utilization is by leveraging the broadcast
nature of wireless communications systems [30]. Furthermore, for real-time applications such as
video-on-demand services including Netflix or YouTube, a large proportion of traffic is caused
by a few popular files that are more likely to be cached at the BS [31].
This motivates us to consider a broadcast scenario where all users are interested in receiving
a common popular content from the BS. A content (e.g, a video or music file) is divided into
a set of M = {1, 2, · · · ,M} packets. Moreover, it is assumed that the system operates in two
stages. The BS starts by broadcasting, via cellular links, M = |M| packets to all N = |N | users
during the first stage. Unstable variations in the state of the broadcast wireless channel (e.g.,
fading, shadowing, etc.) may cause packet loss at the users’ end. Thus, after the first stage, the
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8users inform the BS about their packet reception status via an error-free link [32]. The packet
reception status is determined by a feedback matrix F ∈ {0, 1}M×N whose entries fnm are
defined as follows:
fmn ,
 1 if packet m ∈ Hn0 if packet m ∈ Wn (1)
where Hn, the Has set, denotes the set of packets that have been successfully received by user
n ∈ N , and Wn, the Wants set, is the set of packets not received by user n after the first stage.
In the second stage, referred to as the recovery phase [17], a packet retransmission mechanism
is employed to ensure delivery of all missing packets. Specifically, missing packets are recovered
by simultaneous broadcast of efficient packet combinations via both cellular and D2D links. In
practice, simultaneous transmission over cellular and D2D links is possible because cellular
and D2D communications use different frequencies [28], [33]. During the recovery phase,
communications either from the BS to the cellular users or from users to users are assumed to
be established via lossless channels. However, our underlying framework can be easily applied
to the lossy-channel scenario.
A. Instantly decodable network coding
Definition 1 A packet received by a user is instantly decodable if it contains exactly and at
most one packet from the Wants set of the user.
Example 1: Benefits of IDNC when cellular links are used. Consider the following example
where a set of three users {UE1, UE2, UE3} requests four packets {p1, p2, p3, p4} from the BS.
After the first stage, the Has sets of the users are given by: H1 = {p1, p4}, H2 = {p1, p2, p3}
and H3 = {p2, p3} and their Wants sets by: W1 = {p2, p3}, W2 = {p4} and W3 = {p1, p4}.
Without network coding, the BS needs four transmission slots to recover all missing packets.
By leveraging network coding, only two transmissions slots are required. More precisely, the
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9BS may broadcast coded packet p3 ⊕ p4 in the first transmission slot while transmitting p1 ⊕ p2
in the second one or vice versa, reducing the transmission slots from four to two.
B. Benefits of network coding in the presence of joint D2D/cellular transmission
The research findings [15]–[17], [19]–[25] have exploited the benefits of network coding to
improve packet completion time or to reduce decoding delay, using either cellular link or device-
to-device interface separately. If D2D and cellular links are used simultaneously, the benefits
of IDNC in the process of packet recovery can be further amplified [27], [28]. Consider the
aforementioned Example 1. Using only the cellular link, the BS needs two transmission slots
to retransmit all missing packets. Using simultaneously cellular and D2D links, and under the
assumption of a fully connected D2D network, UE2 can transmit p1⊕p3 to UE1 and UE3 via D2D
link, while the BS broadcasts p2⊕p4 to all users over the cellular link. In this case, all packets can
be recovered during a single transmission. This is a clear manifestation of how simultaneous use
of cellular and D2d links can augment the benefits of network coding. However, the performance
improvements of IDNC for intermittently connected D2D-enabled cellular networks have yet to
be assessed, which is the focus of this paper.
C. Problem Formulation
Our objective is to establish the optimal design procedure by determining optimal packet
combinations for concurrent transmission over D2D/cellular links, and identifying the optimal
scheduling mechanism. Accordingly, we solve the following problem.
Problem 1 Given an intermittently connected D2D network topology and the feedback matrix
F, find the optimal IDNC codes to minimize the packet completion time by exploiting simulta-
neously the cellular and the D2D links during the recovery phase.
June 23, 2020 DRAFT
10
III. TWO-LAYER IDNC CONFLICT GRAPH
We address Problem 1 by leveraging concepts from graph theory. Specifically, we construct a
two-layer IDNC conflict graph that determines the set of all feasible codes that can be transmitted
by the base station, and identifies the set of all users that can create feasible packet combinations
and transmits them via D2D links. A similar approach of constructing IDNC graphs has been
considered in [22], [25], but only for partially connected D2D networks without considering
cellular links or isolated users. This indicates that our underlying framework is a general case
of existing works [22], [25].
A. Two-layer IDNC graph construction
Before proceeding to describe the two-layer IDNC graph, let us state the following definition.
Definition 2 (Transmission inadmissibility) Transmission inadmissibility occurs when a trans-
mitted coded packet received by a user contains at least two source packets from the Wants set
of the user.
1) Higher-layer IDNC conflict graph: Built from the perspective of the BS, it intends to create
the set of all feasible packet combinations that can be transmitted over the cellular link. We denote
the higher-layer IDNC graph as G1 (V1, E1), which is an undirected graph constructed with the
set of packets from M yet to be recovered by the users. The set of vertices V1 corresponds to
the set of all users’ missing packets, i.e., ∪n∈NWn. Each packet pl ∈ ∪n∈NWn is associated with
one and only one vertex v(BS)l ∈ V1. The conflict is hidden through the construction of edges
between the vertices. Given that a vertex is associated with one and only one packet in ∪n∈NWn,
whenever the combination of two packets in ∪n∈NWn leads to a transmission inadmissibility,
an edge is established between the two vertices associated with the packets. That is:
∀(v(BS)n , v(BS)l ) ∈ V1, (v(BS)n , v(BS)l ) ∈ E1 if ∃ k ∈ N|(pn, pl) ∈ Wk
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Example 2: Consider that 4 users want to receive 3 packets. Assume that both UE1 and UE3 are
connected to UE2 via a single-hop D2D connection, and UE4 is a singleton. The Has and Wants
sets of the users are given respectively by H1 = {p2}, H2 = {p1, p3} , H3 = {p2}, H4 = {p2, p3}
andW1 = {p1, p3}, W2 = {p2}, W3 = {p1, p3}, W4 = {p1}. Given that ∪4n=1Wn = {p1, p2, p3},
the set V1 of vertices is given by V1 = {vBS1 , vBS2 , vBS3 }. There is only one edge in the higher-layer
graph, between vBS1 and v
BS
3 , since p1 ⊕ p3 results in transmission inadmissibility.
2) Lower-layer IDNC conflict graph: The graph is constructed from the perspective of all
D2D users. Before proceeding to describe it, let us state the following definitions.
Definition 3 (Congestion) Congestion occurs on the D2D links when a user simultaneously
receives packets from multiple users in a single time slot.
Definition 4 1(Conflict) Conflict occurs when two users that are connected to each other via a
single-hop D2D communication initiate packet transmission simultaneously.
The lower-layer IDNC conflict graph is denoted as G2 (V2, E2), which is an undirected graph. Its
vertices and edges are derived as follow: Let v(i)l be associated with the ith user (i ∈ N ) and the
lth packet (∀pl ∈M∩Hi). v(i)l is a vertex of the graph G2 (V2, E2) if there exists a user k in the
coverage area of user i that wants packet pl. That is, ∀i ∈ N , v(i)l ∈ V2 → ∃(k, l)| {k ∈ Yi} ∩
{pl ∈ Hi ∩Wk}. Two vertices of the undirected graph G2 (V2, E2) are connected by an edge if
at least one of the following conditions is satisfied.
C1 The vertices correspond to two different packets, and the coded combination of the two
packets leads to transmission inadmissibility over the D2D links.
C2 The vertices correspond to two different users, which are connected to a third user. The
third user cannot receive packets transmitted simultaneously by the first two users because
it will create congestion.
1It should be noted one could technically refer to both Definitions 3 and 4 as collision. However, we use the terms congestion
and conflict to distinguish between collision that happens in two different scenarios.
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C3 The vertices correspond to two different users that cannot transmit coded packets simulta-
neously because it will create conflict.
Consider the aforementioned Example 2. The set of vertices V2 includes V2 = {v21, v23, v12, v32}.
In fact, {v21, v23} ∈ V2 due to the fact that UE2 can transmit packets p1 and p3 that are needed
by UE1. v12 ∈ V2 since UE1 and UE2 are connected and p2 ∈ H1∩W2. Moreover, v21 and v23 are
connected by condition C1. v21 is linked to v
1
2 by an edge due to condition C2. Finally, all pairs
of vertices that are connected due to condition C3 are: (v12, v
2
1), (v
1
2, v
2
3), (v
3
2, v
2
1) and (v
3
2, v
2
3).
3) Two-layer IDNC conflict graph: Combines the higher-layer IDNC graph with the lower-
layer IDNC graph. The two-layer IDNC conflict graph is an undirected graph G (V , E), where
the vertices and edges are constructed using the set of vertices and edges of both the higher and
lower layer IDNC graphs G1 (V1, E1) and G2 (V2, E2), i.e., V = V1 ∪ V2. In the combined graph,
new edges are created between higher and lower layers to avoid redundancy,2 which occurs when
the same packet is transmitted simultaneously over both cellular and D2D links. In particular, a
vertex from the higher-layer IDNC graph is connected to a vertex from lower-layer IDNC graph
if both vertices are induced by the same packet. In Example 2, the pairs of vertices that are
linked by an edge due to redundancy are given by (vBS1 , v
2
1), (v
BS
2 , v
1
2), (v
BS
2 , v
3
2) and (v
BS
3 , v
2
3)
because packets p1. In fact, vBS1 is connected to v
2
1 because they are induced by packet p1.
B. Characterization of the Optimal solution
We now proceed to characterize the optimal solution of Problem 1. We first state the following
theorem.
Theorem 1 Identifying users that can create and transmit IDNC packets over D2D links, and
finding IDNC packets that can be broadcast simultaneously over both cellular and D2D links,
is equivalent to finding an independent set of the two-layer IDNC conflict graph G (V , E).
2Redundancy leads to a waste of radio resources. Although its occurrence is not prohibited from the standpoint of either MAC
layer or network layer, for the purpose of our framework’s optimality, we assume that it is infeasible.
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Proof: The proof of Theorem 1 is built upon the following 2 lemmas.
Lemma 1 Finding an IDNC packet that can be transmitted over the cellular link is equivalent
to finding an independent set of the higher-layer IDNC conflict graph G1 (V1, E1).
Lemma 2 Finding a set of users that can generate and transmit IDNC packets as well as
their corresponding feasible IDNC packets is equivalent to finding an independent set of the
lower-layer IDNC conflict graph G2 (V2, E2).
The proofs of Lemma 1 and Lemma 2 can be found in Appendices A and B, respectively.
To prove Theorem 1, we start by showing the sufficient condition. Suppose that N2 is the set
of users scheduled to broadcast on the D2D links and MBS, D2D is a set of instantly decodable
packets that can be transmitted by the BS or any user in N2. MBS, D2D is the union of MD2D
and MBS, where MBS is a set of IDNC packets that can be broadcast from the BS via cellular
links, while MD2D is a set of instantly decodable packets that can be transmitted from one user
to another via D2D links.
With the indices of packets inMBS, we can generate a set of vertices VBS ⊆ V1 ⊆ V . Similarly,
the indices of the users in N2 together with the indices of their associated IDNC packets enable
us to identify a set of vertices VD2D ⊆ V2 ⊆ V . Thus, VBS, D2D , VBS ∪ VD2D is the set of
vertices associated with feasible codes inMBS, D2D. It holds true that VBS, D2D ⊆ V . We show by
contradiction that no two vertices in VBS, D2D are connected. Suppose that at least two vertices
are connected. Given that MBS is a set of feasible codes that the BS can transmit via cellular
links, we know by Lemma 1 that no two vertices in VBS can be linked by an edge. Connections
between at least two vertices in VBS, D2D cannot happen in VBS. Similarly, using the result of
Lemma 2, we can state that the connection will not happen in VD2D. This means that there exists
at least one vertex in VBS that is connected to at least one vertex in VD2D. Consequently, the
vertices correspond to at least one common packet. This leads to redundancy, contradicting the
fact that MBS, D2D is instantly decodable. Therefore, VBS, D2D is an independent set.
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Suppose the existence of an independent set V˜ ⊆ V of the two-layer graph G (V , E). Let M˜
be the set of all IDNC packets associated with the vertices in V˜ . We need to demonstrate that
the codes in M˜ are instantly decodable and efficient in the sense that they do not lead to (i)
transmission inadmissibility, (ii) conflict, (iii) congestion or (iv) redundancy. We show the instant
decodability and efficiency of M˜ by considering the following three cases that arise with V˜ .
1) Suppose that V˜ ⊆ V1, i.e., all vertices of V˜ belong to the higher-layer IDNC graph
G1 (V1, E1). Given that V˜ ⊆ V1, it is known from Lemma 1 that M˜ is an IDNC packet that
can be transmitted over the cellular link. Given that no transmission occurs over the D2D
link, we therefore conclude that the codes in M˜ are instantly decodable.
2) Suppose that V˜ ⊆ V2, i.e., V˜ is in the lower-layer IDNC graph G2 (V2, E2). Given that
V˜ ⊆ V2, Lemma 2 implies that a set of users that can create and transmit feasible packet
combinations can be identified. Furthermore, M˜ determines the corresponding IDNC pack-
ets that can be transmitted via D2D links. Since the BS is not broadcasting any packets,
we conclude that the codes in M˜ are instantly decocable and efficient.
3) Suppose V˜ consists of vertices that are in both V1 and V2. We denote V˜BS, the vertices of V˜
that are in V1, and V˜D2D those of V˜ that are in V2. This means that V˜ = V˜BS∪V˜D2D, and that
V˜BS and V˜D2D are both independent sets. Following this separation of V˜ , we can also break
down the set M˜ of IDNC packets associated with the vertices in V˜ as M˜ = M˜BS∪M˜D2D,
where M˜BS and M˜D2D correspond to V˜BS and V˜D2D, respectively. Lemma 1 indicates that
M˜BS is the set of feasible IDNC packets that the BS can broadcast via cellular links.
Moreover, Lemma 2 implies that a set of users that can create and transmit the codes in
V˜D2D can be identified. Furthermore, V˜D2D determines the corresponding IDNC packets that
each scheduled user can transmit via D2D links. To complete the proof, it remains to show
that the codes in M˜BS ∪ M˜D2D do not lead to redundancy. This is done by contradiction.
Suppose that there is at least one pair of codes in M˜BS∪M˜D2D that leads to redundancy. This
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means that there is at least one common packet in both M˜BS and M˜D2D. Therefore, there
exists at least one edge between at least one vertex in V1 and one vertex in V2. This leads to
a contradiction since V˜ is an independent set. Therefore, the codes in M˜ = M˜BS ∪ M˜D2D
are instantly decodable and efficient. 
Theorem 1 creates a one-to-one mapping between an independent set of the two-layer IDNC
conflict graph and combinations of packets that are instantly decodable and efficient, and can be
transmitted via both cellular and D2D links. This one-to-one mapping coupled with the following
proposition are essential in proving the optimality of our underlying framework.
Proposition 1 Let V ⊆ V be an independent set of the two-layer IDNC conflict graph G (V , E).
Suppose N is the number of users scheduled to broadcast over the D2D links andMBS, D2D is the
set of IDNC packets associated with V . Let v˘(j)i ∈ {V\V} with j ∈ (BS, 1, · · · , N), i ∈ (1, · · ·M)
and let pi be the packet associated with vertex v˘
(j)
i . V ∪ {v˘(j)i } is an independent set of the two-
layer IDNC conflict graph G (V , E) if and only if MBS, D2D⊕ pi is an efficient IDNC packet. Let
v˘
(j)
i ∈ {V\V} with j ∈ (BS, 1, · · · , N), i ∈ (1, · · ·M) and let pi be the packet associated with
vertex v˘(j)i . V ∪ {v˘(j)i } is an independent set of the global conflict IDNC graph G (V , E) if and
only if MBS, D2D ⊕ pi is joint BS/D2D feasible IDNC packet.
Proof: The proof of Proposition 1 is provided in Appendix C 
Remark 1 Proposition 1 argues that if a new set created by adding a vertex to an independent
set is also an independent set, then new IDNC packets can be generated by combining codes
that correspond to the original independent set with the uncoded packet associated with the
new vertex, and vice versa. Similarly, we can prove that if a new independent set is created
by removing a vertex from an independent set, then a new IDNC packet can be generated by
removing the packet associated with the removed vertex from the IDNC packet corresponding
to the original independent set. This clearly indicates that |V| = |MBS, D2D|.
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Corollary 1 Finding an optimal strategy at each transmission slot for Problem 1 is equivalent
to finding the maximum independent set of the two-layer IDNC conflict graph G (V , E).
Proof: Theorem 1 and Proposition 1 indicate that for each IDNC strategy with a certain number
of packets, there exists an independent set of the same size, and vice versa. The authors in [34]
proved that an IDNC packet formed by the maximum number of uncoded packets coincides
with the optimal solution. Finally, the IDNC packet composed of the highest number of uncoded
packets yields the largest independent set, in terms of the number of vertices. This concludes
the proof. 
Corollary 2 Solving Problem 1 to the global optimum is NP-hard.
Proof: Corollary 1 established that finding an optimal solution to Problem 1 is reduced to the
problem of finding a maximum independent set of G (V , E) which is an NP-hard optimization
problem. Therefore, Problem 1 is NP-hard. 
C. Description of the proposed OptIDNC
We proceed to describe an algorithm OptIDNC, to find the global optimum of Problem 1. The
proposed OptIDNC, summarized in Algorithm 1, invokes the Bron-Kerbosch algorithm [29] to
find a maximum independent set of the two-layer IDNC conflict graph at each transmission slot.
Algorithm 1 OptIDNC that solves Problem 1 to the global optimum
1: Input: F,C, WnHn.
2: Initialize TOpt = 0;
3: while 1>N×1F1N×1 6= N ×M do
4: Construct the two-layer IDNC conflict graph G (V , E);
5: Run the Bron-Kerbosch algorithm to find the maximum independent set V? of the undi-
rected graph G (V , E);
6: Use V? to identify the optimal IDNC packets that can be broadcast by the BS;
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7: Use V? to find the optimal set of transmitting users along with their corresponding optimal
IDNC packets that can be transmitted on D2D links;
8: Update F and Wn, ∀n, Hn, ∀n and set TOpt ← TOpt + 1;
9: end while
10: Output: TOpt.
The proposed OptIDNC is implemented in a centralized fashion and, at each transmission slot,
invokes the Bron-Kerbosch algorithm [29] whose complexity is on the order of O
(
3
|V|
3
)
. Hence,
the complexity of OptIDNC to solve Problem 1 to the global optimum is O
(
3
|V|
3 maxn∈N Wn2
)
.
OptIDNC has exponential time complexity, which makes it less viable for scenarios with a
high-density population of users or large numbers of packets. Accordingly, we propose a low-
complexity heuristic to find efficient sub-optimal IDNC codes that can be transmitted via D2D
and cellular links to minimize the packet completion time.
IV. PROPOSED HEURISTIC APPROACH
We proceed to describe our proposed heuristic, Network Coding Algorithm built from the
perspective of Most Wanted Packet (NetCAM-WP) by the users. At each transmission slot,
NetCAM-WP first determines the most wanted packet pmost by all users. Then, it identifies the
set of packets that can be combined with pmost to create a feasible code that the BS can transmit
via cellular links. For transmissions over D2D links, NetCAM-WP identifies the users that can
broadcast pmost, and finds a feasible code for each user without generating either conflict or
congestion. NetCAM-WP can be summarized as follows:
Algorithm 2 Pseudocode of our proposed NetCAM-WP
1: Initialize T = 0 and identify the set SBS and ∪n∈NsingleWn to be broadcast by the BS;
2: while 1>N×1F1N×1 6= N ×M do
3: if |SBS| 6= 0 then
4: Identify the most wanted packet pD2Dmost and user UEpD2Dmost that can transmit p
D2D
most;
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5: Find the packets in HUEpD2Dmost\{p
D2D
most} that can be assembled with pD2Dmost to create an IDNC
packet;
6: Determine the set N UEpD2Dmost of D2D users that can simultaneously transmit with UEpD2Dmost
over the D2D links;
7: Determine the IDNC packets to be transmitted by each user in N UEpD2Dmost ;
8: The BS broadcasts pi ∈ SBS to all users over the cellular link and update SBS ← SBS\pi;
9: else
10: if SBS = ∅ AND | ∪n∈Nsingle Wn| 6= 0 then
11: Choose any packet psingle ∈ ∪n∈NsingleWn;
12: Find the set Ssingleton of packets that can be combined with psingle to create an IDNC
packet;
13: The BS transmits Ssingleton ⊕ psingle over cellular links;
14: Repeat Step 4 to Step 7 to determine the set of D2D users and their associated IDNC
packet that can be transmitted over be the D2D link;
15: end if
16: else
17: Find the most wanted packet pmost by the users;
18: if n˜ > 1 then
19: Identify the set S imost that can be combined with pimost to create the IDNC packet
S imost ⊕ pimost, ∀i = 1, · · · n˜;
20: Select the combination with the maximum number of receivers;
21: else
22: Find the set of packets to assemble with pmost, with the goal of creating an IDNC
packet that can be broadcast by the BS;
23: end if
24: Repeat Step 4 to Step 7 to identify the set of D2D users along with their associated
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IDNC packet that can be transmitted over the D2D links;
25: end if
26: Update F and set T ← T + 1;
27: end while
The detailed description of NetCAM-WP is provided as follows: NetCAM-WP starts by identi-
fying the set ŜBS of packets that can be transmitted only by the BS. ŜBS includes (i) SBS, defined as
the set of packets that belong to the Wants set of all the users, i.e., SBS , {pi, ∀i ∈M|pi ∈ Wn,∀n ∈ N}
and (ii) the Wants set of all singleton users, i.e., ∪n∈NsingleWn, where Nsingle represents the set
of all singleton users.
For the cellular link, the BS removes one packet from SBS at each transmission slot until
SBS becomes an empty set. Once SBS is empty, NetCAM-WP randomly selects and removes
one packet, psingle, from ∪n∈NsingleWn. Then, NetCAM-WP identifies the set Ssingle of packets
from M\{psingle} that can be combined with psingle to form an instantly decodable packet
Ssingle⊕ psingle to be transmitted by the BS over the cellular link. The process is repeated until
the set ŜBS is empty.
After transmitting all packets in ŜBS, NetCAM-WP finds at each transmission slot pmost =
arg maxpi,∀i∈1,··· ,|M| ∩n∈NWn. Then, NetCAM-WP identifies the set Smost ∈ {p1, p2, · · · , pM}\pmost
that can be assembled with pmost to create an instantly decodable packet Smost⊕ pmost beneficial
to all users. In some cases, there might be several packets that are wanted by most users.
Whenever this occurs, we denote n˜ the number of packets most wanted by the cellular users and
p1most, · · · , pn˜most, the packets. For each packet pimost ∈ {p1most, · · · , pn˜most}, NetCAM-WP identifies
the set S imost of packets that can be combined with pimost to create an instantly decodable packet.
Then, NetCAM-WP selects from S1most⊕p1most, · · · ,S n˜most⊕pn˜most the combination with the largest
number of packets. If n1 packet combinations have the largest number of packets, NetCAM-WP
selects the code with the maximum number of receivers from the n1 packet combinations.
For the D2D links, NetCAM-WP identifies at each transmission slot the packet that most
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users require by excluding the set PBS of packets selected to be transmitted over the cellular
link. This can be written as pD2Dmost = arg maxpi,∀i∈1,··· ,|M|{∩n∈NWn}\PBS. When several packets
are most wanted by the users, one of them is chosen randomly. Then, NetCAM-WP selects the
user, UEpD2Dmost , than can transmit p
D2D
most as follows: (i) p
D2D
most is in the Has set of the user and (ii) in
the event where pD2Dmost belong to Has set of several users, the user with more demand for p
D2D
most
in its coverage area is selected.
Once UEpD2Dmost is selected, NetCAM-WP determines the set SpD2Dmost ∈ HUEpD2Dmost\{p
D2D
most} of packets
that can be assembled with pD2Dmost to create an IDNC packet beneficial to all users that are in
the coverage area of UEpD2Dmost . Then, NetCAM-WP identifies the set N UEpD2Dmost of users that can
concurrently transmit with UEpD2Dmost over the D2D links without causing congestion. For each user
in N UEpD2Dmost , NetCAM-WP finds the IDNC packet that it can transmit.
We now proceed to investigate the performance of NetCAM-WP by analytically deriving a
bound on the number of transmission slots required by NetCAM-WP to recover all missing
packets. This is stated in the following lemma.
Lemma 3 The optimal packet completion time T ? achieved by NetCAM-WP is bounded by
|SBS| ≤ T ?≤ |SBS ∪n∈Nsingle Wn|+
⌈ |Wn?max\{Wn?max ∩ {SBS ∪n∈Nsingle Wn}}|
2
⌉
(2)
where n?max = arg maxn∈N |Wn|.
Proof: The proof can be found in Appendix D. 
V. SIMULATION RESULTS
In this section, numerical results are presented to evaluate the performance of the proposed
NetCAM-WP described in Algorithm 2. All results are obtained using Monte Carlo simulations
by averaging over 500 trials on either the connection matrix or the feedback matrix. Unless stated
otherwise, the connection matrix C is generated randomly according to a uniform distribution
DRAFT June 23, 2020
21
20 25 30 35 40 45 50
Number of transmitted packets
8
10
12
14
16
18
20
22
24
26
Av
er
ag
e 
pa
ck
et
 c
om
pl
et
io
n 
tim
e NetCAM-WP
NCMI-Instant
OptIDNC
Fig. 2: Average packet completion time for
N = 10
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Fig. 3: Average packet completion time
versus number of users for |M| = 30
without prior knowledge about either the number of singleton users or the number of disjoint
clusters of D2D configurations.
A. Fully connected D2D network
We consider a single-hop fully connected D2D network topology which, unless stated other-
wise, consists of 10 users. As a benchmark, we provide the performance of the network coding for
multiple interface (NCMI)-instant (NCMI-Instant) algorithm [28, Algorithm 1]. Fig. 2 depicts
the performance of OptIDNC, NetCAM-WP and NCMI-Instant in terms of average packet
completion time versus the number of packets. Fig. 2 shows that NetCAM-WP outperforms the
existing NCMI-Instant scheme. Moreover, as can be seen from Fig. 2, the gap between the
performance of OptIDNC and the one of the proposed NetCAM-WP is negligible. There is a
gain varying from 0.96% to 2.78% between the performance of both approaches.
Fig. 3 portrays the performance in terms of average packet completion time versus the number
of users for a fixed number of transmitted packets |M = 30|. It can be inferred from Fig. 3
that the proposed NetCAM-WP does not only achieve substantial performance improvement
compared to the existing NCMI-Instant, its performance approaches the one of OptIDNC.
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Fig. 4: Average packet completion time
versus number of D2D nodes for |M| = 25
10 15 20 25 30 35 40
Number of transmitted packets
5
10
15
20
25
Av
er
ag
e 
pa
ck
et
 c
om
pl
et
io
n 
tim
e NetCAM-WP
OptIDNC
Fig. 5: Average completion time versus
number of transmitted packets for |N | = 20
Fig. 2 and Fig. 3 lead us to conclude that the proposed NetCAM-WP can yield near-optimal
solutions at least for low-scale fully connected D2D networks.
B. Intermittently connected D2D network
We evaluate the performance of our proposed schemes for an intermittently connected D2D
configuration. Fig. 4 depicts the performance of NetCAM-WP and OptIDNC from the perspective
of packet completion time versus number of users. One observation that can be drawn from Fig.
4 is that the packet completion time increases as the number of active users grows.
Fig. 5 portrays the performance of our proposed schemes in terms of evolution of the packet
completion time versus the number of transmitted packets. For this scenario, a network topology
that consists of |N = 20| users is studied. In contrast to the fully connected D2D configuration,
we can see from Fig. 4 and Fig. 5 that the gap between the performance of NetCAM-WP
and the performance of OptIDNC becomes wider. One plausible explanation is that, under an
intermittently connected D2D setup, the configuration of the users might impact the number of
transmitted packets at each transmission slot, increasing the packet completion time.
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VI. CONCLUSION
We considered a broadcast scenario where a BS seeks to transmit a common content to
all users. Part of the transmitted content may be missing at the users’ end due to packet
loss caused by channel impairments. We argued that the missing packets can be recovered by
employing network coding and intermittent D2D connections between the users. Specifically,
we addressed the problem of packet completion time using graph theory. Accordingly, we
identified feasible solutions through the construction of a two-layer IDNC conflict graph, which
enabled us to find IDNC packets to be broadcast over cellular and D2D links along with
the set of users that can generate and transmit these codes over the D2D links. Furthermore,
we proved that the global optimum is obtained by finding the maximum independent set of
the two-layer graph. We designed a sequential mechanism, OptIDNC, to reach the optimum
solution. We also developed a low-complexity time solvable heuristic, NetCAM-WP, which was
demonstrated through simulation results to achieve a near-optimal solution and to outperform
existing approaches for fully connected D2D topology. The simulations also indicated an increase
in the gap between the proposed heuristic and the OptIDNC under intermittently connected D2D
configurations. A plausible future research direction can be to explore mechanisms to further
improve the performance of NetCAM-WP without degrading its complexity.
APPENDIX A
PROOF OF LEMMA 1
We start by showing the necessity of the condition. Suppose that there exists an independent set
V˜1 ⊆ V1 of the higher-layer IDNC graph G1 (V1, E1). Let v(BS)pi(1) , v(BS)pi(2) , · · · , v(BS)pi(|V˜1|) be the elements
of V˜1, where pi : {1, 2, · · · , |V˜1|} → {1, 2, · · · , |M|} is one-to-one and onto mapping that
associates the index of a vertex V˜1 to its corresponding packet index inM. Consider combinations
of all uncoded packets associated with the vertices in V˜1, i.e., p = ppi(1) ⊕ ppi(2) ⊕ · · · ⊕ ppi(|V˜1|).
We need to show that p is an IDNC packet. This is done by contradiction. Suppose that p leads
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to transmission inadmissibility. Hence, p is not instantly decocable to at least one user ui ∈ N .
Consequently, at least two packets from {ppi(1), ppi(2), · · · , ppi(|V˜1|)} are also in Wui , the Wants set
of ui. Therefore, there exists edges among all vertices associated with the packets (at least two)
in {ppi(1), ppi(2), · · · , ppi(|V˜1|)} ∩Wui . This contradicts the fact that V˜1 is an independent set.
We proceed to prove the sufficiency of the condition. Suppose that there exists an IDNC
packet, p˜, that the BS can broadcast via cellular links. Suppose that p˜ is created by combining
M1 ≤ |M| uncoded packets. Hence, p˜ can be written as p˜ = ppˇi(1) ⊕ · · · ⊕ ppˇi(M1) where
pˇi : {1, · · · ,M1} → {1, · · · , |M|}. Denote V̂1 as the set all vertices associated with the packets
p˜. Hence, V̂1 is given by V̂1 = {v(BS)pˇi(1) , · · · v(BS)pˇi(M1)}. It is straightforward to see that V̂1 ⊆ V1. Given
that p˜ is instantly decodable to all users, no two packets from the set {ppˇi(1), · · · , ppˇi(M1)} are
simultaneously in the Wants set of any user. Consequently, there cannot be edges that connect
the vertices in V̂1. Therefore, V̂1 ⊆ V1 is an independent set. 
APPENDIX B
PROOF OF LEMMA 2
To prove Lemma 2, we start by establishing the necessity of the condition. Suppose that there
exists an independent set V˜2 ⊆ V2 of the graph G2 (V2, E2). Let v(pˆi(1))p˜i(1) , v(pˆi(2))p˜i(2) , · · · , v(pˆi(|V2|))p˜i(|V2|) be
the elements of V˜2, where p˜i : {1, 2, · · · , |V˜2|} → {1, 2, · · · , |M|} is a mapping that associates
the subscript of a vertex to a packet in M, and pˆi : {1, 2, · · · , |V˜2|} → {1, 2, · · · , |N |} is a
mapping that matches the superscript of a vertex to a user in N . It should be demonstrated that
transmissions resulting from the combinations of any number of vertices of V˜2 do not lead to (i)
transmission inadmissibility, (ii) conflict or (iii) congestion. Without loss of generality, consider
the combination of two vertices, (v(pˆi(k))p˜i(i) , v
(pˆi(l))
p˜i(j) ) ∈ V˜2. We have either one of the following two
scenarios: (a) p˜i(i) = p˜i(j) or (b) p˜i(i) 6= p˜i(j).
If p˜i(i) = p˜i(j), then it can be inferred from the superscripts and subscripts of the two vertices
v
(pˆi(k))
p˜i(i) , v
(pˆi(l))
p˜i(i) , that user p˜i(i) is broadcasting coded packet ppˆi(k)⊕ppˆi(l). We prove by contradiction
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that ppˆi(k) ⊕ ppˆi(l) does not lead to transmission inadmissibility. Suppose that ppˆi(k) ⊕ ppˆi(l) leads
to transmission inadmissibility. Hence, there exists at least one user in the coverage of user p˜i(i)
that needs to recover both packets ppˆi(k) and ppˆi(l). Therefore, v
(pˆi(k))
p˜i(i) is connected to v
(pˆi(l))
p˜i(i) , which
contradicts the fact that V˜2 is an independent set.
If p˜i(i) 6= p˜i(j), then one can deduce from the two vertices v(pˆi(k))p˜i(i) , v(pˆi(l))p˜i(i) , that user p˜i(i) transmits
packet ppˆi(k) while user p˜i(j) sends packet ppˆi(l). We establish by contradiction that neither conflict
nor congestion occurs.
1) Suppose that conflict occurs. Hence, user p˜i(i) is directly connected to user p˜i(j). Therefore,
there exists an edge between v(pˆi(k))p˜i(i) and v
(pˆi(l))
p˜i(i) . This leads to a contradiction since V˜2 is an
independent set.
2) Suppose that congestion occurs. Hence, there is at least one user in Yp˜i(i) ∩ Yp˜i(j), i.e.,
simultaneously in the coverage area of user p˜i(i) and user p˜i(j). Therefore, there is an
edge that connects v(pˆi(k))p˜i(i) and v
(pˆi(l))
p˜i(i) . This is in contradiction with the fact that V˜2 is an
independent set.
To prove the sufficiency of the condition, let N1 be the number of users scheduled to broadcast
on D2D links. Denote pˆn the IDNC packet that user n ∈ N1 can transmit. Using n as superscript
and the indices of all the uncoded packets that create pˆn as subscript, we can generate vertices
for the set V̂2. By repeating this process for all n ∈ N1, we can create the set V̂2 of vertices.
Given that pˆ1, pˆ2, · · · , pˆ|N1| are feasible codes that can be transmitted simultaneously over D2D
links, they do not cause conflict, congestion or transmission inadmissibility. Hence, there cannot
be edges that connect any two vertices in V̂2. Therefore, V̂2 is an independent set. 
APPENDIX C
PROOF OF PROPOSITION 1
Suppose that V ∪ {v˘(j)i } is an independent set of the two-layer IDNC conflict graph G (V , E).
By Theorem 1, there exists a set p˘BS, D2D of coded packets associated with V ∪ {v˘(j)i } that is
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instantly decodable and efficient in the sense that the set p˘BS, D2D does not lead to (i) transmission
inadmissibility, (ii) conflict, (iii) congestion, or (iv) redundancy. We demonstrate by contradiction
that p˘BS, D2D =MBS, D2D ⊕ pi by considering the following three scenarios.
1) Suppose that V ∪ {v˘(j)i } ⊆ V1. All vertices are in the higher-layer IDNC graph. p˘BS, D2D 6=
MBS, D2D⊕ pi means that MBS, D2D⊕ pi leads to transmission inadmissibility. Hence, there
exists a user that requires pi in addition to a given packet in MBS, D2D. Therefore, there is
an edge that connects {v˘(BS)i } to a vertex in V . This leads to a contradiction.
2) Suppose that V ∪ {v˘(j)i } ⊆ V2. Given that N is the number of users scheduled to broadcast
via D2D links, MBS, D2D consists of the feasible codes that can be transmitted by the N
users. Let pj, ∀j ∈ (1, · · · ,N ) be the IDNC packet associated with user j. IfMBS, D2D⊕pi
is not feasible, then at least one of the combination pk⊕pi, k ∈ (1, · · · ,N ) is not a feasible
coded packet. Without loss of generality, assume that pN ⊕pi is infeasible. Hence, we have
the following two cases.
a) The user with index j coincides with the user labeled as N . From this user’ perspective,
there exists at least one user in its coverage area that requires pi in addition to one packet
pn˜ ∈ pN leading to transmission inadmissibility. Therefore, there is an edge that connects
v
(N )
n˜ ∈ V to v˘(N )i . This contradicts the fact that V ∪ {v˘(N )i } is an independent set.
b) The user labeled with index j is different from the one labeled as index N . Hence,
either congestion or conflict occurs. Therefore, there is an edge between the vertex v˘(j)i
and all vertices, V˜N ⊆ V which corresponds to the packets in pN . This contradicts the
fact that V ∪ {v˘(j)i } is an independent set.
3) Suppose that V consists of vertices in both V1 and V2. Denote VBS, the vertices of V that
are in V1 and VD2D, the set vertices of V that are in V2. We can see that V = VBS∪VD2D and
both sets VBS and VD2D are independent sets. Vertex {v˘(j)i } can be either in the lower-layer
or higher-layer graph. Suppose it is in the lower-layer IDNC conflict graph. The packet
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combination MBS, D2D ⊕ pi is infeasible, which means hat it causes redundancy. Hence,
there is at least one edge that connects a vertex in VD2D ∪{v˘(j)i } with a vertex in VBS. This
is in contradiction with the fact that VBS ∪ VD2D ∪ {v˘(j)i } is an independent set.
We start to establish the sufficiency of the condition by assuming thatMBS, D2D⊕pi is instantly
decodable and efficient. Suppose that V∪{v˘(j)i } is not an independent set of the two-layer IDNC
conflict graph G (V , E). Hence, there exists either an edge that connects {v˘(j)i } to at least one
vertex in V1 or an edge that links {v˘(j)i } to at least one vertex in V2. This leads to a contradiction
since MBS, D2D ⊕ pi instantly decodable and efficient. 
APPENDIX D
PROOF OF LEMMA 3
Denote n?max = arg maxn∈N |Wn|. To prove Lemma 3, we consider the following two cases:
1) Suppose that n?max ∈ Nsingle. In that case, all packets in Wn?max are transmitted within the
transmission of all packets in SBS∪n∈NsingleWn. The BS broadcasts all packets SBS∪n∈Nsingle
Wn via cellular links and the packets in M\{SBS ∪n∈Nsingle Wn} are transmitted via D2D
links. Therefore, the packet completion time is upper-bounded by |SBS ∪n∈Nsingle Wn|.
2) Suppose that n?max ∈ N\Nsingle.We need to consider two cases:
a) If |Wn?max | ≤ |SBS∪n∈NsingleWn|, then the number of transmission slots required to deliver
all missing packets is bounded by |SBS ∪n∈Nsingle Wn|.
b) If |Wn?max | ≥ |SBS ∪n∈Nsingle Wn|, then it holds true that SBS ⊆ Wn?max and | ∪n∈Nsingle
Wn| ≤ Wn?max . Either one the following three scenarios can occur.
i) ∪n∈NsingleWn ⊆ SBS. This case may lead to two possibilities:
A) |Wn?max\SBS| ≤ |SBS|. While the BS is broadcasting the packets from SBS via the
cellular link, user n?max can recover its missing packets, i.e., Wn?max\SBS via D2D
transmissions. Hence, the packet completion time is bounded by |SBS| which is
equal to |SBS ∪n∈Nsingle Wn|.
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B) |Wn?max\SBS| ≥ |SBS|. After receiving the first |SBS| packets, there will be at most
|Wn?max\SBS| packets missing from the Wants set of user n?max which the user can
recover during
⌈ |Wn?max\SBS|
2
⌉
transmission slots. Therefore, the packet completion
time is given by |SBS|+
⌈ |Wn?max\SBS|
2
⌉
.
ii) SBS ⊆ ∪n∈NsingleWn. This leads to two possibilities:
A) |Wn?max\SBS| ≤ | ∪n∈NsingleWn|. The BS transmits the packets from ∪n∈NsingleWn
via cellular links while user n?max receives its remaining missing packets via D2D
transmissions. Hence, the packet completion time is bounded by | ∪n∈NsingleWn|.
B) |Wn?max\SBS| ≥ | ∪n∈Nsingle Wn|. In this case, user n?max needs to recover at
most |Wn?max\{Wn?max ∩ {∪n∈NsingleWn}}| packets after the first | ∪n∈Nsingle Wn|
transmission slots. This can be achieved during
⌈ |Wn?max\{Wn?max∩{∪n∈NsingleWn}}|
2
⌉
transmission slots. Hence, the packet completion time is bounded by | ∪n∈Nsingle
Wn|+
⌈ |Wn?max\{Wn?max∩{∪n∈NsingleWn}}|
2
⌉
.
iii) ∪n∈NsingleWn * SBS and SBS * ∪n∈NsingleWn. This leads to two possibilities:
A) |Wn?max\SBS| ≤ |SBS ∪n∈NsingleWn|. We can use similar reasoning as in part (i-A)
to show that the packet completion time is bounded by |SBS ∪n∈Nsingle Wn|.
B) |Wn?max\SBS| ≥ |SBS∪n∈NsingleWn|. User n?max needs to recover at most |Wn?max\{Wn?max∩
{SBS∪n∈NsingleWn}}| packets after the first |SBS∪n∈NsingleWn| transmission slots.
Therefore, the packet completion time is bounded by
⌈ |Wn?max\{Wn?max∩{SBS∪n∈NsingleWn}}|
2
⌉
+
|SBS ∪n∈Nsingle Wn|.
This concludes the proof. 
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