This paper focuses on highly efficient numerical methods for solving space-fractional diffusion equations. By combining the fourth-order quasi-compact difference scheme and boundary value methods, a class of quasi-compact boundary value methods are constructed. In order to accelerate the convergence rate of this class of methods, the Kronecker product splitting (KPS) iteration method and the preconditioned method with KPS preconditioner are proposed. A convergence criterion for the KPS iteration method is derived. A numerical experiment further illustrates the computational efficiency and accuracy of the proposed methods. Moreover, a numerical comparison with the preconditioned method with Strang-type preconditioner is given, which shows that the preconditioned method with KPS preconditioner is comparable in computational efficiency.
Introduction
We consider the following initial boundary value problem of two-sided spacefractional diffusion equations ( u(x, t) are the left-sided and right-sided Riemann-Liouville fractional derivatives of order α ∈ (1, 2), respectively, which are defined by (see e.g., [35] )
.
It is known from [38] that the Riesz fractional derivative can be reviewed as a linear combination of the left-sided and right-sided Riemann-Liouville fractional derivatives, namely, A number of researches show that the problem in (1.1) of SFDEs is able to describe some scientific and engineering phenomena better than the classical secondorder diffusion model (see e.g., [3, 39] ) and it has many applications in other settings, such as in finance, image processing, electrochemistry, biological systems, and hydrology (cf. [2, 20, 21, 33, 36] ). However, owing to the nonlocal nature of the fractional derivatives, it is difficult to derive a closed form for the solution of SFDEs. Therefore, developing highly efficient numerical methods to solve SFDEs has become an important issue. For this topic, in recent year, some progresses have been made. For example, Meerschaert and Tadjeran [32] proposed to use the shifted Grünwald-Letnikov formula to approximate the Riemann-Liouville fractional derivatives. In order to raise the computational accuracy of the algorithms, based on Lubich's weighted-shifted difference operator (cf. [31] ), Chen and Deng [17, 18] gave the second-, third-, and fourth-order approximation formulas for the RiemannLiouville fractional derivatives and applied them to solve SFDEs. By combining the weighted Grünwald-Letnikov formula and a compact difference formula, Hao, Sun, and Cao [23] developed a quasi-compact method with fourth-order accuracy in space for one-and two-dimensional SFDEs. Most of these methods mainly concern the improvement of spatial accuracy. As to the improvement on temporal accuracy, it is remarkable to mention that Lei and Huang [27] combine the pth-order BVMs (cf. [7] ) with the fourth-order quasi-compact weighed-shifted Grünwald-Letnikov difference method to construct a class of numerical methods with convergence order O(h 4 + τ p ), where h and τ are the spatial and temporal stepsizes of the methods, respectively, and the temporal convergence order p can be appropriately large.
Generally speaking, a high-accuracy method often needs a large cost (see e.g., [41] ). Hence, improving the computational efficiency of the numerical methods is also an important research issue. Recently, several fast iterative techniques have been presented for finite difference methods for solving SFDEs, such as the KPS iteration method (cf. [13] [14] [15] [16] ), the Strang-type preconditioned method (cf. [22, 27] ), the conjugate gradient normal residual method with a circulant preconditioner (cf. [28] ), the multigrid method (cf. [34] ), and the super fast-preconditioned iterative method (cf. [40] ). These methods accelerate the convergence rate of the used finite difference methods, while preserving their accuracy. Motivated by the above researches, this paper deals with preconditioned methods for solving the problem. (1.1).
With these premises, the structure of this paper is as follows. In Section 2, by combining a four-order quasi-compact difference method and BVMs, a class of quasi-compact BVMs for (1.1) are constructed. In Section 3, in order to raise the computational efficiency of the proposed methods, we consider the KPS iteration method and the generalized minimal residual (GMRES) method with KPS preconditioner. Moreover, a convergence criterion for the KPS iteration method is derived. In Section 4, the computational efficiency and accuracy of the proposed methods are assessed by some numerical experiments, also providing numerical comparisons with the GMRES method with a Strang-type preconditioner.
A class of quasi-compact BVMs for SFDEs
In this section, we will combine the fourth-order quasi-compact scheme (cf. [23] ) and BVMs (cf. [7] ) to construct a class of space-time discretization methods for solving the initial boundary value problem (1.1).
The basic idea, on which the fourth-order quasi-compact scheme relies, is using the weighted average to zero the low-order leading terms in the asymptotic expansion of the truncation error in the shifted Grünwald-Letnikov formula. In order to give the scheme, we need to introduce a preparatory result from Hao, Sun, and Cao [23] . For this, a quasi-compact operator A is defined as follows:
where v(x) is an any given function and c α = (−α 2 +α+4)/24 which, for α ∈ (1, 2), satisfies
Then, the quasi-compact operator A satisfies, for all x ∈ R,
In addition, when α ∈ (1, 2), the coefficients {w
l } have the following properties:
, and then, make a zero extension of v(x) on R, where it is assumed that v(x) ∈ L 4+α (R). In this way, the following equalities hold
4) and thus, by Lemma 1, one has that
Acting operator A on both sides of the above equations yields
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It follows from (2.5) that
(2.6) Introducing the notation:
then (2.6) can be cast in the following matrix form:
For matrices K and J , the following results hold.
Lemma 2 Matrix K is symmetric-positive-definite and has the decomposition form:
Proof We can write matrix K as
On the other hand, one has that
By taking into account (2.2) and (2.9), one then obtains 1 10 < σ α < 1 4 and, consequently (cf. [1, 5] 
It then follows that
Concerning matrix J , its symmetry is clear from (1.2), and its negative definiteness then follows from (2.3), as it can be found in [27, Lemma 2.4].
As a simple consequence of the above lemma (see also [27] ), one obtains the following result.
Lemma 3 When
From Lemma 2, considering that the bounds (2.10) are independent of M (i.e., of the space-step h), we obtain that (2.7) is equivalent tō
Since matrixJ is symmetric-negative-definite, the semi-discretization obtained by dropping the remainder O(h 4 ) in (2.11), and then in (2.7), is stable. Consequently, using u i (t) to denote the semi-discrete approximation of u(x i , t), we obtain the following quasi-compact finite difference scheme for the space discretization of SFDEs (1.1): 12) where
BVMs have been proven to be very effective for solving a number of differential and integro-differential equations (see e.g., [6-12, 25, 26, 29, 30, 42-48] ). In view of this, in the following, we consider using BVMs to solve (2.12). Let t 0 < t 1 < · · · < t N = T be a uniform mesh with t n = t 0 + nτ (0 ≤ n ≤ N) and τ = T −t 0 N . Applying a k-step BVM with k 1 initial conditions and k 2 (= k − k 1 ) final conditions to (2.12) yields the following scheme:
are some given real coefficients such that schemes (2.13)-(2.15) have the same local order. By introducing the following notations:
schemes (2.13)-(2.15) can be more compactly written in vector form as i ). Since problem (2.12) can be transformed to a diagonal set of stiff ODEs by considering, as done above, at first the transformation z(t) = Cu(t), with the matrix C satisfying (2.8), and then, a transformation by a real orthogonal matrix (i.e., that diagonalizingJ in (2.11)), according to the analysis in [7, Chapter 4 ] (see also [6] ), any A k 1 k 2 -stable BVM will be convergent to the solution of (2.12), as the time-step τ tends to 0.
As a result, a class of space-time discretization methods (2.16) for SFDEs (1.1) have been obtained. In what follows, this class of methods will be called quasi-compact boundary value methods.
Two acceleration techniques
As is clear, when either one of the grid numbers M and N is large, the discrete problem generated by a quasi-compact boundary value method (2.16) amounts to a large-size linear system, potentially requiring a large computational cost for its solution. Hence, it is mandatory to look for suitable acceleration techniques to efficiently implement method (2.16). For this purpose, in the following, we will apply two acceleration techniques, namely, the KPS iteration method (cf. [13] [14] [15] [16] ) and the GMRES method (cf. [37] ) with a KPS preconditioner, to methods (2.16).
Let
Then, method (2.16) can be written as a standard linear system:
We observe that matrix Q admits the following two Kronecker product splittings, depending on parameter θ > 0:
Based on the above splittings of matrix Q, when an initial guess U (0) is given, we have the following KPS iteration method, defined for all k ≥ 0:
where
and
In fact, (3.3) can also be derived directly from the following splitting of matrix Q:
with
In view of this, we have 6) and, thus, the KPS iteration method can be written in an equivalent form:
For the KPS iteration method, we have the following convergence result.
Theorem 1 Assume that all eigenvalues of matrix B −1 A have positive real part and parameter θ > 0. Then, the spectral radius ρ(G(θ)) of iteration matrix G(θ) of method (3.3) can be bounded by
where σ (·) denotes the spectrum of a given matrix.
Proof By the well-known properties of the Kronecker product (see e.g., [24] ), the eigenvalues of iteration matrix G(θ) have the following form
It follows from Lemma 3 that (μ) < 0. In view of this and θ > 0, one has
This gives
Also, since all eigenvalues of matrix B −1 A have positive real part and θ > 0, it is deduced that (θ) < 1. This completes the proof.
Theorem 1 gives a convergence criterion of the KPS iteration method for any initial guess U (0) and parameter θ > 0. Naturally, it is to be asked whether there is an optimal choice of θ , which minimizes the spectral radius of the iteration matrix G(θ). If so, a KPS iteration method with the optimal convergence rate could be found. Though this problem is in general still open, the following result allows us to choose θ in order to minimize the upper bound (θ) defined in (3.8), instead of the spectral radius ρ(G(θ)) itself.
Theorem 2 Assume that λ * is the eigenvalue of matrix B −1 A with the maximum argument φ * and all eigenvalues of B −1 A have positive real part. Then, the optimal value of parameter θ such that the upper bound (θ) of spectral radius ρ(G(θ)) becomes minimum is given by
and (θ * ) = tan
Proof The proof is similar to that for Corollary 3.1 in [13] .
Although, under suitable condition, the KPS iteration method (3.2) could speed up the convergence rate of the iterative solution of problem (2.16), we still need to solve a corresponding large-size linear system at each iteration. Hence, it is necessary to consider a further acceleration scheme to implement this method effectively. To this end, we consider solving (3.1) by using a preconditioned GMRES method (cf. [37] ), with the KPS preconditioner P (θ) defined in (3.4) and (3.5) . In other words, by (3.6), we at first transform (3.1) into the following linear system: 10) and then, we solve (3.10) by the GMRES method. In view of (3.6), when ρ(G(θ)) < 1, all eigenvalues of P (θ) −1 Q are located in a circle centered at (1, 0) with a radius smaller than one. Also, it is well-known that a clustered spectrum often translates in rapid convergence of the GMRES method (see e.g., [37] ). In this way, the KPS iteration method takes full advantage from the use of the GMRES method.
A numerical illustration
In this section, we will show the computational advantages of quasi-compact boundary value methods with the KPS preconditioner, where the four BVMs: third-order GBDF (GBDF-3), fourth-order ETR 2 (ETR 2 -4), fifth-order GAM (GAM-5), and sixth-order TOM (TOM-6) (cf. [4, 6, 7] ) will be used as the time discretization methods, respectively. In the actual computational procedure, we will always choose parameter θ as the optimal parameter θ * defined in (3.9). For the various methods considered here and different values of the dimension N, some of the optimal parameters θ * are listed in Table 1 . Moreover, we shall use the stopping criterion for the iterative solution of (3.1):
In order to give a numerical comparison, we will also consider the preconditioned GMRES method with Strang-type block circulant preconditioner S, which has the form (see e.g., [10, 45] ):
where 
with α i being the coefficients of the ρ polynomial of the main formula defining the considered BVM, and s(B) similarly defined by replacing α i with β i . It is remarkable that s(A) and s(B) are circulant matrices and, thus, they can be diagonalized by the Fourier matrix F (cf. [19] ), i.e.,
where A (resp. B ) is a diagonal matrix whose diagonal entries are the eigenvalues of s(A) (resp. s(B)). Hence, we have
In this way, the fast Fourier transformation can be used to efficiently implement the Strang-type preconditioned GMRES method. Moreover, we shall consider a restarted version of the GMRES method after iteration, which is usual in the computational practice, which we shall denote as GMRES( ). For convenience, we list several combinations of methods that we shall consider in the sequel: -Method I: KPS iteration method (3.7); -Method II: using P (θ * ) as a preconditioner for GMRES (20) method for solving (3.10); -Method III: using S in (4.1) as a preconditioner for GMRES (20) method for solving (3.10); -Method IV: using the unpreconditioned GMRES(20) method for solving (3.1).
Moreover, the linear subsystems in (3.7) and (3.10) will be solved by LU factorization.
By introducing function 
, we consider the following initial boundary problem of SFDE (cf. [27] ):
whose exact solution u(x, t) = e −t [x(1−x)] 4 . For solving problem (4.2) with Methods I and II, in terms of Theorem 2, we first compute out optimal parameters θ * and the corresponding spectral upper bounds (θ * ) of GBDF-3, ETR 2 -4, GAM-5, and TOM-6, which are listed in Table 1 , where N denotes the number of the temporal partition.
Taking the numbers of temporal and spatial partitions: , 1, 2, 3) , then applying Methods I-IV to the corresponding linear systems generated by the use of GBDF-3, ETR 2 -4, GAM-5, and TOM-6 for the time discretization of problem (4.2), respectively, we can obtain a series of efficient numerical solutions. As an example, we apply Method II with N = 48, M = 256, and TOM-6 to problem (4.2) with α = 1.5, whose numerical solutions u n i and their errors |u( Fig. 1 . Moreover, in Tables 2-3 , we list the numbers of iterations (Iter) and CPU times (CPU) of Methods I-IV with TOM-6 for problem (4.2) with α = 1.5. The results in Table 2 are derived from the tests whose initial guesses in the iterations are given by the initial condition 4 . Whereas, the results in Table 3 come from tests whose initial guesses in the iterations are given by the random initial guess U (0) , which is a vector with normally distributed entries of mean zero and variance one. These numerical results verify Theorem 1 and show that Methods I-III converge faster than Method IV, Method II can reduce the iteration numbers and CPU times of Method I, and Method II needs fewer CPU times than Method III although the latter requires less iterations than the former in some situations. According to these comparisons, we conclude that Method II is the best one among the considered methods. This is further confirmed by Fig. 2a-b , where the spectrums of matrices Q and P −1 (θ * )Q with TOM-6 for problem (4.2) with N = 48, M = 256, and α = 1.5 are plotted, respectively. As is clear, the eigenvalues of preconditioned matrix P −1 (θ * )Q of Method II closely cluster around the point (1, 0), whereas those of Method IV are not so. According to the above analysis, in the following, we shall always use Method II to solve the generated linear systems. In order to give an insight into the computational accuracy of the methods, we introduce the notations: to denote the global error and temporal and spatial convergence orders, respectively. For testing the spatial convergence orders of the methods, we take a sufficiently small time-stepsize τ = Table 4 . We can find from Table 4 that the used methods are quite effective and their spatial convergence orders are about 4, which is consistent to the local order of the methods in space. Next, we continue to test the temporal convergence orders of the methods. (where p is the local order of the used BVM), and then applying Method II to the linear systems (3.1) generated respectively by GBDF-3, ETR 2 -4, GAM-5, and TOM-6 for problem (4.2) (α = 1.1, 1.5, 1.9), we can numerically estimate the temporal convergence orders of the methods, which are shown in Table 5 Global errors and temporal convergence orders of GBDF-3, ETR 2 -4, GAM-5, and TOM-6 to problem (4.2) with spatial stepsizes h = Table 5 . As one may infer from the listed results, they are in good agreement with the local orders of the used BVMs.
