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Abstract
Benefits of long-term monitoring have drawn considerable attention in healthcare.
Since the acquired data provides an important source of information to clinicians and
researchers, the choice for long-term monitoring studies has become frequent.
However, long-term monitoring can result in massive datasets, which makes the anal-
ysis of the acquired biosignals a challenge. In this case, visualization, which is a key point
in signal analysis, presents several limitations and the annotations handling in which
some machine learning algorithms depend on, turn out to be a complex task.
In order to overcome these problems a novel web-based application for biosignals
visualization and annotation in a fast and user friendly way was developed. This was
possible through the study and implementation of a visualization model. The main pro-
cess of this model, the visualization process, comprised the constitution of the domain
problem, the abstraction design, the development of a multilevel visualization and the
study and choice of the visualization techniques that better communicate the information
carried by the data. In a second process, the visual encoding variables were the study tar-
get. Finally, the improved interaction exploration techniques were implemented where
the annotation handling stands out.
Three case studies are presented and discussed and a usability study supports the
reliability of the implemented work.
Keywords: Long-term Biosignals, Big Data, Biosignals Visualization, Biosignals Anno-
tation, Medical Monitoring.
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Resumo
Os benefícios da monitorização de longa duração têm recebido uma atenção conside-
rável na área da saúde. Uma vez que os dados recolhidos constituem uma importante
fonte de informação para médicos e investigadores, a escolha deste tipo de estudos tem-
-se tornado frequente.
No entanto, este tipo de monitorização pode resultar em conjuntos de dados de gran-
des dimensões o que torna num desafio a análise dos biosinais adquiridos. Neste caso,
a visualização que é um ponto-chave na análise de sinais, apresenta muitas limitações e
a manipulação de anotações da qual dependem alguns algoritmos de machine learning,
torna-se uma tarefa complexa.
Por forma a superar estes problemas uma inovadora aplicação baseada nas tecnolo-
gias Web para a visualização e anotação de biosinais de um modo rápido e user friendly
foi desenvolvida. Tal foi possível através do estudo e implementação de um modelo
de visualização. O principal processo deste modelo, o processo de visualização, com-
preendeu a determinação do domínio do problema, o desenho da abstração utilizada, o
desenvolvimento de uma visualização em multiníveis, e o estudo e escolha das técnicas
de visualização que melhor transmitem a informação transportada pelos dados. Num
segundo processo, a escolha das variáveis de codificação visual foi alvo de estudo. Final-
mente, as melhores técnicas de exploração interativa foram implementadas das quais se
destaca a manipulação de anotações.
Neste trabalho são ainda apresentados e discutidos três estudos efetuados com a apli-
cação desenvolvida. Por fim, é apresentado um estudo de usabilidade, o qual sustenta a
confiança no trabalho implementado.
Palavras-chave: Biosinais de longa duração, Big Data, Visualização de Biosinais, Anota-
ção de Biosinais, Monitorização Médica.
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Introduction
1.1 Motivation
In the last years, the technological innovation and the interest in quality of life have been
motivating the research and development of novel resources in the clinical field. How-
ever, it is still evident the demand for the improvement in diagnosis and monitoring of
some pathologies. This is the case, for example, of different neurological disorders, such
as Obsessive-Compulsive Disorder (OCD) and Parkinson disease.
Therefore, the study, development and implementation of new solutions to monitor
healthy and pathological conditions became increasingly imperative in biomedical re-
search.
The data acquired will be an important source of information to clinicians, who will
be able to make their clinical diagnosis and treatment plans relying on the extracted infor-
mation. It also supports researchers decision-making, as well as, inform patients, helping
in their recovery. For this reason, the analysis of the acquired biosignals has a significant
part either in research or clinic applications. To perform this analysis a variety of con-
cepts and methods are involved, from which data visualization and machine learning
algorithms stand out in this work.
Data visualization consists in the integration of the human visual perception with the
processing power of computers. Its basic idea is examining, understanding and transmit-
ting information. Since humans main input sense is visual, data visualization is consid-
ered essential and highly promising for signal analysis [32], [39]. However, data visual-
ization presents some limitations such as the display capacity and the human perceptual
and cognitive capacity [47].
Machine learning is the application of algorithms to computers in order to optimize
1
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a performance criterion. These algorithms can follow supervised, semi-supervised and
unsupervised approaches [4]. However, the first two depend on the use of labelled data
what implies that this task has to be the most accurately possible. Nevertheless, the
annotation of the biosignals is a demanding task that depends on human subjective in-
tervention and requires specific knowledge.
In some clinical cases, such as neuromuscular and sleep disorders, the required moni-
toring of the patients results in large amounts of data. Although the analysis of biosignals
is a key feature in many medical applications, in these cases difficulties become evident.
This is due to the fact that we are dealing with big data - massive data sets that present
problems when processed and analysed by standard tools [68]. In other words, both dif-
ficulties previously described become more complex and the data processing will present
several limitations [30], [50].
As a result, there is a high demand for novel visual exploration tools that achieve
the better conjugation between processing and storage capabilities of computers and the
visual, creative and knowledge capabilities of humans.
Considering the current needs described, this work introduces an innovating solution
that allows the visualization and annotation of large scale biosignals. In order to over-
come the problems introduced by the demand of big data acquisition, this work aimed
to present a novel biosignals analysis platform which provides a useful experience to
its users through an innovative inspection of the data. Consequently, the solution pre-
sented represents an effective biosignals visualization and interaction approach that can
be adapted to any type of biosignal.
In this work, the signal acquisition was done with the OpenSignals software [24]. The
signal processing algorithms and the visualization code were respectively developed in
Python [8] and JavaScript [17] Programming Languages. The layout of the platform was
achieved with the use of Hypertext Markup Language (HTML)5 [16] and Cascading Style
Sheets (CSS)3 [16].
This dissertation was developed at PLUX - wireless biosignals S.A.1.
1.2 State of the Art
The emergence of a variety of visualization tools, during the last years, has aimed to
counter the gap verified between our ability to collect and store data and to process it.
However, engineers and technicians who work with time series data daily (even in the
medical field) face the difficulty of work with tools hard to learn, implement and manip-
ulate [2].
1http://www.plux.info/
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1.2.1 Visualization Techniques
Over 200 years later from the invention of the first and most common visualization tech-
nique, the line graph, by William Playfair [33], the development of new and better visu-
alization techniques continues to face the challenges of our days. The large number of
well-known data visualization techniques existing today, despite useful for simple data
and basic analysis tasks, present huge limitations in respect to analysis of large scale data
sets.
Besides the standard techniques described in [69], more sophisticated visualization
techniques can be found, which may be combined with the aim of developing a specific
visualization system.
The axes-based visualizations techniques such as Parallel Coordinates [35] and Polar
Parallel Coordinates [13] allow the analysis of multidimensional data sets. In [61] it was
proposed the TimeWheel technique as an alternative to Parallel Coordinates for visual-
izing time series with multiple dimensions. The basic idea of this representation is to
present the time axis at centre and the encoding time-dependent attributes axes around
it in a circular arrangement. Similar to Parallel Coordinates, lines make a connection be-
tween each time point in the considered data and the corresponding points on each of the
attribute axes. Figure 1.1(a) presents an example of a TimeWheel representation. Never-
theless intuitive to express multidimensional data, axes-based visualizations are limited
by the length or width of the screen and the number of axes to be considered.
In [69] it was presented a different approach based on a spirally shaped time axis with
the purpose of visualizing large data sets and detect patterns and periodic behaviours of
data. The Spiral Graph also allows the comparison of different time series through the
use of intertwined graphs and different visual encodings for each. However, there is a
limited number of comparisons for each graph and this technique requires an appropriate
parameterization in each use [2]. Figure 1.1(b) represents an example of a Spiral Graph.
One of the most recent and promising technique is the Horizon Graph, a stacked
graph based visualization technique which enables the performance comparison of a
large number of time-dependent variables and the detection of outliers and predominant
patterns. It is built by adding colour bands to a line graph and mirroring the negative
values respecting the x-axis, then, through a technique called two-tone pseudo colour-
ing the colour bands are overlaid. Finally, the use of small multiples (a series of small
graphs stacked one above the other) enables to display a large number of data in a sin-
gle view [56]. Figure 1.1(c) shows an example of a Horizon Graph. The performance of
this novel representation was investigated in different studies. The study presented in
[27] shows that Horizon Graphs are more efficient than line charts in the studied tasks
and it also provides some recommendations about the number of bands to be used and
the best chart size. However, the number of simultaneous time series and bands studied
were limited only to two and four respectively. In [33] it was done an experiment with
3
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more techniques and higher numbers of time series, considering the previous recommen-
dations. In this investigation the authors concluded that for comparisons in time series
with a large visual span Horizon Graphs are generally more efficient.
A different approach arises with the use of Sparklines. A Sparkline is a word-sized
graphic usually without axis or other scale. This technique enables, therefore, the visual
display of a large amount of data in condensed charts in line with text [62]. In [54], it
was suggested that Sparklines can help to reduce clinical diagnostic errors. Figure 1.1(d)
represents an example of Sparklines.
(a) TimeWheel of a six variable data
set containing several diseases statistics.
Adapted from [61].
(b) Spiral Graph showing the rela-
tionship between two stock prices
(differentiated by colour) in five
years. From [69].
(c) Horizon Graph representing the daily perfor-
mance of 50 different stocks over a year. From
[56].
(d) Sparklines usage in clinical analysis. From
[62].
Figure 1.1: Examples of data visualization techniques.
The choice of the appropriate technique to represent data sets should weight the dif-
ferent strengths and weaknesses that each technique presents for diverse tasks, and eval-
uate the proper parameterization to use. Table 1.1 summarises the presented visualiza-
tion techniques.
4
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Table 1.1: Summary of the presented visualization techniques.
Visualization
Technique
Type Purpose Limitations
TimeWheel
Geometrically
transformed
display
Multidimensional data
sets analysis.
Limited by the screen’s
length/width and by the
number of axes to
consider.
Spiral
Graph
Geometrically
transformed
display
Patterns and periodic
behaviours detection in
different time series.
Requires appropriate
parameterizations in each
use.
Horizon
Graph
Stacked
display
Comparison of a large
number of time
dependent variables with
detection of outliers.
The better results are
limited to three bands.
Sparklines
Icon-based
display
Visual display of data in
condensed charts in line
with text.
Presents few details
about the data.
1.2.2 Visualization Toolboxes
Nowadays, a variety of toolboxes are available for creating data visualizations taking into
account diverse techniques. With the aim of bringing data to life, there are different tools
for different programming languages and most of them are free and open source. In [14]
a considerable list of tools is presented, however, only some of them are suitable to time
series visualization.
Data-Driven Documents (D3) is a promising JavaScript library developed by Michael
Bostock for efficient manipulation of documents based on data in order to custom web
based visualizations. D3 operates by binding data to a Document Object Model (DOM)
and then applies data-driven transformations to the document. In the end, the concept
and rules are provided by the user for D3 to execute. This fast library supports large data
sets and dynamic behaviours and uses the full capabilities of HTML, Scalable Vector
Graphics (SVG) and CSS. Still, it does not support older browsers. A diverse collection of
toolkits and plugins built on D3 can be used and improved in different conditions. From
this list stands out the Cubism plugin used to visualize time series on horizon graphs and
the Rickshaw toolkit used to create interactive time series graphs [48].
Flot 2 is a well-known plugin used in data visualization and built on JQuery [17],
the most popular JavaScript library. This plugin is focused on attractive and interactive
visualization.
Two more JavaScript libraries excel in research, the dygraphs 3 and the Envision 4.
2http://www.flotcharts.org/
3http://dygraphs.com/
4http://www.humblesoftware.com/envision
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They produce fast, interactive and dynamic charts for time series data sets, where dy-
graphs also supports massive data sets and has the ability to display error bars around
the data.
One of the most recent libraries for data visualization was created by Cyrille Rossant.
Galry [58] is a Python library for 2D plotting like matplotlib [31] (more popular). How-
ever, by contrast to matplotlib, Galry provides an efficient way to visualize large data sets
(up to 100 million data points) by using the Open Graphics Library (OpenGL).
As well as Galry, bokeh 5, from Continuum Analytics, is a python library which en-
ables a high-performance interactive visualization over very large data sets. However, at
this moment, it uses HTML5 canvas, instead of Web Graphics Library (WebGL) to display
the data in the browser.
With the aim of bind the best features of two popular libraries, matplotlib and D3,
arises the mpld3 project 6. From this conjunction results an improved visualization of the
data in the browser.
Table 1.2 summarises the presented visualization toolboxes.
Table 1.2: Summary of the presented visualization toolboxes.
Toolbox Language Rendering
Developed for
massive data sets?
D3 JavaScript SVG yes
Flot JavaScript HTML Canvas no
Dygraphs JavaScript HTML Canvas yes
Envision JavaScript HTML Canvas no
Galry Python OpenGL yes
bokeh Python HTML Canvas yes
mpld3 Python SVG no
1.2.3 Visualization Applications
Usually, visualization alone is not enough, particularly when dealing with large data sets
and multiple entities. Therefore, applications for visualization and exploratory viewing
of time series data sets have been arisen in the last years in order to enable an appropriate
user interface and convenient results analysis. Today, several applications, considering
different analytical methods, are available to commercial, academic or research use. In
[2] is provided a survey of applications for different purposes.
Cluster and Calendar based Visualization tool [64] is probably one of the first and
most popular systems for time series data visualization. The application clusters similar
daily data patterns and then displays the average patterns as line plots as well as a calen-
dar with each day coloured according to the cluster that it represents - this is also known
as the temporal clustering method. Even though providing a good overview of multiple
5http://bokeh.pydata.org/
6http://mpld3.github.io/
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time series data, the application is limited to calendar-based data and requires previous
knowledge about patterns to identify.
Another common tool for time series visual exploration is TimeSearcher2 [10], an ex-
tension of one previous work that allows users to visualize long time series of multiple
heterogeneous variables by a combination of filter and pattern search capabilities. Here,
the concept of timebox, a rectangular query region, already introduced in previous work
is enhanced. While the original timebox is used to filter the data and reduce the scope
of the search, an improved timebox, the searchbox, enables to perform a specific pattern
search anywhere in the remaining data. Besides flexible, intuitive and interactive, this
application presents some issues, particularly when dealing with extensive data sets. In
this case the process becomes cumbersome, the application has limited scalability and
the query model may be considered too simplistic. Figure 1.2(a) presents an example of
the TimeSearcher2 interface.
By contrast to the previously described concept of query-by-example, it was devel-
oped the VizTree [42], a visualization system for massive time series data sets that discov-
ers interesting patterns (frequently occurring or surprising patterns) without the need of
a first example. This application is based on Symbolic Aggregate Approximation (SAX)
[43]. The data is discretized into a fixed length of subsequences, converted to symbols
and then the symbols are concatenated to form symbol strings. Finally, a modified suffix
tree is built, where frequency and other properties of patterns can be differentiated by
colours and other visual properties. VizTree benefits from the ability to scale very large
databases and to discover non-trivial patterns. However, it is not very intuitive. Figure
1.2(b) illustrates an example of the VizTree interface.
(a) TimeSearcher2 interface. The box in red se-
lects the pattern of interest. In the graph be-
low the result of the search is displayed with
red triangle markers under the horizontal axes.
On the right side the result is shown in detail.
From [10].
(b) VizTree interface. At top is shown the the
input time series. The bottom left panel shows
the subsequence tree for the time series. The
parameter setting area is on the top right. The
bottom panel plots the actual subsequences
when the user clicks on a branch. From [42].
Figure 1.2: Interfaces of applications for time series visualization.
With the intention of stimulating research in the study of complex biomedical sig-
nals Goldberger et al. (2000) [21] developed a resource that comprises three interrelated
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components. The PhysioNet offers free web access to a large biosignals database (the
PhysioBank) and to a wide collection of software for viewing and analysing the signals
(the PhysioToolkit). A particularity of the PhysioBank data sets is that these can include
ground-truth information and, as stated before, the presence of annotations in data sets
is a key feature in signal analysis. Besides the ground-truth information and the presen-
tation of a wide variety of classic signal-processing functions, it works by command-line
tools, which makes it lowly user friendly.
Notwithstanding the increasing in number of novel visualization applications for
time series, it is verified that many of them are thought only for a specific domain [15] or
focus on a limited number of tasks. Besides, some of the literature found presents tools
that seem promising but are underexplored.
1.2.4 Visualization Applications in Clinical Cases
The high concern in clinical systems for improving the physical and psychological well-
ness has resulted in the emergence of a variety of new and crucial systems to record,
visualize and analyse different types of biosignals.
OpenSignals, developed by PLUX, is a software application which enables biosignals
visualization in real-time or offline from a previously recorded data set, even large. In
a user friendly interface, the entire signals are displayed. Then, an efficient navigation
through the signals can be performed by zooming and panning. This tool also provides
an EMG or Heart Rate Variability (HRV) analysis and has the possibility of open multiple
channels, in other words, different biosignals from a recording [24]. Figure 1.3(a) shows
the OpenSignals interface. This application can integrate the biosignalsplux system 7,
an advanced biosignal monitoring platform for sports and biomedical research. Besides
the OpenSignals, this system is also composed by a wearable hub and body sensors that
provide the acquisition of ECG, Electrodermal Activity (EDA) or ACC signals, among
others.
ActiLife 6 [1] is a software application that enables the visualization of data acquired
from an accelerometer, the ActiGraph monitor. The ActiLife 6 contains a selection of anal-
ysis tools, including the calculation of sleep statistics or the identification of low activity
periods, in order to provide a better and faster analysis of the data. Figure 1.3(b) shows
the ActiLife 6 interface. This software integrates the ActiGraph system, the most used
actigraphy monitoring system in research and clinical trials involving physical activity
and sleep assessment, even in long-term and real-time studies.
In cardiology, one of the most common examinations is the Holter, an ambulatory
electrocardiography for a minimum 24-hour period, conducted with the purpose of screen-
ing for ECG disturbances. The Welch Allyn Holter System Application, from Welch Allyn
[70], is a software application used to analyse ECG signals in Holter examinations. The
7http://www.biosignalsplux.com/
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application interface, shown in Figure 1.3(c), allows the selection of specific tasks en-
abling, for example, the review of the entire record with color-coded abnormal events
or the conducting of specific assessments such as ST or HRV measurements. In the end,
this software creates a report that includes selected ECG strips, some measurements and
technician’s comments. This application together with the Welch Allyn Holter Recorder
constitute the Welch Allyn Holter System, one of many systems available to perform
Holter examinations.
(a) OpenSignals interface displaying three signals acquired by different channels of
the biosignalsplux hub.
(b) ActiLife 6 interface. From [1]. (c) Allyn Holter System Application inter-
face. From [70].
Figure 1.3: Interfaces of clinical applications.
In spite of the high development of techniques, tools and applications to enable sig-
nals visualization, the visualization and processing of time series data sets faces yet some
issues, particularly when dealing with big data. The possible integration of applications
in real life platforms to monitoring diseases increases the demand for novel solutions.
Therefore, the tools described in this section contribute to the evolution of signals visual-
ization in general and also to the work that was developed in this thesis.
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1.3 Objectives
The main purpose of this work is to develop a novel application which enables the visu-
alization and exploration of biosignals in a big data context. Its demand is sustained by
the need of enhance the monitoring of health and pathological conditions and improve
the biomedical research.
Therefore, investigation for algorithms that allow the visualization of biosignal fea-
tures, in a fast and user friendly way for further analysis by users, will be performed. This
will be a powerful tool which will enable hidden information and knowledge discovery
from the data. The developed application will also allow the annotation of biosignals.
Different biosignals will be collected (ECG, EMG and ACC signals). Then these
biosignals will be tested and analysed in the developed visualization system. The ap-
plication will help finding patterns in the data, thereby improving, for example, the di-
agnosis of several diseases.
In spite of this work only be applied to ECG, EMG and ACC signals, it is also desired
that this novel tool may be applied to another type of needs that wrap the visualization
and analysis of big data in biological context.
In order to achieve these objectives the following steps were planed:
1. Identify the requirement for an interface and the challenges that will be faced.
2. Study about the end users and its goals.
3. Develop a technique that allows overcoming the stated problems.
4. Test the interface with different biosignals.
5. Present the interface developed to possible users in order to evaluate it.
1.4 Thesis Overview
The remainder of this thesis is organised as follows and schematically represented in
Figure 1.4.
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Figure 1.4: Thesis Structure.
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The first two chapters comprise the thesis basis. While Chapter 1 presents the moti-
vation and objectives of this work and also revises the related work, Chapter 2 provides
the main theoretical concepts that fundament this work.
The following Chapters present the application development. In Chapter 3 the fun-
damentals of the application are discussed. Chapter 4 exposes the followed visualization
model and Chapter 5 presents the case studies considered.
Finally, the results achieved are considered. Chapter 6 discusses the usability test
performed and Chapter 7 draws the main conclusions and provides the directions for
further research. Appendix A contains the publications resulting from this work.
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2
Theoretical Background
This chapter provides the most relevant base concepts for this work. A review on time
series, focusing on biosignals, and its acquisition and processing is the first subject to
approach. Then, data visualization is introduced. In the end, it is presented a brief review
about convenient graphics concepts.
2.1 Time Series
A time series can be defined as a set of observations made in a chronological order and is
a common form of recorded data.
The nature of time series can be assigned to a variety of fields, ranging from finance
to science. In order to understand physiological mechanisms in humans, the analysis of
time series in medicine, sports or research is one of utmost importance fields where these
can be applied.
2.1.1 Biosignals
Biomedical signal, or simply biosignal, is a term used to characterize signals that can be
measured from a biologic system. To address the extraction and storage of these signals,
an acquisition system has to be applied to the human body.
Biosignals result from electrical, magnetic, chemical or mechanical activity during
biological events such as heart beat or muscle contraction and are classified considering
their nature, application or their characteristics [37].
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Electrodermal Activity (EDA) signals which reflect the changes in the electrical prop-
erties of the skin, Electroencephalography (EEG) signals which monitor the cerebral ac-
tivity and Respiratory (RESP) signals which measure respiration rate and amplitude are
some examples of biosignals that can be measured from the human body.
The following biosignals were applied in the developed visualization tool and will be
later discussed. Therefore, they are here highlighted.
Electrocardiography (ECG)
The ECG signal is the most accessible and the most widely acquired bioelectric signal of
the human body. It consists in the recording of the electrical activity of the heart. This is a
cyclic signal and its basic waveform consists on a P wave, a QRS complex, a T wave and
a U wave [37] (Figure 2.1).
2.1. BIOSIGNALS
polarization and depolarization of the atrial and ventricular chambers of the heart).
In that way, diagnostic analysis of the mechanical function of the heart is achieved through
the assessment of the ECG. Electrocardiography takes care of the detection and amplification
of electrical changes on the skin, with surface electrodes, that are caused by heart muscle
depolarization which occurs on each heart beat. In general, ECG’s important parts consist
of P, QRS and T waves, shown in Figure 2.2.
Figure 2.2: Normal shape of an ECG signal. The P, QRS and T waves are highlighted.
The P-R interval is a measure of the time from the beginning of atrial activation to the
beginning of ventricular activation, ranging from 0.12 to 0.20 seconds [20].
The QRS complex’ duration lies between 0.06 and 0.10 seconds [20] and its abnormal
prolongation maybe a signal of blocking in the normal conduction pathways through the
ventricles. The S-T interval reflects the depolarization of the ventricular myocardium, while
the T wave indicates its repolarization.
ECG processing techiques and parameters extraction play an important role in the moni-
toring of patients. Several measures and analysis proceedings can be done with ECG signals.
One of the most important examples is the QRS peaks detection. This waveform is the most
easily identifiable within the electrocardiogram. Since it reflects the electrical activity within
the heart during the ventricular contraction, the time of its occurrence and its shape provide
much information about the current state of the heart [26]. Other important parameter is
the heart rate variability (HRV) [29]. This physiological phenomenon is characterized by the
variation in the time interval between heart beats.
In order to study and analyze biological signals, it is necessary to have access to these data.
The biological information can be used for instantaneous analysis with real-time processing
9
Figure 2.1: ECG basic waveform. This consists on a P wave, a QRS complex, a T wave
and a U wave (not represented). From [24].
Therefore, the ECG analysis provides a fundamental way of cardiac monitoring that
allows the detection of cardiac abnormalities, called arrhythmias. Arrhythmias may oc-
cur in healthy hearts with minimal consequences, but they may also indicate serious
heart diseases [46].
Electromyography (EMG)
An EMG signal is an electrical signal that represents the neuromuscular activity. It is gen-
erated in a muscle during its contraction, which enables the quantification of the neuro-
muscular function. Although the resulting electrical potentials can be recorded through
an invasive technique called intramuscular EMG, in this work the recording was per-
formed from the skin surface through a technique called surface EMG [37], [57], [59].
Figure 2.2 represents an EMG signal where is possible to observe an activation pattern of
the gluteus maximus.
The EMG signals are mostly used to measure the degree of muscle activation and to
access the neurophysiologic mechanisms of fatigue [6], [11]. For this reason, they can be
14
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The objective of this study is to apply CCF in identifying 
the delayed activation between muscle pairs and to compare 
the results with the traditional method based on onset 
detection. 
II. METHODS 
A. Data Collection 
This study used a random sample of EMG collected for 
another study [30], previously approved by the Ethical Review 
Board of The Federal University of Minas Gerais. 
There were 372 surface EMG signals from 31 healthy 
young subjects (15 women and 16 men), age 24.5 ± 3.47 
years, average height 1.70 ± 0.09m and weight 66.89 ± 
11.89kg. The activation patterns of the gluteus maximus, 
semitendinosus and erector spinae muscles were assessed 
during three trials of hip extension with knee extension on 
prone position movement (Fig. 1), interspersed by two resting 
periods of 2 min. 
 
 
 
 
 
 
 
 
 
 
EMG data collection was made by a MP150WSW 
electromyograph (Biopac Systems, USA), 95 dB common 
mode rejection ratio and 100 MΩ input impedance; software 
Acknowledge (Biopac Systems, USA); and surface active 
electrodes TSTD 150 B, in bipolar configuration with 20 mm 
interelectrode distance. The sample frequency was 1000 Hz. 
The study followed International Society of 
Electromyography and Kinesiology instructions [31]. Skin 
preparation for impedance reduction included shaving, 
rubbing and cleaning with alcohol. Surface electrodes 
(Ag/AgCl) were placed in pairs, parallel to the muscle fibers 
[32]. For the gluteus maximus, the electrodes were placed at 
the midpoint of a line running from the last sacral vertebrae to 
the greater trochanter; for semitendinosus, medially on the 
mid-distance between gluteal fold and knee joint; and for the 
erector spinae muscles, at the L3 level, bilaterally 2 cm to the 
spinal processes and parallel to the lumbar spine. The 
reference electrode was over the lateral malleolus. 
B. Signal pre-processing 
The EMG signals were imported to Matlab and processed 
by a band-pass second-order Butterworth filter, applied in 
forward and reverse directions to avoid phase shifts, bringing 
a final fourth-order filter. The filter was applied with two 
different cutoff frequencies: (1) 10-450 Hz [33] for gluteus 
and semitendinosus signals, whose were free of 
electrocardiogram (ECG) contamination; and (2) 30-450 Hz 
[34] for paraspinal muscles, in order to reduce the ECG 
contamination. 
C. Root Mean Square (RMS) Value 
It is well established that the EMG amplitude during an 
myoelectric activation has an stochastic (random) nature and 
vary randomly above and below zero (Fig. 2), and can be 
reasonably represented by a zero-mean Gaussian distribution 
Thus, the simple average of the signal provides no useful 
information, and it is usually analyzed by its RMS value or the 
low-pass envelope of this absolute value. The signal amplitude 
may vary from 0 to 10 mVpp or 0 to 1.5 mV (RMS). The 
usable energy of the signal is limited to the frequency range 0-
500 Hz, with dominant energy in the range of 50-150 Hz, 
where usable EMG are those signals with energy above the 
noise [35]. The estimated amplitude of the EMG can be 
mathematically described as the estimate of the standard 
deviation of a random process with additive noise [33]. 
 
The integration of the EMG signal squared (quadratic) 
measures the signal energy and eliminates negative values. A 
measure derived from this integration is the root mean square 
(RMS) value. Each signal is converted in 20 samples window 
RMS values, according to Equation 1 [36]. 
 
     (1) 
 
D. Visual Onset Detection 
  The onset detection was visually made by the same 
observer. The EMG was plotted on a screen with two 
horizontal lines, corresponding to two and three standard 
deviations (STD) above the initial baseline mean. The onset 
threshold was the two STD interception occurring 
immediately before a three STD interception. A resulting 
example is shown in Fig. 3. 
The difference between each muscle onset visually pointed 
was calculated for the muscles pairs: 
• Gluteus maximus and semitendinosus; 
• Gluteus maximus and ipsilateral paraspinae; 
Fig. 2  The EMG signal with negative and positive values and its RMS value. 
Fig. 1  The hip extension movement  
Figure 2.2: EMG signal. In this figure is possible to observe an activation pattern of the
gluteus maximus assessed during a hip extension with knee extension on prone position
movement. Adapted from [60].
applied in diagnosis of neuromuscular diseases, muscle therapy and rehabilitation and
in the sports field through the analysis of the human movement biomechanics [59]. These
signals can also be analysed along with other biosignals to achieve better results in the
study being performed [57].
Accelerometry (ACC)
Th ACC signal enables the performance of kinematic studies providing the measure-
ment of the applied acceleration acting along a reference axis. Therefore, its analysis
provides crucial information that can be used in functional status and monitor falling
studies [34], [38], [40], sleep analysis [1] and in neuromuscular diseases diagnosis [44].
The study of the human movement is not recent, leading to the development of mo-
tion sensors, like accelerometers. These can provide an objective method of measuring
physical activity through the access of the rate and intensity of body movement in up to
three plans. Th ir low cost when c mpar d with other motion capturing ystems, small
size and the fact that it is not necessary to be used in laboratorial environment made them
widely accepted as wearable devices to assess the motor behaviour [20]. The operating
p inciple of accelerometers is based on a proof mass (a mechanical sensing element) at-
tached to a mechanical suspension system. According to Newton’s Second Law, the iner-
tial force resulting from acceleration or gravity will di place the proof mass. Acceleration
may then be measured electrically, but its quantification depends on the accelerometer
class and calibration is always needed in order to set the relationship between the out-
put and the reference value [74]. The output of an accelerometer worn on the body will
depend on important factors such as position and orientation of the accelerometer, the
posture of the subject and the performed activity [44].
Figure 2.3 represents a recording from an accelerometer showing a subject’s motion.
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 Figure 2.3: Recording from an accelerometer showing a subject’s motion. In this case the
subject was asked to perform specific tasks for about one minute. From [44].
2.1.2 Time Series Processing and Data Mining
Usually in many biomedical applications, as in other fields, the acquisition itself is not
enough. So it is required signal processing in order to get the relevant information hidden
on it. Therefore, a variety of processing methods and algorithms may be applied to the
data, always considering the goal that user wants to achieve [47].
Data mining consists in the application of algorithms in order to extract useful infor-
mation from large and complex volumes of data [4].
The fundamental problem in data mining is how to represent time series data in order
to reduce its dimension. This reduction is achieved by several methods such as Principal
Component Analysis, Discrete Fourier Transforms or SAX, that transform the time series
data to another domain, principal component space, frequency and symbolic domain,
respectively [19].
This is the primary step to efficiently deal with the following data mining tasks. These
tasks facilitate the exploration and analysis of massive time series data sets. These are the
classic time series data mining tasks and may be combined to obtain more sophisticated
data mining applications.
• Indexing or Query by Content. Search for the most similar time series considering
a specified query and a similarity/dissimilarity measure.
• Clustering. Group data into clusters based on a given similarity/dissimilarity mea-
sure.
• Classification. Determine which class a data set, sequence, or subsequence belongs
to, in an unlabelled time series.
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• Prediction or Forecasting. Given a time series containing n data points, predict the
future behaviour at time n+ 1. This task can be regarded as a type of clustering or
classification, however in this case the focus is a future state whereas in clustering
and classification is a current state.
• Segmentation. Construct a model with k segments from a given time series con-
taining n data points (k << n). Segmentation may be performed to create a high
level representation of time series that supports indexing, clustering and classifica-
tion.
• Summarization. Create an approximation of a given time series (extremely large)
retaining its essential features to fit on a single page or a computer screen for exam-
ple. Anomaly detection is a special case of summarization where only surprising,
interesting, unexpected or novel behaviours are reported [55].
In addition to being considered an important mechanism to present processed time
series for further analysis, visualization is also a powerful tool to facilitate the mining
tasks [19]. In fact, the approaches above are the basis of some visualization applications
already presented in the state of the art [10], [42], [64].
2.2 Data Visualization
The human vision is highly sophisticated and specifically suited for supporting visual
patterns. In fact, it has been frequently nominated as the ultimate data-mining tool.
From the integration of this human visual perception with the processing power of
computers arises a novel concept of visualization. The concept of data visualization can
be seen as a relationship between technology, art and science where the results on one
view can stimulate the work in the others [63]. These three different views are schemati-
cally depicted in Figure 2.4.
2.2.1 Objectives
The integration of the human’s flexibility, creativity, and general knowledge with the
massive computational capacities enables an improved data exploration.
The aim of data visualization is to support the analysis, understanding, and commu-
nication of data, models and concepts. It allows generating and confirming hypotheses
and it is a quick manner to be aware of large amounts of information.
The benefit of visual data exploration is allowing users to interact directly with the
data mining process by getting insight into the data and making conclusions. [39].
2.2.2 Limitations
Besides the benefits of data visualization, there are three types of limitations to consider
when designing a visualization system:
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Figure 2.4: Views on visualization. Data visualization can be seen as a relationship be-
tween technology, art and science where the results on one view can stimulate the work
in the others.
• Computation capacity: the memory and the time taken to run an algorithm are
limited resources in the computer side.
• Display capacity: the resolution of the screen is also a limitation.
• Human perceptual and cognitive capacity: on the man side, memory and atten-
tion are finite resources. Humans are also vulnerable to a phenomenon known by
change blindness that occurs when a change, even if big, is not noticed by the ob-
server [47].
2.2.3 Basic Model of Visualization
In [63], a generic model for visualization is proposed. The central process in this model is
visualization, where data is transformed into a time varying image according to a spec-
ification (this includes a specification of hardware, algorithms and parameters). In the
following process, the image is perceived by a user resulting in an increase in knowledge
(the gain depends on the image, the current knowledge of the user and the particular
proprieties of the perception and cognition of the user). Then, the interactive exploration
enables to adapt the specification of the visualization based on the current knowledge in
order to explore the data further. Figure 2.5 represents schematically this model.
The whole model should have as a starting point the Visual Analytics Mantra pro-
posed by Keim (2010) “Analyse first, show the important, zoom, filter and analyse fur-
ther, details on demand.” Indeed, the challenge in visualization research is to develop
methods completely guided by this mantra with the aim of tightly integrating time series
mining and visualization [2].
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Figure 2.5: Simple model of visualization. The circles denote processes, while boxes
denote containers. In visualization process, data is transformed into a time varying image
according to a specification. In the following process, the image is perceived by a user
resulting in an increase in knowledge. Then, the interactive exploration enables to adapt
the specification of the visualization based on the current knowledge in order to explore
the data further. Adapted from [63].
2.2.4 The Visualization Process
What, why and how are three questions that have to be answered when developing or
choosing a visualization method [2].
Time series data is the answer this work gives to the first question and the need for
a new visualization tool that enables the visualization of long term biosignals to help
clinical diagnosis is the answer given to the second. The answer to the second question
also encompasses the study about what specific tasks the user seeks to accomplish in
order to get the better analysis of the biosignals. Allowing the user to make annotations in
the biosignals visualization is one of the tasks to be taken in account and to be developed
in this thesis.
After a specific domain problem has been identified, it has to be abstracted into a
more generic representation. This process has become even more indispensable with the
increasing on volumes of data to analyse [2]. The generic operations used in abstrac-
tion include sorting, filtering or even finding anomalies. Often, abstraction also involves
transforming data from the original raw data into derived dimensions that can be differ-
ent from the original data type [47].
The answer to the third question, how, arises now and includes the choice of the
visualization design and algorithm. It will also be investigated in this thesis.
Figure 2.6 represents schematically the visualization process discussed.
The consideration of these questions will help fulfilling the next three major criteria
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Figure 2.6: The visualization Process. The visualization process can be split into four
levels where the output of one is the input of the other. Adapted from [47].
that any visualization should satisfy:
• Expressiveness: Showing exactly the information contained in the data.
• Effectiveness: Obtaining intuitively recognizable and interpretable visual repre-
sentations considering the capabilities of the human visual system and the applica-
tion background.
• Appropriateness: Considering the benefit of the visualization process with respect
to achieving a given task, a cost-value ratio. The cost is assessed by the time effi-
ciency (computation time spent) and the space efficiency (exploited screen space).
In the display space the benefit of showing as much as possible at once minimizing
the need for navigation should be balanced with the cost of overwhelming the user
with visual clutter [2].
2.2.5 The Perception and Cognition Process
The graphical perception, already discussed in the state of the art, refers to the ability to
decode the information encoded on graphs. Therefore, in order to facilitate the compres-
sion of data sets, the visual encoding variables used in visualization, such as position,
shape or colour, have to be assessed [27].
2.2.6 The Interactive Exploration Process
Data exploration enables the direct interaction of the user with the data in order to change
the visualizations according to his exploration objectives. The following interaction and
distortion techniques represent some examples that can be applied to the visualization
process, allowing the user to focus on some details in the visualization:
• Projections: Changing the projections of the visualization is possible to explore a
multidimensional data set in a different way.
• Filtering: Selecting a desired subset enables the focus on a defined segment or pat-
tern of the data. This can be done by browsing or querying.
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• Zooming: Presenting the data in highly compressed form provides an overview of
it, and presenting the data in higher zoom levels enables to display more details of
one part of the data [39].
2.3 Graphics Fundamentals
2.3.1 Object-Oriented Design
Object-Oriented Design (OOD) is a popular approach to analyse and design a system
through a variety of techniques and principles. According to [71] OOD is the best way
to work with graphics. Actually, graphics are objects, so this is a natural framework for
them.
OOD enables the development of flexible and reusable software inducing to abstrac-
tion and hierarchy. Another advantage of this approach is that its components are rela-
tively modular, so the system can continue to function even when parts of it are discarded
or malfunction.
In OOD, objects are the basic components of the system. They are relatively simple,
useful for a variety of purposes and often polymorphous. The objects can communicate
with each other through simple encapsulated messages and also inherit attributes and
behaviour from other objects [71].
2.3.2 Graphics Rendering
Nowadays, the best way to generate dynamic graphics involves modern browsers. They
can load and render data incrementally and allow the following of the visual analytics
mantra. Therefore, knowledge of web-standard technologies can also be convenient in
this work.
On a web browser, a complex language is used to structure the content. This language
is the HTML and its hierarchical structure is called DOM. CSS is the mechanism that
defines how to style the visual presentation of DOM elements. After parsing the HTML
and generating the DOM, the browser can apply visual rules to the DOM contents and
generate an image from a model. This process is called rendering.
Although HTML enables specifying semantic structure or assigning hierarchy, rela-
tionships, and meaning to content, it does not address the visual representation of the
document. In HTML the Canvas element enables rendering graphics on a resolution-
dependent bitmap canvas. However, it is necessary to use a script to actually draw the
graphics. Usually the script used is JavaScript.
Another way of generating and manipulating visuals is the SVG elements which are
more reliable and flexible than the canvas element [48].
OpenGL is an alternative to HTML. Using the interaction with a graphics processing
unit enables rendering 2D and 3D computer graphics in a faster way [58]. WebGL derives
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from OpenGL and provides a similar rendering functionality, but in an HTML context
[72].
Therefore, while Canvas and SVG provide bitmapped and vector capabilities, respec-
tively, WebGL provides 3D drawing context [72]. All these elements have been intro-
duced in HTML5.
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Application Framework
The architecture of the ideal tool to visualize big data in the context of biosignals was rig-
orously studied. This chapter presents the fundamentals of the developed visualization
tool.
Firstly, the main requirements of the application are enumerated. Then, the system
architecture is presented, where the relationship between the data access and its visual-
ization is explained. Finally, the choice of the Hierarchical Data Format 5 (HDF5) to store
the data is justified and the file structure created for this work is presented.
3.1 System Requirements
The demand for a tool that enables the visualization of long-term biosignals (more than
24 hours of records) has been exposed. The limitations of the existing approaches were
studied and the development of the novel visualization tool took into account some base
requirements. Therefore, the developed tool has to:
• be applicable to all types of biosignals
• enable the possibility to explore up to 10 days of continuous acquisitions
• show the time lapses where the signal acquisition was interrupted
• allow the handling of annotations
• present a fast user friendly interface
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Lastly, the proposed model has to represent a commitment between usability and per-
formance, allowing the user (a clinician or a researcher) to analyse a long-term biosignal
without having to deal with signal processing algorithms directly.
3.2 System Architecture
As previously mentioned and exemplified, the web standards currently available provide
some of the best tools needed to the creation of a rich graphical user interface. In addition,
a web-based platform also eliminates complex installation and configuration procedures.
Therefore, the implemented visualization tool is a web-based platform.
Although it is possible to visualize local HTML files directly in the web browser, for
security reasons the browser cannot load local files via JavaScript [48]. For this reason, a
client-server model was implemented. Since in the prototyping phase it is much faster to
store and host everything locally, it was used a local web server instead of a remote one.
3.2.1 Web Server
The server was implemented in Python language and the communication between the
visualization platform and the server is done with WebSockets [67].
As a result, the visualization platform, on the client side, sends request messages
to the server, which responds by serving a message containing the requested informa-
tion. This flow of information is schematically represented in Figure 3.1. The request
and response messages are on JavaScript Object Notation (JSON) structure, a lightweight
data-interchange format.
 
 
Visualization 
Platform 
request 
response 
 
Processing 
Algorithms 
server 
Figure 3.1: The visualization platform, on the client side, sends request messages to the
server program, which responds by serving a message containing the requested informa-
tion.
Through the use of Python language to access and manipulate the data and JavaScript
language to present the data and deal with the user-interface tasks, a higher performance
is reached.
3.2.2 Application Programming Interfaces (APIs)
The requests sent by the browser intend to:
• get the signal parameters
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• get specific data intervals
• handle annotations
• access a detailed analysis of a specific interval
Considering these requests, it was implemented different python APIs with specific
algorithms. According to the request done, a particular API is run and the processed data
is returned in a string format. Then, this string is parsed as a JSON object.
Some of the implemented algorithms need to load a specific JSON file previously
created. This file contains the base variables needed for the algorithms.
The files organisation is presented in Figure 3.2.
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Figure 3.2: Files Organisation. While the code folder contains all the processing algo-
rithms, the documentation folder contains the JSON files with the base variables needed
for the algorithms.
3.2.3 Visualization Platform
The JSON objects, sent as responses to the previous requests, are interpreted by a series
of JavaScript libraries. Then, the results are dynamically displayed on the page.
While HTML5 and CSS3 allow the definition of the overall layout of the platform, the
jQuery library enables to handle user interface events.
3.3 Data Architecture
Since the focus of this work involves the manipulation of very large amounts of data, a
suitable data format for storage and accessibility had to be considered. Previous studies
have already showed that although presenting some limitations, the HDF5 format is the
best option for the intended task [24].
The HDF5 was specially designed to store and access large data sets, allowing a fast
random access to any point of the data. This is a portable and extensible format that
supports a variety of datatypes. Its hierarchical structure comprises two types of objects:
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• Datasets: multidimensional arrays of homogenous data type;
• Groups: container structures that hold an arbitrary number of other groups and
datasets.
This file format also includes file and/or group attributes.
To handle the HDF5 files in the created APIs it was used the h5py python library [5].
The processing API to which each record file is submitted, before its visualization in
the developed application, involves general processing that includes filtering, subsam-
pling and event detection. The event detection algorithms are specific for each biosignal
type and will be discussed later in Chapter 5. However, files from different biosignal
types will present the same groups. These groups are presented in Table 3.1.
In each one of these groups are created n datasets, one for each day present in the
data.
Table 3.1: Groups in the processed HDF5 file.
Group Description
Processed Filtered data.
Sub5max Maximums in a subsampled data for 5 minutes of biosignal.
Sub5mean Means in a subsampled data for 5 minutes of biosignal.
Sub5min Minimums in a subsampled data for 5 minutes of biosignal.
Sub1max Maximums in a subsampled data for 1 minute of biosignal.
Sub1mean Means in a subsampled data for 1 minute of biosignal.
Sub1min Minimums in a subsampled data for 1 minute of biosignal.
Events1 Data that represents a specific event in a biosignal.
Events2 Data that represents a specific event in a biosignal.
AnnotMessages Annotations messages.
AnnotStart Start positions of the annotations messages.
AnnotEnd End positions of the annotations messages.
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Visualization Model
The visualization model followed in this work is presented in this chapter.
Firstly, it is described the core idea of the visualization process. The domain problem
is characterized and the approaches followed, such as the abstraction implemented and
the chosen multi-level visualization method, are here explained. Finally, the visualization
techniques selected for this model are presented.
After the central process of the visualization model had been discussed, the visual
encoding variables used in the model are exposed.
The perception of the image resulting from the visualization process results in a gain
in knowledge that can be increased with its interactive exploration. Therefore, the inter-
active visualization tools selected for the visualization model are also presented.
4.1 Visualization Process
4.1.1 Domain Problem Characterization
Benefits of long-term monitoring have drawn considerable attention in medicine and
healthcare. Nowadays, biosignal monitoring in living environment with the aim of en-
able emergency response and long-term health management has been attracting special
importance. In addition, the choice for long-term monitoring studies has become fre-
quent in cases such as, sleep and movement monitoring, control of cardiac problems and
falls detection.
In response, the number of systems which enable the recording of large data sets for
different biosignals has been increasing and several studies have reported the achieve-
ments in long-term signal acquisition [25], [28], [36], [53].
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The issue of long-term monitoring arises when dealing with these massive sources of
information, making the analysis of the signals acquired a big challenge.
Visualization, as already stated, is a key point in signal analysis. However, consider,
for example, the case of modern Holter recorders, which use sampling rates of 1000Hz
or higher to acquire ECG signals over more than 24 hours [28]. Displaying a complete
signal (24 hours) would result in drawing more than 80 million data points.
Since the standard computer’s screen has only some thousands of available pixels
[51], representing the previous signals, not only exceeds the capabilities of the visual-
ization device, but also results in a massive time and memory consuming rate. Even if,
the visualization is possible, the representation of excessive data points will surpass the
human perceptual capacity, resulting in incorrect interpretations of the data both in time
and space. Figure 4.1 represents this last case.
 
Figure 4.1: Overcrowded Display. ECG signal acquired during 1 hour with a sampling
rate of 1000Hz (more than 3 million data points). It is possible to observe the over-
crowded and cluttered display that does not give the proper information to the user.
4.1.2 Abstraction Design
After establishing the domain problem, this was abstracted into a more generic represen-
tation. In fact, abstraction is an essential process in big data visualization.
The created abstraction took into account that during most of the time, the biosignals
collected have no information of interest. The crucial information is contained in special
situations – in cyclic or sporadic events. Hence, different types of events were defined
considering different biosignal types. These events are described later in Chapter 5.
The created abstraction allows to highlight the key information, contained in the
events, and to suppress the irrelevant details. As a result, the visualization model de-
veloped does not consider the whole signal, which considerably reduces the number of
data points to plot.
Therefore, categorical abstractions of the numerical data, which incorporate knowl-
edge about the analysed biosignal, were performed in order to achieve the intended re-
sults.
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4.1.3 Visualization in Layers
The model proposed is also composed by a multi-level visualization architecture. This
type of architecture enables a simple navigation through the biosignal in order to provide
an easy search and focus in the regions of interest.
The developed visualization architecture presents seven standard information layers
divided into a defined number of intervals. The choice of the standard information layers
had to obey the following conditions:
i) The maximum interval of sequential acquisition considered was 10 days. This is a
significant value considering the studies already referenced.
ii) Each layer should be divided into an integer number of intervals with the size of
the layer immediately below.
The chosen layers and their number of intervals are described in Table 4.1.
While the first layer displayed gives the user a global overview of the whole biosignal,
the others provide a more detailed visualization of the selected interval of the above layer
(by default the selected interval is the first one).
Figure 4.2 schematically represents the first three layers that can be displayed. Each
layer is divided into a defined number of intervals, each one with the size of the next
layer. In this figure is displayed the first fifteen minutes of the eighth hour of the first
day.
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Figure 4.2: Layers Scheme. The three layers represented are the first ones that can be
displayed. Each layer is divided into a defined number of intervals, each one with the
size of the next layer. Here, the first fifteen minutes of the eighth hour of the first day are
displayed.
The higher layers (10 days, 1 day, 1 hour and 15 minutes) have into account the ab-
straction already discussed. The 5 minutes and 1 minute layers represent the selected
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interval by the subsampling technique discussed in [24]. The last layer represents the
smaller interval with raw data. The type of data that each layer represents is also pre-
sented in Table 4.1.
Table 4.1: Possible Layers in the Visualization Model.
Layer Number of Intervals Data Representation
10 days 10 Events
1 day 24 Events
1 hour 4 Events
15 minutes 3 Events
5 minutes 5 Subsampled
1 minute 60 Subsampled
1 second 1 Raw
The total number of layers displayed in the platform depends on the total duration
of the biosignal that is being analysed. The first layer to be displayed corresponds to the
lowest layer that can represent the whole signal. All the layers below this one will also
be displayed. For example, if the biosignal has 20 hours of total duration, the model will
present only 6 layers where the 1 day layer (the lowest one that can represent the whole
signal) will be the first to be displayed (Figure 5.4).
In order to provide a better organisation of the variables needed to implement the
different layers, it was created a layers dictionary in a pre-existing JSON file. This file
contains the dictionaries of all biosignals considered in this work. Consequently, each
biosignal contains a layers dictionary and other signal information dictionaries that will
later be discussed. Each layers dictionary is composed of 7 different dictionaries, one per
standard layer. The keys of these dictionaries are presented in Table 4.2.
Table 4.2: Layer keys per layers dictionary in the biosignals JSON file.
Key Description
Intervals Number
Maximum number of intervals in which the layer can be
divided into.
Total points Number of points that can be drawn in the layer.
Total Seconds Seconds represented by the layer.
Total in Day Number of complete layers that exist in one day.
Function
Name of the function used for getting the data that should
be represented here.
Key Key to use for getting the data from the HDF5 file.
Chart Type of chart to be used in this layer.
Axis Axis labels of the chart represented in this layer.
Legend Legend of the chart represented in this layer.
As example, an excerpt of the biosignals JSON file is presented. Listing 4.1 represents
the 10days layer in the layers dictionary for the ECG dictionary.
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Listing 4.1: Excerpt of the layers dictionary in biosignals JSON file.
1 {
2 "ECG": {
3 "layers": {
4 "10days": {
5 "Intervals Number": 10,
6 "Total points": 960,
7 "Total Seconds": 864000,
8 "Total in Day": 0.1,
9 "Function": "events_10days_data",
10 "Key": "events2",
11 "Chart": "3line_chart",
12 "Axis": {"x": "time (d)", "y": "Heart Rate (bpm)"},
13 "Legend": ["HR/15 min (Max)" , "HR/15 min (Mean)", "HR/15 min (Min)"]
14 },
15 "1day": {
4.1.4 Visualization Techniques
After designing the abstractions and the layout for the visualization process model, the
natural next step is the choice of the visualization techniques that most efficiently com-
municate the data information.
Three different visualization techniques were considered in this work. Besides line
and bar graphs, two standard techniques in data visualization, horizon graphs, already
described in Section 1.2, were also considered. Other techniques, such as dots plots and
heat maps, were also tested [23], however, it was selected only those that fitted better in
the devised final result.
The main interface combines only the line and bar plots to show the data selected.
While the bar graphs are used for the 1 hour layers the line graphs are used for the re-
maining ones (Figures 5.2 and 5.3). The presence of grey bars in any of the layers of
the main interface indicates the time lapses where the acquisition was interrupted. This
situation can be observed in the first layer of the Figure 5.4.
In order to help the comprehension of the represented signals, in each layer there is a
legend. With exception of the 1 hour layer, the presence of three tones of green represents,
from the darker to the lighter green, the maximum, the mean and the minimum of the
represented event. In the 1 hour layer the presence of different tones of green allows the
distinction of different parts in the signal, for example, in the ACC signal, while the dark
green represents the activity moments, the lighter represents the rest moments.
The horizon plots are used in the analysis page, later discussed, enabling the compar-
ison of a variety of features in a restricted space (Figure 4.7).
The visualization customization was done through the creation of SVG elements by
the D3 JavaScript library and the visualization techniques described were rendered with
the two D3 plugins already presented in section 1.2 (Cubism and Rickshaw). Since
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WebGL provides a similar rendering functionality in a faster way, it could be used in-
stead of the SVG. However, the toolboxes currently available to perform this type of
rendering are still too complex or not stable enough to provide a suitable visualization.
4.2 Perception and Cognition Process
To better support the analysis tasks, the visual encoding of the developed platform had a
crucial part in the process. In order to enhance the graphical perception, some variables,
such as positions, shapes and colours, were carefully studied.
A fast and responsive design was assumed and enabled by the Foundation Frame-
work developed by ZURB 1. Figure 4.3 represents the response to a simulation of two
different screen resolutions.
The platform also includes thoughtful default colours [26] that avoid the colour-blind
effect.
 
 
1366 x 768 
800 x 600 
Figure 4.3: Response to a simulation of two different screen resolutions. While the first
image represents the response to a screen resolution of 1366 x 768, the second one repre-
sents the response to a screen resolution of 800x600. It is possible to observe the resizing
of the chart.
1http://foundation.zurb.com
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4.3 Interactive Exploration Processes
4.3.1 Basic Interaction
The basic interaction techniques selected for the interactive exploration process are now
presented. Since they improve the visualization exploration and can be adapted to differ-
ent types of platform, these techniques are often used. For these reasons and for the fact
that the majority of users are used to these tools and know how to use them, they were
also selected for the developed platform.
• Zoom and Pan: The dynamic change and view of the mapped data allows the focus
on some parts of interest. Figure 4.4 shows an example of a zoomed and panned
graph in the platform.
• Tooltips: Support the visualization showing the instant of time and the amplitude
value that the hovered point represents. Figure 4.4 shows an example of a tooltip
in the platform.
• Modal Dialogs: Enabling the dialog between the interface and the user allows the
user guidance in some tasks, alerts of possible errors and presents same useful in-
formation. Figure 4.5 represents an example of a modal dialog used in the platform.
• Save: Saving the exploration carried out on a pdf format represents an usual way
of presenting results.
 
Figure 4.4: Zoom and pan of the previous graph. A tooltip is also present, displaying the
information related with this specific graph.
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Figure 4.5: Example of a modal dialog present in the developed platform.
4.3.2 Navigation
Considering the core of the visualization process in this work, an interactive visualization
technique to support the navigation between the different layers was implemented.
As explained before, the default data to be displayed in the different layers (with
exception of the first one) corresponds to the data of the first interval in the layer above.
Hence, an appropriate navigation technique was required.
The technique implemented enables the switch of the displayed data through a dou-
ble click inside an interval of one layer. This will switch the layers below with data from
the selected interval.
This innovative type of browsing through the time axis is exemplified in Figure 4.6.
The selection of the sixth interval in the 1 day layer, i.e., the sixth hour of that day will
switch the data in the 1 hour layer in order to correspond to the data of the sixth hour.
This switch continues until the last layer.
4.3.3 Annotations
The demand and importance of annotations has already been exposed. Therefore, the
developed platform enables the annotations handling, thereby improving the biosignal
interpretation through the notes made by the user in the relevant biosignal regions.
Annotations are visually represented in the platform by a timestamp placed at the be-
ginning of the annotation time frame, in a division below the x axis. When the timestamp
is clicked, it shows its message and a rectangular grey region highlighting the time frame
of the annotation. Figure 4.6 illustrates the presence of annotations in the platform. It is
also possible to have more than one annotation at the same timestamp.
34
4. VISUALIZATION MODEL 4.3. Interactive Exploration Processes
A new annotation can be inserted by clicking the “Add Annotation” item in the plat-
form. This will open a dialog box where it is possible to write the message of the annota-
tion. Then, the user only has to click at the beginning and at the end of the selected time
frame and a timestamp appears at the respective division. The layers below also will
present the new annotation (if it was placed in their range). This is the case represented
in Figure 4.6.
The platform also enables the removal of annotations. This is possible through a click
at the annotation, which activates it, and another click with the control key pressed.
When a layer is loaded, either for the first time or if it is updated, every annotation
that belongs to the selected time interval is displayed.
 
 
 
 
Figure 4.6: The selection of the sixth interval in the 1 day layer, i.e. the sixth hour of that
day, will switch the data in the 1 hour layer in order to correspond to the data of the sixth
hour. The 1 day layer presents three annotations, however only the second one belongs
to the interval displayed at the 1 hour layer.
Each annotation is composed by a message and its positions of start and end (in sec-
onds). The annotations are processed by a specific API where different algorithms were
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developed in order to handle the needed tasks. The approach followed sort the anno-
tations by its start values, what enables an easiest access to the data during the reading
task.
4.3.4 Further Analysis
The choice of key signal features is a fundamental method to discover important informa-
tion hidden on the signal. Therefore, it is possible in the developed application requesting
for a more detailed analysis. By clicking the “Analysis” item in the platform it is possible
to select the layer from which the user needs more details. After the choice is made, a
dialog box arises presenting the results. Figure 4.7 illustrates an example.
 
Figure 4.7: Further analysis result of the 1 hour layer from an EMG signal.
The features selected to analyse a specific layer depend on the biosignal that is being
analysed and are discussed in Chapter 5. However, all the implemented features are
grouped in the following domains:
• Temporal domain: Its features are computed through simple mathematical and
statistical metrics, thus containing the basic information about the raw data. They
are often used as pre-processing steps.
• Statistical domain: Although belonging to the temporal domain, it is often de-
scribed separately. This domain representation presents an overall analysis of the
signal magnitude.
• Spectral domain: Involves the frequency spectrum analysis and the examination
of its dominant frequencies [18], [20].
As well as the layers dictionaries in the biosignals JSON file, a features dictionary with
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the selected features per biosignal was also created in the biosignals JSON file. Each one
of these dictionaries is composed by three dictionaries, one per domain.
In order to improve the performance of the analysis API, the different features are
also organised in a features JSON file. In this file the features are grouped by domain and
each feature contains a dictionary with the keys presented in Table 4.3.
Table 4.3: Feature dictionary in features JSON file.
Key Description
Description Brief description of the feature
Imports Module needed to execute the function
Function Function that computes the feature
Parameters Function inputs
As an example it is presented an excerpt of the features JSON file. Listing 4.2 rep-
resents the dictionary of the Triangular Index feature. This feature is a key in a temporal
domain dictionary.
Listing 4.2: Excerpt of Triangular Index feature dictionary in features JSON file.
1 {
2 "Temporal": {
3 "Triangular Index": {
4 "description": "Computes the total number of all NN intervals divided by
5 the height of the histogram of all NN intervals measured on
6 a discrete scale with bins of 1/128 seconds.",
7 "imports": "from temporalFeatures import triangular",
8 "function": "triangular",
9 "parameters": ["signal", "fs"],
10 },
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Case Studies
An adaptive model for different biosignals was one of the requirements of the devel-
oped application. Therefore, in this chapter the developed application is applied to three
different biosignals. ECG, EMG and ACC were the three biosignals selected.
Firstly, the acquisition system used for recording these signals is described. The three
biosignals are then described. The events selected to perform the needed abstractions
are revealed and the features used to achieve a more detailed analysis are also presented.
Finally, the results of an analysis with the developed application are discussed and illus-
trated.
5.1 Data Acquisition and Processing
The acquisition system consisted in a set of biomedical sensors, a wireless acquisition
unit and a smartphone. A surface EMG sensor, a triaxial ACC sensor, and a 3 lead ECG
sensor were used. The positions where the biomedical sensors were placed in the body
are represented in Figure 5.1. The wireless acquisition unit was the bioPLUX research
system and, as well as the sensors, was developed by PLUX.
The biosignals were acquired with a sampling frequency of 1000 Hz and with a 12 bit
resolution. This data was sent via Bluetooth to the smartphone, saved in a text file and
then converted to an HDF5 file.
The performed acquisitions are described in Table 5.1. All the acquisitions were car-
ried out in a home atmosphere performing daily living activities.
After the acquisitions, the signals were processed.
In order to provide longer signals to visualize in the developed tool, the last signals
were replicated or combined. The ECG and the ACC signals were replicated until they
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ECG sensor  
ACC sensor  
EMG sensor  
bioPLUX  
Figure 5.1: Placement of the biomedical sensors on the subject. While the EMG sensor
was placed at the gastrocnemius muscles of the right leg, the ACC sensor was worn at the
right hip and the ECG sensor was placed at the left side of the chest. The data acquired
by the bioPLUX was sent via Bluetooth to a smartphone.
Table 5.1: Performed Acquisitions.
Acquisition Biosignals Acquired Acquisition Duration
1 ECG and ACC 6 hours
2 EMG 6 hours
3 EMG 4 hours
achieved the duration of 10 days, in the ECG case, and 2 days 9 hours 32 minutes and 55
seconds, in the ACC case. The EMG signal consisted in the combination of the two EMG
acquisitions with time lapses where the acquisition was interrupted. Thus, the EMG
signal was composed by the following sequence: acquisition 2, 3 hours of interrupted
acquisition, acquisition 3, 30 minutes of interrupted acquisition and acquisition 2.
These files were finally visualized and analysed at the visualization tool.
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5.2 Electrocardiography (ECG)
5.2.1 Events
In order to perform the abstraction described in section 4.1.2 it was considered one of the
most important events in an ECG waveform. The R peak in the QRS complex is one of
the most important to analyse [49] in an ECG waveform. For this reason the R peaks were
the main events to consider in the developed tool.
Therefore, while the first group of events in the HDF5 file resulting from the process-
ing contains the instants when these peaks occur, the second group of events in the HDF5
file contains the number of peaks per minute (the heart rate). The second group could
easily be computed through the access of data in the first group. However, its implemen-
tation during the processing workflow allows a fast access to the data during the use of
the platform, since it has to access a lower number of data samples and does not need to
perform any other calculation.
The automated R peak detection was performed with the Pan and Tompkins detection
algorithm [52].
Hence, from the highest to the lowest layer the represented events at the interface are:
heart rate per 15 minutes, heart rate per 5 minutes, heart rate per minute, heart rate per
second, subsampled signal, subsampled signal and raw signal.
5.2.2 Features Selection
The selection of features to provide a further analysis of the ECG signal was done consid-
ering the HRV whose standard features provide a vital source of information regarding
the heart’s activity. The HRV represents the variation of the intervals between heartbeats
(RR intervals). Consequently, it is considered a derivation of the main event above con-
sidered.
The HRV features have been widely studied and are well documented in the litera-
ture. Actually, the literature indicates two major trends in them. While statistical features
are used to characterize the distribution of heart periods, frequency features are usually
used to relate mechanisms of the autonomic nervous system [3].
Table 5.2 presents the selected features for the analysis of ECG signals in the proposed
visualization model [3], [29], [45]. These features are computed considering signal slices
with 5 minute of duration [45] and can be computed for the 1 day, 1 hour and 15 minutes
layers.
5.2.3 Results
Figures 5.2 and 5.3 present the result of one possible analysis of the ECG signal con-
sidered. Through the zoom, pan, the creation of annotations and the use of tooltips, it
was possible to find a probable artefact caused by the chest muscles contraction. Double
41
5. CASE STUDIES 5.3. Electromyography (EMG)
Table 5.2: ECG Features.
Feature Domain Description
Triangular
Index
Temporal
Total number of all RR intervals divided by the
height of the histogram of all RR intervals measured
on a discrete scale with bins of 1/128 seconds
SD Temporal
Short and Long diameter of a Poincaré plot which
describes the fast and slower HRV components
SDNN Statistical Standard deviation of all RR intervals
pNN50 Statistical
Percentage of pairs of adjacent RR intervals that
differ by more than 50 ms
AVNN Statistical Average of all RR intervals
rMSSD Statistical
Square root of the mean of the sum of the squares of
differences between adjacent RR intervals
LF Spectral
Total spectral power of all RR intervals between 0.04
and 0.15 Hz
HF Spectral
Total spectral power of all RR intervals between 0.15
and 0.4 Hz
LFHF Spectral Ratio of low to high frequency power
VLF Spectral
Total spectral power of all RR intervals between 0 to
0.04 Hz
clicking in the graphs allowed to switch the data in the layers below until the desired
occurrence is displayed.
5.3 Electromyography (EMG)
5.3.1 Events
The event with most importance in the EMG analysis is therefore the signal activation
(onset and offset times). However, the EMG signal is also often analysed by the root
mean square value [60], [65].
Consequently, while the first group of events in the HDF5 file resulting from the pro-
cessing contains the number of onsets per minute, the second group of events in the
HDF5 file contains the root mean square values. The detection of the onset time of mus-
cle activity is performed with the Teager-Kaiser energy operation method [73] and the
root mean square values are computed with 900 samples windows.
Hence, from the highest to the lowest layer the represented events at the interface are:
number of contractions per 15 minutes, number of contractions per 5 minutes, number of
contractions per minute, root mean square, subsampled signal, subsampled signal and
raw signal.
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5.3.2 Features Selection
In order to perform the further analysis of the EMG signals, several features were selected
taking into account its performance and usability. Table 5.3 presents the selected features.
These features were computed with 3 seconds, 1 second and 0.5 seconds windows for the
1 hour, 15 minutes and 5 minutes layers respectively.
Table 5.3: EMG Features.
Feature Domain Description Reference
Zero Crossing
Rate
Temporal
Number of times that the signal
changes from positive to negative
or vice versa
[41], [57]
SD Temporal
Short and Long diameter of a
Poincarré plot which describes the
faster and slower EMG
components
[22]
Standard
Deviation
Statistical Dispersion from mean value [11], [57]
Median
Frequency
Spectral
Frequency where power spectral
density reaches 50% of its
distribution
[6], [11],
[41]
5.3.3 Results
Figure 5.4 presents the result of one possible analysis of the EMG signal considered. Since
the signal only has 20 hours of record, the first layer displayed is the 1 day layer. The last
one, the 1 second layer, is not showed in Figure 5.4 since it does not present relevant
information in this case.
The analysis of the first layer displayed enables to get the general intervals where
there was or not acquisition and the activity and inactivity intervals where the muscle in
study did or did not perform any contraction. With the analysis of the 1 hour layer it is
possible to observe that the number of contractions is higher in the first 15 minutes of the
hour in study. The remaining layers show the EMG signal contractions with more detail.
5.4 Accelerometry (ACC)
5.4.1 Events
In order to settle the abstraction for the ACC signals it was considered that these signals
represent different activities performed by the subject. These activities can be classified
as static states (lying, sitting or standing) and dynamic states (walking or running) [1],
[18]. One of the most widely used and accepted feature to distinguish between the last
two states is the Signal Magnitude Area (SMA). This feature is described by Equation
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5.1 and was computed for each second of data. When the SMA value exceeded a pre-set
threshold then the subject is classified as being in a dynamic state [12], [18], [34], [38],
[40].
SMA =
1
t
(
∫ t
0
|x(t)|dt+
∫ t
0
|y(t)|dt+
∫ t
0
|z(t)|dt) (5.1)
As a result, the first group of events in the HDF5 file resulting from the processing
contains the SMA values per second.
Hence, from the highest to the lowest layer the represented events at the interface are:
SMA per 15 minutes, SMA per 5 minutes, SMA per minute, SMA per second, subsampled
signal, subsampled signal and raw signal.
5.4.2 Features Selection
In order to further analyse the ACC signal, several features were selected taking into ac-
count their performance and usability. Table 5.4 presents the selected features. These
features were computed with the total acceleration signal [44] and with a 3 seconds, 1
second and 0.5 seconds windows for the 1 hour, 15 minutes and 5 minutes layers respec-
tively.
Table 5.4: ACC Features.
Feature Domain Description Reference
Autocorrelation Temporal
Degree of correlation of a signal
with itself
[44]
Root Mean
Square
Statistical
Square root of the mean of the
squares of the original values
[44]
Mean Statistical Signal central tendency [18], [44]
Standard
Deviation
Statistical Dispersion from mean value [18]
Median
Frequency
Spectral
Frequency where power spectral
density reaches 50% of its
distribution
[44]
Fundamental
Frequency
Spectral The lowest frequency harmonic [44]
5.4.3 Results
The result of the ACC signal analysis is similar to the EMG signal, however instead of
activations, here the idea of static or dynamic state is presented. Figure 5.5 illustrates a
result of one analysis of the ACC signal. This enables to quantify the amount of time
that the subject remained in each state. Through the navigation in the lowest layers it is
possible to distinguish different activities.
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 Figure 5.2: ECG signal analysis result. Through the zoom, pan, the creation of annota-
tions, the use of tooltips and the navigation trough the layers it was possible to find a
probable artefact caused by the chest muscles contraction.
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 Figure 5.3: Previous Figure continuation.
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Figure 5.4: EMG signal analysis result. The analysis of the first layer displayed enables to
get the general intervals where there was or not acquisition and the activity and inactivity
intervals where the muscle in study did or did not perform any contraction. With the
analysis of the 1 hour layer it is possible to observe that the number of contractions is
higher in the first 15 minutes of the hour in study. The remaining layers show the EMG
signal contractions with more detail.
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Figure 5.5: ACC signal analysis result. Here, it is possible to quantify the amount of time
that the subject remained in each state. Through the navigation in the lowest layers it is
possible to distinguish different activities.
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Usability Evaluation
The development of the visualization application involved different stages already dis-
cussed. Finally, a first prototype was submitted to a usability evaluation with the aim of
validating the developed work. In this chapter the selected test for assessing the usability
of the system is revealed. The performed study is presented and the achieved results are
discussed.
6.1 Usability Test Choice
In order to assess the usability of the developed work, a study was carried out with the
SUS questionnaire. The SUS is a popular questionnaire developed by John Brooke in
1986, with the aim of providing a quick and global measure of the subjective perceptions
of the usability of a system. This survey was developed according to the usability criteria
defined by the ISO 9241-11 [9].
This scale has been the target of different studies that intended to validate it. Several
studies have proved that SUS provides similar or more reliable results when compared
with other surveys. In [7] it is achieved a coefficient alpha (measure of internal consis-
tency) of 0.91 with a study of 2324 cases. This value indicates the high reliability of SUS.
It was also proved that it can be applied regardless of the technology or system in study
[7], [9]. Other studies conclude that not only usability but also learnability are measured
by SUS [9].
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6.2 The System Usability Scale (SUS) Questionnaire and its Score
System
The SUS questionnaire consists of 10 items each having a five-point scale that ranges
from Strongly Disagree (1) to Strongly Agree (5). There are five positive statements and
five negative statements, which alternate in order to avoid response biases. The SUS
questionnaire is presented in Table 6.1.
Table 6.1: The original SUS questionnaire.
Statements
1 I think that I would like to use this system frequently.
2 I found the system unnecessarily complex.
3 I thought the system was easy to use.
4
I think that I would need the support of a technical person to be able to use
this system.
5 I found the various functions in this system were well integrated.
6 I thought there was too much inconsistency in this system.
7
I would imagine that most people would learn to use this system very
quickly.
8 I found the system very cumbersome to use.
9 I felt very confident using the system.
10 I needed to learn a lot of things before I could get going with this system.
The SUS scores are calculated considering first each item’s score contribution that
ranges from 0 to 4:
• for positively worded items (1, 3, 5, 7 and 9), the score contribution is the scale
position minus 1.
• for negatively worded items (2, 4, 6, 8 and 10), the score contribution is 5 minus the
scale position.
To get the overall SUS score, the sum of each item score contribution is multiplied by
2.5. Thus, the final scores range from 0 to 100. It is important to take into consideration
that the individual statements are not supposed to have analytic value in themselves.
The typical minimum acceptable score is 70. While anything below this value presents
usability issues that are cause of concern, systems scored in the 80s are considered good
[9].
6.3 Performed Evaluation
The usability study performed included 10 participants with ages between 23 and 28
years. Although the number of participants could be considered a small sample, it was
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proved in previous studies that the SUS enables to get a confident measure of the per-
ceived usability with a small group of participants [9].
The participants of the study belong to the final target of users of the developed tool
and no one had any experience with the system. The application was developed for re-
searchers, doctors and health technicians. However, this study only comprised biosignals
researchers (in this case - biomedical engineers).
A short set of instructions were given at the beginning of the test. It was asked to the
participants to:
• check the box that reflects their immediate response to each statement.
• do not dwell too long on any statement.
• simply answer 3 when not knowing how to respond.
The participants were also instructed to use the system freely, opening a file and ex-
ploring it with the available interaction tools.
In the evaluation carried out the word “cumbersome” in question 8 was replaced by
the word “awkward”. This replacement is supported by different studies that proved the
word “cumbersome” is not clear enough for non-English speakers, and also its replace-
ment does not change the final results [9].
6.4 Results and Discussion
The average score of the performed tests was 80.0. The minimum score was 70.0 and the
maximum score was 90.0. These results indicate a good system with a high perceived
usability.
In the end of the test the majority of the participants showed concerned about the
questions 4 and 10. They agreed that some basic concepts were needed in order to per-
form a suitable analysis, however, these concepts should already be known by the final
user. They also agreed that a necessary guidance should be performed at the first use of
the system, still, it would not be necessary after this first use.
Nevertheless, the participants stated that the system is intuitive, useful and suitable.
They also indicated that they were likely to recommend it.
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Conclusions
This final chapter summarizes the developed work and presents an overview of its gen-
eral results and accomplishments. It also outlines the future goals of the developed re-
search.
7.1 General Contributions and Results
The main contribution of this work is the introduction of a novel visualization interface
which allows the professionals, who work with biosignals, to get insight into the large
data sets acquired by the enhanced monitoring systems that have been introduced in
the last years. The developed application enables the draw of conclusions by its users
and their direct interaction with the data, overcoming the demand of a new biosignals
analysis platform.
To achieve the proposed objectives, an investigation of visualization techniques that
support large data sets was first performed. Considering the advantages of web-based
visualizations, a research for toolkits and plugins for different rendering techniques was
also done.
Thereafter, the application framework was designed. The requirements of the visu-
alization tool were stablished and the use of a web server was justified. The server was
implemented and the layout of the client-server model was developed. Lastly, the better
data format to manage large scale data sets was selected and the created architecture for
these files was presented.
A visualization model was followed and its central process, the visualization process,
was first developed. Here, the domain problem was settled and the possible abstrac-
tions were studied, then the suitable approach was followed. The application layout was
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also defined, which comprises a multi-level visualization and the usage of the best vi-
sualization rendering elements and techniques. The following process studied was the
perception and cognition one. A user friendly and intuitive design was demanding. The
colour-blind effect was taken into account and a responsive design was also integrated.
The interactive exploration process was finally considered. Different interaction tech-
niques were implemented and special attention was given to annotation handle due to
its importance in the data mining process.
Three case studies were considered. An acquisition system was designed and ECG,
EMG and ACC signals were acquired. Each one of these biosignals was introduced and
analysed with the approach followed by the visualization model implemented.
The required processing algorithms were developed and the biosignals were visual-
ized in the designed visualization application. Several performance tests were carried
out in order to ensure the correct application response.
Finally, a usability evaluation was done. The usability of the system was assessed
with the SUS questionnaire and with 10 participants, getting an average score of 80.0 (a
minimum of 70.0 and a maximum of 90.0). This score indicates a good system with a
high usability performance.
Therefore, the described achievements contribute for the biosignals analysis improve-
ment (specially in big data cases). The developed application interconnects its users with
the data, without users having to deal with signal processing algorithms directly what
substantially improves their experience.
7.2 Future Work
Although the developed application has proved to be a suitable approach for the in-
tended objective, further investigation should be performed.
• More case studies: The case studies presented in this work represent the two pos-
sible types of biosignals events, cyclic and sporadic. Three of the most used biosig-
nals in biomedical research were chosen. However, another set of biosignals such
as Electroencephalography (EEG), Electrodermal Activity (EDA) or Respiratory
(RESP) signals should be considered and analysed in the developed application
enabling its use in more research studies.
• WebGL rendering: The use of this type of rendering elements will improve the
visualization application, however, for reasons already stated it could not be im-
plemented at the time of this work. Therefore, the continuous search for WebGL
rendering tools should be carried on and when possible these elements should re-
place the implemented SVG elements.
• Additional usability validation: Despite the usability test enabling the use of only
a small sample of the final users, the performed tests were carried out only by
54
7. CONCLUSIONS
biomedical engineers researchers. Since the final users target is also composed of
health science professionals, such as doctors and technicians, the test should be also
performed by users belonging to this group.
• Adapt the application for patients: Informing patients about their health state,
in some clinical cases, could help their recovery. These applications motivate the
patients and improve their treatments.
• Integration of the processing in the acquisition system (real time processing):
The use of the developed application system presupposes a previous processing
of the acquired biosignals. However, if the acquisition system performed the vast
majority of signal processing in the acquisition moment, a considerably amount of
time spent in processing could be reduced [38].
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Abstract: The development of new resources in the medical field, such as wearable sensors, allowed the improvement of
biosignals monitoring. Acquired data is then an important source of information to clinicians and researchers.
Thus, extracting useful information from data is a task of the greatest importance that involves a variety of
concepts and methods, such as data visualization and machine learning. However, these methods present
several limitations mainly when dealing with big data. In this paper we present an innovative web-based
application for biosignals visualization and annotation in a fast and user friendly way overcoming the detected
limitations. Three case studies are presented and a usability study supports the reliability of the implemented
work.
1 INTRODUCTION
The technological innovation in medical systems has
been of the utmost importance in the monitoring im-
provement of human body signals, so-called biosig-
nals. There are several types of biosignals resulting
of the electrical, magnetic, chemical or mechanical
activity during biological events such as heart beat or
muscle activity. They can also be classified consid-
ering their nature, application or their characteristics
(Kaniusas, 2012).
Biosignals monitoring can be done through the
use of non-invasive wearable sensors which combined
with systems allow the storage of the data acquired.
Relevant information can then be extracted from this
data to support clinicians and researchers decision-
making, as well as to inform patients. Therefore, to
achieve the goal of extracting relevant information
from the data, a variety of concepts and methods, such
as data visualization or machine learning are involved
(Aigner et al., 2011).
Since humans main input sense is visual, data vi-
sualization is considered essential in signal analysis
(Aigner et al., 2011). The integration of the human
visual perception with the current massive computa-
tional capacities results in this concept which supports
the examining, understanding and transmitting of the
vital information carried by a signal (Iliinsky and
Steele, 2011). However, data visualization presents
some limitations that have to be considered. Besides
the computation capacity limited by the memory and
time to run an algorithm, the display is restricted
by the number of pixels available to show the data.
On the human side, the limitations comprise the hu-
man perceptual and cognitive capacities which can re-
sult in incorrect data interpretations both in time and
space (too fast or too dense for the correct perception)
(Munzner, 2009).
Machine learning algorithms, applied for opti-
mization of performance criteria, can follow super-
vised or semi-supervised approaches that depend on
the use of labelled data (Alpaydin, 2010). For this
reason, this task has to be as most accurately as possi-
ble. Nevertheless, the annotation of the biosignals is
a demanding task that depends on human subjective
intervention and requires specific knowledge.
The demand for studies that result in large
amounts of data, such as sleep analysis or neuro-
muscular diseases monitoring, is increasing. In this
case, difficulties become evident. Dealing with mas-
sive sources of data, which can be considered big
data, increase the complexity of the problems de-
scribed before and its processing with traditional ap-
plications presents several limitations (Hudson and
Cohen, 2006).
Considering the extreme importance of biosignals
analysis and the outlined hurdles, the aim of this work
was to present an innovating solution for large dataset
visualization and annotation in the context of biosig-
nals. This was achieved through the better conjuga-
tion between processing and storage capabilities of
computers and the visual, creative and knowledge
capabilities of humans. In this study we present a
novel web-based application for biosignals visualiza-
tion and annotation in a fast and user friendly way.
The remainder of the paper is organised as fol-
lows. Section 2 reviews related work on visualization
and annotation of large datasets of biosignals. In sec-
tion 3, it is presented the application framework. Sec-
tion 4 refers to the developed visualization model and
Section 5 presents the case studies considered. Sec-
tion 6 presents the usability study carried out. Finally,
in section 7 the main conclusions are drawn and di-
rections for further research are given.
2 RELATED WORK
The emergence of a variety of visualization tools has
aimed to counter the gap verified between our abil-
ity to collect and store data, and to analyse it. Clus-
ter and Calendar based Visualization tool (Van Wijk
and Van Selow, 1999), TimeSearcher2 (Buono et al.,
2005) and VizTree (Lin et al., 2004) are three exam-
ples of available applications, considering different
analytical methods, that excel in research of applica-
tions for commercial, academic or research use.
The high concern in clinical systems for improv-
ing the physical and psychological wellness has re-
sulted in the advent of crucial systems specifics for
biosignals. The PhysioNet (Goldberger et al., 2000)
offers free web access to a large biosignals databases
that can include ground-truth information, and it also
comprises a wide collection of software for viewing
and analysing biosignals. The OpenSignals software
enables the visualization and analysis of the biosig-
nals acquired by a wearable hub that along with this
software constitute the biosignalsplux system (PLUX,
2014), an advanced biosignal monitoring platform for
sports and biomedical research. The ActiLife6 is the
visualization software that integrates the ActiGraph
system (ActiGraph, 2012), the most used actigraphy
monitoring system in research and clinical trials in-
volving physical activity and sleep assessment. In car-
diology, one of the most common examinations is the
Holter, an ambulatory Electrocardiography (ECG) for
a minimum 24-hour period, conducted with the pur-
pose of screening for ECG disturbances. The Welch
Allyn Holter System (Welch Allyn, 2007) is one of
the available systems to perform Holter examinations.
Notwithstanding the high development of visual-
ization tools, they face yet some issues, particularly
when dealing with big data. The possible integration
of applications in real life platforms to monitoring
diseases increases the demand for novel solutions.
3 APPLICATION FRAMEWORK
3.1 System Requirements
The development of the visualization application took
into account some base requirements. Therefore, the
developed application had to:
• be applied to all kind of biosignals
• enable the possibility to explore up to 10 days of
continuous acquisitions
• show the time lapses where the signal acquisition
was interrupted
• allow the handling of annotations
• present a fast and user friendly interface
Lastly, the proposed model had to represent a
commitment between usability and performance, al-
lowing the user to analyse a biosignal without having
to deal with signal processing algorithms directly.
3.2 System Architecture
The implemented visualization tool is a web-based
platform. This decision is justified by the fact that the
web standards currently available provide some of the
best tools for the creation of rich graphical user inter-
faces and it also eliminates complex installation and
configuration procedures.
A client-server model was developed. The local
server was implemented in Python language (Beaz-
ley, 2009) and the communication between the visu-
alization platform and the server is done with Web-
Sockets (Wang et al., 2013). The client sends request
messages to the server which responds by serving a
message containing the requested information. These
messages are on JavaScript Object Notation (JSON)
structure. The flow of information is schematically
represented in Figure 1. The requests sent by the
browser intend to get the signal parameters or spe-
cific data intervals, to handle annotations and to ac-
cess a detailed analysis of a specific interval. Con-
sidering these requests, it was implemented different
python Application Programming Interfaces (APIs).
The generated responses are then interpreted by a se-
ries of JavaScript libraries and the results dynamically
displayed on the page.
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Figure 1: Information Flow.
Through the use of Python language to access and
manipulate the data and JavaScript language (Duck-
ett, 2014) to present the data and deal with the user-
interface tasks, a highest performance is reached.
While Hypertext Markup Language 5 (HTML5)
(Murray, 2013) and Cascading Style Sheets 3 (CSS3)
(Murray, 2013) allow the definition of the overall lay-
out of the platform, the jQuery library (Duckett, 2014)
enable to handle user interface events.
3.3 Data Architecture
The manipulation of very large amounts of data must
involve suitable data format for storage and access
this data. Although presenting some limitations, the
Hierarchical Data Format 5 (HDF5) has proven to be
the best option for the intended task (Gomes et al.,
2012).
Before submitting a record file to the visualization
tool it should be previously processed. The process-
ing API involves filtering, subsampling, and events
detection. As a result, different groups of data are cre-
ated in the HDF5 file. Each group is organised by n
different datasets that correspond to the n days of the
record. The previous computation of some variables
will speed up the visualization since the APIs previ-
ously referred only access the data instead of comput-
ing it (an example is later discussed).
4 VISUALIZATION MODEL
A generic model for visualization is proposed in
(Van Wijk, 2005). In this model the central process is
the visualization where data is transformed into a time
varying image according to a specification. Then, the
resulting image is perceived by a user, leading to an
increase of users knowledge. Finally, the interactive
exploration of the image enables to adapt the previous
specification based on the current knowledge in order
to further explore the data. Figure 2 schematically
represents this model.
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Figure 2: Simple model of visualization. While circles
denote processes, boxes denote containers. Adapted from
(Van Wijk, 2005).
4.1 Visualization Process
What, why and how are three questions that have to
be answered when developing or choosing a visual-
ization method (Aigner et al., 2011). Therefore, the
development of a visualization process begins with
the characterization of the domain problem.
4.1.1 Domain Problem Characterization
As already stated, the benefits of long-term monitor-
ing (more than 24 hours of acquisition) have drawn
considerable attention in medicine and healthcare. A
7-day ambulatory ECG monitoring have shown the
efficiency to identify patients with atrial fibrillation,
after a stroke or transient ischemic attack, which
are not detected with the habitual 24-hour recordings
(Goya-Esteban et al., 2009). Recently, in (Jung et al.,
2012), the long-term health monitoring importance
was reinforced with the development of an electrode
which allows up to 7 days of continuous measure-
ments of electrical biosignals such as ECG and elec-
tromyography (EMG).
However, dealing with the analysis of massive
sources of information remains a challenge that has
to be overcome.
For example, displaying the 24 hours of an ECG
signal recorded with a modern Holter recorder, which
uses sampling rates of 1000Hz or higher (Hilbel et al.,
2008), results in a falling attempt of drawing more
than 80 million data points. Since a standard com-
puter’s screen has only some thousands of avail-
able pixels (Pakhira, 2010), displaying the previously
mentioned signals not only exceeds the capabilities of
the visualization device, but also results in a massive
time and memory consuming rate. Even if the visual-
ization is possible, the representation of such a large
amount of data points will surpass the human percep-
tual capacity resulting in incorrect interpretations of
the data both in time and space. Figure 3 represents
this last case through the plot of an ECG signal ac-
quired during 1 hour with a sampling rate of 1000Hz,
what corresponds to a display of more than 3 million
data points. Here, it is possible to observe the over-
crowded and cluttered display that does not give the
proper information to the user.
 
Figure 3: Overcrowded and cluttered display of an ECG sig-
nal acquired during 1 hour with a sampling rate of 1000Hz.
4.1.2 Abstraction Design
After a specific domain problem has been identified,
it has to be abstracted into a more generic represen-
tation. Despite not always being performed, it is an
essential process when dealing with massive data sets.
The created abstraction took into account that
biosignals only contain crucial information in specific
time intervals - in cyclic or sporadic events. There-
fore, considering only these events, it is possible to
highlight the key information in the biosignal and to
suppress the irrelevant details. Furthermore, this will
support the variability analysis in a physiological net-
work. (West, 2013) states its importance.
As a result, considering only the portions of the
signal which contain important information, instead
of the whole signal, considerably reduces the number
of data points to plot.
Consequently, categorical abstractions of the nu-
merical data, which incorporate knowledge about
the analysed biosignal, were performed in order to
achieve the intended results.
4.1.3 Visualization in Layers
The proposed model comprises a multi-level visu-
alization architecture. This architecture enables the
easy search and focus in the interest regions through
a simple navigation in the biosignal. While the first
layer displayed gives the user a global overview of the
whole biosignal, the others provide a more detailed
visualization of the selected interval of the above
layer (by default the selected interval is the first one).
In the application there are seven standard infor-
mation layers divided into a defined number of inter-
vals. The choice of the standard information layers
had in consideration the system requirements and the
fact that each layer should be divided into an integer
number of intervals with the size of the layer immedi-
ately below.
The chosen layers, their number of intervals and
type of data representation that each layer represents
are described in Table 1.
Table 1: Model Layers.
Layer Number ofIntervals
Data
Representation
10 days 10 Events
1 day 24 Events
1 hour 4 Events
15 minutes 3 Events
5 minutes 5 Subsampled
1 minute 60 Subsampled
1 second 1 Raw
The total number of information layers displayed
in the platform depends on the total duration of the
biosignal that is being analysed. The first layer to be
displayed corresponds to the lowest layer that can rep-
resent the whole signal. All the layers below this one
will also be displayed. Figure 9 ilustrates this case;
the signal considered only has 20 hours of record,
then the first layer to be displayed was the 1 day layer.
4.1.4 Visualization Techniques
After designing the abstractions and the layout for the
visualization process model it was studied the visual-
ization techniques that most efficiently communicate
the data information. Three different visualization
techniques were selected among a variety of available
ones. Besides line and bar plots, two standard tech-
niques in data visualization, horizon plots, were also
considered. An horizon plot is a stacked graph that
enables the performance comparison of a large num-
ber of time-dependent variables. It is built by adding
color bands to a line graph and mirroring the negative
values respecting the x-axis. Thereafter, using a tech-
nique called two-tone pseudo coloring the color bands
are overlaid in the graph. This technique is then inte-
grated with the small multiples technique which en-
ables the display of a series of small graphs stacked
one above the other (Heer et al., 2009).
The main interface combines only the line and bar
plots to show the data selected. While the bar plots
are used for the 1 hour layers, the line plots are used
for the remaining ones (Figure 9). The horizon plots
are used in the analysis page, later discussed, enabling
the comparison of a variety of features in a restricted
space (Figure 6).
The visualization elements are rendered in Scal-
able Vector Graphics (SVG) which are more reliable
and flexible than the HTML canvas elements (Murray,
2013). These elements were created with the Data-
Driven Documents (D3) JavaScript library and the vi-
sualization techniques described were rendered with
two D3 plugins - the Cubism and the Rickshaw plug-
ins (Murray, 2013).
The Web Graphics Library (WebGL) elements
were also considered. Despite providing a similar ren-
dering functionality in a faster way due to its interac-
tion with the graphics processing unit, the toolboxes
currently available to perform this type of rendering
are still too complex or not stable enough to provide
a suitable visualization.
4.2 The Perception and Cognition
Process
The graphical perception refers to the ability to de-
code the information encoded on graphs (Heer et al.,
2009). Therefore, in order to enhance the graph-
ical perception some variables, such as positions,
shapes and colours, were carefully assessed. The plat-
form also includes a fast and responsive design and
thoughtful default colours.
4.3 The Interactive Exploration Process
The direct interaction with the data enables the user
to focus on some details according to his objectives.
Basic interaction techniques are often used to im-
prove the visualization exploration and for this reason
they are familiar to the majority of the users. The
choice of these techniques comprised the zoom and
pan techniques (represented in Figure 4), the use of
tooltips (also represented in Figure 4) and the pres-
ence of modal dialogs to alert or guide the user. The
platform also enables the saving of the exploration
carried out in a pdf format.
4.3.1 Navigation
The default data to be displayed in the different lay-
ers corresponds to the data of the first interval in the
layer above, with exception of the first layer where
the complete interval is displayed. Hence, an appro-
priate navigation technique was required. A double
click inside an interval of one layer will switch the
layers below that will present data corresponding to
the selected interval. This innovative type of brows-
ing through the time axis is exemplified in Figure 5.
4.3.2 Annotations
Annotations are visually represented in the platform
by a timestamp placed at the beginning of the annota-
tion time frame in a division below the x axis. When
the timestamp is clicked, it shows its message and a
rectangular grey region highlighting the time frame of
the annotation arises in the graph.
The platform enables both the creation and the re-
moval of annotations. When a layer is loaded, either
for the first time or if it is updated, every annotation
that belongs to the selected time interval is displayed.
Figure 5 illustrates the presence of annotations in the
platform.
4.3.3 Further Analysis
The choice of key signal features can be a fundamen-
tal method to discover important information hidden
on the signal. Therefore, in the developed application,
it is possible to request for a more detailed analysis of
some layers. Figure 6 illustrates an example.
The features selected to analyse a specific layer
depend on the biosignal that is being analysed, how-
ever they are grouped in the same domains: temporal,
statistical and spectral.
5 CASE STUDIES
5.1 Data Acquisition and Processing
The acquisition system consisted in a set of biomedi-
cal sensors, a wireless acquisition unit and a smart-
phone. A surface EMG sensor at the gastrocne-
mius muscles of the right leg, a triaxial accelerometry
(ACC) sensor at the right hip, and a 3 lead ECG sen-
sor at the left side of the chest were used along with
the bioPLUX research system. The biosignals were
acquired with a sampling frequency of 1000 Hz and
with a 12 bit resolution and the data was sent via Blue-
tooth to the smartphone, saved in a text file and then
converted to an HDF5 file.
Three acquisitions were carried out in a home at-
mosphere performing daily living activities. While
the first one recorded an ECG and an ACC signal dur-
ing 6 hours, the others recorded an EMG signal dur-
ing 6 hours and 4 hours respectively. The signals were
then processed.
In order to provide large files to use in the de-
veloped tool, the last signals were replicated or com-
bined. The ECG and the ACC signals were replicated
until achieve a duration of 10 days, in the ECG case,
and 2 days 9 hours 32 minutes and 55 seconds, in the
 
Figure 4: Zoom and pan of the previous graph. A tooltip is also presented, displaying the information related with this specific
graph.
ACC case. The EMG signal consisted in the combina-
tion of the two EMG acquisitions with intervals where
the acquisition was interrupted. Thus, the EMG signal
was composed by the following sequence: the second
performed acquisition, 3 hours without acquisition,
the third performed acquisition, 30 minutes without
acquisition and the second performed acquisition.
5.2 Electrocardiography
The ECG signal is a cyclic signal that consists in the
recording of the electrical activity of the heart. There-
fore, it provides a fundamental way of cardiac moni-
toring allowing the detection of cardiac abnormalities
(Kaniusas, 2012).
5.2.1 Events
The abstraction for the ECG signal was performed
through the consideration of the R peak in the QRS
complex, one of the most important to analyse in an
ECG waveform (Neophytou et al., 2012). Although
the main event to consider is the positions where these
peaks occur, it was also computed another event, the
number of peaks that occur per minute (the heart
rate). This secondary event could be easily computed
through the access to the first event, however, its im-
plementation during the processing allows a fast ac-
cess to the data during the use of the platform, since it
has to access a lower number of data samples and does
not need to perform any other calculation. The auto-
mated R peak detection was performed with the Pan
and Tompkins detection algorithm (Pan and Tomp-
kins, 1985).
5.2.2 Features Selection
The selection of features to provide a further analysis
of the ECG signal was done considering a derivation
of the main event above considered. The Heart Rate
Variability (HRV) represents the variation of the in-
tervals between heartbeats (RR intervals) and its stan-
dard features provide a vital source of signal informa-
tion.
The selected features are the triangular index, the
short and long diameters of a Poincaré plot, the av-
erage and standard deviation of all RR intervals, the
percentage of pairs of adjacent RR intervals that dif-
fer by more than 50 ms, the square root of the mean
of the sum of the squares of differences between ad-
jacent RR intervals, the very low, low and high fre-
quency powers and the ratio of low to high frequency
powers (Malik et al., 1996; Alemu et al., 2011; Hoshi
et al., 2013).
5.2.3 Results
Figures 7 and 8 represent the result of one possible
analysis of the ECG signal considered. Through the
zoom, pan, the creation of annotations and the use
of tooltips was possible to find a probably artefact
caused by the chest muscles contraction. The dou-
ble clicking in the graphs allow to switch the data in
the layers below until the desired event be displayed.
5.3 Electromyography
An EMG signal is an electrical signal generated dur-
ing a muscle contraction. Therefore, it enables the
quantification of the neuromuscular function and for
 
 
 
 
Figure 5: Navigation and Annotations. The selection of the sixth interval in the 1 day layer, i.e. the sixth hour of that day,
will switch the data in the 1 hour layer in order to correspond to the data of the sixth hour. The 1 day layer presents three
annotations, however only the second one belongs to the interval displayed at the 1 hour layer.
this reason these signals are mostly used to measure
the degree of muscle activation and to access the neu-
rophysiologic mechanisms of fatigue (Camata et al.,
2010; Arjunan et al., 2011).
5.3.1 Events
The event with most importance in the EMG analy-
sis is therefore the signal activation (onset and off-
set times). However, the EMG signal is also usu-
ally analysed by the root mean square value (Soares
et al., 2013; Vieira et al., 2010). The detection of
the onset time of muscle activity is performed with
the Teager-Kaiser energy operation method (Xiaoyan
et al., 2007) and the root mean square values are com-
puted with 900 samples window.
5.3.2 Features Selection
The further analysis of the EMG signal is performed
by the zero crossing rate, the short and long diam-
eters of a Poincaré plot, the standard deviation and
the median frequency features (Lee and others, 2013;
Golnska, 2013; Camata et al., 2010; Rissanen et al.,
2011; Arjunan et al., 2011).
5.3.3 Results
Figure 9 presents the result of one possible analysis
of the EMG signal considered. The analysis of the
first layer displayed enables to get the general inter-
vals where there was or not acquisition and the inac-
tivity hours where the muscle in study did not perform
any contraction. The analysis of the 1 hour layer indi-
 Figure 6: Further Analysis Result of the 15 minutes layer of an EMG signal.
 
 
 
 
 
 
 
 Figure 7: ECG signal analysis result.
cates that the number of contractions is higher in the
first 15 minutes of the hour in study. The remaining
layers show the EMG signal in which the contractions
can be analysed with more detail. The last layer is not
presented for not presenting relevant information for
 
 
 
 
 Figure 8: Continuation of the previous Figure.
this case.
5.4 Accelerometry
The ACC signal provides the measurement of the
applied acceleration acting along a reference axis.
Therefore, its analysis provides crucial information
that can be used in functional status and moni-
tor falling studies (Jeong et al., 2007; Lan et al.,
2012; Karantonis et al., 2006), sleep analysis (Acti-
Graph, 2012) and in neuromuscular diseases diagno-
sis (Machado et al., 2014).
 
 
 
 
 
 
 
Figure 9: EMG signal analysis result.
5.4.1 Events
The abstraction for the ACC signals was settled con-
sidering that the signal represent different activities
performed by the subject. These activities can be
classified as static states (lying, sitting or standing)
and dynamic states (walking or running) (ActiGraph,
2012; Figo et al., 2010). These two states are usually
distinguish by the Signal Magnitude Area (SMA) fea-
ture (Equation 1). When the SMA value exceeded a
preset threshold thus the subject is classified as being
in a dynamic state (Jeong et al., 2007; Lan et al., 2012;
Karantonis et al., 2006; Carus et al., 2013; Figo et al.,
2010). The SMA was computed for each second of
data.
SMA =
1
t
(
∫ t
0
|x(t)|dt+
∫ t
0
|y(t)|dt+
∫ t
0
|z(t)|dt) (1)
5.4.2 Features Selection
The selected features to perform the further analysis
of the ACC signal were the autocorrelation, the root
mean square, the mean, the standard deviation and the
median and fundamental frequencies (Machado et al.,
2014; Figo et al., 2010). These features were com-
puted with the total acceleration signal.
5.4.3 Results
The result of the ACC signal analysis is similar to the
EMG signal, however instead of activations, here we
present the idea of static or dynamic states.
6 USABILITY EVALUATION
In order to assess the usability of the developed
work, a study with the System Usability Scale (SUS)
(Brooke, 2013) was carried out. The high reliability
of SUS is presented in different studies (Bangor et al.,
2008). The SUS is composed by 10 items each having
a five-point scale that ranges from Strongly Disagree
to Strongly Agree. There are five positive statements
and five negative statements, which alternate in order
to avoid response biases. The SUS questionnaire and
its score system is described in (Bangor et al., 2008).
To the date the usability study performed included
10 participants with ages between 23 and 28 years
who had no experience with the application. All the
participants belonged to the final target of users of
the developed tool - health science professionals. The
participants were instructed to use freely the system,
opening a file and exploring it with the available in-
teraction tools.
The average score of the performed tests was 80.0.
The minimum score was 70.0 and the maximum score
was 90.0. These results indicate a good system with
a high perceived usability (Brooke, 2013). In the end
of the test the majority of the participants agreed that
some basic concepts were needed in order to perform
a suitable analysis, however, these concepts should al-
ready be known by the final user. They also agreed
that a necessary guidance should be provided at the
first use of the system, still, it would not be neces-
sary after this first use. Nevertheless, the participants
stated that the system is intuitive, useful and suitable,
they also indicated that they were likely to recom-
mend it.
7 CONCLUSIONS AND FUTURE
WORK
Considering the demand for long-term studies that re-
sult in large amounts of data and the meaning of visu-
alization in signal analysis, the presented application
provides a powerful contribution to the current need.
This work introduces a novel visualization inter-
face which allows the professionals, who work with
biosignals, to get insight into the large data sets ac-
quired by the enhanced monitoring systems that have
been introduced in the last years. The developed ap-
plication enables the draw of conclusions by its users
and their direct interaction with the data, overcoming
the demand of a new biosignals analysis platform.
The visualization model followed includes a web-
server, a multi-level layer layout, an abstraction ap-
proach and the implementation of different visual-
ization techniques. Different explorative interaction
techniques were also developed in which stands out
the handling of annotations. The application layout
was also studied and a responsive design as well as
the choice of safe colours were considered.
Three case studies were presented and several per-
formance tests were done. Finally, an usability eval-
uation was carried out in which an average score of
80.0 was achieved, which indicates a good usability
performance.
Therefore, the developed application intercon-
nects its users with the data, without users having to
deal with signal processing algorithms directly what
substantially improves their experience.
Despite the developed application has proven to
be a suitable approach, further research can be per-
formed.
We propose the use of more case studies. De-
spite of the considered signals represent the two pos-
sible types of biosignals events, cyclic and sporadic,
the consideration of another set of biosignals such as
electroencephalogram, electrodermal activity or res-
piration signals will further validate the developed
work enabling its use in more research studies.
The search for WebGL rendering tools should be
carrying on and when possible these elements should
replace the implemented SVG elements.
Despite the SUS provides a confident measure of
the perceived usability with a small group of partic-
ipants (Brooke, 2013), it was carried out only with
biomedical engineers. Hence, this study should also
be performed by doctors and technicians such as
physiotherapists.
The integration of the processing in the acqui-
sition system would provide a real time processing
which would reduce the time spent in processing.
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Cloud parallel computing for large scale biosignal
analysis and event driven visualization
Ricardo Gomes*, Catarina Cavaco, Ricardo Matias, and Hugo Gamboa,
Abstract—The gradual aging of the worlds population and
the rising costs of health increased the need for the creation of
innovative solutions that promote an easy and efficient healthcare
service. The appearance of various types of wearable sensors
enables the continuous monitoring of biosignals, which is an
important source of information for physicians and researchers
in the evaluation of individuals’ health status and functioning.
As a result, the daily-generated amount of data coming from
these devices has increased dramatically. To capitalize this new
ability to measure a large number of biological signals, the
extraction of useful information from the data is of the utmost
importance. To this end, a variety of methods may be adopted,
such as the visual inspection of data, processing for extraction of
important parameters or machine learning techniques. However,
these methods present a variety of limitations, especially when
dealing with Big Data. In this study, we present a new solution
based on parallel processing, cloud computing and web based
technologies. The experimental results show that the proposed
approach can significantly enhance biosignal processing in terms
of speed and allows long-term biosignals’ data analysis through
a novel, events based, visualization technique.
Index Terms—Biosignals, Big Data visualization, medical mon-
itoring, parallel processing, cloud computing.
I. INTRODUCTION
The development of innovative sensing technologies in
physiology, aiming at the assessment of the human health
status has attracted a lot of interest both on the personal level
due to the emergence of the quantified self devices, and on
the clinical perspective from the pervasive health domain.
Biosignals, which are descriptions of physiological phenom-
ena and can assume a large variety of types, are important
not only in the field of classical applications concerning
medical diagnosis and subsequent intervention, but also for
more recent applications such as elder individuals monitoring,
driver monitoring, or simply for those who want to know what
changes are ocurring inside their bodies in a quantified self
approach, since they reflect human health and wellbeing [1].
In spite of carrying very useful information regarding the
comprehension of several physiologic mechanisms, the base
recorded signals, typically called raw data, has information
that does not depend on the specific biological event that is
the object of the study.
As an example, to assess the heart rate of a subject, a normal
procedure is to acquire the Electrocardiographic signal. This
R. Gomes and C. Cavaco are with the Department of Physics, FCT-UNL,
Lisbon, Portugal e-mail: , cat.cavaco@gmail.com.
H. Gamboa is with PLUX Wireless Biosignals, Lisbon, Portugal e-
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R. Matias is with School of Health Care, Polytechnic Institute of Setubal ,
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signal may have information from external sources, such as
noise from the power supply, or from muscular electrical ac-
tivity. However, in such a complex signal, the only information
that must be extracted in order to determine the heart rate is
the instants when the heartbeats occurred. This information
extraction example typically generates a data reduction by a
factor equal to the sampling frequency (assuming a regular
heart rate of 60BPM) [2].
The recent and ever increasing popularity of mobile devices
is a factor that brings new opportunities in the field of
pervasive healthcare. These devices allow users to interact
with several wireless acquisition units, and acquire information
from the devices own sensors. However, they still have several
limitations when it comes to address the processing of large
datasets, such as computational power, storage space, and
battery life. As an answer to this problem, mobile cloud
computing (MCC) has appeared as a new computing paradigm,
which provides users an online access to virtually unlimited
computing power and storage capacity [3]. As a consequence
of the new technologies available to record this type of data,
the increasing growth in the volume of acquired multimodal
biosignal data is becoming a key tool to help in healthcare of
several diseases, such as epilepsy and sleep medicine, as well
as in other areas of investigation where a close follow up of the
patients’ signals is necessary. The usage of such large amounts
of data in an efficient way needs new algorithms which deal
with long-term datasets through the use of cloud computing
and programming paradigms that potentiate this concept and
enable research collaborations for faster and better scientific
results [4].
The advent of multicore general-purpose personal comput-
ers, multicore graphical processing units (GPU) and cloud
computing services, such as Amazon Web Services Elastic
Compute Cloud (EC2) are becoming popular tools for pro-
grammers who want to develop applications that need large
computational power [5].
The power of cloud computing for users who need resources
to achieve compute intensive tasks is immense, as we can see
in Figure 1. With few steps, everyone can use computational
resources from hardware that the cloud computing company
manages, in exchange for a relatively low price, without having
to set up and maintain large clusters, which comprises large
time and cost expenditures.
Several approaches in the area of big data processing have
been developed, taking into account the aforementioned evo-
lution. One of these approaches is parallel processing, which
allows programming tasks to run in parallel. This paradigm
enables the execution of a task to be distributed by several
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Fig. 1. Executing a processing task using the cloud.
computer cores or nodes, using message passing techniques,
speeding up the execution and allowing software developers
to take advantage not only of the existing computing re-
sources in single computers, but also to leverage the power
of current networks for task distribution over a cluster of
computers. Nonetheless, to fully exploit the power of multicore
platforms, programmers have to parallelize their applications
by partitioning the workload into tasks and running them on
different cores, which communicate with each other, a process
that is complex, even for experienced programmers. This fact
has been a barrier, slowing down the development of such
applications [6].
In order to achieve the goal of extracting useful information
from data, a variety of concepts and methods can be applied.
Since humans main input sense is visual, data visualization is
considered essential in this process [7]. This highly promis-
ing method consists in the integration of the human visual
perception with the processing power of computers, in order
to examine, understand and transmit the core information
of the signal [8], [9]. However, data visualization presents
some limitations either on the computer side or the human
side. Besides the computation capacity, already discussed, the
display capacity is also a limited resource that restricts the
number of pixels that can be used to show the data. On the
human side, the limitations comprise the human perceptual
and cognitive capacity, which is also a limited resource that
can result in incorrect interpretations of the data both in
time and space (too fast or too dense for the correct human
perception) [10]. Therefore, the better conjugation between the
capabilities of computers and humans has to be achieved in
the visualization process.
In the area of biosignals monitoring, one of the most widely
acquired biosignals used for patient monitoring and diagnosis
is the Electrocardiogram (ECG) [11]. The ECG is a record of
the direction and magnitude of the electrical activity generated
by the depolarization and repolarization of the hearts atria and
ventricles. Being a periodic signal, each cycle is characterized
by the existence of three different waves: P, QRS and T wave.
The analysis of this signal is of the utmost importance in
the detection of the patients heart condition, allowing the
detection of cardiac anomalies [12]. Since a long time, the
feature extraction from this signal has been object of research.
As a result, many advanced techniques have been proposed
and developed. The detection of the QRS complex, which is
the result of depolarization in ventricles, is normally used to
analyze a persons heart rate. In order to assess the heart rate
variability, the detection of the variation of intervals between
heartbeats (RR intervals) is performed. This variability is
related with the function of the individuals autonomic nervous
system [4].
In this study, we propose a new solution to promote the
analysis of big data in the form of biosignals leveraging
the power of parallel processing, cloud computing and web
technologies for data visualization. Using the proposed tools,
the users will be allowed to continuously acquire and visualize
biosignals from wearable sensors and still have the possibility
to deal with the large data collections. For this purpose, we
have implemented as an example case, an ECG processing
framework that runs in the cloud, using the parallel processing
concept for task distribution over multiple nodes.
The rest of the paper is organized as follows. Section II
provides a survey of related work on the biosignals processing
using the cloud and parallel processing and also on visualiza-
tion applications. Section III describes the architecture of the
proposed cloud based biosignal processing and visualization
tools. Section IV presents our approach for the processing of
very large biological signals. Section V gives an insight on
the proposed solution for biosignals visualization. Section VI
illustrates a set of experiments to evaluate the efficacy and
efficiency of the proposed solution, and finally, section VII
presents the conclusions and future work.
II. RELATED WORK
A. Biosignals Processing
Interest in the biosignals area comes from more than twenty
centuries ago, and with it, the development of signal pro-
cessing tools has also evolved through time [1]. Advances
in personal mobile devices or desktop computers, which
have now multiple processing cores, along with the rise
of cloud computing services are nowadays tools that must
be leveraged in biosignals processing. If programmers take
advantage of the hardware architectures available and engineer
new ways of creating parallelizable processing routines, we
will be able to take full advantage of the available resources
with faster programs. Konstantinidis et al. implemented the
parallel processing paradigm to biomedical signal processing,
accelerating the computation of the Correlation Dimension
of multivariate neurophysiological recordings and the Skin
Conductance Level using GPUs. The obtained results showed
that the parallel implementation using graphical processors led
to a speed-up factor of 29 when compared to a simple imple-
mentation using only C programming language [13]. In the
research area of cloud computing for biosignals monitoring,
Xia et al. developed a system for cloud based ECG quality
evaluation, parameters extraction and data enhancement. The
system demonstrated the possibility to upload data to the cloud
from a mobile application client and get the results faster that
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they would be obtained using only the device [14]. Pandey
et al. designed a cloud based realtime health monitoring and
analysis system, which collects health data into an information
repository and enables analysis on the data using software
services hosted in the Cloud [15]. Other example of how cloud
computing can help solving problems related to big data in the
health area is presented by Sahoo et al.. In their work, a tool
for real-time user interaction with electrophysiological signals,
in particular with the ECG was developed. To achieve this
goal, they developed novel parallelization approaches using
Apache Hadoop architecture for signal processing [4]. One key
element for successful parallel applications is the efficiency in
message exchanging between workers of a parallel program.
Hung et al. researched the creation a standard message passing
programming to embedded multicore platforms, based on the
popular Message Passing Interface (MPI) system [6].
B. Biosignals Visualization
The emergence of a variety of visualization tools, during
the last decade, has aimed to counter the gap verified between
our ability to collect and store data and to analyze it. Today,
several applications, considering different analytical methods,
are available for commercial, academic or research use. A
common tool for time series visual exploration that excels in
research is TimeSearcher2 [16]. This tool allows users to visu-
alize long time series of multiple heterogeneous variables by a
combination of filter and pattern search capabilities. Its main
feature is the use of two types of rectangular query regions -
the timeboxes and the searchboxes. While the first one filters
the data and reduces the scope of the search, the second one
enables to perform a specific pattern search anywhere in the
remaining data. Besides flexible, intuitive and interactive, this
application becomes cumbersome when dealing with extensive
data sets and presents a limited scalability. By contrast to
the previously described concept of query-by-example arises
the concept of pattern discover implemented in VizTree [17].
This is a visualization system for massive time series data sets
based on symbolic aggregate approximation (SAX). The data
is discretized into a fixed length of subsequences, converted
to symbols and then the symbols are concatenated to form
symbol strings. Finally, a modified suffix tree is built, where
frequency and other properties of patterns can be differentiated
by colors and other visual properties. VizTree benefits from
the ability to scale very large databases and to discover non-
trivial patterns. Since a biosignal is a time series, as well as
the share prices or the air temperature on successive days,
the applications described for time series in general are also
suitable for biosignals. However, the high concern in clinical
systems for improving the physical and psychological wellness
has resulted in the emergence of a variety of new and crucial
systems specific for biosignals. OpenSignals, developed by
PLUX, is a software application which enables biosignals
visualization in real-time or from a previously recorded data
set, even large. In a user-friendly interface, the entire signals
are displayed. Then, an efficient navigation through the signals
can be performed by zooming and panning. This tool also
provides an Electromyography or HRV analysis and has the
possibility of open different biosignals from a recording [18].
In cardiology, one of the most common examinations is the
Holter, an ambulatory electrocardiography for a minimum 24-
hour period, conducted with the purpose of screening for ECG
disturbances. One of the applications used to analyze ECG
signals in Holter examinations is the Welch Allyn Holter
System Application [19]. It allows the selection of specific
tasks enabling, for example, the review of the entire record
with color-coded abnormal events or the conducting of specific
assessments such as ST or HRV measurements. In the end, this
software creates a report that includes selected ECG strips,
some measurements and technicians comments. In spite of
the high development tools to enable signals visualization,
the visualization and processing of time series data sets faces
yet some issues, particularly when dealing with big data. The
integration of applications in real world scenarios aiming to
monitor patients increases the demand for novel solutions.
III. GENERAL ARCHITECTURE
Biosignal monitoring has been used through the years to
assess the patients condition in ambulatory, as a diagnosis
tool for medical specialists and also as a follow up technique
to control the health status of the elderly or chronic patients
[20]. In some scenarios, the continuous acquisition of
biosignals from such patients is a need that can currently be
achieved through the use of wearable sensors, which enable
biosignals to be recorded in an efficient and comfortable
environment [21]. However, these pervasive health monitoring
applications generate huge amounts of data that needs to
be processed and visualized efficiently to give the medical
specialists quality feedback about patients condition. Using
regular personal mobile or desktop computers is an option for
signal processing. Nonetheless, this approach does not enable
a timely delivery of results to the medical specialists and
researchers. In spite of the creation of multiple algorithms for
signal processing, which enables researchers and clinicians to
gather important information extracted from the patients vital
signals, one of the most reliable methods of signal analysis is
still the visual inspection. In the context of big data, however,
the visualization of such large datasets is limited, since the
existing visualization softwares normally display only small
portions of the biosignal, and a richer visualization tool is
not available to address data with huge sizes.
In order to create a solution to the identified problem of
long-term biosignals processing and visualization, we propose
a new architecture, based on cloud parallel processing and
in the popular web technologies to help solving the problem
of analyzing very large biosignal datasets, and efficiently
visualize the data. In this work, we chose the ECG signal as a
case study. A parallel processing approach, where the Pan and
Tompkins ECG QRS detection algorithm [22] was adapted to
run in the cloud and generate processing results for very large
datasets with good performance and in satisfactory time was
developed. Users can then have feedback about the obtained
results of this algorithm, in a simple and effective visualization
tool based on the web. The biosignal visualization is based on
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events and in the processed data, making it possible to have
a detailed overview of very long term biosignals (week level
continuous acquisition).
IV. IMPLEMENTING AND PARALLELIZING PROCESSING
ALGORITHMS FOR EVENTS DETECTION IN BIOSIGNALS
ECG signals are one of the most important sources of
information widely used in multiple medical health assess-
ments. Only in Europe, cardiovascular disease is causing
almost 4.1million deaths per year, or 46% of all deaths among
men and women, being the leading cause of mortality [23].
When correctly acquired and processed, ECG signals can be
a key input for medical decisions regarding patients with
several types of heart problems [24]. Not only in ECG signal
processing, but also for other types of biosignals, due to their
vital importance in situations where a persons health is at risk,
speed and accuracy are very important factors that must be
achieved in the execution of signal processing algorithms [13].
During the workflow of processing ECG signals, there are
some normally common stages to all types of applications,
such as signal preprocessing (noise and artifacts removal),
feature extraction, heartbeat classification and diagnosis. In
this study we intended to process and visualize ECG records
of up to 10 days of continuous data. For that, we adopted and
implemented in python programming language the Pan and
Tompkins QRS detection algorithm, which is a popular QRS
complex-based heartbeat detection approach with an indicated
predictive accuracy of 99.3% [22]. However, this algorithm
was developed for sequential execution, and challenges were
addresed to integrate them into a parallel computational work-
flow. Since we are dealing with very large datasets, and we
want to use a parallel approach, processing the entire signal is
not possible. Thus, in order to parallelize the peak detection
algorithm it is necessary to slice the signal in smaller portions
and process them separately, merging the results after that.
Our parallel approach was inspired by the work in [25], where
the very large input signal (10 days of duration, equivalent to
8.64 x 10 108 samples) is sliced in 60-second intervals. In
order to avoid loosing QRS complexes during the detection,
we have introduced an overlapping factor of 200 miliseconds,
assuring that all the peaks are detected. The 10 days dataset
used for this work was not acquired in a real scenario. Since
such a large file was unavailable at the time we started this
work, a smaller dataset with approximately 1 hour of duration
was replicated, in order to generate the necessary file. For
data storage, the HDF5 file format [26] was chosen, due to
its ability to deal with very large datasets and store data in
an hierarchical format. Moreover, there is a python library
that enables simple conversion of the data in this file format
to python arrays, facilitating data indexing and manipulation.
The development of the parallel processing algorithm uses
a python library developed by Vitalii Vanovschy for task
distribution in SMP (symmetric multiprocessor) or cluster
architectures called parallel python [27]. All the code was
implemented and deployed to the cloud by using Amazon Web
Services c3.8xlarge instances. This type of instance is compute
optimized, and has 32 virtual central processing units (vCPU).
Fig. 2. Setup of the parallel processing framwork in the cloud.
The development steps for the parallel processing of long-term
ECG signals are described in Figure 2.
As we can see in Figure 2, to run the ECG peak detection
code in parallel, we need to follow these steps:
• connect to each EC2 worker instance, in order to launch
parallel python worker process. This connection is done
through Secure Shell (SSH), a network protocol, used to
for remote command-line login. Each worker process is
based on parallel python’s ppserver.py command, with
which it is possible to order the computer to listen on a
specific port for the server’s commands.
• connect (SSH) to the master EC2 instance, upload data to
be processed and code to be executed. In this code, the
parallel python master process is launched, distributing
the data to be processed by the workers listening on the
specified port.
The tasks executed by the workers are called jobs. When
the job server is created in the master instance, a pool of job
specifications is created. Each job contains as arguments the
input data to be processed, and the code that the worker needs
to apply to this data. After defining the jobs, the server starts
sending them to the workers. When the worker terminates the
job, asks the server for a new one. This enables load balancing,
since the workers that complete their jobs faster do not wait for
other workers to finish theirs. It must be noted that each worker
instance has access to 32 processing cores, which enables task
parallelization through a large farm of computing resources.
As it was mentioned, for the algorithm to work in the cloud,
it was also necessary to transfer the raw data to the parallel
computing master instance. The detected peaks obtained when
the processing is finished are checked to avoid repetitions
(which might be caused due to the overlapping factor) and
saved on the HDF5 file. This file can then be downloaded
from the cloud instance for later use with the developed
visualization tool. Further specifications on the data structure
used to save data are described next.
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Fig. 3. Data structure for raw and processed data storage.
A. Data structure for processing results storage
Processing big datasets is a complex task. The computa-
tional resources that need to be used to achieve such task,
and the time consumed suggests that saving all the processing
results is mandatory. Thus, in this work, the main processing
results (detected QRS peaks) are saved in the file that already
contains raw data. The chosen file format is HDF5, which
enables the hierarchical organization of data, with the creation
of groups and datasets, making it possible to organize data in
an easy and user friendly way. The chosen structure for data
is described in Figure 3.
As represented in Figure 3, data is organized in two main
groups: one with the raw data signal, and other containing the
ECG peaks detected.
Due to the data sizes that these files might have (up to
3.5Gb), data manipulation in the cloud must be specially
studied, since data storage and data transfer are part of the
cloud computing paid services. In order to minimize the costs
and the time that is needed to transfer such large files to the
cloud, compressing the files is a good option that can result
in a factor of 4 reduction in the file size.
V. NEW VISUALIZATION MODEL BASED ON BIOSIGNAL
EVENTS
A. Core Idea
Visualizing a biosignal, as already stated, is a key point
in signal analysis. However, displaying an entire biosignal,
especially when considering a full day or full week of data,
does not give much information to the user and exceeds
the capabilities of the visualization device. For example,
displaying a biosignal acquired with a sampling frequency
of 1000Hz during only 1 hour would result in drawing
more than 3 million data points in a screen with only some
thousands of available pixels. When considering the same
signal acquired during 1 day it would result in drawing more
than 80 million data points and during 10 days in more than
800 million. In the visualization process, when developing or
choosing a visualization method, it is essential to properly
identify the domain problem. Then, this specific domain has
to be abstracted into a more generic representation. In fact,
abstraction is a crucial part in big data visualization and often
involves the transformation of the original raw data into a
derived dimension different from the original data type. During
most of the time, the biosignals collected have no information
of interest. The crucial information is contained in cyclic
or sporadic events, which we call events. Consequently, the
TABLE I
INFORMATION LAYERS
Information Layer Duration of each Interval Number of Intervals
10 Days 1 Day 10
1 Day 1 Hour 24
1 Hour 10 Minutes 6
10 Minutes 1 Minute 10
1 Minute 10 Seconds 6
10 Seconds 1 Second 10
1 Second 1 Second 1
visualization model developed was based on events instead
of considering the whole signal what reduces considerably
the number of data points to display. This was achieved
through categorical abstractions of the numerical data, which
incorporate knowledge about the analyzed biosignal.
B. System Architecture
The model proposed can be applied to all type of biosignals
and gives the user the possibility of explore biosignals from
acquisitions with up to 10 days of duration with detail in a
user-friendly interface. We believe that the model proposed
represents a commitment between usability and performance.
1) Web-based Visualization: The proposed visualization
model comprises a web-based platform, which takes ad-
vantage of the advanced connectivity capabilities introduced
by HTML5. A remote server was implemented in Python
language and it communicates with the platform using Web-
Sockets. This communication is based on a Message Passing
Protocol (MPP) where the messages are on JSON (JavaScript
Object Notation) a lightweight data-interchange format. There-
fore, the browser program sends request messages to the server
program that responds by serving a message with a JSON
structure containing the requested information. Through the
use of Python language to access and manipulate the data
and JavaScript language to present the data and deal with the
user interface tasks, a highest performance is reached. In order
to easily access data, we created a python API that contains
functions for data indexing and for the calculation of important
parameters in signal analysis. HTML5 and CSS3 allowed the
definition of the overall layout of the platform. To handle
user interface events Bootstrap and jQuery libraries were also
applied.
2) Visualization in Layers: The proposed model also con-
siders different information layers, enabling an easier naviga-
tion by the biosignal with more or less detail in a stepwise
manner. In the platform there are seven standard information
layers divided into a defined number of intervals. The choice
of the standard information layers took into account the
maximum biosignal duration that should be shown (10 days)
and the more adequate intervals in which each layer could be
divided. The layers, its maximum size and number of intervals
are described in Table I.
While the first layer shown gives the user a global overview
of the whole biosignal, the remaining layers present the data
corresponding to the selected interval of the above layer (by
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default the selected interval is the first one). The total number
of information layers displayed in the platform depends on
the total duration of the biosignal that is being analysed. For
example, if the biosignal has 5 hours of total duration, the
model will present only 6 layers where the 1 Day layer will
be the first to be shown.
3) Visualization Techniques: Three different visualization
techniques were considered in this work. Besides line plots,
a standard technique, dots plots and heat maps were also
considered. Dots plots is a common technique to visualize
time series, however in this work, this technique was slightly
modified to enable the use of dots with different colors
and sizes what will allow a better perception of the data.
Whereas different colors allow the distinction of dots with
different information, different sizes allow the comparison of
the information represented by dots with the same color. The
organization of the dots in the layer is done considering the
interval to which the dot belongs to (columns organization)
and the type of information carried by the dot (rows and colors
organization). Heat maps technique was also considered. In our
approach, each cell represents an interval. A similar organi-
zation to the dots plot is followed, however, the same type of
information can present a different tone of the row color. The
different tones are applied according to the deviation of the
value represented by the cell to the mean of the values with
the same information in the whole layer. Figure 4a and 4b
represent a layer scheme that use a dots plot and a heat map
respectively. To custom the web-based visualization, we used
the Data-Driven-Documents (D3) JavaScript library, a fast
library that supports large data sets and dynamic behaviors.
4) Interaction Methods: The interaction of the user with
the application enables the exploration of the biosignal and
the focus on some details according to the user exploration
objectives. In the platform it is possible the use of tooltips,
the navigation in the layers by selecting a defined interval and
the request for a more detailed analysis, in a different page,
for each layer. When the mouse pointer moves over a dot, a
cell of the heat map or a line a tooltip with information is
shown. For a dot or a heat map cell this information consists
in the interval, the event and the mean and standard deviation
values of the feature selected for that event. In case of a line
plot, the information only comprises the instant of time and
the value of that point in the line. A double clicking one
a dot or a line will select an interval. This interval will be
highlighted and the layers bellow will change their information
according to the selected interval. In Figure 4 we can see a
tooltip and a highlight in three different 10 days layers, each
one representing a different technique used in this work. The
request for a more detailed analysis can be done with the
choice of the layer that the user wants to analyze after a click
in a button identified for this purpose. This will open a popup
window with more information about that part of the biosignal.
C. Adjustment to an ECG Signal
Although the possibility of adapting the visualization model
presented to any type of biosignals, this was first applied to
an ECG signal, one of the most important biosignals that can
be simply accessed.
1) Event Type: The main event to consider in the developed
model for ECG signals visualization was chosen considering
the importance of each wave in an ECG basic waveform. The
R peak, in the QRS complex, is one of the most important
to analyze [28]. For this reason, the R peaks were the main
events to consider in the developed tool.
As already exposed, the HRV is usually derived from the
RR intervals of the ECG, however, it only considers normal
sinus to normal sinus (NN) interbeat intervals.
Therefore, considering the R peaks the main event in this
application and the HRV its derivation, the best method to
represent these events, resides on the presentation of different
HRV standard features which provide a vital source of signal
information.
2) Feature Selection: The HRV standard measures are
usually divided into two broad categories: time domain mea-
sures and frequency domain measures. The first category is
also divided into statistical measures and geometric measures
[29]. These features have been widely studied and are well
documented in the literature. Actually, the literature indicates
two major trends in them. While statistical features are used
to characterize the distribution of heart periods, frequency
features are usually used to relate physiological mechanisms
[30]. Table II presents the selected features for the analysis
of ECG signals in the proposed visualization model[29],
[30], [31], [32]. In long-term analysis (24 hours), all features
presented in Table II may be used, however, for short-term
analysis the features SDANN, SDNNIDX and ULF are not
used and the VLF range change to the interval from 0 to 0.04
Hz. Despite not being computed from the HRV, the features
SD1 and SD2, the short and long diameter of a Poincare plot
respectively, are also used to describe the fast and slower
components of HRV [32] .
VI. EXPERIMENTAL RESULTS
A. Processing Results
In order to evaluate the performance of the proposed tools
for cloud-based parallel biosignal processing, and to efficiently
demonstrate the value and potential of the suggested approach
for very long term datasets, we conducted a set of tests to
assess the performance of the developed framework. Since
in the processing side, our purpose was to create a fast
and efficient tool for long-term biosignals processing, when
developing the prototype for ECG beat detection, we did not
intent to study the algorithms accuracy (since it has been
reported to have 99.3% of accuracy [22]), but to accelerate
the processing step of our framework. With this in mind, we
generated a semi-artificial dataset, containing data that would
correspond to a continuous acquisition of the ECG signal with
a sampling rate of 1000Hz.
All the tests we have done were implemented using Amazon
Web Services Elastic Compute Cloud (AWS EC2). More
specifically, we have chosen the compute optimized c3.8xlarge
instances. These instances provide large computing capacity
to the users, since they have an equivalent (vCPU) to 32
processing cores, with 60 Gigabytes of RAM.
Table III shows the results of the different processing tests,
varying the number of cloud machines used to run the tasks.
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TABLE II
SELECTED FEATURES OF HRV
Domain Measure Description
Statistical
AVNN Average of all NN intervals
SDNN Standard deviation of all NN intervals
SDANN Standard deviation of the averages of NN intervals in all 5-minute segments of the entire recording
SDNNIDX Mean of the standard deviations of NN intervals in all 5-minute segments of the entire recording
RMSSD Square root of the mean of the sum of the squares of differences between adjacent NN intervals
pNN50 Percentage of pairs of adjacent NN intervals that differ by more than 50 ms
Geometrical Triangular Index Ratio of the number of NN intervals by the height of the discrete scale histogram with bins of 1/128 s
Frequency
TOTPWR Total spectral power of all NN intervals up to 0.4 Hz
ULF Total spectral power of all NN intervals up to 0.003 Hz
VLF Total spectral power of all NN intervals between 0.003 and 0.04 Hz
LF Total spectral power of all NN intervals between 0.04 and 0.15 Hz
HF Total spectral power of all NN intervals between 0.15 and 0.4 Hz
LF/HF Ratio of low to high frequency power
TABLE III
PARALLEL PROCESSING RESULTS
Computing
instance type
Number of
machines Total cores
Execution
time (min)
2.3GHz Intel
Core i5, 8Gb 1 4 220
2.5GHz
Intel Xeon
E5-2670 v2,
60Gb
1 32 16.5
5 160 3.2
10 320 1.7
15 480 1.5
The most significant impact of the proposed solution is to
improve the execution speed of such complex task. Using 15
cloud computing machines with the aforementioned character-
istics, the peak detection algorithm ran 145 times faster than
using a standard quadcore laptop. Taking into account that the
15 machines have a total of 480 processing cores, the speed up
factor was even bigger than the ratio between the number of
cores of cloud approach and of the laptop approach. This boost
might have been caused by the greater processing capabilities
of the compute optimized cloud instances used in the study.
However, using the cloud for big data processing in parallel
also has its disadvantages. The main disadvantage is the time
that is needed to upload the data to be processed. A regular
Internet connection takes hours to accomplish the upload of an
hdf5 file containing data from 10 days of acquisition, which
size is approximately 3.5Gb. An alternative to the upload of
the entire file is to do a real-time upload of the data during
the biosignals acquisition.
B. Visualization Results
In order to represent the highest layers (10 and 1 days)
three different approaches were done using the visualization
techniques described in the visualization techniques section.
1) Dots approach: A first approach was done through the
use of dots plots. In this case the main interface will present
3 dots with different colors by interval in each layer. These
3 dots represent the heart rate, the LF/HF and the Triangular
Index of the considered interval. The size of the dot will be
related to the value that it represents when compared with the
others dots of the same row. The extra analysis that can be
provided presents the values of the remaining features for the
whole layer. Figure 4a represent this approach in a 10 days
layer.
2) Heat maps approach: This approach makes use of the
heat maps described in visualization techniques section. As
well as the previous approach the main interface will present
only the results of three selected features by interval in each
layer. Here, each heart beat cell can also present two arrows
pointing to the zones where outliers occur (one maximum
and one minimum). The size of the arrows will enable the
comparison of outliers values between intervals. Despite the
fact that each feature is represented by a color, a tone gradient
is used in each row. On the left is presented the name and value
of the feature considering the whole signal. The remaining
features are presented by the same method in the analysis
page. Figure4b represents this approach in a 10 days layer.
3) Lines approach: This last approach shows the heart rate
and its outliers per interval. Three lines are displayed. While
the middle line represents the heart rate of the interval, the
upper represent the upper outliers and the lower the lower
outliers. The remaining features are presented by the previous
method in the analysis page. Figure4c represents this approach
in a 10 days layer.
The remaining layers, for all the described approaches, use
line plots to represent the respective information. While the 1
hour layer represents the heart rate and the 10 minutes layer the
RR tachogram, the remaining layers represent the subsampling
or raw ECG signal.
Figure 5 represents a scheme of the main interface using
the dots approach. The first two layers are represented through
the chosen approach in which the different colors allow the
distinction of 3 different features. The remaining layers are
represented by line plots, as already explained. By order, they
represent the heart rate, the tachogram and the last ones the
signal.
All the approaches present strong and weak points when
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DAY 9
Heart Rate: 83 bpm
(a) Dots plot approach scheme.
DAY 9
Heart Rate: 83 bpm
(b) Heat map approach scheme.
DAY 9
Heart Rate: 83 bpm
(c) Line plot approach scheme.
Fig. 4. Different approaches of a10 days layer with the fourth day selected and a tooltip at the ninth day.
compared with each others. Despite of allowing a fast per-
ception of the whole signal, the dots plot approach is not
ideal for the representation of variables that do not suffer
considerable variations. Since in the higher layer each dot
represents information from a very large time interval, a
visualization approach that shows outliers or variations in
the data is probably more indicated. The heat map approach
enables to show the same information in a condensed way. It
also allows the perception the instants where outliers occurred,
since this approach uses a continuous time axis.
Therefore, this novel visualization model enables the vi-
sualization of a long-term (up to 10 days) biosignal. Since
the visualization is based on events the signal is represented
in a way that is possible to get useful information of it. The
proposed visualization model is also specialized for biosignals
and can be applied for all types of this signal.
VII. CONCLUSION
Several health problems need long-term biosignals moni-
toring in order to assess the patients condition continuously.
Specialists must analyze the large amounts of data generated
in clinical studies and in other applications. Thus, it is very
important to provide the medical community with tools for
large data processing. Despite of the recent technical evolution,
standard computers do not guarantee the timely processing of
such data, due to their limited processing power. Therefore,
the cloud computing concept, which has been growing in
importance lately, promises to be a part of the solution to the
problem of processing very large datasets. Another problem
that clinicians and researchers face when analyzing huge
amounts of data is related to data visualization, since the
duration of these type of biosignal acquisitions is too long
to display the entire dataset at once, due not only to the lack
of capacity to draw this large amount of data, but also to the
humans capacity to visualize and interpret data.
In this work we propose an innovative solution that ad-
dresses both the identified problems: processing and analysis
(visualization) of extremely large biosignal records, which
can’t be analyzed with th standard toos that currently exist. For
this, we projected a new framework that leverages the power
of parallel processing applied on cloud computing resources
and containing tools for easily exploring this datasets in a
user-friendly way.
Based on a case study on ECG signal monitoring, we
demonstrate the application of the proposed analysis frame-
work in a real scenario simulation. The experimental results
are aligned with the objectives of this work: the proposed
approach allowed to readily process and efficiently visualize
a record containing 10 days of high sampling frequency data.
The proposed approach shows several advantages, providing
new tools for biosignal processing and analysis, however, there
are still work to do in order to improve the proposed solution.
There are currently concerns with the exposure of users to
security and privacy threats, which need to be specifically
addressed in our cloud computing framework. Besides, the
long time that is needed to upload a large file to the cloud
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Fig. 5. Case study of the visualization tool with all 7 layers and dots approach.
is another item to address in the future development of our
work.
In our future work, we will also improve the cloud com-
puting interaction, turning it more efficient. For this, we must
implement a high level API that enables the framework to
control the cloud instances that are running, launch new
instances or stop running instances, run the master or the
worker processes on each nodes, between others. Another
task that must be taken into account is the adaptation of the
designed architecture to new types of signals.
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