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Abstract
In this paper, we introduce a new detection algorithm for large-scale wireless systems, referred
to as post sparse error detection (PSED) algorithm, that employs a sparse error recovery algorithm to
refine the estimate of a symbol vector obtained by the conventional linear detector. The PSED algorithm
operates in two steps: 1) sparse transformation converting the original non-sparse system into the sparse
system whose input is an error vector caused by the symbol slicing and 2) estimation of the error
vector using the sparse recovery algorithm. From the asymptotic mean square error (MSE) analysis
and empirical simulations performed on large-scale systems, we show that the PSED algorithm brings
significant performance gain over classical linear detectors while imposing relatively small computational
overhead.
Index Terms
Sparse signal recovery, compressive sensing, large scale systems, orthogonal matching pursuit,
sparse transformation, linear minimum mean square error, error correction.
I. INTRODUCTION
As a paradigm guaranteeing the perfect reconstruction of a sparse signal from a small set of
linear measurements, compressive sensing (CS) has generated a great deal of interest in recent
years. Basic premise of the CS is that the sparse signals x ∈ Rnr can be reconstructed from the
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2compressed measurements y = Hx ∈ Rnt (nt < nr) as long as the signal to be recovered is
sparse (i.e., number of nonzero elements in the vector is small) and the measurement process
approximately preserves the energy of the original sparse vector [1], [2]. The CS paradigm
works well in many signal processing applications where the signal vector to be reconstructed
is sparse in itself or sparse in a transformed domain. In particular, CS technique has been
applied to wireless communication applications in the context of sparse channel estimation
[3], [4] and wireless multiuser detection [5]–[7], where the multi-dimensional quantities being
estimated exhibit sparsity structure. However, not much work is available for the information
vector detection (possible exception can be [8]) mainly because the information vectors being
transmitted in a typical communication system are by no means sparse so that the sparse recovery
algorithm would not outperform the conventional receiver algorithm, not to mention having no
performance guarantee.
It is to these types of wireless detection problem that this paper is addressed. This problem,
which is seemingly unconnected to the CS principle, is prevalent and embraces many of current
and future detection problems in wireless communication scenarios including massive multiple-
input-multiple-output (MIMO), internet of things (IoT), multiuser detection, interference cancel-
lation, source localization, to name just a few. Traditional way of detecting the input signals
is classified into two categories: linear detection and nonlinear detection techniques. Linear
detection techniques, such as zero forcing (ZF) or linear minimum mean square error (LMMSE)
estimation, are simple to implement and easy to use but the performance is not appealing when
compared to the nonlinear detectors [9]. Nonlinear detection schemes usually perform better than
the linear detection but it requires significant computational overhead. Recently, several subop-
timal detection algorithms such as the K-best algorithm [15] and the fixed-complexity sphere
decoder [16] have been proposed, but still these approaches are computationally challenging in
the detection of large dimensional systems.
Our approach provides a new solution to the large-scale detection problems by deliberately
combining the linear detection and a (nonlinear) sparse signal recovery algorithm with the aim
of improving the receiver performance while keeping the computational complexity low. Our
proposed algorithm, henceforth dubbed as post sparse error detection (PSED), is based on the
simple observation that the conventional linear detection algorithm performs reasonably well
and thus the error vector after the slicing (symbol quantization) of the detector output is well
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3modeled as a sparse vector. In a nutshell, the PSED algorithm operates in two steps. In the first
step, we perform the conventional linear detection to generate a rough estimate of the transmit
symbol vector. Since the performance of conventional detector is acceptable in the operating
regime, the error vector obtained by the slicing of detected symbol vector is readily modeled
as a sparse signal. Now, by a simple linear transform of this error vector, we can obtain the
new measurement vector whose input is the sparse error vector. In the second step, we use the
sparse recovery algorithm to estimate the sparse error vector and then cancel it from the sliced
symbol vector, the sum of the original symbol vector and the error vector. As a result of this
error cancellation, we obtain more reliable estimate of the original symbol vector.
In our random matrix based analysis, we show that the asymptotic performance of the proposed
PSED algorithm, measured in terms of mean square error (MSE), decays exponentially with
signal-to-noise ratio (SNR), which is in contrast to the linear or sublinear decaying behavior of
the conventional linear detectors. In fact, we show from the empirical simulations that the PSED
scheme outperforms the conventional linear detectors by a large margin and thus performs close
to maximum likelihood detection algorithm.
The rest of this paper is organized as follows. In Section II, we describe the system model
and the proposed PSED algorithm. In Section III, we introduce the CS recovery algorithm for
the PSED technique. In Section IV, the asymptotic performance analysis of the PSED scheme
is provided using random matrix theory. In Section VI, we present the simulation results and
conclude the paper in Section VII.
II. POST SPARSE ERROR DETECTION
A. System Model and Conventional Detectors
The relationship between the transmit symbol and the received signal vector in many wireless
systems can be expressed as
y =
√
PHs+ v (1)
where y ∈ Cnr is the received signal vector, s ∈ Cnt is the transmit symbol vector whose
entries are chosen from a set Ω of finite symbol alphabet, H ∈ Cnr×nt is the channel matrix,
v ∼ CN (0, σ2vInr) is the noise vector, and P is the transmitted power. In detecting the transmit
information from the received signals, we have two options: linear detection and nonlinear
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4detection schemes. In the linear detection scheme, an estimate s˜ of the transmit symbol vector
is obtained by applying the weight matrix W ∈ Cnr×nt to the received vector y
s˜ = WHy. (2)
The well-known weight matrices for the linear detector W include [9]
• Matched filter (MF): W = 1√
P
H
• ZF receiver: W = 1√
P
H
(
HHH
)−1
• LMMSE receiver: W = H
(
HHH+ σ
2
v
P
I
)−1
.
The linear detection is simple to implement and computationally efficient, but the performance
is typically not better than the nonlinear detection scheme. The nonlinear detectors, such as
ML and maximum a posteriori (MAP) detectors, exploit the additional side information that
an element of the transmit vector is chosen from the set of finite alphabets. For the lattice
that the symbol vector spans, a search is performed to find out a solution minimizing the cost
function. In the ML detector, for example, a symbol vector s minimizing the ML cost function
J(s) = mins∈Ωnt ‖y −
√
PHs‖2 is chosen among all possible candidates. When compared to
the linear detection schemes, the nonlinear detector offers better performance but it requires
higher computational cost. Sphere decoding (SD) algorithm, for example, performs an efficient
ML detection using the closest lattice point search (CLPS) in a hypersphere with a small radius
[10]. In spite of the substantial reduction in complexity over the brute force enumeration scheme,
computational burden of the SD algorithm is still a major problem, since the expected complexity
is exponential with the problem size [11]. Due to these reasons, in many future wireless scenarios
where the dimension of the system matrix is much larger than that of today’s systems, both linear
and nonlinear principles have their own drawback and may not offer an elegant tradeoff between
performance and complexity.
B. Sparse Transform via Conventional Detection
When we apply conventional detectors to the system of (1), it is clear that the detector output
is similar but not always identical to the original information vector s. For a practical SNR
regime, therefore, the detector output might contain an error, causing mismatches for a few
entries of s.1 Our approach is to exploit such sparse nature of the detection errors. To leverage
1In the operating regime of communication systems, symbol error rate (SER) is typically less than 10%.
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5the sparsity of the detection errors, we need to somehow convert the non-sparse system into the
sparse one. Conventional detection together with the symbol slicing serves our purpose since
the estimated symbol vector is roughly accurate, and hence, the resulting error vector (defined
as the difference between the original symbol vector and the sliced estimate) is well modeled as
a sparse signal. Denoting the estimate of a symbol vector as s˜ and its sliced version as sˆ, one
can express sˆ as
sˆ = Q(s˜) = s− e (3)
where Q(·) is the slicing function and e is the error vector. As mentioned, in an operational
regime of communication systems, the number of nonzero entries (i.e., real errors) in e would
be small so that the error vector is well modeled as a sparse vector. Suppose the dimension of
the symbol vector s is 16 and the symbol error rate is 10%, then the probability that more than
5 elements are in error is 0.3% while that of 5 or less elements being in error are 99.7%. As
long as the error vector is sparse, by transmitting this error vector, one can construct a sparse
system expressed in terms of the error vector e. This task, henceforth referred to as the sparse
transform, is realized by the re-generation of the received signal from the detected symbol sˆ
followed by the subtraction as
y′ = y −
√
PHsˆ, (4)
where y′ is the newly obtained received vector (see Fig. 1). Then, from (1), (3) and (4), the new
measurement vector y′ is written by
y′ =
√
PH(s− sˆ) + v
=
√
PHe+ v. (5)
Interestingly, by adding trivial operations (matrix-vector multiplication and subtraction), we
can convert the original non-sparse system into the sparse system whose input is an error vector
associated with the conventional detector. Note that the symbol slicing is essential in sparsifying
the error vector and we have two options:
• Hard-slicing: hard-slicing literally performs the hard decision of symbol estimate. The slicer
function maps the input to the closest value in the symbol set Γ (i.e., Q(z) = argminγ∈Γ ‖z−
γ‖2). By exploiting the discrete property of the transmit vectors, we can enforce the sparsity
of the input (error vector) for the modified system. Main benefit of the hard slicing is that it
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6entirely removes the residual interference and noise when the estimate lies in the decision
region of the original symbol.
• Soft-slicing: when the a prior information on the source exists, soft slicing might be a
useful option. One possible way is to use an MMSE-based soft slicing (sˆi = E[si|s˜i]),
where si denotes the i-th element of s [12]. For example, when the decoder feeds back the
log-likelihood ratio (LLR) information Lb on the information bit, one can transform this
into the symbol prior information Pr(si). Using the nonuniform symbol probability P (si),
better estimate sˆi is obtained as
sˆi = E[si|s˜i] =
∑
si∈Ω
siPr(si|s˜i) =
∑
si∈Ω siPr(s˜i|si)Pr(si)∑
si∈Ω Pr(s˜i|si)Pr(si)
. (6)
When the linear detectors in (2) are used to obtain s˜, Pr(s˜i|si) is given by
Pr(s˜i|si) = 1
2πσ2s
exp
(
− 1
σ2s
(
sˆi −
√
PwHi hisi
)2)
, (7)
where σ2s = wHi
(
PHHH + σ2vI
)
wi−P (wHi hi)2, and wi and hi are the i-th column of W
and H, respectively. Although the soft slicing does not strictly enforce the sparsity of the
resulting system, it provides better shaping of the symbol so that the number of nontrivial
nonzero elements (errors with large magnitude) in the error vector e can be reduced.
In case of hard slicing, all entries of e are zero except for those associated with the detection
errors. On the other hand, when the soft-slicing is employed, the entries unassociated with the
detection errors might have small nonzero magnitude, yielding so called approximately sparse
vector e2. In our analysis and derivation that follow, we will mainly focus on the hard-slicing
based PSED technique for analytical simplicity.
C. Recovery of Sparse Error Vector
Once the non-sparse system is converted into the sparse one, we can use the sparse recovery
algorithm to estimate the error vector. To be specific, using newly obtained measurement vector
y′ and the channel matrix H, sparse recovery algorithm estimates the error vector e (see Fig.
1). There are many algorithms designed to recover the sparse vector in the presence of noise.
Well-known examples include basis pursuit de-noising (BPDN) [13] and orthogonal matching
2Approximately sparse signal is referred to as the one that contains most of energy in only a few coefficients.
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7TABLE I
OPERATIONS OF THE PSED DETECTOR
Input: y,H Output: sˆfinal
Step 1: Perform conventional detection to obtain s˜.
Step 2: Perform sparse transform, i.e., y′ = y −√PHsˆ where sˆ = Q(s˜).
Step 3: Apply the sparse recovery algorithm to y′ to estimate eˆ.
Step 4: Correct the detection errors in sˆ, i.e., ˆˆs = sˆ+ eˆ.
Step 5: Generate the final symbol estimate, i.e., sˆfinal = Q(ˆˆs).
pursuit (OMP) [14]. We will say more about this in Section III. Once the output eˆ of the sparse
recovery algorithm is obtained, we add it to the sliced detector output sˆ, generating the refined
symbol vector ˆˆs
ˆˆs = sˆ+ eˆ = (s− e) + eˆ = s+ (eˆ− e). (8)
If the error estimate is accurate, i.e., eˆ ≈ e, then the magnitude of the error difference ǫ = eˆ−e
would be small so that the re-estimated symbols ˆˆs becomes more accurate than the initial estimate
sˆ. As long as the sparsity of the error vector is ensured (i.e., number of nonzero elements in error
vector e is small), an output of the sparse recovery algorithm eˆ would be faithful and hence the
refined symbol vector will be more reliable than the original estimate (i.e., E‖eˆ−e‖22 < E‖e‖22).
This can be easily explained for noiseless scenario; if we can identify the support (index set
of nonzero entries) of the error vector via the sparse recovery algorithm such as OMP, we
can convert the underdetermined system into the overdetermined system by removing columns
associated with the zero element in e. Since the LS estimate reconstructs the original symbol
vector accurately (eˆ = e), we have E‖eˆ− e‖22 = 0 < E‖e‖22. This argument, however, does not
hold true for noisy scenario and we need more deliberate analysis (see Section IV).
It is worth mentioning that the sparse error recovery process is analogous to the decoding
process of the linear block code [17]. First, the sliced symbol vector sˆ = s − e can be viewed
as a received vector (often denoted by r in the coding theory) which is expressed as the sum of
the transmit codeword and the error vector. Also, the new observation vector y′ =
√
PHe+v is
similar in spirit to the syndrome, the product of the error vector and the transpose of parity check
matrix. Note that the syndrome is a sole function of the error vector and does not depend on the
August 25, 2018 DRAFT
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Fig. 1. Overall structure of the proposed PSED detection algorithm.
TABLE II
SIMILARITIES BETWEEN THE DECODING PROCESS OF THE LINEAR BLOCK CODE AND THE PSED ALGORITHM. IN THE
DECODING PROCESS, r, c, AND s DENOTE RECEIVED, CODEWORD, AND SYNDROME VECTORS, RESPECTIVELY, AND H IS
THE PARITY CHECK MATRIX.
Decoding process of the linear block code Proposed PSED algorithm
Received vector: r = c+ e Detected symbol vector: sˆ = s− e
Syndrome vector: s = eHT New observation vector: y′ =
√
PHe+ v
Recovered codeword: cˆ = r+ eˆ Re-detected symbol vector: ˆˆs = sˆ+ eˆ
transmit codeword. Similarly, the new observation vector y′ is a function of e and independent
of the transmit vector s. Furthermore, in the linear block code, the decoded error pattern is
correct only when the cardinality of the error vector is within the error correction capability t
(i.e., ‖e‖0 < t) and similar behavior occurs to the problem at hand since an output of the sparse
recovery algorithm will be reliable only when the error vector e is sparse (i.e., ‖e‖0 ≪ nt).
Finally, the error correction is performed in the decoding process by adding the reconstructed
error vector eˆ and the received vector r and the same is true for the proposed algorithm (see
(8)). In Table I and II, we summarize the proposed PSED algorithm and also compare the PSED
algorithm and the decoding process of the linear block code.
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9III. SPARSE ERROR VECTOR RECOVERY
In this section, we briefly describe the sparse recovery algorithm used for the proposed PSED
scheme. Note that an approach often called Lasso or Basis pursuit de-noising (BPDN) formulates
the problem to recover the sparse signal in the noisy scenario as [25]
min
e
1
2
‖y′ −
√
PHe‖22 + λ‖e‖1
where λ is the penalty term to control the amount of weight given to the sparsity of the desired
signal e. This problem is in essence a convex optimization problem and there are many algorithms
to solve this type of problem [26]. Recently, greedy algorithms have received much attention
as an alternative for the convex optimization problem. In a nutshell, greedy algorithms attempt
to find the support of e (i.e., the set of columns in H constructing y′) in an iterative fashion,
generating a sequence of the estimate for e. In the OMP algorithm, for example, a column of
H maximally correlated with the modified measurements (residual r) is chosen as an element
of the support set Eˆ [14]. Then the estimate of the desired signal eˆEˆ is constructed by projecting
y′ onto the subspace spanned by the columns supported by Eˆ . That is,
eˆEˆ =
1√
P
(
HHEˆ HEˆ
)−1
HHEˆ y
′ (9)
Finally, we update the residual r so that it contains measurement excluding those included by
the estimated support set (r = y′ − √PHEˆ eˆEˆ ). If the OMP algorithm identifies the support
E accurately (Eˆ = E), then one can remove all non-support elements in e and corresponding
columns in H so that one can obtain the overdetermined system model
y′ =
√
PHEeE + v. (10)
and the final estimate is equivalent to the best estimate often called the Oracle LS estimator,3
eˆE =
1√
P
(
HHE HE
)−1
HHE y
′.
While the OMP algorithm is simple to implement and also computationally efficient, due to
the selection of the single candidate in each iteration, the performance depends heavily on the
3In case the a prior information on signal and noise is available, one can alternatively use the linear minimum mean square
error (LMMSE) estimate. For example, if σ2e = E[|eE |2] and σ2v = E[|v|2], we have eˆE = 1√P (H
H
E HE +
σ2
v
Pσ2
e
I)−1HHE y
′
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Fig. 2. Comparison between the OMP and the MMP algorithm (L = 2 and K = 3). While OMP maintains a single candidate
T k in each iteration, MMP investigates multiple promising candidates T kj (1 ≤ j ≤ L) (the subscript j counts the candidate in
the i-th iteration).
selection of index. In fact, the output of OMP would be wrong if a single incorrect index
(index not contained in the support) is chosen in the middle of the search. In order to alleviate
this drawback, various approaches investigating multiple indices have been suggested. Recent
developments of this approach include the regularized OMP [27], compressive sampling matching
pursuit (CoSaMP) [28], subspace pursuit (SP) [29], and generalized OMP [30].
In this work, we employ the multipath matching pursuit (MMP) algorithm, recently proposed
greedy tree search algorithm, in recovering the sparse error vector [18]. While aforementioned
greedy recovery algorithms identify the elements of support sequentially and choose a single
support estimate Eˆ , MMP performs the parallel search to find the multiple promising supports
(we henceforth refer to it as support candidates) and then chooses the best candidate minimizing
the residual power in the last minute. As shown in Fig. 2, each support candidate brings forth
L child candidates in the MMP algorithm. In the k-th iteration, each support candidate chooses
indices of L columns that are maximally correlated with the residual. Each of chosen indices,
in conjunction with previously selected indices, constructs a new support candidate. For each
support candidates, an estimate of the desired signal and also the residual for the next iteration are
generated. Specifically, let Eˆk−1j = {t1, · · · , tk−1} be the j-th support candidate in the (k− 1)-th
iteration, then the set of L indices chosen from this support candidate, denoted as E∗, is expressed
August 25, 2018 DRAFT
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TABLE III
THE MMP ALGORITHM
Input: measurement y, sensing matrix Φ, sparsity K, number of path L
Output: estimated signal eˆ
Initialization: k := 0 (iteration index), r0 := y (initial residual), S0 := {∅}
while k < K do
k := k + 1, u := 0, Sk := ∅
for i = 1 to |Sk−1| do
π˜ := arg max
|pi|=L
‖(HHrk−1i )pi‖22 (choose L best indices)
for j = 1 to L do
stmp := s
k−1
i ∪ {π˜j} (construct a temporary path)
if stmp 6∈ Sk then (check if the path already exists)
u := u+ 1 (candidate index update)
sku := stmp (path update)
Sk := Sk ∪ {sku} (update the set of path)
eˆku := H
†
sk
u
y (perform estimation)
rku := y −Hsk
u
eˆku (residual update)
end if
end for
end for
end while
u∗ := argminu ‖rKu ‖22 (find index of the best candidate)
s∗ := sKu∗
return eˆ = H†s∗y
as E∗ = arg max
{E:|E|=L}
‖(HHrk−1j )E‖22 where (·)ω denotes construction of a vector from the support
ω. The residual rj and the estimate eˆj of the desired signal are expressed as
rk−1j = y
′ −
√
PHEˆk−1j eˆj (11)
eˆj =
1√
P
(HTEˆk−1j
HEˆk−1j )
−1HTEˆk−1j
y′.
The newly generated support candidates, which are the child candidates of Eˆk−1j , are expressed as
Eˆk−1j
⋃{E∗(i)} for i = 1, · · · , L. Since multiple promising support candidates are investigated,
it is not hard to convince oneself that the performance of the MMP algorithm is better than
the sequential greedy algorithm returning a single support candidate. In fact, it has been shown
that the MMP performs close to the best possible estimator using genie support information
August 25, 2018 DRAFT
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(called Oracle estimator) for high SNR regime [18, Theorem 4.6]. The operation of MMP is
summarized in Table III.
IV. PERFORMANCE ANALYSIS
In this section, we analyze the performance of the proposed PSED algorithm. As a measure
of performance, we consider the normalized MSE between the original symbol vector s and the
output of PSED algorithm ˆˆs, which is defined as
MSE =
1
nt
E[‖s− ˆˆs‖2] (12)
=
1
nt
E[‖s− (s+ eˆ− e)‖2] (13)
=
1
nt
E[‖e− eˆ‖2] (14)
One can observe that the MSE associated with the symbol vector s is equivalent to the MSE
associated with the error vector e. Our analysis is asymptotic in nature (i.e., dimension of the
channel matrix is very large) since we use random matrix theory for analytical tractability. In
our analysis, we assume that the SNR is high enough so that the error vector e produced by the
conventional detector can be modeled as a K-sparse vector (i.e., the number of nonzero entries
is no more than K). We first inspect the capability of the MMP algorithm to find the true support
of e for random matrix H. To this end, we define the restricted isometry property (RIP) of the
channel matrix H as
Definition 1 (RIP [36]): A matrix H ∈ Rnr×nt is said to meet the RIP condition if the
following inequality is satisfied for all K-sparse signals;
(1− δK)‖x‖22 ≤ ‖Hx‖22 ≤ (1 + δK)‖x‖22. (15)
The smallest δK satisfying the above RIP condition is called RIP constant.
This RIP condition has been popularly used to identify the performance guarantees for many
sparse recovery algorithms. For example, the exact recovery condition for the BP in noiseless
condition is given by δ2K <
√
2 − 1. Following theorem describes the recovery guarantee of
MMP for the noiseless scenario.
Theorem 2 (Exact recovery condition of MMP [18]): The MMP recovers a K-sparse signal
x from the noiseless measurements y = Hx accurately if H satisfies
δK+L <
√
L√
K + 2
√
L
, (16)
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where L is the number of the child support candidates chosen from each parent candidate.
Note that when K = L, the recovery condition of the MMP becomes δ2K < 1/3, which is close
to the condition of the BP. When a signal is perturbed by noise vector v, the exact recovery is
not possible, and our interest lies in the condition under which the signal support is identified
accurately.
Theorem 3 (Exact support recovery condition for MMP [18]): Let ei be the ith element of
the signal vector e. If (16) is satisfied and
min
i∈[1,2,··· ,N ]
|ei| ≥ τ‖v‖2, (17)
where τ = max(γ, µ, λ), γ =
√
1+δL+K(
√
L+
√
K)√
LK−(
√
LK+K)δL+K
, µ =
√
1+δL+K(1−δL+K)(
√
L+
√
K)√
L−(2√L+√K)δL+K , and λ =√
2(1−δK )2
(1−δK)3−(1+δK )δ22K
, then the MMP recovers the true support.
Note that the condition in (17) implies that the smallest magnitude of the signal entries should
exceed the ℓ2-norm of the noise vector by a constant depending on the RIP constant.
Now we show that this support recovery conditions are satisfied with high probability for
certain class of random matrices.
Theorem 4 (RIP of Gaussian random matrix [37]): If the elements of the random matrix H
have i.i.d. Gaussian entries with N (0, 1/√m), then there exist constants c1, c2 > 0 depending
only on δ such that the RIP holds with the prescribed δ and any nr ≥ c1K log(nt/K) with
probability ≥ 1− 2e−c2nr .
Theorem 4 states that if the number of measurements is sufficiently large, i.e., nr ≥ c1K log(nt/K),
Gaussian random matrices satisfy the RIP condition with overwhelming probability. Using this
together with Theorem 3, we conclude that if the ℓ2-norm of the noise vector is sufficiently
small, the condition in (17) is satisfied with high probability. Indeed, since the left-hand term
in (17) is determined by the minimum distance d between adjacent symbol constellation points,
we can check that the condition in (17) is satisfied for high SNR regime. If we assume that
noise vector is Gaussian distributed, i.e., v ∼ CN (0, σ2vI), ‖v‖22 has Chi-square distribution with
degree of freedom 2nr [31]. Hence, the probability that the condition (17) is met is expressed
in terms of the CDF of ‖v‖22, i.e.,
Pr
(
‖v‖22 ≤
d2
τ 2
)
= 1−
Γ(nr,
d2
σ2vτ
2 )
Γ(nr)
(18)
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where Γ(s, x) =
∫∞
x
ts−1e−tdt and Γ(s) = Γ(s, 0). Note that due to the asymptotic behavior
Γ(s, x) ∼ xs−1e−x as x→∞, the term Γ(nr, d2σ2vτ2 ) decays exponentially to zero as 1/σ
2
v →∞.
In high SNR regime, therefore, we observe that the probability in (18) approaches one. In what
follows, we assume that the MMP identifies the support of e accurately.
When the support of e is identified, all non-support elements in e and columns of H associated
with these can be removed from the system model. The resulting overdetermined system model
is4
y′ =
√
PHe+ v (19)
=
√
PHEeE + v. (20)
Note that most of greedy sparse recovery algorithms use the linear squares (LS) solution in
generating the estimate of error vector eˆE . In this case, the estimate eˆE is given by [19]
eˆE =
1√
P
(
HHE HE
)−1
HHE y
′. (21)
From (20) and (21), the MSE is expressed as
MSEpsed =
1
nt
E[‖e− eˆ‖2] (22)
=
1
nt
E[‖eE − eˆE‖2] (23)
= EH
[
trEE,v
[
1
ntP
(
HHE HE
)−1
HHE vv
HHE
(
HHE HE
)−1 ∣∣H]] , (24)
where Ex[·] denotes the expectation with respect to the random variable x. One thing to notice
is that HE and v are correlated with each other since the error pattern associated with HE
depends on the realization of the noise vector v. Since this makes the evaluation of (24) very
difficult, we take an alternative approach and investigate the lower bound of the MSE. First, let
E˜ be the set of indices whose elements are randomly chosen from the set of all column indices
Ω = {1, 2, · · · , n} and the cardinality of E˜ is the same as that of E (i.e., |E˜ | = |E|). Then, we
4HD is a submatrix of H that only contains columns indexed by D. For example, if D = {1, 4, 5}, then HD = [h1 h4 h5]
where hj is the j-th column of H.
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Fig. 3. Comparison of the exact MSE in (24) and lower bound in the right-hand side of (25) for i.i.d. complex Gaussian
random matrix. We set nr = nt = 128 and use BPSK modulation.
conjecture that
MSEpsed ≥ EH
[
trEE,v
[
1
ntP
(
HHE˜ HE˜
)−1
HHE˜ vv
HHE˜
(
HHE˜ HE˜
)−1 ∣∣∣H]] (25)
= EH
[
1
SNR
trEE,v
[
1
nt
(
HHE˜ HE˜
)−1 ∣∣∣H]] . (26)
where SNR = P
σ2v
. Note that this conjecture is justified by the fact that columns associated with
E are caused by the detection errors while those associated with E˜ are randomly chosen so that
the former would yield higher MSE than the latter. To judge the effectiveness of the conjecture,
we performed the empirical simulations of two quantities (i.e., (24) and the right-hand side of
(25)) for i.i.d. complex Gaussian random matrix. We observe from Fig. 3 that the conjecture
holds true empirically and also the lower bound in (25) is tight across the board.
We next investigate an asymptotic behavior of the term E
[
1
SNR
trE
[
1
nt
(
HHE˜ HE˜
)−1 ∣∣∣H]].
We assume that the elements of the channel matrix H are i.i.d. complex Gaussian (hij ∼
CN (0, 1/nr)) and the dimension of the channel matrix H is sufficiently large (i.e., nt, nr →∞)
with a constant ratio nt
nr
→ β. Let HE˜ be the submatrix generated by randomly choosing |E|
August 25, 2018 DRAFT
16
columns of H. Then we have
1
|E|tr
(
HHE˜ HE˜
)−1 → 1
1− β ′
where β ′ = |E|
nr
[20, Section 2.3.3]. Notice that when the dimension of the matrix is large, the
quantity converges to the deterministic limit depending on the ratio β ′ irrespective of channel
realization. Therefore, it suffices to evaluate a single matrix realization in (26) and hence the
outer expectation (with respect to the channel realization) is unnecessary.
We next investigate the distribution of |E| (cardinality of E) which corresponds to the number
of errors in the output streams of the linear detector. Here we consider the LMMSE detector as a
conventional linear detector. Note that the event of detection errors is related to the post-detection
signal-to-interference-and-noise-ratio (SINR) at the output of the LMMSE detector. While the
SINR for each output stream relies on a channel realization, when the system size gets large
(i.e., nt, nr → ∞ and ntnr → β), the SINR for all output streams approaches the same quantity
[20]
SINRi −→ SINR∞ = SNR− F(SNR, β)
4
where F(x, z) =
(√
x(1 +
√
z)2 + 1−
√
x(1−√z)2 + 1
)2
.
In addition, one can show that the output streams of the LMMSE receiver are asymptotically
uncorrelated with each other (see Appendix A). Thus, the detection problem for each output
stream can be considered separately and the number of errors |E| is approximated as a Binomial
distribution with the success probability Pe, where Pe is the probability of error event for each
output stream. That is,
Pr(|E| = t) ≈

nt
t

P te(1− Pe)nt−t
When nt is large, the Binomial distribution with parameter nt and Pe approaches to the Normal
distribution N (ntPe, ntPe(1−Pe)) by DeMoivre-Laplace theorem [21] and hence one can show
that (see Appendix B)
Pr
(∣∣∣∣ |E|nr − Peβ
∣∣∣∣ > ǫ
)
→ 0 (27)
Pr
(∣∣∣∣ |E|nt − Pe
∣∣∣∣ > ǫ
)
→ 0. (28)
Our discussions so far can be summarized as follows.
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1) 1|E|tr
(
HHE˜ HE˜
)−1
converges to 1
1−β′ =
1
1− |E|
nr
irrespective of the channel realization.
2) |E|
nr
and |E|
nt
converge in probability to Peβ and Pe, respectively.
Using these, one can show that
1
SNR
trE
[
1
nt
(
HHE˜ HE˜
)−1 ∣∣∣H] = 1
SNR
E
[ |E|
nt
1
|E|tr
(
HHE˜ HE˜
)−1 ∣∣∣H] (29)
→ 1
SNR
E
[
|E|
nt
1
1− |E|
nr
]
(30)
=
1
SNR
nr
nt
E
[ |E|
nr
1− |E|
nr
]
(31)
≥ 1
SNR
nr
nt
E |E|
nr
1−E |E|
nr
(32)
=
1
SNR
1
β
Peβ
1− Peβ (33)
=
1
SNR
Pe
1− Peβ . (34)
where (32) is from Jensen’s inequality. Noting that |E|
nr
≪ 1, we see that the obtained lower
bound is tight.5
In the high SNR regime, Pe ≪ 1 and hence
MSEpsed >
1
SNR
trE
[
1
nt
(
HHE˜ HE˜
)−1 ∣∣∣H] ' Pe
SNR
. (35)
Since Pe is a function of SINR, the obtained lower bound of MSEpsed is a function of SNR
and SINR. Indeed, when nt, nr → ∞ and ntnr → β, the residual interference plus noise for
the LMMSE detector approaches to Normal distribution [22], [23] so that Pe can be readily
expressed as a function of the SINR. For example, for the binary phase shift keying (BPSK),
the error probability Pe in symbol detection approaches [24]
Pe = Erf(SINR∞) = Q
(√
2SINR∞
)
5f(x) = x
1−x is a convex function for 0 < x < 1 and hence E
[
x
1−x
]
≥ E[x]
1−E[x] . In our case, x =
|E|
nr
and hence x≪ 1 so
that f(x) ≈ x and the lower bound is tight.
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where Q(x) =
∫∞
x
1√
2pi
exp(− t
2
)dt. Using Q(x) > x
1+x2
1√
2pi
e−x
2/2
, we have
MSEpsed >
Q
(√
2SINR∞
)
SNR
>
1
SNR
√
2SINR∞
1 + 2SINR∞
1√
2π
exp (−SINR∞) (36)
In high SNR regime, we have [9]
SINR∞ ≈


√
SNR β = 1
(1− β)SNR + β
1−β β < 1
(37)
and hence
MSEpsed '


1
2
√
pi
1
SNR5/4
exp
(
−√SNR
)
if β = 1,
1
2
√
pi(1−β)
1
SNR3/2
exp (−(1− β)SNR) if β < 1
. (38)
On the other hand, MSE of the conventional linear MMSE detector is given by [20]
MSEconv =
1
nt
EH
[
tr(I+ SNRHHH)−1
]
−→ 1− F(SNR, β)
4βSNR
. (39)
Further, in high SNR regime, MSEconv can be expressed as [9, Chap 6.3]
MSEconv → 1− F(SNR, β)
4βSNR
≈


1√
SNR
if β = 1,
1
(1−β)SNR if β < 1.
(40)
It is interesting to compare (38) and (40), asymptotic MSEs for BPSK signals when the
dimension of the matrix goes to infinity. While the MSE of the conventional method decays
linearly or sublinearly with SNR, the MSE of the PSED decays exponentially with SNR. In Fig.
4, we plot the MSE in (38) and (40) and the empirical MSEs as a function of the SNR when
i.i.d. complex Gaussian system matrix and BPSK modulation are used. In general, we observe
that the obtained bound matches well with the simulation results. Noting that our analysis is
asymptotic in nature, it is no wonder that the bound becomes more accurate when the dimension
of the matrix increases. We also observe that the performance difference between the PSED
algorithm and the conventional detector is substantial and further the difference increases with
SNR. This is mainly because the quality of the estimated error vector eˆ for the sparse recovery
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Fig. 4. The MSE performance of the PSED technique and the conventional detector: (a) nr = nt = 32, (b) nr = nt = 64,
and (c) nr = nt = 128.BPSK modulation is used.
algorithm improves with SNR so that the error difference ǫ = eˆ− e and the resulting MSE also
get smaller.
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TABLE IV
THE TOTAL NUMBER OF COMPLEX MULTIPLICATIONS OF SEVERAL DETECTORS
Operation
MF detec-
tor
PSED-MF
LMMSE detec-
tor
PSED-LMMSE
Filter weight gener-
ation
0 0 2nrn2t+Iv(nt) 2nrn2t + Iv(nt)
Filtering nrnt nrnt nrnt nrnt
Sparse transform 0 nrnt 0 nrnt
Sparse recovery
(matching)
0
∑K
k=1 nr(nt− k+
1)
0
∑K
k=1 nr(nt − k + 1)
Sparse recovery (or-
thogonal projection) 0
∑K
k=1(2nrk
2 +
Iv(k) + knr)L
0
∑K
k=1(2nrk
2 + Iv(k) +
knr)L
Sparse recovery
(residual
generation)
0
∑K
k=1 knrL 0
∑K
k=1 knrL
Total nrnt
2nrnt +∑K
k=1 nr(nt −
k +1) + (2nrk
2 +
Iv(k) + 2knr)L
2nrn
2
t +
Iv(nt) + nrnt
2nrn
2
t + Iv(nt)+2nrnt+∑K
k=1 nr(nt − k + 1) +
(2nrk
2 + Iv(k) + 2knr)L
V. COMPUTATIONAL COST OF SPARSE RECOVERY
In this subsection, we analyze the computational complexity of the PSED algorithm. We
consider two versions of the PSED algorithm; PSED with LMMSE detection (PSED-LMMSE)
and PSED with MF detection (PSED-MF). As mentioned, additional operations caused by the
proposed method are 1) sparse transform and 2) sparse error recovery. While the computational
overhead of the sparse transform is fixed (matrix multiplication and subtraction), that for the
sparse error vector recovery depends on the tree branching parameter L of MMP and the sparsity
K. Since the number of iterations of MMP is set to the sparsity K, K matrix inverse operations
(from 1× 1 to K ×K matrix inverse) are required. Noting that the sparsity K is much smaller
than the dimension of symbol vector nt and the MMP algorithm performs well with small value
of L (in our simulations, we set L = 2), one can expect that the additional burden of the PSED
would be marginal.
Table IV summarizes the number of complex multiplications required for PSED and the
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conventional detectors. When the LMMSE detector is used, inversion of the covariance matrix
is needed in the weight generation process. In Table IV, we denote the number of complex
multiplications to perform the inversion of an n×n matrix by Iv(n). Since the required complexity
to invert a matrix is cubic in the dimension n of the matrix (i.e., O(n3)), additional matrix
inversion overhead (from 1× 1 to K×K dimensional matrix) of PSED-LMMSE is small when
compared to the nt×nt dimensional covariance matrix inversion of LMMSE.6 For example, the
additional complexity of PSED-LMMSE for nt = nr = 32 is only 13% and that for nt = nr = 64
is 20%. When the MF is used, there is no inversion and thus the additional complexity associated
with PSED might be relatively higher than that of PSED-LMMSE. In spite of the increased
computational overhead, due to the relatively low-complexity operations, overall complexity of
the PSED-MF would be much lower than the computational burden required for the LMMSE
detector.
VI. SIMULATIONS AND DISCUSSIONS
A. Simulation Setup
In this section, we examine the performance of the proposed PSED algorithm (PSED-LMMSE
and PSED-MF). For comparison, we test conventional linear receivers (MF and LMMSE detec-
tors) and K-best detection algorithm [15]. Also, as a performance lower bound, we consider the
ML detector implemented via sphere decoding (SD) algorithm. Note that the K-best detector is
one of the popularly used sub-optimal MIMO detectors and its complexity does not vary with
channel realizations and SNR. Note also that we only present the result of the ML detector for
32× 32 dimensional system since it is very hard to obtain the results of higher dimension due
to computational complexity.
In our simulations, we construct the channel matrix H whose entries are chosen from i.i.d.
complex Gaussian (i.e., hi,j ∼ CN (0, 1nr )). In addition, we generate the transmit symbol vectors
whose elements are chosen from quadrature phase shift keying (QPSK) constellation. In order to
check the worst-case performance, we always turn on the sparse recovery algorithm for the PSED
6Note that gaussian elimination method for n× n inversion requires (2n3 + 3n2 − 5n)/6 multiplications [32]. See [33] for
more efficient implementation of matrix inversion.
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TABLE V
COMPARISON OF COMPUTATIONAL COMPLEXITY OF SEVERAL DETECTORS
32× 32 (×103) 64× 64 (×103) 128× 128 (×103) 256× 256 (×103)
MF 1 4 16 66
PSED-MF 12 135 1759 23439
LMMSE 78 618 4918 39245
PSED-LMMSE 88 744 6644 62553
K-best 88 (m=15) 778 (m=40) 6666 (m=95) 62305 (m=260)
algorithm even in low SNR range where the error signal would not be sparse. As mentioned,
we use the MMP algorithm in recovering the sparse error vector. The MMP parameter L is
fixed to 2 and the sparsity parameter is set to K = 0.15nt. That is, we assume that 15% of
transmit symbols are in error after the conventional detection. Although this choice is a bit
overestimated sparsity estimate, in particular for mid and high SNR regime, we observe that it
induces marginal performance loss over the case using accurate value K.7 Denoting the number
of the symbols survived for each layer for the K-best detector by m, we set m such that its
complexity is comparable to that of the PSED-LMMSE (see the complexity comparison in Table
V). The SNR per each receive antenna is defined as
SNRr =
nt
nr
SNR. (41)
B. Simulation Results
Fig. 5 shows the symbol error rate (SER) performance of the PSED algorithm and the
conventional MIMO detectors. We consider 4 different system dimensions, viz., (nr, nt) =
(32, 32), (64, 64), (128, 128), and (256, 256). We observe that the proposed PSED-LMMSE and
PSED-MF outperform their counterparts (LMMSE and MF detectors) by a large margin. For
example, the gain of PSED-LMMSE over the LMMSE detector is more than 6 dB at 10−2
SER for all dimensions under test. We see that with (nr, nt) = (32, 32), the performance gap
7While we do not optimize the sparsity parameter and use a fixed parameter, one can further optimize to achieve better
performance using either the residual based stopping criterion or cross validation (CV). Refer to [8], [34] for details.
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Fig. 5. The SER as a function of SNR for detectors. (a) (nr, nt) = (32, 32), (b) (nr, nt) = (64, 64), (c) (nr, nt) = (128, 128),
and (d) (nr, nt) = (256, 256).
of PSED-LMMSE from the optimal ML detector is around 2 dB. While the performance of
PSED-LMMSE is comparable to the K-best detector for (nr, nt) = (32, 32), the gain increases
with the dimension, exhibiting 6.5 dB gain when (nr, nt) = (128, 128). We also note that in
contrast to PSED-LMMSE, the performance of PSED-MF is not so appealing. This is because
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Fig. 6. The SER as a function of SNR for detectors. (a) (nr, nt) = (48, 32), (b) (nr, nt) = (64, 32), and (c) (nr, nt) =
(128, 32).
the MF detector performs bad for the SNR range of interest (i.e., error rate is higher than 15%)
so that the input error vector after the sparse transformation is non-sparse and the sparse recovery
algorithm does not perform well. In Table V, we provide the complexity (i.e., the number of
complex multiplication) of the detection schemes under consideration. When compared to the
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Fig. 7. The BER as a function of SNR for coded systems. (a) (nr, nt) = (32, 32), (b) (nr, nt) = (64, 64), (c) (nr, nt) =
(128, 128), and (d) (nr, nt) = (256, 256).
complexity of the conventional detector, we see that the complexity required to perform post
processing in the PSED detectors is quite small. Note also that in spite of significant performance
gain, the complexity of PSED-LMMSE is comparable to that of K-best detector.
We next investigate the performance of detectors for non-square dimensional systems where
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the dimension of measurement vector is larger than that of transmit vector (e.g., massive MIMO
uplink scenario). In this simulations, we set nt = 32 and check the performance when nr is 48,
64, and 128 (we already plotted results for (nr, nt) = (32, 32) in Fig. 5). We observe that the
performance of PSED-MF improves rapidly as nr increases, closing the gap between PSED-
LMMSE and PSED-MF. Indeed, when (nr, nt) = (128, 32), the performance of PSED-MF is
almost identical to that of PSED-LMMSE. This results is desirable, since the computational
complexity of PSED-MF is significantly smaller than that of PSED-LMMSE and LMMSE (see
Section V) so that we make the most of the PSED algorithm with only small computational
cost.
In order to see that the gain of PSED algorithm is maintained even for the coded system,
we evaluate the performance of the detectors when the forward error correction code (FEC) is
employed. We use the convolutional channel code with generator polynomial (171, 131). The size
of code block is set to 2048 bits and a random interleaver is used between the channel encoder
and the symbol modulator. In performing the channel decoding, Viterbi decoder is employed
[38]. In Fig. 7, we plot the coded bit error rate (BER) measured as a function of SNR. We
observe that the performance gain of PSED-LMMSE over the conventional detection schemes
is well maintained and also increases with the number of antennas.
Since the tree branching parameter L of MMP affects computational complexity of the PSED,
it is of interest to investigate the impact of L on the performance. Towards this end, we examine
the performance of PSED for different choices of L (L = 1, · · · , 5). As shown in Fig. 8, we
observe the meaningful gain from L = 1 to L = 2 (note that if L = 1, then MMP returns to the
OMP algorithm) but the gain achieved by further increasing L is pretty marginal.
VII. CONCLUSION
In recent years, compressive sensing has received much attention in wireless communication
industry. However, not much work is available for the information vector detection mainly
because the symbol vectors being transmitted are non-sparse. In this paper, we introduced new
detection approach exploiting the compressive sensing principle to improve the detection quality
of symbol vectors in large-scale wireless communication systems. Our approach operates in two
steps. In the first step, we transform the conventional communication system into the system
whose input is the sparse error vector. This mission is accomplished by the conventional linear
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Fig. 8. The SER vs. SNR plot of the PSED-MMSE detector for various choices of L: a) nr = nt = 16 and b) nr = nt = 32.
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detection followed by the symbol quantization. For the transformed measurement vector, we
next apply the sparse error recovery algorithm followed by the error cancellation to obtain the
refined estimate of the transmit symbol vector. In a nutshell, our approach is simple to implement
with relatively small computational cost, yet offers substantial gain in performance. Indeed, we
observed from the asymptotic performance analysis and empirical simulations that the proposed
PSED algorithm achieves significant gain in terms of mean square error (MSE) and symbol error
rate (SER) over the conventional detection schemes.
APPENDIX A
PROOF THAT THE OUTPUT STREAMS OF THE LINEAR MMSE DETECTOR ARE
ASYMPTOTICALLY UNCORRELATED
The ith output stream of the linear MMSE detector is given by sˆi = hHi
(
HHH + 1
SNR
I
)−1
.
The correlation between the ith and jth output streams is given by
E[sˆisˆ
∗
j ] = Ph
H
i
(
HHH +
1
SNR
I
)−1
hj , (42)
where i 6= j. If we use a matrix inversion lemma xH(A+ τxxH)−1 = xHA−1
1+τxHA−1x , we can show
that
E[sˆisˆ
∗
j ] =
hHi
(
H[i,j]H
H
[i,j] +
1
SNR
I
)−1
hj(
1 + hHi
(
H[i]H
H
[i] +
1
SNR
I
)−1
hi
)(
1 + hHj
(
H[j]H
H
[j] +
1
SNR
I
)−1
hj
) , (43)
where H[A] is the submatrix of H with the columns specified by the index set A are removed.
According to Lemma 4 in [35], when nt, nr →∞, the numerator in (43) converges to zero and
the denominator converges to one.
APPENDIX B
PROOF OF (27) AND (28)
As mentioned, the distribution of |E| is approximated by N (ntPe, ntPe(1 − Pe)). Thus, the
quantity |E|
nt
follows N (Pe, Pe(1−Pe)nt ) and
Pr
(∣∣∣∣ |E|nt − Pe
∣∣∣∣ > ǫ
)
= 2Q

 ǫ√
Pe(1−Pe)
nt

 (44)
< 2 exp
(
− ǫ
2n2t
2Pe(1− Pe)
)
, (45)
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for any positive ǫ. When nt →∞, (45) goes to zero and thus |E|nr (=
β|E|
nt
) also converges to Peβ.
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