Abstract: Cloud computing is one of the recent innovation in the field of information technology, which provides services to user on demand and pay per utilization. Single cloud based service model lacks in performance factors like response time, throughput and deadline missing etc., when workload becomes heavy. To overcome this limitation, federated cloud management broker architecture was proposed. Since cloud traffic is unpredictable and busty in nature, there is a possibility of large number of incoming service requests for processing. Hence the workload varies dynamically, some service providers are overloaded and others may be under loaded. In order to balance this situation, to improve the performance of federated cloud broker architecture, load balancing techniques are incorporated at the place of Broker Manager and brokers. Broker Manager (BM) plays a vital role to select appropriate best broker for computing the incoming service requests. Agent based Round Robin Load Balancing Scheduling (ARRS) is proposed at BM for assigning the service requests among the selected brokers by considering the parameters such as workload and queue size of brokers. Another one called Decentralized Agent based Load Balancing (DALB) technique is proposed at the level of brokers to balance the assigned workload in the way of migrating the requests to the under loaded brokers. The result shows that the proposed load balance based broker architecture provides better performance compared to without load balancing based architecture.
INTRODUCTION
Cloud computing provides a wide range of cost effective, dynamic services to users based on the demand through internet. Even though the Service Level Agreement (SLA) is made between user and provider based on functional and non-functional parameters that promote Quality of Service (QoS) (Armbrust et al., 2009) due to the nature of internet traffic, extending QoS is a challenging task in cloud environment (Rajarajeswari and Aramudhan, 2014a) . In order to maintain the QoS, various changes have been carried out at the level of architecture.
Cloud computing performance depends on the scheduling and proper load balancing algorithms (Kunamneni, 2012) . Scheduling algorithms provide a sequence of proper resource allocation in turn throughputs are increased (Randles et al., 2010) , whereas load balancing algorithm divides the workload between the available resources. Load balancing mechanism is needed to distribute equal workloads to the cloud service providers to achieve optimum outset. Load balancing strategies may be either static or dynamic. Static strategies use information about the average performance of the system and the transfer decisions are independent of the current system state.
Dynamic strategies use system state information to make load distribution decisions. Due to uneven job arrival patterns and unequal computing capabilities, some cloud service providers may be overloaded while others may be underutilized. Hence, load balancing is required to redistribute the workload among the available resources in order to achieve optimal resource utilization, maximize throughput, minimum response time and avoid overload.
In federated cloud model, load balancing techniques are used to balance the workloads of cloud service providers by distributing the workload among the brokers. Almost all the load balancing techniques are centralized decision making for forwarding the requests for execution in the federated cloud. The architecture based on the centralized decision making leads to congestion in addition to single point of failure in the federated cloud. The federated cloud architecture proposed by the authors in Rajarajeswari and Aramudhan (2014b) suggested the need of load balancing at the level of BM and brokers to promote QoS. To address these issues two load balancing algorithms namely Agent based Round Robin Load Balancing Scheduling (ARRS) and Decentralized Agent based Load Balancing (DALB) techniques are proposed in this study to maintain the QoS. ARRS sits at dispatcher in BM and collects the workload of brokers. Based on the information service requests will be distributed among the selected broker in round robin fashion. DALB is a decentralized load balancing technique that will be invoked by broker. By analyzing the workload of other brokers, perform service request migration.
LITERATURE REVIEW
In algorithms (Xu and Huang, 2009; Rimal et al., 2009 ) the processes are divided between all processors. Each process is assigned to the processor in a round robin order. The process allocation order is maintained locally independent of the allocations from remote processors. Though the work load distributions between processors are equal but the job processing time for different processes are not same. So at any point of time some nodes may be heavily loaded and others remain idle. This algorithm is mostly used in web servers where http requests are of similar nature and distributed equally.
Load balancing algorithm (Werstein et al., 2006) can also be based on least connection mechanism which is a part of dynamic scheduling algorithm. It needs to count the number of connections for each server dynamically to estimate the load. The load balancer records the connection number of each server. The number of connection increases when a new connection is dispatched to it and decreases the number when connection finishes or timeout happens.
Equally spread current execution algorithm (Nitika et al., 2012) process handle with priorities. It distribute the load randomly by checking the size and transfer the load to that virtual machine which is lightly loaded or handle that task easy and take less time and give maximize throughput. It is spread spectrum technique in which the load balancer spread the load of the job in hand into multiple virtual machines.
Throttled algorithm (Nitika et al., 2012 ) is completely based on virtual machine. In this client first requesting the load balancer to check the right virtual machine which access that load easily and perform the operations which is give by the client or user. In this algorithm the client first requests the load balancer to find a suitable Virtual Machine to perform the required operation. Fang et al. (2010) and Buyya et al. (2010) discussed a two-level task scheduling mechanism based on load balancing to meet dynamic requirements of users and obtain high resource utilization. It achieves load balancing by first mapping tasks to virtual machines and then virtual machines to host resources thereby improving the task response time, resource utilization and overall performance of the cloud computing environment.
Min-Min Algorithm begins with a set of all unassigned tasks. First of all, minimum completion time for all tasks is found. Then among these minimum times the minimum value is selected which is the minimum time among all the tasks on any resources. Then according to that minimum time, the task is scheduled on the corresponding machine. Then the execution time for all other tasks is updated on that machine by adding the execution time of the assigned task to the execution times of other tasks on that machine and assigned task is removed from the list of the tasks that are to be assigned to the machines. Then again the same procedure is followed until all the tasks are assigned on the resources. But this approach has a major drawback that it can lead to starvation (Ray and Sarkar, 2012) .
Max-Min is almost same as the min-min algorithm except the following: after finding out minimum execution times, the maximum value is selected which is the maximum time among all the tasks on any resources. Then according to that maximum time, the task is scheduled on the corresponding machine. Then the execution time for all other tasks is updated on that machine by adding the execution time of the assigned task to the execution times of other tasks on that machine and assigned task is removed from the list of the tasks that are to be assigned to the machines (Kokilavani and Amalarethinam, 2011) .
Historical based service submission records (Sotiriadis et al., 2012) explored the performance of an Inter-Cloud to measure the utilization levels among their sub-clouds for various job submissions. The experimental analysis shows that based on basic historical records, an Inter-Cloud can decide the number of datacenters to be utilized based on the number of jobs submitted to the system. A future direction is to incorporate cloud datacenters and allow tasks to be migrated between different hosts belonging to various datacenters.
LOAD BALANCING TECHNIQUE FOR FEDERATED CLOUD BROKER ARCHITECTURE
At the start, users submit request to Broker Manager (BM) (Rajarajeswari and Aramudhan, 2014a The functional model of the federated cloud broker architecture is shown in Fig. 1 .
Workload of a broker is defined as the number of service requests assigned to the specific broker by the broker manager and time taken to execute all the assigned requests. To balance the workload, two load balancing techniques are proposed at the level of broker manager and brokers. The proposed load balancing techniques are given below:
• Agent based Round Robin Load Balancing Scheduling Algorithm (ARRS) • Decentralized Agent based Load Balancing Algorithm (DALB) Agent based Round Robin Load Balancing scheduling is similar to round robin scheduling of CPU that assigns the service requests among the selected brokers. To balance the workload of brokers, a Decentralized Agent based Load Balancing (DALB) is proposed at the level of brokers.
In the proposed federated cloud broker model, service requests that are arrived at the broker manager are forwarded to the dispatcher. The functionality of the dispatcher is to redistribute the incoming service request among the selected broker for the task. The selected brokers are ranked by using Poincare plot method (Sotiriadis et al., 2012) . Each cloud service provider is managed with a broker. Broker Monitoring Agent (BMA) in the proposed architecture is used to monitor the workload of brokers, inform periodically to the dispatcher about the workload status of brokers.
PROPOSED LOAD BALANCING MODEL
To balance the workload of the federated cloud broker environment two load balancing techniques are proposed at the level of broker manager and brokers. The load balancing techniques are:
• Agent based Round Robin Load Balancing Scheduling Algorithm (ARRS) • Decentralized Agent based Load Balancing Algorithm (DALB)
Agent based Round Robin Scheduling algorithm (ARRS):
BM assigns unique ID for each service request and selects broker for computing the task. It is working on the principle of centralized decision making technique. Generally BM chooses the top broker for executing the incoming request (Rajarajeswari and Aramudhan, 2014b) .This leads to congestion at the level of brokers. This congestion can be avoided with the help of ARRS load balancing technique. To balance the workload at BM, a round robin scheduling is used as a load balancing technique to assign the service requests equally among the selected brokers. ARRS sits at dispatcher, to distribute the service workload among the selected brokers by BM. ARRS performs among the selected brokers, identify least workload and assign the task based on Poincare plot method and compatibility decision matrix (Rajarajeswari and Aramudhan, 2014a) provided by BM.
The function of BM in case of failure of the dispatcher is identified as follows. If the dispatcher fails, BM can act as a dispatcher for short time and inform the status of failure to the cloud administrator. BMA informs the status of brokers to the dispatcher. If BMA fails to receive any response from dispatcher before exceed of timer value, re-inform the status to the broker manager. Timer value is twice the propagation delay between the dispatcher and the BMA.
Consider simple scenario; there are 5 brokers namely B1, B2, B3, B4 and B5 in the federated cloud broker architecture. B2, B4 and B5 are selected as matched brokers for the incoming service requests and store in the compatibility decision matrix. B2, B4 and B5 are ranked using Poincare plot method. Dispatcher verifies the workload of the ranked brokers and assigns the service request to the selected broker using round robin technique.
Decentralized Agent based Load Balancing technique (DALB):
This technique is performed at the level of brokers, by considering the service completion time. Service may be migrated among the selected brokers that execute the service earlier. In decentralized load balancing technique, each selected broker has making decision, either to execute the request or transfer to any under loaded brokers. Each broker provides three agents namely Stationary Agent (SA), Decision Making Agent (DA) and Migration Agent (MA).
Stationary agent sits permanently at the broker, monitors the workload of the broker and informs the status of workload to the decision making agent. Decision making agent collects the workload information of other brokers through BMA and decide any service request in the queue that may have possible transfer to other under loaded broker by considering the value of the performance index.
Performance Index (PI) is calculated as the difference between the time taken by the request to execute in the broker assigned by the dispatcher and the time taken for request transfer, waiting time and execution time of the request in other under loaded brokers. Performance index consists of two values +1 and -1.
If the time difference between assigned broker is less than the under loaded broker then the performance index value is +1, otherwise the performance index value is -1. If the performance index value is -1 then decision making agent transfers the service request to the under loaded broker, otherwise it will be executed in the broker assigned by the dispatcher.
Migration agent is invoked by the decision making agent, to transfer service request from the queue to other under loaded broker based on the performance index value.
Let A, B, C be the brokers that are connected with different cloud service providers. Let queuelength A , queuelength B , queuelength C be the queue size of the brokers respectively at a given point of time. The brokers A, B, C collect the information from Broker Monitoring Agent (BMA). The broker which transfers the services to other brokers is considered as source and the broker where the services are received and manipulated is considered as the destination. Job redirection between brokers is based on the following algorithm.
Step 1: If queuelength Desiination > (queuelength Source1 and queuelength Source2 and… queuelength Sourcen ) then Step 2: Compute q x such that q x = min (queuelength Source1 , queuelength Source2 … queuelength Sourcen )
Step 3: Compute n such that n = (queuelength Destinationq x )/2 Step 4: Transfer the last n jobs from queuelength Destination to q x broker, if it holds condition 1.
A job 'j' on broker 'x' is reallocated to a broker 'y' only when: The purpose of computing n is to redistribute the jobs in order.
EXPERIMENTAL RESULTS AND DISCUSSION
The proposed framework is implemented in Cloudsim (Calheiros et al., 2009; Barrett et al., 2011) using Java. A software simulator was designed and implemented to model the DALB load balancing technique in the federated cloud broker environment.
The workload of a broker is determined by the number of requests processed at each broker. DALB is applied to minimize the workload difference between the brokers. The performance of DALB load balancing scheme is evaluated and compared with without load balancing scheme. Table 1 compares the load distribution generated by the DALB scheme and without load balancing scheme on three brokers at different moment. It also includes the average deviation of load on the three brokers. It shows that DALB scheme has lower deviation than without load balancing scheme in most of the cases. That means DALB can distribute user request more evenly to the cloud service providers. Overall average deviation in Table 1 is the mean of the average deviation of all moments. The overall average deviation of the DALB scheme is lower than without load balancing scheme strategy. Overall average deviation of DALB is twice lesser than the existing without load balancing technique in federated cloud management system. Proposed load balancing algorithm executes the incoming request based on the current load of cloud service providers with the help of the agents in each broker.
CONCLUSION
This study examines two new algorithms for improving the performance of the federated cloud broker architecture through load balancing approach. ARRS algorithm distributes the service workload among the selected brokers by broker manager. It is working on the principle of centralized decision making technique. But load imbalance is still persists in the architecture. Proposed DALB algorithm has several advantages. First, decision making in brokers is decentralized and improves the response time. Second, use of Stationary agent, Decision Making Agent and Migration Agent provides high flexibility in the migration process. Third, the result shows that no providers remain idle at any time while other providers are processing more requests. Thus the proposed DALB framework proves that the effective distribution of workload among the brokers in the federated cloud broker environment is achieved.
