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Abstract
This thesis addresses the problem of traffic transfer in wireless sensor networks
(WSN). In such networks, the foremost challenge in the design of data communica-
tion techniques is that the sensor’s transceiver circuitry consumes the major portion
of the available power. Thus, due to stringent limitations on the nodes’ hardware
and power resources in WSN, data transmission must be power-efficient in order to
reduce the nodes’ power consumption, and hence to maximize the network lifetime
while satisfying the required data rate. The transmit power is itself under the influ-
ence of data rate and source-destination distance. Thanks to the dense deployment
of nodes in WSN, multi-hop communication can be applied to mitigate the transmit
power for sending bits of information, i.e., gathered data by the sensor nodes to
the destination node (gateway) compared to single-hop scenarios. In our approach,
we achieve a reasonable trade-off between power-efficiency and transmission data
rate by devising cooperative communication strategies through which the network
traffic (i.e. nodes’ gathered information) is relayed hop-by-hop to the gateway. In
such strategies, the sensor nodes serve as data originator as well as data router, and
assist the data transfer from the sensors to the gateway. We develop several data
transmission schemes, and we prove their capability in transmitting the data from
the sensor nodes at the highest possible rates allowed by the network limitations. In
particular, we consider that
(i) network has linear or quasilinear topology
(ii) nodes are equipped with half-duplex radios, implying that they cannot transmit
and receive simultaneously,
(iii) nodes transmit their traffic at the same average rate.
We compute the average data rate corresponding to each proposed strategy. Next,
we take an information-theoretic approach and derive an upper bound to the achiev-
able rate of traffic transfer in the networks under consideration, and analyze its
6
tightness. We show that our proposed strategies outperform the conventional multi-
hop scheme, and their average achievable rate approaches the upper bound at low
levels of signal to noise ratios.
Organization of the thesis
The first part of the thesis is concentrated mainly on developing two simple but
power-efficient cooperative data transmission strategies, namely Cooperative sub-
chains, and Interlaced chains. The former is based on one-hop communication
scheme, while the latter is basically a k-hop communication scheme. However,
in both strategies the main assumption is that each node while being in transmit
mode, communicates with only one node in the network that is located at one-hop
distance (Cooperative sub-chains), or at k-hop distance (Interlaced chains). The
idea is that each node in the network upon receiving its previous nodes’ traffic,
forwards them besides its own traffic to the next node located at one hop (in Co-
operative sub-chains) or k hops (in Interlaced chains) distance farther. We analyze
the performance of these strategies with respect to their average achievable rate of
data transfer, and average power consumption, and compare them to the conven-
tional multi-hop and multiple-access communication schemes. We show that the
Cooperative sub-chains strategy outperforms the others with respect to the average
achievable rate, while the Interlace chains does the same but with respect to the av-
erage power consumption. Thus, we conclude that “Cooperative sub-chains” is an
efficient data transmission scheme in cases where the average data rate is the matter
of concern in the network design, while the “Interlaced chains” is the appropriate
solution when we concern mostly about the power consumption in the network.
In the next part of the thesis, we undertake an information-theoretic approach in
finding the answer to the general question “what is the limit on the average rate of
traffic transfer in a linear wireless network”. In fact, the answer to this question pro-
vides us with some criteria in finding out how well our proposed strategies perform
7
with respect to average rate of data transmission. Toward this aim, we obtained
the upper bounds on the rate of data transfer in linear wireless networks under the
assumption of both full and half-duplex nodes in the network. Moreover, we show
that extending the communication range beyond the two hop distance will lead to
less benefits, implying that two-hop communication is an appropriate candidate as
a traffic transfer scheme in such networks.
Finally, in the last part of the thesis, we consider extending the node’s communi-
cation range to two hops, i.e., a node while being in transmit mode can communicate
with two nodes located at most two hops distance from it. We design several traffic
relaying strategies, namely transmit-transmit-receive (TTR) and transmit-transmit-
receive-receive (TTRR) that are mainly based on having the node’s transmission
power or transmission rate to be assigned proportionally among the traffic that must
be forwarded. We conclude through analysis that extending the communication
range to two hops can be beneficial regarding the average achievable rate when
compared to the case where the communication is restricted between two nodes
only.
This thesis is organized in six chapters, we describe briefly the organization of
the thesis and point out the main contributions of each chapter.
Chapter 1 This chapter is an introduction to wireless sensor networks, basically from the
nodes communication point of view, and addresses some fundamental challenges
that exist in such networks with respect to the data transmission among sensor
nodes.
Chapter 2 In this chapter, we present cooperative traffic relaying strategies for half-duplex
sensor networks with linear topologies, where sensors need to deliver the same
amount of data to a sink node by sharing the same radio resources. Under such con-
straints, we devise two traffic transfer strategies, namely, Cooperative Sub-chains,
and Interlaced Chains, and derive the expressions for the rate and the energy con-
sumption they achieve. We then compare the two proposed strategies with the
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multiple access and the multi-hop relaying strategies, highlighting which scheme
is to be preferred as the system parameters vary.
Chapter 3 In this chapter, we use information theory to address the problem of finding the cut-
set upper bounds to the average achievable rate of traffic transfer in linear wireless
networks, where the nodes are supposed to send their own traffic as well as to relay
other nodes’ traffic toward the destination. Toward this end, first we construct a
system model for such networks by considering the practical constraints, in par-
ticular, the half-duplex operation of network’s nodes. Next we try to obtain such
bounds as the solutions to the max-flow min-cut bound problem applied to linear
wireless networks that consists of few nodes. The solutions obtained in these case,
provide us with some useful insights into figuring out how do such networks with
larger number of nodes such as (i) in the network with half-duplex nodes, and
when the communication range is restricted to one-hop distance, the transfer of
nodes’ traffic to the destination requires the network to operate in just two distinct
states, and that (ii) in linear wireless networks, the cut-set bounds corresponding
to the last cuts – i.e., the cuts that separate the the near-destination nodes (and the
destination) from the rest of the nodes – contribute to the max-flow min-cut bound
to the rate of traffic transfer.
Chapter 4 This chapter is an extended analysis of the achievable data rate of cooperative
relaying strategies in the multi-hop networks of half-duplex nodes, where every
node needs to deliver its data to a gateway node at the same rate; also, nodes
may have limited energy capabilities. Under such constraints, we first take an
information-theoretic approach and derive cut-set upper bounds to the achievable
rate. Then, we devise two communication strategies, each aiming at a different
objective. The former ensures a high, fair rate allocation to the network nodes, but
it neglects their energy constraints. By fairness in rate allocation, we mean that all
nodes can have their data delivered to the gateway at the same average rate, as they
exhibit equal traffic demand. The latter, instead does consider energy constraints
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by meeting the requirements on the average power consumption at each node, and
provides fairness in the data rate allocation. For each of the proposed strategies, we
derive an expression for the achievable rate and average power consumption, and
we compare their performance of the to the upper bounds and the classic multi-
hop data transfer, showing their effectiveness and providing useful insights on the
system behavior.
Chapter 5 In this chapter we study the rate performance limits of linear wireless network
where n nodes have to deliver their traffic to a common destination node through
multi-hop data transfers, for which (i) the nodes’ transmissions can reach receivers
farther than one-hop distance from the sender, (ii) the transmitters cooperate in
the data delivery, and (iii) interference due to concurrent transmissions is taken
into account. By adopting an information-theoretic approach, we derive analyt-
ical bounds to the achievable data rate accounting for the interference due to si-
multaneous transmissions, and in presence of full as well as half-duplex nodes.
The expressions we provide are mathematically tractable and allow the analysis
of multi-hop networks with a large number of nodes. Our analysis suggests two
important facts. First, in order to design efficient communication strategies, it is
sufficient to use pairs of transmitters that cooperate to forward the data to the desti-
nation. Second, in half-duplex networks, there exist some dominant network states
whose contribution determines the achievable data rate. Effective communication
strategies can therefore be obtained by considering pairs of cooperating nodes and
by letting the network operate in such states. Future work will focus on the def-
inition of cooperative traffic relaying schemes that provide an achievable rate as
close as possible to the upper bound provided in this study.
Chapter 6 In this chapter, we focus on the design of two cooperative multi-hop communica-
tion strategies for linear wireless networks composed of a cascade of half-duplex
nodes that may both generate their own traffic and relay other nodes’ traffic toward
the destination. However, unlike previous work, we account for the fact that the
10
transmission range of the source/relay nodes is allowed to span over more than one
hop. Under these conditions, we derive the average rate that can be achieved by the
node under each proposed strategy, and we compare it to the cut-set upper bound
on the network data rate. We show that the proposed schemes exhibit good per-
formances in terms of average achievable rate when compared to non-cooperative
techniques as well as to the cut-set upper bound obtained in Chapter 5.
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Chapter 1
Wireless Sensor Netowrks
1.1 Introduction
A wireless sensor network (WSN) is composed of a large set of multi-functional
sensor nodes with limited power supply and constrained computational capability,
which are deployed in an unattended manner over a geographical area for the pur-
pose of gathering information or detecting special events in a collaborative way. It
consists of hundreds to thousands of tiny, lightweight, and battery-operated devices
(sensor nodes), each equipped with a sensing unit, a processing unit and mem-
ory, power supply, and a wireless communication unit (radio). The sensing unit is
a micro-electromechanical system (MEMS) capable of measuring the changes in
some physical parameter such as temperature or pressure within a monitoring en-
vironment (or sensing field). Indeed, the aggregation of sensing, processing, and
communication into a very small device leads to many important applications such
as environmental monitoring, target racking and surveillance, seismic sensing and
natural disaster relief, etc. [1]. The nodes, being stationary or moving, sense and
collect an interested physical parameter within sensing field, and forward the gath-
ered data through the wireless links to the base station node (or sink) in the network,
possibly via multiple hops.
The deployment of the sensor nodes within the sensing field can be random or
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follow a predefined order. This implies on the other hand that, sensor network pro-
tocols and algorithms must possess self-organizing capabilities [2]. As a distinctive
feature, sensor networks are able to accomplish their tasks cooperatively. For ex-
ample, instead of sending the raw data to the the base station, sensor nodes use their
processing capabilities to locally carry out simple computations and transmit only
the required and partially processed data toward the base station. Indeed, irrespec-
tive of the limited capabilities of an individual sensor node, the collaborative nature
of the network operation makes WSNs an appropriate choice for the required tasks.
Figure 1.1: A typical sensor network (redrawn from [2]).
The nodes in WSN, in addition to playing the role of a data source in gathering
information from the sensing field, should also act as a data router in communicat-
ing with their neighbor nodes in the network in order to transfer the information to
the base station (or sink). This gives rise to a distributed computing, which itself
poses many challenging issues such as real-time communication and coordination,
since many constraints such as limited power, processing speed, storage capacity,
and communication bandwidth must be satisfied simultaneously [3].
WSNs possess unique features and requirements that do not exist in the tra-
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ditional wireless and ad hoc networking paradigms such as Wireless Local Area
Networks (WLANs), and Mobile Ad hoc Networks (MANETs). In these traditional
networks the primary concerns are, satisfying the quality of service (QoS), and high
bandwidth efficiency, in which the tasks of organization, routing and mobility man-
agement are done considering such concerns. In other words, these networks are
designed to provide good throughput/delay characteristics under high mobility con-
ditions, while the energy consumption is of secondary importance, i.e., they do not
have to cope with resource limitations in general [4]. This is in contrast to the
WSNs, where the nodes are, in general, stationary after deployment, and the data
rate is expected to be very low to the order of 1-100 kbps.
Accordingly, the main goals in the design of wireless sensor networks, are pro-
longing the lifetime of the network and maintaining the nodes connectivity through
managing the network power consumption. In brief, among the most notable differ-
ences between WSNs and ad hoc networks are [2]
 huge number of nodes in WSNs, as compared to ad hoc networks,
 dense deployment of nodes,
 nodes are unreliable and prone to failures,
 frequent changes of the network topology,
 broadcast nature of communication in WSNs, point-to-point communication
in ad hoc networks,
 many-to-one traffic pattern, i.e., data flow is unidirectional, from sensor nodes
toward the sink(s),
 nodes are usually (very) small and battery-operated, hence there are severe
constraints on power, processing capacity, and data storage,
 data redundancy, the sensed data are correlated to some extent,
 nodes in WSNs do not have necessarily a global identification (such as IP
address).
21
A WSN typically has little or no infrastructure [5]. Regarding this, there are
two types of WSNs: structured and unstructured. An unstructured WSN is one that
contains a dense collection of sensor nodes that are deployed in an ad hoc manner
into the sensing field. Once deployed, the network is left unattended to perform
monitoring and reporting functions. In an unstructured WSN, network maintenance
such as managing connectivity and detecting failures is difficult since there are so
many nodes. In a structured WSN, however, all or some of the sensor nodes are
deployed in a preplanned manner. The advantage of a structured network is that
fewer nodes can be deployed with lower network maintenance and management
cost. Fewer nodes can be deployed now since nodes are placed at specific locations
to provide coverage while ad hoc deployment can have uncovered regions.
Unlike traditional networks, a WSN has its own design and resource constraints.
Resource constraints include [5]
 limited amount of energy,
 short communication range,
 low bandwidth,
 limited processing and storage in each node.
The sensor nodes in WSNs are mainly battery-operated, thus, one of the most
important constraints on sensor nodes is the low power consumption requirement.
Indeed, it is widely recognized that energy is a strictly limited resource in wireless
sensor networks, and that the consequences of this limitation must be considered [6].
Recharging or replacing batteries in a wireless sensor network is usually impos-
sible due to the placement of the sensor nodes, and in most situations is practically
and (or) economically infeasible. Therefore, the lifetime of a sensor network is de-
fined by the time interval between which a certain amount of critical nodes run out
of their battery power [7].
Because of the energy constrained operation of the sensor nodes, different activities
in the network should be compromised in order to prolong the lifetime of WSN.
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These compromises are needed on the node level as well as on the network level.
Therefore, while traditional networks aim at achieving high quality of service (QoS)
provisions, sensor network protocols in contrast must focus primarily on power con-
servation at the cost of lower throughput or higher transmission delay [2].
1.2 Design challenges in wireless sensor networks
Wireless sensor networks possess a distinguishing capability to carry out tasks in
an unattended manner, i.e., without human intervention, and with limited energy
resources [7]. Since replacing or recharging batteries in sensor networks are im-
practical in most cases, it is very likely that the lifetime of a sensor network expires
as soon as the critical nodes run out of battery power. Moreover, since the nodes
communicate with each other and with the sink(s) through a wireless medium, band-
width scarcity could be a concern in WSNs as well. Therefore, and from nodes
communication point of view, such energy and bandwidth constraints, along with
the dense deployment of many nodes, poses challenges in the design, management,
operation and maintenance of sensor networks.
However, there are also some other important factors that influence the design
of protocols and algorithms for wireless sensor networks, some of which include
fault tolerance, scalability, production costs, operating environment, sensor network
topology, hardware constraints, transmission media, and power consumption [2].
1.2.1 Scalability
Due to the fact that the topology and node density of wireless sensor networks
undergo dynamic changes, for example as a consequence of failures in individual
nodes, WSNs should be scalable, implying that, they should be able to dynamically
adapt to such changes. In particular, connectivity and coverage should be always
ensured. Connectivity is achieved if the sink can be reached from any node, and
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there is no isolated node in the network. Coverage is defined as howwell a particular
area can be observed by a network [8]. As stated in [9],
Multi-hop communication techniques can extend the coverage of the network
well beyond the range of the radio technology alone.
The number of sensor nodes deployed in studying a phenomenon may be in the
order of hundreds or thousands, depending on the application. Any algorithm and
network protocol must be able to work with this number of nodes. They must also
utilize the high density nature of the sensor networks [2].
1.2.2 Lifetime
Lifetime is perhaps the most critical concern in the design of any wireless sensor
network, since the goal of most WSNs application is to have nodes deployed in
the sensing field, unattended, for months or years [9]. The lifetime of a sensor
network is defined as the time from the inception of the operation of the network,
till a fraction of nodes drain out of their power, which results in either a routing
hole within the network or a disconnected network, or a network with insufficient
coverage [7, 10].
Basically, the lifetime of a sensor network is limited by the nodes’ power con-
sumption. In order to achieve the maximum network lifetime it is required that each
node manages its local power supply. In many deployments, it is not the average
node lifetime that is important, but rather the minimum node lifetime.
1.2.3 Fault tolerance
Fault tolerance is the ability to maintain the network functionality without any in-
terruption due to sensor node or link failures. In other words, the fault tolerance
in sensor networks attempts to ensure that failure of some nodes or link does not
influence the overall task of the sensor network [2, 7]. In general, sensor nodes are
prone to failure due to several reasons, e.g. lack of battery power, physical damages
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due to unattended operation, and harsh environmental conditions.
In sensor networks, the sensed data are transmitted to the base station, possibly
using multi-hop paths. In a flat architecture, sensor nodes themselves are responsi-
ble for routing the data. Therefore, fault-tolerant schemes in this architecture need
to take into consideration all the sensor nodes within the network in the same way.
But in hierarchical architectures, sensor nodes and cluster heads are treated differ-
ently. Each sensor nodes belongs to only one cluster and sends data only to its own
cluster head in this architecture. Therefore, fault tolerance for sensor nodes attempts
to ensure that in case a cluster heads fails, the underlying sensor nodes are still able
to communicate with some other cluster head, so that the data generated by these
nodes is not lost [7].
1.2.4 Localization
In WSNs, sensor nodes that are deployed into the environment in an ad hoc manner
do not have prior knowledge of their location. The problem of determining the
nodes location (position) is referred to as localization [5]. Existing localization
methods include global positioning system (GPS), beacon (or anchor) nodes, and
proximity-based localization. Equipping the sensor nodes with a GPS receiver is a
simple solution to the problem. However, such a GPS-based system may impose
further power requirements, and may not work when the sensors are deployed in an
environment with obstructions.
1.2.5 Synchronization
From communications point of view, time synchronization in a WSN is critical
for network routing, and therefore, for power conservation. The reason is that the
timing inaccuracy can significantly reduce the network lifetime, since in many ap-
plications, the nodes should transmit data cooperatively and in a scheduled manner.
In fact, energy is conserved when there are less collisions and retransmissions [5].
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With respect to energy, many WSNs rely on sleep/wake protocols that allow a
network to selectively switch off sensor nodes or let them enter low-power sleep
modes. Here, temporal coordination among sensors is essential for nodes to know
when they can enter a sleep mode and when to re-awake in order to ensure that
neighboring nodes overlap in their wake periods to enable communication among
them [17]. Furthermore, energy efficiency could be also achieved when the nodes
operate in a duty-cycled manner. In duty-cycled operation paradigm, the sensor
node would periodically turn its radio off to save energy and on to participate in
network communication [5].
1.2.6 Data compression and aggregation
Data compression and aggregation reduce communication cost and increase relia-
bility of data transfer. They are necessary for those WSN applications where there
exists abundant data gathered by the network nodes that must be transferred to the
sink across the network [5]. Upon Data-compression, the size of the data is com-
pressed before transmission.
Since sensor nodes may generate significant redundant data, similar packets
from multiple nodes can be aggregated so that the number of transmissions is re-
duced. Data aggregation technique has been used to achieve energy efficiency and
data transfer optimization in a number of routing protocols [11].
For data aggregation, which in particular is the case in cluster-basedWSNs, data
is collected from multiple sensors and combined together to be transmitted to the
sink. In this case, aggregated data is more important than individual readings.
1.2.7 Security
Because of its wireless transmission medium, a WSN may suffer from threats, in
that an attacker can alter the integrity of data, eavesdrop messages, inject fake mes-
sages, and even waste network resource by compromising a sensor node. Hence,
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wireless sensor networks must be capable of securing the gathered information,
i.e., keeping them private from security attacking scenarios [5, 9]. However, the
constraints on storage, communication, computation, and processing capabilities in
WSNs, pose further challenges and limitations in incorporating security into a such
networks.
1.2.8 Production costs
Since the sensor nodes are deployed in large numbers, from hundreds to thousands,
and usually are not reusable, the cost of a single node is very important to justify
the overall cost of the networks [2]. If the cost of the network is more expensive
than deploying traditional sensors, then the sensor network is not cost-justified. As
a result, the cost of each sensor node has to be kept low.
1.2.9 Hardware constraints
A sensor node consists of four basic components as shown in Fig. 1.2, a sensing
unit, a processing unit, a wireless transceiver unit, and a power unit. They may
also have application dependent additional components such as a location finding
system [2]. Sensing units are usually composed of two subunits: sensors and analog
to digital converters. The processing unit, which is generally associated with a small
memory, manages the procedures that make the sensor node collaborate with the
other nodes to carry out the assigned sensing tasks. A transceiver unit connects the
node to the network. One of the most important components of a sensor node is
the power unit. Power units may be supported by a power replenishing unit such as
solar cells. Apart from the limitations on the node size, there are also some other
stringent constraints for sensor nodes. These nodes must [2, 12]
 consume extremely low power,
 operate in high volumetric densities,
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 have low production cost,
 be autonomous and operate unattended,
 be adaptive to the environment.
Figure 1.2: Components of a sensor node (redrawn from [2])
Since the sensor nodes are often inaccessible, the lifetime of a sensor network
depends on the lifetime of the power resources of the nodes. Power is also a scarce
resource due to the size limitations.
The transceiver unit of sensor nodes may be a passive or active optical or a radio
frequency (RF) device. RF communications require modulation, bandpass filter-
ing, demodulation and multiplexing circuitry, which make them more complex and
expensive. Also, the path loss of the transmitted signal between two sensor nodes
may be as high as the fourth order exponent of the distance between them, because
the antennas of the sensor nodes are close to the ground [2, 13]. Nevertheless, RF
communication is preferred in most cases, because the packets conveyed in sen-
sor networks are small, data rates are low, and the frequency reuse is high due to
short communication distances. These characteristics also make it possible to use
low duty cycle radio electronics for sensor networks. However, designing energy
efficient and low duty cycle radio circuits is still technically challenging, and cur-
rent commercial radio technologies such as those used in Bluetooth is not efficient
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enough for sensor networks because turning them on and off consumes much en-
ergy [2, 14].
Most of the sensing tasks require the knowledge of position. Since sensor nodes
are generally deployed randomly and run unattended, they need to corporate with
a location finding system. Location finding systems are also required by many of
the proposed sensor network routing protocols. It is often assumed that each sensor
node will have a global positioning system (GPS) unit.
1.2.10 Transmission media
In a multi-hop sensor network, communicating nodes are linked by a wireless medium.
These links can be formed by radio, infrared or optical media, however, radio com-
munications is the dominant technique [2]. To enable global operation of these net-
works, the chosen transmission medium must be available worldwide. One option
for radio links is the use of industrial, scientific and medical (ISM) bands, which
offer license-free communication in most countries. The main advantages of using
the ISM bands are the free radio, huge spectrum allocation and global availability.
They are not bound to a particular standard, thereby giving more freedom for the
implementation of power saving strategies in sensor networks. On the other hand,
there are various rules and constraints, like power limitations and harmful inter-
ference from existing applications. These frequency bands are also referred to as
unregulated frequencies. Much of the current hardware for sensor nodes is based
upon RF circuit design.
Another possible mode of inter-node communication in sensor networks is by
infrared. Infrared communication is license-free and robust to interference from
electrical devices. Infrared based transceivers are cheaper and easier to build. This
makes infrared a reluctant choice for transmission medium in the sensor network
scenario.
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1.2.11 Power consumption
The wireless sensor node, which is mainly a micro-electronic device, can only be
equipped with a limited power source. In some application scenarios, replenishment
of power resources might be impossible. Sensor node lifetime, therefore, shows a
strong dependence on battery lifetime [2]. In a multi-hop ad hoc sensor network,
each node serves as both the data originator and the data router. Therefore, the
operation failure of just few nodes in the network, may prompt WSN to reroute
the data packets, or reorganize the network. Hence, power conservation and power
management take on additional importance.
Although power consumption is an important design consideration in other mo-
bile and ad hoc networks, but it is not the primary concern, because power resources
can be replaced by the user. In fact, in such networks, the emphasis is more on QoS
provisioning than the power efficiency. However, this is not the case in wireless
sensor networks, since power efficiency has a direct impact on the network lifetime,
and hence on the performance. Thus, in design of network protocols, appropriate
trade-off should be made between power efficiency and other performance metrics
such as network delay and throughput.
The main task of a sensor node in a sensor field is to detect events, perform quick
local data processing, and then transmit the data. Power consumption can hence be
divided into three domains: sensing, communication, and data processing [2].
In the following subsections, we discuss the power consumption in data com-
munication and processing units in more detail.
1.2.11.1 Communication
Data communication, i.e., both data transmission and reception, consumes the largest
portion of the sensor node’s energy. It can be shown that for short-range commu-
nication with low radiation power ( 0 dBm), transmission and reception energy
costs are nearly the same. Mixers, frequency synthesizers, voltage control oscilla-
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tors, phase locked loops (PLL) and power amplifiers, all consume valuable power in
the transceiver circuitry [2]. With this regard, in addition to the power consumption
during the period where the transceiver is in active mode, i.e., when it is transmit-
ting or receiving, one should also consider the startup power consumption in the
transceiver circuitry. Indeed, the startup time, which may be in the order of hun-
dreds of micro-seconds, makes the startup power non negligible [2]. For example,
this startup time is imposed to the system by the PLL to lock. Moreover, as the
transmission packet size is reduced, the startup power consumption even starts to
dominate the active power consumption. Consequently, it is inefficient in turning
the transceiver on and off, because a large amount of power is spent in turning the
transceiver back ON each time. In [14], the radio power consumption (Pc) is for-
mulated as
Pc = NT
 
PT (Ton + Tst) + PoutTon

+NR
 
PR(Ron +Rst)

where PT/R is the power consumed by the transmitter/receiver; Pout, the output
power of the transmitter; T=Ron, the transmitter/receiver ON time; T=Rst, the trans-
mitter/receiver startup time and N=TR, the number of times transmitter/receiver is
switched ON per unit time, which depends on the task and medium access control
(MAC) scheme used. Ton can further be rewritten as L=R, where L is the packet size
and R, the data rate. [15] offers a small-sized, low-cost, ultra low power transceiver
circuitry based on the direct-conversion architecture.
1.2.11.2 Data processing
Data processing requires much less power compared to data communication. The
two most computationally intensive operations for a wireless sensor node are the
in-network data processing and the management of the low-level wireless commu-
nication protocols [2]. There are strict real-time requirements associated with both
communication and sensing [9]. The CPU is responsible for simultaneously con-
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trolling the radio and record/decode the data as they arrive over the network. As the
communication rates increase, faster computation and processing are required to be
performed on sensor data. Common sensor processing operations include digital
filtering, averaging, threshold detection, correlation and spectral analysis. It may
even be necessary to perform a real-time FFT on incoming data in order to detect
a high-level event [2]. Furthermore, some additional circuitry may be required by
data encoding and decoding.
1.3 Wireless sensor networks communication archi-
tecture
The development of a reliable and energy-efficient protocol stack is important for
supporting various WSN applications [5]. Each sensor node uses the protocol stack
to communicate with one another and to the sink. Hence, the protocol stack must
be energy efficient in terms of communication and be able to work efficiently across
multiple sensor nodes.
The sensor nodes in WSN, collect data and route them back to the sink, via a
multi-hop infrastructureless architecture [2]. The sink may also communicate with
the task manager node via Internet or Satellite.
The protocol stack is shown in Fig. 1.3. It aims at integrating power and routing
awareness to accommodate data with networking protocols, to communicate power
efficiently via the wireless medium, and to employ the sensor nodes cooperatively. It
consists of some layers such as application, transport, network , data link , physical
layers, and also planes such as power management, mobility management, and task
management planes [2]. In order to support various applications, it is of primary
importance for a WSN to have a reliable and energy-efficient protocol stack.
The way through which a sensor node uses its power is managed by the power
management plane. For example, in order to avoid receiving duplicate messages,
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Figure 1.3: Protocol stack in a typical wireless sensor network (redrawn from [2]).
the sensor node may turn off its receiver after receiving a message from one of its
neighbors. Also, when the power level of the sensor node is low, the sensor node
broadcasts to its neighbors that it is low in power and cannot participate in routing
messages. The remaining power is reserved for sensing.
The mobility management plane is responsible for detecting and keeping the
record of the movement of sensor nodes, providing permanently a route back to
the user, and assisting the sensor nodes in keeping track of who are their neighbor
sensor nodes. This makes the sensor nodes capable of balancing their power and
task usage.
The task management plane balances and schedules the sensing tasks given to
a specific region, since depending to their power levels, not all sensor nodes in that
region are required to perform the sensing task at the same time [2].
These management planes are necessary, since they enable nodes collaboration,
leading to more power-efficient network operation, and hence prolonged network
lifetime.
Fig. 1.4 illustrates the details of a WSN protocol stack, with emphasis on the
interconnections among units.
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Figure 1.4: Detailed protocol stack in wireless sensor networks (redrawn from [4]).
1.3.1 Transport layer
The reliability and integrity of data at the sources and sink are guaranteed by the
transport layer. Transport layer protocols in WSNs should support multiple applica-
tions, variable reliability, packet-loss recovery, congestion control mechanisms [5].
This layer is especially needed when the system is planned to be accessed through
Internet or other external networks [2]. Any packet loss which may occur due to
node failures, weak wireless links, congestion and packet collision, and memory
overflow, can result in power wastage and degraded quality of service (QoS) in data
delivery.
1.3.2 Network layer
The network layer manages source-to-destination data routing in the network. Rout-
ing protocols in WSNs are different from conventional routing protocols in some
aspects. Sensor nodes do not have Internet protocol (IP) addresses, thus IP-based
routing protocols are not applicable in WSNs. Furthermore, the design of network
protocols in a WSN should be scalable. It should handle communication among
many nodes, through which the sensor data is delivered to the base station. The pro-
tocol should cope with network resource constraints such as limited energy, com-
munication bandwidth, memory, and computation capabilities, and should address
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issues of efficiency, fault tolerance, fairness, and security [5] .
In summary, compared to other wireless networks such as mobile ad hoc or
cellular networks, there are a number of characteristics of sensor networks that make
the routing in them a challenging task including [7]
 The inability to apply classical IP-based protocols in sensor networks
 The flow of data from multiple sensor nodes to a single sink node
 Highly probable data redundancy due to sensing a common phenomena by
large number of nodes
 Application-dependent design requirements
 Position awareness of sensor nodes is important since data collection is usu-
ally location based.
 The resource constraint of sensor nodes, such as limited power, limited pro-
cessing and memory capability
1.3.3 Data link layer
The data-link layer is responsible for the data transfer between two nodes that share
the same link, it ensures reliable point-to-point and point-to-multi-point connec-
tions within the network. In sensor networks, since the underlying network is wire-
less, and the wireless medium must be shared by multiple sensor nodes, therefore
a mechanism is required to manage the access to the medium. In the design of
medium access control (MAC) protocols for WSNs the following issues should be
considered; energy efficiency, scalability to node density, frame synchronization,
fairness in nodes power consumption, bandwidth utilization, flow control, and er-
ror control for data communication [5]. Error detection and correction services are
offered at the data-link layer as well as the transport layer.
The MAC protocol in a wireless multi-hop self-organizing sensor network must
achieve two goals [2]. The first is to establish the network infrastructure; since
thousands of sensor nodes are densely scattered in a sensor field, the MAC scheme
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must provide communication links for data transfer. The second objective is to fairly
and efficiently share communication resources, i.e., power and bandwidth, between
sensor nodes.
Providing high quality of service (Qos) and bandwidth efficiency is the primary
goal of the MAC protocols in the conventional cellular and ad hoc networks, while
power consumption management to be of secondary importance. This is in contrast,
however, with the wireless sensor networks, where the primary concern is to min-
imize the energy consumption to extend the network lifetime. Indeed, for wireless
sensor networks, MAC protocols are needed to effectively cope with the resource
constraints and application requirements of sensor networks. Thus, the MAC proto-
cols in WSNs should prevent energy wastage due to packet collisions, overhearing,
excessive retransmissions, control overheads, and idle listening. It should also adapt
to topology and network changes efficiently [5].
1.3.3.1 Power saving modes of operation
The medium access control (MAC) protocols must also provide the sensor nodes
with the ability to operate in power saving modes, irrespective of the type of the
protocol [2]. In general, MAC protocols must have full control over the wireless
radio. Therefore, their design must comply thoroughly with the energy require-
ments of a sensor node. A common technique to preserve energy is dynamic power
management (DPM), where a resource are switched between different operational
modes such as active, idle, and asleep [17]. Without power management, most
transceivers switch between transmit, receive, and idle modes, although the receive
and idle modes are typically similar in their power consumption. However, dramatic
energy savings can be obtained by putting the device into the low-power sleep mode.
Periodic traffic models are very common for sensor networks (e.g., environ-
mental monitoring) and many networks can benefit from MAC schemes that do not
require nodes to be active at all times. Instead they allow nodes to obtain periodic
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access to the medium for transmission of data and to put their radios into low-power
sleep modes between periodic transmissions. The fraction of time a sensor node
spends in active mode is called the duty cycle, which is often very small due to the
infrequent and brief data transmissions occurring in most sensor networks [17].
Significant power conservation is achievable by turning the transceiver off when
it is not required. However, since the size of the communication packets in WSNs
are short in general, the startup energy cannot be neglected. In fact, blind turning
off the radio during each idling slot leads to more energy consumption compared
to leaving the radio turned on over a period of time [2]. As a result, operation in a
power saving mode is energy efficient only if the time spent in that mode is greater
than a certain threshold.
1.3.3.2 Error control
The data link layer is also responsible for providing the transmission data with the
error control mechanisms. Two important modes of error control in communica-
tion networks are the forward error correction (FEC) and automatic repeat request
(ARQ). The application of either ARQ or FEC in wireless sensor networks have
advantages and drawbacks. The main disadvantage of ARQ in WSNs applications
is that it requires additional retransmissions cost and overhead [2]. FEC, on the
other hand, imposes grater decoding complexity on the system. Thus, due to inher-
ent constraints in WSNs, the error detection and correction mechanisms should be
simple and meet the low complexity encoding and decoding requirements.
For reliable data communication, one should either increase the output transmit
power Pout or apply suitable FEC. Increasing the transmit power in not a appropriate
choice due to constraints on the power resources in WSNs. Thus, only FEC remains
as a solution. Although, FEC yields significant reduction in the BER for any given
value of Pout, however, extra processing power is imposed on the system for encod-
ing and decoding, which might be in turn critical for sensor networks. As a result,
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FEC is a feasible solution for the purpose of error detection and correction in WSNs
whenever the sum of the encoding and decoding processing powers is less than the
transmission power savings [2].
1.3.4 Physical layer
The physical layer performs frequency selection, carrier frequency generation, sig-
nal detection, modulation and data encryption. The challenge in the design of physi-
cal layer for wireless sensor networks is to minimize the power consumption, while
combating the performance-degrading phenomena like signal scattering, shadow-
ing, reflection, diffraction, multi-path and fading, that are common to all applica-
tions involving wireless medium. In general, the minimum output power required
to transmit a signal over a distance d is proportional to da, with a to be the path loss
exponent, and 2  a < 4. This exponent is closer to four for low-lying antennae and
near-ground channels, as is typical in sensor network communication, and accounts
for the partial signal cancellation by a ground-reflected ray [2].
Multi-hop communication can be applied in a wireless sensor network to effec-
tively overcome shadowing and path-loss effects, if the node density is high enough.
The choice of a good modulation scheme is critical for reliable communication in
a sensor network [2]. In WSNs, minimizing energy consumption to maximize the
network lifetime starts at the physical layer. For example, energy-efficient modula-
tion schemes might be applied to minimize both transmission and circuit energy [5].
In [16], the physical layer requirements with a focus on digital communication and
existing hardware technology is discussed. Small size of the sensor nodes besides
their dense deployment in WSNs dictates the radio equipments to be cheap and
small in size as well. With respect to energy, the radio must be low power. In fact,
trade-offs must be made between the radio energy consumption, and other design
factors such as data rate, error tolerance, transmission distance, and reliability.
Interference, synchronization, and multi-casting are other requirements that must
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be considered at the physical layer as well [5]. Signal interference arises basically
due to the dense deployment of sensor nodes in the environment. However, through
proper synchronization between the link and physical layers and among sensor
nodes, the sensor nodes can reduce their transmission power in order to alleviate
the impact of interference.
1.3.4.1 Modulation schemes
Reducing the radio energy consumption in WSNs requires energy-efficient modu-
lation schemes. AlthoughM -ary schemes can reduce the transmit time by sending
multiple bits per symbol, they need more complex circuitry, and hence increase the
radio power consumption. Under startup power dominant conditions, the binary
modulation scheme is more energy efficient [2, 14]. Hence, M -ary modulation are
useful only for low startup power systems.
1.3.4.2 Radio architecture
Energy consumption at the physical layer accounts for both the circuit energy, and
the transmission energy. A transmitter at its startup, consumes a excessive amount
of time and energy. Even in some cases, the startup energy can be higher than
the energy required for an actual transmission [5]. For a transmitter that switches
between the sleep to active state, a fast startup transmitter architecture is needed to
minimize both energy and time.
1.3.4.3 Bandwidth requirements
InWSNs, there are three classes of physical-layer technologies based on bandwidth;
narrowband, spread spectrum, and ultra-wideband [5]. The resulted radio band-
width in narrowband is on the order of symbol rate. Spread spectrum, however,
spreads the narrow signal into a wideband signal. It has the ability to reduce power
and still communicate effectively, and is more robust to interference and multi-path
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channel impairment. Ultra-wideband employs even larger bandwidth, on the order
of gigahertz. In ultra-wideband the interference to other radios is negligible. Like
spread spectrum, ultra-wideband belongs to the low power communication schemes.
Ultra-wideband employs baseband transmission, and thus, it requires no intermedi-
ate or radio carrier frequencies [2]. The main advantages of ultra-wideband are its
robustness to multi-path, low transmission power and simple transceiver circuitry,
which make makes it an attractive candidate for wireless sensor networks.
1.4 Cooperative communication and relaying inWSNs
The transmitter circuitry consumes the major portion of the power in a sensor node.
In general, the required transmit power is itself under the influence of transmission
data rate, and source-destination distance. The neighboring nodes in a WSN might
be located in the nearly close vicinity of each other thanks to the dense deployment
of the sensor nodes. This implies however that, multi-hop communication scenar-
ios can be applied efficiently to mitigate the transmit power required to send bits
of information from the source to the destination compared to other conventional
single-hop communication. The transmitted signal in long-distance wireless com-
munications suffers also from signal propagation effects that can be alleviated via
multi-hop communication, as another advantage. Accordingly, among the schemes
proposed for minimizing the power consumption in sensor networks, one is to in-
troduce some special nodes, known as relays. In fact, some burden from the sensor
nodes are taken by the relay nodes [7].
However, although multi-hop communication may have some benefits in reduc-
ing the overall energy consumption, some nodes, that are located near the base sta-
tion, can be overloaded and deplete their energy prematurely and die, as compared
to some other nodes in the network. In such situation, some regions may not be cov-
ered effectively or the connectivity of the network is damaged, although there are a
large number of network nodes that still have much unused energy [7, 18, 19]. This
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problem is known as energy hole problem in the literature, and causes functionality
challenges for the networks, even making it inoperable. Various methods have been
proposed to avoid the energy-hole problem, one of which is to reduce the burden on
the overloaded nodes by deploying some as relay-only nodes, within the network so
that they can share some of the load with the overloaded nodes [7].
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Chapter 2
Communication Strategies for
Wireless Sensor Networks
In this chapter, we present cooperative traffic relaying strategies for half-duplex sen-
sor networks with linear topologies, where sensors need to deliver the same amount
of data to a sink node by sharing the same radio resources. Under such constraints,
we devise two schemes and derive the expressions for the rate and the energy con-
sumption they achieve. We then compare the two proposed strategies with the mul-
tiple access and the multi-hop relaying strategies, highlighting which scheme is to
be preferred as the system parameters vary.
2.1 Introduction
Wireless sensor networks are often used for monitoring applications in environ-
ments such as highways and urban roads, or for surveillance of corridors and bor-
ders. In these cases, the sensor network exhibits a linear topology and sensors need
to deliver their measurements to a sink node, located at one end of the topology. In
this chapter, we address such a network system and focus on the case of practical
relevance where: (i) nodes are equipped with half-duplex radios (i.e., they cannot
transmit and receive at the same time), (ii) they are energy constrained, (iii) they
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share the same radio resources and generate data that need to be delivered to the
sink at the same rate. Also, sensors can relay traffic towards the sink for other nodes
and, when they do so, they adopt the decode-and-forward (DF) paradigm.
Under the above conditions, we devise two traffic relaying strategies that aim at
achieving high data rate and low energy consumption. For each strategy, we derive
an expression for the achievable rate and energy consumption, and compare the
performance with that of a traditional multi-hop strategy and of the multiple access
scheme.
Due to the inherent constraints on the available energy resources in wireless
sensor networks (WSN), energy-efficient communication techniques are required to
minimize the energy consumption while satisfying the data rate. In wireless sen-
sor networks, contrary to the case of long-range communications, the circuit energy
consumption is comparable to or even surpasses the transmission energy. In order to
achieve a reasonable tradeoff between the energy consumption and the data rate, it
is advisable to apply techniques that exploit nodes cooperation. In such cooperation
techniques, it is typically considered that there are some information sources, and
one or more information destinations where the source nodes also serve as poten-
tial relays intending to assist the information flow from sources to destinations. The
problem of multi-source, multi-relay, and multi-destination and their potential appli-
cation in WSN have been addressed in detail in [31]. Their approach has been so far
based on the theoretical capacity aspects without considering energy consumption
issues. There have been several articles proposing methods based on the concept
of cooperative communications and relaying schemes (see e.g. [32–34]). In [32],
they have proposed an energy-efficient cooperative communication scheme based
on power control and relay selection in a distributed manner. The idea is that a set of
potential relays determine their transmit power needed to participate in cooperation,
and then the best relay is chosen to minimize the overall energy consumption. The
energy efficiency of MIMO and cooperative MIMO communications in WSN has
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been addressed in [33], where they have claimed that when both the transmission
energy and the circuit energy consumption are considered, MIMO-based techniques
are not necessarily superior than those SISO-based ones. They have shown that in
short-range applications where the data rate and the modulation scheme are fixed,
SISO may outperform MIMO as far as the energy efficiency is concerned. The
idea of optimizing the transmission schemes to maximize the network lifetime by
modeling the energy consumption in the transmitter circuit along with that for data
transmission, and the bottom three layers of the network protocol stack has been
proposed in [34]. They have suggested that the energy efficiency must be supported
across the link layer, the medium access control layer, and the routing layer through
a cross-layer design, and have introduced energy-efficient joint routing, scheduling,
and link adaptation strategies maximizing the network lifetime.
2.2 Network model and definitions
The network consists of n sensors (or nodes hereafter) and one destination. The
nodes (including destination) are equally spaced along a line, and the distance be-
tween every two nodes is denoted by d (Fig. 6.1). The noise is AWGN with zero
mean and variance N0, and the signal to noise ratio corresponding to the unit dis-
tance is denoted by , defined as
 =
PtxGtGr
N0W
 
4
2
(2.1)
with Ptx, Gt, and Gr to be, respectively, the sensor node’s transmit power, and the
transmit and receive gains of the sensor node’s antenna. Also,  and W denote
the carrier wavelength, and the communication bandwidth shared among nodes.
There is no fading present, and the policy for the communications through the relay
channel is half-duplex Decode-and-Forward [35]. By half-duplex we mean that no
node transmits and receives simultaneously.
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Moreover, we denote by Pt and Pr, the amounts of consumed powers at each
node during transmit and receive respectively. In calculating the total amount of
power consumed in each scheme, we consider only the consumed power in the
nodes and not in the destination. The data rate for node i is denoted by Ri, and we
always constrain Ri to be equal to R. Time is divided into equal slots, and a hop is
defined as a transmit-receive activity between every two nodes which may occur in
one or more time slots.
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Figure 2.1: Topology of the wireless sensor network.
2.3 Communication Schemes
2.3.1 Proposed Schemes
2.3.1.1 Cooperative Sub-chains (CS)
In this scheme nodes are grouped into sets, called sub-chains, each containing k >
1 adjacent nodes. We denote by q the number of sub-chains, which is equal to
q = dn=ke. In general n is not a multiple of k, thus one of the sub-chains may
contain less than k nodes. If so, in the following we assume that the sub-chain with
fewer nodes is the closest to the destination. Data transmissions are scheduled in
two phases as follows.
First phase;
The data generated within each sub-chain are transferred to the first node of
the next sub-chain. As an example, consider the generic sub-chain including
nodes fj; : : : ; j + k  1g. In the first slot, node j sends its data to node j + 1.
In the next two slots, node j + 1 sends j’s data as well as its own data to the
third node, j + 2. This procedure is repeated until, after k transmissions and
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k(k + 1)=2 slots, the data originated by all nodes in the sub-chain reach the
first node of the next sub-chain, i.e., node j + k.
Second phase;
At the beginning of this phase, the data to be forwarded are located only at
nodes k + 1; : : : ; k(q   1) + 1, i.e., at the first node of sub-chains 2; : : : ; q.
Each of these nodes transfer simultaneously the data to the sink in a hop-by-
hop fashion. Thus, the data transfer to the sink is accomplished through n k
transmissions, each requiring k slots.
Fig. 2.2 illustrates the Cooperative Sub-chains scheme for the case where n = 7
and k = 3 (q = 3); in the figure, the transmissions taking place simultaneously are
represented by arrows along the same line and their duration is expressed in number
of slots.
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Figure 2.2: Cooperative Sub-chains with n = 7, k = 3.
According to the Cooperative Sub-chains strategy, only one node per sub-chain
transmits in each slot, however there may be several simultaneous transmissions
interfering with each other. Thus, for every receiving node located in sub-chain r
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(1  r  q), the constraint on the achievable instantaneous rate is:
Rr  (1=2) log2

1 +

d2 +
Pq r
i=1

(ki 1)2 +
Pr 1
i=1

(ki+1)2

(2.2)
The two sums at the denominator account for the interference due to the q   r
and r   1 transmitters located, respectively, on the right and on the left side of the
receiving node. The constraint on the achievable instantaneous rate is then given by
RCS  min
r
Rr: (2.3)
It is clear that the minimum over all Rr’s is represented by the rate associated to
the sub-chain in the middle of the linear topology (i.e., r = dq=2e), which indeed
experiences the higher interference.
Furthermore, the total number of slots needed to transfer the data originated by
all sensors to the sink is given by the sum of slots required by the two phases, i.e.,
SCS = k(k + 1)=2 + k(n  k) : (2.4)
The average rate is then given by RCS=SCS.
Finally, the energy consumption experienced by the generic i-th sensor, dur-
ing the two-phase procedure (i.e., SCS slots), can be easily derived by looking at
Fig. 2.2. Indeed, according to the Cooperative Sub-chains strategy, sensor i re-
ceives the data generated by all sensors on its left side (i  1 nodes) and retransmits
them, along with its own data. Thus, we can write:
ECS(i) = (i  1)PrT + iPtT; i = 1; : : : ; n: (2.5)
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2.3.1.2 Interlaced Chains (IC)
Again, we consider that the n sensors are grouped into q sub-chains of k adjacent
nodes each, with q as defined before. In the Interlace Chains strategy, the data
transmission to the sink is organized in k phases. Phase i only involves the i-th
nodes of each sub-chain: during the first slot of the phase, the i-th node in the
first sub-chain sends its data to the i-th node in the second sub-chain. Then, in the
next two consecutive slots, the i-th node in the second sub-chain sends the received
data, along its own data, to the i-th node in the next sub-chain, and so on. This
transmission scheme is repeated till the data originated at the i-th nodes of the q sub-
chains reach the sink. It is then repeated for i = 1; : : : ; k, until all data generated in
the network are delivered to the sink. An example of the Interlace Chains strategy
is depicted in Fig. 2.3, for n = 5 and k = 2 (q = 3).
Differently from the Cooperative Sub-chains strategy, nodes do not transmit si-
multaneously, thus transmissions do not interfere with each other. We observe that
the maximum distance covered by a transmission is kd, hence the minimum SNR
at the receivers is given by =(kd)2. It follows that the dominant constraint on the
achievable instantaneous rate is
RIC  (1=2) log2

1 +

(kd)2

: (2.6)
Also, note that in general n is not a multiple of k, and the last sub-chain may have
only k1  k nodes. Thus, k1 phases of this strategy involve q nodes (requiring
q(q+1)=2 slots each) and k2 = k k1 phases involve (q  1) nodes only (requiring
q(q   1)=2 slots each). We conclude that the number of slots needed to complete
the data transfer can be written as
SIC = k1q(q + 1)=2 + k2q(q   1)=2 : (2.7)
The average rate is given by RIC=SIC.
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By looking at Fig. 2.3, we note that any sensor i (i = 1; : : : ; k) belonging to
sub-chain r receives the data generated by the i-th sensors in the (r  1) sub-chains
on its left side and retransmits them, along with its own. It follows that the amount
of energy consumed under the Interlace Chains strategy by sensor i belonging to
sub-chain r is given by
EIC(i) = (r   1)PrT + rPtT; i 2 sub-chain r; r = 1; : : : ; q: (2.8)
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Figure 2.3: Interlaced Chains with n = 5, k = 2.
2.3.2 Conventional Schemes
2.3.2.1 Multi-hop (MH)
Multi-hop can be regarded as a special case of Cooperative Sub-chains when k = n,
and of Interlace Chains when k = 1. Thus, we derive the number of slots needed
to complete the data delivery under Multi-hop by replacing k with n in (2.4), i.e.,
SMH =
1
2
n(n+ 1), while the constraint on the instantaneous rate becomes: RMH 
(1=2) log2
 
1 + =d2

. The average rate is RMH=SMH, while EMH(i) = ECS(i) for
any node i.
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Figure 2.4: Multi-hop with n = 5.
2.3.2.2 Multiple Access (MAC)
In this case nodes do not act as relays, but they simultaneously transmit their data
directly to the sink within one time slot (SMAC = 1). Thus, using the result in [20]
and considering our constraint on the common sensor rate, both the instantaneous
and the average rates are given by:
RMAC  min
i;
i=1;:::;n
 1
i

log2

1 +
  
d2
 iX
j=1
1
(n  j + 1)2

(2.9)
The energy consumption is EMAC(i) = PtT for any node i.
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Figure 2.5: Multiple Access with n = 5.
50
2.4 Results
We compare the rate and power consumption performance of our proposed schemes,
Cooperative Sub-chains and Interlaced Chains, with two conventional traffic trans-
fer schemes, namely Multiple Access, and Multi-hop. For each scheme we obtain
the average achievable rate by dividing the achievable rate R by the total number of
slots S, and without loss of generality we assume that each slot duration is equal to
one second.
For our two proposed schemes, with n = 20, d = 20 m, we present the plots
of average achievable rate versus the number of nodes in each sub-chain, i.e., k,
for  = 20; 30 and 40 dB respectively. Fig. 2.6 depicts such plots for Cooperative
Sub-chains and Interlace Chains. As implied by the plots, for each scheme there is
one optimum amount of k, denoted by k, that maximizes the average achievable
rate. As an example, for  = 40 dB, the optimum k in Cooperative Sub-chains is
k = 2, while in Interlace Chains it is k = 5.
The plot of average achievable rate versus  for Multiple Access, Multi-hop,
Cooperative Sub-chains, and Interlace Chains is shown in Fig. 2.7 with n = 20, and
d = 20 m. For each scheme, the amounts are obtained for k = k. As we see in
the first plot in Fig. 2.7, for the amounts of  below 35 dB, Cooperative Sub-chains
outperforms the other schemes. The superiority of Cooperative Sub-chains over
Interlace Chains and Multi-hop is due to its smaller number of required time slots
(refer to the equations (2.4) and (2.7)). However, as the signal power increases, due
to the presence of interference in Cooperative Sub-chains, Multiple Access begins
to prevail.
We also compare the average energy consumption versus  in the bottom plot
of Fig. 2.7 (again the results are obtained for k = k). The amounts of Pt and
Pr are taken from a typical IEEE802.15.4 compliant wireless sensor with transmit
power consumption of Pt = 60 mW for 1 mW transmit power, and receive power
consumption of 69 mW reported in the device’s data sheet. Based on the above
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values, we can calculate Pt for any desired value of transmit power Ptx by using the
following equation
Pt = (60  1) mW+ Ptx = 59 mW+ Ptx (2.10)
As we observe, Multiple Access has the largest power consumption among the
schemes. Indeed, the total power consumption for Cooperative Sub-chains, Inter-
lace Chains, and Multi-hop is nearly the same for   35 dB. But as  increases, the
power consumption of Interlace Chains becomes even smaller, and makes Interlace
Chains as the candidate for the most power-efficient scheme.
The impact of inter-node distance d on the performance of the schemes is de-
picted in the following figures; In Figs. 2.8 and 2.9 the achievable rate and the av-
erage power consumption per bit are shown versus inter-node distance d for n = 20
and  = 20, and 40 dB respectively.
2.5 Concluding Remarks
In this chapter, we proposed two new simple schemes, namely Cooperative Sub-
chains, and Interlaced Chains, for sensor nodes traffic transfer in an almost linear
wireless sensor networks. The results of the simulations prove that with respect to
energy consumption and average achievable data rate, these schemes are superior
than other common techniques such as Multiple Access and Multi-hop, particularly
in lower amounts of signal to noise ratios.
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Figure 2.6: Achievable rate R versus k, in Cooperative Sub-chains (top), and Inter-
lace chains (bottom), with n = 20 nodes, and d = 20 m.
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Figure 2.7: Average achievable rate (top), and Average energy consumption per bit
(bottom), obtained for k = k, with n = 20 nodes, and d = 20 m.
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Chapter 3
Network Information Theory of
Linear Wireless Networks
Network information theory addresses basically the problem of reliable commu-
nication between multiplicity of source and destination nodes in a given wired or
wireless network. Determining the ultimate (achievable) rate of reliable commu-
nication in a multi-terminal wireless network faces with many challenges, as the
consequence of the coexistence of interference, cooperation, and feedback between
the nodes [20, 21]. In fact, given an arbitrary wireless network, the exact capacity,
i.e., the ultimate possible rate of information transfer is unknown in general, while
it is known for only few simple situations. Therefore, one often relies on lower and
upper bounds to understand the limits of communication efficiency. So far, one of
the most useful and versatile bounds is known asmax-flow min-cut theorem [20,49],
where in the cases in which the capacity of a network is known, it coincides with
the achievable rates [21].
In this chapter, we take an information-theoretic approach to address the prob-
lem of finding the cut-set upper bounds to the average achievable rate of traffic
transfer in linear wireless networks. Toward this end, first we construct a system
model for such networks by considering the practical constraints, in particular, the
half-duplex operation of network’s nodes. Next we try to obtain such bounds as
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the solutions to the max-flow min-cut bound problem applied to linear wireless net-
works consisting of few nodes.
As the number of communicating nodes in a network increases, say for example,
beyond five, the complexity of finding the exact solution to such problem prompts
us to rely on approximate solutions only, i.e., those bounds obtained to serve as
upper and lower bounds to the cut-set bounds. This will be covered in detail in
chapter 5. Thus, in this chapter, we focus only on computing the exact solution to
the max-flow min-cut bounds in wireless networks with linear topology and of very
few nodes, possessing full or half-duplex radios.
3.1 Introduction
One of the most fundamental questions that arises in the field of information theory
of wireless networks is [23]
How much information can be transferred over a wireless network with a mul-
tiplicity of nodes, and how should the nodes cooperate to achieve the maximum
information transfer?
Wireless networks possess two distinctive characteristics that do not exist in
point-to-point wireless communications and wired networks [21, 22], which are
 broadcast: wireless nodes communicate over the air and signals from any
one transmitter are heard by multiple nodes with possibly different signal
strengths.
 superposition: a wireless node receives signals from multiple simultaneously
transmitting nodes, with the received signals all superimposed on top of each
other.
These two features imply that one cannot distinguish an isolated (i.e. point-to-
point) link in wireless networks, and that the links interact in complex ways [22].
Although this could be beneficial in that the information is disseminated over the
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network among the users, however, it could have possibly an adverse effect by caus-
ing interference. Moreover, frequency and power are two scarce resources in wire-
less communication. In fact, once a frequency is dedicated to a wireless link, it
cannot be reused for other links in the networks. The scarcity of power is due to
the potential mobility of the wireless nodes, which prompts the nodes to be power-
limited. On the other hand, power attenuation due to path loss and channel vari-
ations poses even more challenges to communications in wireless environments.
Multi-hop communication in which an intended sender-receiver pair communicate
over multiple hops, is proved to be a promising solution to alleviate the impact of
large distance on the communication reliability [21].
Most of the results obtained so far in information theory of wireless network
in attempt to derive the corresponding capacity regions, are limited only to special
cases, which are, two-way channel, interference channel, multiple access channel,
broadcast channel, and relay channel. Finding the capacity of a communication
channel is important not only to know the limit of the communication, but also to
develop some kind of coding and transmission protocols to achieve this ultimate
communication limit [21].
As the first work on multiple user information theory, Shannon introduced the
two-way channel in his paper [24]. Although he did not present the capacity of
this channel in general, however in his work he developed the preliminaries of two
other important channel instances, namely, multiple access, and interference chan-
nels [21]. Later on, Ahlswede presented the multiple access channel, where several
sources communicate with a single destination [25]. Concurrent with Shannon and
Ahlswede, Cover introduced the broadcast channel, where a single source sends dif-
ferent pieces of information to several destinations [26]. In 1970, Van der Meulen
proposed the concept of relay channel [27] for a network consisting of three nodes,
namely, a source node, a node called relay, and a destination node. Furthermore,
Cover worked also on the rely channel, and obtained some fundamental results on
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the capacity of relay channel [28]. These pioneering works were the first efforts in
finding the channel capacities corresponding to some simple but important cases,
although deriving the general expressions for the capacity of even simple networks
is still an open problem in information theory.
Due to the complications in determining the capacity of different communi-
cation channels, capacity results are only known for few channel instances under
special constraints. In most of the cases where the capacity results are known, they
comply with the cut-set bound on the achievable rates in a network. The bounds
are obtained based on max-flow min-cut theorem, i.e., the rate of information flow
across any boundary is less than or at most equal to the conditional mutual informa-
tion between the inputs on one side of the boundary (senders’ side) and the output
on the other side (receivers’ side) given the inputs on the receiver’s side [21].
However, cut-set bounds do not always coincide with the derived upper bounds
on the capacity, since in some situations, the former are found to be looser than
the latter. This is the case for example in the general broadcast channel, where
either the cut-set (outer) bounds are not sufficiently tight or the capacity region is
not sufficiently large [21].
3.2 Multi-state Networks
In most applications of wireless sensor networks, due to the limitations on hardware
and power resources, the nodes’ radios are restricted to operate in half-duplex (HD)
mode when the same frequency is used for transmission and reception. This im-
plies that the sensor nodes cannot transmit and receive simultaneously. Thus, it is
expected that the achievable rates in such network to be lower as compared to those
in the network equipped with full-duplex (FD) nodes where simultaneous transmit
and receive is allowed. This practical constraint prompts the sensor nodes to serve
as either a sender or a receiver at any given time, which in turn causes the network
to operate in more than just one state (mode). In other words, the network will have
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a multi-state characteristics as stated in [29]:
In multi-state operation, each state in the network corresponds to the valid par-
titioning of the nodes into two disjoint subsets of sender and receiver nodes such
that there is no node in the sender nodes set which is going to communicate with
another node in that subset.
A network comprising of all full-duplex nodes has only one state of operation.
In [29], the authors have addressed the problem of deriving the upper and lower
bounds on the achievable rate of information transfer corresponding to the cases
where the network has a finite number of states. Firstly, they obtain a single cut
bound applicable to any arbitrary cut in the network that provides a bound on the
sum of information flow form one side of the cut to the other site. As the second at-
tempt, a more general bound is derived through repeated application of the already
proposed single cut bound over multiple cuts. They have used this bound, in par-
ticular, to obtain an upper bound for a single flow between any arbitrary two nodes
located multiple hops away from each other. Finally, they have presented a gen-
eral approach in deriving an achievable rate for a single flow across the multi-state
network. In their approach, they have shown that the derived bounds coincide with
the known cut-set bound when the network has just one state. They have concluded
that by considering the number of network states to be finite, the bounds hold for
the network with the mentioned practical constraint if the number of nodes in the
network is also finite.
3.3 System model
We consider a wireless network with linear topology composed of n + 1 nodes
including the destination, each denoted by i; i = 1; : : : ; n + 1, as depicted in
Fig. 5.1. Without loss of generality, we let node 1 be the node at the left end of
the topology, while the destination is located at the right end and is denoted by
n+1. For simplicity, we assume that the nodes are equally spaced along the path
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and denote by d the inter-node distance, which we refer to as the one-hop distance.
It follows that the network has length D = nd meters, or, equivalently, it includes
n-hops.
. . .
n 1 n n+121
d
Figure 3.1: Network topology.
Node i; i = 1; : : : ; n generates messages at rate Ri, and it can decode and
forward other nodes’ messages. We consider an additive white Gaussian noise
(AWGN) channel, and assume that all nodes transmit with power P while the noise
power spectral density at each receiver is N0. We then write the SNR measured at
distance d from a transmitting node as
 =
PGtGr
N0B
 
4
2
d 2 (3.1)
where Gt; Gr are, respectively, the transmit and receive antenna gains,  is the car-
rier wavelength, andB denotes the communication bandwidth common to all nodes.
Given the aforementioned scenario, we are interested in deriving a bound to the
maximum achievable rate R, in both the FD and the HD case. FD nodes have the
ability to transmit and receive simultaneously over the same frequency band; we
denote the corresponding operational state by tr. HD nodes, instead, cannot do both
tasks simultaneously, i.e., at a given time instant, they can either transmit (t) or
receive (r). Under certain circumstances, an FD node may also operate in HD mode
for a fraction of time, hence it may be in any of the states t, r and tr. However, for
FD nodes, state t can be included in state tr since reception does not increase the
interference level at other nodes and it does not decrease the system capacity either.
Note also that a sleep state, denoted by s, could be considered, in which the nodes
neither transmit nor receive but they just save energy. In conclusion, we can limit
our attention to states r and tr for FD nodes, and to r and t for HD nodes.
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Since any network node can operate in two states, while the destination node
n+1 always receives, the number of possible states the network can take is M =
2n. We denote the m-th network state (m = 1; : : : ;M ) by m = [1m; : : : ; nm]
where im is the state of node i when the network is in state m, that is, im 2
fr; trg if i is an FD node, and im 2 fs; r; tg if i is an HD node. Also, the time
fractions the network spends in the possible states are represented by the vector
t = [t1; : : : ; tM ]
T, with 0  tm  1 and such that
PM
m=1 tm = 1.
3.4 Cut-set bounds
The cut-set bound is an upper-bound to the achievable data rate of a wireless net-
work of generic topology where nodes exchange messages among each other. As
mentioned, in our case the network is composed of n wireless nodes and a destina-
tion node (see Fig. 5.1). We define the set of network nodes as T = f1; : : : ; n+1g
and, as introduced in Section 3.3, we assume that node i; i = 1; : : : ; n, generates
a messageWi, to be transferred to the destination. The messagesWi’s are assumed
to be mutually independent.
We denote by xi and yi the random variables representing the signals, respec-
tively, transmitted (channel inputs) and received (channel outputs), by node i,
i = 1; : : : ; n + 1. Moreover, since we assume that the destination node (i.e., node
n+1) is always in receive state r, we set xn+1 = 0. The transmitted signals xi’s
are assumed to have zero mean, unit variance and joint distribution px1;:::;xn . The
destination node, on the base of the received signal yn+1, derives estimates cWi of
the messagesWi, i = 1; : : : ; n.
In order to compute the cut-set bound, one should consider all possible parti-
tions, hereinafter called cuts, of the network nodes T into two non overlapping sets,
S and Sc = T n S . The former includes some of the nodes generating messages,
while the latter contains the destinations of those messages (for which they compute
an estimate). Note that, beside the sources and destinations of a set of tagged mes-
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sages, S and Sc can include other nodes as well. In our network scenario, message
estimates are derived only at the destination node, thus a valid cut is such that Sc
contains at least node n+1.
Let us now consider a generic cut S. We denote by
 M(S) the set of messages transmitted by nodes in the cut S,
 RM(S) the sum of the rates of the messages inM(S),
 xS = fxkjk 2 Sg the set of channel inputs contained in S,
 xSc = fxkjk 2 Scg the set of channel inputs contained in Sc, and by
 ySc = fykjk 2 Scg the set of channel outputs contained in Sc.
 zSc = fzkjk 2 Scg the set of AWGN noise terms at the receiving nodes in
Sc.
By [30, Chapter 10.2], the rate RM(S) can be written as RM(S) =
P
i2S Ri, where
Ri is the rate of message Wi. Then, the cut-set bound to the sum of the rates Ri is
given by X
i2S
Ri  I(xS ;ySc jxSc) (3.2)
and the network capacity region is
C 
[
px1;:::;xn
\
S2

n
R1; : : : ; Rnj
X
i2S
Ri  I(xS ;ySc jxSc)
o
(3.3)
where 
 = fSjS  T ;S 6= ;g is the set of network cuts, whose cardinality is
j
j = 2n   1. The term I(xS ;ySc jxSc) denotes the mutual information1 between
the random variables xS and ySc , given xSc and a joint distribution px1;:::;xn .
We recall the the mutual information I(X;Y jZ) between two random variables
X and Y , given the random variable Z, can be written as I(X;Y jZ) = H(Y jZ) 
1The mutual information of two random variables measures the mutual dependence of the two
variables [20].
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H(Y jX;Z), withH(Y jZ) = H(Y; Z) H(Z) being the differential entropy of the
random variable Y given Z. Thus we have
I
 
xS ;ySc jxSc

= H
 
ySc jxSc
 H ySc jxSxSc
= H
 
yScxSc
 H xSc H zSc (3.4)
In order to compute the entropies in (3.4), let YSc and XSc denote two row vec-
tors with elements drawn from all (ordered) members of ySc and xSc respectively.
In other words, we have YSc =

yi

i2Sc , and XSc =

xi

i2Scnfn+1g. Sim-
ilarly, let X =

xi

i2T nfn+1g, and define the vector Y =
h
YSc --
-
XSc
iT
, and
Z =
h
ZSc --
-
01(jScj 1)
iT
with ZSc =

zi

i2Sc , and 01(jScj 1), a row vector con-
taining jScj   1 zeros.
The equation that relates the aforementioned vectors is
Y = QXT + Z (3.5)
where the elements of matrixQ(2jScj 1)(jT j 1) are the corresponding channel gains
whenever the receiving node j 2 Sc is within the transmission range of the sending
node i 2 S, and zero otherwise.
According to (3.5), and by assuming the elements of Y to be jointly Gaussian
random variables, the entropies in (3.4) are computed as [20]
H
 
yScxSc

= (1=2) log2

(2e)2jScj 1 det
 
Y

(3.6a)
H
 
xSc

= (1=2) log2

(2e)jScj 1 det
 
XSc

(3.6b)
H
 
zSc

= (1=2) log2

(2e)jScj det
 
ZSc

(3.6c)
where Y = QXQT + Z denotes the covariance matrix of Y, and X, Z,
XSc and ZSc are, respectively, the covariance matrices ofX, Z,XSc , and ZSc .
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3.4.1 Cut-set bound in multi-state networks
Applying the cut-set bound defined previously by (5.6) to the networks where the
nodes operate under the assumption of half-duplexity will result to bounds that are
not sufficiently tight. In [29] a multi-state max-flow min-cut theorem for multi-
terminal networks with possible multiple states has been derived, and is shown to
reduce to the well-known max-flow min-cut theorem [20] when applied to single-
state networks. They have shown that if the network has multiple states, the new
theorem provides a tighter upper bound than the bound in [20].
Theorem 3.4.1 (Single cut cut-set bound in multi-state networks) In a general net-
work with a finite number of states,M , the maximum sum rate of achievable infor-
mation rates Ri across the cut-set S  T , and for any sequence of network states
m
	M
m=1
, is bounded by [29]
X
i2S
Ri  sup
tm
X
m
tmI

xS ;yScjxSc ;m

(3.7)
where the supremum is over all tm  0 subject to
P
m tm = 1.
Proof The proof can be found in [29].
Theorem 3.4.2 (Max-flow min-cut bound in multi-state networks) Consider a gen-
eral network with a finite number of states,M . The sum rate of information transfer
from an arbitrary set S1 (sender nodes) to an arbitrary disjoint set S2 (receiver
nodes), where S1;S2  T and for any sequence of network states

m
	M
m=1
, is
bounded by [29]
X
i2S1
Ri  sup
tm
min
S
X
m
tmI

xS ;ySc jxSc ;m

(3.8)
when the minimization is taken over all set S  T subject to S\S1 = S1;S\S2 = ;
and the supremum is over all (non-negative) tm subject to
PM
m=1 tm = 1.
Proof The proof is given in [29].
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3.5 Cut-set bounds in linear wireless networks
In this section, we provide some examples in computing the cut-set bounds to the
achievable rate of data transfer in linear wireless networks. We consider two dif-
ferent cases, one is the case where the network nodes are equipped with full-duplex
transceivers, while the other is the case in which the network consists of nodes that
can operate in half-duplex mode only. The former operates in only one state, while
the latter might operate in several but finite states. We compute the exact bounds
to the information flow across such networks based on the numerical solutions of
max-flow min-cut problem applied to the network under study.
3.5.1 Network with full-duplex nodes
Refer to the generic linear network depicted in Fig. 5.1, and let us assume initially
that the nodes are equipped with full-duplex radios, and that there is no limit on the
transmission range. This latter assumption implies that the signal transmitted by
the generic node i; i = 1; : : : ; n is received (and decoded) by any other node in
the network including the destination. Such network is illustrated in Fig. 3.2 with
n = 3 nodes and a destination.
1 2 3 4
Figure 3.2: An example of a linear network with n = 3 full-duplex nodes and a
destination. The communication links are depicted by arrows.
Let us denote by xi and yi, respectively, the signals transmitted from, and re-
ceived by the node i; i = 1; : : : ; n+1. Hence, for the case of our network example,
we have
yi =
p

X
k=1;:::;n
k 6=i
xk
ji  kj + zi (3.9)
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with zi to be the additive white Gaussian noise, and xn+1 = 0.
In a network with n = 3 full-duplex nodes and a destination, and according
to (3.9), the received signals are
y1 =
p

 
x2 +
x2
2

+ z1
y2 =
p

 
x1 + x3

+ z2
y3 =
p

 x1
2
+ x2

+ z3
y4 =
p

 x1
3
+
x2
2
+ x3

+ z4 (3.10)
The cuts and their corresponding cut-set bounds defined by the mutual informations,
I(xS ;ySc jxSc), are
cut, Ck S Sc RM(S) =
P
i2S Ri I(xS ;ySc jxSc)
C1 f1g f2; 3; 4g R1 I(x1; y2y3y4jx2x3)
C2 f2g f1; 3; 4g R2 I(x2; y1y3y4jx1x3)
C3 f3g f1; 2; 4g R3 I(x3; y1y2y4jx1x2)
C4 f1; 2g f3; 4g R1 +R2 I(x1x2; y3y4jx3)
C5 f1; 3g f2; 4g R1 +R3 I(x1x3; y2y4jx2)
C6 f2; 3g f1; 4g R2 +R3 I(x2x3; y1y4jx1)
C7 f1; 2; 3g f4g R1 +R2 +R3 I(x1x2x3; y4)
Table 3.1: Cuts and their corresponding sum rates and cut-set bounds in a network
of n = 3 full-duplex nodes and a destination.
Regarding (3.4), I(x1; y2y3y4jx2x3) is written, for example, as
I(x1; y2y3y4jx2x3) = H(y2y3y4x2x3) H(x2x3) H(z2z3z4) (3.11)
We use (3.6a) – (3.6c) to compute the entropies in the above equation. First, we
68
note that according to (3.5) we have
266666666664
y2
y3
y4
x2
x3
377777777775
=
p

266666666664
1 0 1
1=2 1 0
1=3 1=2 1
0 1 0
0 0 1
377777777775
266664
x1
x2
x3
377775+
266666666664
z2
z3
z4
0
0
377777777775
(3.12)
Hence, by assuming that xis are unit-variance and independent, the entropies
are obtained for  = 20 dB as
H(x1y2y3y4) = 7:542
H(x2x3) = 2:837
H(z2z3z4) = 4:256
which result in I(x1; y2y3y4jx2x3) = 7:065 bits, and is the cut-set bound corre-
sponding to the cut C1. The computation of other mutual informations are similar
and straightforward, and the results are given in Table 3.2. As we observe in Ta-
max
p(x1;:::;xn)
I(xS ;ySc jxSc); Max-flow min-cut bound;
 [dB] C1 C2 C3 C4 C5 C6 C7 min
Ck
max
p(x1;:::;xn)
I(xS ;ySc jxSc)
20 7:065 7:315 7:315 5:025 6:636 6:641 3:879 3:879
Table 3.2: Solution to the cut-set bounds and the resulted max-flow min-cut bound,
referred to the network of n = 3 full-duplex nodes shown in Fig. 3.2.
ble 3.2, the cut-set bound corresponding to the last cut, C7, gives the max-flow
min-cut bound in this case.
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3.5.1.1 One-hop, Full-duplex
Consider again the network in Fig. 3.2, and assume that we pose a constraint on the
nodes’ communication range, i.e., we restrict it to be within the one-hop distance.
Such a network is shown in Fig. 3.3.
1 2 3 4
Figure 3.3: A linear network with n = 3 full-duplex nodes and a destination. The
communications are restricted to one-hop links only.
The received signals in this case are
y1 =
p
x2 + z2
y2 =
p
(x1 + x3) + z2
y3 =
p
x2 + z3
y4 =
p
x3 + z4 (3.13)
The cut-set bounds are given through the mutual informations in Table 3.3.
cut, Ck S Sc RM(S) =
P
i2S Ri I(xS ;ySc jxSc)
C1 f1g f2; 3; 4g R1 I(x1; y2jx2x3)
C2 f2g f1; 3; 4g R2 I(x2; y1y3jx1x3)
C3 f3g f1; 2; 4g R3 I(x3; y2y4jx1x2)
C4 f1; 2g f3; 4g R1 +R2 I(x2; y3jx3)
C5 f1; 3g f2; 4g R1 +R3 I(x1x3; y2y4jx2)
C6 f2; 3g f1; 4g R2 +R3 I(x2x3; y1y4jx1)
C7 f1; 2; 3g f4g R1 +R2 +R3 I(x3; y4)
Table 3.3: Cuts and their corresponding sum rates and cut-set bounds in a network
of n = 3 full-duplex nodes and a destination shown in Fig. 3.3.
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We assume the nodes’ signals to be independent. Thus, we get
I(x1; y2jx2x3) = I(x1; y2) = (1=2) log2(1 + )
I(x2; y1y3jx1x3) = I(x2; y1y3) = (1=2) log2(1 + 2)
I(x3; y2y4jx1x2) = I(x3; y2y4) = (1=2) log2(1 + 2)
I(x2; y3jx3) = I(x2; y3) = (1=2) log2(1 + )
I(x1x3; y2y4jx2) = I(x1; y2) + I(x3; y4) = log2(1 + )
I(x2x3; y1y4jx1) = I(x2; y1) + I(x3; y4) = log2(1 + )
I(x3; y4) = (1=2) log2(1 + )
For instance, I(x2; y1y3) = H(y1y3)   H(z2z3) is computed as follows. By
writing the received signals y1 =
p
x2 + z1 and y3 =
p
x2 + z3 in matrix form,
we obtain
Y =
264 y1
y3
375 =
264 pp

375x2 +
264 z1
z3
375 = Qx2 + Z:
According to (3.6a) and (3.6c)
I(x2; y1y3) = (1=2) log2
 
(2e)2det(Y)
  (1=2) log2  (2e)2det(Z)
where
Y = Qx2Q
T +Z =
264 pp

375 p p +
264 1 0
0 1
375 :
and, we get finally I(x2; y1y3) = (1=2) log2(1 + 2).
By computing the cut-set bounds corresponding to the the other cuts, the results
are given in the Table 3.4.
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max
p(x1;:::;xn)
I(xS ;ySc jxSc); Max-flow min-cut bound;
 [dB] C1 C2 C3 C4 C5 C6 C7 min
Ck
max
p(x1;:::;xn)
I(xS ;ySc jxSc)
20 3:329 3:825 3:825 3:329 7:651 7:651 3:329 3:329
Table 3.4: Solution to the cut-set bounds and the resulted max-flow min-cut bound,
referred to the network of n = 3 full-duplex nodes shown in Fig. 3.3.
3.5.1.2 One-hop, Full-duplex, Unidirectional traffic flow
Now let us assume the information flow to be unidirectional, i.e., from the lower-
indexed nodes towards those with higher indexes as depicted in Fig. 3.4. Thus, the
received signals become
y2 =
p
x1 + z2
y3 =
p
x2 + z3
y4 =
p
x3 + z4
(3.14)
1 2 3 4
Figure 3.4: A linear network with n = 3 full-duplex nodes and a destination. The
communications are restricted to one-hop unidirectional links only.
With respect to (3.14), the cut-set bounds are obtained to be as follows.
cut, Ck I(xS ;ySc jxSc)
C1 I(x1; y2jx2x3)
C2 I(x2; y3jx1x3)
C3 I(x3; y4jx1x2)
C4 I(x2; y3jx3)
C5 I(x1x3; y2y4jx2)
C6 I(x3; y4jx1)
C7 I(x3; y4)
Table 3.5: Cuts and their corresponding cut-set bounds in a network of n = 3 full-
duplex nodes and a destination, referred to the network shown in Fig. 3.4.
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Upon assuming the independence of the transmitted signals, xi; i = 1; : : : ; 3,
we expand the expressions of mutual information according to (3.4) to get
I(x1; y2jx2x3) = I(x1; y2) = H(y2) H(z2) = (1=2) log2(1 + )
I(x2; y3jx1x3) = I(x2; y3) = (1=2) log2(1 + )
I(x3; y4jx1x2) = I(x3; y4) = (1=2) log2(1 + )
I(x2; y3jx3) = I(x2; y3) = (1=2) log2(1 + )
I(x1x3; y2y4jx2) = I(x1; y2) + I(x3; y4) = log2(1 + )
I(x3; y4jx1) = I(x3; y4) = (1=2) log2(1 + )
The cut-set bounds and the resulted max-flow min-cut bound are given in Table 3.6.
max
p(x1;:::;xn)
I(xS ;ySc jxSc); Max-flow min-cut bound;
 [dB] C1 C2 C3 C4 C5 C6 C7 min
Ck
max
p(x1;:::;xn)
I(xS ;ySc jxSc)
20 3:329 3:329 3:329 3:329 6:658 3:329 3:329 3:329
Table 3.6: Solution to the cut-set bounds and the resulted max-flow min-cut bound,
referred to the network of n = 3 full-duplex nodes shown in Fig. 3.4.
As we observe, the cut-set bound corresponding to the last cut, C7, contributes as
the max-flow min-cut bound in all three instances of the linear network with n = 3
full-duplex nodes.
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3.5.2 Network with half-duplex nodes
Now we turn to the the linear wireless networks comprising of half-duplex nodes,
and we study the problem of finding the max-flowmin-cut bound to the rate of traffic
transfer assuming that the network has only a few number of nodes. Toward this
end, first, we consider networks whose nodes’ communication range is restricted to
one-hop distance only. This means that each node can communicate with the node
that is located either behind or after it. Next, we let the communication range to be
extended to the two hops, implying that the signal transmitted from each node in the
network can be received and decoded by the nodes that are located at most within
two-hop distance, 2d. To summarize, in the both cases of one-hop and two-hop
scenarios, our basic assumptions are
 the nodes are equipped with half-duplex radios,
 the information flow is unidirectional,
 the nodes generate traffic at the same rate R, i.e., Ri = R. In other words, the
nodes need to transfer their generated traffic at the same average rate, R.
3.5.3 Half-duplex nodes, One-hop communication
3.5.3.1 Three nodes, one destination (n = 3)
Consider a linear wireless network consisting of n = 3 half-duplex nodes and a
destination. Since the nodes’ transceivers are assumed to be half-duplex radios,
the network might operate in some finite number of states. Let us appoint initially
three states to such network, namely, 1; :::;3, along with their corresponding time
fractions t = [t1; :::; t3], where
P
i ti = 1, as defined earlier in section 3.3. The node
and network states are listed in Table 3.7, and Fig. 3.5 depicts such network and its
three operational states.
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2 3 41
2:
1:
3:
Figure 3.5: A network of n = 3 half-duplex nodes and a destination. The commu-
nication range is restricted to one-hop distance, and the information flow is unidi-
rectional. The network operates inM = 3 states, namely, 1, 2, and 3.
m 1m 2m 3m
1 t r t
2 s t r
3 s s t
Table 3.7: Node and network states in a network of n = 3 nodes.
The received signals referred to each network state are
1 : y2 =
p
x1 + z2
y4 =
p
x3 + z4
2 : y3 =
p
x2 + z3
3 : y4 =
p
x3 + z4:
Since there are three nodes and one destination in the network, there exist 23 1 = 7
cuts, namely, C1; : : : ; C7 as defined in Table 3.8. Furthermore, the cut-set bounds,
I(xS ;ySc jxSc ;m), corresponding to each network state, i, are given in Table 3.9.
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cut, Ck S Sc
C1 f1g f2; 3; 4g
C2 f2g f1; 3; 4g
C3 f3g f1; 2; 4g
C4 f1; 2g f3; 4g
C5 f1; 3g f2; 4g
C6 f2; 3g f1; 4g
C7 f1; 2; 3g f4g
Table 3.8: Cuts in a network of n = 3 half-duplex nodes and a destination, referred
to the netowrk shown in Fig. 3.5.
cut, Ck
P
i2S
Ri I(xS ;ySc jxSc ;1) I(xS ;yScjxSc ;2) I(xS ;ySc jxSc ;3)
C1 R I(x1; y2jx3) 0 0
C2 R 0 I(x2; y3) 0
C3 R I(x3; y4jx1) 0 I(x3; y4)
C4 2R 0 I(x2; y3) 0
C5 2R I(x1x3; y2y4) 0 I(x3; y4)
C6 2R I(x3; y4jx1) 0 I(x3; y4)
C7 3R I(x3; y4) 0 I(x3; y4)
Table 3.9: Cuts, sum rates, and cut-set bounds in a network of n = 3 half-duplex
nodes and a destination shown in Fig. 3.5.
Because of the statistical independence of x1 and x3 we have
I(x1; y2jx3) = I(x1; y2) = (1=2) log2(1 + )
I(x3; y4jx1) = I(x3; y4) = (1=2) log2(1 + )
I(x1x3; y2y4) = I(x1; y2) + I(x3; y4) = log2(1 + )
I(x3; y4jx1) = I(x3; y4) = (1=2) log2(1 + ) (3.15)
Let us define the link capacity regarding one-hop distance, d as
C = (1=2) log2(1 + ) (3.16)
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cut, Ck
P
i2S
Ri I(xS ;ySc jxSc ;1) I(xS ;yScjxSc ;2) I(xS ;ySc jxSc ;3)
C1 R C 0 0
C2 R 0 C 0
C3 R C 0 C
C4 2R 0 C 0
C5 2R 2C 0 C
C6 2R C 0 C
C7 3R C 0 C
Table 3.10: Cuts, sum rates, and cut-set bounds in a network of n = 3 half-duplex
nodes and a destination shown in Fig. 3.5. C = (1=2) log2(1 + ).
Thus, according to (3.8), the max-flow min-cut bound to the rate R is
R  C max
tm;
s:t:
P
tm=1
min

t1; t2; t1 + t3;
t2
2
; t1 +
t3
2
;
t1 + t3
2
;
t1 + t3
3

= C max
tm;P
tm=1
min

t1;
t2
2
;
t1 + t3
3

= C=5
with t1 = 1=5, t2 = 2=5, and t3 = 2=5.
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Now let us consider the same network of n = 3 half-duplex nodes as appeared
in Fig. 3.5, but this time we integrate the first and the third states into one. The new
network is depicted in Fig. 3.6.
2 3 41
2:
1:
Figure 3.6: A network of n = 3 half-duplex nodes and a destination. It operates in
M = 2 states.
Following the same procedure in computing the cut-set bounds corresponding the
the cuts we have
cut, Ck
P
i2S
Ri I(xS ;ySc jxSc ;1) I(xS ;ySc jxSc ;2)
C1 R C 0
C2 R 0 C
C3 R C 0
C4 2R 0 C
C5 2R 2C 0
C6 2R C 0
C7 3R C 0
Table 3.11: Cuts, sum rates, and cut-set bounds in a network of n = 3 half-duplex
nodes and a destination shown in Fig. 3.6, where C = (1=2) log2(1 + ).
According to (3.8), the max-flow min-cut bound to the rate R is
R  C max
tm;
s:t:
P
tm=1
min

t1; t2; t1;
t2
2
; t1;
t1
2
;
t1
3

= C max
tm;P
tm=1
min

t2
2
;
t1
3

= C=5
with t1 = 3=5, and t2 = 2=5.
This example reveals that in a network of n = 3 half-duplex nodes and a destination,
where the communication range is restricted to one-hop distance and the informa-
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tion flow is unidirectional, the nodes’ traffic is actually transferred to the destination
in just two states.
3.5.3.2 Four nodes, one destination (n = 4)
Consider a linear wireless network of n = 4 half-duplex nodes and one destination.
According to the results obtained previously in the case of n = 3 nodes, a four-
node network requires just two states to transfer the nodes’ traffic to the destination
as shown in Fig. 3.7.
2 3 41
2:
1:
5
Figure 3.7: A network of n = 4 half-duplex nodes and a destination. It operates in
M = 2 states, namely, 1, 2.
The two network states, 1;2 are given in Table 3.12.
m 1m 2m 3m 4m
1 t r t r
2 s t r t
Table 3.12: Node and network states in a network of n = 4 half-duplex nodes.
In the following, we obtain the bound on the rate of traffic transfer, R, of such
network. First we note that there exist 24   1 = 15 cuts as defined in Table 3.13.
Table 3.14 gives the cut-set bounds and the sum rates. Denoting by C as the capacity
of a one-hop link and defined as C = (1=2) log2(1 + ), the resulted cut-set bounds
corresponding to each network state are reported in Table 3.15.
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cut, Ck S Sc
C1 f1g f2; 3; 4; 5g
C2 f2g f1; 3; 4; 5g
C3 f3g f1; 2; 4; 5g
C4 f4g f1; 2; 3; 5g
C5 f1; 2g f3; 4; 5g
C6 f1; 3g f2; 4; 5g
C7 f1; 4g f2; 3; 5g
C8 f2; 3g f1; 4; 5g
C9 f2; 4g f1; 3; 5g
C10 f3; 4g f1; 2; 5g
C11 f1; 2; 3g f4; 5g
C12 f1; 2; 4g f3; 5g
C13 f1; 3; 4g f2; 5g
C14 f2; 3; 4g f1; 5g
C15 f1; 2; 3; 4g f5g
Table 3.13: Cuts in the network of n = 4 half-duplex nodes and a destination.
Upon solving the max-flow min-cut bound problem according to (3.8), we obtain
R  C max
tm;
s:t:
P
tm=1
min

t1; t2; t1; t2;
t2
2
; t1;
t1 + t2
2
;
t1
2
;
t2;
t2
2
;
t1
3
;
2t2
3
;
t1 + t2
3
;
t2
3
;
t2
4

= C max
tm;
s:t:
P
tm=1
min

t1
3
;
t2
4

= C=7
(3.17)
with t =

t1; t2

=

3=7; 4=7

.
The results show that the cut-set bounds referred to the last cuts C14 and C15 con-
tribute in the derivation of max-flow min-cut bound.
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cut, Ck
P
i2S
Ri I(xS ;ySc jxSc ;1) I(xS ;ySc jxSc ;2)
C1 R I(x1; y2jx3) 0
C2 R 0 I(x2; y3jx4)
C3 R I(x3; y4jx1) 0
C4 R 0 I(x4; y5jx2)
C5 2R 0 I(x2; y3jx4)
C6 2R I(x1x3; y2y4) 0
C7 2R I(x3; y4jx1) 0
C8 2R I(x1; y2jx3) I(x4; y5jx2)
C9 2R 0 I(x2x4; y3y5)
C10 2R 0 I(x4; y5jx2)
C11 3R I(x3; y4) 0
C12 3R 0 I(x2x4; y3y5)
C13 3R I(x1; y2) I(x4; y5)
C14 3R 0 I(x4; y5)
C15 4R 0 I(x4; y5)
Table 3.14: Cuts, sum rates, and cut-set bounds in the network of n = 4 half-duplex
nodes and a destination.
cut, Ck
P
i2S
Ri I(xS ;ySc jxSc ;1) I(xS ;ySc jxSc ;2)
C1 R C 0
C2 R 0 C
C3 R C 0
C4 R 0 C
C5 2R 0 C
C6 2R 2C 0
C7 2R C 0
C8 2R C C
C9 2R 0 2C
C10 2R 0 C
C11 3R C 0
C12 3R 0 2C
C13 3R C C
C14 3R 0 C
C15 4R 0 C
Table 3.15: Cuts, sum rates, and cut-set bounds in the network of n = 4 half-duplex
nodes and a destination. C = (1=2) log2(1 + ) denotes the one-hop link capacity.
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3.5.4 Half-duplex nodes, Two-hop communication
We allow the communication range to be extended to two-hop interval, 2d, implying
that the signal transmitted by any node in the network can be received and decoded
by the nodes located within, at most, the two-hop distance from the originating
node. Again, we examine the upper bound to the rate of traffic transfer in linear
wireless networks consisting of only few nodes, say for example n = 2; 3; 4, and
under such condition.
3.5.4.1 Two nodes, one destination (n = 2)
Consider a linear network of n = 2 half-duplex nodes and a destination, and sup-
pose initially that we appoint three operating states to this network. Fig. 3.8 depicts
this network along with its states.
1 2
1:
2:
3:
3
Figure 3.8: A network of n = 2 half-duplex nodes and a destination. The com-
munication range is limited to two-hop distance. The network operates in M = 3
states.
The node and network states are listed in Table 3.16.
m 1m 2m
1 t r
2 s t
3 t t
Table 3.16: Network and nodes’ states appointed initially for a network of n = 2
nodes and a destination.
The cuts and their corresponding sum rates and cut-set bounds are mentioned re-
spectively, in Tables 3.17 and 3.18.
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cut, Ck S Sc
C1 f1g f2; 3g
C2 f2g f1; 3g
C3 f1; 2g f3g
Table 3.17: Cuts in a network of n = 2 half-duplex nodes and a destination.
cut, Ck
P
i2S
Ri I(xS ;ySc jxSc ;1) I(xS ;yScjxSc ;2) I(xS ;ySc jxSc ;3)
C1 R I(x1; y2y3) 0 I(x1; y3jx2)
C2 R 0 I(x2; y3) I(x2; y3jx1)
C3 2R I(x1; y3) I(x2; y3) I(x1x2; y3)
Table 3.18: Cuts, sum rates, and cut-set bounds in a network of n = 2 nodes and a
destination, referred to the network shown in Fig. 3.8.
Under such situation, the received signals are
1 : y2 =
p
x1 + z2
y3 =
1
2
p
x1 + z3
2 : y3 =
p
x2 + z3
3 : y3 =
p

 
1
2
x1 + x2

+ z3
Let us compute, for example, the cut-set bound given through the mutual informa-
tion I(x1x2; y3) in Table 3.18, which is referred to the cut C3 in the third state 3,
as follows
I(x1x2; y3) = H(y3) H(y3jx1x2)
= H(y3) H(z3)
According to the received signal y3 in state 3,
y3 =

1
2
p

p

264 x1
x2
375+ z3
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Regarding (3.6a), H(y3) = 12 log2
 
2e det(y3)

where
ym =

1
2
p

p

264 1 0
0 1
375
264 12pp

375+ 1 = 1 + 5
4

by assuming that x1 and x2 are independent, and z3 = 1. Thus
H(y3) =
1
2
log2
 
2e(1 +
5
4
)

H(z3) =
1
2
log2(2e)
and we get
I(x1x2; y3) =
1
2
log2
 
1 +
5
4


:= C1
Similarly, other mutual informations are computed to be
I(x1; y2y3) =
1
2
log2
 
1 + 5
4


I(x2; y3jx1) = I(x2; y3) = 12 log2
 
1 + 

:= C2
I(x1; y3jx2) = I(x1; y3) = 12 log2
 
1 + 1
4


:= C3
We substitute the these values into Table 3.18, an get
cut, Ck
P
i2S
Ri I(xS ;ySc jxSc ;1) I(xS ;yScjxSc ;2) I(xS ;ySc jxSc ;3)
C1 R C1 0 C3
C2 R 0 C2 C2
C3 2R C3 C2 C1
Table 3.19: Cuts, sum rates, and cut-set bounds in a network of n = 2 nodes and a
destination.
The max-flow min-cut bound is obtained according to (3.8) as
R  max
tm;
s:t:
P
tm=1
min

C1t1 + C3t3; C2(t2 + t3); 1
2
(C3t1 + C2t2 + C1t3)

and the solution is
The results suggest that the network operates actually in just two states, one is
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 [dB] t1 t2 t3
 10 0:884 0 0:115
10 0 0 1
30 0:162 0 0:837
Table 3.20: Time fractions of network states, referred to a network of n = 2 half-
duplex nodes.
max
t
P
m tmI(xS ;ySc jxSc ;m); Max-flow min-cut bound;
 [dB] C1 C2 C3 min
Ck
P
m tmI(xS ;ySc jxSc ;m)
 10 0:077 0:008 0:008 0:008
10 0:903 1:729 0:848 0:848
30 4:174 4:174 8:91 4:174
Table 3.21: Cut-set bounds and the resulted max-flow min-cut bound in a network
of n = 2 half-duplex nodes and a destination.
1 and the other is 3, since the time fraction t2 corresponding to the second state
2 is always obtained to be equal to zero. Moreover, the max-flow min-cut bound
is determined by the cut-set bound referred to the last cut C3.
85
3.5.4.2 Three nodes, one destination (n = 3)
We have a network of n = 3 half-duplex nodes and the communication range is
restricted to two hops. Initially, we appoint six distinct states to such network as
shown in Fig. 3.9.
2 3 4
1:
2:
3:
4:
5:
6:
1
Figure 3.9: A network of n = 3 half-duplex nodes and a destination. We have
appointedM = 6 states to it.
The six distinct states are
m 1m 2m 3m
1 t t r
2 t r t
3 s t t
4 s t r
5 s s t
6 t r r
Table 3.22: Network and nodes’ states appointed initially for a network of n = 3
nodes and a destination.
The cuts and their corresponding sum rates with respect to the six states are
listed in Table 3.23.
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The received signals are written as
1 : y3 =
p
(1
2
x1 + x2) + z3
y4 =
1
2
p
x2 + z4
2 : y2 =
p
x1 + z2
y4 =
p
x3 + z4
3 : y4 =
p
(1
2
x2 + x3) + z4
4 : y3 =
p
x2 + z3
y4 =
1
2
p
x2 + z4
5 : y4 =
p
x3 + z4
6 : y2 =
p
x1 + z2
y3 =
1
2
p
x1 + z3
(3.18)
For example, we compute I(x1x2; y3y4) by noting that with respect to the re-
ceived signals in the first state, 1, we have
Y =
264 y3
y4
375 =
264 12p p
0 1
2
p

375
264 x1
x2
375+
264 z3
z4
375 = QX+ Z:
Since
I(x1x2; y3y4) = H(y3y4) H(y3y4jx1x2)
= H(y3y4) H(z3z4)
thus, according to (3.6a), H(y3y4) = 12 log2
 
(2e)2 det(Y)

, and upon the
assumption of independence of x1 and x2,
Y =
264 12p p
0 1
2
p

375
264 1 0
0 1
375
264 12p 0p
 1
2
p

375+
264 1 0
0 1
375 =
264 54 + 1 12
1
2
 1
4
 + 1
375 :
Finally, we get
I(x1x2; y3y4) =
1
2
log2
 
1 +
3
2
 +
1
16
2

:= C1
88
Similarly, by considering the independence of the transmitted signals, the other
mutual informations are obtained as
I(x1; y2y3) = I(x2; y3y4jx1) = I(x2; y3y4) = I(x2x3; y4) = 12 log2
 
1 + 5
4


:= C2
I(x1; y2jx3) = I(x3; y4jx1) = I(x3; y4jx2) = I(x3; y4) = I(x1; y2) = 12 log2
 
1 + 

:= C3
I(x1; y3jx2) = I(x2; y4jx1) = I(x2; y4) = I(x2; y4jx3) = I(x1; y3) = 12 log2
 
1 + 1
4


:= C4
We obtain the max-flow min-cut bound to the rate of traffic transfer, R, according
to (3.8)
R  max
tm;
s:t:
P
tm=1
min
n
C4t1 + C3t2 + C2t6; C2t1 + C4t3 + C2t4; C3
 
t2 + t3 + t5

;
1
2
 C1t1 + C4(t3 + t6) + C2t4; C3t2 + 12C3 t3 + t5 + t6;
1
2
 C4t1 + C3t2 + C2t3 + C4t4 + C3t5;
1
3
 C4t1 + C3t2 + C2t3 + C4t4 + C3t5o
By solving the above optimization problem, we get
 [dB] t1 t2 t3 t4 t5 t6
 10 0:314 0:211 0:474 0 0 0
10 0:248 0:180 0:571 0 0 0
30 0:093 0:258 0:647 0 0 0
Table 3.24: Time fractions of network states in a network of n = 3 half-duplex
nodes when the communication range is two-hop.
The values of ti’s reveals that among all six possible states considered initially, only
the first three are non-trivial. The solution of the optimization problem is given in
Table 3.25.
As we observe, for all values of , the cut-set bound corresponding the last cut, C7,
determines the upper bound.
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max
t
P
m tmI(xS ;ySc jxSc ;m); Max-flow min-cut bound;
 [dB] C1 C2 C3 C4 C5 C6 C7 min
Ck
P
m tmI(xS ;ySc jxSc ;m)
 10 0:020 0:035 0:047 0:020 0:030 0:030 0:020 0:020
10 0:536 0:982 1:299 0:536 0:805 0:804 0:536 0:536
30 1:664 3:062 4:515 1:664 2:902 2:497 1:664 1:664
Table 3.25: Cut-set bounds and the resulted max-flow min-cut bound referred to a
network of n = 3 half-duplex nodes.
3.5.4.3 Four nodes, one destination (n = 4)
For the case of a linear network with n = 4 half-duplex nodes assuming the two-hop
communication scenario, we nominate initially twelve distinct states as mentioned
in Table 3.26.
1m 1m 1m 1m
1 t r t t
2 t t r t
3 r t r t
4 t r r t
5 s t t r
6 t r t r
7 s s s t
8 s s t t
9 t r r s
10 s s t r
11 t t r r
12 s t r r
Table 3.26: Network and nodes’ states appointed initially for a network of n = 4
half-duplex nodes and a destination.
We neglect the details on the computation of the cut-set bounds in this case, and
present here the final solution only. The time fractions of network states obtained
by solving the optimization problem are given in Table 3.27.
 [dB] t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12
 10 0:185 0:190 0:084 0 0:354 0 0 0:184 0 0 0 0
10 0:210 0:241 0 0 0:336 0 0 0:212 0 0 0 0
30 0:232 0:304 0 0 0:215 0 0 0:248 0 0 0 0
Table 3.27: Time fractions of network states, the network has n = 4 half-duplex
nodes and one destination. Note that only t1; t2; t5 and t8 have nonzero values.
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Consequently, there are only four non-trivial states in this case as
1m 1m 1m 1m
1 t r t t
2 t t r t
5 s t t r
8 s s t t
Table 3.28: Actual (i.e. nontrivial) network states for a network of n = 4 half-
duplex nodes.
Tables 3.29 and 3.30 present the solutions to the cut-set bounds and the max-flow
min-cut bound for different amounts of signal-to-noise ratio .
max
t
P
m tmI(xS ;ySc jxSc ;m);
 [dB] C1 C2 C3 C4 C5 C6 C7
 10 0:016 0:025 0:036 0:044 0:014 0:024 0:030
10 0:581 0:721 1:013 1:147 0:378 0:688 0:864
30 2:369 2:374 3:023 3:910 1:211 2:090 3:140
Table 3.29: Cut-set bounds obtained for a network of n = 4 half-duplex nodes
(referred to cuts C1; : : : ; C7).
max
t
P
m tmI(xS ;ySc jxSc ;m); Max-flow min-cut bound;
C8 C9 C10 C11 C12 C13 C14 C15 min
Ck
P
m tmI(xS ;yScjxSc ;m)
0:021 0:031 0:028 0:014 0:022 0:023 0:014 0:014 0:014
0:567 0:781 0:756 0:378 0:533 0:625 0:378 0:378 0:378
1:817 2:713 2:423 1:211 1:824 2:001 1:211 1:211 1:211
Table 3.30: Cut-set bounds and max-flow min-cut bound for a network of n = 4
half-duplex nodes (referred to cuts C8; : : : ; C15).
The results show that similar to the case of the network with n = 3 nodes, in
a network of n = 4 nodes, the cut-set bound referred to the last cut C15, i.e. the
cut that separates the nodes from the data destination node, provides the max-flow
min-cut bound.
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3.6 Concluding remarks
In this chapter, we considered computing the cut-set bounds to the average achiev-
able rates of traffic transfer in the linear wireless network, where the nodes are
supposed to send their own traffic as well as to relay other nodes’ traffic toward the
destination. Indeed, we studied such network scenario for the two cases of full-
duplex and half-duplex nodes. Half-duplexity refers to the situation where due to
practical limitations on hardware and power resources in the network nodes, they are
not able to transmit and receive simultaneously. This in turn prompts the network
to operate in several states other than just one. The exact solution to the max-flow
min-cut problem in such networks is only computable in the networks with very few
nodes, otherwise, solving such problem demands for extravagant numerical compu-
tations, and hence is not tractable. However, the solutions obtained in the networks
consisting of only a few number of nodes, provide us with some useful insights into
figuring out how do such networks with larger number of nodes such as
 In the network with half-duplex nodes, and when the communication range is
restricted to one-hop distance, the transfer of nodes’ traffic to the destination
requires the network to operate in just two distinct states.
 In linear wireless networks, the cut-set bounds corresponding to the last cuts –
i.e., the cuts that separate the the near-destination nodes (and the destination)
from the rest of the nodes – contribute to the max-flow min-cut bound to the
rate of traffic transfer.
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Chapter 4
Fairness in Traffic Relaying in
One-hop Linear Wireless Networks
In this chapter we analyze the achievable data rate of cooperative relaying strategies
in networks where nodes operate in half-duplex mode. Every node needs to deliver
its data to a gateway node at the same rate; also, nodes may have limited energy
capabilities, as in the case of energy-harvesting communication networks. Under
such constraints, we first take an information-theoretic approach and derive cut-set
upper bounds to the achievable rate. Then, we devise two communication strategies,
each aiming at a different objective. The former ensures a high, fair rate allocation to
the network nodes, but it neglects their energy constraints. The latter does consider
energy constraints by meeting the requirements on the average power consumption
at each node, and provides fairness in the data rate allocation. We compare the
performance of the aforementioned communication strategies to the upper bounds,
showing their effectiveness and providing useful insights on the system behavior.
4.1 Introduction
Multi-hop communications are often used in wireless networks for traffic delivery
when source and destination are not within each other’s radio range. In this case, the
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sequence of links over which data should be routed, i.e., the source-destination path,
and the link scheduling, i.e., when and for how long the links should be activated,
need to be determined.
In this chapter, we address the latter issue by taking an information-theoretic
approach. More specifically, we consider a wireless network with linear topology
whose nodes need to deliver their traffic to a gateway node through multi-hop data
transfers. Nodes share the same radio resources and generate their own data (that
need to be delivered to the gateway) at the same rate. Such a system well represents,
e.g., sensor networks for path and street monitoring, and multi-hop networks for
road or traffic videosurveillance [36].
We assume that, when nodes relay data for others, they adopt the decode-and-
forward (DF) paradigm [20]. Also, the node transmission rates and powers corre-
spond to optimal coding over a discrete-time additive white Gaussian noise (AWGN)
channel, although more general channels and coding schemes could be considered
as well. While modeling the network system, we account for practical aspects by
considering that nodes are equipped with half-duplex radios (i.e., they cannot trans-
mit and receive at the same time) and they may be energy constrained.
Under the above conditions, the scheduling of traffic links is of primary impor-
tance, as it determines both the maximum data rate achievable by the network nodes
and the energy consumption they experience. Specifically, with regard to the latter
issue, link scheduling may help address (i) the energy hole problem [37,38], i.e., the
unfairness arising in the energy consumption experienced by the nodes depending
on their distance from the gateway, and (ii) the time-dependent power availability in
energy-harvesting communication systems, where energy becomes available only
at certain known instants thus imposing a maximum power consumption rate at the
nodes.
In this context, we devise two traffic relaying strategies. The former aims at
achieving high data rate performance while providing fairness in the rate allocation
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at the network nodes. By fairness in rate allocation, we mean that all nodes can have
their data delivered to the gateway at the same average rate, as they exhibit equal
traffic demand. The latter, instead, aims at maximizing the achievable data rate
while ensuring fairness in both the data rate and the energy consumption at every
node. For each of the proposed strategies, we derive an expression for the achievable
rate and average power consumption, and compare the performance to that of classic
multi-hop data transfer. Furthermore, we derive the cut-set upper bound [29, 30] to
the achievable rate for our network scenario, both with and without the constraint
on the energy consumption, and compare the maximum data rate attained by each
proposed strategy to the corresponding bound.
4.2 Related Work
We highlight that several papers appeared in the literature have dealt with traffic
relaying in wireless networks by adopting an information-theory perspective, how-
ever our study significantly differs from previous work. Indeed, some of the earlier
papers have considered sources that transfer their data with the help of other nodes,
but the latter only act as relays (i.e., they do not generate any data) [20,35,39]. Other
works have studied the case of sources that can also relay other nodes’ traffic, how-
ever they assume that the nodes are full-duplex [31,40], or that the network includes
just a small number of half-duplex nodes [41]. In addition, previous studies have
maximized the sum rates of the source nodes, while in our work we aim at max-
imizing the node rate under the constraint that all nodes achieve the same perfor-
mance. A work that analyzes a cascade of source and relay nodes with half-duplex
constraints is in [42]. There, the information transfer is carried out by applying a
coding scheme that allocates the transmission and reception time slots at the relays
depending on the amount of information to be transferred. Through numerical re-
sults, the authors show that their strategy achieves the cut-set bound when the rates
of nodes acting as both sources and relays fall below certain thresholds. Unlike our
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study, however, the work in [42] assumes that adjacent node pairs are connected via
error-free links and that the nodes are synchronized at the symbol level.
As for energy consumption, a number of energy-efficient cooperative commu-
nication schemes have been proposed in the literature, e.g., [32, 33]. The scope and
methodology of these works differ from ours, as they focus either on the design of
algorithms and protocols for sensor networks, or target totally different scenarios
(e.g., MIMO communications). Approaches, as the one adopted in [43,44], assume
that traffic can be buffered at the nodes and minimize the energy consumption of
the whole network when the data must be delivered within a given time deadline.
Furthermore, these studies consider that the energy consumption is proportional to
the output transmit power, an assumption that does not hold for most wireless com-
munication devices where the power consumption due to the transceiver cannot be
neglected. The problem of minimizing energy consumption considering both the
output transmit power and the transceiver contribution has been addressed by de-
signing suitable routing and MAC protocols. Very few works have dealt with such
an issue from a theoretical viewpoint, and, again, they aim either at minimizing
the energy consumption of the whole network [45, 46], i.e., they do not address the
energy hole problem, or at maximizing the network lifetime [34,47]. Note that, be-
sides having a different scope, the study in [34] considers a variable-length TDMA
scheme but, unlike our work, it takes the data rates of the source nodes as an input
to the problem of the transmissions scheduling.
In summary, the key contributions of our work are:
i) We pose the problem of defining relaying strategies for attaining fairness in
the nodes data rate in networks of arbitrary size, under the practical assump-
tions that all nodes are half duplex and can act as both sources and relays
(Section 4.3);
ii) We derive the cut-set upper bound [29, 30] to the achievable rate for our net-
work scenario. Based on that, we propose a strategy that ensures a high data
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rate to all nodes and fairness in the rate allocation, while taking interference
(i.e., due to hidden terminals) into account. We then compare the performance
of our strategy to the bound as well as to the performance of classic multi-hop
data transfer (Section 4.4);
iii) We address the energy-hole problem and derive the cut-set upper bound to the
achievable data rate when the average power consumption at the nodes is con-
strained to a target value. Furthermore, we envision a classic multi-hop strat-
egy but with optimized link scheduling. In particular, the link scheduling we
implement maximizes the nodes data rate while ensuring fairness in both the
energy consumption and the data rate allocation at each network node. The
performance of such a scheme is then compared to the bound (Section 4.5).
Before introducing our analysis and main results, in the next section we describe
the system model under study.
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4.3 System model
Network topology. We consider a network composed of n wireless nodes; each
node generates independent information messages that need to be delivered to a
gateway node, G. We assume the network topology to be linear and we label the
n + 1 nodes forming the path as 1; : : : ; n;G, with the last node being the gateway.
For simplicity, in our analysis we also assume that the nodes are equally spaced
along the path, and the inter-node distance is denoted by d, as depicted in Figure 5.1;
we will refer to it as the one-hop distance.
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Figure 4.1: Network with linear topology, the gateway (sink) is shown in black.
Node and network states. The nodes work in half-duplex mode. While the
gateway node is assumed to be always in receiving mode, the nodes 1; : : : ; n can
operate in three different states, namely transmission, reception, and sleep, in the
following denoted by t; r; s, respectively. The state of the generic node is indicated
as  2 ft; r; sg. Moreover, for i = 1; : : : ; n, we denote by ti the fraction of time
spent by node i in state , with
tti + t
r
i + t
s
i = 1 : (4.1)
The state of the network is therefore represented by the vector  = [1; : : : ; n],
with i 2 ft; r; sg being the state of node i (i = 1; : : : ; n). Since each node may
be in three possible states, the network can take up to 3n states. The variable t
denotes the fraction of time that the network spends in state , with
P
 t
 = 1.
Power consumption. We denote by Pe the power consumption of the transceiver
electronics at each node. In the following, we use such a quantity as a reference
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value, by normalizing the powers involved in our analysis with respect to Pe. In
particular, we assume that the normalized power consumption at the generic node i
(i = 1; : : : ; n) is as follows:
P i
Pe
=
8>>>><>>>>:
1 + i if  = t
1 if  = r
0 if  = s
(4.2)
where i = P txi =Pe and P
tx
i is the power irradiated by the antenna of node i. Also,
when neither transmitting nor receiving, a node can enter a sleep mode, character-
ized by negligible power consumption. Then, the average power consumption of
node i (normalized to Pe) is given by
i = E

P i
Pe

= (1 + i)t
t
i + t
r
i i = 1; : : : ; n : (4.3)
When energy constraints are considered, we denote by  the (normalized) average
power consumption that every node should experience. Such a constraint well repre-
sents the case of networks composed of energy harvester nodes, in which the power
consumption at each node, averaged over time, cannot exceed a given maximum
value [48].
Communication channel. Nodes share the same frequency channel of band-
widthW and are willing to relay traffic for others toward the gatewayG, by adopting
a DF relaying technique [20]. Since our network topology represents a multi-hop
path toward G, in the following we consider that each node carries out single-hop
transmissions. Also, every node i (i = 1; : : : ; n) has the same amount of data to
deliver to the gateway in the unit time. Hence, in order to ensure fairness among the
n nodes, we impose that each of them needs to achieve the same average data rate.
As for the propagation model, we assume that the signal power decays exponen-
tially with the distance, and the path loss exponent is a. Furthermore, we consider
an AWGN channel with same noise power spectral density, N0, at all the receivers.
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We then define  as the signal-to-noise ratio (SNR) observed at a receiver located
at one-hop distance (d meters) from the transmitter, when the sender transmits at a
power level equal to Pe and in absence of interferers. In other words,
 =
PeGtGr
N0W
 
4d
a
(4.4)
where Gt and Gr are the transmit and receive antenna gains, respectively, and  is
the signal carrier wavelength. Then, given a generic transmitter-receiver node pair
at one-hop distance from each other, the transmitter-receiver point-to-point link is
assigned an instantaneous transmission rate, which is assumed to correspond to op-
timal coding over the above discrete-time channel. Clearly, such a rate will depend
on , the transmit output power that is used, and the number of interfering links
(i.e., the hidden terminals) that are simultaneously active.
4.4 Fairness in achievable data rate
We first focus on a cooperative relaying strategy whose goal is to maximize the
achievable data rate of the network nodes in a fair manner. In order to get some
insight on the design of such a strategy, we start by deriving an upper bound, based
on the cut-set bound, to the maximum data rate that the network nodes can achieve.
4.4.1 An upper bound to the achievable data rate
We adopt the notation introduced in [30], and derive the cut-set bound by extending
to our network scenario the results obtained in [29]. Note that [29] addresses half-
duplex networks, but including one source node only.
Specifically, since in our case all nodes are data sources, we assume that any
node i (i = 1; : : : ; n) generates independent messagesWi with the same rate Rb =
R(Wi), and that estimates of these messages have to be obtained at the gateway G.
In order to ease the derivation of the bound, we consider the network as a cascade of
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n discrete memoryless channels (see Figure 5.1), where the generic node i receives
the output of the channel i  1, yi, and transmits the signal xi to node i + 1 via the
i-th channel. Also, since here we are not concerned with energy consumption, we
assume that a node in state t irradiates an arbitrary power P txi = P
tx, which is the
same for any node of the network. It follows that, for any i, the capacity of the i-th
link, i.e., the link connecting node i to node i + 1, is given by C = log2(1 + )
where  = P tx=Pe.
In general, the computation of the cut-set bound for the network under study
requires us to consider 2n   1 network cuts, each of them separating some of the
messages from their corresponding estimates. However, thanks to the above as-
sumptions, we can apply the max-flow min-cut theorem [49] and restrict the number
of cuts to n. We denote the generic cut of the network by the pair (Si; Si), where Si
is the set of nodes f1; : : : ; ig and Si = fi + 1; : : : ; n;Gg. We recall that all nodes
are sources of messages with rate Rb, thus the sum of the rates of the messages
generated in Si is iRb. For such a cut, the rate Rb for reliable communications is
given by
Rb  W
i
I(xSi ; y Sijx Si)
a
=
W
i
I(xi; yi+1) (4.5)
where xSi = fx1; : : : ; xig, y Si = fyi+1; : : : ; yn; yGg, x Si = fxi+1; : : : ; xng, and I
denotes the mutual information. In (4.5), the equality (a) is due to the assumption
that the channel output yi+1 depends only on the channel input xi.
Since the network nodes operate in half-duplex mode, the mutual information
in (4.5) can be rewritten by conditioning over the network state :
I(xi; yi+1) =
X

tI(xi; yi+1j) = ttiC (4.6)
where we recall that t represents the fraction of time the network spends in state
. Since the i-th link is active only when node i is transmitting, then the mutual
information in (4.6) is proportional to the fraction of time, tti, spent by node i in
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state t.
Considering all cuts (Si; Si), for i = 1; : : : ; n and maximizing over the time
spent by the network in each state, the expression of the bound is given by
Rb  WC max
t :P
 t
=1
min
i
tti
i
: (4.7)
In order to solve (4.7), we first note that the amount of data that node i has to
transmit through the i-th link must be i times the information transmitted through
link 1 by node 1. Since links 1 and i have the same capacity, we can write tti=i = t
t
1,
i.e., the argument of (4.7) does not depend on i. We can therefore arbitrarily set
i = n and remove the min operator in (4.7). We also note that the data that node i
has to receive, through link i  1, is i  1 times the information transmitted by node
1. It follows that tri = (i   1)tt1. By using these expressions for tti and tri in (4.1)
and setting i = n, we obtain tsn = 1  (2n  1)tt1, i.e., tt1 = (1  tsn)=(2n  1) : By
substituting this result in (4.7), we can rewrite the bound as
Rb  WC max
tP
 t
=1
1  tsn
2n  1
which is maximized for tsn = 0. Thus, the average rate achieved by the nodes is
limited by
Rb  WC
2n  1 : (4.8)
Since the rate achieved by the first node is tt1WC, from (4.8) it follows immediately
that tt1 = 1=(2n  1). It follows that, for i = 1; : : : ; n, we have
tti = i=(2n  1); tri = (i  1)=(2n  1)
tsi = 2(n  i)=(2n  1) : (4.9)
We remark that the derivation of the bound outlined above does not account for
interference among simultaneous transmissions. A communication strategy that,
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Table 4.1: Communication strategy achieving the bound
under the same conditions, achieves the bound in (4.8) is outlined in Table 4.1.
In this strategy, the network has n states, denoted by1; : : : ;n, with associated
time fractions t1 ; : : : ; tn such that
Pn
m=1 t
m = 1. For each network state m =
[j1; : : : ; jn], the table shows the state of the nodes j1; : : : ; jn. Specifically, in
network state m:
 nodes 1; : : : ;m  1 are in sleep mode (s);
 nodesm+ 2h, with h = 0; : : : ; b(n m)=2c, are transmitting (t);
 nodesm+ 2h+ 1, with h = 0; : : : ; b(n m  1)=2c, are receiving (r).
The last three rows of Table 4.1 show the time fractions ti for any node i, defined as
ti =
Pn
m=1 1fji = gtm , for i = 1; : : : ; n and  2 ft; r; sg. Such time fractions
coincide with those obtained in (4.9). Note that this strategy allows more than one
transmission to occur at the same time, but, as mentioned, interference among them
is not considered.
Finally, using (4.3), the average (normalized) power consumption of the generic
node i can be written as:
b;i = (1 + )t
t
i + t
r
i =
i(+ 2)  1
2n  1 : (4.10)
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4.4.2 The Cooperative Sub-chains strategy
The communication strategy summarized in Table 4.1, which achieves the cut-set
upper bound to the average rate, suggests that:
(i) the i-th node needs to transmit (resp. receive) for a time fraction that is i (resp.
i  1) times the transmission period of node 1;
(ii) nodes should transmit as often as possible, provided that the half-duplex con-
straints are met, hence tsn = 0.
However, the strategy in Table 4.1 does not account for the interference that may
affect simultaneous transmissions, hence degrade the achievable rate. Based on the
above observations, we propose a communication strategy that adheres to the two
aforementioned requirements, but it groups nodes into different sets, called sub-
chains. Within each sub-chain, at most one node at a time can transmit, so as to
limit the interference between simultaneous transmissions. We recall this strategy
as Cooperative Sub-chains introduced already in Chapter 2.
More specifically, according to the Cooperative Sub-chains scheme, each sub-
chain contains k > 1 adjacent nodes, thus q sub-chains can be formed, with q =
dn=ke. In general, n is not a multiple of k. If so, one of the sub-chains will contain
less than k nodes, namely, k1 = n  k(q   1) nodes; without loss of generality, we
assume that this is the closest sub-chain to the gateway node. Again, we assume that
all nodes use the same output transmission power (i.e., i =  for any node i); also,
time is discretized into slots of equal duration t. An example of the Cooperative
Sub-chains strategy for n = 10 and k = 4 is depicted in Figure 4.2. In the example,
we have q = d10=4e = 3 sub-chains, with the last sub-chain including k1 = 2
nodes.
Rr  W log2

1 +

(1 + ) 1 + 
Pq r
i=1 (ki  1) a +
Pr 1
i=1 (ki+ 1)
 a

(4.11)
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Figure 4.2: Cooperative Sub-chains strategy for n = 10 and k = 4. Nodes in sleep
state are not shown.
Initially, classic multi-hop data transfer, i.e., a hop-by-hop data transfer with
only one node transmitting at a time, is applied within each sub-chain. Hereinafter,
we refer to classic multi-hop data transfer as Multi-hop. For instance, in sub-chain
r, r = 1; : : : ; q, the first node generates some data and transmit them to the second
node, in one slot. Node 2 will relay the received data and transmit its own, in the
next two slots. This procedure is repeated till all data originated within sub-chain
r are transferred to the first node of the next sub-chain (i.e., node 1 of sub-chain
r + 1). This procedure is applied simultaneously to all sub-chains r = 1; : : : ; q.
Overall, this phase lasts k(k + 1)=2 slots, however in the first k1(k1 + 1)=2 slots q
nodes transmit simultaneously while in the remaining time only q   1 transmit at
the same time (see the example in Figure 4.2).
Next, every sub-chain needs to relay the data (if any) received from the upstream
sub-chain to the downstream one. As before, at any time instant, there is at most one
transmitting node per sub-chain, however each transmission now requires k slots as
it has to transfer the bulk of data generated within one of the upstream sub-chains.
As the data flow downstream, the sub-chains that are farther away from the
gateway G become inactive (i.e., all their nodes enter the sleep state), and only the
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nodes closer to G need to transmit/receive.
Let us define as Tcs the total number of slots needed to transfer to G the data
originated by all nodes, under the Cooperative Sub-chains strategy. We note that the
number of states taken by the network under the Cooperative Sub-chains scheme is
equal to n, namely, 1; : : : ;n. In particular, state m, with m = 1; : : : ; k, has an
associated time fraction tm = m=Tcs while state m, with m = k + 1; : : : ; n, has
an associated time fraction tm = k=Tcs. Thus, we can write
Tcs = k(k + 1)=2 + k(n  k) :
As for the time spent by a node in each state, from the above description, one can
infer that node i has to transmit for i slots and receive for i   1 slots, and then it is
in sleep mode for the rest of the time, i.e.,
tt = i=Tcs ;
tr = (i  1)=Tcs and
ts = 1  (2i  1)=Tcs :
As for the achievable rate, we observe that, for every node located in sub-chain
r (1  r  q), the constraint on the achievable instantaneous rate is as in (10).
In the equation, the second term in the logarithmic function is the SINR at the
receiver node in the r-th sub-chain. In particular, the two sums at the denominator
account for the interference due to the q   r and r   1 transmitters (i.e., hidden
terminals) located, respectively, in the q   r sub-chains on the right side and in the
r   1 sub-chains on the left side of sub-chain r. The constraint on the achievable
instantaneous rate is then given by min
r
Rr. It is clear that the minimum over all
Rr’s is represented by the rate associated to the sub-chain in the middle of the linear
topology (i.e., r = dq=2e), which indeed experiences the highest interference. The
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average achievable rate can be therefore written as:
Rcs = min
r
Rr=Tcs :
For completeness, we also derive the average power consumption of the generic
node i, during the Cooperative Sub-chains procedure (i.e., Tcs slots). In general,
node i receives the data generated by all nodes on its left side (i   1 nodes) and
retransmits them, along with its own data; it is then in sleep state for the rest of the
time. Thus, by using (4.2), the average power consumption at node i (i = 1; : : : ; n)
is given by:
cs;i =
(2i  1) + i
Tcs
:
As the last remark, we highlight that, under the same assumptions made for the
Cooperative Sub-chains scheme, classic multi-hop data transfer can be regarded as
a special case of Cooperative Sub-chains for k = n. Indeed, as already mentioned,
in Multi-hop there is only one node transmitting at any time instant in the whole
network. The generic node i employs node i+ 1 as a relay and acts, in its turn, as a
relay for node i 1; thus, node n ends up transmitting all other nodes’ traffic toward
G. It follows that, by setting k = n in the expressions derived for the Cooperative
Sub-chains strategy, we can readily obtain the data transfer duration, the average
node rate, and the average node power consumption under the Multi-hop scheme,
i.e.,
Tmh =
n(n+ 1)
2
Rmh  W log2 (1 + )
Tmh
mh;i =
(2i  1) + i
Tmh
(4.12)
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4.4.3 Results
We first evaluate the performance of the Cooperative Sub-chains strategy for differ-
ent values of the parameter k, i.e., the number of nodes per sub-chain. By doing so,
we identify the value of k that allows the highest achievable rate. While deriving
our results, we set n = 20, a = 3, and let d vary so as to consider different values
of .
Fig. 4.3 shows the average maximum rate that can be achieved through the Co-
operative Sub-chains as k varies between 2 and 20, for  = 0:1 and  = 10, re-
spectively. Note that 2 is the minimum value that k can take, while for k = n = 20
the Cooperative Sub-chains degenerates into the Multi-hop strategy. Interestingly,
for low values of  (i.e., output transmit power), short sub-chains are always to be
preferred, while, for a large value of  ( = 10), small k’s (between 3 and 4) are
optimal only for low values of . Indeed, large values of  and  correspond to
high interference between simultaneous transmissions, which reduces the achiev-
able rate. As a consequence, the Multi-hop, which does not involve simultaneous
transmissions, becomes the best strategy and, consistently, the optimal size of the
sub-chains becomes 20.
Next, we compare the results obtained for the Cooperative Sub-chains strategy,
with the above optimal value of k, to the cut-set upper bound as well as to the
performance of the Multi-hop scheme.
Fig. 4.4 depicts the average maximum rates that can be achieved through the
Multi-hop and the Cooperative Sub-chains schemes for, respectively,  = 0:1 and
 = 10, and compares them to the cut-set upper bound in (4.8). Looking at Fig. 4.4
(top), we observe that the Cooperative Sub-chains strategy achieves very close per-
formance to the upper bound for low-medium values of , while it behaves as the
Multi-hop scheme for high values of SNR. Indeed, the upper bound does not ac-
count for interference between simultaneous transmissions, thus it becomes less
tight when such a contribution dominates. This suggests that, by varying k, the
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Figure 4.3: Average achievable rate as the number of nodes per sub-chain varies,
for n = 20,  = 0:1 (top), and  = 10 (bottom), for different values of .
Cooperative Sub-chains strategy can adapt to the communication conditions and
provide always excellent performance. As the contribution of the interference be-
comes more significant (i.e.,  grows), Fig. 4.4 (bottom) shows that the bound is
less and less tight, especially for high ’s.
Finally, Fig. 4.5 presents the ratio of the per-node average power consumption
(i, i = 1; : : : ; n) to the average rate that can be obtained under (i) the Cooperative
Sub-chains, (ii) the Multi-hop, and (iii) the communication strategy achieving the
value of the bound on the average rate, in absence of interference (labeled by Bound
in the plot). We first note that the Multi-hop shows the same performance as the
Bound. This is explained by the fact that the Bound neglects the interference due
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Figure 4.4: Average achievable rate versus , for n = 20 and  = 0:1 (top), and
 = 10 (bottom). The performance of the cut-set upper bound, the Cooperative
Sub-chains strategy and the Multi-hop scheme are compared.
to nodes transmitting simultaneously while in the Multi-hop such interference is
not present (nodes are not transmitting simultaneously). Due to the absence of
interference, under both these strategies the link capacities are given by C and, since
the average power consumptions i are the same, also the ratios i=(R=W ) are the
same (i = 1; : : : ; n).
We then observe that, although the Cooperative Sub-chains outperforms the
Multi-hop in terms of average achievable rate, the Multi-hop scheme is more con-
venient in terms of energy consumption. Indeed, in the latter, nodes are most of
the time in the sleep state (i.e., they perform fewer transmissions/receptions than
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Figure 4.5: Per-node power consumption (i, i = 1; : : : ; n) normalized to the aver-
age achievable rate, for n = 20,  = 30 dB and  = 1.
in the Cooperative Sub-chains). Furthermore, as expected, the closer a node to the
gateway, the higher its power consumption. This is the well-known energy hole phe-
nomenon, which is due to the higher traffic load experienced by the nodes closer to
the gateway. In the next section, we will focus on this issue and analyze the case
where each node should experience a target value  of average power consumption.
4.5 Fairness in data rate and energy consumption
We now aim at maximizing the data rate that the network nodes can achieve, con-
straining the average power consumption at every node to a target value. We stress
that, while doing this, we still impose that all nodes achieve the same average data
rate.
As done in Section 4.4, we start by deriving the cut-set upper bound to the
achievable rate, taking into account the additional constraint on the average power
consumption of the nodes. We then envision a strategy that leverages the Multi-hop
principles but implements an optimal link scheduling so as to maximize the node
data rate while meeting the system constraints. We refer to this strategy as Opti-
mized Multi-hop. Note that we choose to focus on a Multi-hop-based mechanism,
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as deriving the optimal link scheduling for the Cooperative Sub-chains would add
a great deal of complexity to the analysis and lead to a cumbersome, numerical
solution of the problem. Finally, we compare the performance of the Optimized
Multi-hop strategy to the bound and derive some guidelines for the system design.
4.5.1 Link capacities providing fairness in average power con-
sumption
While constraining the average power consumption at the nodes to be the same, we
assume that the nodes are not restricted any longer to transmit at the same power
level, i.e., we have different values i = P txi =Pe, for i = 1; : : : ; n. The capacity of
the i-th link is thus Ci = log2(1 + i). However, for the average power consump-
tion, we need to have i = , for any 1  i  n. Specifically, by imposing i equal
to i+1 and using (4.3), we obtain
tri + (1 + i)t
t
i = t
r
i+1 + (1 + i+1)t
t
i+1 :
Since node i only receives from node i  1, then tri = tti 1 and the above expression
can be rewritten as a function of the nodes transmit time fractions, as
tti 1 + (1 + i)t
t
i = t
t
i + (1 + i+1)t
t
i+1 : (4.13)
Furthermore, since node i has to transmit through the i-th link i times the infor-
mation transmitted by node 1 on link 1, the transmit time of node i is given by
tti = it
t
1C1=Ci. Substituting this result in (4.13) and solving for i+1, we have
1 + i+1
Ci+1 =
i
i+ 1
i
Ci +
i  1
i+ 1
1
Ci 1 (4.14)
which recursively relates the link capacity Ci+1 with Ci and Ci 1, for i > 1. We
now prove the theorem below, which allows us to make some important remarks on
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(4.14) and on the sequence of link capacities Ci.
Theorem 4.5.1 The sequence Ci, i = 1; : : : ; n, satisfying (4.14), if it exists, is de-
creasing with i.
Proof Let us fix the normalized transmit power of node 1 to 1. The capacity of
link 1 is then C1 = log2(1 + 1). We prove the theorem by induction and proceed
in two steps.
1. We first prove that 2 < 1. For i = 1 we solve (4.14), i.e., we solve (1 +
2)=C2 = 1=2C1. For simplicity, we define f() = (1 + )= log2(1 + ).
This function is positive for   0;   0 and shows a minimum fmin > 0 at
min > 0. Moreover, it is decreasing with  in the range  2 [0; min) and
increasing with  for  2 (min;+1). It follows that the equation y = f()
has solution for  only if y  fmin, and, in general, two solutions exist. In
order to maximize the link capacities, hence the capacity of the network, we
take the largest between the two solutions. As for the solution of f(2) =
1=2C1, we note that 1=2C1 < (1+1)=C1 = f(1); it follows that 2 < 1
and C2 < C1.
2. Assuming that the relation i < i 1 (hence Ci < Ci 1) is proved, we now
show that i+1  i. Since Ci < Ci 1, from (4.14) we have
f(i+1) <
i
i+ 1
i
Ci +
i  1
i+ 1
1
Ci
=
i
i+ 1
1 + i
Ci  
1
(i+ 1)Ci
<
i
i+ 1
1 + i
Ci
<
1 + i
Ci
= f(i) : (4.15)
This implies i+1  i, thus Ci+1 < Ci.
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Remark If for some i  n the sum on the right hand side of (4.14) is lower than
fmin, a solution to (4.14) for Ci+1 does not exist. This implies that a sequence, Ci,
i = 1; : : : ; n, of link capacities satisfying the average power constraints does not
exist and the system has no solution.
Remark The recursive equation in (4.14) allows to find Ci, i = 2; : : : ; n, given
the output transmit power of node 1, i.e., 1. Denoting by max = P txmax=Pe the
maximum transmit power of a node (assumed to be the same for all nodes), then the
link capacities are maximized when 1 = max.
4.5.2 An upper bound to the achievable rate
In order to derive the bound, we exploit some of the results obtained in Section 4.4.1.
As before, we simplify the computation of the bound by assuming the network to
be a cascade of n discrete memoryless channels. We therefore apply the max-flow
min-cut theorem and reduce to n the possible network cuts. For every cut (Si; Si),
the rate for reliable communication is again given by (4.5) and, by averaging over
all possible network states, we obtain I(xi; yi+1) = ttiCi. By considering all cuts,
the expression of the bound is given by
Rb  W max
tP
 t
=1
min
i
Citti
i
: (4.16)
Given the relationship between the amount of data that node 1 and node i have
to transmit, for any i we can write
tti = it
t
1C1=Ci ; (4.17)
tri = (i  1)tt1C1=Ci 1 : (4.18)
In the above expressions, the ratios C1=Ci and C1=Ci 1 account for the fact that links
1, i   1, and i have different capacities. From (4.17), we observe that Citti=i =
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tt1C1, i.e., the argument of (4.16) does not depend on i, therefore the mini operator
in (4.16) can be removed by arbitrarily setting i = n. Next, by substituting the
results (4.17) and (4.18) in (4.1) and setting i = n, we can solve for C1tt1 and obtain
C1tt1 = (1  tsn)
CnCn 1
nCn 1 + (n  1)Cn : (4.19)
Then, we can rewrite (4.16) as
Rb  W max
tP
 t
=1
(1  tsn)
Cn 1Cn
nCn 1 + (n  1)Cn
= W
Cn 1Cn
nCn 1 + (n  1)Cn (4.20)
where in the last line of (4.20) the maximum is obtained for tsn = 0.
The bound in (4.20) suggests a communication strategy with n network states
1; : : : ;n, similar to that shown in Table 4.1. In this case, however, the time
fractions that the nodes spend in each state are given by
tti =
i
Ci
Cn 1Cn
nCn 1 + (n  1)Cn ;
tri =
i  1
Ci 1
Cn 1Cn
nCn 1 + (n  1)Cn ;
tsi = 1 
iCi 1 + (i  1)Ci
CiCi 1
Cn 1Cn
nCn 1 + (n  1)Cn : (4.21)
The above results are obtained using (4.19) with tsn = 0 in (4.17) and (4.18). More-
over, the time fractions associated with each network state are given by
ti =

i
Ci  
i  2
Ci 2
 Cn 1Cn
nCn 1 + (n  1)Cn
for i > 1 and
t1 =
1
C1
Cn 1Cn
nCn 1 + (n  1)Cn :
This is due to the fact that ti = tti   tti 2, as shown in Table 4.1. Finally, the
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normalized average power consumption of the nodes is given by
b = t
t
1(1 + 1) =
1 + 1
C1
Cn 1Cn
nCn 1 + (n  1)Cn :
4.5.3 Multi-hop strategy with optimal link scheduling (Optimized
Multi-hop)
Recall that the communication strategy suggested by the cut-set bound relies on the
optimistic assumption that simultaneous transmissions do not interfere with each
other. In practice, instead, the signal to noise ratio at the receiver is degraded by
the interference power. A communication strategy that avoids such a problem is
the Multi-hop, where the network has n states, 1; : : : ;n, and the time fraction
associated to the generic state i corresponds to the time fraction associated to the
transmit time of node i, i.e, ti = tti.
Under the constraint of a fair rate allocation, the rate that can be achieved by
any node is equal to the rate obtained by node 1: Rmh = Wtt1C1. The transmit time
fraction of node i is again given by (4.17). By replacing in (4.17) the expression of
Rmh and solving for tti, we have
tti =
i
Ci
Rmh
W
: (4.22)
Since tti = t
i and
P
i t
i = 1, we readily obtain
Rmh = W
 
nX
i=1
i
Ci
! 1
(4.23)
where, in order to meet the constraints on the average power consumption, the ca-
pacities Ci are obtained by (4.14). Since the average power consumption is the same
for any node, we can compute it in terms of the transmit time fraction of node 1,
i.e., mh = tt1(1 + 1). However, from (4.22) we have t
t
1 =
Rmh
WC1 . By using the
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expression of Rmh=W in (4.23), we finally get
mh =
1 + 1
C1
 
nX
i=1
i
Ci
! 1
:
4.5.4 Results
We now compare the performance of the Optimized Multi-hop scheme against the
bound. Figure 4.6 depicts the average achievable rate normalized to the available
bandwidth, as the target average power consumption at the nodes varies. The results
have been obtained for n = 4, max = 100, and  = 10, 50 dB.
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Figure 4.6: Average achievable rate of the multi-hop scheme with optimal link
scheduling (Optimized Multi-hop), for n = 4, max = 100 and  = 10, 50 dB.
The performance is compared to the cut-set bound, as the target average power con-
sumption at the nodes () varies.
By looking at the plot, we observe that there is a non-negligible gap between the
performance of our scheme and the bound, which increases as the SNR grows. This
suggests that, given the target value , a significant improvement in the achievable
rate could be obtained by adopting a different communication strategy. Specifically,
such a strategy should let more than one node transmit at the same time, similarly
to the Cooperative Sub-chains previously described.
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Another interesting fact underscored by the plot is that an optimal link schedul-
ing for the classic multi-hop data transfer that meets the constraints and maximizes
the achievable rate may not exist, for low values of  and . Figure 4.7 sheds more
light on this issue, showing the achievable rate for the Optimized Multi-hop scheme
as a function of  and a varying number of nodes in the network. The results have
been obtained again for max = 100; also, we point out that the different values of
the achievable rate appearing on the y-axis correspond to different values of .
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Figure 4.7: Achievable rate for the Optimized Multi-hop strategy, when max = 100
and both  and n vary.
Again, we note that, for low values of SNRs and as the number of nodes in
the network increases, there is no solution to the optimal scheduling problem. In-
deed, under the above conditions, the unfairness in energy consumption between the
nodes that are far away from the gateway and those close to the gateway becomes
overwhelming. As a consequence, an optimal link scheduling can be found only for
sufficiently large values of max, i.e., large values of maximum transmit power.
4.6 Concluding Remarks
In this chapter, we studied the achievable rate of communication nodes in a network
with linear topology, under the assumption that the nodes are half duplex and all
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of them need to deliver data to a gateway node located at one end of the topology.
We first examined a fair communication strategy, named Cooperative Sub-chains
as introduced earlier in Chapter 2, that allows all nodes to achieve the same data
rate. We compared its performance to that of classic multi-hop data transfer as
well as to the cut-set upper bound, which we extended to our network scenario.
Then, in order to address both the energy hole problem and the energy depletion
in energy-harvesting systems, we considered the additional constraint of letting any
node experience the same average power consumption. We then derived the cut-set
bound in this case and the optimal link schedule in classic multi-hop data transfer
that meets the system requirements.
The results show that the Cooperative Sub-chains strategy achieves very good
performance, which, for low-medium values of SNR, is close to the bound. As
the SNR, hence the interference among simultaneous transmissions, increases, our
strategy tends to perform similarly to the classic multi-hop scheme, thus exhibit-
ing the ability to maximize the achievable rate under different conditions. Under
energy constraints, we showed that, for low SNR and a large number of nodes in
the network, the system requirements can be met only if sufficiently high values
of transmit power can be used. The gap we observed between the bound and the
rate achieved by the classic multi-hop scheme with optimal link scheduling also sug-
gests that significant improvements could be obtained by applying a strategy similar
to the Cooperative Sub-chains . However, deriving the optimal link scheduling for
such a scheme would add a great deal of complexity to the analysis and lead to a
cumbersome, numerical solution of the problem. This aspect, as well as the study
of cases where nodes have different constraints on the achievable rate and power
consumption, represent interesting directions for future research.
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Chapter 5
Upper Bounds to the Performance of
Cooperative Traffic Relaying in
Linear Wireless Networks
Wireless networks with linear topology, where nodes generate their own traffic and
relay other nodes’ traffic, have attracted increasing attention. Indeed, they well
represent sensor networks monitoring paths or streets, as well as multi-hop networks
for video surveillance of roads or vehicular traffic.
In this chapter we study the performance limits of such network systems when
(i) the nodes’ transmissions can reach receivers farther than one-hop distance
from the sender,
(ii) the transmitters cooperate in the data delivery,
(iii) interference due to concurrent transmissions is taken into account.
By adopting an information-theoretic approach, we derive analytical bounds to the
achievable data rate in both the cases where the nodes have full-duplex and half-
duplex radios. The expressions we provide are mathematically tractable and allow
the analysis of multi-hop networks with a large number of nodes.
Our analysis highlights that increasing the number of cooperating transmitters
beyond two leads to a very limited gain in the achievable data rate.
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Also, for half-duplex radios, it indicates the existence of dominant network
states, which have a major influence on the bound. It follows that efficient, yet
simple, communication strategies can be designed by considering at most two co-
operating transmitters and by letting half-duplex nodes operate according to the
aforementioned dominant states.
5.1 Introduction
Multi-hop communication systems are primarily implemented to extend the over-
all coverage of wireless networks, leading to a more efficient use of the available
communication resources and to an increased network throughput.
As indicated by the information theory, the capacity of a wireless network in-
creases when the nodes participate cooperatively in relaying the traffic toward their
destinations. Thus, various cooperative schemes have been proposed in the litera-
ture for networks that include only full-duplex nodes (i.e., nodes that can simulta-
neously transmit and receive) [31, 40], only half-duplex nodes (i.e., nodes that at
any time instant can either transmit or receive) [53], or a mix of full-duplex and
half-duplex nodes [51].
In this chapter, we consider a wireless network where n nodes have to deliver
their traffic to a common destination node (e.g., a gateway node) through multi-hop
data transfers. We focus on a network whose topology can be considered as linear,
as, e.g., in the case of sensor networks for path and street monitoring, or multi-hop
networks for videosurveillance of roads and vehicular traffic [36]. The nodes share
the same radio resources and each of them may generate its own data at a different
average rate. We assume that, if needed, the nodes cooperate to relay the traffic
based on the decode-and-forward paradigm [20]. The nodes’ transmission rates and
powers correspond to optimal coding over a discrete-time additive white Gaussian
noise (AWGN) channel, although more general channels and coding schemes could
be considered as well. Furthermore, unlike previous work, we account for the fact
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that receivers may exploit signal transmissions from nodes farther than one-hop
distance from the sender, and that nodes in radio visibility can cooperate to transmit
toward one or more receiver nodes.
Under these conditions, we adopt an information-theoretic approach and we de-
velop a method to obtain a fairly tight upper bound to the nodes’ achievable rate,
which also accounts for the interference due to simultaneous transmissions. Specif-
ically, we study the cut-set upper bound [29, 30] of the network system, and obtain
the timing and traffic links schedule of such a network under which the upper bound
is satisfied. We carry out the analysis in presence of both full-duplex (FD) and half-
duplex (HD) nodes; for the former, we study the general case where nodes may
choose to operate either in FD or HD mode, as the second operational mode (i.e.,
HD) can be considered as a subcase of the first one (i.e., FD).
We stress that, since the nodes’ operational states in FD mode are a superset of
those under the HD mode, an upper bound for an FD network is an upper bound for
the HD case too. However, such a bound would be loose for an HD network, where
the data transfer towards the destination is expected to be significantly slower than
in the FD case (recall that HD nodes cannot transmit and receive at the same time).
We therefore carry out a different analysis for FD and HD networks, so as to obtain
tight upper bounds under both operational modes.
We start our analysis by adopting the cut-set methodology as introduced in [29,
30]; this, however, would require us to consider all possible network cuts and opera-
tional states, which is unfeasible in our case due to the exceedingly high complexity.
We therefore limit the number of cuts to be considered and identify the dominant
states in which the network can operate, and derive the upper bound to the nodes
data rate accounting for such cuts and network states only. Also, in the case of an
HD network, whose analysis becomes more complex due to the additional opera-
tional constraints, we are able to analyze a large-size network by resorting to an
equivalent one, composed of five nodes only. To show the validity of our approach,
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we compute a lower bound to the traditional cut-set bound. By comparing our re-
sults to the aforementioned lower bound, we demonstrate that the upper bound we
derive is tight. Finally, we use the bounds obtained for the FD and the HD case to
investigate the system behavior as several parameters, like the signal-to-noise ratio
(SNR), the dependence of the signal attenuation with the distance and the number
of nodes, vary.
We remark that several works have appeared in the literature addressing a prob-
lem similar to the one we study, but for networks with only one node generating
traffic and the others acting as relays [35, 39], or with multiple source nodes but
operating in FD mode only [31, 40], or for networks with very few HD nodes [41].
The benefits of an integrated FD and HD relaying scheme have been studied in [51],
for a network with a source-destination pair and an intermediate relay-only node.
However, the solution in [51] holds only if the loop-back interference observed at
the relay operating in FD mode is resolved. This imposes further hardware re-
quirements, which limit the application of the strategy proposed there. A network
scenario closer to ours has been analyzed in [34, 47], but with a different objec-
tive. There, the authors consider the problem of computing transmission powers,
rates, and link scheduling for an energy-constrained wireless network and solve it
by maximizing the network lifetime through a cross-layer design approach. Beside
having different scope, our work differs from [34, 47] in that they consider the data
rates of the source nodes as inputs to the problem of transmission scheduling, while
we aim at deriving an upper bound to the nodes’ achievable rate. Finally, in [42]
Lutz et al. analyze relay cascades with HD constraints, in which adjacent node
pairs are connected via error-free links. The information transfer is carried out by
applying a coding scheme that allocates the transmission and reception time slots
at the relays depending on the amount of information to be transferred. Through
numerical results, the authors show that their strategy achieves the cut-set bound
under certain conditions on the nodes’ rates. Together with its rather complex cod-
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ing scheme, the strategy in [42] requires the nodes to be synchronized at the symbol
level. Unlike [42], in our approach we derive an upper bound to the rates achievable
by the nodes, using an AWGN channel model and accounting for interference due
to simultaneous transmissions. In summary, to our knowledge, our work is the first
one that provides an upper bound to the achievable data rates in a network where
(i) the nodes may operate all in FD or HD mode, or some in FD and others in HD
mode, (ii) a node’s transmission can be exploited at a receiver located at more than
one-hop distance from the sender, and (iii) interference is taken into account.
The rest of the paper is organized as follows. First, we describe the system
model in Section 5.2 and provide some basic concepts on the cut-set bound in Sec-
tion 5.3. The upper bound to the nodes’ achievable rate is investigated in Sec-
tions 5.4 and 5.5 for, respectively, FD and HD networks. There, we also present
some numerical results showing the impact of the system parameters on the perfor-
mance. Finally, in Section 5.6 we draw our conclusions and highlight directions for
future research.
5.2 System model
We consider a wireless network with linear topology composed of n nodes and a
destination node, as depicted in Fig. 5.1. Without loss of generality, we let node 1
be the node at the left end of the topology, while the destination is located at the
right end and is denoted by n + 1. For simplicity, we assume that the nodes are
equally spaced along the path and denote by d the inter-node distance, which we
refer to as the one-hop distance. It follows that the network has length L = nd
meters, or, equivalently, it includes n-hops.
Node i (i = 1; : : : ; n) generates messages at rate Ri, and it can decode and
forward other nodes’ messages. We consider an additive white Gaussian noise
(AWGN) channel, and assume that all nodes transmit with power P while the noise
power spectral density at each receiver is N0. We then write the SNR measured at
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Figure 5.1: Network topology.
distance d from a transmitting node as
 =
PGtGr
WN0
 
4d
a
(5.1)
where Gt; Gr are, respectively, the transmit and receive antenna gains,  is the car-
rier wavelength, and a is the path loss exponent.
We assume that each node i, i = 1; : : : ; n + 1, is equipped with directional
antennas, so that it can receive signals only from upstream transmitting nodes and it
can use its whole power to transmit towards downstream nodes. This is a reasonable
assumption considering that our objective is to find an upper bound to the achievable
data rates and that we deal with a linear network in which all nodes aim at delivering
their data to the same destination located at one end of the topology.
Furthermore, since we are interested in finding bounds to practical cooperative
communication strategies, for any receiver node, we define kC as the maximum
distance (with respect to the receiver itself) at which collaborating transmitters can
be located; we refer to kC as cooperation range. We define kI (kI  kC) as the
interference range of a node, i.e., the maximum distance at which a transmitted
signal can cause interference at a receiver. Both the cooperation and the interference
ranges are expressed in hops. From the above definitions, it follows that a node can
receive useful signals from transmitters within distance kC hops, while it receives
interfering signals from nodes located at distance farther than kC hops but within
kI hops. All signals arriving at the receiver from farther than kI hops are assumed
to have negligible power. Signals received from collaborating nodes are correlated,
while interfering signals received from nodes farther than kC hops are uncorrelated
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and independent of the useful signals. This is a fair assumption as, by definition of
cooperation range, the signals from nodes farther than kC hops are not exploited by
a receiver, hence useful and interfering signals can be assumed to be uncorrelated.
Also, under the system scenario outlined above, neglecting the correlation among
interfering signals represents a best case (i.e., it never overestimates the effect of the
interfering signals), thus it does not invalidate the derivation of the upper bound to
the nodes’ data rate.
Denoting by y the vector of signals received at the network nodes, we can write:
y =
p
HTx+
p
WTi+ z : (5.2)
In (5.2), x = [x1; : : : ; xn]T is the vector of signals transmitted by nodes 1; : : : ; n;
i  N (0; I) is the vector of signals transmitted by interfering nodes (assumed to
be uncorrelated and independent of x); H is the matrix including the coefficients
of the channels between the receiver nodes and the transmitters in their cooperation
range; W is the matrix including the coefficients of the channels between the re-
ceivers and their corresponding interferers. Finally, z  N (0; I) is the noise vector,
independent of x and i.
We assume that nodes employ Gaussian codebooks and that x  N (0;), with
()ii = 1, i = 1; : : : ; n. The entries hij of the n  (n + 1) channel matrix H are
defined as
hij =
8><>: (i  j)
 a=2 if i  kC  j < i
0 else,
(5.3)
while the elements wij of the n (n+ 1) interference matrixW are given by
wij =
8><>: (i  j)
 a=2 if i  kI  j < i  kC
0 else.
(5.4)
Note that the elements hij and wij are assumed to be static in order to make the
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following analysis more readable; however, our derivations can be easily extended
to the case of a time-varying channel model.
At last, we stress that, while most of previous work aims at maximizing the sum
rates of source nodes, we consider that every node i may have a different amount
of data to deliver to the destination in the unit time. Thus, our goal is to study
the maximum fair rate allocation to all nodes, i.e., the average data rates that can
be achieved by the nodes and that satisfy the desired proportion among the nodes’
data generation rates. To do so, we should consider an n-dimensional problem,
with the n variables representing the nodes’ data rates. However, we can obtain a
problem formulation that is mathematically tractable, by expressing the average1
rate at which node i transfers its own data towards the destination node n+ 1 as
Ri = iR i = 1; : : : ; n : (5.5)
In the above equation, the coefficients i’s are (positive) input parameters repre-
senting the relationship among the nodes’ data generation rates, hence the desired
relationship among the nodes’ traffic delivery rates. Such an expression allows us
to consider only one system variable, R, which should be maximized.
Given the aforementioned scenario, we are interested in deriving a bound to the
maximum achievable rate R, in both the FD and the HD case. FD nodes have the
ability to transmit and receive simultaneously over the same frequency band; we
denote the corresponding operational state by tr. HD nodes, instead, cannot do both
tasks simultaneously, i.e., at a given time instant, they can either transmit (t) or
receive (r). Under certain circumstances, an FD node may also operate in HD mode
for a fraction of time, hence it may be in any of the states t, r and tr. However,
for FD nodes, state t can be included in state tr since reception does not increase
the interference level at other nodes and it does not decrease the system capacity
1Note that the average is computed over time, as the generic node imay take different operational
states at different time instants (namely, transmit, reception and idle/sleep).
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either. Note also that a sleep state could be considered, in which the nodes neither
transmit nor receive but they just save energy. However, for the purposes of our
analysis, a sleep state is equivalent to the receive state. In conclusion, we can limit
our attention to states r and tr for FD nodes, and to r and t for HD nodes.
Since any network node can operate in two states, while the destination node
n+1 always receives, the number of possible states the network can take is J = 2n.
We denote the j-th network state (j = 1; : : : ; J) by j = [1j; : : : ; nj] where ij
is the state of node i when the network is in state j , that is, ij 2 fr; trg if k is an
FD node, and ij 2 fr; tg if k is an HD node. Also, we define the set of network
states as J = fj; j = 1; : : : ; Jg, while the time fractions the network spends in
the possible states are represented by the vector t = [t1; : : : ; tJ ]T, with 0  tj  1
and such that
PJ
j=1 tj = 1.
5.3 Background on the cut-set bound
The cut-set bound is an upper-bound to the achievable data rate of a wireless net-
work of generic topology where nodes exchange messages among each other. As
mentioned, in our case the network is composed of n wireless nodes and a destina-
tion node (see Fig. 5.1). We define the set of network nodes as T = f1; : : : ; n+ 1g
and, as introduced in Section 5.2, we assume that node i, i = 1; : : : ; n, generates a
messageWi, of rate Ri, to be transferred to the destination. The messagesWi’s are
assumed to be mutually independent.
Following the notation introduced in [30, Chapter 10.2], we denote by xi and
yi the random variables representing the signals, respectively, transmitted (channel
inputs) and received (channel outputs), by node i, i = 1; : : : ; n+1. Moreover, since
we assume that the destination node (i.e., node n + 1) is always in receive state r,
we set xn+1 = 0. The transmitted signals xi’s are assumed to have zero mean, unit
variance and joint distribution px1;:::;xn . The destination node, on the base of the
received signal yn+1, derives estimatescWi of the messagesWi, i = 1; : : : ; n.
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In order to compute the cut-set bound, one should consider all possible parti-
tions, hereinafter called cuts, of the network nodes T into two non overlapping sets,
S and Sc = T n S . The former includes some of the nodes generating messages,
while the latter contains the destinations of those messages (for which they compute
an estimate). Note that, beside the sources and destinations of a set of tagged mes-
sages, S and Sc can include other nodes as well. In our network scenario, message
estimates are derived only at the destination node, thus a valid cut is such that Sc
contains at least node n+ 1. Let us now consider a generic cut S. We denote by
 M(S) the set of messages transmitted by nodes in the cut S,
 RM(S) the sum of the rates of the messages inM(S),
 xS = fxkjk 2 Sg the set of channel inputs contained in S,
 xSc = fxkjk 2 Scg the set of channel inputs contained in Sc, and by
 ySc = fykjk 2 Scg the set of channel outputs contained in Sc.
By [30, Chapter 10.2], the rate RM(S) can be written as RM(S) =
P
i2S Ri, where
Ri is the rate of messageWi. Then, the cut-set bound to the network capacity region
is given by:
C 
[
px1;:::;xn
\
S2

(
R1; : : : ; Rnj
X
i2S
Ri  I(xS ;ySc jxSc)
)
(5.6)
where 
 = fSjS  T ;S 6= ;g is the set of network cuts, whose cardinality is
j
j = 2n   1. The term I(xS ;ySc jxSc) denotes the mutual information2 between
the random variables xS and ySc , given xSc and a joint distribution px1;:::;xn .
2The mutual information of two random variables measures the mutual dependence of the two
variables [20].
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5.4 Cut-set bounds: Full-duplex radios
We now derive an upper bound to the achievable data rate by applying the cut-set
bound approach. We start by considering the expression in (5.6) and make some
observations, as detailed next.
In our scenario, the network can operate in J possible states, i.e., j , j =
1; : : : ; J , characterized by the time fractions t = [t1; : : : ; tJ ]T. The mutual in-
formation I(xS ;yScjxSc) in (5.6) can therefore be expressed as I(xS ;ySc jxSc) =PJ
j=1 tjI(xS ;ySc jxSc ;j). The rate of the messages generated by the network
nodes are such that Ri = iR, therefore we can write
P
i2S Ri = R%S where
%S =
P
i2S i. This allows us to reduce the n-dimensional problem in (5.6) to a
formulation with one variable only, i.e., R, where the union and the intersection op-
erators can be replaced with a max and a min operators, respectively. Additionally,
the maximization must be performed also over all possible time fractions t. Hence,
using (5.6), we can write the cut-set upper bound to the data rate R as
B = max
px1;:::;xn ;t
min
S2

1
%S
JX
j=1
tjI(xS ;ySc jxSc ;j): (5.7)
Then, under the assumption of a AWGN channel, FD nodes, a Gaussian codebook
and the signal model in (5.2), we obtain the following expression:
BFD = max
;t
min
S2

(
1
%S
JX
j=1
tjIS;j
)
(5.8)
where IS;j = I(xS ;ySc jxSc ;j) and the joint density px1;:::;xn is represented by the
covariance matrix .
However, the computation of a tight cut-set bound, such as that in (5.8) would
require us to consider any possible cut of the network, S 2 
, separating some
messages from their corresponding estimates, and its complement, Sc = T n S .
Unfortunately, this is impractical for networks with a large number of nodes, since
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the number of cuts increases exponentially with n, i.e., as 2n   1. Thus, in the
following we derive an upper bound for BFD, i.e., a looser upper bound to the
achievable data rate. To demonstrate that our bound is still tight, we derive a lower
bound for BFD and show that our upper and lower bounds for BFD are very close.
5.4.1 Upper bound to BFD
A weaker, but mathematically tractable, upper bound to the rate R can be ob-
tained by reducing the cuts to be considered in (5.8) to one cut only, which co-
incides with T . Then, we have BFD  1%T max;t
PJ
j=1 tjIT ;j where IT ;j =
I(x1; : : : ; xn; yn+1jj) = I(xn kC+1; : : : ; xn; yn+1jj). It follows that
BFD  1
%T
max

JX
j=1
tjI(xn kC+1; : : : ; xn; yn+1jj)
=
1
%T
max

I(xn kC+1; : : : ; xn; yn+1j)
=
1
2%T
max

log2
 
1 + hn+1
Thn+1

: (5.9)
Since we aim at deriving an upper bound, in (5.9) we limited the possible network
states to those in which nodes n   kC + 1; : : : ; n are in state tr, nodes n   kI +
1; : : : ; n   kC are in state r (so that they do not interfere with the nodes within
distance kC from the destination n + 1), and the remaining ones can be either in tr
or r ( represents any of these network states). Note that the vector hn+1 is the
(n+ 1)-th column ofH and
hn+1
Thn+1 

nX
i=1
nX
j=1
(hn+1)i(hn+1)j()ij
  XkCl=1 hl2 (5.10)
where the second inequality is due to the fact that all elements of hn+1 are posi-
tive, j()ijj  1, and only the nodes within distance kC from the destination are
131
transmitting. By substituting (5.10) in (5.9), we can write
BFD  1
2
Pn
i=1 i
log2

1 + 
XkC
l=1
hl
2
= BU FD : (5.11)
5.4.2 Lower bound to BFD
In order to assess how tight the bound BU FB is with respect to BFB, we derive a
lower bound for the latter, which we denote by BL FB. The lower bound BL FB is
obtained by assuming  = I in (5.8), i.e., that the transmitted signals are uncorre-
lated. Under this condition, a node can decode some data by using one signal only
out of the received ones, and it has to consider the latter as interference. Thus, by
recalling (5.8) we have
BFD  max
t
min
S2

(
1
%S
JX
j=1
tj IS;jj=I
)
; (5.12)
where IS;jj=I is the mutual information IS;j conditioned to  = I, i.e.,
IS;jj=I = I(xS ;yScjxSc ; = I;j):
Let us define the 1n vector S , whose i-th element is (S)i = 1 if i 2 S and 0
otherwise, and the diagonal matricesS = diag(S) and S = diag([1  S ; 1]).
Then, the mutual information IS;jj=I can be rewritten as
IS;jj=I = I
 
Sx;
p
 SHTx+
p
 SWTi+ zj(I S)x; = I;j

where the matrices S and S select the nodes in the cut S and Sc, respectively.
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Since x =Sx+ (I S)x and we assume  = I, we have
IS;jj=I= I
 
Sx;
p
 SHTSx+
p
 SWTi+ zj = I;j

=h(
p
 SHTSx+
p
 SWTi+ zj = I;j)
 h(p SWTi+ zjj) (5.13)
where h() denotes the differential entropy.
Now, let us define the vector dj = [d1j; : : : ; dnj]T whose entries, for i =
1; : : : ; n, are such that dij = 1 if ij = tr, and dij = 0 if ij = r. From the
above definitions, it follows that the vectors of signals x conditioned to the network
state j can be written as xjj = Djx, whereDj = diag(dj). Similarly, the inter-
ference vector conditioned to the network state j is given by ijj = Dji. Then,
from (5.13) we obtain
IS;jj=I =h(p SHTSx+p SWTi+ zj = I;j)
 h(p SWTi+ zjj)
=h(
p
 SHTSDjx+
p
 SWTDji+ zj = I)
 h(p SWTDji+ z)
=
1
2
log2
I+  S(WTDjW +HTSDjH) SI+  SWTDjW S = aS;j (5.14)
where we used the fact that x, i and z are mutually independent, D2j = Dj , and
SD2jS = SDj . Let a = [aS;1; : : : ; aS;J ]
T (with aS;j as in (5.14)) and t =
[t1; : : : ; tJ ]
T. It follows that (5.12) can be rewritten as
BFD  max
t
min
S2


aTt
%S

: (5.15)
The max-min problem in (5.15) can be turned into the following linear programming
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(LP) problem, which can be easily solved:
BL FD = maxR s.t.
aSTt
%S
 R; for any S 2 

1Tt = 1
0  tj  1; for any j 2 J :
As a last remark, note that, for the special case where kC = kI = 1, the expressions
we derived forBL FD,BFD andBU FD coincide and take the value, 12%T log2(1+).
5.4.3 Results
Let us consider a network composed of n = 10 nodes plus the destination. By using
the above expressions and setting i = 1, i = 1; : : : ; n, we compute the bounds to
the achievable rate R in (5.5) as the value of SNR, , and the node cooperation and
interference range vary. Recall that, by varying the latter two parameters, the values
taken by the bounds in (5.11) and (5.15) vary as well.
Fig. 5.2 presents the results obtained for a path loss exponent, a, equal to 2
(top) and 4 (bottom), respectively. The cooperation range kC varies between 1 and
4, while the interference range is set to kI = 5. As it can be seen by looking at
the plots, in the medium-low SNR region the bounds, BU FD and BL FD, are tight
for any value of kC , while in the high SNR region the gap is very limited for any
kC  2. The figures also show that the distance between the two bounds decreases
as the path loss exponent increases, especially in the high SNR region. The reason
of this behavior is that the larger the kC’s and a’s, the smaller the impact of the
interference, as large kC’s imply that interferers are very far away from the receiver
while large a’s cause severe signal attenuation. Since the boundsBU FD andBL FD
are always close (except for a = 2 and kC = 1), we conclude that BU FD is a tight
upper-bound of the cut-set bound BFD.
Furthermore, we observe that, by increasing kC , the bounds also increase, as it
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can be exploited the cooperation among a larger number of transmitters. However,
such a gain is evident only when kC grows from 1 to 2, while a further increase of
kC to 4 provides only a limited increase in the data rate. Such a gain further reduces
as the path loss exponent grows.
In conclusion, our results suggest that increasing the number of cooperating
nodes beyond two provides a benefit which is little for medium-low SNR and neg-
ligible in the high SNR region. Also, such a gain in the achievable rate significantly
decreases for a > 2.
It follows that the complexity of designing and implementing a communication
strategy that exploits cooperative transmissions from nodes, located farther than two
hops away from a receiver, does not pay off in terms of performance.
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Figure 5.2: Full-duplex radios: bounds for n = 10, a = 2 (top), and a = 4 (bottom),
i = 18i, kC = 1; 2; 3 hops and kI = 5.
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5.5 Cut-set bounds: Half-duplex radios
We now consider that the n network nodes operate in HD mode, i.e., that at any
time instant each node can be either in the transmit (t) or in the receive (r) state. As
done in the case of FD radios, we denote by IS;j = I(xS ;ySc jxSc ;j) the mutual
information associated to cut S and conditioned to the network being in state j =
[1j; : : : ; nj], where ij 2 fr; tg is the state of node i when the network is in state
j . It follows that the mutual information associated to the cut S can be written as
IS = I(xS ;ySc jxSc) =
PJ
j=1 tjIS;j .
Following [29], the cut set bound to the rate that can be achieved in the HD
scenario is:
BHD = max
t;
min
S2


IS
%S

: (5.16)
where we recall that %S =
P
i2S i. The computation of the bound in (5.16) is again
mathematically intractable for large networks, since it requires the maximization
over the vector t and the matrix , and the minimization over 2n   1 cuts. Thus,
similarly to what done for the FD case, below we derive an upper and a lower-bound
to BHD.
5.5.1 Upper bound to BHD
We first observe that the bound in (5.9) can be obtained again for the HD case by
following the same approach as in Sec. 5.4.1, i.e., we can bound (5.16) by reducing
the set of possible cuts, 
. However, it is clear that a different derivation is needed
in order to obtain a good bound for the HD case.
We now split the set of nodes T in two disjoint subsets: T1 containing the nodes
f1; : : : ; n  k   1g and T2 including the nodes fn  k; : : : ; ng, where k  kC . We
then upper-bound BHD by considering only the set of network cuts, e
, such that,
for every S 2 e
, the nodes in T1 are out of the cooperation range of all nodes in S.
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Then, a first upper-bound to BHD can be written as
BHD  max
t;
min
S2e


IS
%S

: (5.17)
Next, motivated by the results obtained for the FD radios (see Fig. 5.2 and re-
lated comments), let us limit our attention to the case where the cooperation range
is equal to 2 hops, i.e., k = kC = 2. The generalization to the case where kC > 2,
although more complicated, can be easily obtained. Under such an assumption, the
right hand side of (5.17) can be rewritten as
min
S2e


IS
%S

= min
1h5
min
S2e
h

IS
%S

where the disjoint subsets of cuts, e
h’s, satisfy the condition e
 = S5h=1 e
h and are
defined below.
1. e
1 = fS = fn   q; : : : ; n   1g; 2  q  n   1g. In this case, we have
Sc = f1; : : : ; n   q   1; ng for 2  q < n   1, and Sc = fn; n + 1g for
q = n  1. The corresponding mutual information can be written as
IS = I(xS ;yScjxSc) = I(xS ; yn; yn+1jxSc) (5.18)
where the last equality holds since the signals ySc , except for yn, do not de-
pend on xS . We recall that the conditioned mutual information I(X;Y jZ)
can be written in terms of differential entropy as I(X;Y jZ) = h(Y jZ)  
h(Y jX;Z). In our case and for 2  q  n  1, we have
I(xS ; yn; yn+1jxSc) = h(yn; yn+1jxSc)  h(yn; yn+1jx1; : : : ; xn)
 h(yn; yn+1jxn)  h(yn; yn+1jxn 2; xn 1; xn)
= I(xn 2; xn 1; yn; yn+1jxn) (5.19)
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since conditioning reduces the entropy and, under our assumptions
h(yn; yn+1jx1; : : : ; xn) = h(yn; yn+1jxn 2; xn 1; xn):
Recall that in (5.17) we need to minimize the ratio IS=S over all possible
cuts. Therefore, by using the results in (5.18) and (5.19), we can write:
min
S2e
1
IS
S
 min
S2e
1 I(xn 2; xn 1; yn; yn+1jxn)
X
i2S
i
 1
= I(xn 2; xn 1; yn; yn+1jxn) min
2qn 1
X
i2fn q;:::;n 1g
i
 1
= I(xn 2; xn 1; yn; yn+1jxn)
Xn 1
i=1
i
 1
= I1 : (5.20)
2. e
2 = ffn  1gg. Following the same procedure as above, we obtain
min
S2e
2
IS
S
 1
n 1
I(xn 1; yn; yn+1jxn 2; xn) = I2 :
3. e
3 = fS = fn q; : : : ; ng; 2  q  n 1g. Then, we have Sc = f1; : : : ; n 
q   1g for 2  q  n  1, and Sc = ; for q = n  1. Again, we obtain
min
S2e
3
IS
S
 1Pn
i=1 i
I(xn 1; xn; yn+1) = I3 :
4. e
4 = ffn  1; ngg, thenminS2e
4 ISS  1n+n 1 I(xn 1; xn; yn+1jxn 2) = I4.
5. e
5 = ffngg, then minS2e
5 ISS  1n I(xn; yn+1jxn 2; xn 1) = I5.
Given that the interference range is larger than the cooperation range, i.e., kI >
kC , it is clear that the terms Ih’s also account for the interference. Since interfering
signals are assumed to be uncorrelated, for simplicity in the bound computation, the
terms of mutual information Ih’s can be upper-bounded by considering kI = kC+1.
That is, we can account only for a single interfering node.
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In conclusion, let eIh be the mutual information Ih conditioned to kI = kC + 1,
h = 1; : : : ; 5. We can eventually write the upper-bound to BHD as
BU HD = max
t;PJ
j=1 tj=1
min
1h5
eIh : (5.21)
Note that the bound in (5.21) refers to an equivalent network composed of 5
nodes (see Fig. 5.3), namely: (a) an interfering node n 3; (b) the node n 2 whose
transmitted signal is considered as useful for nodes n  1 and n and as interference
for node n+ 1; (c) the nodes n  1 and n whose transmitted signals are considered
as useful to node n+1; and (d) the destination node n+1. Also, the terms eI1; : : : ; eI5
represent the mutual information associated to the cuts, respectively, fn   2; n  
1g; fn  1g; fn  2; n  1; ng; fn  1; ng; fng of the equivalent network, where the
equivalent traffic loads are described by the coefficients
^n 2 =
n 2X
i=1
i; ^n 1 = n 1; ^n = n:
n  1 n n+ 1n  3 n  2
^n 1 ^n^n 2
Figure 5.3: Equivalent network for the computation of the bound in (5.21).
Since each node can operate in two states and node n+1 is always receiving, the
above equivalent network has 24 states to be considered in the computation of (5.21).
As the last remark, we observe that the mutual information eIh, h = 1; : : : ; 5,
can be rewritten as eIh =Pj tjeIh;j , where the terms eIh;j are the mutual information
conditioned to network state j . Then, the bound in (5.21) can be written as
BU HD = max
t;P
j tj=1
min
1h5
X
j
tjeIh;j :
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The above max-min problem can be efficiently solved as follows: for each covari-
ance matrix , solve the LP problem
BU HD = maxR s.t.P
j tj
eIh;j  R; h = 1; : : : ; 5P
j tj = 1X
j:j;n 3=t
tj  n 3R1
2
log2(1 + )
and choose the maximum over . Note that
P
j:j;n 3=t tj represents the time frac-
tion during which the interfering node n   3 is transmitting (i.e., it is in state t).
The constraint
P
j:j;n 3=t tj  n 3R1
2
log2(1+)
bounds such a time fraction with the time
required by node n  3 to transmit at least its own generated data (n 3R) through
a single-hop channel with capacity log2(1 + )=2.
5.5.2 Lower bound to BHD
As done for the FD case, in order to verify that the upper bound BU HD is tight
enough, we derive a lower bound to BHD and compare it to the BU HD. Again, we
lower bound BHD by assuming  = I. By doing so, we obtain:
BHD  max
t
min
S
(PJ
j=1 tjIS;jj=I
%S
)
: (5.22)
The conditioned mutual information IS;jj=I can be expressed similarly to (5.14),
as:
1
2
log2
I+  S Dj(WTDjW +HTSDjH) Dj SI+  S DjWTDjW Dj S = bS;j (5.23)
where the matrix Dj = diag([1  d; 1]) accounts for the fact that HD nodes cannot
simultaneously transmit and receive, i.e., Dj is used to force to 0 the signal received
at the nodes that are transmitting. The right hand side of (5.22) can then be further
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bounded as:
max
t
1Tt=1
min
S

bSTt
%S

 max
t^
1Tt^=1
min
S
(
b^STt^
%S
)
= BL HD (5.24)
where the column vectors b^S and t^ are defined as b^S = fbS;jg, t^ = ftjg, with
j 2 J^ , and where we only considered a subset J^ of the possible network states J .
The reduction of the number of considered states to J^ allows a dramatic reduction
of the computational complexity of (5.24) and is justified by the fact that, through
numerical analysis, we have observed that most of the network states have little or
no influence on the value of the bound. More specifically, the number of dominant
states, i.e., those that provide significant contribution, increases just linearly with n.
Also, for kI = kC + 1, the dominant network states are circular shifts of the vector
 = [: : : ttrttrttr : : :] where the pattern ttr is repeated. This result was expected
since, for the above value of kI , the pattern ttr both avoids interference and allows
neighboring nodes to cooperate. This finding suggests that efficient communication
strategies can be obtained by exploiting such network states. The max-min problem
in (5.24) can then be turned into the following LP problem:
BL HD = maxR s.t.
b^STt^
%S
 R; for any S 2 

1Tt^ = 1
0  tj  1; for any j 2 J^ :
5.5.3 Results
We now assume HD radios and compare the bounds in (5.21) and (5.24) to the
achievable data rate as the SNR varies. We focus on the case where i = 1, i =
1; : : : ; n, path loss exponent a = 2; 4, cooperation range kC = 2 and interference
range kI = kC + 1. The results are shown in Fig. 5.4, for n = 10. The bounds we
derived show to be very close for any value of  and a, again proving that the upper-
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bound BU HD in (5.21) is a tight upper bound to the cut-set bound BHD. Similar
results have been obtained also varying the values of the system parameters over a
larger range.
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Figure 5.4: Half-duplex radios: bounds for n = 10, a = 2; 4, i = 18i, kC = 2
hops and kI = 3.
After assessing the tightness of the bounds in (5.11) and (5.21), we now inves-
tigate their behavior for different values of n. In particular, Fig. 5.5 compares the
bounds BU FD and BL FD for a = 2; 4, kC = 2, and for n = 5 and n = 10, respec-
tively. The bounds for the FD case are clearly higher than those obtained for HD
radios, as the latter case constrains the nodes to operate in either transmit or receive
mode while in the FD case the best operational mode for each node is selected.
We then analyze the case where the nodes have different traffic loads, i.e., they
generate data traffic at different rates i. In particular, Figs. 5.6 and 5.7 show the
case where i = i, i = 1; : : : ; n, i.e., the closer a node to the destination, the
higher its load. The first plot presents the curves obtained for n = 5 and path loss
exponent a equal to 2 and 4. In this case, we can observe a behavior very similar
to the one exhibited by the bounds in Fig. 5.5 (top), i.e., under a constant traffic
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Figure 5.5: Comparison between the cases of half-duplex and full-duplex radios.
Bounds for n = 5 (top), and n = 10 (bottom), with a = 2; 4, i = 18i, kC = 2 hops
and kI = 3 hops.
load for all nodes. The plot in Fig. 5.7, instead, refers to the case where a = 2 and
n = 5; 10. Comparing these results with those in Fig. 5.5 (bottom), it is evident that
the achievable value of R is greatly affected by the number of nodes n when i = i,
i = 1; : : : ; n. However, recall that, in this case, the average data rate of the generic
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node i is Ri = iR, i = 1; : : : ; n. Thus, although R decreases as n grows, the overall
amount of traffic delivered to the destination in a time unit is still high.
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Figure 5.6: Comparison between the cases of half-duplex and full-duplex radios.
Bounds for n = 5, a = 2; 4, kC = 2 hops, kI = 3 hops, and different data generation
rates at the nodes, namely, i = i, i = 1; : : : ; n.
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Figure 5.7: Comparison between the cases of half-duplex and full-duplex radios.
Bounds for n = 5; 10, a = 2, kC = 2 hops, kI = 3 hops, and different data
generation rates at the nodes, namely, i = i, i = 1; : : : ; n.
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5.6 Conclusions
We studied the upper bound to the data rate that wireless nodes in a linear network
can achieve. We carried out the analysis accounting for the interference due to
simultaneous transmissions, and in presence of full as well as half-duplex nodes.
Also, unlike previous work, we considered that nodes located at more than one-hop
distance can cooperate to deliver the data traffic to the destination, and that nodes
may have different requirements in terms of achievable data rate. The expressions
we derived are mathematically tractable and allow the analysis of large-scale, multi-
hop networks. Numerical results showed the impact on the performance of several
system parameters, such as the SNR, the path loss exponent and the number of
cooperating transmitters.
Our analysis suggests two important facts. First, in order to design efficient
communication strategies, it is sufficient to use pairs of transmitters that cooperate
to forward the data to the destination. Second, in half-duplex networks, there exist
some dominant network states whose contribution determines the achievable data
rate. Effective communication strategies can therefore be obtained by considering
pairs of cooperating nodes and by letting the network operate in such states. Future
work will focus on the definition of cooperative traffic relaying schemes that provide
an achievable rate as close as possible to the upper bound provided in this study.
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Chapter 6
Two-hop Cooperative
Communication Strategies for
Wireless Sensor Networks
We study multi-hop wireless sensor networks composed of a cascade of nodes that
may both generate their own traffic and relay other nodes’ data. Nodes operate in
half-duplex mode and aim at delivering their data to a common destination node.
We analyze the above network scenario considering that the nodes can relay traffic
over up to two hops, and devise suitable communication strategies. We show that
the proposed schemes exhibit good performances in terms of average achievable
rate when compared to non-cooperative techniques as well as to the cut-set upper
bound.
6.1 Introduction
In this chapter, we present two multi-hop traffic relaying strategies for linear wire-
less networks whose nodes all operate in half-duplex mode. More precisely, we
consider a wireless network where the nodes have to deliver their traffic to a desti-
nation node, possibly through multi-hop data transfers. The nodes share the same
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radio resources and generate their own traffic at an equal average rate. We as-
sume that the nodes cooperate to relay the traffic based on the decode-and-forward
paradigm [20]. The node transmission rates and powers correspond to optimal cod-
ing over a discrete-time additive white Gaussian noise (AWGN) channel, although
more general channels and coding schemes could be considered as well. Further-
more, unlike previous work, we account for the fact that the transmission range of
the source/relay nodes may span over more than one hop. Under these conditions,
we derive the average rate that can be achieved by the node under each proposed
strategy, and we compare it to the cut-set upper bound on the network data rate.
The rest of the chapter is organized as follows. We first discuss related work in
Section 6.2, then we introduce the system model we consider in Section 6.3. The
proposed transmission strategies are described in Section 6.4, while their perfor-
mances are evaluated in Section 6.5. Finally, in Section 6.6 we draw our conclusions
and highlight directions for future research.
6.2 Related Work
Traffic relaying in wireless networks has been widely investigated, under different
network topologies and assumptions on the nodes capabilities. As an example the
works in [39, 50] address the case where one node is a traffic source while the
others act as relays only. Specifically, the study in [50], analyzes, among others, a
cascaded, cooperative, two-hop relaying scheme. Such a strategy, although being
different from ours and considering only one source, relies on the same assumption
we make on the node transmission range.
Multiple source nodes have been considered in [31] under the assumption that
all network nodes are full-duplex [31, 40], or in [41] where just a small number of
nodes operate in half-duplex mode. A transmission strategy that integrates both full-
and half-duplex schemes has been presented in [51], for a network with a source-
destination pair and only one relay node. Such a strategy outperforms those that
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can be designed in the case of a full- or half-duplex relay only, but it cannot be
extended to more general network scenarios. A network of half-duplex source/relay
cascades, similar to the one we study, has been analysed in [42]. The work there
presents a coding scheme, through which the cut-set bound to the data rate can be
achieved when the rates of relay sources fall below certain thresholds. However, the
work considers one-hop communications only, and the obtained result holds under
the assumption of error-free communication links and of nodes being synchronized
at the symbol level.
Finally, energy-efficient, cooperative, traffic relaying schemes have been pro-
posed in [32, 33]. However, the scope and methodology of these works differ from
ours, as they focus either on the design of algorithms and protocols for sensor net-
works, or target different scenarios, e.g., MIMO communications. In [34, 47], the
problem of computing transmission powers, rates, and link schedule for an energy-
constrained wireless network has been addressed by maximizing the network life-
time through a cross-layer design approach. Besides having different scope, our
study differs from [34, 47] in that these works consider the data rates of the source
nodes as the inputs to the problem of transmission scheduling.
6.3 System Model
Network topology: We consider a wireless network with linear topology composed
of n nodes and a destination in which node 1 is the node at the left end of the
topology, while the destination is located at the right end and is denoted by n + 1.
For simplicity, we assume that the distance between every two nodes (including the
destination) is the same, and is denoted by d. The network topology is depicted
in Fig. 6.1. The nodes in the network serve as both data sources and data relays.
Every node i; i = 1; : : : ; n generates messages, denoted by Wi, with Wi being
independent of Wj , for i 6= j. We assume that the data traffic generated by the
nodes should be delivered to the destination at the same average rate, denoted by R.
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Figure 6.1: Network with linear topology, the destination is shown in black.
Node and network states: Each node in the network is equipped with a half-
duplex transceiver, implying that it cannot transmit and receive at the same time.
This prompts the node i to operate in three different states, namely transmit, receive,
and sleep, denoted by t, r, s respectively. The state of the node i is denoted by i
in which i 2 ft; r; sg. Moreover, the network state  is defined as the vector
[1; 2; : : : ; n] containing the states of all nodes. In general a network may operate
in M states, each denoted by h; h = 1; : : : ;M . Since there are three possible
states for each node, a network may have up to 3n states, i.e.,M  3n. We denote by
ti the fraction of time the node i spends in state , and we maintain that t
t
i+t
r
i+t
s
i =
1. The network remains in state h for the time th where accordingly
P
h th = 1.
Communication channel: We adopt the decode-and-forward paradigm [20] as
the relaying technique in the network. The nodes transmit information at the same
average rate R through the same frequency channel of bandwidth B shared among
them. Due to the adopted linear topology of the network, the traffic flow is unidi-
rectional, i.e., from the lower indexed nodes toward those with higher indexes. To
avoid an exceedingly high level of complexity of the communication strategies, we
assume that node i, while being in state r, is able to decode only the signals trans-
mitted from the nodes that are located no farther than two-hop distance, 2d. In other
words, it treats the signals from the nodes located farther than 2d-distance as in-
terference. Moreover, the nodes in the network are assumed to have two antennas;
one dedicated to transmission and directed toward the destination (downstream),
and the other dedicated to reception and directed to the opposite side of the des-
tination (upstream). This limits the interfering signals to the upstream ones only.
All nodes transmit with power P , and the channel noise is considered to be AWGN
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with the power spectral density N0. The signal-to-noise ratio (SNR) with respect to
the one-hop distance d and in the absence of interference is denoted by  defined as
 =
PGtGr
N0B
 
4d
a
(6.1)
where Gt, Gr are, respectively, the transmit and receive antenna gains,  is the car-
rier wavelength, and a is the path loss exponent. Finally, by denoting the transmis-
sion bandwidth byB, we define the one-hop channel capacity as C() = B log2(1+
).
6.4 Communication strategies
In this section, we describe our two proposed communication strategies, namely
TTR (Transmit-Transmit-Receive) and TTRR (Transmit-Transmit-Receive-Receive).
For each strategy, we adopt an information-theoretic approach and derive the aver-
age data rate that can be achieved.
6.4.1 The TTR strategy
The TTR strategy transfers the nodes traffic to the destination in n steps, each de-
noted by h, h = 1; : : : ; n. According to such a strategy, at each step h, the network
nodes plus the destination are grouped into L(h) non-overlapping triplets of adja-
cent nodes, each triplet denoted by T (h)` ; ` = 1; : : : ; L(h). Also, let us label the
three nodes in the generic triplet by f1; 2; 3g.
The procedure through which the TTR strategy is accomplished is detailed be-
low. An example of the network operation, representing the node and network states
is given in Fig. 6.2, for a network with n = 6 nodes plus the destination.
Initial step, h = 1:
All nodes f1; : : : ; ng, plus the destination, take part in the data transfer, hence
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L(1) = dn=3e. Each triplet T (1)` (` = 1; : : : ; L(1)) includes the nodes f3(` 
1) + 1; 3(`   1) + 2; 3(`   1) + 3g; e.g., T (1)1 = f1; 2; 3g. Within the `-th
triplet, node 1 sends messageW3` 2 to node 2 at rateR(1), using a transmit
power level equal to P . Node 3, instead, is in sleep mode (see Fig. 6.2);
thus, at step h = 1, each triplet is in the state [1 ; 2 ; 3 ] = [t; r; s]. Upon
successful decoding,W3` 2 will be available at node 2.
Steps h = 2; : : : ; n:
The number of nodes involved in the data transfer is n   h + 2, plus the
destination, while the remaining h   2 nodes are in sleep state. Hence, we
have L(h) = b(n h+3)=3c and each triplet T (h)` (` = 1; : : : ; L(h)) includes
the nodes f3(`   1) + h; 3(`   1) + h + 1; 3(`   1) + h + 2g. Within the
`-th triplet, the two leftmost nodes, 1; 2, transmit the messages in the set
fW3` 2;W3` 1;W3`g, while the rightmost node, 3, receives (see Fig. 6.2).
Thus, at step h each triplet is in state [1 ; 2 ; 3 ] = [t; t; r], after which the
strategy has been named. Specifically, nodes 1 and 2 dedicate a portion of
their transmit power, (h)j P and 
(h)
j P , respectively, to send the j-th element
in the message set fW3` 2;W3` 1;W3`g toward node 3, at rate R(h), where
j = 1; 2; 3 and
P
j 
(h)
j =
P
j 
(h)
j = 1. Note, however, that for h = 2; 3,
some of the messages in the set may not be available at 1 (2) yet; in these
cases, the corresponding power coefficient (h)j (
(h)
j ) will be set to zero.
Table 6.1 reports the expression of the power coefficients (h)j and 
(h)
j , for
j = 1; 2; 3 and the generic h. Upon the completion of step h, the leftmost transmitter
in the network has no more data to send, hence it will not take part in the following
operational steps and the triplets are shifted toward the destination by one node.
Next, let x(`)j , j = 1; 2; 3, be the signal transmitted in the triplet T (h)` that carries
the j-th element of the set fW3` 2;W3` 1;W3`g. For example, for h = 2, x(2)1
denotes the signal transmitted by node 1 and 2 in the second triplet T (2)2 that
carries W4. All x
(`)
j are assumed to be unit-variance signals. Moreover, let y
(`)
i
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h 
(h)
1 
(h)
2 
(h)
3 
(h)
1 
(h)
2 
(h)
3
2 1 0 0 
(2)
1 1  (2)1 0
3 
(3)
1 1  (3)1 0 (3)1 (3)2 (3)3
4; : : : ; n 
(h)
1 
(h)
2 
(h)
3 
(h)
1 
(h)
2 
(h)
3
Table 6.1: Power coefficients (h)j and 
(h)
j (j = 1; 2; 3) for 2  h  n, ((h)3 =
1  (h)1   (h)2 and (h)3 = 1  (h)1   (h)2 ).
.
.
.
.
.
.
.
.
.
h = 1
W1;W2;W3
delivered
h = 6
St
ep
,h
h = 4
h = 2
delivered
h = 3 W4;W5;W6
T (h)1 T (h)2
Figure 6.2: TTR strategy in a network with n = 6 nodes.
denote the received signal at node i, whenever being in receive mode, in the triplet
T (h)` .
As mentioned, for h = 1, the first and the second nodes within each triplet act,
respectively, as transmitter and receiver, while the third node is in sleep state and
does not participate in the network operations. Thus, for h = 1 the received signal
at node 2 is given by:
y
(`)
2 =
p
 x
(`)
1 +
p

Xl 1
k=1
x
(k)
1 
3(`  k) + 1a=2 + z(`)2 (6.2)
where the second term refers to the interference coming from those upstream
nodes that belong to the previous `  1 triplets, and z(`)2 is the noise.
Similarly, for h = 2; : : : ; n, each triplet has its first two nodes acting as trans-
mitters and the third node as a receiver. Hence, the received signal y(`)3 is
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y
(`)
3 =
p

3X
j=1

2 a=2
q

(h)
j +
q

(h)
j

x
(`)
j (6.3)
+
p

l 1X
k=1
3X
j=1
 q(h)j 
3(`  k) + 2a2 +
q

(h)
j 
3(`  k) + 1a2

x
(k)
j
+ z
(`)
3
with the last term accounting for the interference coming from the upstream
nodes.
By investigating the denominator of the terms corresponding to the interference
in (6.2) and (6.3), some simplifications are possible. In fact, the power of interfering
signals is proportional to
 
3(` k)+1 a or  3(` k)+2 a, hence it experiences
drastic drops as the difference ` k exceeds one. It follows that we can approximate
the interference as that due to the nearest upstream triplet, and rewrite (6.2) and (6.3)
as
y
(`)
2 =
p
x
(`)
1 + 2
 apx(` 1)1 + z(`)2 (6.4)
y
(`)
3 =
p

3X
j=1

2 a=2
q

(h)
j +
q

(h)
j

x
(`)
j + z
(`)
3
+
p

X3
j=1

5 a=2
q

(h)
j + 2
 a
q

(h)
j

x
(` 1)
j (6.5)
Moreover, since the last three steps, h = n   2; n   1; n, involve only one active
triplet, i.e., L(h) = 1, (see Fig. 6.2), there will be no interference at all, and the
received signals will be given by (6.5) with the interference terms removed, i.e.,
y
(`)
3 =
p

P3
j=1

2 a=2
q

(h)
j +
q

(h)
j

x
(`)
j + z
(`)
3 .
6.4.1.1 Deriving the rate constraints in TTR strategy
Let us now denote by R(h) the rate of the traffic transfer during step h (h =
1; : : : ; n). Regarding the initial step, h = 1, and according to (6.4), the first term
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denotes the desired signal, while the second and third terms denote the interfering
signal and the noise, respectively. Thus, according to [20], the constraint on the
traffic transfer rateR(1) is given by:
R(1)  C  
1 + 4 a

= C  1
 1 + 4 a

(6.6)
As for h  2, (6.5) refers to the multiple access transmission of independent mes-
sages carried by the signals x(`)j ; j = 1; 2; 3, in the presence of independent inter-
fering signals x(` 1)j and AWGN noise [20]. As a consequence, the corresponding
rate constraints are
Rj  C
 2 a=2q(h)j +q(h)j 2
1 + 
P3
j=1

5 a=2
q

(h)
j + 4
 a=2
q

(h)
j
2 (6.7a)
X
j=1;2
Rj  C
 Pj=1;2 2 a=2q(h)j +q(h)j 2
1 + 
P3
j=1

5 a=2
q

(h)
j + 4
 a=2
q

(h)
j
2 (6.7b)
X
j=1;3
Rj  C
 Pj=1;3 2 a=2q(h)j +q(h)j 2
1 + 
P3
j=1

5 a=2
q

(h)
j + 4
 a=2
q

(h)
j
2 (6.7c)
X
j=2;3
Rj  C
 Pj=2;3 2 a=2q(h)j +q(h)j 2
1 + 
P3
j=1

5 a=2
q

(h)
j + 4
 a=2
q

(h)
j
2 (6.7d)
3X
j=1
Rj  C
 P3j=1 2 a=2q(h)j +q(h)j 2
1 + 
P3
j=1

5 a=2
q

(h)
j + 4
 a=2
q

(h)
j
2 (6.7e)
Since we have assumed that at each step all messages are transferred at the same
rateR(h), we set Rj = R(h), j = 1; 2; 3.
Thus, by expanding the terms in (6.7), we finally obtain
R(h) C

2 a(h)1 + 
(h)
1 + 2
(1 a=2)
q

(h)
1 
(h)
1



(6.8a)
R(h) C

2 a(h)2 + 
(h)
2 + 2
(1 a=2)
q

(h)
2 
(h)
2



(6.8b)
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R(h) C

2 a(h)3 + 
(h)
3 + 2
(1 a=2)
q

(h)
3 
(h)
3



(6.8c)
R(h)  (1=2) C

2 a(1  (h)3 ) + 1  (h)3 + 2(1 a=2)
P
j=1;2
q

(h)
j 
(h)
j



(6.8d)
R(h)  (1=2) C

2 a(1  (h)2 ) + 1  (h)2 + 2(1 a=2)
P
j=1;3
q

(h)
j 
(h)
j



(6.8e)
R(h)  (1=2) C

2 a(1  (h)1 ) + 1  (h)1 + 2(1 a=2)
P
j=2;3
q

(h)
j 
(h)
j



(6.8f)
R(h)  (1=3) C

1 + 2 a + 2(1 a=2)
P
j=1;2;3
q

(h)
j 
(h)
j



(6.8g)
with  =

 1 + 4 a + 5 a + 2  4 a=2  5 a=2P3j=1q(h)j (h)j  1.
Hence, the maximum achievable rate becomes
R(h) = max
0(h)j ;(h)j 1
min
n
(6.8a); (6.8b); (6.8c); (6.8d); (6.8e); (6.8f); (6.8g)
o
(6.9)
6.4.1.2 Computing the average Achievable rate, R
Finally, we compute the average achievable data rate. Recall that, according to the
TTR strategy, at each step h  2, the triplets T (h)` ; ` = 1; : : : ; L(h), operate in
parallel, and each of them transfers the messages W3` 2;W3` 1;W3`. After each
step is completed, the triplets are shifted toward the destination by one node. Thus,
the time it takes to transfer all data to the destination corresponds to the time nec-
essary to deliver the messages generated by the first three nodes in the network,
W1;W2;W3. Also, as mentioned, each step h corresponds to a different network
operational state, denoted by h. Recall that th is the fraction of time the network
stays in state h, and that we have assumed that the average transmission rate is
equal to R. Then, we have R = thR(h), and
Pn
h=1R=R(h) =
Pn
h=1 th = 1. It
follows that, under the TTR strategy, the average achievable rate of traffic transfer,
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R, is given by:
R =
Xn
h=1
1
R(h)
 1
:
6.4.2 The TTRR strategy
The TTRR strategy allows to efficiently deliver messages from nodes to the desti-
nation, by using quadruplets of adjacent active nodes in an iterative fashion. For
clarity of presentation, we describe the proposed communication strategy in three
network scenarios of increasing complexity.
Scenario 1. Consider the case where, in our network of n nodes, only nodes 1 and
2 have messages of rate R, denoted byW1 andW2, respectively, to be delivered to
the destination. In this scenario, the TTRR strategy works in n steps denoted by
h = 1; : : : ; n. During step h, the strategy assumes that only the quadruplet of nodes
Q(h) = fh; h + 1; h + 2; h + 3g is active while all other nodes are in sleep state.
Specifically nodes h and h + 1 transmit while nodes h + 2 and h + 3 receive; the
quadruplet is in state [h; h+1; h+2; h+3] = [t; t; r; r], after which the strategy has
been named.
Let us now fix h = 1, then only the quadruplet Q(1) = f1; 2; 3; 4g is active,
with nodes 1 and 2 transmitting, and 3 and 4 receiving. In particular, consider
that node 1 transmits its whole message W1, with rate R, which will be received
by node 3 only. Node 2, instead, splits its message, W2, in two parts with rates
2R and (1   2)R, respectively (0  2  1). The message of rate 2R is
sent immediately, and is received by both nodes 3 and 4, while the message of rate
(1  2)R is left to be transmitted in the following time step. As a consequence, at
time step h = 2, node 1 is not active any longer as it has completed its data transfer
already, and a new quadruplet is formed, namely, Q(2) = f2; 3; 4; 5g. The same
communication scheme described for step h = 1 is repeated, except that now the
transmitters are nodes 2 and 3, with the former sending the remaining portion of its
message, (1  2)W2, and the latter splitting the received messageW1 in two parts
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(see Fig. 6.3).
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Figure 6.3: TTRR strategy, Scenario 1; the network has n = 7 nodes.
In general, at step h (h = 2; : : : ; n  2), the first two nodes of quadruplet Q(h),
namely, h and h+1, have stored in memory two independent messages, respectively,
W
(h)
1 andW
(h)
2 , withW
(h)
1 having rate 
(h)
1 R = (1 (h 1)2 )R andW (h)2 having rate
R. Node h transmits the whole messageW (h)1 in step h, while node h+1 splitsW (h)2
in two parts with rates (h)2 R and (1 (h)2 )R, respectively (0  (h)2  1). The first
part is immediately transmitted, while the second one is sent in the following time
step, i.e., h + 1. The signals received at nodes h + 2 and h + 3 are therefore given
by:
yh+2 =
p

 
2 a=2 xh + xh+1

+ zh+2 (6.10)
yh+3 = 2
 a=2p xh+1 + zh+3 (6.11)
where xh and xh+1 denote, respectively, the signals transmitted by nodes h and h+1
inQ(h), that carry independent messages, while zh+2 and zh+3 account for the noise.
Regarding (6.10), it describes the multiple access transmission of the two inde-
pendent messages carried by xh and xh+1 at rates 
(h)
1 R(h) and (h)2 R(h).
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Thus, according to [20], the rate constraints are

(h)
1 R(h)  C(2 a) (6.12a)

(h)
2 R(h)  C() (6.12b)
(
(h)
1 + 
(h)
2 )R(h)  C
 
(1 + 2 a)

(6.12c)
As for node h+ 3, (6.11) implies that

(h)
2 R(h)  C(2 a) (6.13)
Since the rate constraint given by (6.13) dominates that given by (6.12b), the maxi-
mum achievable rateR(h), for a given (h)1 , becomes
R(h) = max
0(h)2 1
min
(
C(=2 a)

(h)
1
;
C(=2 a)

(h)
2
;
C( + =2 a)

(h)
1 + 
(h)
1
)
(6.14)
Remark (Quadruplets having less than four nodes): In TTRR strategy, when ap-
proaching the destination and in the last two steps, i.e., h = n   1; n, the set of
active nodes does not constitute a quadruplet any longer, since there are less than
four nodes within the set. Fig. 6.4 depicts such cases where the last set of nodes has
respectively three and two nodes only (including the gateway).
1 2 3
Q(n 1)
Q(n)
1 2
Figure 6.4: Approaching the destination in Scenario 1; the number of active nodes
in the last set is less than four, it is actually three (top), and two (bottom).
In step h = n   1 where there are only three active nodes in the last set, only
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(6.12) accounts for the rate constraints corresponding to Q(n 1) since in this case
the expression for the received signal is given by (6.10), which yields
yn+1 =
p

 
2 a=2 xn 1 + xn

+ zn+1
Hence the maximum achievable rate of traffic transfer in this case is
R(n 1) = max
0(h)2 1
min
(
C(=2 a)

(h)
1
;
C()

(h)
2
;
C( + =2 a)

(h)
1 + 
(h)
1
)
(6.15)
Furthermore, in the last step, i.e. h = n, there is only a set of two active nodes,
Q(n) remained (see Fig. 6.4, bottom). Indeed, the received signal at the gateway is
given by yn+1 =
p
 xn + zn+1. Accordingly, the rate constraint becomes
R(n)  1

(h)
1
C() (6.16)
Once the optimal value of (h)2 and the maximum achievable rateR(h) have been
determined for any step h, similarly to what done for the TTR scheme, the average
achievable rate R can be computed as
R =
 nX
h=1

(h)
1
R(h)
 1
:
Scenario 2. Next, we consider a more general case where, given the n network
nodes, only two every four nodes generate messages to be delivered to the destina-
tion. More formally, only the nodes 4`1+1 and 4`2+2, with `1 = 0; : : : ; b(n 1)=4c
and `2 = 0; : : : ; b(n  2)=4c, have independent messages of rate R to be delivered
to the destination. In this case, data can be efficiently transferred by employing the
above described n-step communication strategy, in a parallel fashion.
More specifically, at every step h = 1; : : : ; n, the network nodes plus the des-
tination are divided into L(h) = d(n   h + 2)=4e non-overlapping sets of adja-
cent nodes, denoted by Q(h)` = fh + 4`; h + 4` + 1; h + 4` + 2; h + 4` + 3g,
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` = 0; : : : ; L(h) 2, andQ(h)L(h) 1 = fh+4(L(h) 1); : : : ; n+1g. In general, each
of these sets is a quadruplet, except for the rightmost which, depending on n and h,
may be composed of only 3 or 2 nodes. As shown in Fig. 6.5, the quadruplet Q(h)` ,
in time steps h = 1; : : : ; n   4` forwards the messages W4`2+1 and W4`2+2 to the
destination employing the procedure described in Scenario 1.
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h = 6
h = 7
h = 1
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, W21
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Figure 6.5: TTRR strategy, Scenario 2; delivery ofW1,W2,W5,W6 to the destina-
tion in a network with n = 7 nodes.
Note also that, in the presence of quadruplets working in parallel, interference
between the quadruplets that are active at the same time step, must be taken into
account. The signals received within the `-th quadruplet in step h can be therefore
written as
yh+4`+2 =
p

 
2 a=2 xh+4` + xh+4`+1

(6.17)
+wh+4`+2 + zh+4`+2
yh+4`+3 = 2
 a=2p xh+4`+1 + wh+4`+3 + zh+4`+3 (6.18)
In (6.17), xh+4` and xh+4`+1 denote, respectively, the signals transmitted by nodes
h+ 4` and h+ 4`+ 1 in Q(h)` (see Fig. 6.6), that carry independent messages, and
wh+4`+2 =
p

 
6 a=2 xh+4(` 1) + 5 a=2xh+4(` 1)+1

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accounts for the interfering signals originated from nodes h + 4(`   1) and h +
4(`   1) + 1 in Q(h)` 1 (refer to Fig. 6.6), and zh+4`+2 denotes AWGN noise. Sim-
ilarly, in (6.18), wh+4`+3 =
p

 
7 a=2 xh+4(` 1) + 6 a=2xh+4(` 1)+1

accounts for
the interference from the transmitting nodes in Q(h)` 1.
. . . . . .
4321
Q(h)` 1 Q(h)`
Figure 6.6: Two consecutive quadruplets.
We not that (6.17) describes the multiple access transmission of the two inde-
pendent messages carried by xh+4` and xh+4`+1 at rates 
(h)
1 R(h) and (h)2 R(h), with
wh+4`+2 as interference, and zh+4`+2 as noise.
Thus, the rate constraints are [20]

(h)
1 R(h)  C
 (2 a=2p)2
1 + (6 a=2
p
)2 + (5 a=2
p
)2

(6.19a)

(h)
2 R(h)  C
 (p)2
1 + (6 a=2
p
)2 + (5 a=2
p
)2

(6.19b)
(
(h)
1 + 
(h)
2 )R(h)  C
 (2 a=2p)2 + (p)2
1 + (6 a=2
p
)2 + (5 a=2
p
)2

(6.19c)
in which by expanding the terms we get
R(h)  1

(h)
1
C
 2 a
 1 + 5 a + 6 a

(6.20a)
R(h)  1

(h)
2
C
 1
 1 + 5 a + 6 a

(6.20b)
R(h)  1

(h)
1 + 
(h)
2
C
 1 + 2 a
 1 + 5 a + 6 a

(6.20c)
As for node h+ 4`+ 3, (6.18) gives the expression of the received signal, in which
there is only one desired signal involved (i.e., xh+4`+1). Hence, the rate constraint
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is
R(h)  1

(h)
2
C
 2 a
 1 + 6 a + 7 a

(6.21)
Between the rate constraint given by (6.21) and (6.20b), the first one is dominant,
so the maximum achievable rateR(h), for a given (h)1 , becomes
R(h) = max
0(h)2 1
min
n
(6.20a); (6.20b); (6.20c); (6.21)
o
(6.22)
Remark (Quadruplets having less than four nodes) There are some steps for which
the last active quadruplet,Q(h)L(h) 1 does not have four nodes any longer (see Fig. 6.7).
In the case that there are only three active nodes in Q(h)L(h) 1 (Fig. 6.7, top), (6.20)
is still valid as the rate constraints since the expression for the received signal is the
same as given by (6.17), i.e. we have
yn+1 =
p

 
2 a=2 xn 1 + xn

+ wn+1 + zn+1
Hence (6.22) gives the maximum achievable rate of traffic transfer.
1 2 3
Q(h)L(h) 1Q(h)L(h) 2
Q(h)L(h) 1Q
(h)
L(h) 2
1 2
Figure 6.7: Special cases in TTRR strategy, where the number of active nodes in
the last set is less than four, it is actually three (top), and two (bottom).
However, an additional equation is introduced as for the received signal referred
to the case where Q(h)L(h) 1 has only two active nodes (see Fig. 6.7, bottom). Indeed,
the received signal at the gateway is
yn+1 =
p
 xn +
p

 
5 a=2 xn 4 + 4 a=2xn 3

+ zn+1 (6.23)
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where the second term denotes the interference from the transmitters in Q(h+1)L(h) 2.
Accordingly, the rate constraint becomes
R(h)  1

(h)
1
C
 1
 1 + 5 a + 4 a

(6.24)
Hence, for this step, the maximum achievable rate is instead
R(h) = max
0(h)2 1
min
n
(6.20a); (6.20b); (6.20c); (6.21); (6.24)
o
: (6.25)
LetR(h)` be the rate achieved by the `-th quadruplet in step h. The communica-
tion ratesR(h)` can be obtained similarly to what has been done under Scenario 1, in
absence of interference. Then, the average communication rate R achieved in this
scenario is given by
R =
 nX
h=1
max
`

(h)
1;`
R(h)`
 1
(6.26)
where (h)1;` is the rate coefficient associated to the `-th quadruplet in step h. Since
the time required by quadrupletQ(h)` to complete step h may vary with `, the rate is
dominated, at each time step, by the slowest quadruplet, i.e., the one whose trans-
mission time (h)1;` =R(h)` is the longest.
Scenario 3. At last, we consider that all nodes in the network have a message of
rate R to send to the destination. In this case, data can be efficiently delivered by
organizing the transmissions in two phases, in each of which we apply the procedure
described for Scenario 2. In the first phase, we assume that only the set of nodes
considered in Scenario 2 (i.e., 4`1 + 1 and 4`2 + 2, `1 = 0; : : : ; b(n   1)=4c, `2 =
0; : : : ; b(n  2)=4c) generate messages, which are forwarded to the destination in n
steps (see Fig.6.8). In the second phase, only the set of nodes complementary with
respect to the previous one (i.e., 4`1 + 3, and 4`2 + 4, `1 = 0; : : : ; b(n   3)=4c,
`2 = 0; : : : ; b(n 3)=4c) have their own messages to be transferred. Such messages
are forwarded to the destination in n  2 steps, since, after phase 1, the messages of
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nodes 1 and 2 have already reached the destination, hence only the last n  2 nodes
are involved in the procedure (refer to Fig.6.8).
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Figure 6.8: TTRR strategy, Scenario 3; a network with n = 7 nodes.
The corresponding rate constraints in this scenario is the same as given for Sce-
nario 2.
LetR(1;h)` andR(2;h)` be the rates achieved in step h of phases 1 and 2, respectively,
and let (1;h)1;` and 
(2;h)
1;` be the corresponding rate coefficients. Such quantities can
be easily derived as done forR(h)` and (h)1;` ; (h)2;` in Scenario 2. Then, applying (6.26)
and accounting for the two phases of the scheme, the average rate achieved by the
TTRR strategy is given by:
R =
 nX
h=1
max
`

(1;h)
1;`
R(1;h)`
+
n 2X
h=1
max
`

(2;h)
1;`
R(2;h)`
 1
:
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6.5 Results
We consider a network with n = 10 nodes, plus the destination, and take the signal-
to-noise ratio over one-hop distance, , and the path loss exponent, a, as the varying
parameters of the system; similar results have been obtained for larger values of n.
Without loss of generality, we set B = 1 MHz, and the transmit and receive gains
of the antennas, Gt and Gr, both equal to 1. We compare the rate performance of
the TTR and the TTRR (the latter in the most general scenario, namely, Scenario 3)
against the cut-set upper bound obtained in Chapter 5 and reported in [52], and the
non-cooperative one-hop transmission scheme1, first by neglecting the interference,
and then by taking interference into account. We stress that the analysis in the first
case is motivated by the fact that it reflects the condition under which the cut-set
bound can be derived.
Fig. 6.9 compares the rate performance of the three strategies, namely, TTR,
TTRR, and one-hop, to the cut-set upper bound in the absence of interference and
in the cases where a = 1:5 (top) and a = 3 (bottom). As shown in the figure, for
lower ’s, the TTR strategy outperforms both the TTRR and the one-hop scheme.
However, as the system moves into mid-to-high range of , the TTRR strategy
gives a higher average achievable rate than the other two. For a = 3, the average
rate achieved by the TTR strategy approaches the upper bound for low values of
SNR, while TTRR does the same, but at high SNRs. This suggests that the use of
either one of the proposed schemes should be chosen depending on the propagation
conditions in the working environment.
Now, we turn our attention to the more realistic case where the interference
due to simultaneous transmissions is taken into account. Fig. 6.10 presents the
impact of interference on the average achievable rate of the strategies for a = 1:5; 3.
This figure clearly shows the superiority of the two strategies TTR and TTRR over
the one-hop scheme in both low and high values of SNR when the interference is
1In the non-cooperative one-hop transmission, each message is forwarded downstream toward
the node at one-hop distance from the sender, till it is received by the destination.
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Figure 6.9: Average achievable rates in the absence of signal interference, a = 1:5
(top) and a = 3 (bottom).
considered. In fact, as the TTR strategy performs well for very low amounts of
SNR, at mid-to-high SNRs we see a major difference between the performance of
TTRR and the other two schemes.
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6.6 Concluding Remarks
In this chapter, we considered the case of a multi-hop network with linear topology
and half-duplex nodes serving as both traffic sources and relays, and devised two
traffic relaying strategies, namely, TTR and TTRR. We studied the rate performance
of these schemes in terms of average achievable traffic rate, by taking an informa-
tion theoretical approach. We showed that the proposed strategies perform well in
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realistic scenarios where the signal interference among simultaneous transmissions
cannot be neglected. As implied by the results, the superior performance of the
strategies along with their simple operation nominate them as efficient data transfer
schemes in applications such as wireless sensor networks where these two criteria
should be satisfied accordingly. Future work will be the analysis of performance of
the proposed strategies with respect to the energy consumption issues, and trying
to improve the performance by taking into account both the average achievable rate
and energy consumption.
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