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We design an irreversible worm algorithm for the zero-field ferromagnetic Ising model by using
the lifting technique. We study the dynamic critical behavior of an energy estimator on both the
complete graph and toroidal grids, and compare our findings with reversible algorithms such as the
Prokof’ev-Svistunov worm algorithm. Our results show that the lifted worm algorithm improves
the dynamic exponent of the energy estimator on the complete graph, and leads to a significant
constant improvement on toroidal grids.
I. INTRODUCTION
Markov-chain Monte Carlo (MCMC) algorithms are a
powerful and widely-used tool in various areas of physics
and other disciplines, such as in machine learning [1] and
statistics [2]. In many practical applications MCMC al-
gorithms are constructed via the Metropolis [3] or heat
bath update scheme [4]. Such algorithms are necessarily
reversible.
One important example of a Metropolis algorithm is
the Prokof’ev-Svistunov Worm Algorithm (P-S worm al-
gorithm) which has widespread application for both clas-
sical and quantum systems [5, 6]. As opposed to clus-
ter algorithms like the Wolff [7] or Swendsen-Wang algo-
rithm [8], the updates of the worm algorithm are purely
local. On the simple-cubic lattice with periodic bound-
aries, it was numerically observed that the P-S worm al-
gorithm for the zero-field ferromagnetic Ising model out-
performs the Swendsen-Wang algorithm for simulating
both the magnetic susceptibility and the second-moment
correlation length [9]. Another numerical work suggested
that the spin-spin correlation function can also be sim-
ulated efficiently [10]. Recently, it was rigorously estab-
lished [11] that the P-S worm algorithm for the Ising
model is rapidly mixing on any finite graph for the whole
temperature range.
In recent years, various irreversible MCMC algorithms
have also been studied [12–22]. Many of these algorithms
are based on the lifting technique introduced in [23]. The
general idea of lifting is to enlarge the original state space
and define transition probabilities such that the lifted
chain projects down to the original one. The intuition
underlying a potential efficiency improvement is the re-
duction of diffusive behavior, compared with the original
Markov-chain. Rather than exploring states via random
walk in the reversible chain one introduces directed flows
in the lifted chain to move between relevant states signif-
icantly faster.
Even though lifting is considered as a promising
method to speed up MCMC algorithms, it is an open
question how it affects efficiency in specific examples [24].
For the Ising model on the complete graph, it was numer-
ically observed that the lifted single-spin flip Metropolis
algorithm improves the scaling (with volume) of the rate
of decay of the autocorrelation function of the magnetiza-
tion [14]. Another study [13] proved that a lifted MCMC
algorithm for uniformly sampling leaves from a given tree
reduces the mixing time. In other examples [16, 20, 22]
it was numerically observed that lifting speeds up re-
versible MCMC algorithms by a possibly large constant
factor but does not asymptotically affect the scaling with
the system size.
In this work we investigate how lifting affects worm
algorithms. More precisely, we design a lifted worm al-
gorithm for the zero-field ferromagnetic Ising model, and
numerically study the dynamic critical behavior of an es-
timator of the energy. Our simulations were performed
on both the complete graph and toroidal grids in dimen-
sions 2 ≤ d ≤ 5 at the (estimated, when d ≥ 3) infinite-
volume critical point.
On the complete graph we find that the lifted worm
algorithm significantly improves the dynamic critical ex-
ponent zint of the energy estimator. In particular, we
show that the energy estimator exhibits critical speeding-
up [26, 27] in the lifted process (zint ≈ −0.5), while we
observe zint ≈ 0 for the corresponding reversible coun-
terpart. On toroidal grids we find that the lifted worm
algorithm does not affect the scaling with the system
size. We emphasize, however, that the lifted process still
reduces the variance of the energy estimator by a signifi-
cant constant. This constant improvement becomes more
pronounced for larger dimensions with up to a factor of
approximately 141 for d = 5. We, finally, note that the
improvements in high dimensions can be of practical rel-
evance in the current debate about the correct finite-size
scaling behavior above the upper critical dimension, see
e.g. [28–31].
This paper is organized as follows. Section II recalls
the basic ideas of the P-S worm algorithm. In Sec. III we
construct an irreversible worm algorithm via the lifting
technique. We present the details of our numerical setup
in Sec. IV. In Sec. V we state our results for the dynamic
properties of the lifted worm algorithm, and compare
2our findings with reversible worm algorithms. Finally,
in Sec. VI we summarize and discuss our findings.
II. P-S WORM ALGORITHM
As is well known [32], the zero-field ferromagnetic
Ising model can be mapped to an ensemble of high-
temperature graphs. Let G = (V,E) be a finite graph
with vertex set V and edge set E. Define the closed loop
space C0 as the set of all configurations ω ⊆ E such that
every vertex has even degree, and C2 as the set of all
ω ⊆ E where exactly two vertices have odd degree. We
call the subgraph (V, ω) Eulerian whenever ω ∈ C0. In
the high-temperature expansion the partition function of
the Ising model can be written as the sum over all Eule-
rian subgraphs [32], i.e.
Z = 2|V | cosh|E|(β)
∑
ω∈C0
tanh|ω|(β), (1)
where β denotes the inverse Ising temperature, and |·|
denotes the cardinality of the corresponding set.
The P-S worm algorithm samples these high-
temperature graphs via elementary local moves. The
main idea is to enlarge the state space C0 toW := C0∪C2
by introducing two vertices with odd degree (defects).
These defects are moved through W via random walk.
Whenever the two defects meet, the subgraph becomes
Eulerian and one reaches a state of the original configu-
ration space C0.
In the original algorithm [5] only one of the defects
is mobile and can be moved through W . In this work,
we use a slightly different worm version where we flip a
fair coin to select the mobile defect in C2. The transition
probabilities
q(ω, ω′) = p(ω, ω′)a(ω, ω′) (2)
from an initial state ω to a target state ω′ can be
calculated by metropolizing [3] the proposals p(ω, ω′)
with respect to the stationary measure pi(ω) =
1
Z tanh
|ω|(β)Ψ(ω). Here, Z is an appropriate normal-
ization on W , Ψ(ω) := |V | if ω ∈ C0, and Ψ(ω) := 2 if
ω ∈ C2, respectively. Furthermore, p(ω, ω′) denotes the
proposal probability and a(ω, ω′) the acceptance probabil-
ity. See [11] for explicit expressions for the transition
matrix (2).
The algorithm is presented in Alg. 1 with ω∆xx′ de-
noting the symmetric difference of ω and the edge xx′;
i.e. xx′ ∈ ω∆xx′ if and only if xx′ /∈ ω.
Algorithm 1 P-S Worm Algorithm
if ω ∈ C0 then
Choose a uniformly random vertex x
else
Choose a uniformly random odd vertex x
end if
Choose a uniformly random edge xx′ among the set of edges
incident to x. With probability aP-S(ω,ω∆xx
′), let ω →
ω∆xx′. Otherwise ω → ω
III. IRREVERSIBLE WORM ALGORITHM
We construct the irreversible worm algorithm in two
steps. In Sec. III A we first define an alternative reversible
worm algorithm. This worm algorithm will be an appro-
priate starting point to apply lifting. In Sec. III B we use
lifting to construct the irreversible counterpart.
A. B-S type Worm Algorithm
Since it is not obvious how to apply the lifting tech-
nique to the P-S process in a natural way, we first
construct an alternative reversible worm algorithm with
slightly different proposals. This algorithm can be seen
as the Ising analogue of the Berretti-Sokal algorithm [33]
for simulating self-avoiding walks in the grand canonical
ensemble. We thus call it the B-S type worm algorithm.
The proposals are as follows: We first decide to ei-
ther increase (+) or decrease (−) the number of occu-
pied edges by flipping a fair coin. Then, if the current
state belongs to C2, we flip a fair coin to select one of
the two defects as the mobile vertex. Otherwise, if the
current state is an element of C0, we choose a uniformly
random vertex as the mobile vertex. If we decide to add
(delete) an edge, we select the next position of the mobile
vertex uniformly at random among the set of vacant (oc-
cupied) edges incident to the current mobile vertex. We
now construct the transition probabilities by metropoliz-
ing the proposals with respect to the same measure as in
Sec. II.
For ω ∈ W , v ∈ V and λ ∈ {−1, 1}, define
Nω(x, λ) =
{
{uv 6∈ ω : u = x or v = x}, if λ = +1
{uv ∈ ω : u = x or v = x}, if λ = −1
(3)
Note that, for any ω ∈ W , Nω(x,+1)+Nω(x,−1) equals
the degree of x.
Fix z := tanh(β), and let ω, ω∆xx′ ∈ W . The
proposal and acceptance probabilities for the transition
ω → ω∆xx′ are as follows
3(i) If ω ∈ C0:
pB-S(ω, ω∆xx
′) =
1
2
1
|V |
[
1
|Nω(x, |ω∆xx′| − |ω|)|
+
1
|Nω(x′, |ω∆xx′| − |ω|)|
]
(4)
aB-S(ω, ω∆xx
′) = min
[
1,
z|ω∆xx
′|
z|ω|
|Nω∆xx′(x, |ω| − |ω∆xx′|)|−1 + |Nω∆xx′(x′, |ω| − |ω∆xx′|)|−1
|Nω(x, |ω∆xx′| − |ω|)|−1 + |Nω(x′, |ω∆xx′| − |ω|)|−1
]
(5)
(ii) If ω ∈ C2, ω∆xx′ ∈ C2 and x is a defect in ω:
pB-S(ω, ω∆xx
′) =
1
2
1
2
1
|Nω(x, |ω∆xx′| − |ω|)|
(6)
aB-S(ω, ω∆xx
′) = min
[
1,
z|ω∆xx
′|
z|ω|
|Nω(x, |ω∆xx′| − |ω|)|
|Nω∆xx′(x, |ω| − |ω∆xx′|)|
]
(7)
(iii) If ω ∈ C2, ω∆xx
′ ∈ C0:
pB-S(ω, ω∆xx
′) =
1
2
1
2
[
1
|Nω(x, |ω∆xx′| − |ω|)|
+
1
|Nω(x′, |ω∆xx′| − |ω|)|
]
(8)
aB-S(ω, ω∆xx
′) = min
[
1,
z|ω∆xx
′|
z|ω|
|Nω∆xx′(x, |ω| − |ω∆xx′|)|−1 + |Nω∆xx′(x′, |ω| − |ω∆xx′|)|−1
|Nω(x, |ω∆xx′| − |ω|)|−1 + |Nω(x′, |ω∆xx′| − |ω|)|−1
]
(9)
FIG. 1. Worm configuration ω ∈ C2 where x, y are the vertices
with odd degree, Nω(x,−) = {xo1, xo2, xo3}, and Nω(x,+) =
{xv1}. If x is selected as the mobile vertex and one proposes to
increase the number of edges in the B-S type worm algorithm,
the only possible transition is ω → ω∆xv1 where ω∆xv1 ∈ C2.
The corresponding proposal and acceptance probabilities are
stated in Eq. (6) and (7).
We give an example for case (ii) in Fig. 1. All other
off-diagonal transition probabilities are zero. The full al-
gorithmic description is presented in Alg. 2. We remark
that the choice to allow both defects to move in Alg. 2
is not actually necessary, and one can construct a modi-
fication of Alg. 2 in which only one defect is mobile.
Algorithm 2 B-S type Worm Algorithm
Choose λ = {+,−} uniformly at random
if ω ∈ C0 then
Choose a uniformly random vertex x
else
Choose a uniformly random odd vertex x
end if
if Nω(x, λ) = ∅ then
Set ω → ω and skip all following steps
else
Choose a uniformly random edge xx′ ∈ Nω(x, λ). With
probability aB-S(ω, ω∆xx
′), let ω → ω∆xx′. Otherwise
ω → ω.
end if
B. Irreversible Worm Algorithm
In the following, we construct the irreversible coun-
terpart of the B-S type worm algorithm. Consider the
enlarged state space W ′ := W × {−,+} where {−,+}
is a set to indicate to either choose to increase (+) or
decrease (−) the number of edges. Our aim is to define
a Markov-chain on W ′ such that we never propose to
delete an edge if a state belongs to W × {+}, while we
never propose to add edges as long as the chain belongs
4to W × {−}. If a move (ω, λ) → (ω∆xx′, λ) is rejected,
we make the transition (ω, λ)→ (ω,−λ). Note that this
process does not allow diagonal transitions.
For (ω, λ) ∈ W ′, let p˜i(ω, λ) = 12pi(ω). For xx
′ ∈ E, let
q˜((ω,+), (ω ∪ xx′,+)) = qB-S(ω, ω ∪ xx
′) if xx′ /∈ ω
(10)
q˜((ω,−), (ω \ xx′,−)) = qB-S(ω, ω \ xx
′) if xx′ ∈ ω
(11)
All other entries in row q˜((ω, λ), (·, ·)) are zero except
q˜((ω, λ), (ω,−λ)) which is fixed by stochasticity. Observe
that skew-detailed balance [14, 25] between q˜ and p˜i fol-
lows immediately from detailed balance between q and
pi, and so q˜ has stationary distribution p˜i.
The full algorithmic description of the lifted worm al-
gorithm is given in Alg. 3. From a practical perspective,
we emphasize that only minor code changes to the B-S
type worm algorithm are needed to construct the irre-
versible counterpart.
Algorithm 3 Irreversible Worm Algorithm
if ω˜ = (ω, λ) where ω ∈ C0 then
Choose a uniformly random vertex x
else
Choose a uniformly random odd vertex x
end if
if Nω(x, λ) = ∅ then
Set (ω, λ)→ (ω,−λ) and skip all following steps
else
Choose a uniform random edge xx′ ∈ Nω(x, λ). With
probability aB-S
(
ω, ω∆xx′
)
, let (ω, λ)→ (ω∆xx′, λ). Oth-
erwise (ω,λ)→ (ω,−λ)
end if
IV. NUMERICAL SETUP
Let ω ∈ W . We numerically study dynamic properties
of the number of occupied edges N := |ω| where 〈N〉 is re-
lated to the energy when measurements are taken in the
Eulerian subspace [5]. 〈N〉 denotes the ensemble aver-
age estimated via the arithmetic mean N = 1M
∑M
i=1Ni
where M is total number of measurements, and Ni the
value of the random variable at the i-th Monte Carlo
step after a sufficiently long burn-in sequence has been
discarded.
In Sec. V we compare the variance of N (in the limit
of M →∞) by using
Var(N ) ∼ 2τ
(N )
int
Var(N0)
M
M →∞ (12)
among the P-S, B-S type and irreversible worm algo-
rithms. Here, τ
(N )
int is the integrated autocorrelation time
τ
(N )
int :=
1
2
+
∞∑
t=1
ρ(N )(t). (13)
where ρ(N )(t) denotes the normalized autocorrelation
function
ρ(N )(t) :=
〈N0Nt〉 − 〈N0〉2
Var(N0)
. (14)
Our simulations for the Ising model were performed on
the complete graph on n vertices, and on toroidal grids
for 2 ≤ d ≤ 5. On the complete graph we simulated at
the critical point βcrit = 1/n. On the torus our sim-
ulations were performed at the exact critical point in
two dimensions [35], and at the estimated critical points
βcrit,3d = 0.22165455(3) [36], βcrit,4d = 0.1496947(5) [37],
and βcrit,5d = 0.1139150(4) [28] for d ≥ 3.
In each time series, we truncated the summation
in Eq. (13) self-consistently by using the windowing
method [39]. We emphasize that particular care has to be
taken when choosing the windowing parameter c for the
irreversible worm algorithm, see Sec. V and Appendix A.
For fitting and error estimations we follow standard pro-
cedures, see e.g. [38, 39].
V. RESULTS
A. Toroidal grids
We will now study the dynamic properties of N on d
dimensional toroidal grids. Note that Var(N0) in Eq. (12)
coincides among all studied algorithms, since it is a prop-
erty of the stationary measure and does not depend on
the details of the underlying Markov-chain. Therefore,
in the limit M → ∞, we have Vari(N )
Varj(N )
=
τ
(N)
int,i
τ
(N)
int,j
where
i, j ∈ {P-S, B-S type, irre}.
In Fig. 2 we compare the integrated autocorrelation
time among the B-S type and lifted worm algorithm
(resp. B-S type and P-S worm algorithm). We perform
least square fits of the form A + BL−∆ where A,B,∆
are free parameters. Our conclusion will be that both
ratios are approaching constants for L→∞, with larger
improvements for higher dimensions, see Table I. In two
dimensions, our fits lead to the constant improvement
AB-S→irre = 1.7(2), and AP-S→B-S = 1.4(1) by discard-
ing L < 40. For d = 3, we find AB-S→irre = 8.2(4)
by discarding L < 40, and AP-S→B-S = 2.68(9) by dis-
carding L < 20. In four dimensions our fits lead to
AB-S→irre = 24(1), and AP-S→B-S = 3.79(3) by discard-
ing L < 10. For d = 5 we find AB-S→irre = 30(1), and
AP-S→B-S = 4.7(1). In order to obtain stable fits we fixed
∆ = 1 for fitting the ratios of the integrated autocorrela-
tion time of the B-S type and lifted worm algorithm for
d > 2, and for fitting the ratios of the P-S and B-S type
worm algorithm in four and five dimensions.
For estimating τ
(N )
int,irre in four and five dimensions we
had to choose very large c values outside the common
range c ∈ [6, 10] in the windowing algorithm [39] (see
5Appendix A for details). In order to understand this,
it proves useful to study the autocorrelation function
ρ
(N )
irre (t) where t is measured in MC hits. For clarity, we
will only focus on the five dimensional case. Figure 3
shows ρ
(N )
irre (t) in the lifted worm algorithm for d = 5.
ρ
(N )
irre (t) exhibits a two-time scaling: For small t, ρ
(N )
irre (t)
shows a quick exponential decay to a small but bounded
value while we observe a much slower decay with a dif-
ferent (larger) exponential scale for larger t. We note
that this two-time scaling is absent for d ≤ 3. Our data
suggests that ρ
(N )
irre (t) can be described by the ansatz
ρ
(N )
irre (t) = α1 exp(−t/τ1) + α2 exp(−t/τ2) (15)
where α1+α2 = 1, τ1 ≥ τ2 > 0. In order to estimate the
optimal least-squares parameters for this ansatz we used
an improved procedure described in the Appendix B. We
find that both the ratio α1/α2 and τ2/τ1 remain bounded
as L → ∞. We estimate the corresponding asymptotic
constants using a least squares fitting procedure with a
constant and obtain
α2
α1
L→∞
∼ 40.6(4) &
τ1
τ2
L→∞
∼ 32.4(6).
Our numerical observation that α1 (τ2) is significantly
smaller than α2 (τ1) impacts the required choice of pa-
rameters in windowing algorithm [39].
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FIG. 2. Comparison of the integrated autocorrelation time
among the P-S, B-S type and lifted worm algorithm. The
black diamonds show the ratio of the integrated autocorrela-
tion time of the P-S and B-S type algorithm, while the blue
circles compare τ
(N )
int among the lifted and the B-S type worm
algorithm. The asymptotic improvement factors can be found
in Table I. The lines correspond to the fits in Sec. VA.
P-S → B-S B-S → irre P-S → irre
d = 2 1.4(1) 1.7(2) 2.4(4)
d = 3 2.68(9) 8.2(4) 22(2)
d = 4 3.79(3) 24(1) 91(4)
d = 5 4.7(1) 30(1) 141(6)
TABLE I. Improvement factors τ
(N )
int,i/τ
(N )
int,j by changing from
the P-S to the B-S type worm algorithm, B-S type to the
irreversible worm algorithm, and P-S to the irreversible worm
algorithm on the d dimensional torus
0.0 0.2 0.4 0.6 0.8
t/τ
(N)
int,irre
10-2
10-1
100
ρ
(N
)
ir
re
(t
)
L=24
L=32
L=48
L=56
FIG. 3. Normalized autocorrelation function ρ
(N )
irre (t) (t in MC
hits) for the irreversible worm algorithm in five dimensions.
As stated in Sec. VA, ρ
(N )
irre (t) is well described by the ansatz
in Eq. (15).
B. Complete graph
We will now study the integrated autocorrelation time
of the B-S type and lifted worm algorithm on the com-
plete graph with n vertices. Our main finding is that
N exhibits critical speeding-up for the lifted process.
Figure 4 shows τ
(N )
int /n for both algorithms where τ
(N )
int
103 104
100
101
B-S
103 104 105 106 107 108
n
10-6
10-5
10-4
τ
(N
)
in
t
/n
irre
FIG. 4. Finite-size scaling of τ
(N )
int /n for the B-S type worm
algorithm (upper panel) and lifted worm algorithm (lower
panel) on the complete graph with n vertices. The dashed
lines correspond to the fits in Sec. VB.
60 1000 2000 3000
t
10-1
100
ρ
(N
)
ir
re
(t
)
n=10 ·103
n=30 ·103
n=100 ·103
FIG. 5. Normalized autocorrelation function ρ
(N )
irre (t) (t in MC
hits) for the lifted worm algorithm on the complete graph with
n vertices. As stated in Sec. VB, ρ
(N )
irre (t) is well described by
the ansatz in Eq. (16).
is measured in MC hits. The fitting ansatz Anz + B
for τ
(N )
int,irre where A,B, z are free parameters leads to
z = 0.51(1) by discarding n < 2 · 105. Thus, we have
τ
(N )
int,irre/n ∼ n
−1/2. Note that we had to choose large
windowing parameters in agreement to our findings on
high-dimensional tori. For the corresponding reversible
counterpart (B-S type worm algorithm), it follows im-
mediately from general arguments [42, Cor. 9.2.3] that
the integrated autocorrelation time satisfies a Li-Sokal
type bound τ
(N )
int,B-S ≥ const × Var(n) where const > 0.
One can, furthermore, calculate that limn→∞
Var(n)
n =
9
4 −
24Γ(5/4)4
pi2 leading to τ
(N )
int,B-S/n ≥ const. Thus, lifting
improves the dynamic critical exponent on the complete
graph. Our numerics suggest that this bound is sharp,
i.e. τ
(N )
int,B-S/n ∼ const. More precisely, our fitting ansatz
Anz + B for τ
(N )
int,B-S leads to z = 1.00(2) by discarding
n < 3000.
Figure 5 shows the autocorrelation function ρ
(N )
irre (t) for
the lifted process where t is measured in MC hits. Our
data suggests that ρ
(N )
irre (t) is well described by the fol-
lowing equation:
ρ
(N )
irre (t) = (1−α) exp(−t/τ1) +α cos(ωt+ φ) exp(−t/τ2).
(16)
Similar ansa¨tze were used in other studies on lifting,
see [14, 25]. Our fits lead to τ1 ∝ n2/3, τ2 ∝ n1/2, and
ω ∝ n−1/2. Moreover, we find that the amplitude of the
first term vanishes as n → ∞. We note that the cosine
in Eq. (16) is motivated by the fact that the eigenvalues
of the transition matrix in the lifted process need not be
real, unlike the spectrum of reversible chains.
Finally, we numerically observe that the average num-
ber of consecutive steps the chain spends in each replica,
τintra, scales as n
1/2. More precisely, the ansatz Anz +B
leads to z = 0.49(1) by discarding n < 25. It is inter-
esting to observe that we have thus identified three time
scales, i.e. τ
(N )
int,irre, τ2, τintra, which scale as n
1/2.
VI. DISCUSSION
We constructed an irreversible MCMC worm algorithm
for the zero-field ferromagnetic Ising model via the lift-
ing technique. Since it is not obvious how to lift the
standard P-S worm algorithm to generate ballistic mo-
tion for the number of occupied edges, we first con-
structed an alternative worm algorithm with different
proposals (B-S type) and lifted this chain. We emphasize
that this construction can also be used to design lifted
worm algorithms for other important models in statisti-
cal mechanics such as the XY model. The XY model
shares many universal properties of the Bose-Hubbard
model [43] which is actively studied in ultracold atom
physics. We also emphasize that the lifted worm algo-
rithm for the Ising model can be implemented by chang-
ing only a few code lines in the B-S type worm algorithm.
We studied the dynamical critical behavior of the num-
ber of occupied edges N on both the complete graph and
toroidal grids in various dimensions. On the complete
graph we numerically established zint,irre,N ≈ −0.5 for
the lifted worm algorithm, while we found zint,B-S,N ≈ 0
for the corresponding reversible counterpart. It is inter-
esting to observe that the mixing time of the Swendsen-
Wang algorithm scales as tmix/n ∼ n
1/4 [44]. On the
torus we numerically established that the lifted chain
leads to a constant improvement with larger improve-
ments for higher dimensions. Note that even though we
did not find a dynamic improvement for d ≤ 5, it is
an open question if N exhibits critical speeding-up on
higher dimensional tori. We, finally, note that a recent
study [45] constructed an alternative irreversible worm
algorithm which is based on the so-called geometric al-
location approach [12]. Similar to our findings, this irre-
versible worm algorithm does not improve the dynamical
critical exponent for N on the three-dimensional torus,
but leads to a significant constant improvement.
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Appendix A: Estimation with the Madras-Sokal
automatic windowing algorithm and suppressed slow
modes
A widely used numerical method to estimate the inte-
grated autocorrelation time of a weakly stationary time
series [47] is to consider a truncated version of (13), i.e.
τ̂
(N )
int (n) :=
1
2
+
n∑
t=1
ρ(N )(t). (A1)
The reason for truncating the time series is well
known [39, 47]: The standard deviation of (A1) is
O(
√
n/M), and, hence, (for fixed M) grows with n. The
choice of n is, thus, a compromise between bias and
standard-error. The Madras-Sokal automatic window-
ing method determines n self-consistently as the smallest
positive integer n that fulfils (numerically)
cτ
(N )
int (n) ≤ n
where c is a free real parameter, typically manually cho-
sen to lie in [6, 10], c.f. [39] for a justification of this par-
ticular choice of c.
While analysing the time series for N for the lifted worm
algorithm in d ≥ 4 we made the observation that the
choice c ∈ [6, 10] significantly underestimates the inte-
grated autocorrelation time. Intuitively, what we imple-
ment with (A1) is a ‘discrete integration’ which we utilise
to extract the decay constant (the analogue of the rela-
tion
∫∞
0 dx e
−x/τ = τ in a continuous setting). However,
in our setting we only obtain a significant contribution
from α1e
−t/τ1 to (A1) when including lags for which the
contribution of α2e
−t/τ2 to ρ(N )(t) is too small to be sep-
arated from noise. The combination of small amplitude
and large time scale, thus, requires adjusting c. In Fig-
ure 6 we illustrate this for the particular choice of L = 56
of the lifted worm algorithm in d=5.
Appendix B: Least square fitting a weighted
exponential ansatz
While fitting the normalised autocorrelation function
for N in dimensions four and five we made the obser-
vation that it is numerically very hard to obtain reli-
able estimates of the parameters involved in a functional
model of the two-time scale behavior using the method
of least squares. We, therefore, manually analysed the
least square conditions. As result of this we were able
to reduce the free parameters which we need to numer-
ically minimise from 4 to 2. This significantly improved
100 101 102 103 104
n
0
1
2
3
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5
τ̂(
N) int
(n
)
n/6
n/10
n/50
n/100
n/150
n/200
τ̂
(N)
int (n)
FIG. 6. Dependence on the cut-off time n of the truncated
integration autocorrelation time τ̂
(N )
int (n) defined in A1 for
the lifted worm algorithm in five dimensions and L = 56 at
criticality. The solid red line shows τ̂
(N )
int (n) averaged over
100 independent runs, whereas the surrounding region corre-
sponds to ±1σ. One clearly sees how n < 100 underestimates
τ̂
(N )
int (n) and much larger n are required to capture contribu-
tions corresponding to the suppressed mode.
the numerical precision and stability of the fitting pro-
cedure. To this end, our model has free parameters
α1 > 0, α2 > 0, 1 > λ1 > 0, 1 > λ2 > 0 and we would like
to minimise the sum of the first Tmax squared residuals
r2k ≡
[
α1λ
k
1 + α2λ
k
2 − ρN (k)
]2
,
that is our goal is to minimise the function Θ defined as
Θ(α1, α2, λ1, λ2) ≡
Tmax−1∑
k=0
r2k
A necessary condition for the minimum is
∂Θ
∂α1
=
∂Θ
∂α2
=
∂Θ
∂λ1
=
∂Θ
∂λ2
= 0
We start by evaluating the partial derivatives w.r.t. α1
and α2 and a consequence of this obtain the following set
of two linear equations
α1P (λ1) + α2S(λ1, λ2) = Q(λ1),
α1S(λ1, λ2) + α2P (λ2) = Q(λ2).
Here we defined the following three polynomials over
8(0, 1) or (0, 1)2:
P (λ) ≡
Tmax−1∑
k=0
λ2k =
λ2Tmax − 1
λ2 − 1
Q(λ) ≡
Tmax−1∑
k=0
λkρN (k)
S(λ1, λ2) ≡
Tmax−1∑
k=0
λk1λ
k
2
Note that S is symmetric in λ1, λ2. The above set of
linear equations has the unique solution:
α1(λ1, λ2) =
S(λ1, λ2)Q(λ2)−Q(λ1)P (λ2)
S(λ1, λ2)2 − P (λ1)P (λ2)
and α2(λ1, λ2) is obtained by replacing 1 → 2, 2 → 1 in
the r.h.s. above. Thus, this allows us to substitute α1, α2
as a function of λ1, λ2 in Θ and minimise Θ only w.r.t. to
λ1, λ2, with the constraints that λ1, λ2 ∈ (0, 1). We re-
mark, that completely analogous arguments can be used
to show that a similar improvement can be achieved for
a general ansatz
∑n
j=1 αjλ
t
j , where one reduces the pa-
rameters to numerically minimise from 2n to n. The cal-
culations done here generalise the method very recently
proposed in [46] for a single exponential ansatz.
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