Abstract-Temporal point process is widely used for sequential data modeling. In this paper, we focus on the problem of modeling sequential event propagation in graph, such as retweeting by social network users, news transmitting between websites, etc. Given a collection of event propagation sequences, conventional point process model consider only the event history, i.e. embed event history into a vector, not the latent graph structure. We propose a Graph Biased Temporal Point Process (GBTPP) leveraging the structural information from graph representation learning, where the direct influence between nodes and indirect influence from event history is modeled respectively. Moreover, the learned node embedding vector is also integrated into the embedded event history as side information. Experiments on a synthetic dataset and two real-world datasets show the efficacy of our model compared to conventional methods and state-ofthe-art.
I. INTRODUCTION
Event sequences modeling is widely used across different areas and applications. In e-commerce, the on-line purchase records over time can be modeled as event sequences. In health informatics, series of treatments taken by patients can be tracked as event sequences. In seismology, a sequence of earthquakes recorded are modeled as event sequences. In social media like Twitter, every time a user posts, transmits or likes a tweet, it corresponds to a new event adding to the user behavior sequence. In all the above settings, event sequences modeling is of vital importance for predicting future events and recognizing hidden patterns given history sequences.
For modeling event sequences, Temporal Point Processes (TPP) [4] is a useful tool. For example, [39] uses the so-called multi-dimensional Hawkes processes to model the sequential user actions in a social network, and the learned infectivity matrix is useful for uncovering the mutual influences between users. Mixtures of Hawkes processes [17] are modeled for inferring missing event attributes from the behavioral observation by considering the dependency among dyadic events. In [34] , a water pipe failure prediction system is designed for effective replacement and rehabilitation. The water pipe failure sequence is formulated as a self-exciting stochastic process.
Marked Temporal Point Process is (MTPP) an important domain in TPP for event sequences modeling. In MTPP, an event can carry extra information called marker. The marker typically refers to event type and lies in the discrete label space, i.e. a finite category set {1, ..., m}. In e-commerce, the W. Wu, H. Liu and H. Zha are with MoE Key Lab of Artificial Intelligence, AI Institute, Shanghai Jiao Tong University, Shanghai, China. E-mail: {blade091, lhxsjtu, zhasjtu}@sjtu.edu.cn. *Corresponding author.
X. Zhang and Y. Liu are with China Telecom BestPay Co., Ltd., Shanghai, China. E-mail: {zhangxiaohu, liuyu}@bestpay.com Fig. 1 : An example of event propagation in a simple graph with two observed event propagation sequences. Modeling event propagation considering only the node connections can not cope with the situation that only events from V 2 propagate to V 5 through V 4 but events from V 3 can not propagate to V 5 . While conventional Temporal Point Process (TPP) can deal with this case, it measures the indirect influence from node V 1 , V 2 to V 5 and V 6 to V 4 equally as direct influence between connected nodes V 4 , V 5 and V 3 , V 4 which is inaccurate. Moreover, it can not utilize the structural information of the graph when modeling event propagation sequence. marker can refer to the users and items. In health informatics, markers can be the treatments and medications of a patient. In predictive maintenance, markers can carry important log data for when the failure occurs and what is the type. In all these examples, effectively modeling and predicting the dynamic behavior while leveraging the information contained in the markers is of vital importance for MTPP.
In this paper, we focus on a special case of MTPP, where the event sequence is an event propagation process in a directed weighted graph and the marker denote the node in the graph. For example, a retweeting sequence in social network where the markers denote users in user network, a news transmission sequence between websites where the markers denote the website in the influence network.
To model and predict event propagation is a challenging task. The difficulty lies in how to leverage the network structure and node proximity in the graph when modeling the event propagation sequence. Conventional TPP methods model the event propagation path as general event sequences, computing probabilities and making predictions basing on arXiv:1908.01623v1 [cs.SI] 5 Aug 2019 history events, like in [6] , [30] , [32] , [34] . But modeling event propagation without considering the connections of nodes in graph is inaccurate. As shown in Fig. 1 , in conventional TPP model, node V 1 or V 2 is not connected to node V 5 while the indirect history influence is measured equally as the direct influence between connected node V 4 and V 5 .
Intuitively, only the connected nodes have influence on each other. However, when we predict the propagation of events in graph, merely considering the direct influence between connected nodes is also not appropriate without using TPP method. As in Fig. 1 , for the case that only events from V 2 propagate to V 5 through V 4 , while events from V 3 can not propagate to V 5 , measuring only the direct influence can not handle this situation.
In this paper, to model the event propagation process in graph considering both direct influence between connected nodes and indirect influence of propagation history, we propose a propose a Graph Biased Temporal Point Process (GBTPP) leveraging the structural information extracted from graph representation. Compared with conventional TPP model, we make two major contributions:
i) The direct influence between connected nodes is measured separately from the indirect history influence as a bias term, leveraging the first-order proximity between nodes learned by node embedding. The intensity of the direct influence is controlled by a scale factor related to the event history.
ii) The node embedding vector is added to the event propagation history embedding when modeling the indirect influence, so that the structural information can be integrated into the model.
To verify the efficacy of our model, we experiment on a synthetic dataset and two real-world datasets, including a Higgs Twitter Dataset [5] predicting tweets propagation in social network Twitter, and a MemeTracker Dataset [15] predicting meme propagation between websites. Empirical results show that the proposed GBTPP model outperforms conventional methods and state-of-the-art one.
II. RELATED WORK
Sequential event data is generated from lots of social activities, e.g. financial transactions, electronic health records, e-commerce purchase records, etc. In these scenarios, the sequential event data contains abundant information about which type of event happens at what time. For example, the daily routine of a person contains various places at different moments during one day. Stock managers buy or sell stocks at different instants of time. Patients with chronic diseases pay regular visits to the hospital to obtain their diagnoses each time.
As sequential event data is frequently produced from various domains and applications, modeling the event sequences, especially predicting future events is of vital importance: based on the observed event sequence history, predicting which type of event will happen at what time in the future. This kind of prediction task is of great use in many applications, e.g. in stock market, predicting when to buy or sell a particular stock has important business value. For mainstream assistant, making spatial and temporal predictions on when and where a person will visit a certain place will make personal service more suitable and relevant. For health-care services, predicting future clinical events and disease progression can help to provide personal medical services and reduce potential risks.
To model event sequences, existing literatures attempt to solve this problem in mainly two categories of methods:
First, the conventional varying-order Markov models [1] deal with this problem as a discrete-time sequence prediction task. Based on the observed history states sequence, prediction of the event type is given by the most likely state that the state transition process will evolve into on the next step. An obvious limit for the families of Markov models is that they assume the state transition process proceed with unit time-step, it can not capture the temporal dependency of the continuous time and give predictions on the exact time of the next event. Moreover, Markov models can not deal with long dependency of the history events when the event sequence is long, because the size of the state space grow exponentially with the number of the time steps considered in Markov model. It is worth mentioning that semi-Markov models [13] can model continuous time-intervals between two states to some extent, by assuming the intervals to follow some simple distributions, but it still has the state space explosion problem when dealing with long time dependency.
Second, Temporal point processes with conditional intensity functions is a more general framework for sequential event data modeling. Temporal Point Process (TPP) is powerful for modeling event sequence with time-stamp in continuous time space. Early work dates back to the Hawkes processes [12] which shows appropriateness for self-exciting and mutualexciting process like earthquake and its aftershock [21] , [22] . As an effective model for event sequence modeling, TPP has widely used in various applications, including data mining tasks e.g. social infectivity learning [16] , conflict analysis [36] , crime modeling [25] , email network analytics [10] and extremal behavior of stock price [7] , and event prediction tasks e.g. failure prediction [8] , sales outcome forecasting [35] , literature citation prediction [27] .
Traditional TPP models are modeled by parametric forms involving manual design of conditional intensity function λ(t) depicting event occurrence rate over time, which measures the instantaneous event occurrence rate at time t. A few popular examples include:
• Poisson process [14] : the basic form is history independent λ(t) = λ 0 which can be dated back to the 1900's; • Reinforced Poisson processes [23] : the model captures the 'rich-get-richer' mechanism by λ(t) = λ 0 f (t)i(t) where f (t) mimics the aging effect while i(t) is the accumulation of history events; • Self-exciting process (Hawkes process) [11] : it provides an additive model to capture the self-exciting effect from history events λ(t) = λ 0 + ti<t g exc (t − t i ); • Reactive point process [8] : generalization to the Hawkes process by adding a self-inhibiting term to account for the inhibiting effects from history λ(t)
One obvious limitation of the above TPP models is that they all assume all the samples obey a single parametric form which is too idealistic for real-world data. By contrast, recurrent neural network (RNN) based models [6] , [20] , [32] are devised for learning point process. In these works, recurrent neural network (RNN) and its variants e.g. long-short term memory (LSTM) are used for modeling the conditional intensity function over time. More recently attention mechanisms are introduced to improve the interpretability of the neural model [28] .
When dealing with event propagation sequences, a major limitation of these existing studies is that the structural information of the latent graph G = (V, E) is not utilized. Conventional TPP models including state-of-the-art method in [6] solve event propagation modeling as general event sequences modeling and take input {v i , t i }, while our GBTPP model leverage the structural information and node proximity of graph G taking input {v i , t i , y i }, where y i is the node embedding vector obtained by a graph representation learning method for G.
III. PROPOSED MODEL
Given a collection of observed event propagation sequences To model the event propagation processes and make predictions on propagation node v n+1 and propagation time t n while leveraging the structural information in graph G, our method contains two steps:
• Graph Representation Learn a representation for latent graph G = (V, E) from observed propagation sequences C. For each node v i ∈ V , we learn the node embedding vector y i that preserve the first order proximity.
• Graph Biased Temporal Point Process Train a GBTPP model based on the learned graph representation {y k } V k=1
and observed propagation sequences C. The GBTPP model integrate the node proximity as a bias term, and use a scale factor to control intensity of this term. We present the details of the Graph Representation and Graph Biased Temporal Point Process (GBTPP) as follows.
A. Graph Representation
Graph embedding and representation has been widely used in both academia and industry in recent years. Lots of literatures are proposed to convert a graph G = (V, E) into a d-dimensional space, in which the graph property is preserved [3] . In graph representation techniques, the graph is represented as either a d-dimensional vector (for a whole graph) or a set of d-dimensional vectors with each vector representing the embedding of part of the graph (e.g., node, edge, substructure).
In general, the graph property is quantified by proximity measured by the first-order proximity and second-order proximity:
• First-order proximity: The local pairwise similarity between nodes connected by edges. It compares the direct connection strength between a node pair. The first-order proximity between node v i and node v j is the weight of the edge e ij , i.e., A i,j . Two nodes are more similar if they are connected by an edge with larger weight.
• Second-order proximity: The similarity of the nodes' neighborhood structures. The more similar two nodes' neighborhoods are, the larger the second-order proximity value between them. Formally, the second-order proximity s (2) ij between node v i and v j is a similarity between v i 's neighborhood s (1) i and v j 's neighborhood s (1) j . In general, the learned graph representation preserve either first-order proximity like [19] , [29] , or second-order proximity like [9] , [18] , [37] , etc. In some recent work [2] , [26] , [38] , both the first-order and second-order proximities are empirically calculated based on the joint probability and conditional probability of two nodes.
In this paper, the first-order proximity is preserved. We learn the graph representation as a set of embedding vectors for the nodes in latent graph G = (V, E) keeping the first-order proximity, where each node v in graph G is represented by two d-dimensional vector y s and y e . For the directed weighted graph G, the direct influence from node v i to node v j i.e. the weight of edge e ij is computed as p(y Specifically, to obtain the node embedding for each node in G = (V, E), we have the following implementation.
1) Edge Reconstruction Probability: The learned node embedding should be able to re-establish edges in the original input graph. This can be realized by maximizing the probability of generating all observed edges using node embedding. The directed edge between a node pair v i and v j indicating their first-order proximity can be calculated as the joint probability using the embedding y s i of v i and y e j of v j :
2) Minimizing Distance-based Loss: From event propagation sequences C in weighted directed graph G, we have the empirical estimation of the adjacent matrix A, in which A i,j is the empirical estimation for the weight of edge e ij computed by the normalized propagation number from v i to v j as A i,j = Nij Nmax , where N ij is the number of observed event propagation from v i to v j and N max is the global maximum number of event propagation between any given node.
To capture the structural information and connections between nodes in graph G, the node proximity calculated based on node embedding in Eq.1 should be as close to the node proximity calculated based on the observed edges as possible. Specifically, node proximity can be calculated based on node embedding or empirically calculated based on observed edges. Minimizing the differences between the two types of proximities can preserve the corresponding proximity.
For the first-order proximity, it can be computed as p (1) using node embedding defined in Eq.1, while the empirical probability isp The direct influence from current node v n is measured separately from propagation history h n−1 by the node embedding vector y n . The prediction of the next propagation node v n+1 is given by P (v n+1 |h n−1 , y n ).
is the empirical estimation for the weight of edge e ij . The smaller the distance between p (1) andp (1) is, the better firstorder proximity is preserved.
By adopting KL-divergence as the distance function, we can minimize the difference between p
(1) andp (1) . and the objective function preserving the first-order proximity in :
For each node v i , we can learn the corresponding node embedding vector y i = {y s i , y e i } by Eq.2, indicating the first order proximity by Eq.1.
B. Graph Biased Temporal Point Process
Given history propagation sequence
and current node v n , the Graph Biased Temporal Point Process (GBTPP) model aims to compute the probability P (v n+1 |H n−1 , v n ) of the event propagating to node v n+1 given propagation history H n−1 and current node v n , and the estimation of the propagation time t n by the likelihood f (t n |H n−1 , v n ).
As shown in Fig. 2 and Fig. 3 , conventional Temporal Point Process (TPP) model embeds current node v n into into history embedding vector h n , while the GBTPP model measures the direct influence of current node by y n and indirect history influence by h n−1 respectively. The architecture of GBTPP is presented in Figure. 4. We also illustrate GBTPP model in Fig. 5 . Specifically, we specify the proposed model as the following parts: Input Embedding, History Embedding, Graph Bias term computation and Prediction. t 1 , y 1 ), (v 2 , t 2 , y 2 ) , . . . , (v n−1 , t n−1 , y n−1 )} is embedded recurrently into h n−1 by an input embedding layer and a recurrent layer. The direct influence of the current node v n is computed by the proximity between nodes using node embedding y n , with a scale factor controlling the intensity of the influence computed by h n−1 . Fig. 4 , the history input includes {v n−1 , t n−1 , y n−1 } as a triple, including a sparse one-hot vector v n−1 representing a node in graph G = (V, E), a continuous value t n−1 ∈ (0, T ] indicating the time of the event propagate from node v n−1 to v n , and the corresponding node embedding vector y n−1 ∈ R d .
1) Input Embedding: As in
The sparse one-hot vector representation of the node v i is projected into a latent space by an embedding layer with the weight matrix W em to achieve a more compact and efficient representation as v i = W em v i + b em , where v i is the embedding for v i . Then the representation vector v i is embedded into a common feature space R H for both input embedding and next step history embedding, with a weight matrix W v .
For the propagation time input t n−1 , we can extract the associated temporal features, e.g. the inter-event duration d n−1 = t n−1 − t n−2 . Here we slightly abuse the notation for temporal feature still as t n−1 for conciseness. The temporal feature t n−1 is also embedded into common feature space R H a by weight matrix W t .
Similarly, the node embedding y i is also projected from the node embedding space to the feature space by an embedding layer with weight matrix W y . The history input triple {v n−1 , t n−1 , y n−1 } is embedded into a common history feature space as {W v v n−1 , W y y n−1 , W t t n−1 }.
2) History Embedding:
In History Embedding part, the embedded input is added to the propagation history embedding vector h n−1 with the last propagation trajectory embedding vector h n−2 by a Recurrent Neural Network, so that we have Process (GBTPP) model. We have the observation that an event propagate from node v n−1 to v n at time t n−1 . The GBTPP aims to make predictions on the next propagation nodev n+1 and next propagation timet n , i.e. predicting that the event will propagate from node v n tov n+1 at timet n . To make this happen, we embed the last propagation history embedding h n−2 and features of last history node {v n−1 , y n−1 , t n−1 } into new history embedding h n−1 as Eq.3, together with the node embedding vector y n of current node v n , we compute the log-likelihood of the propagation node and time by Eq.7 and Eq.9 respectively. The node embedding vector y n−1 and y n is pre-learned by graph representation. a event propagation history embedding h n−1 as
Compared with conventional temporal point processes, except for event marker i.e. propagation node v n−1 and time t n−1 , the node embedding y n−1 indicating the structural information of v n−1 in graph G = (V, E) is used as side information input when computing history embedding.
3) Graph Bias: Given the embedded event propagation history, conventional temporal point processes compute the event propagation probability as P (v n+1 |H n ) and the likelihood of time t n as f (t n |H n ). For example, in [6] , the propagation probability is computed as
where V is the number of nodes, V h k, * is the k-th row of parameter matrix V , and b h k is the constant bias term. The conditional intensity function λ(t) is also computed conditional on h n by
where v t is a column vector and w t , b t is scalar, and the likelihood of event propagation time t n is computed as
Compared with conventional methods that embed current node v n into propagation history h n , we model the direct influence of current node and the indirect influence of the propagation history respectively. Besides using a constant bias term as b h k as in Eq.4, a graph bias term b(h n , y n , y k ) is introduced for event propagation propagation probability as:
where p(y n , y k ) is the first-order proximity learned in the graph representation step measuring the direct influence of node v n to node v k , and ReLU function ReLU(U h n,: h n−1 ) compute the scale factor that measures the intensity of this influence, U h n,: is the n-th row of parameter matrix U . Given the graph bias term b(h n−1 , y n , y k ), the node propagation probability of GBTPP model is given by
where the direct influence of current node v n is measured by the bias term b(h n−1 , y n , y k ) in Eq.6, and the indirect influence of propagation history is computed using the history embedding vector h n−1 . For conventional intensity function, the direct influence of current node v n is also measured by a separate bias term using node embedding y n as
where v h , v y are column vectors, and w t , b t are scalars. We list the specific meaning of the terms computed in Eq.8, and the same term is also used in conventional TPP in Eq.5 except for the direct influence term. Specifically,
• The history influence term v h · h n−1 represents the accumulative influence from the history nodes and the timing information of the past propagation.
• The direct influence term v y · y n represent the influence current node v n .
• The exponential assumption term w t (t − t j ) assume that the intensity is an exponential function of t, where the exponential function acts as a non-linear transformation and guarantees that the intensity is positive.
• The last base intensity term gives a base intensity level for the propagation process.
Based on the conditional intensity function λ * (t), we can derive the likelihood that the event propagates from v n to v n+1 at the time t given the history h n−1 by the following equation:
4) Prediction: For propagation node prediction, given the propagation probability in Eq.7, the next propagation nodê v n+1 is given bŷ
where V is the node set for graph G = (V, E).
For propagation time prediction, given the time likelihood in Eq.11, the predicted propagation timet n from node v n to the next node is given bŷ
Commonly the integration in Eq.11 does not have analytic solutions. A numerical integration technique [24] for onedimensional function is used to compute Eq.11.
C. Learning Algorithm
Given a collection of event propagation sequences C = S i , where
, the GBTPP model is learned by maximizing the joint log-likelihood given as
where the node propagation probability P v i j+1 |h j−1 , y j is computed by Eq.7 and the propagation time likelihood f t i j |h j−1 , y j is computed by Eq.9. To optimize the log-likelihood in Eq.12, we implement Back Propagation Through Time (BPTT) to train GBTPP model. Specifically, supposing the size of BPTT is b and the model in Fig. 4 is unrolled by b steps, then for each training iteration,
is offered to apply the feed-forward operation through the network. After we unroll the model for b steps through time, all the parameters are shared across these copies, and will be updated sequentially in the back propagation stage with respect to the loss function.
IV. EXPERIMENTS
We evaluate our BGTPP on a synthetic dataset and two real-world datasets, and compare it to both discrete-time and continuous-time sequential models, including Recurrent Marked Temporal Point Process (RMTPP) [6] . Empirical results show that the GBTPP model achieves better performance on both propagation node prediction and time prediction.
A. Baselines
For evaluating predictive performance of forecasting propagation node, we compare GBTPP with the following discretetime models, including:
• Majority Prediction For each time when making predictions, we always choose the most popular propagation node by frequency count based on all propagations through current node v n , regardless of propagation history. This is also known as the 1-order Markov Chain (MC-1).
• Markov Chain We also compare with Markov models with higher order, including 2-order and 3-order denoted as MC-2 and MC-3 respectively. Instead of considering only v n , previous propagation node v n−1 and v n−2 is also taken in. For evaluating the performance of predicting propagation time, we compare with several conventional classical point process models, including:
• Homogeneous Poisson Process (PP) [14] In homogeneous Poisson Process, the inter-event times are independent and identically distributed random variables conforming to the exponential distribution. The conditional intensity function λ * (t) = λ 0 is a constant over time and independent of the history H t , producing an estimate of the average inter-event gap.
• Hawkes Process (HP) [12] As aforementioned in related work, Hawkes Process is denoted as
where γ (t, t j ) 0 is the triggering kernel measuring temporal dependency, γ 0 0 is base intensity independent of the history and the summation of kernel terms is history influence. The kernel function can be chosen in advance, e.g.,γ (t, t j ) = exp (−β (t − t j )) as we used. The intensity function of HP depends on the history up to time t. In general, HP is more expressive than Poisson Process as the events in past intervals can affect the occurrence of the events in later intervals.
• Self-Correcting Process (SCP) The Self-Correcting Process is denoted as
where µ > 0, α > 0. Compared with HP, SCP seeks to produce regular temporal patterns. Though the intensity increases steadily, each time a new event appears, the conditional intensity is decreased by multiplying a constant e −α < 1.
We also compare with Continuous-Time Markov Chain (CTMC) model that can jointly predict the node v n+1 and time t n for the next propagation step. It learns continuous transition rates between two nodes, and make predictions on the next propagation node with the earliest transition time.
Finally, we compare with state-of-the-art method Recurrent Marked Temporal Point Process (RMTPP). Similar to the proposed GBTPP model, when dealing with history influence, the temporal dynamic propagation series are embedded into a history vector by recurrent neural network. There major difference between GBTPP and RMTPP lies in that, the structural information of the graph is leveraged in GBTPP through the node vector learned by graph representation, while in RMTPP the event propagation sequence is viewed as general marked event sequences.
B. Dataset
To verify the potential of the proposed model, we evaluate its performance on two real-world datasets, including a Higgs Twitter dataset [5] to predict retweeting between users and a MemeTracker dataset [15] to predict meme propagation between websites.
Synthetic To simulate event propagation processes in graph e.g. user activities in social networks, we use a multidimensional Hawkes process to generate a synthetic dataset. Hawkes process is widely used to model the generative process of user behavior in social networks, like [16] , [17] , [39] . To generate event propagation sequences in a graph with U nodes, we set U Hawkes processes that are coupled with each other: each of the Hawkes processes corresponds to an individual node and the influence between nodes are explicitly modeled 1 . Specifically, the multi-dimensional Hawkes process is defined by a U -dimensional point process N u t , u = 1, . . . , U , with the conditional intensity for the u-th dimension defined as:
where µ u ≥ 0 is the base intensity for the u-th Hawkes process, a uu ≥ 0 captures the mutually-exciting influence between the u-th and u -th node. Larger value of a uu indicates that events are more likely to propagate from the u -th node to the u-th node in the future. We collect the parameters into matrix-vector forms with µ = (µ u ) for the base intensity, and A = (a uu ) for the mutually exciting coefficients called infectivity matrix.
In this experiment, we set U = 100 and generate propagation sequences with randomly initialized parameter A and µ. Similar to [39] , the base intensity parameters µ are sampled from uniform distribution on [0, 0.001], and the infectivity matrix A is generated by A = UV T , where U and V are both 100×9 matrices with entries [100(i−1)+1 : 100(i+1), i], i = 1, . . . , 9 sampled randomly from [0, 0.1] and all other entries are set zero. Then we scale A so that the spectral radius of A is 0.8 to ensure the point process is well-defined with finite intensity. In the end, we sample 50,000 sequences from the multi-dimensional Hawkes process specified by A and µ for the training and testing of baselines and proposed GBTPP model by 10-fold cross validation.
Higgs The Higgs dataset is a public dataset built by monitoring the spreading processes on Twitter before, during and after the announcement of the discovery of a new particle with the features of the elusive Higgs boson on 4th July 2012. Messages between 1st and 7th July 2012 about this discovery posted in Twitter are considered. There are four directional networks available in the dataset based on user activities, including a retweet network (retweeting between users), a reply network (replying to existing tweets), a mention network (mentioning other users) and a social network (friends/followers social relationships among user involved in the above activities). In the experiment, we study the tweet propagation process using the largest strongly connected component in the directed and weighted retweet network with 984 nodes (users), 3,850 edges and 10,647 retweet activities. Firstly a graph embedding {y k } V k=1 is learned by graph representation where y k is the embedded node vector for node v k , then the GBTPP model is trained on the retweet activities.
Meme The MemeTracker dataset is also a public dataset which is widely in TPP works [20] , [31] , [39] . The dataset contains the information flows captured by hyper-links between different sites with timestamps. It tracks meme diffusion over public media, containing more than 172 million news articles or blog posts. The memes are sentences, such as ideas, proverbs, and the time is recorded when it spreads to certain websites. In the experiment, we extract the top 500 popular sites and 62,593 meme propagation cascades between them. Firstly, the adjacent matrix is estimated by A i,j = Nij Nmax , where N ij is the number of observed meme propagations from website v i to v j in the propagation cascades and N max is the global maximum number of meme propagations between websites. Given adjacent matrix A i,j , the graph embedding
is learned where y k is the embedded node vector for website v k , then the GBTPP model is trained on meme propagation cascades.
Our experiments are conducted under Ubuntu 64bit 16.04LTS, with i5-8600K 3.60GHz×6 CPU, 16G RAM and NVIDIA GeForce GTX 1070Ti GPU. All the experimental results are given by 10-fold cross validation. 
C. Experimental Results
We use prediction accuracy (# correct predictions divide total predictions) to evaluate propagation node prediction, and Root Mean Square Error (RMSE) to evaluate propagation time prediction. The empirical results with standard deviation are presented in Table.I and Table. II. Specifically, we have the following findings and discussions: i) Recurrent Model vs Parametric Model As shown in Table.I and Table. II, GBTPP and RMTPP outperforms conventional parametric methods like Markov Chain and point process models like Poisson Process, HP and SCP, as well as joint prediction model CTMC on both propagation node prediction and time prediction. The main advantage lies in that, conventional models make strong assumptions on the distribution form and generative process of the data, while GBTPP and RMTPP use recurrent neural networks to automatically learn the influences from propagation history. i) RMTPP vs GBTPP Compared with state-of-the-art RMTPP model, the GBTPP model achieves better performance than RMTPP, especially on real-world datasets. Though we use a multi-dimensional Hawkes process to simulate event propagation sequences, the actual graph structure can not be simulated like real-world dataset. Correspondingly, it explains to the results that the GBTPP model achieves comparably better performance than RMTPP on real-world datasets than the synthetic one.
Two major innovations contribute to the promotion of GBTPP model compared with RMTPP model: i) The structural information of the graph is used in the form of node embedding as side information. ii) The direct influence between connected node is separately measured as an extra bias term from indirect influence of propagation history. It verifies our hypothesis that as a special case of event sequence modeling, event propagation modeling in graph requires more suitable model to deal with the structural information and reflect the fact that event propagation is more likely to happen between the connected nodes in graph.
Moreover, we further compute the top-K precision curve for propagation node prediction on Higgs Twitter dataset and MemeTracker dataset in Fig. 6 . Top-K precision curve is widely used for recommender systems. In fact, our model can act as a recommender system recommending next propagation nodev n+1 in the period of propagation timet n , e.g., recommending interested tweets for user v n+1 at the time around t n , or recommending popular news and memes to the editors of website v n+1 around time t n .
V. CONCLUSION
Temporal point processes are widely used for modeling event sequences, while event propagation sequence modeling is rarely considered as a special case, where the structural information and direct connections between nodes are not utilized. In this paper, we study the problem of event propagation modeling by Graph Biased Temporal Point Process. Compared with state-of-the-art method, we have two innovations: i) The direct influence between connected nodes is separately measured as an extra bias term from indirect influence of the propagation history, through pre-learned graph representation. ii) When modeling the indirect influence of the propagation history, the structural information of the graph is used in the form of node embedding as side information. We evaluate GBTPP model on Higgs Twitter dataset predicting retweeting in social network and MemeTracker dataset predicting meme propagation between websites. Experimental results collaborate the effectiveness of our approach compared to conventional methods and state-of-the-art method.
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