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ON THE FIRST FOURIER PROBLEM FOR RANDOM PARABOLIC EQUATIONS OF THE SECOND ORDER
In this paper we consider the first Fourier problem η η (0.1) Mus y~^ a ij( x » t ) a x χ + b^x.x)^ + c(x t t)u -tt t = i,d-i 1 3 i=i 1 = f(x,t), ^(x,t)e G\r, (0. 2) u(x,t) = 9»(x,t), (x,t)e Γ , where G c = |(x,t) s χ e R n , teli} is a bounded domain, G denotes the closure of G and Γ is the parabolic boundary of G. Here M is a parabolic operator in G with real--valued coefficients defined in G, wnereas f and φ are random functions defined in G and Γ respectively. At first we derive some a priori estimates of Friedman's type for a solution of the problem (0.1), (0.2). These estimates and the existence of a solution of tha problem (0.1), (0.2) in the scalar case (i.e. f and φ are real-valued functions) enable us to prove an existence and uniqueness theorem for the problem in question. ^ Notation and definitions will be stated in Section 1.
-835 - In the paper [6] there was proved the existence of a solution of the Cauchy problem for the random equation (0.1) with random coefficients (as well as with random functions f and φ ). Wext, in the paper [7] there has been considered the Gauchy problem for random evolution equations which involves some particular cases of the problems (0.1), (0.2) and (0.3), (0.4) under different assumptions from those of the present paper. Our results obtained for the problem (0.1), (0.2) constitute an extension of appropriate ones concerning the scalar case (Theorems III.6, III.7 and VI.4 of [3] 2^)
to the random case.
Notation and definitions
Let G be a bounded domain of the Euclidean space of the variables (x,t) = (x^,...,x fl ,t) whose boundary con-
2~)
' Throughout this paper when referring to the monographs [1] - [4] we shall denote by a Roman numeral the chapter number.
-836 - 
-837
The set of all functions u with the finite norm (k = 1,2) will be denoted by We state the following definitions concerning the manifold S (see [3] , Sec. III.2 and VII.2). Suppose that for every point QeS there exists an (n+1 )-dimensional neighbourhood V such that: 1 0 V π G is situated on only one side of the surface VnS; 2° VnS can be represented for some i (l^i^n) by an equation of the form jx^ = h( x^,... ,... ,x n , t ).
If the functions h belong to C^ ( γ -« , 1+cx. 2+ot. 1-0,2-0 ), then we say that S is of class C^.
If S€(T 2+0( ' and the derivatives h x t (j Φ i) exist and are continuous, then we say that S is of class if, moreover, h " t ¿ exist and are continuous, then S is said to belong to class q( 2+«) ^ The manifold s of c i aS g ¡jiff) can be covered by a finite number of balls V k such that S^ = Snv^ is defined by the equation (1.1) x ±k = h k (x 1 ,...,x i^_1 ,x ik+1 ,...,x n ,t), where h-ec' rl . fr) Let v:S -R, where Se C* . Using (I.I) we can write the function v(x,t) on S k as a function of the variables Χ^,.,.,Χ]^ _ 1 ,x i +1 ,... ,x n ,t in a certain region D^. We then k k define llvd^ = max ||v||^) i L Κ and we say that veC (ar) (S) if ||v|| ¡f } < 00 . Now we introduce definitions concerning random functions. Let (£2, Τ. Ρ) be a complete probability space. By L p = L p (S2) (l«p<oo ) we denote the Banach space of all random v|aria-bles ξ : £3 -«-R with the finite norm ^ Throughout the paper ρ e <1,<»> is arbitrarily fixed.
-838 -Bllr ξ(ω)| P P(d«) 1/p if p<oo , IIξ II = asa sup |ξ(ω)| .
ut Ω
The limit, continuity and partial derivatives of a random function u: G are understood in the strong sense and they are called respectively the Lp-limit, Lp-continuity and Lp-derivatives of u.
Like in the scalar case we introduce the following notation for a random function u:G --L": At first we derive some a pridri estimate of the norm Hu|! ρ for a solution u of the problem (0.1), (0.2) which P , u is a counterpart of the appropriate estimate in the scalar case (see Theorem 5 in Sec. 1 of [5] ). For this purpose we need the following lemma. Lemma 2.1. Let the following assumptions be satisfied:
(2.1) The coefficients a.., b. (i,j = 1,...,n) and c are real-valued functions defined in G\ Γ and a.Λ = a.,.».
any (x,t)eG\T and g= (^ ,..., £>n) e H n , p^O we have η a^(x,t) = a3i(x,t), i, j = 1,...,n, ) (x,t )f ^ > 0.
(2.Ill) f: cNr -Lp and ψ : Γ~Ιιρ.
Súpose that u is a regular Lp-solution of the problem (0.1), (0.2). Then for any functional HL* 6 ' the function U = lu defined by U(x,t) = l(u(x,t)) is a regular solution of the scalar problem Now we shall derive a priori estimate of the norm ρ, u of a solution u of the problem (0.1), (0.2). ?or this .purpose we introduce the following assumptions: (2.VI) The coefficients of M are uniformly Holder continuous (exponent α ) in G.
-342 - 
As a generalization of Lemma 2.2 we obtain the following lemma.
-843 - 3° the function u e C^2" 1 " 0^ (G;Lp) is a solution of the problem (0.1), (0.2).
Then there exists a constant K^>0 depending only on Kg, N-j, « and G such that 
1.3» for any QeG there is Q-L such that d(Q,Q i )<<S.
-849 -H . U g o w a k i I n v i e w o f ( 3 . 6 ) f o r a n y Q e G t h e r e e x i s t e s u c h , t h a t
T a k i n g a d v a n t a g e o f i n e q u a l i t i e s ( 3 · 3 ) » ( 3 · 7 ) a n d ( 3 · 8 ) w e o b t a i n
P < e f o r a n y Q e G a n d Consequently A^a e c((G;L ) and in view of (3.10), (3· 12)-( 3.14) the inequality (3-9) holds true for k = 2.
-851 - In the case k = 1 the formula (3.11) enables us to apply (3.1 ß) to u^.
(j = 1,...,n) and so we get Take an arbitrarily fixed xj . By Lemma 3·3 we have (3.25) lim«A,f-f||W =0, ). Observe that for any λ , λ'e A hold the relations
Αλ5ρ-Αλ'996 C {2+^( G;Lp). The set V^i +(xJ (G) (i=0,1,2) with the norm (4.2) is a Banach space too.
Mow we formulate the further assumptions. There is a constant Bg>0 such that At first we prove the uniqueness of a solution of the problem (0.3|), (0.4) in the space V^1 +/3^( G). We proceed in a standard manner step by step. Namely, let U,û6ï' 1+^' (G) be two solutions of the problem (0.3), (0.4). So we have, for any re(0,T> and k=1,2,..., the relations
where Gr = GQ r, Γτ = /"*0j|r (see the notation before Theorem 2.4) and
k -k -In view of the assumption (4.IV) Ρ ,F e C(Gr;Lp) and therefore, applying to (4.5), (4.6) Theorem 2.4 and using (4.3) we obtain the inequalities 9) Obviously if £ 6(0, «>, then V ( ( G) C V ( 2+0° (G). T-r, if 2r > T.
So we have 5e(C,t-> and
, (x,t) eG 5)5+r \r í(í+r , (u k -ü k )(x,t) = 0, (x,t )er. δ,δ+τ -859 -Further, arguing as above, one can find that u = ü in So aft|er finite number of steps we get u = ΰ in G. Now we shall prove the existence of a solution of thg problem (0.3), (0.4). It will be applied a standard manner of extension of a solution.
Let us consider the problem (4.12) M k u k = f k (χ,t,u,u^), (x,t)e G r \ Ρ τ , (4.13) u k (x,t) = j> k (x,t)er r , where re(0,I> is fixed and satisfies the condition (4.9). We denote by W r the set of all functions such that (4.14)
u(x,t) = jp(x,t), (χ,ΐ)εΓ τ .
Obviously w r is a closed set of the space (G r Bg being a positive constant. In view of (4.4) and (4.14) we have mV = P(x,0), (x,0) e 3 E q , k = 1,2,... where B^ is a positive constant. It is easily verified that assumptions (4.VI), (4.VII) imply (4.IV) for the case (4.21). Thus Theorem 4.1 holds true in case (4.21).
