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MINIMAL GROMOV–WITTEN RING
VICTOR PRZYJALKOWSKI
Abstract. We build the abstract theory of Gromov–Witten invariants of genus 0
for quantum minimal Fano varieties (a minimal natural (with respect to Gromov–
Witten theory) class of varieties). In particular, we consider “the minimal Gromov–
Witten ring”, i. e. a commutative algebra with generators and relations of the
form used in the Gromov–Witten theory of Fano variety (of unspecified dimension).
Gromov–Witten theory of any quantum minimal variety is a homomorphism of this
ring to C. We prove the Abstract Reconstruction Theorem which states the particular
isomorphism of this ring with a free commutative ring generated by “prime two-
pointed invariants”. We also find the solutions of the differential equations of type
DN for a Fano variety of dimension N in terms of generating series of one-pointed
Gromov–Witten invariants.
Consider a smooth Fano variety V of dimension N . Let H∗H(V,Q) ⊂ H
∗(V,Q) be a subspace multi-
plicatively generated by the anticanonical class H ∈ H2(V,Q). It is tautologically closed with respect
to the multiplication in cohomology. The Gromov–Witten theory (more precisely, the set of Gromov–
Witten invariants of genus 0) enables one to “deform” the cohomology ring, that is, to define quantum
multiplication in the graded space QH∗(V ) = H∗(V,Q) ⊗ C[q]. This multiplication coincides with the
multiplication in H∗(V,Q) under specification q = 0. The subspace QH∗H(V ) = H
∗
H(V ) ⊗ C[q] is not
closed with respect to the quantum multiplication in general. The variety is called quantum minimal is
the corresponding subspace is closed.
Let V be quantum minimal. Then there is a natural submodule corresponding to QH∗H(V ) in its
quantum D-module. The connection in it is given by a matrix of quantum multiplication by the anti-
canonical class of V (in the other words, by prime two-pointed genus zero Gromov–Witten invariants).
After regularizing it one get the determinantal operator (the operator of type DN) for V . Such operators
are deeply studied in [GS05]. One of the mirror symmetry conjectures states that this operator coincides
with the Picard–Fuchs operator for dual to V Landau–Ginzburg model (see, for instance [KM94]). This
is proved, for example, for threefolds, see [Pr04] and [Pr05].
In the paper we prove the following theorem. Let 〈τiH
j〉d be the one-pointed Gromov–Witten invariant
for the curve of the anticanonical degree d. Consider a regularized I-series (the generating series for one-
pointed Gromov–Witten invariants)
I˜V = 1 +
∑
0≤j≤N,d>0
〈τd+j+2H
N−j〉dq
dhj/HN · (h+ 1) · . . . · (h+ d) ∈ C[[q]][h]/hN .
Theorem (Corollary 2.2.6). Let I˜V =
∑
0≤k≤N I˜
khk, where I˜i for any i is the series on q. Then
N functions
I˜0, I˜0 log(q) + I˜1, I˜0 log(q)2/2! + I˜1 log(q) + I˜2, . . .
form the basis of the kernel of the operator of type DN for V .
The idea of the expression of the solutions of equations of type DN in terms of Gromov–Witten
invariants is going back to Witten, Dijkgraaf, and Dubrovin. The proof of this theorem is based on the
relations between Gromov–Witten invariants of genus 0. This enables us to generalize Gromov–Witten
theories of quantum minimal Fanos and their determinantal operators to the formal theory which does
not depend on the variety, and, moreover, on its dimension. Numerical invariants in this theory become
the universal polynomials that are unique for all quantum minimal Fanos of any dimension.
The work was partially supported by RFFI grant 05 − 01− 00353 and grant NSh−9969.2006.1.
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Fix N ∈ N. Let AN = C[aij ], 0 ≤ i, j ≤ N . Let D = C[q,
d
dq
]. Put D = q d
dq
. Consider the matrix
M =

a00(Dq) a01(Dq)
2 . . . a0,N−1(Dq)
N a0,N (Dq)
N+1
1 a11(Dq) . . . a1,N−1(Dq)
N−1 a1,N (Dq)
N
. . .
0 0 . . . 1 aNN(Dq)

with entries in AN ⊗D. Define the operator LN ∈ AN ⊗D by
detright (D −M) = DLN
1
(as AN ⊗D is non-commutative, the determinant is taken with respect to the rightmost column).
Example. Consider operators LN as (non-commutative) polynomials in q and D. It is easy to check
that the degrees of such operator in q and D do not depend on its representation as a polynomial. As
a polynomial, L2 (resp. L3) is of degree 2 (resp. 3) in D and of degree 3 (resp. 4) in q. Write down the
analytic solutions of L2Φ = 0 and L3Φ = 0 in terms of aij ’s.
1 + a00q + (1/2a01 + a
2
00)q
2 + (7/6a01a00 + a
3
00 + 1/3a01a11 + 2/9a02)q
3+
(23/12a01a
2
00 + 1/4a01a
2
11 + 3/8a
2
01 + 1/8a22a02 + 5/6a11a00a01 + 3/16a01a12 + (L2)
43/72a02a00 + a
4
00 + 1/6a02a11)q
4 +O(q5).
1 + a00q + (1/2a01 + a
2
00)q
2 + (7/6a01a00 + a
3
00 + 1/3a01a11 + 2/9a02)q
3+
(23/12a01a
2
00 + 1/4a01a
2
11 + 3/8a
2
01 + 1/8a22a02 + 5/6a11a00a01 + 3/16a01a12 + (L3)
43/72a02a00 + a
4
00 + 1/6a02a11 + 3/32a03)q
4 +O(q5).
The first few terms of the solutions coincide. Moreover, the solutions are “the same” if aij ’s that are
“out of bounds” vanish, i. e. if we put ai3 = 0 in the solution of L3Φ = 0, we get the solution of L2Φ = 0.
This same turns out to be true in the general case. Fix two natural numbers N1 < N2. Let Φ1 and Φ2
be the analytic solutions of LN1 and LN2, normalized by Φi(0) = 1. Let Φ
′
2 be the series given by putting
aij = 0 for N1 < i, j ≤ N2 in Φ2. Then Φ1 = Φ
′
2. Moreover, it is not difficult to prove (see Lemma 1.1.3
and Proposition 2.2.2 below) that for any n if N1 ≫ n, then
Φ1 mod q
n = Φ2 mod q
n.
A similar statement holds for the logarithmic solutions of LNΦ = 0’s.
So, to get the solutions of such equation, one should “restrict” the solutions of the equation of larger
index. Moreover, the first few terms of analitic expansions of different solutions coincide. Thus, we
can define “the universal series”. “The restrictions” of this series to AN are the solutions of equations
LNΦ = 0. This series is “the generating series of abstract one-pointed Gromov–Witten invariants” in the
following sense.
Below we define the minimal Gromov–Witten ring GW as a commutative algebra, with generators
and relations of the form used in the Gromov–Witten theory. Our definition is similar to Dubrovin’s
definition of formal Frobenius manifold or Kontsevich–Manin’s treatment to the theory of Gromov–Witten
invariants. The difference is that we do not fix the dimension and consider “the abstract Gromov–Witten
invariants of a Fano variety of unspecified dimension”. For this we consider “invariants for the classes
with one class replaced by the Poincare´ dual one” and reformulate Kontsevich–Manin axioms in terms
of such “invariants”.
Definition of the minimal Gromov–Witten ring. Consider formal symbols of the form
〈τd1H
i1 , . . . , τdn−1H
in−1 , τdnHr〉,
n ≥ 1, i1, . . . , in−1, r, d1, . . . , dn ∈ Z≥0 (the last term is indexed by a subscript!). We write H
i, Hj instead
of τ0H
i, τ0Hj for simplicity. Define the degree of such symbol as a number
∑
ds +
∑
is − r + (3 − n).
1The operators that come from a symmetric with respect to the anti-diagonal matrices (i. e. ones with aij = aN−j,N−i)
are called the operators of type DN .
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Let F be the set of all symbols with non-negative degrees. The minimal Gromov–Witten ring is a graded
ring
GW = C[F ]/Rel,
where Rel is the ideal generated by the following relations.
GW1 (Sn-covariance axiom, cf. [KM94], 2.2.1): Consider any permutation σ ∈ Sn−1. Let
jk = iσ(k) and fk = dσ(k). Then
〈τd1H
i1 , . . . , τdn−1H
in−1 , τdnHr〉 = 〈τf1H
j1 , . . . , τfn−1H
jn−1 , τdnHr〉.
GW2 (normalization, cf. [KM98], 1.4.1): Let r =
∑
ds +
∑
is + (3− n). Then
〈τd1H
i1 , . . . , τdn−1H
in−1 , τdnHr〉 =
(d1 + . . .+ dn)!
d1! · . . . · dn!
·M,
where M = 1 if
∑
dj = n− 3 and M = 0 otherwise.
GW3 (fundamental class axiom or string equation, cf. [Ma99], VI–5.1):
〈H0, τd1H
i1 , . . . , τdn−1H
in−1 , τdnHr〉 =
n∑
j=1
〈τd1H
i1 . . . τdi−1H
ij−1 , τdi−1Hij , τdi+1H
ij+1 , . . . , τdnHr〉,
except for the case 〈H0, Hi, Hi〉, which is given by GW2.
GW4 (divisor axiom, cf. [Ma99], VI–5.4):
〈H1, τd1H
i1 , . . . , τdn−1H
in−1 , τdnHr〉 = d · 〈τd1H
i1 , . . . , τdnHr〉+
n−1∑
s=1
〈τd1H
i1 , . . . , τds−1H
is+1, . . . , τdnHr〉+ 〈τd1H
i1 , . . . , τdn−1Hr−1〉.
where d > 0 is the degree of the left side.
GW5 (topological recursion, cf. [Pa98], formula 6): For any numbers c1, . . . cn, i1, . . . in and
set S ⊂ {1, . . . , n} denote the sequence τcs1H
is1 , . . . , τcskH
isk (s1, . . . , sk are different elements
of S) by
∐
S . For any n ≥ 0
〈
∐
{1,...,n}
, τd1H
j1 , τd2H
j2 , τd3Hr〉 =
∑
〈τd1−1H
j1 ,
∐
S1
, Ha〉〈H
a,
∐
S2
, τd2H
j2 , τd3Hr〉
and
〈
∐
{1,...,n}
, τd1H
j1 , τd2H
j2 , τd3Hr〉 =
∑
〈
∐
S1
, τd1H
j1 , τd2H
j2 , Ha〉〈H
a,
∐
S2
, τd3−1Hr〉,
where the sums are taken over all splittings S1 ⊔ S2 = {1, . . . , n} and all a ∈ Z≥0 such that the
degrees of the symbols in the expression are non-negative (notice that the sum is finite).
It turns out that GW has a convenient multiplicative basis. Consider a ring A = C[aij ], 0 ≤ i ≤ j,
j > 0 and the map r : A→ GW given by aij → 〈H,H
j , Hi〉.
Theorem 3.1 (the Abstract Reconstruction Theorem). The map r is an isomorphism.
This theorem is an abstract version of the First Reconstruction Theorem of Kontsevich and Manin
([KM94], Theorem 3.1).
Let a00 = 0 (“geometric case”, see Remark 3.5 for the general case). Via r one may view the coefficients
of LNΦ = 0’s and of their solutions as lying in GW .
Consider the series
I˜ = 1 +
∑
j≥0,i>j−2
〈τiHj〉q
i−j+2hj(h+ 1) · . . . · (h+ i− j + 2) ∈ A⊗ C[[q]][[h]].
In terms of aij ’s it rewrites as
I˜ = 1 +
(
a11h+ (a22 − a11)h
2
)
q +
(
a01
2
+
(
a01
4
+
a211
2
+
a12
4
)
h+(
−
a01
8
+
a23
8
+
a11a22
2
−
a211
4
+
a222
4
)
h2
)
q2 +O(q3, h3).
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This universal generating series of one-pointed Gromov–Witten invariants defines the solutions of
LNΦ = 0 for all N . Namely, Theorem 3.1 and Corollary 2.2.6 directly imply the following theorem.
For any C-algebra R let rN : A ⊗ R → AN ⊗ R be the map given by aij 7→ aij if 0 ≤ i, j,≤ N and
aij 7→ 0 otherwise. Define I˜
s ∈ A ⊗ C[[q]] by I˜ =
∑
I˜shs. Define Si’s by S0 = I˜
0, S1 = I˜
0 log(q) + I˜1,
S2 = I˜
0 log(q)2/2! + I˜1 log(q) + I˜2 and so on.
Theorem 3.3. The set {rN (S0), . . . , rN (SN−1)} is the basis for the space of solutions of the differential
equation LNΦ = 0.
Corollary 2.2.6 is the particular case of Theorem 3.3. The proofs of these two results are almost
identical. According to this reason in the first part of the paper (sections 1 and 2) we prove (without using
of the abstract Gromov–Witten theory) Corollary 2.2.6 that have direct applications in the studying of
the geometry of Fano varieties. In the second part (Section 3) we prove Theorem 3.1. Using this theorem
we formally conclude Theorem 3.3 from Corollary 2.2.6.
The paper is organized as follows. In Section 1 we consider a quantum minimal Fano variety V
of dimension N . The two-pointed Gromov–Witten invariants give the quantum connection and the
differential operator associated with it. The elements of kernel of this quantum differential operator are
given by the I-series of V (i. e. the generating series of one-pointed Gromov–Witten invariants of V ). In
Section 2 we study regularization of the quantum differential operator, which gives the operator of type
DN . The Frobenius method gives the explicit expressions for the solutions of DN associated with V in
terms of its I-series. All proofs in Section 1 and Section 2 are based on the fundamental class axiom,
the divisor axiom, and the topological recursion relations for V . In Section 3 we prove the Abstract
Reconstruction Theorem and the abstract version of theorems of Section 1 and Section 2, using the same
arguments in the abstract setup. We give the explicit recursive relations for all solutions of the differential
operators in the Appendix.
1. Quantum operators
1.1. Non-commutative determinants. Let R be an associative C-algebra (not necessary commuta-
tive). We consider matrices with entries in R. The indices of matrix M of size N + 1 run from 0 to N .
The submatrix of size i× i that is the NW corner of M is called the i-th leading principal submatrix.
1.1.1. Definition [[GS05], Definition 1.3]. The matrix M with elements in R is called almost triangular
if Mij = 0 for i+ 1 > j and Mi+1,i = −1.
1.1.2. Definition [[GS05], Definition 1.2]. Consider the matrix M with elements in R. The right
determinant of M is the determinant taken with respect to the rightmost column:
detright (M) =
N∑
i=0
MiNCiN ,
where CiN are cofactors taken as right determinants.
For any (N +1)× (N +1)-matrix M = (Mij)0≤i,j≤N define the matrix M
τ by M τij =MN−j,N−i (i. e.
M τ is “transpose to M with respect to the anti-diagonal”).
1.1.3. Lemma [Golyshev, Stienstra, see [GS05], 1.4]. Let M be an almost triangular (N +1)× (N +1)-
matrix. Put
P0 = 1, Pi+1 =
i∑
j=0
MjiPj .
Then Pi is the right determinant of i-th leading principal submatrix of M . In particular,
PN+1 = detright (M).
Proof. By induction on the size of the submatrices. For i = 1 this is trivial. Denote the (i + 1)-
th leading principal submatrix of M by Mi+1. Notice that the right determinant of the matrix M
j
i+1
obtained by deleting last column and j-th row from Mi+1 equals
detrightM
j
i+1 = (−1)
i−jPj .
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Thus, we have
detrightMi+1 =
i∑
j=0
(−1)j+iMjidetrightM
j
i+1 =
i∑
j=0
MjiPj = Pi+1.

1.1.4. Lemma [cf. Golyshev, Stienstra, Proposition 1.7 in [GS05]]. Let M be an almost triangular
matrix and let ξ = (ξ0, . . . , ξN )
T . Let Mξ = 0. Then
detright (M
τ )ξN = 0.
Proof. We have the following system of equations on {ξi}:
M0,0ξ0 + . . .++M0,NξN = 0
−ξ0 +M1,1ξ1 + . . .+M1,NξN = 0
. . .
−ξi−1 +Mi,iξi + . . .+MiNξN = 0
. . .
−ξN−1 +MNNξN = 0.
Let Pi be given by Lemma 1.1.3 applied to the matrixM
τ . Let us solve the system moving, step by step,
in the reverse direction. We have PiξN = ξN−i. Thus,
detright (M
τ )ξN =
(
N∑
i=0
M τiNPi
)
ξN =
N∑
i=0
M0iξi = 0.

1.2. Quantum operators. Consider a smooth Fano variety V of dimension N with Pic (V ) ∼= Z.
Denote H = −KV and H
∗(V ) = H∗(V,Q). (The natural map Pic (V )→ H2(V,Z) is an isomorphism for
smooth Fanos, so we use the same notation for the element of Pic (V ) ⊗ Q and for its class in H2(V ).)
Let H∗H(V ) ⊂ H
∗(V ) be a divisorial subspace, that is one generated by the powers of H .
Let γ1, . . . , γn ∈ H
∗(V ) and d be the anticanonical degree of an effective algebraic curve β ∈ H2(V ).
We denote the respective Gromov–Witten invariant (of genus zero) with descendants of degrees
d1, . . . , dn ∈ Z≥0 (see [Ma99], VI–2.1) by 〈τd1γ1, . . . , τdnγn〉d.
1.2.1. The subspace H∗H(V ) ⊂ H
∗(V ) is tautologically closed with respect to the multiplication, i. e. for
any γ1, γ2 ∈ H
∗
H(V ) the product γ1 · γ2 lies in H
∗
H(V ). The multiplication structure on the cohomology
ring may be deformed. That is, one can consider a quantum cohomology ring QH∗(V ) = H∗(V )⊗ C[q]
(see [Ma99], Definition 0.0.2) with quantum multiplication, ⋆ : QH∗(V )×QH∗(V )→ QH∗(V ), i. e. the
bilinear map given by
γ1 ⋆ γ2 =
∑
γ,d
qd〈γ1, γ2, γ
∨〉dγ
for all γ1, γ2, γ ∈ H
∗(V ), where γ∨ is the Poincare´ dual class to γ (we identify elements of γ ∈ H∗(V )
and γ ⊗ 1 ∈ QH∗(V )). The constant term of γ1 ⋆ γ2 (with respect to q) is γ1 · γ2. The subspace
QH∗H(V ) = H
∗
H(V ) ⊗ C[q] is not closed with respect to ⋆ in general. The examples of varieties V with
non-closed subspaces H∗H(V ) are Grassmannians G(k, n), k, n − k > 1 of dimension > 4 (for instance,
G(2, 5)) or their hyperplane sections of dimension ≥ 4.
1.2.2. Definition. The variety V is called quantum minimal if QH∗H(V ) is quantum closed, i. e. if for
any γ1, γ2 ∈ H
∗
H(V ), µ ∈ H
∗
H(V )
⊥ the Gromov–Witten invariant 〈γ1, γ2, µ〉d vanishes
2.
In other words, the variety is quantum minimal if and only if QH∗H(V ) is the subring of QH
∗(V ).
Throughout the paper we assume V to be quantum minimal.
1.2.3. Consider a ring B = C[q, q−1]. Consider the basis {Hi}, i = 0, . . . , N , of H∗H(V ) (where H
0 is the
ring unity and H = H1). Let Hi be the Poincare´ dual for H
i. Consider the (trivial) vector bundle HQ
2 A Fano variety is called minimal if its cohomology is as small as it can be (just Z’s in every even dimension). Quantum
minimal variety has as small “quantum anticanonical part” as it can be, that is, similar to the quantum cohomology of
minimal one. That’s why it is natural quantum analog of classical minimal variety.
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over Spec(B) with fibers H∗H(V ). Put h
i = Hi ⊗ 1 ∈ H∗H(V )⊗B. Put h = h
1 and kV = KV ⊗ 1 = −h.
Let S = H0(HQ). As S ∼= H∗H(V )⊗B, we can consider quantum multiplication as the map ⋆ : S×S → S.
Let D = q d
dq
∈ D = C[q, q−1, d
dq
]. Consider a (flat) connection ∇ on HQ defined on the sections hi as(
∇(hi), q
d
dq
)
= kV ⋆ h
i
(the pairing is the natural pairing between differential forms and vector fields). This connection provides
the structure of D-module for S by D(hi) = (∇(hi), D). Obviously,
D
(
N∑
i=0
fi(q)h
i
)
=
N∑
i=0
q
∂fi(q)
∂q
hi − h ⋆
(
N∑
i=0
fi(q)h
i
)
.
1.2.4. Definition. The C-linear operator D : S → S is called the quantum operator.
Define the operator DB : S → S as DB(
∑N
i=0 fi(q)h
i) =
∑N
i=0 q
∂fi(q)
∂q
hi. Let h ⋆ hj =
∑
j αijh
i,
αij ∈ B. Define the matrix M by Mij = −αij ∈ D for i 6= j and Mii = D − αii ∈ D
3.
1.2.5. Definition. The differential operator LQV = detright(M) ∈ D is called the quantum differential
operator of V . .
1.2.6. In the following we study flat solutions of differential equations corresponding to operators we
defined. The solutions are “formal series with logarithms” and do not lie in S. So, we need to change
the base. Put T = C[[q]][t]/(tN+1). Put Bform = B ⊗C[q] T and S
form = S ⊗C[q] T . Let D act on via
Dt = 1. So, the informal meaning of t is log(q). In the following we consider D, DB, h⋆, and so on as
C-operators Sform → Sform and LQV as C-operator B
form → Bform.
1.3. Relations. For simplicity we use below Gromov–Witten invariants with negative degree of curve
or negative descendants (which are formally not defined). The convention is that they equal 0.
1.3.1. Theorem [Topological recursion, see [Ma99], VI–6.2.1]. Let γ1, γ2, γ3 ∈ H
∗(V ), a1 ∈ Z>0,
a2, a3, d ∈ Z≥0. Then
〈τa1γ1, τa2γ2, τa3γ3〉d =
∑
d1+d2=d, a=0,...,N
〈τa1−1γ1, H
a〉d1〈Ha, τa2γ2, τa3γ3〉d2 .
1.3.2. Theorem [The divisor axiom, see [Ma99], VI–5.4]. Let γ1, . . . , γn ∈ H
∗(V ), γ0 = rH ∈ H
2(V,Q)
be an ample divisor and a1, . . . , am ∈ Z≥0. Then
〈γ0, τa1(γ1), . . . , τamγm〉d = rd〈τa1γ1, . . . , τamγm〉d +
m∑
s=1
〈τa1γ1, . . . , τas−1γ0 · γs, . . . , τamγm〉d.
1.3.3. Theorem [The fundamental class axiom, see [Ma99], VI–5.1]. Let γ1, . . . , γk ∈ H
∗(V ),
a1, . . . , ak ∈ Z≥0. Then
〈τa1γ1, . . . τakγk, H
0〉d =
k∑
i=1
〈τa1γ1 . . . τai−1γi−1, τai−1γi, τai+1γi+1, . . . , τakγk〉d.
1.4. Fundamental solution. Put eHt =
∑∞
r=0
Hrtr
r! ∈ H
∗
H(V ) ⊗ B
form (the sum is finite). Put
〈τd1t
α1γ1, . . . , τdst
αsγs〉d = t
P
αi · 〈τd1γ1, . . . , τdsγs〉d. Consider the matrix Φ with elements
Φba =
∑
d≥0
qd
(
〈τd+a−b−1H
b, Ha〉d + 〈τd+a−btH
b+1, Ha〉d + 〈τd+a−b+1
t2
2
Hb+2, Ha〉d + . . .
)
=
∑
d≥0
qd〈τ•e
HtHb, Ha〉d,
3Identify any matrix A with entries in D with operator S → S given by A(
P
fih
i) =
P
i(
P
j Aijfj)h
i. Then M is the
matrix of D = DB − h⋆.
6
0 ≤ a, b ≤ N , where the meaning of • in what follows is the number
N + d− 3−
∑
terms
(codimension of the cohomological class− 1).
We use the notation 〈τ•(H
1 + H2), Ha〉d for 〈τd+a−2H
1, Ha〉d + 〈τd+a−3H
2, Ha〉d and so on.
As two-pointed Gromov–Witten invariants for the degree zero curve are not defined, we put
〈τ•e
HtHb, Ha〉0 = 〈H
0, τ•e
HtHb, Ha〉0.
1.4.1. Proposition [Pandharipande, after Givental, Proposition 2 in [Pa98]]. Consider the sections
φi =
∑N
a=0Φ
i
ah
a ∈ Sform (i. e. those that correspond to the columns of Φ4).
1) The sections φi are flat, i. e. Dφi = 0.
2) If Dφ = 0, then φ =
∑N
i=0 αiφ
i, αi ∈ C.
Proof [Pandharipande]. 1) We need to prove that
DBφ
i = h ⋆ φi.
On the left we have
DB(
∑
a
Φiah
a) =
∑
a
∑
d≥0
(dqd〈τ•e
HtHi, Ha〉d+q
d〈τ•H ·e
HtHi, Ha〉d)h
a =
∑
a
∑
d≥0
qd〈τ•e
HtHi, H,Ha〉dh
a
by the divisor axiom 1.3.2. On the right,
h⋆(
∑
a
Φiah
a) =
∑
s
∑
d1,d2≥0
∑
a
qd1〈τ•e
HtHi, Ha〉d1q
d2〈Ha, H,Hs〉d2h
s =
∑
s
∑
d
qd≥0〈τ•e
HtHi, H,Hs〉dh
s
by the topological recursion 1.3.1. Both sides are equal.
2) The constant term of Φ (with respect to t and q) is the identity matrix. This means that the columns
of Φ are linearly independent. The differential operator of order N + 1 has at most (N + 1)-dimensional
space of solutions, so it is generated by N + 1 functions φi. 
1.4.2. Remark. Consider the matrix M (see Definition 1.2.5). The proposition above states that
MΦi = 0 for the column-vectors Φi = (Φi0, . . . ,Φ
i
N )
T that correspond to the sections φi.
1.4.3. Corollary. Define the matrix Ψ by Ψji =
∑
d≥0 q
d〈τ•e
HtHi, H
N−j〉d, 0 ≤ i, j ≤ N . Let
Ψi = (Ψ
0
i , . . . ,Ψ
N
i )
T be its column-vectors. Then M τΨi = 0 for 0 ≤ i ≤ N .
Proof. Analogous to the proof of Proposition 1.4.1. 
1.5. The solutions.
1.5.1. Consider any series I =
∑N
i=0 I
i(q)hi ∈ C[[q]][h]/(hN+1), I0(q), . . . , IN (q) ∈ C[[q]]. Let
Ir =
∑r
i=0
(
Ir−i(q) t
i
i!
)
∈ T .
Definition. We say that a series I is the perturbed solution of the equation PI = 0 (or just the
operator P ∈ D) if PIr = 0 for any r ≤ N .
In the other words, given P = P (q,D), consider PH = P (q,DB) replacing D by DB. Then I is a
perturbed solution of P if and only if PH(e
ht · I) = 0.
Recall that the I-series of V is defined by
IV = 1 +
∑
i,j,d≥0
〈τiHj〉dh
jqd ∈ Sform.
1.5.2. Theorem.
1) The series IV is the perturbed solution of the equation LQV I = 0.
2) If LQV I = 0, then I =
∑
aiI
V
i for some a0, . . . , aN ∈ C.
4 Informally, Φ is “the matrix of fundamental solutions of equation given by the quantum operator in the standard
basis”.
7
Proof. 1) We have
LQV I
V
i = L
Q
V
 ti
i!
+
∑
d≥0
qd〈τ•e
HtHi〉d
 = LQV
∑
d≥0
qd〈τ•e
HtHi, H
0〉d
 =
detright (M)Ψ
N
i = detright (M
ττ )ΨNi = 0
by Lemma 1.1.4 and Corollary 1.4.3.
2) The solutions IVs are linearly independent (by Proposition 1.4.1), so they form a basis of (N + 1)-
dimensional space of solutions of differential equation of order N + 1 associated with LQV . 
2. DN’s
2.1. Let
LQV = PV,0(D) + qPV,1(D) + . . .+ q
nPV,n(D) ∈ D
be a quantum differential operator of a quantum minimal smooth Fano variety of dimension N (usually
n = N + 1). Its singularities are not regular in general.
2.1.1. Definition [see [Go05], 1.9]. The operator
L˜V = PV,0(D) + qPV,1(D) · (D + 1) + . . .+ q
nPV,n(D) · (D + 1) · . . . · (D + n)
is called the regularization of LQV .
The singularities of all known L˜V are regular
5. Obviously, L˜V is divisible by D on the left.
2.1.2. Definition [see [Go05], Definition 2.10]. The operator LV such that DLV = L˜V is called the
(geometric) operator of type DN .
The solutions of equations associated with geometric operators of type DN are conjectured to be
G-series6.
Consider any differential operator
P = P0(D) + qP1(D) + . . .+ q
nPn(D) ∈ C[q, q
d
dq
].
Let
P˜ = P0(D) + qP1(D) · (D + 1) + . . .+ q
nPn(D) · (D + 1) · . . . · (D + n)
be a regularization as before.
2.2. The Frobenius method. We describe an “algebraic” interpretation of the Frobenius method of
solving differential equations. For the standard version see [CL55], IV–8.
Let R = C[ε]/(εN+1), N + 1 ∈ N. Consider the differential operator
Pε = P0(D + ε) + qP1(D + ε) + . . .+ q
nPn(D + ε) ∈ D ⊗R.
2.2.1. Definition. Consider the sequence {ci}, i ≥ 0, ci ∈ R. It is called a Newton solution of Pε, if for
any m ∈ Z
cmPn(m+ ε) + cm+1Pn−1(m+ 1 + ε) + . . .+ cm+nP0(m+ n+ ε) = 0
(the convention is that ci’s with negative subscripts are 0).
2.2.2. Proposition. The sequence {ci} is a Newton solution of Pε if and only if the series
I = c0 + qc1 + . . . ∈ C[[q]]⊗R
is a perturbed solution of P .
Proof. Recall that T = C[[q]][t]/(tN+1). We consider T in the proof as a C-vector space. Consider
the linear space (over C)
C = {(a0, a1, . . .), ai ∈ R}
5They are also regular if the matrix of quantum multiplication by the anticanonical class is diagonalizable, see [GS05],
Remark 3.6.
6That is, for any solution of type I =
P
aiq
i, an ∈ Q, the following conditions hold. Let an =
pn
qn
, (pn, qn) = 1,
qn ≥ 1. Then I has positive radii of convergence in C and Qp for any prime p and there exist a constant C <∞ such that
LCM(q1, q2, . . . , qn) < Cn for any n.
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with basis {bij = (0, . . . , 0, ε
N−j, 0, . . .), i ≥ 0, 0 ≤ j ≤ N} (εN−j is in the i-th place) and the isomorphism
l : C → T given by bij 7→ q
itj/j!. It is easy to see that the formulas q · bij = bi+1,j and D · bij = (i+ ε)bij
determine the action of D on C. Trivially, l(q · bij) = q · l(bij) and l(D · bij) = D · l(bij), i. e. the actions
of D on C and T commute. Thus, P ({ci}) = 0 if and only if P (IN ) = 0 (we follow the notations of 1.5.1
with h = ε). Analogously, if P ({ci}) = 0, then P (Ir) = 0 for 0 ≤ r ≤ N . 
2.2.3. Remark. A Newton solution of Pε exists in R if and only if mult0P0 ≥ N + 1.
2.2.4. Remark. We consider the case P0(0) = 0. The cases of the other roots of P0 are of this type
after shifting of variables.
2.2.5. Corollary. Let I =
∑
aijq
iεj ∈ C[[q]]⊗R be a perturbed solution of P . Then
I˜ =
∑
aijq
iεj · (ε+ 1) · . . . · (ε+ i)
is the perturbed solution of P˜ .
Proof. It follows from the formula for P˜ and Proposition 2.2.2. 
2.2.6. Corollary. Let V be a smooth quantum minimal Fano variety of dimension N and LQV be the
corresponding quantum differential operator. Let LV be the corresponding operator of type DN . Define
the polynomials Ii(h) in h by IV =
∑∞
i=0 I
i(h)qi.
1) Let
I˜V =
∞∑
i=0
Ii(h) · (h+ 1) · . . . · (h+ i)qi.
Then I˜Vmod hN is the perturbed solution of LV I = 0.
2) If LV I = 0, then I =
∑
aiI˜
V
i for some a0, . . . , aN−1 ∈ C.
Proof. 1) By Theorem 1.5.2 IV is the perturbed solution of LQV . Let L˜V be the regularization of L
Q
V .
Then, by Corollary 2.2.5, I˜V is a perturbed solution of L˜V . The relations for the Newton solution for
LV,ε are proportional to the corresponding relations for L˜V,ε modulo ε
N (we identify the parameter ε in
the Frobenius method with h). So, the Newton solutions of L˜V,ε and LV,ε coincide modulo ε
N .
2) It follows from standard arguments on linear independence (see the proof of theorem 1.5.2). 
2.3. Example. The matrix of quantum multiplication for PN is
0 0 . . . 0 (N + 1)N+1qN+1
1 0 . . . 0 0
. . .
0 0 . . . 1 0
 .
The corresponding quantum differential operator is
LQ
PN
= DN+1 − (N + 1)N+1qN+1.
Let F be a class dual to the hyperplane in PN (so, −KPN = (N + 1)F ) and f = F ⊗ 1 ∈ S
form. It is
easy to see that the series
IP
N
=
∑
d≥0
q(N+1)d
(f + 1)N+1 · . . . · (f + d)N+1
is a perturbed solution of LQ
PN
Φ = 0.
The operator of type DN for PN is
LPN = D
N − (N + 1)N+1qN+1(D + 1) · . . . · (D +N)
and a perturbed solution of this operator is the series
I˜P
N
=
∑
d≥0
q(N+1)d(h+ 1) · . . . · (h+ (N + 1)d)
(f + 1)N+1 · . . . · (f + d)N+1
.
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3. Universality of DN ’s and solutions
All formulas above are formal consequences of the formulas 1.3.1–1.3.3. So, the natural idea is to define
“abstract Gromov–Witten theory”, that is, to consider Gromov–Witten invariants as formal variables
with natural relations. Moreover, if we consider “invariants” that correspond to several classes of type
Hi and one Poincare´ dual class of type Hr we may develop a universal abstract Gromov–Witten theory
that do not depend on the dimension N .
A convenient multiplicative basis of GW is given by the First Reconstruction Theorem from [KM94].
We follow the notations of the definition of GW on page 2.
3.1. Theorem [The Abstract Reconstruction Theorem]. The map r : C[aij ]→ GW is an isomor-
phism.
Proof. The following relation is the formal implication from the relations of type GW5.
GW6: For any finite subset S ⊂ N denote His4 , . . . , Hisk (where sj ’s are distinct elements of S)
by
∐
S . Then for any n ≥ 0∑
〈
∐
S1
, Hi1 , Hi2 , Ha〉〈H
a,
∐
S2
, Hi3 , Hr〉 =
∑
〈
∐
T1
, Hi1 , Hi3 , Hb〉〈H
b,
∐
T2
, Hi2 , Hr〉,
where the sums are taken over all splittings S1 ⊔ S2 = {4, . . . , n}, T1 ⊔ T2 = {4, . . . , n} and all a
and b such that the degrees of all symbols are non-negative (notice that both sums are finite).
These relations are called quadratic relations in the geometrical case (see. [KM94], 3.2.2). If S is empty,
then these relations are called associativity equations or WDVV equations. Though these relations follows
from GW5, we include them in the generators of relations ideal of GW for simplicity.
Let us prove that r is epimorphic. Our proof is an abstract version of one in [KM94]. We denote r(aij)
also by aij for simplicity. We need to prove that any “invariant” 〈τd1H
i1 , . . . , τdnHr〉 can be expressed
in terms of aij ’s.
Applying relation GW4 to one- or two-pointed invariants (the abstract symbols), we may assume n ≥ 3
(see the proof of Proposition 5.2 in [Pr04]). Using GW5 (and GW2), we may assume that all di’s equal
0.
Given an invariant C = 〈Hi1+1, . . . , Hin , Hr〉, n ≥ 2, i1 > 1, write GW6 for classes
H,Hi1 , . . . , Hin , Hr. We see that, modulo invariants with lower number of terms, GW4 and GW2,
C equals the sum of the invariants with terms Hi1 , . . . , Hin , Hr. So, using GW1–GW6 we may express
any invariant in terms of three-pointed invariants with H1 as the first term, that is, in terms of aij ’s.
Thus, r is an epimorphism.
Let us prove that r ia a monomorphism step by step.
Step 1. Let GW3p and GW4p be the relations of type GW3 and GW4 for invariants without de-
scendants. Then the ideal Rel is generated by GW1, GW2, GW3p, GW4p, GW5, GW6 (the relations
“commute”). Notice that GW3p is a particular case of GW2.
Step 2. Let
GW ′ = C[F
′]/(GW4p,GW5,GW6),
where F ′ ⊂ F are invariants of positive degree of type
〈τd1H
i1 , . . . , τdn−1H
in−1 , τdnHr〉,
with ik ≥ il for k > l and dk ≥ dl if ik = il. (Thus, the left side of any relation of type GW2 becomes
just the notation of the number on the right side.) Obviously, GW ′ ∼= GW .
Step 3. Let Ap = C[F
′
p]/(GW4p,GW6), where F
′
p ⊂ F
′ is the subset of invariants without descen-
dants. Let us prove that the natural map Ap → GW
′ is a monomorphism. Consider the order on the
invariants, that is, the function w on F ′p given by
w(〈τd1H
i1 , . . . , τdn−1H
in−1 , τdnHr〉) = (
∑
dj , d1, i1, . . . , dn, r).
We say that C1 > C2 if w(C1) > w(C2) (with respect to the natural lexicographic or-
der). Define the lexicographic order on the monomials in F ′, that is, for any two monomials
M1 = α · C
a1
1 · . . . · C
an
n ,M2 = β · C
b1
1 · . . . · C
bn
n (where α, β ∈ C and C1 > C2 > . . . > Cn) say
that M1 > M2 if a1 > b1, or a1 = b1 and a2 > b2, and so on. Denote the leading term of E ∈ C[F
′]
with respect to this order by L(E). Denote the relation of type GW5 with the invariant C on the left
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side (which is not uniquely defined!) by GW5(C). For any prime (i. e. without descendants) invariant C
put GW5(C) = C. Consider any P 6= 0 in C[F ′p] such that r(P ) ∈ (GW4p,GW5,GW6) ⊳ C[F
′] for the
natural map r : C[F ′p]→ C[F
′]. Denote r(P ) by P for simplicity. Let P =
∑
j∈J βj ·
∏
i∈I C
bi,j
i GW5(Cj)
modulo (GW4p,GW6), where βj ∈ C. Applying GW4 we may assume that invariants Ci’s contains at
least three terms. That is, we can apply relation of type GW5 to them. Denote the maximal of the
leading terms of all summands of type
∏
i∈I C
bi,j
i GW5(Cj) by L. Let J0 ⊂ J be the subset of indices
such that L(
∏
i∈I C
bi,j
i GW5(Cj)) = L for j ∈ J0. Let L has a factor with descendants. Then we have
P =
∑
j∈J0
βj ·
∏
i∈I
C
bi,j
i GW5(Cj) + (summands with smaller leading terms).
Obviously, L(GW5(C)) = C. One may check that the difference of two relations of type GW5(C) may
be expressed in terms of relations of type GW5 with smaller leading terms and relations of type GW6.
Thus, expressions of type GW5(Ci) in the sum on the right side coincides for every i modulo summands
with smaller leading terms. Then
P =
∑
j∈J0
βj ·
∏
i∈I
GW5(Ci)
bi,jGW5(Cj) + (summands with smaller leading terms) =∑
j∈J0
βj · (
∏
i∈I∪J0
GW5(Ci)
ci) + (summands with smaller leading terms).
As L(P ) < L, we have
∑
j∈J0
βj = 0. We get the expression for P with smaller L. Repeating this
procedure, we obtain the expression for P with L(P ) = L, i. e. without relations of type GW5. Thus,
P ∈ (GW4p, GW6) and Ap ∼= GW
′ ∼= GW , i. e. invariant may be uniquely expressed in terms of prime
ones.
Step 4. Let us prove that any prime invariant may be uniquely expressed in terms of aij ’s. We call the
invariants of type 〈Hk, H1, . . . , H1, Hr〉 trivial since the relations of type GW6 for them are trivial. Let
Ft ⊂ F
′
p be the subset of trivial invariants. Obviously, A
∼= At = C[Ft]/(GW4p) ∼= C[Ft]/(GW4p,GW6).
Let F ′t ⊂ F
′
p be the subset of invariants without terms H
1 and GW6′ be the relations of type GW6
with invariants with terms H1 replaced by ones without such terms given by GW4p. Let us prove that
At ∼= C[F
′
t ]/(GW6
′) ∼= Ap.
Define the function w′ on the elements of F ′t given by
w′(〈Hi1 , . . . , Hin−1 , Hr〉) = (n, i1, . . . , in−1, r).
Define the order on monomials in F ′ and the leading term L′(E) of any E ∈ C[F ′p] as before. The direct
computation shows that the difference of the two relations of type GW6′ with the same leading terms may
be expressed in terms of the relations of type GW6′ with the smaller leading terms (“the relations of type
GW6 commute”). Assume that P = P (aij) ∈ (GW6
′)⊳C[F ′t ]. As before, we may obtain the expression
for P in terms of relations of type GW6′ containing only trivial invariants. Since these relations vanish,
P = 0 and A ∼= Ap ∼= GW . 
3.2. Remark. So, the Gromov–Witten theory of a quantum minimal Fano variety V of dimension N is
a particular function from GWN = r(iN (AN )) to C, where iN : AN → GW is given by iN (aij) = aij if
(i, j) 6= (0, 0) and iN (a00) = 0.
Theorem 3.1 enables us to define the universal I-series I ∈ A ⊗ C[[q]][[h]] such that for any N the
abstract I-series for dimension N
IN =
∑
i,j
〈τiHj〉 · q
dhj ∈ GWN ⊗ C[[q]][h]/h
N+1
is the restriction of I, that is, IN = rN (I mod h
N+1). Analogously, we may define the universal “regu-
larized I-series” I˜ such that for
I˜N =
∑
i,j
〈τiHj〉 · q
dhj · (h+ 1) · . . . · (h+ d) ∈ GWN ⊗ C[[q]][h]/h
N+1
we have I˜N = rN (I˜ mod h
N+1).
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Consider the torus T = Spec C[q, q−1] and the trivial vector bundle HQN with fiber
GWN ⊗ 〈H
0, H1, . . . , HN 〉 (Hi’s are just notations for basis vectors). Let hi = 1⊗Hi. Let
AN =

a0,0q a0,1q
2 . . . a0,N−1q
N a0,Nq
N+1
1 a1,1q . . . a1,N−1q
N−1 a1,Nq
N
. . .
0 0 . . . 1 aN,Nq

(where a00 = 0). Define the abstract quantum connection ∇
N by(
∇N (hi), q
d
dq
)
= ANhi
(the connection commutes with aij). Repeat all the previous for the abstract case. In particular, define
the abstract quantum differential operator LQN ∈ GWN ⊗D and the operator LN ∈ GWN ⊗D (recall that
after specialization of abstract Gromov–Witten invariants to the geometric ones this operator is called
geometric DN). (It is easy to see that this operator is the same as one defined on the page 2.) Then we
obtain the following theorem.
3.3. Theorem.
1) The series IN is the perturbed solution of LQNI = 0.
2) The series I˜Nmod hN is the perturbed solution of LNI = 0.
In the other words, given I˜N (resp. LN ), one should put aij = 0 for N0 < i, j ≤ N to obtain I˜
N0
(resp. DN−N0LN0).
3.4. Remark. The same holds for DN ’s. Recall that operator of type DN is LN with identified aij and
aN−j,N−i. Let J
N be a perturbed solution of DN . If n≪ N and N < N0, then
JN mod (qn) = JN0 mod (qn, hN ).
3.5. Remark. Define LQN and LN as operators in C[aij ], 0 ≤ i ≤ j (i. e. let a00 be non-zero). Then the
universality for their solutions also holds. The universal series for LQN is e
a00q · I ′, where I ′ is given from
I by shift aii 7→ aii − a00, and the universal series for LN is the regularization of e
a00q · I ′.
4. Appendix
Consider a differential operator P =
∑N
i=0 q
iPi(D) ∈ D. Denote the r-th formal derivative of P with
respect to D by P (r).
4.1. Theorem. The series I =
∑N
i=0 I
ihi (Ii’s are series in q) is a perturbed solution of P if and only
if for any s ≤ N
P (s)(I0)
s!
+
P (s−1)(I1)
(s− 1)!
+ . . .+ P (Is) = 0.
Proof. Notice that
P (tJ(q)) = tP (J(q)) + P (1)(J(q))
for any J(q) ∈ C[[q]] (see [BvS95], Proposition 4.3.1). Thus,
P (trJ) =
r∑
i=0
(
i
r
)
tiP (r−i)(J).
For any s ≤ N
P (Is) = P
(
ts
s!
I0 +
ts−1
(s− 1)!
I1 + . . .+ Is
)
=
s∑
α=0
P
(
tα
α!
Is−α
)
=
s∑
α=0
α∑
β=0
((
β
α
)
·
tβP (α−β)(Is−α)
α!
)
=
s∑
α=0
α∑
β=0
(
tβP (α−β)(Is−α)
β!(α− β)!
)
=
s∑
α=0
α∑
β=0
Rα,β ,
where
Rα,β =
tβP (α−β)(Is−α)
β!(α − β)!
.
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Prove the theorem by induction on s. Suppose that it holds for any s0 < s. Then
P (s)(I0)
s!
+
P (s−1)(I1)
(s− 1)!
+ . . .+ P (Is) =
s∑
a=0
ta
a!
(
P (s−a)(I0)
(s− a)!
+ . . .+ P (Is−a)
)
=
s∑
a=0
s−a∑
b=0
taP (b)(Is−a−b)
a!b!
=
s∑
a=0
s−a∑
b=0
Sa,b,
where
Sa,b =
taP (b)(Is−a−b)
a!b!
.
Obviously, Sa,b = Ra+b,a, so
s∑
a=0
s−a∑
b=0
Sa,b =
s∑
a=0
s−a∑
b=0
Ra+b,a =
s∑
α=0
s∑
β=α
Rβ,α =
∑
0≤α≤β≤s
Rβ,α =
s∑
a=0
a∑
b=0
Ra,b.
Thus,
P (s)(I0)
s!
+
P (s−1)(I1)
(s− 1)!
+ . . .+ P (Is) = P (Is),
which proves the theorem. 
4.2. Remark. For s = 1 this theorem is proven in [BvS95], Proposition 4.3.2 and for s ≤ 2 in [Tj98],
Appendix B.
4.3. Proposition [Newton method]. The series
Φ = a0 + a1q + a2q
2 + . . . ∈ B, ai ∈ C.
is a solution of PΦ = 0 (as a formal series) if and only if for any m ∈ Z
amPN (m) + am+1PN−1(m+ 1) + . . .+ am+NP0(m+N) = 0,
where ai’s with negative subscripts are assumed to be 0.
Proof. Straightforward. 
Theorem 4.1 and Proposition 4.3 enable us to find the relations for the solutions of PΦ = 0.
4.4. Corollary. Let I =
∑
aijh
iqj . Then I is a perturbed solution of P if and only if for any s ≤ N
and for any m ∈ N
a0,mP
(s)
N (m) + a0,m+1P
(s)
N−1(m+ 1) + . . .+ a0,m+NP
(s)
0 (m+N)
s!
+
a1,mP
(s−1)
N (m) + a1,m+1P
(s−1)
N−1 (m+ 1) + . . .+ a1,m+NP
(s−1)
0 (m+N)
(s− 1)!
+ . . .+
as,mPN (m) + as,m+1PN−1(m+ 1) + . . .+ as,m+NP0(m+N) = 0.
The author is grateful to V.Golyshev for proposing the problem, explanations and reference on the
Frobenius method, to V. Lunts and C. Shramov for helpful comments, and to M.Kazarian for important
remarks.
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