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ROBUST OPTIMAL INVESTMENT AND REINSURANCE PROBLEMS
WITH LEARNING
NICOLE BA¨UERLE∗ AND GREGOR LEIMCKE∗
Abstract. In this paper we consider an optimal investment and reinsurance problem with
partially unknown model parameters which are allowed to be learned. The model includes
multiple business lines and dependence between them. The aim is to maximize the expected
exponential utility of terminal wealth which is shown to imply a robust approach. We can solve
this problem using a generalized HJB equation where derivatives are replaced by generalized
Clarke gradients. The optimal investment strategy can be determined explicitly and the optimal
reinsurance strategy is given in terms of the solution of an equation. Since this equation is hard
to solve, we derive bounds for the optimal reinsurance strategy via comparison arguments.
Key words : Risk Theory, Stochastic Control, Filter, Robust Approach
1. Introduction
The insurance industry is currently facing a variety of challenges. On the one hand, the
number and amount of insurance losses are growing caused by an increasing frequency of weather
extremes due to climate change (see [16]). On the other hand, the current structural low interest
rate environment and higher volatility on the financial markets make it more difficult to achieve
profitable investments. These challenges call for effective strategies to reduce insurance risk
and to optimize capital investments and have attracted interest from researches in actuarial
mathematics for many years. In fact, a classical task in risk theory is to deal with optimal
risk control and optimal asset allocation for an insurance company. Such problems have been
intensively studied in literature using various optimization criteria, where maximizing the utility
and minimizing the probability of ruin are the two main optimization criteria (see e.g. [26] and
references given there).
However, in most articles, the assumption of full information is used as a common feature,
which means that the insurer has complete knowledge of the model. However, in reality, insur-
ance companies operate in a setting with partial information. That is, with regard to the net
claim process, only the claim arrival times and magnitudes are directly observable; the claim
intensity, which is required by all net claim models, is not observable by the insurer as pointed
out in [17, Ch. 2]. Therefore we study the optimal investment and reinsurance problem in a
partial information framework. More precisely we consider a Bayesian approach which means
that we allow for learning unknown model parameters. On the other hand we use an exponential
utility function as optimization criterion which can be interpreted as a robust approach.
There are quite a number of papers on robust decision making in actuarial sciences, in par-
ticular for optimal reinsurance and investment, see e.g. [30, 31, 19, 18] among others. But all
the approaches so far consider a classical optimization problem like utility maximization under
alternative models given in form of different probability measures. In this paper indeed we ex-
plain that the exponential utility can be interpreted as a robust control approach, thus avoiding
a second complicated optimization.
A paper with partial information is e.g. [22]. Based on the suggestion in [1, p. 165], the authors
there consider the optimal investment and reinsurance problem for maximizing exponential
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2 N. BA¨UERLE AND G. LEIMCKE
utility under the assumption that the claim intensity and loss distribution depend on the states
of a non-observable Markov chain (hidden Markov chain), which describes different states of the
environment, whereby the net claim process is modelled as compound Poisson process and the
fully observable financial market is modelled as Black-Scholes financial market with one risky
and one risk-free asset.
However, the sparse literature with partial information focuses on just one line of business
to gain an optimal reinsurance strategy. But in reality there is often a dependence between
different risk processes of an insurance company. This results from the fact that the customers
of a typical insurance company have insurance policies of different types such as building, private
liability or health insurance contracts. A simplified example of a possible dependence between
several types of risk is that of a storm event accompanied by heavy rainfall where flying roof tiles
cause damages to third parties and flooding leads to building damages. Therefore, to model the
insurance risks of an insurer appropriately, we need to capture the dependence structure using
a multivariate model.
A commonly used approach to impose dependence between several types of insurance risks
is accomplished by thinning, which is also the case in this paper. The idea of this approach is
that the occurrence of claims depends on a certain process which generates events that cause
damages of the line of business i with probability pi and of the line of business j with probability
pj , where all caused claims occur simultaneously at the trigger arrival time. Therefore these
models are referred to as common shock risk models. An example of a shock event is the above-
described storm event. Typically the corresponding claim sizes are determined independently of
the appearance times (see e.g. [4]).
Another multivariate model that avoids a reference to an external mechanism is given in
[5], where the authors propose a multivariate continuous Markov chain of pure birth type with
interdependency arising from dependences of the birth rates on the number of claims in other
component processes. In [25], the dependence of the marginal processes of a multiple claim
arrival process is constructed by introducing a Le´vy subordinator serving as a joint stochastic
clock, which leads to a multivariate Cox process in the sense that the marginal processes are
univariate Cox processes. In connection with optimal reinsurance problems, a Le´vy approach
is discussed in [3]. There, the authors have shown that a constant investment and reinsurance
strategy (proportional reinsurance as well as the mixture of proportional and excess-of-loss
reinsurance) is the optimal strategy for maximizing the exponential utility of terminal wealth.
In addition to the Le´vy model, optimization problems with common shock models have been
investigated in [12], where optimal excess-of-loss retention limits are studied for a bivariate com-
pound Poisson risk model in a static setting. The corresponding dynamic model was used in
[2] to derive optimal excess-of-loss reinsurance policies (which turns out to be constant) under
the criterion of minimizing the ruin probability making use of a diffusion approximation. For
the same model, [23] have derived a closed-form expression for the optimal proportional rein-
surance strategy of the exponential utility maximizing problem both with and without diffusion
approximation by using the variance premium principle. In the presence of a Black-Scholes fi-
nancial market, the same problem has been investigated in [9] with the expected value premium
principle. For the case of an insurance company with more than two lines of business, [29]
and [28] seek optimal proportional reinsurance to maximize the exponential utility of terminal
wealth and the adjustment coefficient, respectively, where the strategies are only stated for two
classes of business. However, all optimization problems with multivariate insurance models are
considered under full information.
We will describe the dependence structure between different lines of business by the thinning
approach while we deal with unobservable thinning probabilities. To the authors’ knowledge, this
is the first time that an optimal reinsurance and investment problem under partial information
using a multivariate claim arrival model with possibly dependent marginal processes is studied.
To solve the optimal control problem, the dynamic programming approach will be applied.
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However since the value function may not be differentiable, a generalization using the Clarke
gradient will be applied (this idea has been used before in [6], [22]).
The outline of our paper is as follows: We introduce the partial information problem under
the assumptions of observable claim size distribution, unobservable background intensity taking
values in a finite set and Dirichlet distributed thinning probabilities in Section 2. We also explain
the robust approach which is inherit in the criterion of maximizing exponential utility. Using a
filter as an estimator for the background intensity and the conjugated property of the Dirichlet
distribution, we proceed in Section 3 by stating the reduced control problem. The corresponding
generalized Hamilton Jacobi Bellman (HJB) equation will be introduced in Section 4, where we
need to replace partial derivatives w.r.t. the time and the components of the filter for the
background intensity by the corresponding Clarke gradient. The HJB equation yields the same
optimal investment strategy as in the classical Merton problem and the optimal reinsurance
strategy has to be characterized implicitly. Next we prove a verification theorem and show the
existence and optimality of the proposed strategy. Finally in Section 5, we provide a comparison
result under the assumption of identical claim size distributions for all insurance classes, which
is visualized by some examples in the last section.
2. The Optimal Investment and Reinsurance Model
We consider an insurance company with several lines of business. The aim is to maximize
the expected utility of the terminal surplus of the considered insurance company by choosing
optimal investment and reinsurance strategies. For the moment we assume that all model data
is known.
2.1. The claim arrival process. In the following, let d ∈ N be the number of business lines
of the insurer. The claim arrival model is a Poisson process N = (Nt)t≥0 with intensity λ. We
interpret the arrival times of the Poisson process N , denoted by (Tn)n∈N, as events which trigger
various kinds of insurance claims. The lines of business which are affected by the trigger event
at Tn are given by a random variable Zn with values in P(D) (power set of D = {1, . . . , d}).
We assume that (Zn)n∈N are i.i.d. with P(Zn = D) = αD, D ⊂ D and denote α¯ = (αD)D⊂D.
The interdependencies between the lines of business are fully determined by α¯. We call the
components of α¯ thinning probabilities since they thin the trigger arrival times. Moreover,
w.l.o.g. P(Z1 = ∅) = 0, i.e. every shock event leads to at least one insurance damage. Otherwise
we could reduce the intensity of N . Therefore the (multivariate) claim arrival process, denoted
by (N1, . . . , Nd) = (N1t , . . . , N
d
t )t≥0, is defined by
N it =
∑
n∈N
1{Tn≤t}1{i∈Zn}, t ≥ 0, i = 1, . . . , d.
So (N1, . . . , Nd) is a d-dimensional counting process, where N it counts the number of claims of
the ith business line up to time t. The claim sizes are described by a d-dimensional sequence
(Yn)n∈N with Yn = (Y 1n , . . . , Y dn ) of i.i.d. (0,∞)d-valued random variables with distribution F . It
is worth to note that the claims sizes from various business lines can be dependent. We assume
that Y1, Y2, . . . are independent of the sequences (Tn)n∈N and (Zn)n∈N. The sum of the claim
sizes of all d insurance classes which appear at the arrival times of the multivariate claim arrival
process (N1, . . . , Nd) up to time t, denoted by S = (St)t≥0, gives the aggregated claim amount
process, i.e. it is given by
St =
d∑
i=1
∑
n∈N
Y in 1{Tn≤t} 1{i∈Zn}, t ≥ 0.
From now on, we set Ψ := (Tn, (Yn, Zn))n∈N and let E := (0,∞)d × P(D). That is, Ψ is the
E-Marked Point Process which contains the information of the claim arrival times, the thinning
sequence and the claim sizes. The filtration generated by Ψ is denoted by FΨ = (FΨt )t≥0 and
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the intensity measure of Ψ is given by ν(t, (A,B)) = λF (A)
∑
D∈B αD. Using the introduced
Marked Point Process Ψ, we can write
St =
∫ t
0
∫
E
d∑
i=1
yi 1z(i) Ψ(ds, d(y, z)), t ≥ 0. (2.1)
It should be noted that the aggregated claim amount process S is observable for the insurance
company and thus the natural filtration of Ψ, denoted by FΨ, is known by the insurer. We
can interpret S given by (2.1) as the aggregated claim amount process of a heterogeneous
insurance portfolio where the random elements Zn yield the information of which type the claim
size distribution of the claim at time Tn is. Finally we need the following assumption on the
integrability of the claim size distribution:
MF (z) := E
[
exp
{
z
d∑
i=1
Y i1
}]
<∞, z ∈ R. (2.2)
2.2. The financial market. The surplus will be invested by the insurer into a financial market,
which will be modelled as a classical Black-Scholes market. So it is supposed that there exists
one risk-free asset and one risky asset. The price process of the risk-free asset, denoted by
B = (Bt)t≥0, is given by
dBt = rBtdt, B0 = 1,
where r ∈ R denotes the risk-free interest rate. That is, Bt = ert for all t ≥ 0. The price process
of the risky asset, denoted by P = (Pt)t≥0, is given by
dPt = µPtdt+ σPtdWt, P0 = 1,
where µ ∈ R and σ > 0 are constants describing the drift and volatility of the risky asset, respec-
tively, and W = (Wt)t≥0 is a standard Brownian motion. We assume that the Brownian motion
W is independent of (Tn)n∈N, (Yn)n∈N and (Zn)n∈N. We denote by (FWt )t≥0 the augmented
Brownian filtration of W . Throughout this work, G = (Gt)t≥0 denotes the observable filtration
of the insurer which is given by
Gt = FWt ∨ FΨt , t ≥ 0.
2.3. The strategies. We assume that the wealth of the insurance company is invested into the
previously described financial market.
Definition 2.1. An investment strategy, denoted by ξ = (ξt)t≥0, is an R-valued, bounded,
ca`dla`g and G-progressively measurable process.
Note that for simplicity we assume here bounded strategies, i.e. |ξt| ≤ K, for K > 0. We
will later see that this is no restriction. Further, we assume that the first-line insurer has the
possibility to take a proportional reinsurance. Therefore, the part of the insurance claims paid
by the insurer, denoted by h(b, y), satisfies
h(b, y) = b · y
with retention level b ∈ [0, 1] and insurance claim y ∈ (0,∞). Here we suppose that the insurer
is allowed to reinsure a fraction of her/his claims with retention level bt ∈ [0, 1] at every time t.
Definition 2.2. A reinsurance strategy, denoted by b = (bt)t≥0, is a [0, 1]-valued, ca`dla`g and
G-predictable process.
We denote by U [t, T ] the set of all admissible strategies (ξ, b) on [t, T ]. We assume that the
policyholder’s payments to the insurance company are modelled by a fixed premium (income)
rate c = (1+η)κ with safety loading η > 0 and fixed constant κ > 0, which means that premiums
are calculated by the expected value principle. If the insurer chooses retention levels less than
one, then the insurer has to pay premiums to the reinsurer. The part of the premium rate left
to the insurance company at retention level b ∈ [0, 1], denoted by c(b), is c(b) = c− δ(b), where
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δ(b) denotes the reinsurance premium rate. We say c(b) is the net income rate. Moreover, the
net income rate c(b) should increase in b, which is fulfilled by setting δ(b) := (1− b)(1 +θ)κ with
θ > η which represents the safety loading of the reinsurer. Therefore
c(b) = (1 + η)κ− (1− b)(1 + θ)κ = (η − θ)κ+ (1 + θ)κ b, (2.3)
where η − θ < 0. This reinsurance premium model is used e.g. in [32]. The surplus process
Xξ,b = (Xξ,bt )t∈[0,T ] under an admissible investment-reinsurance strategy (ξ, b) ∈ U [0, T ] is given
by
dXξ,bt = (X
ξ,b
t − ξt)rdt+ ξt(µdt+ σdWt) + c(bt)dt− btdSt
=
(
rXξ,bt + (µ− r)ξt + c(bt)
)
dt+ ξtσdWt − btdSt.
We suppose that Xξ,b0 = x > 0 is the initial capital of the insurance company. An alternative
representation of the surplus process with the help of the random measure will be useful. The
dynamics of the surplus can for t ≥ 0 be written as
dXξ,bt =
(
rXξ,bt + (µ− r)ξt + c(bt)
)
dt+ ξtσdWt −
∫
E
bt
d∑
i=1
yi1z(i) Ψ(dt,d(y, z)). (2.4)
2.4. The optimization problem. Clearly, the insurance company is interested in an optimal
investment-reinsurance strategy. But there are various optimality criteria to specify optimization
of proportional reinsurance and investment strategies. We consider the expected utility of wealth
at the terminal time T as criterion with exponential utility function U : R→ R
U(x) = −e−αx, (2.5)
where the parameter α > 0 measures the degree of risk aversion. The choice of this criterion
will be justified below. Next, we are going to formulate the dynamic optimization problem. We
define the value functions, for any (t, x) ∈ [0, T ]× R and (ξ, b) ∈ U [t, T ], by
V ξ,b(t, x) := Et,x
[
U(Xξ,bT )
]
,
V (t, x) := sup
(ξ,b)∈U [t,T ]
V ξ,b(t, x),
(2.6)
where the expectation Et,x is taken w.r.t. the conditional probability measure Pt,x where Xξ,bt = x
is given (when t = 0 we simply write Ex). This optimization criterion has an interesting
interpretation. Instead of V ξ,b(0, x) we can equivalently maximize − 1α logEx
[
e−αX
ξ,b
T
]
which is
the entropic risk measure of terminal wealth. For small α this is approximately equal to (see
e.g. [10], [7])
− 1
α
logEx
[
e−αX
ξ,b
T
] ≈ Ex[Xξ,bT ]− 12αV arx(Xξ,bT ).
Thus, for small α > 0 we maximize the expectation penalized by the variance. This is a risk-
sensitive criterion on one hand, but can also be seen as the Lagrange-function of a mean-variance
problem. Another interesting feature of this criterion is that it has a dual representation as
− 1
α
logEx
[
e−αX
ξ,b
T
]
= inf
QPx
(
EQ
[
Xξ,bT
]
+
1
α
I(Q‖Px)
)
for r.v. Xξ,bT which are bounded from above with
I(µ‖ν) :=
{ ∫
ln(dµdν )dµ, if µ ν,∞, otherwise,
for the relative entropy function or Kullback-Leibler distance I between two probability measures
µ, ν (see e.g. [14]). From this representation we see that the case α ↑ ∞ corresponds to the
case of a robust optimization problem or worst-case optimization problem where the insurer
maximizes the surplus if nature chooses the least favourable measure for the model. For α > 0
this means that potentially a whole range of beliefs about Px is considered but deviations from
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the baseline model Px are penalized. In some cases this yields an alternative method to solve
the optimization problem. Let us for example consider the classical (one-dimensional) Crame´r-
Lundberg model with reinsurance which is a special case of our model. The surplus process is
given by
dXt = c(bt)dt−
∫
(0,∞)
btyΨ(dt, dy).
It is well-known that the worst-case probability measure in this representation is also equivalent
to Px. So we can restrict our search of the worst-case measure to measures with a density of the
form (see e.g. [20] [27]),
dQ
dPx
(ω) = exp
(∫ t
0
∫
(0,∞)
ln
(
g(ω, s, dy)
λF (dy)
)
Ψ(ω, ds, dy)−
∫ t
0
∫
(0,∞)
[g(ω, s, dy)− λF (dy)]ds
)
,
(2.7)
where ∫ t
0
∫
B
bsyΨ(ω, ds, dy)−
∫ t
0
bsyg(ω, s,B)ds
is a G-martingale under Q. Thus, we can parametrize Q by the random intensity measure g.
Hence
EQ
[
Xξ,bT
]
+
1
α
I(Q‖Px)
= x+ EQ
[ ∫ t
0
c(bs)ds−
∫ t
0
∫
(0,∞)
bsyΨ(ds, dy) +
1
α
∫ t
0
∫
(0,∞)
ln
(
g(s, dy)
λF (dy)
)
Ψ(ds, dy)
− 1
α
∫ t
0
∫
(0,∞)
[g(s, dy)− λF (dy)]ds
]
= x+ EQ
[ ∫ t
0
c(bs)ds−
(∫ t
0
∫
(0,∞)
bsyg(s, dy)− 1
α
ln
(
g(s, dy)
λF (dy)
)
g(s, dy)
+
1
α
g(s, dy)− λ
α
F (dy)ds
)]
. (2.8)
Minimizing this expression w.r.t. g can be done pointwise and yields by simple differentiation
that the worst case measure is given by
g(ω, s, dy) = λ exp(αbs(ω)y)F (dy).
Plugging this expression in (2.8) yields
x+ EQ
[ ∫ t
0
c(bs)ds− λ
α
∫ t
0
∫
R
exp(αbsy)F (dy)ds+
λ
α
t
]
.
and maximizing for (bs) which can again be done pointwise finally gives the Euler equation
c′(b)− λ
∫
yeαbF (dy) = 0 (2.9)
for the first-order condition implying the optimality of (bt)t≥0. The optimal strategy is here
given by b∗s = b with b solving (2.9) (see also [3], [22]). This discussion illustrates that the
exponential utility function is really useful on one hand since by choosing α we can interpolate
between a risk-sensitive criterion and a robust point of view. Moreover, it is still tractable as we
will see in the next sections. However, the robust approach is often too pessimistic and we want
to combine it with learning model parameters. That’s why we further generalize the model in
the next section.
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3. A Model with Learning
Now we assume that the precise parameters λ and α¯ of the model are not known. Instead
we take a Bayesian approach and suppose that λ is a realization of a random variable Λ which
takes values in a set {λ1, . . . , λm} and has initial distribution piΛ(j) = P(Λ = λj), j = 1, . . . ,m.
W.l.o.g. 0 < λ1 < . . . < λm. Moreover, we assume that the initial distribution of α¯ is a Dirichlet
distribution with parameter β¯ = (βD)D⊂D ∈ (0,∞)`, where ` = 2d − 1.
Definition 3.1 (Dirichlet distribution; [15], p. 49). A random vector X = (X1, . . . , X`) has
a Dirichlet distribution with parameter β¯ = (β1, . . . , β`) ∈ (0,∞)`, if the probability density
function fβ¯(·) is given by
fβ¯(x) =
Γ(β1 + . . .+ β`)
Γ(β1) · . . . · Γ(β`)
∏`
i=1
xβi−1i , x = (x1, . . . , x`) ∈ ∆˚`,
where ∆˚` denotes the interior of ∆` :=
{
x ∈ R`+ :
∑`
i=1 xi = 1
}
and Γ the gamma function. We
shortly write X ∼ Dir(β¯).
Thus, we allow that model parameters are learned by observing the process. In what follows
we define
qD(t) :=
Nt∑
i=1
1{Zi=D} (3.1)
and qt :=
(
qD(t)
)
D⊂D. Thus q = (qt)t≥0 is an N
`
0-valued process and qD(t) counts the number
of realizations of Zn equal to D up to time t.
The reason for the choice of the Dirichlet distribution as prior is the conjugated property of
the Dirichlet prior, which is stated next.
Theorem 3.2 ([15], Thm 9.8.1). The posterior distribution of α¯ given qt = c with c = (cD)D⊂D ∈
N`0 is a Dirichlet distribution with parameter vector β¯ + c = (βD + cD)D⊂D.
It should also be noted that the marginal distribution of the jth component of a Dirichlet-
distributed random vector (X1, . . . , X`) with parameter β¯ ∈ (0,∞)`, is Beta distributed with
parameters βj and
∑`
i=1 βi − βj , compare [15, p. 50]. In particular EXj = βj∑`
i=1 βi
. This fact
implies immediately the following result.
Corollary 3.3. The posterior distribution of αD given qt = c with c = (cD)D⊂D ∈ N`0 is a Beta
distribution with parameters βD + cD and
∑
E⊂D,E 6=D(βE + cE).
3.1. Filtering. Since the strategies have to be G-predictable and G-progressively measurable
respectively, the task is to reduce the partially observable control problem (2.6) within the
introduced framework to one with a state process that describes the available information about
the unknown background intensity and interdependencies between the line of business. The
conditional distribution of α¯ can immediately be derived from (qt) with Theorem 3.2. For the
background intensity we determine a filter process. Throughout this paper, we denote by (Λˆt)t≥0
the ca`dla`g modification of the process (E[Λ|Gt])t≥0 and we write
pj(t) = P(Λ = λj | Gt), t ≥ 0. (3.2)
Moreover, we denote by p = (pt)t≥0 the m-dimensional process defined by
pt := (p1(t), . . . , pm(t)), t ≥ 0.
The following result provides the dynamics of the filter process (pt)t≥0. It is a standard result
and can be found e.g. in [11], [6].
Theorem 3.4. For any j ∈ {1, . . . ,m}, the process (pj(t))t≥0 satisfies
pj(t) = piΛ(j) +
∫ t
0
(
λj pj(s−)
Λˆs−
− pj(s−)
)
dNs +
∫ t
0
pj(s)
(
Λˆs − λj
)
ds, t ≥ 0. (3.3)
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Note that (pt) is a piecewise deterministic Markov process. With increasing time t the filter
converges against the true parameter exponentially fast (see e.g. [8]). Let n ∈ N0 and assume
pTn = p. Then the evolution of (pt)t≥0 up to the next jump time Tn+1 is the solution, denoted
by φ(t) = (φj(t))j=1,...,m, of the following system of ordinary differential equations
φ˙j = φj
( m∑
k=1
λk φk − λj
)
, j = 1, . . . ,m, φ(0) = p ∈ ∆m (3.4)
and the new state of the filter p at the jump times (Tn)n∈N is
pTn = J
(
pTn−
)
, n ∈ N,
where
J
(
p
)
:=
(
λ1 p1∑m
k=1 λk pk
, . . . ,
λm pm∑m
k=1 λk pk
)
(3.5)
for p = (p1, . . . , pm) ∈ ∆m.
Proposition 3.5. The G-intensity kernel of Ψ = (Tn, (Yn, Zn))n∈N, denoted by νˆ(t, d(y, z)), is
given by
νˆ(t, (A,B)) = Λˆt− F (A)
∑
D∈B
βD + qD(t)
‖β¯ + qt‖
, t ≥ 0, A ∈ B((0,∞)d), B ∈ P(P(D)).
where ‖ · ‖ is the `1-norm.
Proof. First note that νˆ is a transition kernel. The G-intensity is derived from the G∨σ(α¯,Λ)−
intensity ΛF (A)
∑
D∈B αD by conditioning on Gt. Note here in particular that E[αD|Gt] =
βD+qD(t)
‖β¯+qt‖ (see Corollary 3.3) and E[Λ|Gt] = Λˆt. 
We denote by Ψˆ(dt, d(y, z)) the compensated random measure given by
Ψˆ(dt, d(y, z)) := Ψ(dt, d(y, z))− νˆ(t, d(y, z))dt, (3.6)
where νˆ is defined as in Proposition 3.5. Thus, we obtain the following indistinguishable repre-
sentation of the surplus process Xξ,b:
dXξ,bt =
(
rXξ,bs + (µ− r)ξs + c(bs)− Λˆt bt
∑
D⊂D
βD + qD(t)
‖β¯ + qt‖
d∑
i=1
1D(i)E[Y i1 ]
)
dt
+ ξsσdWs −
∫
E
bt
d∑
i=1
yi1z(i) Ψˆ(dt,d(y, z)), t ≥ 0.
(3.7)
This dynamic will be one part of the reduced control model discussed in the next section.
3.2. The Reduced Control Problem. The processes (pt)t≥0 in (3.2) and (qt)t≥0 in (3.1) carry
all relevant information about the unknown parameters λ and α¯ contained in the observable
filtration G of the insurer. Therefore, the state process of the reduced control problem with
complete observation is the (`+m+ 1)-dimensional process
(Xξ,bs , ps, qs)s∈[t,T ],
where (Xξ,bs ) is given by (3.7), (ps) is given by (3.3) and (qs) is given by (3.1) for some fixed
initial time t ∈ [0, T ) and (ξ, b) ∈ U [t, T ]. We can now formulate the reduced control problem.
For any (t, x, p, q) ∈ [0, T ]× R×∆m × N`0, the value functions are given by
V ξ,b(t, x, p, q) := Et,x,p,q
[
U(Xξ,bT )
]
,
V (t, x, p, q) := sup
(ξ,b)∈U [t,T ]
V ξ,b(t, x, p, q),
(P)
where Et,x,p,q denotes the conditional expectation given (Xξ,bt , pt, qt) = (x, p, q). As before, an
investment-reinsurance strategy (ξ∗, b∗) ∈ U [t, T ] is optimal if V (t, x, p, q) = V ξ∗,b∗(t, x, p, q).
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4. The Solution
In a first step we derive the Hamilton-Jacobi-Bellman (HJB) equation. Using standard meth-
ods and assuming full differentiability of V we obtain
0 = sup
(ξ,b)∈R×[0,1]
{
Vt(t, x, p, q)−
m∑
k=1
λk pkV (t, x, p, q) +
1
2
σ2Vxx(t, x, p, q)ξ
2
+ Vx(t, x, p, q)
(
rx+ (µ− r)ξ + c(b))+ m∑
j=1
Vpj (t, x, p, q)pj
( m∑
k=1
λk pk − λj
)
+
m∑
k=1
λk pk
∑
D⊂D
βD + qD
‖β¯ + q‖
∫
(0,∞)d
V
(
t, x− b
d∑
i=1
yi1D(i), J(p), v(q,D)
)
F (dy)
}
,
(4.1)
where v(q,D) := (qE + 1{E=D})E⊂D. For solving (4.1) we apply the usual separation approach:
For any (t, x, p, q) ∈ [0, T ]× R×∆m × N`0, we assume
V (t, x, p, q) = −e−αxer(T−t)g(t, p, q). (4.2)
This implies that we conclude from (4.1)
0 = inf
(ξ,b)∈R×[0,1]
{
gt(t, p, q)−
m∑
k=1
λk pk g(t, p, q) +
m∑
j=1
gpj (t, p, q)pj
( m∑
k=1
λk pk − λj
)
− α er(T−t)g(t, p, q)
(
(µ− r)ξ + c(b)− 1
2
ασ2 er(T−t)ξ2
)
+
m∑
k=1
λk pk
∑
D⊂D
βD + qD
‖β¯ + q‖ g(t, J(p), v(q,D))
∫
(0,∞)d
exp
{
α b er(T−t)
d∑
i=1
yi1D(i)
}
F (dy)
}
.
(4.3)
However, V is probably not differentiable w.r.t. t and pj , j = 1, . . . ,m. Assuming (t, p) 7→
g(t, p, q) is Lipschitz on [0, T ] × ∆m for all q ∈ N`0, we can replace the partial derivatives of g
w.r.t. t and pj , j = 1, . . . ,m, by the generalized Clark gradient (see appendix). Throughout, we
denote by L an operator acting on functions g : [0, T ]×∆m×N`0 → (0,∞) and (ξ, b) ∈ R× [0, 1]
which is defined by
Lg(t, p, q; ξ, b) := −
m∑
k=1
λk pk g(t, p, q) + α e
r(T−t)g(t, p, q)f1(t, ξ) + f2(t, p, q, b), (4.4)
where
f1(t, ξ) := −(µ− r)ξ + 1
2
σ2 α er(T−t)ξ2 (4.5)
and
f2(t, p, q, b) := −α er(T−t) g(t, p, q)(η − θ)κ− α er(T−t) g(t, p, q)(1 + θ)κ b
+
m∑
k=1
λk pk
∑
D⊂D
βD + qD
‖β¯ + q‖ g
(
t, J(p), v(q,D)
) ∫
(0,∞)d
exp
{
α b er(T−t)
d∑
i=1
yi1D(i)
}
F (dy).
Using this operator and replacing the partial derivatives of g w.r.t. t and pj , j = 1, . . . ,m,
in (4.3) by the generalized Clarke gradient, we get the generalized HJB equation for g:
0 = inf
(ξ,b)∈R×[0,1]
{Lg(t, p, q; ξ, b)}+ inf
ϕ∈∂Cgq(t,p)
{
ϕ0 +
m∑
j=1
ϕj pj
( m∑
k=1
λk pk − λj
)}
(4.6)
for all (t, p, q) ∈ [0, T ]×∆m × N`0 with boundary condition
g(T, p, q) = 1, (p, q) ∈ ∆m × N`0. (4.7)
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Note that we set ∂Cgq(t, p) = {∇gq(t, p)} at the points (t, p) where the gradient exists. The
notation gq(t, p) indicates that the derivative is w.r.t. t and p for fixed q.
4.1. Candidate for an Optimal Strategy. To obtain candidates for an optimal strategy, we
rewrite the generalized HJB equation (4.6) as
0 = −
m∑
k=1
λk pk g(t, p, q) + α e
r(T−t)g(t, p, q) inf
ξ∈R
f1(t, ξ) + inf
b∈[0,1]
f2(t, p, q, b)
+ inf
ϕ∈∂Cgq(t,p)
{
ϕ0 +
m∑
j=1
ϕj pj
( m∑
k=1
λk pk − λj
)}
.
(4.8)
Hence we can conclude that the unique candidate of an optimal investment strategy ξ? =
(ξ?(t))t∈[0,T ] is given by
ξ?(t) =
µ− r
σ2
1
α
e−r(T−t), t ∈ [0, T ]. (4.9)
The following lemma will yield the first order condition for a candidate of an optimal reinsur-
ance strategy. In order to avoid confusion with a reinsurance strategy, we will use a ∈ R instead
of b = (bt) as an argument for the function f2 in the following.
Lemma 4.1. For any (t, p, q) ∈ [0, T ]×∆m × N`0, the function R 3 a 7→ f2(t, p, q, a) is strictly
convex and
∂
∂a
f2(t, p, q, a) = −α er(T−t)
(
g(t, p, q) (1 + θ)κ−
∑
D⊂D
βD + qD
‖β¯ + q‖ g
(
t, J(p), v(q,D)
)×
d∑
i=1
1D(i)
∫
(0,∞)d
yi exp
{
αa er(T−t)
d∑
j=1
yj1D(j)
}
F (dy)
m∑
k=1
λk pk
)
.
Proof. Strict convexity follows since f2 is the sum of a linear and a strictly convex function in
a. The derivative is straightforward. 
For any (t, p, q) ∈ [0, T ]×∆m × N`0 and a ∈ R, we define in case g > 0
h(t, p, q, a) :=
m∑
k=1
λk pk
∑
D⊂D
βD + qD
‖β¯ + q‖
g(t, J(p), v(q,D))
g(t, p, q)
×
d∑
i=1
1D(i)
∫
(0,∞)d
yi exp
{
αa er(T−t)
d∑
j=1
yj1D(j)
}
F (dy).
(4.10)
Furthermore, we set
A(t, p, q) := h(t, p, q, 0),
B(t, p, q) := h(t, p, q, 1).
Obviously A(t, p, q) ≤ B(t, p, q). Setting ∂∂bf2 to zero (c.f. Lemma 4.1), we obtain the first
order condition
(1 + θ)κ = h(t, p, q, a). (4.11)
If a minimizer exists it is unique due to the strict convexity property of f2 w.r.t. a. The next
proposition states that this equation is solvable and the solution takes values in [0, 1] depending
on the safety loading parameter θ of the reinsurer.
Proposition 4.2. For any (t, p, q) ∈ [0, T ]×∆m×N`0, Equation (4.11) has a unique root w.r.t.
a, denoted by r(t, p, q), which is increasing w.r.t. the safety loading parameter of the reinsurer
θ. Moreover, it holds,
(a) r(t, p, q) ≤ 0 if θ ≤ A(t, p, q)/κ− 1,
(b) 0 < r(t, p, q) < 1 if A(t, p, q)/κ− 1 < θ < B(t, p, q)/κ− 1,
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(c) r(t, p, q) ≥ 1 if θ ≥ B(t, p, q)/κ− 1.
Proof. Note that a 7→ h(t, p, q, a) is strictly increasing. The proof then follows from considering
the zeros of (4.11) in θ when a = 0 and when a = 1. 
Therefore, the proposition above provides the candidate for an optimal reinsurance strategy.
For any (t, p, q) ∈ [0, T ]×∆m × N`0, we set
b(t, p, q) :=

0, θ ≤ A(t, p, q)/κ− 1,
1, θ ≥ B(t, p, q)/κ− 1,
r(t, p, q), otherwise.
(4.12)
Then the candidate for an optimal reinsurance strategy is given by b?(t) := b(t−, pt−, qt−).
4.2. Verification. This section is devoted to a verification theorem to ensure that the solution
of the stated generalized HJB equation yields the value function (see Theorem 4.3). We also
demonstrate an existence theorem of a solution of the HJB equation (see Theorem 4.5). Both
proofs can be found in the appendix.
Theorem 4.3. Suppose there exists a bounded function h : [0, T ]×∆m×N`0 → (0,∞) such that
t 7→ h(t, p, q) and t 7→ h(t, φ(t, p), q) are Lipschitz on [0, T ] for all (p, q) ∈ ∆m × N`0 as well as
p 7→ h(t, p, q) is concave for all (t, q) ∈ [0, T ]×N`0. Furthermore, h satisfies the generalized HJB
equation (4.6) for all (t, p, q) ∈ [0, T )×∆m × N`0 with boundary condition
h(T, p, q) = 1, (p, q) ∈ ∆m × [0, T ]. (4.13)
Then
V (t, x, p, q) = −e−αxer(T−t)h(t, p, q), (t, x, p, q) ∈ [0, T ]× R×∆m × N`0,
and (ξ?, b?) = (ξ?(s), b?(s))s∈[t,T ] with ξ?(s) given by (4.9) and b?(s) := b(s−, ps−, qs−) given
by (4.12) (with g replaced by h in A(s, p, q) and B(s, p, q)) is an optimal feedback strategy for
the given optimization problem (P), i.e. V (t, x, p, q) = V ξ
?,b?(t, x, p, q).
4.3. Existence result for the value function. We now show that there exists a function
h : [0, T ]×∆m×N`0 → (0,∞) satisfying the conditions stated in Theorem 4.3. For this purpose
let
g(t, p, q) := inf
(ξ,b)∈U [t,T ]
gξ,b(t, p, q), (4.14)
where
gξ,b(t, p, q) := Et,p,q
[
exp
{
−
∫ T
t
α er(T−s)
(
(µ− r) ξs + c(bs)
)
ds
−
∫ T
t
ασ er(T−s)ξsdWs +
∫ T
t
∫
Ed
α bs e
r(T−s)
d∑
i=1
yi1z(i) Ψ(ds, d(y, z))
}]
,
(4.15)
where Et,p,q denotes the conditional expectation given (pt, qt) = (p, q). The next lemma summa-
rizes useful properties of g. A proof can be found in the appendix.
Lemma 4.4. The function g defined by (4.14) has the following properties:
(a) g is bounded on [0, T ]×∆m × N`0 by a constant 0 < K1 <∞ and g > 0.
(b) gξ,b(t, p, q) =
∑m
j=1 pj g
ξ,b(t, ej , q) for all (t, p, q) ∈ [0, T ]×∆m × N`0 and (ξ, b) ∈ U [t, T ].
(c) ∆m 3 p 7→ g(t, p, q) is concave for all (t, q) ∈ [0, T ]× N`0.
(d) [0, T ] 3 t 7→ g(t, p, q) is Lipschitz on [0, T ] for all (p, q) ∈ ∆m × N`0.
(e) [0, T ] 3 t 7→ g(t, φ(t), q) with φ(0) = p is Lipschitz on [0, T ] for all (p, q) ∈ ∆m × N`0.
Notice that ej denotes the jth unit vector. We are now in the position to show the following
existence result of a solution of the generalized HJB equation.
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Theorem 4.5. The value function of problem (P) is given by
V (t, x, p, q) = −e−αxer(T−t)g(t, p, q), (t, x, p, q) ∈ [0, T ]× R×∆m × N`0,
where g is defined by (4.14) and satisfies the generalized HJB equation (4.6) for all (t, p, q) ∈
[0, T ]×∆m × N`0 with boundary condition g(T, p, q) = 1 for all (p, q) ∈ ∆m × N`0. Furthermore,
(ξ?, b?) = (ξ?(s), b?(s))s∈[t,T ] with ξ?(s) given by (4.9) and b?(s) = b(s−, ps−, qs−) given by (4.12)
is the optimal investment and reinsurance strategy of the optimization problem (P).
5. Comparison Results with the complete Information Case
First note that the case with complete information is always a special case of our general
model. We obtain this case when the prior is concentrated on a single value. With complete
information the optimal investment strategy is given by
ξ?(t) =
µ− r
σ2
1
α
e−r(T−t), t ∈ [0, T ],
which is exactly the same as in the case of partial observation. This is no surprise since the partial
observation only concerns the reinsurance strategy. In order to state the optimal reinsurance
strategy in the complete information case define for any t ∈ [0, T ] and a ∈ R
hλ,c(t, a) := λ
∑
D⊂D
cDγ(t, a,D) (5.1)
with
γ(t, a,D) :=
d∑
i=1
1D(i)
∫
(0,∞)d
yi exp
{
αa er(T−t)
d∑
j=1
yj1D(j)
}
F (dy). (5.2)
Furthermore, we define
Aλ,c(t) := hλ,c(t, 0),
Bλ,c(t) := hλ,c(t, 1).
From now on, aλ,c(t) denotes the unique root of
(1 + θ)κ = hλ,c(t, b) (5.3)
which exists. By the same line of arguments as in Proposition 4.2, we obtain under the notation
above that the optimal reinsurance strategy b?λ,c is given by
b?λ,c(t) :=

0, 0 ≤ Aλ,c(t)/κ− 1,
1, θ ≥ Bλ,c(t)/κ− 1,
aλ,c(t), otherwise.
(5.4)
Note that aλ,c(t), Aλ,c(t) and Bλ,c(t) are continuous in t. Consequently, the optimal reinsurance
strategy b?λ,c is continuous. Moreover, b
?
λ,c is deterministic and can be calculated easily.
We will now compare the reinsurance strategies. In order to do so, we need the following
properties of g (see appendix for the proof):
Lemma 5.1. The function g defined by (4.14) has the following properties for (ξ, b) ∈ U [t, T ]:
(a) gξ,b(t, J(p), q) =
∑m
j=1
λj pj∑m
k=1 λk pk
gξ,b(t, ej , q) for all (t, p, q) ∈ [0, T ]×∆m × N`0.
(b) gξ,b(t, p, q) =
∑
D⊂D
βD+qD
‖β¯+q‖ g
ξ,b(t, p, v(q,D)) for all (t, p, q) ∈ [0, T ]×∆m × N`0.
First of all we derive bounds for the optimal strategy which can be calculated a priori, i.e.
independent of the filter process (pt)t≥0 and the process (qt)t≥0. For this determination, we
introduce the following terms. Let t ∈ [0, T ] and a ∈ R. Throughout this section, we set
hmin(t, a) := λ1 min
D⊂D
{
γ(t, a,D)
}
, hmax(t, a) := λm max
D⊂D
{
γ(t, a,D)
}
.
The proof of the next result is straightforward:
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Proposition 5.2. Let t ∈ [0, T ]. Then R 3 a 7→ hmin(t, a) and R 3 a 7→ hmax(t, a) are strictly
increasing and strictly convex. Furthermore,
lim
a→−∞h
min(t, a) = lim
a→−∞h
max(t, a) = 0, lim
a→∞h
min(t, a) = lim
a→∞h
max(t, a) =∞.
This proposition justifies the following notation: For some fixed t ∈ [0, T ], we denote by
amin(t) the unique root of the equation (1 + θ)κ = hmin(t, a) w.r.t. a, and by amax(t) the unique
root of the equation (1 + θ)κ = hmax(t, a) w.r.t. a. The announced a-priori-bounds are a direct
consequence of the following theorem in connection with Proposition 5.2.
Proposition 5.3. For any (t, p, q) ∈ [0, T ]×∆m × N`0 and a ∈ R, we have for h from (4.10)
hmin(t, a) ≤ h(t, p, q, a) ≤ hmax(t, a).
Proof. Choose some (t, p, q) ∈ [0, T ]×∆m×N`0 and a ∈ R. Recall that λ1 < λ2 < . . . < λm. For
any (ξ, b) ∈ U [t, T ], an application of Lemma 5.1 yields
m∑
k=1
λkpk
∑
D⊂D
βD + qD
‖β¯ + q‖ g
ξ,b(t, J(p), v(q,D))γ(t, a,D)
=
∑
D⊂D
βD + qD
‖β¯ + q‖
m∑
j=1
λj pj g
ξ,b(t, ej , v(q,D))γ(t, a,D)
≤ hmax(t, a)
∑
D⊂D
βD + qD
‖β¯ + q‖ g
ξ,b(t, p, v(q,D)) = hmax(t, a) gξ,b(t, p, q).
Hence, by taking the infimum over all (ξ, b) ∈ U [t, T ] on both sides, we get h(t, p, q, a) ≤
hmax(t, a). The other announced inequality is obtained in the same way. 
The proposition directly implies the following corollary:
Corollary 5.4. The optimal reinsurance strategy b? from Theorem 4.5 has the following bounds:
max{0, amax(t)} ≤ b?(t) ≤ min{1, amin(t)}, t ∈ [0, T ].
These bounds provide only a rough estimate for the optimal reinsurance strategy. The next
theorem provides the comparison statement. For this theorem we need the following assumption:
From now on, we suppose that
F (dy) = F (dy1)⊗ F (dy2)⊗ · · · ⊗ F (dym), (5.5)
where F is a distribution on (0,∞) with existing moment generation function.
The next theorem is now the main statement of this section. It provides a comparison of the
optimal reinsurance strategy to the optimal one in the case of complete information where the
unknown quantities Λ and α¯ are replaced by their expectations.
Theorem 5.5. Let (5.5) be fullfilled, b be the function given by (4.12) and b?λ,c the function
given by (5.4). Then, for any (t, p, q) ∈ [0, T ]×∆m × N`0,
b(t, p, q) ≤ b?u(p),w(q)(t)
with
u(p) :=
m∑
k=1
λkpk, w(q) :=
(
βD + qD
‖β¯ + q‖
)
D⊂D
.
Proof. For any q = (qD)D⊂D ∈ N`0, we define q˜ = (q˜1, . . . , q˜d) ∈ Nd0 by
q˜i :=
∑
D⊂D:
|D|=i
qD
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i.e. whereas the components of q count the number of events where claims in set D are affected,
the components of q˜ count the number of events where i lines are affected. Due to Assump-
tion (5.5) q˜ contains the same information as q. Thus, we can interpret gξ,b(t, p, q) as a function
gξ,b(t, p, q˜). With a slight abuse of notation we keep the same name for the function. We also
have that i 7→ gξ,b(t, p, q˜ + ei) is increasing. We obtain from Lemma 5.1 a)
m∑
k=1
λkpk
∑
D⊂D
βD + qD
‖β¯ + q‖ g
ξ,b(t, J(p), v(q,D))γ(t, a,D)
=
m∑
j=1
pjλj
∑
D⊂D
βD + qD
‖β¯ + q‖ g
ξ,b(t, ej , v(q,D))γ(t, a,D)
Next we can write this as
=
m∑
j=1
pjλj
d∑
i=1
β˜i + q˜i
‖β¯ + q‖ g
ξ,b(t, ej , q˜ + ei) i
(∫
(0,∞)
eαae
r(T−t)y1F (dy1)
)i−1
×∫
(0,∞)
y1e
αaer(T−t)y1F (dy1)
≥
m∑
j=1
pjλj
d∑
i=1
β˜i + q˜i
‖β¯ + q‖ g
ξ,b(t, ej , q˜ + ei)
d∑
k=1
β˜k + q˜k
‖β¯ + q‖ k
(∫
(0,∞)
eαae
r(T−t)y1F (dy1)
)k−1
×∫
(0,∞)
y1e
αber(T−t)y1F (dy1)
The inequality is due to Lemma 7.7 and the fact that gξ,b(t, ej , q˜ + ei) and the second factor
both are increasing in i. The last expression can due to Lemma 5.1 b) be written as
m∑
j=1
pjλj
∑
E⊂D
βE + qE
‖β¯ + q‖ g
ξ,b(t, ej , v(q, E))
∑
D⊂D
βD + qD
‖β¯ + q‖ γ(t, a,D)
=
m∑
j=1
pjλjg
ξ,b(t, ej , q)
∑
D⊂D
βD + qD
‖β¯ + q‖ γ(t, a,D).
Further we have
m∑
j=1
pjλjg
ξ,b(t, ej , q) ≥ gξ,b(t, p, q)
m∑
j=1
pjλj .
again by Lemma 7.7, Lemma 5.1 and the fact that λj and g
ξ,b(t, ej , q) are increasing. Thus, we
obtain
m∑
j=1
pjλjg
ξ,b(t, ej , q)
∑
D⊂D
βD + qD
‖β¯ + q‖ γ(t, a,D) ≥ g
ξ,b(t, p, q)
m∑
j=1
pjλj
∑
D⊂D
βD + qD
‖β¯ + q‖ γ(t, a,D).
In summary, we have
m∑
k=1
λkpk
∑
D⊂D
βD + qD
‖β¯ + q‖ g
ξ,b(t, J(p), v(q,D))γ(t, a,D) ≥ gξ,b(t, p, q)
m∑
j=1
pjλj
∑
D⊂D
βD + qD
‖β¯ + q‖ γ(t, a,D),
which yields h(t, p, q, a) ≥ hu(p),w(q)(t, a) by taking the infimum over all (ξ, b) ∈ U [t, T ] on both
sides and the proof follows by inspecting the minimum points. 
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6. Numerical Results
In this section we illustrate some numerical results in the case of two lines of business (i.e.
d = 2). The set of possible background intensities Λ is {2, 4, 5} and the prior probability mass
function of Λ is supposed to be
p¯iΛ =
(
2
5
,
2
5
,
1
5
)
.
Furthermore, we assume that the prior parameter of the Dirichlet distribution of the thinning
probabilities α¯ is
β¯ = (8, 7, 5).
Since we want to present the comparison result graphically, we choose the same claim size
distribution for both business lines, namely a right-truncated exponential distribution with rate
1 and truncation at 3, i.e.
E[Y 11 ] = E[Y 21 ] =
1
1− e−3 .
For the parameter κ of the premium principle, we choose
κ =
m∑
k=1
λk piΛ(k)
∑
D⊂D
βD
‖β¯‖
d∑
i=1
1D(i)E
[
Y i1
]
=
17
4− 4e−3 .
The remaining parameters are chosen as in Table 1. The following simulations are generated
parameter value
x0 100
T 10
r 0.01
µ 0.2
σ 3
α 0.2
η 0.4
θ 0.6
Table 1. Simulation parameters.
under the assumption that the realization of α¯ is (0.38, 0.48, 0.14) and that the true background
intensity is 4 (i.e. the realization of Λ is 4). Trajectories of the filter can be seen in Figure 1. It
is illustrative to see the fast convergence against the true parameter.
In Figure 2 the a-priori-bounds (red and orange) are illustrated together with two trajectories
(black and blue) of the reinsurance strategy (b?u(pt−),w(qt−)(t))t∈[0,T ] with u(p) :=
∑m
k=1 λkpk
and w(q) := ((βD + qD)/‖β¯ + q‖)D⊂D, which provide for each scenario an upper bound for
the corresponding optimal reinsurance strategy according to Theorem 5.5. So the black and
blue lines depend on the realized trigger arrival times and the affected business lines. In both
scenarios, the upper bounds (black and blue) obtained from the comparison result are only useful
up to approximaltely time 8. Before this, a strong dependence on the realizations can be seen.
Only until the first trigger event both paths provide the same bound.
Concluding the numerical illustration, we show the path of the surplus process in an insurance
loss scenario for three different insurance strategies in Figure 3. In the case of full reinsurance
(i.e. retention level of 0) the trajectory of the surplus process tends downwards (red) due to
a negative premium rate. The blue line displays a trajectory of the surplus for a constant
reinsurance strategy of 0.5 and the black line for the reinsurance strategy (b?u(pt−),w(qt−)(t))t∈[0,T ]
with u(p) =
∑m
k=1 λkpk and w(q) = ((βD + qD)/‖β¯ + q‖)D⊂D. From Figure 2, we known that
the latter reinsurance strategy tends upwards, which is evident in Figure 3 since jump sizes of
the black line are higher at the end of the considered time interval than those of the blue line.
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Figure 1. A trajectory of the filter process (pt)t≥0 under the assumptions that
p¯iΛ = (2/5, 2/5, 1/5) and Λ = 4, where pt = (p1(t), p2(t), p3(t)) with p1(t) =
P(Λ = 2|Gt), p2(t) = P(Λ = 4|Gt) and p3(t) = P(Λ = 5|Gt).
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Figure 2. A priori upper (red) and lower bound (orange) for the optimal rein-
surance strategy and two paths of the reinsurance strategy (b?u(pt−),w(qt−)(t))t∈[0,T ]
with u(p) :=
∑m
k=1 λkpk and w(q) := ((βD + qD)/‖β¯ + q‖)D⊂D.
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But because of the lower level of reinsurance, the surplus between losses rises stronger (as the
premium rate is higher) than in the case of the constant reinsurance strategy.
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Figure 3. Paths of the surplus process in case of full reinsurance (red), constant
retention level of 0.5 (blue) and the reinsurance strategy (b?u(pt−),w(qt−)(t))t∈[0,T ]
with u(p) :=
∑m
k=1 λkpk and w(q) := ((βD + qD)/‖β¯ + q‖)D⊂D (black).
7. Appendix
7.1. The Generalized Clark Gradient. The following definition and results are taken from
Section 2.1 in [13].
Definition 7.1 ([13], p. 25). Let x ∈ Rn be a given point and let v ∈ Rn. Moreover, let f be
Lipschitz near x. Then the generalized directional derivative of f at x in the direction v, denoted
by f◦(x; v), is defined by
f◦(x; v) = lim sup
y→x,h↓0
f(y + h v)− f(y)
h
.
Definition 7.2 ([13], p. 27). Let f be Lipschitz near x. Then the generalized Clarke gradient
of f at x, denoted by ∂Cf(x), is given by
∂Cf(x) :=
{
ξ ∈ Rn : f◦(x; v) ≥ ξ>v ∀ v ∈ Rn}.
In the following, we denote by D the differential operator taking the partial derivative of the
function f .
Proposition 7.3 ([13], Prop. 2.2.4). If f is strictly differentiable at x, then f is Lipschitz near x
and ∂Cf(x) = {Df(x)}. Conversely, if f is Lipschitz near x and ∂Cf(x) reduces to a singleton
{ζ}, then f is strictly differentiable at x and Df(x) = ζ.
In what follows we denote by Ωf the set of point at which the function f is is not differentiable.
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Theorem 7.4 ([13], Thm. 2.5.1). Let f be Lipschitz near x and let S be an arbitrary set of
Lebesgue-measure 0 in Rn. Then
∂Cf(x) = co
{
lim
n→∞∇f(xn) : xn → x, xn /∈ S, xn /∈ Ωf
}
.
7.2. Auxiliray Results. Detailed calculations can be found in [21].
Lemma 7.5. Suppose that (ξ, b) ∈ U [0, T ] is an arbitrary strategy and h : [0, T ]×∆m × N`0 →
(0,∞) is a bounded function such that t 7→ h(t, p, q) and t 7→ h(t, φ(t, p), q) are absolutely
continuous on [0, T ] for all (p, q) ∈ ∆m × N`0 as well as p 7→ h(t, p, q) is concave for all (t, q) ∈
[0, T ]× N`0. Then, the function G : [0, T ]× R×∆m × N`0 → R defined by
G(t, x, p, q) := −e−αxer(T−t) h(t, p, q)
satisfies
dG(t,Xξ,bt , pt, qt) = −e−αX
ξ,b
t e
r(T−t) Hh(t, pt, qt; ξt, bt)dt+ dηξ,bt , t ∈ [0, T ],
where (ηξ,bt )t∈[0,T ] is a G-martingale and we set Hh(t, p, q; ξ, b) zero at those points (t, p, q) where
Dh does not exist.
Proof. Let (ξ, b) ∈ U [0, T ] and h : [0, T ] × ∆m × N`0 → (0,∞) be some function satisfying the
conditions stated in the lemma, where 0 < K0 < ∞ is some constant which bounds h, i.e.
|h(t, p, q)| ≤ K0 for all (t, p, q) ∈ [0, T ]×∆m × N`0. Furthermore, we set
G(t, x, p, q) := −e−αxer(T−t) h(t, p, q) and f(t, x) := −e−αxer(T−t) , (7.1)
for any (t, x, p, q) ∈ [0, T ] × R × ∆m × N`0. Let us fix t ∈ [0, T ]. Applying the product rule to
G
(
t,Xξ,bt , pt, qt
)
= f
(
t,Xξ,bt
)
h(t, pt, qt), we get
dG
(
t,Xξ,bt , pt, qt
)
= h(t, pt−, qt−)df
(
t,Xξ,bt
)
+ f
(
t,Xξ,bt−
)
dh(t, pt, qt) + d
[
f
(·, Xξ,b· ), h(·, p·, q·)]t
and hence,
dG
(
t,Xξ,bt , pt, qt
)
= f
(
t,Xξ,bt
)
h(t, pt, qt)
(
αer(T−t)
(1
2
ασ2er(T−t)ξ2t − (µ− r)ξt − c(bt)
)
+ Λ̂t
∑
D⊂D
βD + qD(t)
‖β¯ + qt‖
∫
(0,∞)d
exp
{
αbte
r(T−t)
d∑
i=1
yi1D(i)
}
F (dy)− Λ̂t
)
dt
− f(t,Xξ,bt− )h(t, pt−, qt−)ασ er(T−t)ξtdWt
+
∫
Ed
f
(
t,Xξ,bt−
)
h(t, pt−, qt−)
(
exp
{
αbte
r(T−t)
d∑
i=1
yi1z(i)
}
−1
)
Ψˆ(dt,d(y, z))
+ f
(
t,Xξ,bt
)(
Dh(t, pt, qt)− Λ̂th(t, pt, qt) + Λ̂t
∑
D⊂D
βD + qD(t)
‖β¯ + qt‖
h
(
t, J(pt), v(qt, D)
))
dt
+
∫
P(D)
f
(
t,Xξ,bt−
)(
h
(
t, J(pt−), v(qt−, z)
)− h(t, pt−, qt−))Ψˆ(dt,R+, dz)
+ d
[
f
(·, Xξ,b· ), h(·, p·, q·)]t.
(7.2)
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Using the introduced compensated random measure Ψˆ the variation becomes
[
f
(·, Xξ,b· ), h(·, p·, q·)]t
= f
(
0, Xξ,b0
)
h(0, p0, q0) +
∫ t
0
∫
E
f
(
s,Xξ,bs−
)
exp
{
α bs e
r(T−s)
d∑
i=1
yi1z(i)
}
×(
h
(
s, J(ps−), v(qs−, z)
)− h(s, ps−, qs−))Ψˆ(ds, d(y, z))
−
∫ t
0
∫
P(D)
f
(
s,Xξ,bs−
)(
h
(
(s, J(ps−), v(qs−, z)
)− h(s, ps−, qs−))Ψˆ(ds,R+, dz)
+
∫ t
0
Λ̂s f
(
s,Xξ,bs
) ∑
D⊂D
βD + qD(s)
‖β¯ + qs‖
.
Substituting this into (7.2), we obtain
dG
(
t,Xξ,bt , pt, qt
)
= f
(
t,Xξ,bt
)(− α er(T−t)h(t, pt, qt)((µ− r) ξt + c(bt)− 1
2
ασ2 er(T−t)ξ2t
)
+ Λ̂t
∑
D⊂D
βD + qD(t)
‖β¯ + qt‖
h(t, J(pt), v(qt, D))
∫
(0,∞)d
exp
{
α bt e
r(T−t)
d∑
i=1
yi1D(i)
}
F (dy)
− Λ̂t h(t, pt, qt) +Dh(t, pt, qt)
)
dt
− f(t,Xξ,bt− )h(t, pt−, qt−)ασ er(T−t)ξtdWt − f(t,Xξ,bt− )h(t, pt−, qt−)dNˆt
+
∫
E
f
(
t,Xξ,bt−
)
exp
{
α bt e
r(T−t)
d∑
i=1
yi1z(i)
}
h(t, J(pt−), v(qt−, z))Ψˆ(dt, d(y, z)),
where Nˆt := Nt −
∫ t
0 Λˆsds. Therefore, by definition of the operator H given in (7.4), we have
dG
(
t,Xξ,bt , pt, qt
)
= f
(
t,Xξ,bt
)Hh(t, pt, qt; ξt, bt)dt+ dηξ,bt ,
where ηξ,bt := ηˆ
ξ,b
t − η¯ξ,bt − η˜ξ,bt with
ηˆξ,bt :=
∫ t
0
∫
E
f
(
s,Xξ,bs−
)
exp
{
α bs e
r(T−s)
d∑
i=1
yi1z(i)
}
× h(s, J(ps−), v(qs−, z))Ψˆ(ds, d(y, z)),
η¯ξ,bt :=
∫ t
0
f
(
s,Xξ,bs−
)
h(s, ps−, qs−)dNˆs,
η˜ξ,bt :=
∫ t
0
f
(
s,Xξ,bs−
)
h(s, ps−, qs−)ασ er(T−s)ξsdWs.
To complete the proof we need to show that the introduced processes are G-martingales on
[0, T ]. For details we refer the reader to [21]. 
Lemma 7.6. Let f : [0, T ]× R → R be the function defined by (7.1). Furthermore, let (ξ, b) ∈
U [0, T ] where ξ is only adapted w.r.t. W and b is predictable w.r.t. the filtration generated by Ψ
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and let Lξ,b = (Lξ,bt )t∈[0,T ] be the density process given by
Lξ,bt := exp
{
−
∫ t
0
ασ er(T−s)ξsdWs − 1
2
∫ t
0
α2 σ2 e2r(T−s)ξ2sds
+
∫ t
0
∫
E
α bs e
r(T−s)
d∑
i=1
yi1z(i) Ψ(ds, d(y, z)) +
∫ t
0
Λˆsds
−
∫ t
0
Λˆs
∑
D⊂D
βD + qD(s)
‖β¯ + qs‖
∫
(0,∞)d
exp
{
α bs e
r(T−s)
d∑
i=1
yi1D(i)
}
F (dy)ds
}
.
Then there exists a constant 0 < K2 <∞ such that∣∣f(t,Xξ,bt )∣∣
Lξ,bt
≤ K2 P-a.s.
for all t ∈ [0, T ].
Proof. Fix t ∈ [0, T ] and (ξ, b) ∈ U [0, t]. We obtain∣∣f(t,Xξ,bt )∣∣
Lξ,bt
= exp
{
− αx0erT −
∫ t
0
αer(T−s)
(
(µ− r)ξs + c(bs)− 1
2
ασ2er(T−s)ξ2s
)
ds
+
∫ t
0
Λˆs
∑
D⊂D
βD + qD(s)
‖β¯ + qs‖
∫
(0,∞)d
exp
{
α bs e
r(T−s)
d∑
i=1
yi1D(i)
}
F (dy)ds−
∫ t
0
Λˆsds
}
≤ exp
{(
αe|r|T
(|µ− r|K + (2 + η + θ)κ)+ 1
2
α2 σ2 e2|r|TK2 + λmMF
(
αe|r|T
))
T
}
=: K2,
where 0 < K2 <∞ is independent of t ∈ [0, T ] as well as (ξ, b). 
The following result can be found in [24].
Lemma 7.7. Let α1 ≤ . . . ≤ αn and β1 ≤ . . . ≤ βn be real numbers and (p1, . . . , pn) ∈ ∆n.
Then
n∑
j=1
pjαjβj ≥
n∑
j=1
pjαj
n∑
k=1
pkβk.
7.3. Proofs. For convenience we introduce the operator D acting on functions h : [0, T ]×∆m×
N`0 → (0,∞) by
Dh(t, p, q) := ht(t, p, q) +
m∑
j=1
hpj (t, p, q) pj
( m∑
k=1
λk pk − λj
)
(7.3)
for all functions h, where the right-hand side exists. Furthermore, we define an operator H
Hh(t, p, q; ξ, b) := Lh(t, p, q; ξ, b) +Dh(t, p, q) (7.4)
for all functions h : [0, T ]×∆m ×N`0 → (0,∞) and (ξ, b) ∈ R× [0, 1], where the right-hand side
is well-defined. Using this notation, the generalized HJB equation (4.6) can be written as
0 = inf
(ξ,b)∈R×[0,1]
{Hg(t, p, q; ξ, b)} (7.5)
at those points (t, p, q) with existing Dg(t, p, q).
Proof of Theorem 4.3. Let h : [0, T ]×∆m×N`0 → (0,∞) be a function satisfying the conditions
stated in the theorem. Note that every Lipschitz function is also absolutely continuous. We set,
for any (t, x, p, q) ∈ [0, T ]×∆m × N`0,
f(t, x) := −e−αxer(T−t) and G(t, x, p, q) := f(t, x)h(t, p, q).
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Let us fix t ∈ [0, T ] and (ξ, b) ∈ U [t, T ]. From Lemma 7.5 in the appendix, it follows
G(T,Xξ,bT , pT , qT ) = G(t,X
ξ,b
t , pt, qt) +
∫ T
t
f(s,Xξ,bs )Hh(s, ps, qs; ξs, bs)ds+ ηξ,bT − ηξ,bt , (7.6)
where (ηξ,bt )t∈[0,T ] is a G-martingale and we set Hh(s, ps, qs; ξ, b) to zero at those points s ∈ [t, T ]
where Dh does not exist. Note that h is partially differentiable w.r.t. t almost everywhere in
the sense of the Lebesgue measure according to the absolute continuity of t 7→ h(t, p, q) for all
(p, q) ∈ ∆m × N`0. The generalized HJB equation (7.5) implies
Hh(s, ps, qs; ξs, bs) ≥ 0 s ∈ [t, T ].
As a consequence ∫ T
t
f(s,Xξ,bs )Hh(s, ps, qs; ξs, bs)ds ≤ 0,
due to the negativity of f . Thus, by (7.6), we get
G(T,Xξ,bT , pT , qT ) ≤ G(t,Xξ,bt , pt, qt) + ηξ,bT − ηξ,bt . (7.7)
Using the boundary condition (4.13), we obtain
G(T, x, p, q) = f(T, x)h(T, p, q) = f(T, x) = −e−αx = U(x).
Now, we take the regular conditional expectation in (7.7) given Xξ,bt = x, pt = p and qt = q on
both sides of the inequality which yields
Et,x,p,q
[
U(Xξ,bT )
] ≤ G(t, x, p, q)
since (ηξ,bs )s∈[t,T ] is a G-martingale. Taking the supremum over all investment and reinsurance
strategies (ξ, b) ∈ U [t, T ], we obtain
V (t, x, p, q) ≤ G(t, x, p, q). (7.8)
To show equality, note that ξ?(s) given by (4.9) and b?(s, p, q) given by (4.12) (with g replaced
by h in A(s, p, q) and B(s, p, q)) are the unique minimizer of the HJB equation (4.6). Therefore,
Lh(s, ps, qs; ξ?(s), b?(s, ps, qs)) + inf
ϕ∈∂Cgq(t,p)
{
ϕ0 +
m∑
j=1
ϕj pj
( m∑
k=1
λk pk − λj
)}
= 0.
So we can deduce that
Hh(s, ps, qs; ξ?(s), b?(s)) = 0, s ∈ [t, T ].
This implies ∫ T
t
f(s,Xξ
?,b?
s )Hh(s, ps, qs; ξ?(s), b?(s))ds = 0.
Consequently,
U(Xξ
?,b?
T ) = G(T,X
ξ?,b?
T , pT , qT ) = G(t,X
ξ?,b?
t , pt, qt) + η
ξ?,b?
T − ηξ
?,b?
t .
Again, taking the regular conditional expectation given Xξ
?,b?
t = x and pt = p on both sides
then yields
Et,x,p
[
U(Xξ
?,b?
T )
]
= G(t, x, p, q) = −e−αxer(T−t)h(t, p, q)
and the proof is complete. 
Proof of Lemma 4.4. (a) By the definition of g we immediately obtain g ≥ 0. In order to
show that g is bounded from above we consider the strategy (ξ, b) ≡ (0, 0). What remains
is
g0,0(t, p, q) = Et,p,q
[
exp
{
−
∫ T
t
α er(T−s)(η − θ)κds
}]
<∞.
To show that g > 0 we use the change of measure introduced in Lemma 7.6. With its
help it is possible to prove that gξ,b(t, p, q) is bounded from below by a positive constant
independent of ξ and b.
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(b) Follows by conditioning.
(c) Let us fix t ∈ [t, T ] and q = (q1, . . . , qm) ∈ ∆m and β ∈ (0, 1). Suppose p, p′ ∈ ∆m. We
obtain
g(t, βp+ (1− β)p′, q)
= inf
(ξ,b)∈U [t,T ]
m∑
j=1
(βpj + (1− β)p′j)gξ,b(t, x, ej)
= inf
(ξ,b)∈U [t,T ]
β m∑
j=1
pjg
ξ,b(t, x, ej) + (1− β)
m∑
j=1
p′jg
ξ,b(t, x, ej)

≥ β inf
(ξ,b)∈U [t,T ]
m∑
j=1
pjg
ξ,b(t, x, ej) + (1− β) inf
(ξ,b)∈U [t,T ]
m∑
j=1
qjg
ξ,b(t, x, ej)
= βg(t, p, q) + (1− β)g(t, p′, q),
for all t ∈ [0, T ] and x ∈ R.
(d) The Lipschitz condition is proven in much the same way as in [6, Lemma 6.1 d)].
(e) The Lipschitz condition is proven in much the same way as in [6, Lemma 6.1 e)]. 
Proof of Theorem 4.5. Fix t ∈ [0, T ) and (ξ, b) ∈ U [t, T ] and set f(t, x) := −e−αxer(T−t) , x ∈ R.
Let τ be the first jump time of Xξ,b after t and t′ ∈ (t, T ]. It follows from Lemma 7.5 and
Lemma 4.4 that
V (τ ∧ t′, Xξ,bτ∧t′ , pτ∧t′ , qτ∧t′)
= V (t,Xξ,bt , pt, qt) +
∫ τ∧t′
t
f(s,Xξ,bs )Hg(s, ps, qs; ξs, bs)ds+ ηξ,bτ∧t′ − ηξ,bt ,
(7.9)
where (ηξ,bt )t∈[0,T ] is a G-martingale and we setHg(s, ps, qs; ξs, bs) to zero at those s ∈ [t, T ] where
the Dg(s, ps, qs) does not exist. For any ε > 0 we can construct a strategy (ξ
ε, bε) ∈ U [t, T ] with
(ξεs , b
ε
s) = (ξs, bs) for all s ∈ [t, τ ∧ t′] from the continuity of V such that
Et,x,p,q
[
V (τ ∧ t′, Xξ,bτ∧t′ , pτ∧t′ , qτ∧t′)
]
≤ Et,x,p,q
[
Eτ∧t
′,Xξ,b
τ∧t′ ,pτ∧t′ ,qτ∧t′
[
U(Xξ
ε,bε
T )
]]
+ ε
≤ Et,x,p,q
[
U(Xξ
ε,bε
T )
]
+ ε ≤ V (t, x, p, q) + ε.
From the arbitrariness of ε > 0 we conclude
V (t, x, p, q) ≥ Et,x,p,q
[
V (τ ∧ t′, Xξ,bτ∧t′ , pτ∧t′ , qτ∧t′)
]
.
Using this statement and (7.9) we obtain
0 ≥ lim
t′↓t
Et,x,p,q
[
1
t′ − t
∫ t′
t
f(s,Xξ,bs )Hg(s, ps, qs; ξs, bs)ds
∣∣t′ < τ]Pt,x,p,q(t′ < τ)
+ lim
t′↓t
Et,x,p,q
[
1
t′ − t
∫ τ
t
f(s,Xξ,bs )Hg(s, ps, qs; ξs, bs)ds
∣∣t′ ≥ τ]Pt,x,p,q(t′ ≥ τ).
We have
Pt,x,p,q(τ ≤ t′) =
∫
Pλ(τ ≤ t′) ΠΛ(dλ) =
m∑
j=1
(
1− e−λ(t′−t)
)
piΛ(j).
Thus
lim
t′↓t
Pt,x,p,q(τ ≤ t′) =
m∑
j=1
(
1− lim
t′↓t
e−λ(t
′−t)
)
piΛ(j) = 0.
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Consequently,
0 ≥ lim
t′↓t
Et,x,p,q
[
1
t′ − t
∫ t′
t
f(s,Xξ,bs )Hg(s, ps, qs; ξs, bs)ds1{t′<τ}
]
.
By the dominated convergence theorem, we can interchange the limit and the expectation and
we obtain by the fundamental theorem of Lebesgue calculus and 1{t′<τ} → 1 P-a.s. for t′ ↓ t,
0 ≥ Et,x,p,q
[
f(t,Xξ,bt )Hg(t, pt, qt; ξt, bt)
]
.
From now on, let (ξ, b) ∈ [−K,K]× [0, 1] and ε > 0 as well as (ξ¯, b¯) ∈ U [t, T ] be a fixed strategy
with (ξ¯s, b¯s) ≡ (ξ, b) for s ∈ [t, t+ ε). Then
0 ≥ Et,x,p,q
[
f(t,X ξ¯,b¯t )Hg(t, pt, qt; ξ¯t, b¯t)
]
= f(t, x)Hg(t, p, q; ξ, b)
at those points (t, p, q) where Dg(t, p, q) exists. Due to the negativity of f , we get
0 ≤ Hg(t, p, q; ξ, b).
We show next the inequality above if Dg does not exist. For this purpose, we denote by
Mq ⊂ [0, T ] × ∆m the set of points at which ∇gq(t, p) exists for any q ∈ N`0. On the basis of
Theorem 7.4, we have, for any q ∈ N`0,
∂Cgq(t, p) = co
{
lim
n→∞∇gq(tn, pn) : (tn, pn)→ (t, p), (tn, pn) ∈Mq
}
.
That is, for every ϕ ∈ ∂Cgq(t, p) ⊂ [0, T ]×∆m, there exists u ∈ N and (β1, . . . , βu) ∈ ∆u such that
ϕ =
∑u
i=1 βi ϕ
i, where ϕi = limn→∞∇gq(tin, pin) for sequences (tin, pin)n∈N with limn→∞(tin, pin) =
(t, p) along existing ∇gq. From what has already been proved, it can be concluded that, for any
i = 1, . . . , u
0 ≤ Lg(tin, pin, q; ξ, b) + gt(tin, qin, q) +
m∑
j=1
gpj (t
i
n, p
i
n, q)(p
i
n)j
( m∑
k=1
λk(p
i
n)k − λj
)
,
where (pin)j denotes the jth component of the m-dimensional vector p
i
n. Thus, by the continuity
of t 7→ g(t, p, q), p 7→ g(t, p, q) and p 7→ J(p), we get for i = 1, . . . , u
0 ≤ βiLg(t, p, q; ξ, b) + βi lim
n→∞ gt(t
i
n, q
i
n, q) +
m∑
j=1
βi lim
n→∞ gpj (t
i
n, p
i
n, q)pj
( m∑
k=1
λk pk − λj
)
,
which yields
0 ≤ Lg(t, p, q; ξ, b) +
u∑
i=1
βi lim
n→∞ gt(t
i
n, q
i
n, q) +
m∑
j=1
u∑
i=1
βi lim
n→∞ gpj (t
i
n, p
i
n, q)pj
( m∑
k=1
λk pk − λj
)
= Lg(t, p, q, ξ, b) + ϕ0 +
m∑
j=1
ϕj pj
( m∑
k=1
λk pk − λj
)
.
Due to the arbitrariness of ϕ ∈ ∂Cgq(t, p) and (ξ, b) ∈ [−K,K]× [0, 1], we obtain
0 ≤ inf
(ξ,b)∈[−K,K]×[0,1]
Lg(t, p, q, ξ, b) + inf
ϕ∈∂Cgq(t,p)
{
ϕ0 +
m∑
j=1
ϕj pj
( m∑
k=1
λk pk − λj
)}
.
Our next objective is to establish the reverse inequality. For any ε > 0 and 0 ≤ t < t′ ≤ T ,
there exists a strategy (ξε,t
′
, bε,t
′
) ∈ U [t, T ] such that
V (t, x, p, q)− ε(t′ − t) ≤ Et,x,p,q
[
U
(
Xξ
ε,t′ ,bε,t
′
T
)] ≤ Et,x,p,q[V (τ ∧ t′, Xξε,t′ ,bε,t′τ∧t′ , pτ∧t′ , qτ∧t′)].
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Using Lemma 7.5 it follows
−ε(t′ − t) ≤ Et,x,p,q
[ ∫ τ∧t′
t
f
(
s,Xξ
ε,t′ ,bε,t
′
s
)Hg(s, ps, qs; ξε,t′s , bε,t′s )ds].
In the same way as before, we get
−ε ≤ lim
t′↓t
Et,x,p,q
[
1
t′ − t
∫ t′
t
f
(
s,Xξ
ε,t′ ,bε,t
′
s
)Hg(s, ps, qs; ξε,t′s , bε,t′s )ds1{t′<τ}]
≤ lim
t′↓t
Et,x,p,q
[
1
t′ − t
∫ t′
t
f
(
s,Xξ
ε,t′ ,bε,t
′
s
)
inf
(ξ,b)∈[−K,K]×[0,1]
Hg(s, ps, qs; ξ, b)ds1{t′<τ}].
We can again interchange the limit and the infimum by the dominated convergence theorem
which yields
−ε ≤ Et,x,p,q
[
lim
t′↓t
1
t′ − t
∫ t′
t
f
(
s,Xξ
ε,t′ ,bε,t
′
s
)
inf
(ξ,b)∈[−K,K]×[0,1]
Hg(s, ps, qs; ξ, b)ds1{t′<τ}].
Thus the same conclusion can be draw as above, i.e.
−ε ≤ f(t, x) inf
(ξ,b)∈[−K,K]×[0,1]
Hg(t, p, q; ξ, b)
at those point where Dg(s, p, q) exists. According to the negativity of f and the arbitrariness
of ε > 0, we get, by ε ↓ 0,
0 ≥ inf
(ξ,b)∈[−K,K]×[0,1]
Hg(t, p, q; ξ, b)
at those point where Dg(s, p, q) exists. By the same way as before, we obtain in the case of no
differentiability of g w.r.t. t and pj , j = 1, . . . ,m, that
0 ≥ inf
(ξ,b)∈[−K,K]×[0,1]
Lg(t, p, q; ξ, b) + inf
ϕ∈∂Cgq(t,p)
{
ϕ0 +
m∑
j=1
ϕj pj
( m∑
k=1
λk pk − λj
)}
.
Summarizing, we have equality in the previous expression. The optimality of (ξ?, b?) follows as
in the proof of Theorem 4.3. 
Proof of Lemma 5.1. (a) Follows by conditioning.
(b) We observe that
gξ,b(t, p, q) =
m∑
k=1
Pt,p,q(Λ = λk)
∫
h(λk, α˜)Pt,p,q(α¯ ∈ dα˜)
with
h(λ, α˜) := E
[
exp
{
−
∫ T
t
α er(T−s)
(
(µ− r) ξs + c(bs)
)
ds
−
∫ T
t
ασ er(T−s)ξsdWs + α
NT−t∑
n=1
bTn e
r(T−Tn)
d∑
i=1
Yn1Zn(i)
}∣∣∣∣∣Λ = λ, α¯ = α˜
]
,
and Pt,p,q(Λ = λk) = pk and Pt,p,q(α¯ ∈ dα˜) = fβ¯(α˜|q)dα˜, where fβ¯(α˜|q) denotes the
posterior density function of α˜ given qt = q, compare Theorem 3.2. That is,
fβ¯(α˜|q) =
Γ
(∑
E⊂D(βE + qE)
)∏
E⊂D Γ
(
βE + qE
) ∏
E⊂D
αβE+qE−1E , α˜ = (αE)E⊂D ∈ ∆˚`.
Consequently, the statement holds if∑
D⊂D
βD + qD
‖β¯ + q‖ fβ¯(α˜|v(q,D)) = fβ¯(α˜|q).
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Indeed, using Γ(n+ 1) = nΓ(n) for all n ∈ N, we have for any α˜ = (αE)E⊂D ∈ ∆˚`∑
D⊂D
βD + qD
‖β¯ + q‖ fβ¯(α˜|v(q,D))
=
∑
D⊂D
βD + qD
‖β¯ + q‖
Γ
(∑
E⊂D(βE + qE) + 1
)
Γ
(
βD + qD + 1
)∏
E⊂D\{D} Γ
(
βE + qE
)αβD+qDD ∏
E⊂D\{D}
αβE+qE−1E
=
∑
D⊂D
βD + qD∑
E⊂D(βE + qE)
(∑
E⊂D(βE + qE)
)
Γ
(∑
E⊂D(βE + qE)
)(
βD + qD
)∏
E⊂D Γ
(
βE + qE
) αD ∏
E⊂D
αβE+qE−1E
=s
Γ
(∑
E⊂D(βE + qE)
)∏
E⊂D Γ
(
βE + qE
) ∏
E⊂D
αβE+qE−1E
∑
D⊂D
αD = fβ¯(α˜|q),
since
∑
D⊂D αD = 1. 
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