In this paper, we examined three vector quantization (VQ) methods used for the unsupervised classification (clustering) of functional magnetic resonance imaging (fMRI) data. Classification means that each brain volume element (voxel), according to a given scanning raster, was assigned to one group of voxels based on similarity of the fMRI signal patterns. It was investigated how the VQ methods can isolate a cluster that describes the region involved in a particular brain function. As an example, word processing was stimulated by a word comparison task. VQ analysis methodology was verified using simulated fMRI response patterns. It was demonstrated in detail that VQ based on global rather than local optimization of the objective function yielded a higher performance. Performance was measured in statistically relevant series of VQ attempts using several indices for goodness, reliability and efficiency of VQ solutions. Furthermore, it was shown that a poor local optimization caused either an underestimation or an overestimation of the stimulus-induced brain activation. However, this was not observed if the cluster analysis was based upon a global optimization strategy.
INTRODUCTION
A number of authors have suggested that clustering might be considered as one approach for the processing of neuroimaging data. It is commonplace that the brain has a structure, and, thus, a mapping of the brain will also have a structure. Cluster analysis is a means for the exploration of structure. The analyst may choose from a variety of methods. The most promising and frequently used clustering tools for the mapping of brain structure or brain function are probably algorithms that compute vector quantization (VQ) solutions (cf. Gersho and Gray, 1997) . It has been shown that this type of clustering can be utilized for the neurological segmentation of anatomical images (e.g., Phillips et al., 1995; Simmons et al., 1996; Suckling et al., 1999) , as well as for the characterization of activation patterns in functional magnetic resonance imaging (fMRI) data (e.g., Wismü ller et al., 1998; Baune et al., 1999; Filzmoser et al., 1999; Goutte et al., 1999; Fischer and Henning, 1999; Ngan and Hu, 1999; Baumgartner et al., 2000) .
However, the use of VQ algorithms is not a straightforward process. Although the theoretical framework of cluster analysis has been developed over a long time (Anderberg, 1973; Hartigan, 1973; Spaeth, 1980; Jain and Dubes, 1988; Kaufman and Rousseeuw, 1990; Everitt, 1993) , the significant problem of VQ optimization is still solved in a suboptimal manner using heuristic means, because an objective solution is either unknown or unfeasible due to algorithmic complexity and computational effort. Recent advances in the field of optimization theory made it possible to find systematically improved VQ algorithms which are focused to global rather than local optimization of a given objective function. These methods have been verified by their empirical success (Zeger et al., 1992) and a proof of convergence (Möller et al., 1998) . However, it seems that they have yet to be considered for neuroimage data analysis.
One task of this article is to make the neuroimaging community aware of the advanced VQ techniques that are available at the present time. The main justification of the use of the new VQ methods are the fundamental advantages that follow from the mathematical theory (which has already described in detail). Improvements with respect to the actual performance have been demonstrated in benchmark tests on simulation examples, for image coding and for electroencephalogram (EEG) pattern classification (Möller et al., 1998) . Of particular impact, for the potential application in brain mapping, was the observation of an EEG study that an increase in VQ performance makes it easier for a human expert to review adequately the outcome of the analysis (Möller et al., 1996) .
The results on EEG and image data already suggest that the VQ methods are also useful in the analysis of image recordings of brain dynamics, e.g., fMRI activation patterns. However, it remains to be shown that a systematical increase in the VQ performance can actually improve the interpretation of clustering results in the field of neuroimaging. This is another task of the present paper. We show the consequences that may result from the choice of the optimization strategy, i.e., we emphasize the gains of a global optimization approach and call attention to the pitfalls of methods that are merely based upon local optimization. In order for the proposed methods to be truly useful for people doing fMRI data clustering, some guidance needs to be provided for the selection of the free algorithmic parameters.
This paper is addressed to all who are interested in neuroimage data processing, and may be particularly useful for those who are going to do an explorative analysis of their data, by using clustering as one possible approach.
The article is organized as follows. We describe a method to generate artificial data which mimic the basic characteristics observed in our fMRI signal time courses. Because their properties are fully known, the simulated data make possible a verification of the clustering algorithms in the fMRI context. After a brief review of the applied methods we first present three examples of the analysis of simulated clusters. The simulation examples were made to be easy to comprehend and to show the performance of the methods with increasing complexity of the clustering task. The examples indicate how an appropriate fMRI preprocessing may further contribute to the optimization of cluster analysis. Finally, an example of clustering fMRI data is provided and discussed with respect to future applications of the methods in neuroimaging studies.
MATERIALS AND METHODS

fMRI Data
The data were obtained from adults in a fMRI experiment with 24 blocks A 1 B 2 . . . A 23 B 24 . In each block 10 images were acquired within 40 s (240 scans altogether). Subjects had to decide whether two visually presented items were identical or not: (A) presentation of slash/ backslash patterns (control condition), and (B) presentation of either frequent words (B W ) or pseudowords (B P ) throughout the block; B W and B P alternated in a random order. The response was registered by one key press of a right-hand finger.
The experiment was performed in a 1.5 T Siemens Magnetom Vision MR scanner using the EPI technique and the following parameters: TE ϭ 66 ms, TR ϭ 0.96 ms, FA ϭ 90°, and FOV ϭ 220 mm. Brain images were acquired in a 3-D matrix of 128 ϫ 128 ϫ 16 volume units (voxels), where 16 is the number of slices parallel to the AC-PC line. For each voxel one obtains a stimulus response signal consisting of 240 values. This signal is called the voxel time course (VTC) throughout the paper. The data were preprocessed for other purposes using the SPM package (see Ref. SPM). Preprocessing was comprised of movement correction, stereotactical normalization, and smoothing with a Gaussian kernel of three times the voxel size. Examples of prototypical VTCs are shown in Fig. 6 .
Simulated Data
In this study, we evaluated several VQ methods using a set of performance indices. As a result we obtained a formal description of how well each method was able to quantize the given type of data. This is an adequate approach for the comparison of the analysis tools considered here, and to estimate which algorithm would be appropriate if one wants to select a VQ approach. However, many studies use a different approach, where brain activation is characterized by a scaled measure. For example, the SPM provides a t score for each voxel; the larger this value is the higher is the probability that the given voxel belongs to an "activated" brain region. VTCs with identical t scores represent the same activation level. On this basis one can establish the following test procedure for the VQ methods:
1. Find a procedure to simulate a VTC with an a priori defined t score.
2. Build K clusters, k ϭ 1, . . . , K, where each cluster consists of simulated VTCs with the same t score T k . In order to simulate different "activation levels," let T i T j for i j, where i, j ʦ {1, . . . , K}. Furthermore, the numbers of VTCs in each cluster can be varied.
3. Apply the VQ methods in order to obtain the best possible partition of K clusters and evaluate whether the K "activation levels" were correctly separated.
4. To evaluate the VQ algorithms, begin with a t difference ⌬T ϭ ͉T i Ϫ T j ͉ that corresponds to the largest t scores found in the real fMRI analysis and then reduce ⌬T until the a priori clusters can no longer be separated by any of the VQ methods.
Using the formula for the computation of the t statistics it is possible to generate artificial signals with known t values, where the signals mimic VTCs measured in the fMRI experiment. The simulation procedure is described in the Appendix. Examples of simulated VTCs are displayed in Fig. 1 .
Analysis Methods
The VQ algorithms applied in this study to fMRI data have already been presented in detail from both a theoretical and a practical point of view (see references below). Introductions to the VQ approaches, in the context of fMRI, were given, e.g., in Baune et al. (1999) and in Goutte et al. (1999) . The basic elements of VQbased unsupervised fMRI classification can be summarized as follows: (i) Let N be the number of voxels whose fMRI time courses (VTCs) are to be classified. A VTC represents the image gray values with or without some preprocessing. Preprocessing may be some spatial registration and normalization (Friston et al., 1995) and/or some transformation of the data space (see, e.g., Goutte et al., 1999) .
(ii) Define M features that describe a VTC. In our study, the feature vectors, x n ʦ ℜ M , n ϭ 1, . . . , N, are identical to the VTCs. VTC parameters, such as spectral power or correlations, could also be applied reducing the dimensionality of the problem (Erberich et al., 1999; Goutte et al., 1999) .
(iii) Define a set V of prototype vectors v k ʚ ℜ M , k ϭ 1, . . . , K. Here each feature vector will be assigned to the nearest prototype. We use the Euclidean measure as the natural distance concept. All feature vectors that are represented by the same prototype form one cluster. Alternatively, fuzzy rules could be used (Baumgartner et al., 2000) .
(iv) Find the set V that minimizes the overall distances D between the prototypes and the feature vectors assigned to them (D is also called the VQ error). A straightforward way to solve this task analytically does not exist. Therefore, one starts with an (arbitrary) initial set V(i ϭ 0), which is transformed in a series of I iterations into a final set V(i ϭ I). The several VQ algorithms differ in the rules according to how this transformation is controlled.
K-means (KM).
One K-means iteration consists of two steps. (1) All feature vectors are assigned to the nearest among the K prototypes. This provides K clusters. (2) The new prototypes are defined as the centroids of these clusters. Iterations are repeated until there are no new assignments in step 1. The final K means usually represent a local minimum of the distance function. The basic procedure is known by several names (Forgy, 1965; Linde et al., 1980) and has been used for different applications in numerous research areas.
Stochastic relaxation with a decoder perturbation (SRD). SRD (Zeger et al., 1992) can be seen, in fact, as a modified K-means algorithm, where after each KMiteration all prototypes are randomly shifted by some distance the amount of which decreases asymptotically towards zero. The intention of this shifting is to prevent the algorithm from converging to a local minimum. SRD was derived from the ideas behind the simulated annealing (SA) model, a common stochastic optimization strategy. The deterministic KM-iteration was considered supplementary and it reduced the convergence time. The ability of the SRD to provide globally optimal solutions is justified by its empirical success. A convergence theorem, analogous to one for the SA, is not known. We applied the SRD to a part of our data. The aim was to demonstrate the performance of our global VQ approach versus another global method that seems to be promising, because, based on much research in the field (Gersho and Gray, 1997) , the SRD was characterized as an "excellent tool for vector quantizer design" (Zeger et al., 1992) .
Random search among centroids (RSC). RSC (Möller et al., 1998) is another form of a stochastic VQ algorithm. According to the trial-and-error principle, the RSC moves the prototypes iteratively over a compact search space and retains the values of the last trial if, and only if, they decrease the overall distance function. The amount and direction of the shifting are controlled on the basis of the success or failure of the preceding iterations. Because the optimal protoypes must be cluster centroids regardless of whatever partition, the random search was restricted to the centroids of the finite set of possible partitions. This was achieved by a KM-iteration after each trial. Based on the random search technique of Solis and Wets (1981) , the RSC ensures in theory a convergence to the globally optimal solution with a probability of one. In a direct comparison with the KM and the SRD methods, the RSC algorithm exhibited the best overall performance (Möller et al., 1998) , which makes it promising for fMRI studies.
The analyst will basically consider the typical fMRI response signals of the obtained clusters (centroids or nearby VTCs). A decision will be made as to whether these patterns can be associated with a brain activation that seems meaningful during the fMRI experiment. Then the neurologist will be provided with a map showing the anatomical representations of each cluster. It will be supposed that the functioning of all brain areas bearing the same cluster label can be interpreted consistently. The condition for this reasoning-that the voxels of a cluster exhibited approximately the same dynamic pattern-is fulfilled, at best, if the within-group distances (VQ error) take on their global minimum.
RESULTS
Example 1: Simulation Studies with Two-Cluster Problems
Data configuration. We began the analysis with a simple case, i.e., we used data sets of two clusters, each cluster with 10 (simulated) VTCs. For the first cluster in all data sets the t score T ϭ 0 was chosen as the baseline value corresponding to "nonactivation." For the second clusters a T Ͼ 0 was selected in order to mimic an activation. The interesting question was how the unsupervised VQ methods were able to correctly separate the "activation cluster" from the "nonactivation cluster," e.g., whether the 10 VTCs with T ϭ 6 can be separated from the 10 VTCs with T ϭ 0, etc. The results-for each method-will depend on the distance between the two clusters, where this dependency is an interesting feature of the methods. Therefore, we considered the t score as an independent variable. A reasonable upper bound for the t score was determined by statistical analysis of our subsequent fMRI example using SPM99 (see Ref. SPM). As we obtained t values up to 18.36, we simulated the VTCs of the second clusters with t scores from T ϭ 20, 18, . . . downwards. The lower bound for the t score was found during VQ analysis to be T ϭ 4. The corresponding mean activation level of B ϭ 0.52 did no longer permit the linear separation of the two clusters. Hence, nine different t scores, linearly coupled with nine mean activation levels B were used (see Fig. 2 ). Examples of the VTCs and the cluster centroids are displayed in Fig. 1 .
VQ evaluation. On the basis of a single run of a VQ method applied to a particular sample one cannot ascertain whether the solution is a global minimum of the VQ error regardless of the algorithm being used. A local VQ method may yield the optimal result by chance, and a global VQ method based on a finite random search does not ensure that the optimal result is obtained in each pass. Therefore, it is preferable to carry out a series of independent VQ attempts on the same data. Then one may consider the best result, D ∨ , as an estimate of the global VQ error minimum (cf. Appendix).
If the series is long enough, one can characterize the statistical performance of the VQ methods, i.e., those properties that are independent of a favorable or unfavorable random initialization or random search process. This makes it possible for one to compare the usefulness of the VQ algorithms against each other, and to select the most appropriate method. An estimate of the statistical performance is also useful, in a practical study, for finding a suitable point where the computations can be stopped. If the empirical global minimum can be frequently reproduced a relatively short series of VQ attempts may be sufficient. Some guidelines for the selection of the free algorithmic parameters are given in the Appendix.
The statistical performance of the VQ methods was measured using a set of parameters (Table 1) . The underlying evaluation strategy has already been described elsewhere (Möller et al., 1998) .
VQ analysis. As we have two predefined clusters in each case of example 1, the number of clusters to be provided by a VQ algorithm was set at K ϭ 2. A series of 10,000 VQ attempts was performed for the same data set. Three different simulated data sets were used for each t value in order to compensate for a possible bias in the pseudo-random number generator. The performance indices described in Table 1 were averaged over the three different simulated data sets. The averaged results are summarized for the KM and the RSC methods in Fig. 2 .
For all data sets with T ϭ 20 down to 6, the best solution (the one with the minimum error) was exactly the 10:10 separation of the activation and nonactivation clusters, i.e., both clusters were confirmed to be linearly separable.
The RSC and the KM algorithms found the empirical global minimum for all data sets, except in the case of T ϭ 4, where the KM achieved only a minimum normalized error of R min ϭ 1.003. The mean error, R av , was close or identical to the global minimum for the RSC, whereas R av increased with T up to 1.09 for the KM. The error of the worst attempts, R max , also increased FIG. 1. Examples of the simulated data used for the evaluation of the VQ methods. Each VTC is one member of a cluster of 10 artificial VTCs. The centroids are the averaged 10 VTCs of the respective cluster. Black bars underneath each signal mark the periods, where a positive stimulus response, in terms of a signal increase, was simulated (sample points with the mean value B ). The upper left data set represents "nonactivation" (T ϭ 0 f B ϭ A ϭ 0). This is seen in the cluster centroid which resembles a flat line. The remaining three data sets represent increasing activation levels ( A ϭ 0, but T Ͼ 0 f B Ͼ 0). This becomes obvious by the "box car" function of the centroids, where the amplitude of the "boxes" increases with T (see particularly for T ϭ 20).
with T for both methods, but from T ϭ 10 upwards, the activation was large enough to be safely split from nonactivation using the RSC. The KM provided the worst solutions with errors up to 46% larger than the global minimum, which is remarkable. Obviously, a small amount of data with a high signal-to-noise ratio produces poor local minima that are occasionally reached by a local method such as the KM.
Whereas the RSC required for T ϭ 4 on average not more than 7 attempts, and in the worst case not more than 46 attempts to find the minimum error, D ∨ , the KM did not find D ∨ in 10 4 attempts for all three data sets (see parameters F av and F max ). From T ϭ 6 upwards, the RSC method produced the best solution in more than 9 of 10 attempts, and for T Ն 10 in all 3 ϫ 10 4 attempts, i.e., with 100% probability. Using the KM algorithm the reproduction rate increased with T, however, even with T ϭ 20 (a strong activation), the global minimum was missed in 18% of the attempts (see parameter A ∨ ). The values of the parameters A ∨ , F av , and F max show that the RSC method may reliably detect an activation cluster for a lower activation (T ϭ 4 to 6) when compared to the KM algorithm (T ϭ 8 to 10).
The mean number of iterations, I av , decreased for the RSC, but increased (slightly) for the KM with increasing T. The larger effort for the RSC method is due to the fact that the RSC run 20 unsuccessful iterations before it was allowed to stop the search process (cf. Appendix). Looking at the effective iterations, I eff , and the last iteration with an error reduction, I end , one can see that the RSC method was comparable with the KM algorithm. Only for the low activations (T Յ 6), did the Table 1 and the text. RSC need on average more iterations than then KM. However, the RSC converged to the global minimum in most cases, and the KM did not. For example, at T ϭ 6 the KM needed on average 173 attempts ϫ 2.0 iterations ϭ 346 iterations to reach the best result, whereas the RSC required 1.1 attempts ϫ 40.2 iterations ϭ 44.2 iterations. This and other similar calculations clearly show that the RSC exhibits a higher overall efficiency when finding the best result of typical activation levels.
An interesting aspect of the results, that illustrates the relative disadvantage of a local VQ algorithm, is how large the class structure may diverge from the optimal partition if the algorithm provides a poor solution instead of the global minimum. As an example of this, we chose one data set with a strong activation cluster (T ϭ 20, A ϭ 0, B ϭ 2.58). Thus, a clear 10:10 separation of the VTCs would be expected and was indeed obtained using the RSC algorithm. However, the worst KM result (R max ϭ 1.46) was a 8:12 partition, where each cluster consisted of 50% activated and 50% nonactivated VTCs. That is, K-means provided a useless or misleading result (Fig. 3) .
Example 2: Simulation Study with a Four-Cluster Problem
Data configuration. In real fMRI applications one cannot expect to find "activation" by simply dividing the data in two clusters according to some optimization criterion. Instead one may anticipate a couple of clusters, say between 3 and 10, where some of them represent activation (possibly of different types or levels), others represent artifacts and the most correspond to unspecific activity.
The goal of the next step was, therefore, to simulate a problem that comes closer to reality, but was still clear enough to be easily followed by the reader and to be safely interpreted in line with our evaluation approach. Accordingly, we let the number of VTCs in each cluster be 10 as before, and increased the number of clusters. From the first simulation we learned that VTC clusters with a t score difference of T Ն 6 can be linearly separated. Thus we took as many of our clusters as possible that fulfil this requirement, i.e., four clusters with T ϭ 0, 6, 12, and 18. VQ analysis. The task of the simulation was to compare the capabilities of globally and locally optimal VQ methods to correctly divide the data into the four a priori-defined activation groups. Hence, the number of clusters to be created was set at K ϭ 4. In contrast to example 1, only one data set was used. The performance indices described in Table 1 were computed for 10,000 VQ attempts on this data set using the VQ methods KM, SRD, and RSC.
The results confirm those already obtained in example 1. Therefore, it is not necessary to evaluate the results in the same detailed manner. Instead, we summarize the main findings. As expected the four a priori clusters with T ϭ 0, 6, 12, and 18 were linearly separable. In a comprehensive preanalysis, this partition of the data proved to be the best VQ solution.
There are 91,390 possibilities to choose 4 (different) of the 40 VTCs as the initial prototypes. Using all these initial conditions explicitly (rather than 10,000 random choices) the KM algorithm still failed to produce the globally optimal partition. Under these circumstances, the RSC method was able to separate the predefined clusters at least in 142 of the VQ attempts.
The SRD method performed better than the KM algorithm, but worse than the RSC. Based on the same computation effort, I av (which is the only free SRD parameter, see Appendix), the RSC produced smaller VQ errors (R av ϭ 1.009, R max ϭ 1.035), and it provided the best VQ solution in more attempts ( A ∨ ϭ 142) than the SRD algorithm (R av ϭ 1.019, R max ϭ 1.118, A ∨ ϭ 13). An increase in the (predefined) number of SRD iterations from 69 to 500 improved the performance, but even with 7 times the number of the iterations, the SRD ( A ∨ ϭ 131) did not reach the performance of the RSC. Therefore, we concentrated in this paper on the application of the RSC as a global VQ algorithm. Table 2 shows the composition of three partitions obtained as VQ solutions in comparison to the a priori clusters. As one can see there were 5 false classifications in the best KM result and 29 false assignments in the worst KM result. Thus the rate of correct KM classifications ranged from 27.5 to 87.5%. The average rate will be somewhere in between these values, since the classification rate is not linearly coupled with the VQ error.
Based on Table 2 , Fig. 4 , and the a priori knowledge about the clusters one can point out how the VQ result may influence the interpretation of activations in the data. The globally optimal centroids indicate the true situation, i.e., three clusters of decreasing activation level and one nonactivation cluster (Fig. 4, top) . The worst centroids of the KM method (Fig. 4, bottom) , however, would lead the analyst to the wrong conclusion that there are four activation clusters. Especially the nice rhythmic time course of the KM's cluster 1 suggests a clear activation, although this cluster contains 50% of the true nonactivation VTCs (Table 2) .
Example 3: Simulation Study with an Unbalanced
Two-Cluster Problem Data configuration. Usually, an fMRI experiment stimulates a few more or less circumscribed brain regions. Thus one can expect the "activation cluster(s)" to account only for a small number of voxels compared with the total brain volume. This was considered in our third simulation, whereas the activation cluster (T ϭ 10) consisted of 10 VTCs, the nonactivation cluster (T ϭ 0) was composed of 990 VTCs (thus we have 1000 patterns altogether). One simulated data set was used. The activation level T ϭ 10 ( B ϭ 1.29) was selected, because at this level even the KM algorithm can correctly classify the VTCs in most cases for equally sized groups (see Example 1). This is again a two-cluster problem. However, the emphasis now is on detecting activation in a huge amount of "noise," like in fMRI studies. The example is suitable for an examination of how the VQ methods can discriminate differently sized clusters. This is not a trivial problem because the VQ approach used here has a tendency to partition homogenous data sets into equally sized and equally shaped clusters (Voronoi tesselation).
VQ analysis. Our activation cluster amounts to just 1% of the data. Small groups of distinct patterns may be detectable as a single cluster if K, the number of clusters, is chosen to be large enough. We performed the VQ analysis for K ϭ 5, . . . , 10. During the preanalysis it was not possible to find the empirical VQ error minimum in more than one VQ attempt. Therefore, the RSC parameters were changed for a more thorough search among the possible partitions (cf. Appendix). Due to this adaptation, the RSC analysis was limited to a series of 100 VQ attempts, while the KM was run for 1000 attempts.
In fact, the 10 activation patterns appeared only as outliers within the 990 nonactivation patterns, and the algorithms have tried to quantize the bulk of the noise. As there are numerous equivalent ways of forming 5 to 10 clusters from about 1000 patterns of noise, the VQ error minimum could not be repeatedly obtained. Nevertheless, the RSC algorithm provided systematically smaller VQ errors than the KM, and there was a recognizable tendency that for more than eight clusters the RSC provided an activation cluster with a higher probability than the KM.
Example 4: Investigations on fMRI Data
The last example completes the link between our third simulation and the VQ of fMRI patterns. The data consisted of 16,384 VTCs (1 MR slice). Only those signals were considered whose intensity reached a certain minimum threshold. In this way the investigation Table 2 for the corresponding cluster structure. There is one justification for the collective clustering of activation and nonactivation patterns. Any pre-selection of a subset of patterns may introduce a bias that is related to the selection method used and its underlying assumptions of how activation might be characterized. By using cluster analysis as an exploratory tool this type of bias is avoided.
VQ analysis. Based on experience from Example 3, the number of clusters was set at K ϭ 10, and the analysis comprised 100 VQ attempts with the KM algorithm and 100 VQ attempts using the RSC. The results obtained were, in general, similar to those described for Example 3. That is, the empirical VQ error minimum was reached only in one RSC attempt due to the multiple equivalent solutions for the partitioning of the numerous unspecific patterns. Whereas the VQ errors of the several solutions differed slightly (Ͻ4%), the partitions diverged considerably with respect to their cluster structures, centroids, and their anatomical representation.
The best VQ (RSC) partition revealed a cluster whose average time course showed a clear correlation with the stimulus function (Fig. 5a, bc1) . The same characteristic was also observed in the time courses of the single voxels assigned to this cluster (Fig. 6) . On the basis of a visual analysis of these signals one may conclude that the 114 voxels concerned belong to a brain region where, in particular, the processing of the stimuli took place. This conclusion is supported by the observation that all voxels assigned to this cluster form a continuous brain area (Fig. 7b) . This would be expected from the BOLD effect (see Orrison et al., 1995) if the given brain slice crosses a region participating in the stimulus processing (a diffuse cluster would be more difficult to interpret). Indeed the indicated voxels belong or adjoin to the left posterior inferior temporal cortex-fusiform gyrus (Brodmann's area 37), which has already been associated with visually stimulated language processing, addressed phonology and reading Figs. 5a-bc1) . The corresponding t scores of the parametric model (SPM) are given on the left. tasks including pseudowords (Price and Friston, 1996; Brunswick et al., 1999) .
In Fig. 5b , we present a result with a VQ error that was typical of the KM algorithm. Looking at the prototype vectors one might conjecture that cluster 1 (Fig.  5b, oc1 ) represents some activation, recognizable by a few periods with a larger amplitude during the word stimulation. However, this assumption is much less clear than in the case of the best result by the RSC algorithm. Furthermore, the cluster has many items (1470 VTCs) and ranges anatomically from the temporal to the occipital areas (Fig. 7c) . The conclusion that this broad area is specific for the processing of the applied stimuli would be of little worth and is inconsistent with current hypotheses (e.g., Brunswick et al., 1999) .
The current fMRI example shows that a distinct activation cluster of relatively small size can be identified even if the VQ algorithm is run to create rather few clusters (10 clusters for almost 5000 patterns in this case). However, under these circumstances it is not enough to compute an ordinary solution. Instead one needs a result close to the global VQ error minimum. According to the detailed evaluation (not presented) the RSC algorithm achieved this goal more efficiently than the KM algorithm.
In addition to VQ, the fMRI data were analyzed using a parametric modeling approach (see ref. SPM). The SPM method is promising, here, because the activation patterns found by explorative analysis (cf. Fig.  6 ) strongly correspond to the assumed model's behavior. We were interested in those voxels for which the SPM provided the highest probability of stimulus-induced brain activation. Therefore, we considered just the 114 voxels (the size of the RSC cluster 1) whose time course yielded the largest SPM t statistics (4.79 Յ T Յ 18.36). The brain region thus characterized by the SPM (Fig. 7a) was almost identical to that of cluster 1 in the best VQ partition (Fig. 7b) . Both solutions differed mutually in only 7 of the 114 voxels (i.e., 8%). If one takes the SPM finding as the criterion, one may conclude that a VQ-based clustering algorithm with global optimization was more useful than a local optimization method for providing a map of the most significant functional brain activations.
DISCUSSION
In the present investigation we adopted the idea of revealing the structure of neuroimaging data by means of cluster analysis via vector quantization (VQ). The novelty of our study was the comparison between a typical member of the common VQ methods already used for fMRI analysis and advanced VQ algorithms not yet applied to brain mapping.
For people doing fMRI data analysis the following results appear to be the most important. It was demonstrated that the choice of the optimization strategy (global versus local) used for the VQ, has a critical impact on the conclusions a neurologist would derive, from an interpretation of the VQ results, about the underlying fMRI experiment. There is a considerable risk that a VQ method with local optimization will perform poorly, in a mathematical sense. If this situation occurs there may arise two problems. First, one may not be able to identify activation patterns in the data even though a true activation took place. Thus, the result may lead the analyst to erroneously conclude that there is no hypothesized activation. Second, the result may suggest an activation in a region larger than the truly activated region. Hence, the analyst may erroneously conclude a brain area to be functionally specific. We showed that the above problems can be overcome or, at least, diminished. Using VQ algorithms for global optimization, circumscribed brain areas specific to a functional activation were detected without the characterization of too large an area. This general interpretation was verified by using artificial data with known properties that mimic fMRI patterns and by using a strategy that gives an extensive statistical evaluation of the VQ algorithms.
fMRI processing is either model driven or data driven (Fischer and Henning, 1999) , where clustering is a data driven approach. Some people raise general objections to the use of clustering as a means for activation mapping, because there exists, so far, no statistical apparatus for assigning a probability of an activation in a particular voxel. Indeed, these features are not supported by the clustering approach. This fact may rule out the utilization of clustering methods in a number of fMRI studies if some control over type I errors (i.e., the risk of false positives) is required. However, there are good reasons to consider cluster analysis for fMRI data processing (cf. Filzmoser et al., 1999) . In several situations one may wish for an alternative to a modeling approach. Due to advances in acquisition techniques, more sophisticated fMRI designs become feasible, which can make it difficult to deduce an adequate model from the experimental protocol. In recent years, fMRI studies have been extended to neurological disturbances or diseases that are not completely understood, i.e., the subjects may exhibit atypical stimulus-response functions. It is not straightforward to assume that these cases fulfil the preconditions of an analysis based upon a unified model, which is typically derived from averaged empirical data of a healthy control population. Furthermore, there are interesting paradigms, where subjects are allowed to perform tasks spontaneously, with individual timing. An a priori model cannot be used here. Another problem is the investigation of brain activations in children, where more results would be appreciated but are rare up to now (Muzik et al., 2000) . In our group we carried out fMRI experiments with children between 8 and 10 years of age. Experience shows that children, in particular if they have a neurological disorder, may not be assumed to follow a given stimulus regime with the same continuity as can expected from healthy adults. Thus, a unified model may be less appropriate.
The use of clustering is also justified in combination with or as an extension to other methods. For example, one may apply cluster analysis when exploring the structure of interesting patterns, which have been extracted using an efficient model or parameter.
The present paper does not suggest that clustering in general or a particular clustering method might be preferable. It is the responsibility of the analyst to choose an approach that is adequate for the given data and suitable to achieve the goal of the respective study. However, if VQ-based clustering becomes the method of choice it is recommended to search for the globally optimal solution (or a nearby solution) according to the given objective function. The most adequate and effective way to solve this mathematical problem is to use a global VQ algorithm. Based on our experience and the current results, the RSC and SRD algorithms introduced by Möller et al. (1998) and Zeger et al. (1992) , may serve this task. Other methods are the simulated annealing (Kirkpatrick et al., 1983) and genetic algorithms (Tang et al., 1996) , which have been applied in the field of biosignal analysis (Haig et al., 1995; Uutela et al., 1998) .
The computational time costs for VQ-based clustering applications may not be quantified by fixed numbers. The precise effort depends strongly on two factors, first, the initial prototype vectors and/or the course of the random search, and secondly, the configuration of the VQ analysis (i.e., the algorithm used, the number of VQ attempts with different initial values, the adaptation of the free parameters of the VQ algorithm, and the selected number of clusters). In our fMRI example (almost 5000 patterns, 240 dimensions, 10 clusters) one VQ attempt lasted on average 18 min using the RSC and 5 min using the KM algorithm (measured on a Sun Ultra2 200 MHz workstation with 768 MB working memory).
However, these numbers do not describe the necessary effort. This is apparent in the above examples. In fact, there are two tasks, namely the separation of the "patterns of interest" from other data, and the exploration of the relevant data with respect to their structure. Clustering is inappropriate for performing both tasks simultaneously. Cluster analysis of fMRI data becomes effective and practicable after using a contextoptimal preprocessing (cf. Goutte et al., 1999; Marchini et al., 2000) , which yields a formidable data reduction and simplifies the VQ optimization problem (i.e., decreases the dimension of the patterns and/or the number of patterns which, in turn, may reduce the number of clusters). For comparison, in Example 2 (40 patterns, 240 dimensions, 4 clusters) one RSC attempt took on average 2 s, and in Example 3 (1000 patterns, 240 dimensions, 10 clusters) it required about 6 min. The effective time costs were lower when using the RSC rather than the KM algorithm, because there were clearly fewer RSC attempts necessary in order to achieve the optimal or near-optimal result.
In order to further improve the VQ performance several possibilities can be considered. The use of heurististic initialization rules, in a number of VQ attempts, may increase the chances of a favorable initial-ization that leads to the optimal solution (e.g., an activation pattern that can be the seed point of a subsequent activation cluster). The convergence of the random search process can be made faster by an appropriate tuning of the algorithmic parameters (cf. Appendix).
Our results are also of potential significance for other applications in the field of neuroimage processing. The fundamental advantages of the global optimization strategy may be utilized, e.g., for the clustering of event-related fMRI data, and the segmentation of anatomical MRI, PET, or SPECT images. Because the random search approach does not pose strong constraints on the mathematical properties of the cost function to be minimized, stochastic VQ algorithms can be applied to a very broad class of optimization problems without any restriction to a particular type of data.
In recent years, there has emerged a number of proposals for neuroimage data analysis that touch on or belong to the approach of VQ. According to the current literature this direction will certainly be followed and probably broadened in the future. The present study may strengthen this potentially beneficial work by emphasizing the global optimization aspect as one significant feature.
APPENDIX
Generation of Simulated VTCs with Defined t Score
Let A and B be two normally distributed samples of size n A and n B , with means A and B , and with standard deviations s A and s B . The formula for the computation of the t statistics is
In the case of our voxel time series (see above) we have n A ϭ n B ϭ n. For the simulations we assume a normal distribution, s A ϭ s B ϭ 1, and as a baseline, A ϭ 0. After some modifications we obtain
where B is the mean difference between sample B and A for a given t score T. We can mimic a VTC by using the following four steps.
1. Set T (define the t value for the signals of a particular cluster).
2. Compute B (the mean activation level in terms of the VTC amplitude).
3. Randomize n values with A ϭ 0 (sample A) and n values with B (sample B), where s A ϭ s B ϭ 1. If we assume a larger hemodynamic response signal during the stimulus period, B Ͼ 0 then B denotes "activation". In the case of B Ͻ 0, B denotes "de-activation", otherwise ( B ϭ 0) B represents "nonactivation". A represents the control condition.
4. Concatenate the values from A and B in groups of ten, i.e., according to our block stimulation scheme. Steps 3-4 are repeated for each VTC of the cluster. Then the procedure is performed for the next cluster, and so on.
Furthermore, it seems worthy to point out a technical detail. The natural way to build the artificial VTCs includes a purely computer-based generation of (standard normally distributed) pseudo-random numbers. (We used the MATLAB 5.3 ™ software package.) Because the sequence is finite (n ϭ 120 in our case) the actual mean of the sample may not be zero as is supposed. Indeed we obtained sequences whose means differed by up to 0.25 from the target value of ϭ 0. Unfortunately, if we want to simulate a nonactivation cluster ( B ϭ 0, T ϭ 0) as we did in our study, an error of ⌬ ϭ 0.25 corresponds to a t score error of ⌬T Ϸ 2, i.e., we actually simulate an activation. In order to compensate for this numerical problem, we performed a mean value correction by shifting the sample towards B .
The Used RSC and SRD Parameter Settings
The stochastic search algorithms RSC and SRD have free parameters that must be defined prior to the analysis.
Let be the mean step size of the (gaussian distributed) stochastic search steps. ϭ 1.0 implies that the mean step size is as large as the standard deviation of the data in a particular dimension. This is a good starting value when the VQ begins, because it means that any point in the search space can easily be reached from any other point in one iteration step. In order for the algorithm to converge within a restricted time frame it may be necessary to reduce the step size as the search proceeds and the current point in the search space approaches that of the global minimum. The following parameters control the step size.
RSC Parameters
-Define i and f to be the initial and the final values of during the search process.
-Increase by a factor f s if the last s search steps were successful (i.e. the VQ error declined in each step).
-Decrease by a factor f u if the last u search steps were unsuccessful (i.e. the VQ error did not decline in any of these steps).
In the present applications we set s to a very large number. Thus, the option of increasing the mean step size was deactivated. In all computations we used i ϭ 1.0 and f u ϭ 0.5. Furthermore, we selected the values 20, 10, 5, and 3 for the parameter u, and 100, 25, 0.1, and 0.1 for the parameter f u in the examples 1-4 respectively.
SRD Parameter
-Define n to be the number of search steps during which is asymptotically decreased from 1 to 0 according to a given function.
The SRD algorithm was applied twice (example 2), with two values for the parameter n. Firstly (n ϭ 69), we let the SRD run for as many iterations as the RSC needed on average (which was 68.9) in order to compare the performance for nearly the identical computational effort. Because the SRD performed worse than the RSC, we also tested how much the SRD performance can be improved when the effort is increased (n ϭ 500).
Moreover, one may let the RSC and the SRD terminate ahead of schedule if the VQ error or the iterative error reduction fall below predefined thresholds. However, this was not done in our computations because our main goal was to reach the global VQ error minimum.
For each cluster we used a different VTC as the initial prototype vector. This ensures that the initial clusters are not empty and, in most cases, the final clusters are not empty. The initial prototypes were randomly selected, because this rule does not introduce a systematic bias, and because the initial cluster centers are, presumably, spread over the entire data set.
More details about the RSC and the SRD algorithms can be found in the original literature (Möller et al., 1998; Zeger et al., 1992) .
Strategy for the RSC and SRD Parameter Setting
An analytic method for the optimization of the algorithmic parameters does not exist. Therefore, the following strategy may be useful. 0. Assumption: If there is a clear structure in the data at the chosen number of clusters, the VQ error function should have a large basin of attraction of which the deepest point is the global minimum. The search will unlikely stop by chance over and over again in just one of the local minima. Thus, if the algorithm repeatedly provides the same partition, and this partition represents the empirical VQ error minimum, D ∨ , it can be taken, as an indication, that D ∨ is the true global minimum.
1. Define two parameters for the estimation of the global minimum, D ∨ :
A, the number of independent (stochastic) VQ attempts performed, and A min , the minimum number of VQ attempts in which D ∨ is obtained.
2. Perform a series of A VQ attempts and count A ∨ , this being the number of VQ attempts, in which D ∨ was actually reached.
3. If A ∨ Ͻ A min , adjust some parameter(s) and repeat 2.
When using the SRD, increase the number of steps, n.
In the case of the RSC, there are several possibilities: (a) If the last VQ error reduction occurred at the final step size f , the optimization may not have finished. Thus, choose a smaller value for f .
(b) Choose a larger value for u and/or a smaller value for f u . This results in a more intensive search and/or a more subtle adaptation of the step size.
(c) Choose s Ն 1 and f s Ͼ 1 in order to strengthen the search in favorable directions.
4. If A ∨ Ͼ A min , one may shift the parameter(s) in step 3 into the opposite direction. This will yield a faster search, making possible an increase in the number of attempts, A, which broadens the basis for the D ∨ estimation.
If none of the adjustments yields a result A ∨ Ն A min , A min may have been defined too optimistically or the assumption (point 0) may not be fulfilled. Therefore, one needs to re-consider whether a smaller value of A min is acceptable and to check whether another setting for the number of clusters is appropriate, or whether the structure in the data can be sharpened using another kind of preprocessing. Of course, if all this does not help, there might be no relevant structure in the data.
