Introduction
Let L be a first order system Lðx; DÞ ¼ X n j¼1 A j ðxÞD j where A 1 ¼ I is the identity matrix of order m and A j ðxÞ are m Â m matrix valued smooth functions. In this note we continue the study [1] on the question when we can symmetrize Lðx; DÞ smoothly. In particular we discuss some connections between the symmetrizability of Lðx; DÞ at every frozen x and the smooth symmetrizability. Let Lðx; xÞ be the symbol of Lðx; DÞ:
Lðx; xÞ ¼ X n j¼1 A j ðxÞx j ¼ ðf where f i j ðx; xÞ stands for the ði; jÞ-th entry of Lðx; xÞ which is linear form in x. Recall that dðLðx; ÁÞÞ ¼ dim spanff i j ðx; ÁÞg is called the reduced dimension of L at x. This is nothing but the dimension of the linear subspace of Mðm; RÞ, the space of all real m Â m matrices, spanned by A 1 ðxÞ; . . . ; A n ðxÞ.
Our aim in this note is to prove Theorem 1.1. Assume that Lðx; xÞ is symmetrizable at every x near x, that is there exists a non singular matrix SðxÞ which is possibly non smooth in x such that SðxÞ À1 Lðx; xÞSðxÞ is symmetric for every x and the reduced dimension of Lðx; ÁÞ b mðm þ 1Þ=2 À ½m=2 and m b 3. Then Lðx; xÞ is smoothly symmetrizable near x, that is there is a smooth non singular matrix TðxÞ defined near x such that TðxÞ À1 Lðx; xÞTðxÞ is symmetric for any x and any x near x.
In the series of papers [2] , [3] , [4] and [5] the second author proved that if LðDÞ is strongly hyperbolic and the reduced dimension of LðÁÞ b mðm þ 1Þ=2 À 2 then there exists a constant matrix S such that S À1 LðxÞS is symmetric for every
x. Combining with the above theorem we conclude that the strong hyperbolicity of Lðx; DÞ at every frozen x implies the strong hyperbolicity of Lðx; DÞ if the reduced dimension of Lðx; ÁÞ b mðm þ 1Þ=2 À 2. This result, when the reduced dimension of Lðx; ÁÞ b mðm þ 1Þ=2 À 1, was proved in our previous paper [1] .
A Lemma
Recall that Lðx; xÞ ¼ ðf 
Since y i ðx; ÁÞ are linearly independent, with 
A Special Case
Let us denote J ¼ fði; jÞ j i > jg and J ¼ fði; jÞ j i b jg. We show Let K be a subset of indices ði; jÞ then we denote K P ¼ fði; jÞ P j ði; jÞ A Kg:
We devide the cases into three according to the dimension of E:
Note that 4 a dim E a 6 by our assumption. Taking a suitable permutation matrix P we may assume that ð2; 1Þ A K P . We drop the su‰x P in K P . We still devide the cases into two: II) a the other entry of K is on the third row II) b the other entry of K is on the last row. Assume II) a . Then either K ¼ fð2; 1Þ; ð3; 1Þg or fð2; 1Þ; ð3; 2Þg. Recall that We choose x ð1Þ so that and MðxÞ is a 9 Â 9 matrix. It is easy to see that 
This is invertible and we get the desired assertion. III) dim E ¼ 5. By the assumption there is ði 0 ; j 0 Þ, i 0 > j 0 such that f 
which is non singular. Thus we get the desired assertion. The remaining case can be proved by the same arguments. r
Proof of Theorem
We first show the next lemma. Proof. We prove this lemma by induction on the size of the matrix Lðx; xÞ. When m ¼ 3 or m ¼ 4 with dðx; ÁÞ b 9, the assertion was proved in our previous paper [1] 
We first treat Case I. We denote by K the set of indices ði; jÞ, i > j such that f i j ðx; ÁÞ, ði; jÞ A K are linear combinations of the other mðm þ 1Þ=2 À m À k entries f i j ðx; ÁÞ, i > j which are linearly independent. By the assumption, f i j ðx; ÁÞ, i b j, ði; jÞ B K are linearly independent. Considering P À1 Lðx; xÞP with a suitable permutation matrix P, we may assume that ð2; 1Þ A K P . As before we drop the su‰x P in K P . We further devide Case I into two cases: we first assume that K contains no ði; jÞ with i b 3, j ¼ We turn to the second case that K contains ði; jÞ with i b 3, 1 a j a 2. Let us consider the set K K ¼ fði; jÞ j ði; jÞ A K or ð j; iÞ A Kg:
Assume that K contains more than two such entries then it is clear that #ð K K V fthe first 2 rowsgÞ b 4
and this implies that
Hence, among the last m À 2 rows, we can choose two rows which verify the hypothesis of Lemma 2.1. Then one can apply Lemma 2.1 to conclude the assertion. Thus we may assume that K contains only one such ði; jÞ. Considering P À1 Lðx; xÞP with a suitable permutation matrix P we may assume that either K I fð2; 1Þ; ð3; 1Þg or K I fð2; 1Þ; ð3; 2Þg. We show that there is a p-th row with p b 4 such that
If not we would have
since K K has at least 4 entries in the first three rows. This is a contradiction because #ð K KÞ a 2k. Again considering P À1 Lðx; xÞP we may assume that
where L 22 is the ðm À 3Þ Â ðm À 3Þ submatrix consisting of the last ðm À 3Þ rows and columns of Lðx; xÞ. We may assume that K contains no ði; jÞ with i b 4, 1 a j a 3. If not we have at least 5 entries of K K on the first three rows and hence
Thus one can choose two rows among the last m À 3 rows which verify the hypothesis of Lemma 2.1. Applying Lemma 2.1 we get the desired assertion. Solving L 21 ðx; xÞ ¼ 0 we apply the same arguments as above. Note that We now study Case II. We show that we may assume that dim spanff 
