Introduction
Plants are valuable sources of phytochemicals; the phytochemicals with medicinal value has huge potential in drug development. Today, several chemicals derived from plants are used worldwide as important drugs. Hypericum species have been used as traditional medicinal plants due to their wound-healing, bactericide, anti-inflammatory, diuretic and sedative properties for many centuries [1] [2] [3] . The major phytomedicinal compounds of Hypericum plants are thought to be phloroglucinol derivatives hyperforin and adhyperforin, the naphthodianthrones hypericin, pseudohypericin, the flavonoids hyperoside, rutin, quercitrin, quercetin and biapigenin, the phenylpropanes caffeic acid, chlorogenic acid, and essential oils which possess a wide array of biological properties [4] [5] [6] . H. perforatum is the most popular plant species used in the treatment of mild to moderate depression today. It should be noted that H. perforatum also has a potential for Acquired Immuno Deficiency Syndrome (AIDS) treatment [7] [8] [9] .
Commercial drug application would require largescale production of this plant. Therefore, it is important to understand and optimize production factors. Salinity is one of the major factors that affect plant growth; it is a serious problem in many areas of world's causing considerable loss in agricultural production [10] . Saline soils occupy over 7% of the earth's land surface, and show high levels of salinity due to the soluble salts in irrigation water, fertilizers used in agriculture, and the saline soils in the soil profile [11] . The deleterious effects of salinity on plant growth are associated with low osmotic potential of soil solution (water stress), nutritional imbalance, specific ion effect (salt stress), or a combination of these factors [12] . Saline soils are generally dominated by sodium ions, with the dominant anions being chloride and sulphate, as they have a high sodium absorption rate at high pH and electrical conductivities (>4 dSm -1 ) [13] . Soil salinity may reduce micronutrients uptake due to stronger competition by salt cations at the root surface [14] .
The aim of this study was to determine the empirical relationships between reflectance and plant stress levels of hypericum leaves under stress conditions using multiple regression, artificial neural network and ANFIS models. If plant stress due to salinity and water can be quantitatively related to leaf reflectance, it could be used as an effective tool to monitor and manage this plant under these stress conditions.
Experimental Procedures

Plant establishment
Seeds were germinated in a float system, commonly used for seedling production of broad-leaves tobacco Burley and Flue-Cured-Virginia under a 16 h light: 8 h dark cycle. Newly emerged seedlings were transferred to pots, 26 cm in diameter, filled out with a peat, pearlite and soil (1:1:1) mixture. They were watered daily until reaching maturity. After maturation, the pots were moved to greenhouse conditions.
Salt stress and water deficiency experiments
City water supply (ECi: 0.4 dS/m) was used as irrigation water during the experiment. The salts NaCl, CaCl 2 and MgCl 2 at doses of 0.4 (control, S0), 1 (S1), 2.5 (S2), 4 (S3) and 8 (S4) dS/m were added to the irrigation water and applied to the plant to generate the four salt stress treatments. The doses were selected from the previous publications [15, 16] For water deficiency experiments, firstly control pots were irrigated with city water supply fully, and left to drain for fifteen minutes. Then the amount of irrigation water not leaked but held by the soils in the pots was determined as the required water (W). Thus, a total of 3 water treatments of W1, W2 and W3 (80, 100 and 120% of required water, respectively) were used in the water stress experiment. The pots were watered weekly. The experimental design was a full factorial completely randomized experiment with 3 replications. Thus 45 pots were used. The experimental factors were combined as the following and applied in 18 times with 2-3 days intervals. The reflectance measurements between 325 -1075 nm were made by means of a spectroradiometer (model Field Spec Pro FR, ASD, Boulder, USA). Three spectral measurements were made for each pot.
Data analyses
Data were analyzed for normal distribution and using analysis of variance. Modelling was done with MLR, ANN and ANFIS were implemented using the MATLAB software (Matlab® R2013a).
MLR model construction
The general purpose of multiple linear regression is to learn more about the relationship between several independent or predictor variables (x) and a dependent or criterion variable (y). A linear regression model assumes that the relationship between the dependent variable and independent variable(s) is linear. The model takes form y i = b 0 + b 1 x i + … + b p x ip + e I, i= 1, …, n, so that x i ′β is the inner product between vectors x i and β where ′ denotes the transpose.
The terminology used is: y is dependent variable and x are independent variables. Usually a constant (b 0 ) is included as one of the regressors [17] . The best models to predict the reflectance were developed with a least square analysis with various subsets of the independent variables, namely, wavelength (nm), irrigation levels (%), salt doses (dS/m), and their interactions.
Artifical neural network (ANN)
Artificial neural networks resemble human brain in two respects; the network acquires knowledge through a learning process, and the interconnection strengths known as synaptic weights are used to store the knowledge [18, 19] . ANNs are data driven selfadaptive non-linear systems. They can identify and learn correlated patterns between input data sets and corresponding target values, even when the underlying data relationship is unknown. ANNs have been widely used to model complex and non-linear processes and systems [20] . The ANNs can be explicitly programmed to perform a task by manually creating the topology and then setting the weights and thresholds of each link. The process of determining weights and biases is called training. The observed data set used to train the ANN is called the training data set. The training data set consists of input signals assigned with corresponding target (desired) output. The network training is an iterative process. In each iteration, weight coeffi cients of nodes are modifi ed using new data from the training data set. The weight coeffi cients and biases are adjusted in each iteration so as to minimize the error of prediction of target value. In this study, Levenberg-Marquardt (LM) Algorithm was used to train the network.
The Levenberg-Marquardt (LM) algorithm is an intermediate optimization algorithm between the GaussNewton (GN) and Gradient Descent (GD) algorithms [21] . It combines the speed of the GN algorithm with the stability of the GD method.
For LM algorithm, the performance index is optimized by minimizing error as defi ned below:
where e k is the k th error vector, w=[w 1 w 2 … w N ] T consists of all weights of the network, d kp is the desired value of the k th output and the p th pattern , o kp is the actual value of the k th output and the p th pattern, p is pattern number and K is the number of the network outputs [22] .
Jacobien matrix can be computed as equation:
Hessian matrix can be computed as equation.
where m: Marquardt learning parameter, and I: unit matrix. All weights of the network can be updated as equation.
where g , the Gradient vector can be computed as:
Notice that when µ is large, the algorithm becomes steepest descent, while for small µ the algorithm becomes Gauss-Newton. The Marquardt-Levenberg algorithm can be considered a trust-region modifi cation to Gauss-Newton [23] .
Adaptive Neuro-Fuzzy Inference System (ANFIS)
ANFIS incorporates the human-like reasoning style of fuzzy inference systems (FIS) by the use of inputoutput sets. FIS has a structured knowledge where each fuzzy rule describes a local behavior of the system, however, it lacks the adaptability to deal with a changing external environment. In the network, the basic learning algorithm, the back propagation, aims to minimize the prediction error. For these reasons, in ANFIS, both the learning capabilities of a neural network and reasoning capabilities of fuzzy logic were combined. The number of membership functions must be equal to the number of rules [24] . To present the ANFIS architecture, a common rule set with two fuzzy IF-THEN rules based on a fi rst order Sugeno model [25] are considered: Rule 1: If x is A 1 and y is B 1 , then f 1 =p 1 x+q 1 y+r 1 Rule 2: If x is A 2 and y is B 2 then f 2 = p 2 x+q 2 y+r 2 where: x and y are the inputs, A i and B i are the fuzzy sets, f i are the outputs within the fuzzy region specifi ed by the fuzzy rule, and p i , q i , r i are the design parameters that are determined during the training process. ANFIS model architecture is shown in Figure 1 [26] .
ANFIS has a fi ve-layer architecture as described below:
Layer 1: Every node i in this layer is an adaptive node with a node function. O 1,i = , for i=3,4, where x, and y are the inputs to node i, and A i , and B i are the linguistic labels (such as "small" or "large") associated with this node. In other words, O 1,i is the membership function of A i , and it specifies the degree to which the given x satisfies the quantifier A i . For example, if the Gaussian membership function is employed, given by (6) where {a i ,b i } is the parameter set of the membership function. These parameters are referred to as premise parameters. Layer 2: Every node in this layer is a fixed node labeled as P . This layer involves fuzzy operators. It uses the AND operator to fuzzy the inputs. The output of this layer can be represented as: (7) Layer 3: Every node in this layer is a fixed node labeled N .The i th node calculates the ratio of the i th rule's firing strength to the sum of all rule's firing strengths:
where is an outputs of this layer which is a vector called normalized firing strengths. Layer 4: Every node i in this layer is an adaptive node. The output of each node is simply the product of the normalized firing strength and a first order polynomial. (9) where {p i ,q i ,r i } are the consequent parameters.
Layer 5: The single node in this layer is a fixed node labeled ∑. This node computes the overall output as the summation of all incoming signals.
ANFIS used in hybrid learning algorithm integrates Gradient Descent and Least Squares Estimation algorithm. The hybrid algorithm is composed of a forward pass and a backward pass (Table 1) .
Model performance comparison and evaluation
In this research, models were optimized using MATLAB toolbox. The ANN-MLP model used 13 hidden neuron with logsig activation function. The model was set to stop training at 100 epochs. The ANFIS model used 3x3x3 fuzzy rules (gaussmf) and 400 epochs. In this study, values accounted for (VAF) and root mean square error (RMSE) were calculated to evaluate the prediction capacity of MLR model developed in the study.
where y and y' are the calculated and predicted values, respectively. If the variance accounted for (VAF) is 100% and root mean square error (RMSE) is 0, the model would be perfect model. Mean absolute percentage error (MAPE) is a measure of accuracy for a fitted series in statistics. It was used as another measure of model performance.
Where, A i is the observed value and P i is the predicted value. The calculated values of RMSE, VAF and MAPE indicated high prediction performances.
Results and discussion
Multiple Linear Regression (MLR) and Artificial Neural Network (ANN) models are both widely used in many areas for prediction and classification purposes. MLR is a traditional statistical technique, and it has an established methodology. ANN is a computational modeling tool that used to solve many complex real world problems due to its remarkable learning and generalization capabilities [27, 28] . ANN is being used in water quality and water resources to estimate evaporation, evapotranspiration, rainfall, runoff, and nutrient transportation [29, 30] , accounting and fi nance [31] , health and medicine [32, 33] , engineering and manufacturing [34, 35] , and marketing [36, 37] . The ANN and MLR are used to predict the empirical relationships between refl ectance and plant stress levels of hypericum leaves under stress conditions using multiple regression, artifi cial neural network and ANFIS models. Artifi cial neural network and ANFIS models are outperformed compared to multivariate regression [38] .
Basic statistics of the data collected are shown in Table 2 . Refl ectance of Hypericum leaves ranged between 0.0571 to 0.8948 with an average value of 0.4847. The average values of salt and water levels were 1.8750 dS/m and 100% respectively, with ranges of 0 dS/m -4 dS/m for salt, and 80%-120% for water.
Correlation Analysis with MLR
Statistically signifi cant and strong linear correlations were found between refl ectance and salt defi ciency. Refl ectance was used as the dependent variable. The leaf refl ectance was normally distributed (Table 3) , with low skewness and kurtosis values of 0.007 and -1.839 respectively.
Multiple linear regression analysis to correlate the salt, water defi ciency and wavelength to refl ectance showed that water level was not correlated to refl ectance at all (Table 4) . Salt level was negatively correlated to refl ectance, indicating that the refl ectance decreased with increases in salt levels. On the other hand, wavelength was positively correlated to refl ectance. The refl ectance measurements between 325-1075 nm were made by means of a spectroradiometer.
Multiple regression model to predict refl ectance is given below. The R² value is a good indicator to check the prediction performance of the model. Figure 2 shows the relationships between actual and predicted values for the multiple regression model for refl ectance. In this study, values accounted for (VAF) and root mean square error (RMSE) were calculated to evaluate the prediction capacity of MLR model developed in the study as employed by Yilmaz and Kaynar [19] . Mean absolute percentage error (MAPE) is a measure of accuracy in a fi tted series value in statistics. It was used for comparison of the predicted model performance (Table 5 ).
ANN Model Performance
The RMSE and VAF of ANN-MLP model for training were 0.01, and 0.02, and for testing were 99.60% and 99.54% respectively. The ANN-MLP model was able to explain 99.80% of variability in refl ectance. Figure 3 shows that relationships between actual and predicted refl ectance of Hypericum leaves for ANN and ANFIS models.
The error of prediction was calculated and plotted for all and the fi rst 100 observations (Figure 4 ). These graphics show that the deviation interval for all and fi rst 100 data were (±0.5) of the predicted refl ectance for the ANN-MLP model, which is much smaller than the deviation interval for multiple regression (-0.5 to +0.5) and ANFIS (-0.5 to +0.5).
According to these results, the multiple regression model for prediction of refl ectance (R 2 =0.75) was a good performans but it was not as good as ANN-MLP and ANFIS. The ANFIS model has got a good performance (train R 2 =0.996, test R 2 =0.996) when compared with the multiple regression model. ANN-MLP model (train 
Model Comparison and Discussion
The features of Artifi cial Neural Network are massive parallelism, distributed representation, learning ability, generalization ability, and fault tolerance. These features show us the ANN depends on biological neural systems, and it can learn and solve the problem by itself according to the learning ability. Artifi cial neural network can predict leaf refl ectance with higher accuracy. This study has made Artifi cial neural network recommended method in similar studies. When the input and output of the system are complicated (multiple input and output, nonlinearity, etc.), with the help of structural advantages, the artifi cial neural network could estimate with high accuracy. Overall, the information processing capabilities and the ability to recognize and learn from input and output regardless of the problem's dimensionality and nonlinearity makes ANN and ANFIS more effi cient methods compare to multiple regression models on the estimation of leaf refl ectance.
Conclusions
The study developed an ANN model and compared it to the ANFIS and multiple regression models for predicting leaf refl ectance from salt and water levels as well as wavelenth. The ANN model estimated the refl ectance of Hypericum leaves with a higher accuracy than the ANFIS (train R 2 =0.996, test R 2 =0.996) and multiple regression models. Both ANN (train R 2 =0.998, test R 2 =0.998) and ANFIS models resulted in higher accuracy and lower errors of prediction than the traditional MLR model. The use of ANN and ANFIS can provide a new approach than simple statistics for precision agricultural practices. When there are multiple inputs, and complex relationships between the inputs and output is being modeled, both ANN and ANFIS provides a structural advantage to linear regression.
