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Abstract 
In this paper, a Hankel determinant whose entries belong to a real finite dimensional 
vector space is defined. Such a Hankel determinant appears, purely as a computational 
process result (lacking of any property), in the algebraic approach to the vector c-algo- 
rithm and in the theory of vector orthogonal polynomials. The aim of this paper is to 
give an independent study of these determinants, involving their fundamental algebraic 
properties. 0 1998 Elsevier Science Inc. All rights reserved. 
Kcyxwd.s: Designants; Clifford algebra; Clifford group; Hankel determinants 
1. Introduction 
Let K denote a field (or ring), M,,(K) the set of square matrices whose coef- 
ficients are in K. The classical determinant is an application, denoted by det, 
det : M,(K) -+ l-6: 
A -+ det(A), 
characterized by the following conditions: 
(1) det is multilinear with respect to the rows of A, 
(2) det(A) = 0 M A singular, 
(3) det(A x B) = det(A) det(B). 
Our purpose is to define a Hankel determinant whose entries belong to a vector 
space, obeying two principles: 
1. It must belong to the same finite dimensional vector space. 
2. As for the classical determinant, a recursive rule allowing us easy computa- 
tions is required. 
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We shall see, in Section 4, that our definition of vector Hankel determinants 
is closely connected with determinants whose entries belong to a noncommuta- 
tive ring. Noncommutative determinants were a subject of interest for many 
people, among them Cayley [5], Richardson [17], Dieudonne [7], and it is still 
of actuality. Let us recall two principal results on the subject. The first one is 
Dyson’s theorem ([9,12]). It states that if there exists an application det satis- 
fying (l)-(3) then the multiplicative law on K is necessarily commutative. 
The second one is due to Dieudonne [7]. He defined an application det, 
det: M,(K) 4 (W*/C) U {0}, 
where K’ = 06 \ (0) and C the group of commutators of lK*. It satisfies the 
conditions (l)-(3). When K is commutative then (W*/C) u (0) is isomorphic 
to K and the application coincides with the usual determinant. In the noncom- 
mutative case, (K*/C) U (0) cannot be identified with K and the value of det is 
an equivalence class. For this reason, this definition is not adapted to our pur- 
pose. This shows the important role played by the commutativity of the mul- 
tiplicative law in the theory of determinants. In [14], Ore defined some 
“determinant” of a system of linear equations whose coefficients are in 116 (non- 
commutative). But the disadvantage of this definition is that there is no way of 
computing recursively these “determinants”, which makes this definition 
unuseful in practice. Other definitions were proposed by various authors. They 
are variants of Dieudonne’s definition [12,2] or definition for particular 
structure [9]. However, there is an old definition which seems particularly 
adapted to our purpose since it satisfies the two principles above. It is the 
notion of designants. They were proposed by Heyting in 1927 [lo]. 
We shall now give briefly the definition and some properties of designants. 
For more informations, see [ 10,15,16,18]. 
Consider the system of homogeneous linear equations in the two unknowns 
xi, x2 E 06, with coefficients on the right: 
Xlall +xza12 = 0, 
xia21 + x2a22 = 0, 
a,, E K, i,j= 1,2. 
Suppose that al, # 0, then by eliminating the unknown x1 in the second equa- 
tion of the system, we get 
x2(a22 - 424z21) = 0. 
Set 
Af = all a12 I I = a22 - a32a;{a21. a21 a22 r 
Af is called the right designant of the system (1). The suffix r indicates that 
the designant in question is a designant of the right system (1). If A: # 0, then 
system (1) has only the trivial solution. 
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In the general case, we proceed in the same way: Consider the system of ho- 
mogeneous linear equations in the n unknowns xl, x2,. . ,x,,. with coefficients 
on the right: 
xlall+ x2ai2-t “’ +x,a1, = 0, 
x1++ xza22+ ... +x,a2” = 0. 
(2) 
xla,l+ x$&z+ “’ +x,a,, =I 0, 
where a,, E K for i,j= 1: . . . . ~1. 
By eliminating XI from the (n - 1) last equations, then x2 from the (n - 2) 
last equations, and so on, we obtain x,d: = 0. AT is called the right designant 
of the system (2) and it is denoted by 
al) . . . Qlrl 
la,, . . . arm 
A: has a meaning only if its principal minors 
all . . . al.,-1 
alI 012 
all, 
I i 
,..., : . . 
021 a22 r 
an-l.1 ." fJn-l.,1-l 
are all different from zero. 
Similarly, one can build the left designant A; of the system of homogeneous 
linear equations in the PZ unknowns xl ,x2.. . . .q, with coefficients on the left: 
allxl+ a12x2+ “. +a1,x,, = 0, 
&lx1 + az2x2+ ... +aznx,, = 0: 
(31 
GlXl + 42x2-t ." +annx, = 0: 
whereajiEKfori,j=l:...>n. 
Now, let us enumerate briefly some fundamental properties of designants. Let 
A” be the right designant of orderp obtained from A: by keeping the p first rows 
and columns and A$ the right designant or orderp + 1 obtained from A: by keeping 
therows 1,2 ,... ,p,qandthecolumns 1,2 ,.... p.~.ThusAg+,,~+, =AP-‘. 
Property 1. 
($+,,p+, '. A;+cl.H / 
A;= : . . : 
A!&+, . . 4, r 
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Taking p = n - 2, we obtain Sylvester’s identity [lO,l] for designants 
A; = A;,:;, ;;J; 
n,n-1 n.n r 
Let D be the determinant of the system (3) where the field K is commutative. 
A: the right designant of the same system (here A: = A:), we have a relation 
between designants and determinants. 
Property 2. If 116 is commutative, 
all . . . al, 
zz A:A”-’ . . A2all. 
. . . unnl 
We also have the following property. 
Property 3. 
ali . . . a1n 
. . 
. =o* . . . . . 
ad . . . arm r 
the vectors column are linearly dependents on the left, which means that 
31,). . . , ,I,, E I6 not all zero such that R1 c’ + . . . + A,,?’ = 0, where c’ is the ith 
column. 
To end this section, let us give two properties which will be used in the sequel. 
Property 4. A designant does not change when permuting two columns 
(respectively two rows) both d@erent from the last one. 
Property 5. When permuting a column with the last one, we get 
-1 
a11 . . . a-2 al, ah-1 
all . . . al, 
. . 
. . 
. . . = 
. . 
q-11 . . . an-b-2 G-In an-b-l a,1 . . . arm r 0 . 0 1 0 r 
X 
alI . . . ah-2 al, al,-1 
. . 
a,_11 . . . an-h-2 4-h G-In-1 
a,] . . . arm-2 arm am-1 r 
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For all the proofs, see [10,15,18]. Let us just say that since designants do not 
satisfy the condition (l), they have properties completely different from those 
of determinants, but also some similarities with them. 
2. Clifford algebra 
Let us first recall some definitions and elementary properties of a Clifford 
algebra. Let V be an Euclidean vector space of dimension d. Let {er . , ed} 
be an orthonormal basis of V, the scalar product of two vectors X, Y will be de- 
noted (xl??). There exists a unitary, associative but noncommutative (for d > 1) 
algebra C(v) called the universal real Clifford algebra associated to V (see 
[2,6]), which satisfies the following fundamental property. 
There exists a linear transformation @ : V + C(V) such that 
Vx E V. (@p(X))* = (xjx)Eo, 
where E0 is the unit element of C( P’). 
Setting E, = @(e;) for i = 1, . . , d: the system {E, , . , Ed} is a generator of 
the algebra; each element of C(V) can be written as a linear real combination 
of finite products of I?,. This algebra is also the real vector space spanned by the 
products. 
E,, . . E,?. O<il < ... < i,<d. 
The system {EO, El! . . , Ed, EIE~, . . 1 El . . Ed} is a basis of C(V) and it is easy 
to see that its dimension is 2d. 
There are various matrix representations of E, (see for example [l 1,13,22]). 
We may identify each x = Cf=, xiei E I/ with X = Cf=, XiEi E C(V) and each 
i. E iw with i.Eo E C(V). According to this identification, one can consider V 
and Iw as subspaces of C( V). The basic elements e,, i = 1:. . d verify the re- 
lation 
e,e, + e,e; = 26;j, (4) 
where 6, is Kronecker symbol. From the relation (4), we deduce the main 
relation 
Vx E V> VY E Y, xy+yx = 2(X(Y). (5) 
The relation (5) has two particular cases. The first one occurs when the vector N 
is orthogonal to the vector Y (that is (n1.Y) = 0). So 
XlY xy = -_L7c. (6) 
The second one is when x = y, 
xx = (XIX) = llx(/2. (7) 
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So, for x E V, different from zero, its inverse is given by 
x -1 =& 
Thus any nonzero vector x of Vis invertible. However, this assertion is not true 
for any element of C(V). In fact, C(V) is not a division algebra: for example, 
1 - ei # 0, l+er #0 and (l-ei)(l+ei)=O. 
From relation (5), we can deduce the following relation: 
&x,y E v, xyx = 2W)x - ll~l12V. (9) 
So, for all x,y belonging to V, the product xyx belongs to V. From Eq. (9) we 
deduce (see [22]) 
vx,y,z E V, xp+zyxg V. (10) 
The relation (9) has an equivalent form which has the following geometric in- 
terpretation: 
vx E v, xf 0, vy E v, x-$x =2 2blY)X _ y . 
lbll 
(11) 
Consider a nonzero vector a E V and the automorphism 
5, : v+ v, Y 4 Q-h = LOi) = -dY) 
with zab) = Y - (~(~l~>~)/(ll4”). z, is the orthogonal symmetry with respect 
to the hyperplane (Ra)‘. In fact, z,(a) = a - 2a = -a, and for y E @a)‘, we 
have (a/v) = 0 and Z,(JJ) = y. 
3. Clifford group 
Definition 1. Let G(V) = {rIz,ui; m E N*; ui E V \ (0)). G(V) forms a 
group for the multiplicative law [2]. This group is called Clifford group. 
There exists a norm on G(V) called the “spinor norm” defined in the follow- 
ing way: Let- be the anti-automorphism on C(V) defined on the basic elements 
by & = eo, & = ej, for i = 1,. . , d and (ei, r e;,) = e, . . . ei, for 0 < ii < . 
< i, 6 d. So we immediately have 
Vx E C(V), k+ E C(V), x2, =yi. (12) 
The spinor norm is the map from G(V) into lR+, denoted 11 (1, and defined by 
lI4l = J= I g uu. n eneral utl does not belong to IR’ when u is an arbitrary element 
of C( V). But for all element u belonging to G(v), J/U/( belongs to lR+ \ (0) (see 
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[2,11]). More precisely, let u be an element of G(V), then there exists 
Ul,...; u,. E V \ (0) such that u = uI . . 11,. We have 
4. 
uii = jlu(12 = 2.41 . . l&l?, u^; = llu, /12.. lIz& 
Vector Hankel determinants 
In various domains, one can be led to solve 
(St) n c xiai, = b,, i= I,....% 
,-I 
(13) 
where the a,,‘s and the b,‘s are in the vector space V. For solving this system, 
one can transform it to the system 
(S2) Cxj(yja,i) = bibi), i = 1,. ,TZ. 
/=I 
where _r is an arbitrary vector. This technique was used for building some vec- 
tor extrapolation algorithms (topological E-algorithm, vector E-algorithm (see 
[3]), it is also used in 141. However, this technique failed to explain that the vec- 
tor c-algorithm is still an extrapolation method (see [19]). The reason is that a 
real solution X = (X1, . . . !x,,)~ E V of (Sl) is solution of (S2), but the reciprocal 
is not necessarily true. The aim of this work is to give, under some conditions, a 
necessary and sufficient condition that the system (Sl) has one and only one 
solution without introducing any auxiliary vector J. 
For simplicity, we take IZ = 2 in (Sl) in order to specify precisely the notions 
mentioned above. Consider the system 
(S) 
xlall + xm = h, 
xla21 + x2a22 = bl. 
aj,>bi E V, i.j= 1,2 
If 
A; = all a12 ! I = a22 - al*a,,‘all a21 a22 r 
is invertible then (S) has one and only one solution x = (x,. x2) in C( V)‘. df ex- 
ists if and only if al, is invertible which is equivalent to say that al, is different 
from zero since all E V. But for df the situation is not the same, since Af be- 
longs to C(V) and not necessarily to Y. Thus, it can be different from zero and 
not invertible. Another problem is that, in general, it is not easy to compute the 
inverse of an invertible element of C( V). For these reasons, this general defini- 
tion (aij are arbitrary elements of v) has no practical interest. However, when 
(S) is a vector Hankel system which means that (S) has the form 
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X’CO + xzc, = b,) 
XICI +x2c2 = b2, 
ck E v, k=O ,..,, 2, b,EV,i=1,2. (14) 
the same definition becomes interesting. In fact, its right designant 
A; = co c’ I I Cl c2, = c2 - c&, 
always belongs to V (I 1) contrary to the general case and it is invertible if and 
only if it is different from zero. Its inverse is simply computed by Eq. (8). 
Remark that if we interchange the column of the system above, we obtain 
XICI + xzco = b,, 
XICZ +XZCI = b2, 
ck E v, k=O,..., 2, b,EV, i=1,2. (15) 
Its designant is 
Cl co I I = c, - cot, -‘q = c0c~‘(c&, - Q) c2 Cl r 
and it belongs to G(V), but not necessarily to V. However, computing its in- 
verse is still easy (13). In this case, we remark that 
1: ::/,=I:: f:I, 
We denote by 
co Cl I I Cl c2 
the common value and will be called the vector Hankel determinant (VHD) of 
the system (14). General solutions of the system are in C( V)2, but when 
Eq. (14) has a real solution, we recover it, since lJ&! is a subspace of C(V), with- 
out introducing an arbitrary vector y. 
Consider now the general vector Hankel system 
XICOS x2c1+ ... +x,c,-I = bl, 
x1c1+ x$2+ ..’ +x,c, = bz, 
(16) 
XlC,-1+ xzc,+ ... +w2n-2 = b,, 
whereci,i=O ,..., 2n-2andbi,i=l,... , n belong to V. We shall show that 
the right designant of this system belongs always to V and deduce that it is inv- 
ertible if and only if it is different from zero. 
Lemma 1. Let x, y, z, t be four vectors of V, we have xyzty + ytzyx E V. 
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Proof. Applying Eq. (9) several times to XJCQ, we obtain xyzty +ytz_m = 
2(zlt)(yly)x - 2(xly)(yzt + tzy) 2(xlt)_vzy - 2(xlz),ti.v + 4(xjy)(zlt)y. Using rela- 
tion (lo), the result follows. 0 
Lemma 2. Let 
A={x, Ix,E V; i=l,.... 4). 
(T u pertnutation of’ (1, 2, 3, 4). Let xs E A. We huve 
V. 
Proof. Using Lemma 1 and relation (IO), the result is obvious. 0 
Lemma 3. For aij E V, i, j = 1:. . n. we have 
al] .-I-. al, 
. 1 
Q,,I “’ an,, r 
Proof. See [20]. 0 
all ". ani 
. . 
. ., 
. . 
al, . arln r 
Theorem 1. Let CO,CI~. . . . be a vector sequence (cl E V). The right designant 
Cl) C] Ck 
Cl c2 . . . ck+ I 
Ck ck+] C?k r 
is an elmmt qf V. 
Proof. For IZ = 0, we have /colr = cl) E V; for n = 1, we have 
(‘0 Cl 
I I 
= Cl - ClC{lCl 
Cl C? r 
which belongs to V (9). Thus, this assertion is easy to prove for n = 0 or n = 1. 
Let us see what happens for n = 2. Setting 
cg Cl C? 
co C? 
t = Cl C? c3 ; U= I i ; l?= 
C2 c3 c4 
c:! c4, 
r 
CC) (‘2 
Cl c3 
co Cl 
x= I !. ('2 c3 r 
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By Sylvester’s identity, we have t = u - uw-‘x. Lemma 3 gives x = V. So 
t = u - vwp’V. Now we can see that u and w belong to V (these results corres- 
pond to the case n = 1 above). If v E V then Eq. (9) allows us to say that 
VW-‘6 E V. The problem is that, in general, v does not belong to V (since 
v = c3 - c2c0 -lc' and c2c~‘c’ is not necessarily in I’). However, we will prove 
that the product VW-‘5 is still in V. Since w-’ = w//1wjj’ it is the same to prove 
that y = VWV belongs to V. In fact, 
y = (Cj - C&~)W(C~ - c,c,l c2) =a-b+c 
with a = c3wc3 which belongs to V, c = QC;’ C’WC’C;‘C~ also belongs to V (9) 
b = d + d with d = c~wc’c;‘c~. Now expanding w, we obtain d = c3(c2 - c’ 
c~]c')c'c~~c~. SO d = e- f, with e = C~C~C'CO'C~, f = c~c'c~'c'c'c~'c~. 
Using_ Eq. (7) we obtain f = (~I_c~~~~/~~c~~~~)c~c~c~. We have b = e+& 
(J +f). From Eq. (10) we get f + f E V. Then 
c3C2c'c,,c2 +c2CoC'C2C3) E v 
by using Lemma 1. Thus b E V, and then, t E V. 
For n = 3 and n = 4, using only Sylvester’s identity, we have done most of 
the computations for proving the assertion. In these computations, we noticed 
expressions similar to Eq. (9) ( mentioned in [22]) and Lemma 1 but longer 
since involving more vectors. These expressions belong always to V. However, 
these computations lead us to the proof in the general case which is as 
follows: 
Hypothesis of induction: Suppose that the vector Hankel designant HP” 
belongs to V for p < rz, where 
ck ,.. ck+p 
HP”= : . 
ck+p . . . ck+2p r 
There is no loss of generality in proving the assertion only for H,“. Using Prop- 
erty 4 (for adequate columns), we have 
C’ . . . G-1 Co c, 
H,” = 3 
c, . . . c2n-2 cn-1 CZn-I 
ICn+l ... CZn-1 cii C2n Ir 
and the same property (for adequate rows), we obtain 
H,o = 
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C? . c, Cl G+1 
c,, . . C2np2 C,-I CZn-I 
Cl . . . G-l co c,, 
Cntl “’ CZn-I cn C2n r 
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Applying Sylvester’s identity and Lemma 3, we get H,” = u - WV-‘%, with 
u = H,--, which belongs to V (induction’s hypothesis) and 
c2 . . . C,, Cl c2 c, cn-I I 
V= w= 
c, . C2n-2 C,-I c, . . CZ,r-2 C2n- I 
(‘I . . Ccl co Cl . . cn-I cl7 I 
We have to prove that wv-‘G belongs to V. By reversing the numbering of the 
n - 1 first rows of v and using Property 4 (for rows), we have 
c n C2np2 cnpI 
c2 . . c, Cl 
Cl . . . cn-1 co Ir 
Reversing again the numbering of the first IZ - I columns and using Property 4 
(for columns), we obtain 
VT 
C2n-2 c, c,,-1 
. 
c n c2 Cl 
C,_l . . . Cl co II 
Using the induction hypothesis, we deduce that v belongs to V. Reversing the 
numbering of the first n - 1 rows of IV, we obtain 
(17) 
For using the induction hypothesis. we reverse the numbering of the first IZ - 1 
columns and we obtain 
158 
w= 
Using Property 5, we obtain w = x-‘ur, with 
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f&-2 . . . c, C2npl 
. . 
. . 
. 
c, . . c2 &+I 
I C2n-2 .‘. Gil C2npI Cn 
x= 
G-1 . . Cl Cn II 
c, . c3 Cn+l C2 
0 . . . 0 1 0 
C2n-1 C2+2 . c, 
C2n-2 C2n-3 . . . Cnp1 
fJI= . . . . . 
CR c,-1 . . Cl r 
Thus, by the induction hypothesis, we obtain UI E V. Applying Sylvester’s id- 
entity to x, we obtain x = --urw;rt, with 
VI = 
t= 
C&-2 . . . c, Q-2 . . Cn+l C2npI 
. . 
. . 1 WI= : . > 
I c, . . . C2 Ir 
C2+2 . . G+1 CZn- I 
Cn+l ... C4 Cn+2 
0 . . 0 1 
c, . . . c3 Cn+l Ir 
We have t = 1 (see [IS]) and the induction hypothesis allows us to say that vl 
belongs to V. Using adequate permutations of rows and columns (Property 4), 
we obtain 
Cn+l ‘. . C2n-2 CZn-I 
w,= : . . (18) 
c3 . . . c, Cn+l r 
We remark that this designant is obtained from w (17) by deleting the first col- 
umn and the last row. Sow = x-‘~1 = -(zI~w;~)-~u~ = -wlv;Iul, where ur and 
ul belong to V. 
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We can now apply the same process to wl, and using the induction hypoth- 
esis, we obtain WI = -w~v~‘u~, where v2 and 112 belong to V, and w2 is the de- 
signant obtained from w1 by deleting the first column and the last row. We 
have w = -w2v;‘u2v~‘ul. 
It is obvious that the process can be repeated and we obtain 
-‘u 7 -I w = (Tw,p2v,_2 n-_ . VI Ul, u,,u, E V! i= l,.... n-2. 
where w,_2 is the right designant obtained from 1~’ by keeping the first and the 
second rows and the last but one and the last column, in other words 
QnpZ CZn- I 
w,,-2 = 
C2nm3 CZn-2 r 
and cr = (-l)nP’. Setting a = c2n_3, b = c~+~,c = cznml, and d = v;!~u,_~. 
v;‘ul, we obtain w = cr(b - cb-‘a)d; a, b, c are in V, while d is in G(V) if it 
is different from zero. So 
wvti = (o(b - cb-‘a)d)v(a(b - c%‘a)d). 
Using Eq. (12) we obtain 
WOW = (b - cb-‘a)dvd(b - &‘a) = (b - cC’a)dvd(b - ab-‘c). 
Setting i; = dud, as d belongs to G(V), it is obvious that < belongs to V. Ex- 
panding WOW, we obtain 
WOW = h@ + cb-‘atab-‘c - (btab--‘c + cbpla<b). 
The first and the second term of the right-hand side belong to V, and by using 
Lemma 1. 
proof. 0 
Setting 
A, = 
it comes that the third term also belongs to V. This ends the 
co c, . . . Ck 
c, c2 . . . ck+l 
and Al = 
ck ck+l ‘.. C2k 1, 
co c, Ck 
c, c2 . ck- I 
Ck Ckfl . c2k 
we have the following corollary. 
Corollary 1. A, = Al. 
Proof. We have Al = 2, (see [20]). Since A, belongs to V, we obtain 
d, = A,. 0 
Let A be the common value of A, and A,. Then we have Definition 2 
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Definition 2. A is called the vector Hankel determinant of the system (16) and is 
denoted 
c,, cl . . . ck 
Cl c2 . . . ck+l 
ck ck+l . . . C2k 
Theorem 2. Zf A exists then the system (16) has one and only one solution 
X E C(V)” if and only if A is difSerent from zero. 
Remarks. (1) This definition of the vector Hankel determinant should not be 
understood in the sense of Dieudonne above. 
(2) When the solution x belongs to V, we recover it, since V c C(V)“. 
5. Conclusion 
Scalar Hankel determinants (SHD) play a very important role in the theory 
of orthogonal polynomials, the scalar s-algorithm and moments. 
For the VHD, we have already used them in the algebraic approach to the 
vector a-algorithm ([21]). 
Their use is under consideration for vector orthogonal polynomials in sense 
of Draux [8], and we hope to establish some results of convergence for the E- 
algorithm for vector totally monotonic (to be precised) sequences using 
VHD. We think that some analogy exists between results proved using SHD 
and results to be proved for the vector extensions using VHD. These questions 
are under study. 
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