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Abstract
Michaux and Villemaire’s proof of Cobham’s theorem relies on the characterization of ultimately
periodic words by means of the behaviour of certain repetitions in the word. Namely, they consider
the length of the smallest shift between repetitions of a given length and the ﬁrst position at which that
smallest shift is observed. In this paper we study those properties for characteristic Sturmian words.
In particular we answer a question posed by Michaux and Villemaire in that context.
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1. Introduction
In [9] Michaux and Villemaire present a proof of Cobham’s theorem in which they
characterize ultimately periodic words by means of the behaviour of certain repetitions in
the word. More precisely, for an inﬁnite word x = x0x1x2 · · · they deﬁne two functions
x : N+ → N+ and x : N+ → N as follows. For k ∈ N+ let x(k) = d if d = 0 is the
smallest natural for which there exists i such that
xi · · · xi+k−1 = xi+d · · · xi+d+k−1
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that is, d is the smallest shift between repetitions of a factor of x of length k. For k ∈ N+
let x(k) = a if a is the smallest integer such that
xa · · · xa+k−1 = xa+(k) · · · xa+(k)+k−1
that is, a is the ﬁrst position where the shift (k) is observed. (We write  and  for x and
x , respectively, whenever it is clear which word we are referring to.)
Remark 1. Observe that (k) is determined by looking at all factors of length k, while (k)
is determined once (k) is known, by the factors of length k which are repeated with shift
(k).
Example 2. Consider the word x = 01(10). The word 11 is a factor of x but 00 is not. So
(1) = 1. The ﬁrst occurrence (and indeed the unique one) of the factor 11 is at position 1
showing that (1) = 1. On the other hand, for k > 1 we have that
(k) = 2 and (k) = 2
due to the sufﬁx (10) of x.
Example 3. Consider the Fibonacci word f which is generated by the substitution
0 
→ 01 and 1 
→ 0.
Then the word
0 1 0 0 1 0 1 0 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 0 1 0 1 0 0 1 0 0 1
is a preﬁx of f. We calculate the values of f and f for some small values of k. There are
only two factors of f of length 1: 0 and 1. Since 00 is a factor of f, (1) = 1. Also 0 is the
only factor of length 1 which is repeated with this shift since 11 is not a factor of f. Hence
(1) = 2 since 00 appears for the ﬁrst time at position 2. There are three factors of length
2: 00, 01 and 10. Since neither 000 nor 111 are factors of f we certainly have (2) > 1. On
the other hand 0101 is a factor of f, so (2) = 2. The factors of length 2 which are repeated
with shift 2 are both 01 and 10. The ﬁrst observation of such a repetition occurs at position
3 with 0101 and therefore (2) = 3. Analogously we have (3) = 2 and (3) = 3.
Example 4. Consider the word x deﬁned as follows: for n ∈ N
xn =
{
1 if n is a power of 2,
0 otherwise.
For any k ∈ N it is clear that we can ﬁnd an interval [a, b] of length k + 1 which contains
no power of 2, which means that x has a factor of length k + 1 consisting only of 0’s. Thus
(k) = 1 for any k ∈ N+. On the other hand, (1) = 1 and for k2
(k) = 2log2(k+2) + 1.
90 I.M. Araújo, V. Bruyère / Theoretical Computer Science 339 (2005) 88–102
Let us now state and proveMichaux–Villemaire’s criterium for ultimately periodicwords.
An increasing sequence (an)n∈N of natural numbers is said to be expanding if the set
{an+1 − an|n ∈ N}
is not bounded. Otherwise the sequence is syndetic.
Theorem 5 (Michaux and Villemaire [9]). An inﬁnite word x is ultimately periodic if and
only if there exists an increasing subsequence ((kn))n of ((k))k such that
((kn))n and ((kn))n
are syndetic.
Remark 6. Notice that the function  is increasing, but the same is not true, in general,
for . That is the reason why in Theorem 5 we have to consider increasing subsequences
of ((kn))n and ((kn))n. Actually, in [9], Theorem 5 is given for a particular subsequence
(kn)n and it is the last step of the proof of Cobham’s theorem. Nevertheless, the above proof
of our more general statement is the same as the one present in that paper.
Proof of Theorem 5. It is clear that if x is an ultimately periodic word then both ((k))k
and ((k))k are eventually constant. Hence, taking l such that they are constant for k l,
we have that both ((k))k l and ((k))k l are increasing and syndetic.
Conversely, suppose that there exists an increasing subsequence ((kn))n of ((k))k such
that ((kn))n and ((kn))n are syndetic. We ﬁrst prove that ((kn))n is eventually constant.
Suppose that this is not the case. Let u and v be natural numbers such that
(kn+1)− (kn)u and (kn+1)− (kn)v
for all n ∈ N. Let l ∈ N. We will ﬁnd naturals r and s such that s − r + 1 l and
xr · · · xs = xr+d · · · xs+d
for some du. It will follow that ((kn))n is bounded by u, and since it is an increasing
sequence it will be eventually constant.
We take p ∈ N such that kp l + v and (kp+1) > (kp). From the deﬁnition of  we
can write
x(kp) · · · x(kp)+kp−1 = x(kp)+(kp) · · · x(kp)+(kp)+kp−1 (1)
and
x(kp+1) · · · x(kp+1)+kp+1−1 = x(kp+1)+(kp+1) · · · x(kp+1)+(kp+1)+kp+1−1. (2)
Consider the factor x(kp+1) · · · x(kp)+kp−1. (This factor, and some of its repetitions, are
represented in grey in Fig. 1.)
Notice that this factor has length greater than or equal to l since
(kp)+ kp − (kp+1)kp − v l.
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(kp) (kp)+kp–1 (kp)+δ(kp) (kp)+δ(kp)+kp–1
(kp+1)+(kp+1)+kp+1 –1(kp+1)+(kp+1)(kp+1) (kp+1)+kp+1 – 1
Fig. 1. Repetitions of the factor x(kp+1) · · · x(kp)+kp−1.
Now (see Fig. 1), from (1) we can deduce that
x(kp+1) · · · x(kp)+kp−1 = x(kp+1)+(kp) · · · x(kp)+(kp)+kp−1
and from (2) we have that
x(kp+1) · · · x(kp)+kp−1 = x(kp+1)+(kp+1) · · · x(kp)+(kp+1)+kp−1.
We hence conclude that
x(kp+1)+(kp) · · · x(kp)+(kp)+kp−1 = x(kp+1)+(kp+1) · · · x(kp)+(kp+1)+kp−1.
We take r = (kp+1)+ (kp), s = (kp)+ (kp)+ kp − 1 and d = (kp+1)− (kp). We
have that xr · · · xs = xr+d · · · xs+d and du, s − r + 1 l. The ﬁrst part of the proof is
hence completed.
Now, to prove that x is ultimately periodic it is enough to prove that for i greater than or
equal to some constant we have
xi = xi+d
for some natural d. We show that d can be chosen to be equal to the constant value that
((kn))n eventually takes. Indeed, for m large enough (greater than the order from which
on ((kn))n is constant), we have that
x(km) · · · x(km)+km−1 = x(km)+d · · · x(km)+d+km−1
for that d. Hence xi = xi+d whenever i ∈ [(km), (km) + km − 1]. Since, ((kn))n is
syndetic we have that the intervals [(kn), (kn)+ kn − 1] cover all ofN but ﬁnitely many
points. This concludes the proof. 
In [9] the following question is raised. It motivates the present work.
Question 7. Is it necessary in Theorem 5 to assume that both sequences are syndetic?
Question 7 can be rephrased as to ask whether ((kn))n being syndetic implies that
((kn))n is syndetic as well. Example 4 shows that the other implication is not true in
general.
In this paper, we give a negative answer to Question 7: it is indeed necessary to assume
that both subsequences are syndetic in Theorem 5. This negative answer is achieved by
studying the behaviour of functions  and  of a characteristic Sturmian word. In Section 2,
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we introduce the classes of Sturmian words and characteristic Sturmian words. In Section
3, we state and prove our results. In Section 4, we discuss some related works. Finally, in
Section 5, we present several open questions.
2. Sturmian words
An inﬁnite binary word x is Sturmian if the number of distinct factors of length n is
exactly n+ 1. The function px : N→ N such that px(n) is the number of distinct factors
of x of length n is called the complexity of the word x. It is well known that any nonultimately
periodic word satisﬁes px(n)n+1, for all n ∈ N; in this sense Sturmian words are words
of minimal complexity among inﬁnite nonultimately periodic words.
There is a vast amount of literature on Sturmian words and their study is an active area
of research. Both Chapter 2 in [8] and the survey [3] are comprehensive introductions to
Sturmian words and contain many references to recent works on the subject. Allouche and
Shallit’s recent book [1] also contains two chapters on the subject. Much of the interest of
Sturmian words lies in their several equivalent characterizations and consequent wide scope
of applications.
We now deﬁne the subclass of characteristic Sturmian words. For an irrational  ∈]0, 1[
we deﬁne a sequence (tn)n of ﬁnite words by
t0 = 0, t1 = 0a1−11, tn = tann−1tn−2 (n2),
where [0, a1, a2, . . .] is the continued fraction expansion of . We then deﬁne the inﬁnite
word
f = lim
n→∞ tn,
which is called a characteristic Sturmian word. To each characteristic Sturmian word we
associate the sequence (qn)n of the lengths of the words tn of the above given sequence.
Clearly (qn)n is given by
q0 = 1, q1 = a1, qn = anqn−1 + qn−2 (n2).
Any characteristic Sturmian word is indeed a Sturmian word. This fact is a consequence
of the study of Sturmian words as mechanical words (see [8, Section 2.1.2]). Notice that
any tn is a preﬁx of both any tm, for mn1, and of f.
Example 8. The Fibonacci word f is a characteristic Sturmian word. Indeed, f may be
obtained as the limit of the Fibonacci sequence deﬁned by
f0 = 0, f1 = 01, fn = fn−1fn−2 (n2).
The associated irrational number  is 1/2 (where  is the golden ratio) whose contin-
ued fraction expansion is [0, 2, 1, 1, 1, . . .]. The length qn of a given fn is the Fibonacci
number Fn.
A factor u of a word x is left (resp. right) special if 0u and 1u (resp. u0 and u1) are
factors of x; it is bispecial if it is both left and right special. It is easy to see that a word x
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is Sturmian if and only if it has only one left (resp. right) special factor of each length. If x
is a characteristic Sturmian word then its set of left special factors is its set of preﬁxes and
its set of right special factors is the set of reversals of its preﬁxes (see [8, Section 2.1.3]).
Since the set of factors of a Sturmian word is closed under reversal (see [8, Proposition
2.1.19]) clearly u is a left special factor if and only if its reversal u˜ is a right special factor.
Thus bispecial factors of a Sturmian word are palindromes and therefore the set of bispecial
factors of a characteristic Sturmian word x is the set of preﬁxes of xwhich are palindromes.
For a word w of length greater than or equal to 2, we denote by c(w) the word obtained
from w by swapping its last two letters. In the next lemma we state some important facts
about the sequence (tn)n associated to a given characteristic Sturmian word f.
Lemma 9. With the above notation we have
(i) for any n ∈ N, we have tn tn+1 = c(tn+1 tn). In particular, consecutive elements tn
and tn+1 do not commute;
(ii) for any n ∈ N, tn is a primitive word;
(iii) for any n4, tn = p 10 or tn = p 01, where p is a palindrome which is not a power
of 0 or 1. If n = 3 then the same result holds, unless a1 = a2 = a3, in which case
tn = 101.
Proof. A proof of (i) appears in [1], while (ii) and (iii) can be found in [8, Section 2.2]. 
3. Results
Our main result concerns the study of the functions  and  for the class of characteristic
Sturmian words and it is stated in the following theorem.
Theorem 10. Let f be a characteristic Sturmian word for some  ∈]0, 1[. Then ((k))k is
expanding and increasing subsequence of ((k))k is either constant or expanding.
This result is a consequence of a complete description of the functions  and  for
characteristic Sturmian words.
Throughout this section f will denote a characteristic Sturmian word, for some irra-
tional  ∈]0, 1[ with continued fraction expansion [0, a1, a2, . . .], obtained as the limit of
a sequence of ﬁnite words (tn)n. The sequence (qn)n is the sequence of the lengths of the
words tn. With this notation we have the following (see Fig. 2)
Proposition 11. Let k ∈ N be in the interval ]qn + qn−1 − 2, qn+1 + qn − 2] with n2.
Then
(k) = qn
and
(k) =
{
0 if kqn+1 − 2,
an+2qn+1 otherwise.
94 I.M. Araújo, V. Bruyère / Theoretical Computer Science 339 (2005) 88–102
|
qn+qn–1–2 qn+1–2 qn+1+qn–2
(k)=qn
 (k)=0  (k)=an+2qn+1
Fig. 2. Illustration of Proposition 11.
Before proceeding to prove Proposition 11 we will illustrate it with two examples.
Example 12. The Fibonacci word f described in Examples 3 and 8 veriﬁes, for k ∈]Fn+1−
2, Fn+2 − 2],
(k) = Fn, (k) = Fn+1.
Example 13. Consider the characteristic Sturmian word f, where the continued fraction
expansion of  is given by [0, 3, 2, 2, 2, . . .]. It is obtained as the limit of the sequence of
words
t0 = 0, t1 = 001, tn = t2n−1tn−2 (n2).
We have q0 = 1, q1 = 3, q2 = 7, q3 = 17 and q4 = 41. Thus for k such that 8 < k22
we have (k) = 7 and
(k) =
{
0 if k15,
34 otherwise.
For the next interval 22 < k56 we have (k) = 17 and
(k) =
{
0 if k39,
82 otherwise.
Remark 14. With the above notation, for n2, (k) does not take the value zero in the
interval ]qn + qn−1 − 2, qn+1 + qn − 2] if and only if
qn + qn−1 = qn+1,
that is, if and only if an = 1. Therefore ((k))k is an increasing sequence if and only if 
has continued fraction expansion [0, a, 1, 1, . . .], for some a ∈ N+. If a > 3 then (k) = 0
for k in the interval [0, a − 2], and (k) = 0 for ka − 1. If a = 1 or a = 2 (this last case
corresponds to the Fibonacci word) then (k) is never zero.
We now proceed to prove Proposition 11. In order to do so we will prove several lemmas.
In the ﬁrst one we prove that we actually know which are the factors whose repetitions will
determine the values of  and : they are exactly the preﬁxes of the word.
Lemma 15. For any k ∈ N+
x0 · · · xk−1 = x(k) · · · x(k)+k−1.
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Proof. If (k) = 0 then there is nothing to prove. Suppose that (k)1. Recall that by the
deﬁnition of  and  we have
x(k) · · · x(k)+k−1 = x(k)+(k) · · · x(k)+(k)+k−1
and that there is no value smaller than (k)with the same property. Now, x(k) · · · x(k)+k−1
is a left special factor for otherwise
x(k)−1 · · · x(k)+k−2 = x(k)+(k)−1 · · · x(k)+(k)+k−2,
which contradicts the deﬁnition of . Since the set of left special factors of f is its set of
preﬁxes the result follows. 
This ﬁrst lemma means that in order to determine (k) and (k) it sufﬁces to study the
occurrences of the preﬁxes of f.
Lemma 16. For any n1 both
t
an+1
n tn−1tntn−1 and t
an+1
n c(tntn−1)
are preﬁxes of f.
Proof. We have
tn+3 = tan+3n+2 tn+1
= tan+2n+1 tn tan+3−1n+2 tn+1
= tan+1n tn−1 tan+2−1n+1 tn tan+3−1n+2 tn+1
=
{
t
an+1
n tn−1 tn t
an+3−1
n+2 tn+1 if an+2 = 1
t
an+1
n tn−1 t
an+1
n tn−1 t
an+2−2
n+1 tn t
an+3−1
n+2 tn+1 otherwise.
In any case, since tn−1 is a preﬁx of tn+2, tn+1 and tn, the word tan+1n tn−1 tn tn−1 is a preﬁx
of tn+3. Therefore it is also a preﬁx of f. Now, by Lemma 9, if n1, tn−1 tn = c(tn tn−1)
and hence
t
an+1
n tn−1 tn tn−1 = tan+1n c(tn tn−1) tn−1
and hence also tan+1n c(tn tn−1) is a preﬁx of f. 
The next lemma lists some facts that never occur and it is mainly a consequence of
Lemma 9. For a nonempty word w we denote by w the word obtained from w by deleting
its last letter. We say that a factor u of w is a proper factor of w if u is neither a preﬁx nor
a sufﬁx of w.
Lemma 17. For any n ∈ N we have that
(i) tn is not a proper factor of tn u, for any preﬁx u of tn, nor a sufﬁx of tn u, for any proper
preﬁx u of tn;
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tn
tn
tn–1
u
v
Fig. 3. utn = tntn−1v.
tn
tn
tn–1
u
v′
 
Fig. 4. Case |z| < qn−2.
(ii) tn tn+1 = tn+1 tn;
(iii) for n3, tn is not a right special factor; in particular any occurrence of tn corresponds
to an occurrence of tn;
(iv) for n1, u tn = tn tn−1 v for words u and v such that u is a proper preﬁx of tn and v
is possibly empty.
Proof. Fact (i) holds since tn is a primitive word. For fact (ii) if n = 0 or 1 then it is easy
to see that equality may not occur. For n2 we have tn tn+1 = tn+1 c(tn), that is, tn tn+1
and tn+1 tn differ on the last two letters. Therefore tn tn+1 = tn+1 tn.
For fact (iii) notice that tn is a left special factor since it is a preﬁx of f. By Lemma 9
(iii) we have that tn is not a palindrome and thus tn is not a bispecial factor. Therefore tn is
not a right special factor.
Now suppose that equality in (iv) holds. If n = 1 then it is clear that the equality cannot
hold. Suppose that n > 1. The situation is illustrated in Fig. 3 (where the top line represents
f and the bottom line represents an alternative decomposition for that part of the word).
If v is the empty word, this implies that tn is a sufﬁx of tntn−1 which contradicts (i). So v
is nonempty and thus, by (iii), tntn−1v = tntn−1v′ for some word v′. Since u tn = tn tn−1 v′
we have |u|qn−1. Let us write tn = u z. It is impossible to have |z| < qn−2. Indeed tn−2
is a sufﬁx of tn and a preﬁx of both tn and tn−1 as we observe in Fig. 4 (the grey parts
represent the mentioned occurrences of tn−2).
Therefore if |z| < qn−2 then we would have tn−2 as a proper factor of tn−2 tn−2 contra-
dicting (i). Thus |z|qn−2.
To summarize, we have tn = uz with |u|qn−1 and |z|qn−2. If an = 1 then qn =
qn−1 + qn−2 and hence |u| = qn−1 and u = tn−1 so that we obtain tn tn−1 = tn−1 tn
which contradicts (ii). For an > 1 we consider ﬁve cases: (a) |u| = qn−1, (b) |u| =
l qn−1 (1 < lan), (c) (l − 1) qn−1 < |u| < l qn−1 (1 l < an), (d) (an − 1) qn−1 <
|u|(an − 1)qn−1 + qn−2 and (e) (an − 1)qn−1 + qn−2 < |u| < an qn−1. We illustrate
them in Fig. 5 (the top line represents the factor tntn−1v′ of the word f and the other lines
represent different decompositions for that part of the word; in all lines tn has been replaced
by tann−1tn−2):
In case (a) we have that tn−2tn−1 = tn−1tn−2 contradicting (ii) above. Case (b) is similar
to case (a). Indeed, since tn−2 is a preﬁx of tn−1 we also obtain tn−1tn−2 = tn−2tn−1. In
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tn–1
tn–1
tn–1
tn–1
tn–1 tn–1
tn–1 tn–1
tn–1 tn–1 tn–1 tn–1 tn–2
tn–1
tn–1
tn–2
tn–1 tn–1
··· ···
(a) ···u
(b) ···u
(c) ···u
(d) ···u
(e) u
Fig. 5. Five possible decompositions of tntn−1v′ for an > 1.
tn+1
tn+1
tn+1
tn+1 ···
···
d = qn
qn+1 + qn – 2
tn+1
tn+1
tn+1
tn+1
tn
c(tn)
tn
Fig. 6. Shift d for factor tn+1tn.
case (c) we have that tn−1 is a factor of tn−1tn−1 which contradicts (i) above. For case (d)
notice that if |u| = (an − 1)qn−1 + qn−2 then we obtain tn−1 as a sufﬁx of tn−1 tn−2 which
in view of (i) is impossible. On the other hand if |u| < (an − 1)qn−1 + qn−2 then tn−1 is a
proper factor of tn−1 tn−2 which also contradicts (i). Finally, in case (e) we have tn−1 as a
proper factor of tn−1tn−1 which is again impossible by (i). Thus we have proved (iv). 
We now prove Proposition 11. Lemmas 18 and 19 deal with the function . We
start by giving an upper bound for  for the right endpoint of the interval considered in
Proposition 11.
Lemma 18. For any n2
(qn+1 + qn − 2)qn.
Proof. By Lemma 15, the factor of f whose repetitions determine (qn+1+ qn− 2) is the
preﬁx of f of length qn+1+ qn− 2. By Lemma 16 both tan+2n+1 tn tn+1 tn and tan+2n+1 tn+1 c(tn)
are preﬁxes of f. Therefore the preﬁx of length qn+1 + qn − 2 of tn+1 tn is repeated with
a shift of d = qn (see Fig. 6 where the two possible decompositions of the beginning of f
are represented and compared—the relevant repetitions are shown in grey).
Therefore (qn+1 − qn − 2)qn. 
Now we give a lower bound for the left endpoint of the interval.
Lemma 19. For any n2
(qn + qn−1 − 1)qn.
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tn tn
tntn
tn–1 tn–1
tn–1tn–1
  <qn–1 >qn–1
(1) (2)
Fig. 7. Two possible cases for (qn + qn−1 − 1).
tn
tn
tn tn tntn–1
c(tn–1)tn tn tn···
···
  = qn
qn+1–2
Fig. 8. Shift  for factor tan+1n tn−1.
Proof. ByLemma 15, (qn+qn−1−1) is determined by the repetitions of the preﬁx of f of
length qn+qn−1−1, that is, repetitions of the word tntn−1. Suppose that (qn+qn−1−1) <
qn. Two cases arise: either (qn+ qn−1− 1)qn−1 or qn−1 < (qn+ qn−1− 1) < qn (see
Fig. 7).
In case (1) tn is a proper factor or a sufﬁx of tn tn−1, contradicting Lemma 17 (i). Case
(2) contradicts Lemma 17 (iv). We conclude that (qn + qn−1 − 1)qn. 
Since  is increasing the proof of Proposition 11 for  now follows. Indeed for k ∈
]qn + qn−1 − 2, qn+1 + qn − 2] by Lemma 18 we have that (k)qn and by Lemma 19
we have (k)qn. Therefore
(k) = qn.
Lemmas 20 and 21 now deal with the function .
Lemma 20. For k ∈]qn + qn−1 − 2, qn+1 − 2] with n2
(k) = 0.
Proof. Recall that, given (k), calculating (k) consists in locating the ﬁrst position where
the shift (k) is observed. By Lemma 15, (k) and (k) are determined by the repetitions
of the preﬁx of f of length k and by Lemma 16 both tan+1n tn−1tn and t
an+1+1
n c(tn−1) are
preﬁxes of f. By examining Fig. 8 (which shows the two alternative decompositions for
the beginning of the word f; the relevant repetitions are shown in grey)
it is clear that for k ∈]qn + qn−1 − 2, qn+1 − 2] we have (k) = 0. 
Lemma 21. For k ∈]qn+1 − 2, qn+1 + qn − 2] with n2
(k) = an+2 qn+1.
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tn+1 tn+1 tn+1
tn+1
tn+1
tn+1
tn+1
tn+1
tn+1 tn tn+1 tn··· ···
(a) z(k)
(k)
(k)
(k)
(k)
(b) z
(c) z
(d) z
(e) z
Fig. 9. Illustration of possible values for (k).
Proof. Let k ∈]qn+1 − 2, qn+1 + qn − 2]. Notice that (k) > 0 (see Fig. 8) and that from
Lemma 18 (see Fig. 6) it is clear that
(k)an+2 qn+1.
We start by showing that (qn+1 − 1) = (qn+1). Indeed, by Lemma 15, (qn+1 −
1) is determined by the repetitions of the preﬁx of f of length qn+1 − 1, tn+1 and, by
Lemma 17 (iii) an occurrence of tn+1 corresponds to an occurrence of tn+1. Therefore
(qn+1 − 1) = (qn+1). For the remaining of the proof it sufﬁces to consider k ∈]qn+1 −
1, qn+1 + qn − 2].
So let k ∈]qn+1− 1, qn+1+ qn− 2] and suppose that (k) < an+2 qn+1. Let z be a word
(possibly empty) such that tn+1z is the preﬁxoff of length k and recall that(k) corresponds
to the ﬁrst position where the shortest shift between two occurrences of tn+1z is observed.
The cases to be considered are as follows: (a) (k) = l qn+1 (1 l < an+2− 1), (b) (k) =
(an+2 − 1) qn+1, (c) (l − 1) qn+1 < (k) < l qn+1 (1 l < an+2), (d) (an+2 − 1) qn+1 <
(k)(an+2 − 1) qn+1 + qn, (e) (an+2 − 1) qn+1 + qn < (k) < an+2qn+1. We illustrate
them in Fig. 9 (where the top line represents the beginning of f, as given by Lemma 16,
and the other lines represent occurrences of the factor tn+1z at different positions).
Notice that if an+2 = 1 then only cases (d) and (e) are possible.
Now, in case (c) we obtain tn+1 as a proper factor of tn+1 tn+1. In case (d) we obtain tn+1
as a proper factor or a sufﬁx of tn+1 tn. In case (e) we obtain tn as a proper factor of tn+1.
Any of these three situations contradicts Lemma 17 (i).
Suppose now that we have cases (a) or (b). Since (k) = qn we have another occurrence
of tn+1 z placed as shown in Fig. 10.
Clearly this means that there is an occurrence of tn+1z as described in cases (c), (d) and
(e), which is impossible.
Therefore (k)an+2 qn+1. As (k)an+2 qn+1 we conclude that (k) = an+2 qn+1.

We have concluded the proof of Proposition 11. The proof of Theorem 10 thus follows.
In particular we have answered Question 7: it is necessary to assume that both subsequences
are syndetic in Theorem 5.
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tn+1 tn+1
tn+1
tn+1
tn+1
tn+1
tn+1 tn+1 tn tn+1 tn··· ···
(a) z
z
(k) = qn(b) z
z
 (k) = qn
(k)
(k)
Fig. 10. Occurrences of the factor tn+1z.
un vn un = vn>
<
<
<
<
Fig. 11. Factor graph Gn(x) for x a Sturmian word.
4. Related works
The set F(x) of factors of a Sturmian word x is a powerful tool to study the word x due
to its nice properties. For example, the study of F(x) can be restricted to a characteristic
Sturmian word, since Sturmian words with the same slope have the same set of factors.
Other important facts have already been mentioned in Section 2.
Given a word x over an alphabet A, the Rauzy graph or factor graph Gn(x) of order n of
x is the labeled graph with vertex set Fn(x) (the set of factors of x of length n) and edge set
{(bu, a, ua) | a, b ∈ A, bua ∈ Fn+1(x)}.
This graph appears to be an efﬁcient tool to study Sturmian words and, in general, words
with small complexity px(n) (see for instance [2,4,5] or [7]).
A Sturmian word x presents two types of factor graphs as shown in Fig. 11.
Every vertex of Gn(x) has one incoming edge and one outgoing edge except un which
has two ingoing edges and vn which has two outgoing edges. In other words, un is the
unique left special factor of length n of x and vn is the unique right special factor. The ﬁrst
graph appears when un = vn, the second one appears when un = vn, i.e. un is the unique
bispecial factor of length n.
The value x(n) that we studied in the previous section can be interpreted insideGn(x):
it is exactly the length of its smallest cycle. These cycles have been studied in [2,4] as
follows.
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In [2], the authors study the construction to obtain Gn+1(x) from Gn(x) as well as the
labels rn and sn of the two cycles of Gn leaving vn. To obtain Gn+1(x), if un = vn, then
the path from un to vn decreases by one edge and the two paths from vn to un increase
by one edge. Moreover, (rn+1, sn+1) = (rn, sn). If un = vn, the graph Gn+1(x) is such
that un+1 = vn+1. In this case we have either (rn+1, sn+1) = (rn, snrn) or (rn+1, sn+1) =
(sn, rnsn). Therefore x(n) can be expressed as min{|rn|, |sn|}.
In [4], the author studies the length of the two cycles and the values of n such that
un = vn. This study is done in terms of consecutive Farey n-points p/q and p′/q ′ such
that p/q <  < p′/q ′, or equivalently in terms of the qn’s (with  and qn as deﬁned in the
previous section). It follows that our results for n(x) are already present in [4]. However
the proof is completely different as it is by induction onGn. Another interesting result from
that paper is that in graphGn we have un = vn if and only if n is of the form aqk+qk−1−2,
with 1aak+1. Notice that this provides a characterization of preﬁxes of x which are
palindromes: they are exactly the preﬁxes of length aqk + qk−1 − 2 with 1aak+1.
Vuillon, in [10], has also used Rauzy graphs to study Sturmian words in terms of repeti-
tions of factors. Let x be an inﬁnite recurrent word, that is, any factor of x appears inﬁnitely
many times in x. For a given nonempty factor w of x, a return word over w is a factor of
x beginning with an occurrence of w and ending exactly before the next occurrence of w
occurs. In the mentioned paper it is shown that the class of Sturmian words is the class of
recurrent words such that every factor w of x has exactly two return words over w.
We point out that although x has been described previously it seems that the function
x has not been studied before. Notice that this study cannot in principle be done from the
factor graph since the function x is strongly related to the sequence itself and not only to
its set of factors.
5. Perspectives
This work was motivated by Question 7. In the context of understanding functions  and
 several other interesting question arise.
First we ask whether Theorem 10 can be generalized for arbitrary Sturmian words. That
leads to the question ofwhetherwe canﬁnd a precise description of the considered functions,
as in Proposition 11, in that case. (From Section 4 we have a description of  based on the
Rauzy graphs, but the computation of the function  has not been done yet.) From that point
it will be interesting to study some generalizations of Sturmian words, namely Arnoux–
Rauzy words (see [2,6]), which are words of complexity px(n) = kn+1 for some k ∈ N+.
Another generalization of interest is inﬁnite words which are ﬁxed points of morphisms
(indeed there is a subclass of characteristic Sturmian words, which includes the Fibonacci
word, that is obtained in this way— see [8, Chapter 2]).
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