Abstract. The discrete Cesàro operator C associates to a given complex sequence s = {s n } the sequence Cs ≡ {b n }, where b n = s 0 +···+s n n+1
Introduction
We will denote by S the vector space consisting of all complex sequences. If s ∈ S, we will write s = {s n : n ∈ N 0 } or s = {s(n) : n ∈ N 0 }, where N 0 ≡ {0} ∪ N. Given s ∈ S, let b be the sequence given by (1) b n ≡ s 0 + . . . + s n n + 1 , n ∈ N 0 .
Then C : S → S defined by Cs ≡ b is the (discrete) Cesàro operator. As usual, let c be the Banach space consisting of all convergent sequences together with the sup-norm · ∞ , and c 0 be its (closed) subspace formed by those sequences converging to 0. We will denote by e k the sequence satisfying e k (m) = δ k,m , k, m ∈ N 0 . The following two linear functionals defined on c will play a key role:
(s) ≡ s(0).
Clearly each of them is bounded. It is well known that C(c) ⊂ c, C(c 0 ) ⊂ c 0 and LCs = Ls, ∀ s ∈ c. We also have πCs = πs, ∀ s ∈ c. Moreover, for X = c, c 0 , the operator C : X → X is bounded and C = 1. It is well known that Cs may converge, although the bounded sequence s does not converge. So in the sense of convergence, we may think of this fact as C making "better" sequences. Thus the question arises as to how does the sequence of iterates In the finite range case we consider f ∈ L ∞ (0, 1) and define
Then Cf ∈ L ∞ (0, 1) and we obtain a linear operator C :
we extend the above definition by taking
In this situation we also have that C : In the infinite range case we consider f ∈ L ∞ (0, ∞) and define
Then Cf ∈ L ∞ (0, ∞) and we obtain a linear operator C : 
It follows that
This shows that C is a contraction on M and so it has a unique fixed point, which is easily seen to be the constant vector (s 0 , . . . , s 0 ). Thus we have proved the following. If s = (s 0 , s 1 , . . . , s m 
Proposition 1.
We now consider the infinite dimensional case. Proof.
It follows that Ly = Ls. From C n s → y we have that y is constant and so Ly = y(0).
To establish the other implication, we will first prove
Let us fix n ∈ N. According to G. H. Hardy [2, Sect. 11.12], C n is the moment difference operator corresponding to the measure on the interval [0, 1] given by dµ ≡ f n (t)dt, where
(A brief discussion of this result can be found in [3, p. 125] .) This means that for any s ∈ c we have
Now take k ∈ N. From above we have C n e k (m) = 0, m < k, and
Let us define g n (0) = 0, g n (t) = tf n (t), 0 < t ≤ 1 and (7) a n ≡ sup{g n (t) : 0 ≤ t ≤ 1}.
Assume in what follows that (9) a n → 0.
Then (4) is obtained from (8) and (9). Take s ∈ c 0 such that s(0) = 0 and let 
All that is now left to prove is (9), and we do this in the following lemma.
Lemma 1. a n → 0 when n → ∞.
Proof. Fix n ∈ N, n ≥ 2, and notice that g n : [0, 1] → R is continuous. Its derivative is
After simple calculations it follows that g n has t 0 ≡ e −n+1 as its unique critical point and that g n (t 0 ) is its maximum value. Thus
Stirling's formula states that lim m→∞
From this and (10) the conclusion follows.
Iterates of the adjoint of the Cesàro operator
The next result extends Proposition 1 to ∞ and complements Theorem 1. Since ∞ = ( 1 ) * , notice that ∞ can be given the weak- * topology.
Corollary 1.
{C n s} converges weak- * to (the constant sequence) s 0 , for any s ∈ ∞ .
Proof. Consider s ∈
∞ , s = 0. Take y ∈ 1 and let > 0 be given. First we fix
Using this in (11), we conclude that C n s, y → s 0 , y .
We now consider C : c 0 → c 0 . After some simple calculations we find that its adjoint
Proof. Let y ∈ 1 . Since weakly convergent sequences in 1 are norm convergent, to obtain the conclusion we only have to show that {C * ) n y} converges weakly to ∞ j=0 y(j) e 0 . Take s ∈ ∞ = 1 * . From Corollary 1 we now obtain
y(j))e 0 , s .
The finite range case
Next we will see that the behavior of the Cesàro operator on the space of continuous complex functions C[0, 1] is the same as that of the Cesàro operator defined on C n .
Proof. By a direct calculation we obtain
It follows that C n P → c 0 = P (0). We now consider an arbitrary function f ∈ C[0, 1] and let a positive real number be given. Applying Weierstrass' Theorem we find a polynomial P such that f − P ≤ 3 . By the case discussed above, there is some N ∈ N such that C n P − P (0) ≤ 3 , ∀ n ≥ N . Let n ≥ N . Since C n ≤ 1, it follows that
= (f − P ) + C n P − P (0) + P (0) − f (0) ≤ . 
The infinite range case

