Abstract
Introduction
Face recognition has gained much attention in last decades. It has been applied in several fields, especially in verification application due to its user friendly interface. There are two major types of face recognition approach: appearance-based approach [1] - [3] and feature-based approach. Appearance-based approach makes use of the holistic features of a 2-D image. Feature-based approach makes use of the geometric relationship of the mouth, eyes, nose and etc to recognize a person.
Two novel subspace analysis methods, which are principal component analysis (PCA) [1] and linear discriminant analysis (LDA) [2] - [4] , have been extensively used. Both methods produce very satisfactory result. PCA is a classical feature extraction and data representation technique widely used in the areas of pattern recognition and computer vision. Kirby and Sirovich [8] first used PCA to represent human face image. Turk and Pentland [1] developed the wellknown Eigenface method for face recognition in 1991 which employed PCA.
Belhumire et al [2] first proposed an approach called Fisherfaces for face recognition based on LDA. Unlike PCA which only aims for optimal representation of data, LDA does consider the classification aspect.
LDA extracts the most discriminant features of a facial image by using a set of projection vectors which projected sample will form minimum within-class scatter and maximum between class scatter [3] . The major drawback of LDA is small sample size problem. This problem arises when the number of sample images is less than the number of features of the image. Under this circumstance, the sample scatter matrix becomes singular. Belmumire et al [2] applied PCA to the data before applied LDA to reduce the dimensionality of the images. However, Chen et al [3] pointed out that the null space of PCA may contain the most discriminant data. Chen et al proposed a variant LDA which able to counter small sample size problem without using PCA to reduce the dimensionality of the input data. Yang et al [4] proposed a so-called direct LDA (D-LDA) to solve the small sample size problem.
More recently, discrete cosine transform (DCT), Fourier transform and discrete wavelet transform have been employed in images for dimension reduction. Unlike subspace method, these transformations extract the features of the image based on the frequency domain energy.
Only limited low-frequency coefficients are used as the features. W.Chen et al [6] showed that LDA and D-LDA can be performed directly in the DCT domain.
In this paper, we present two parallel models which intend to utilize the features extracted from frequency and space domain of facial images. Subspace method such as principal component analysis (PCA) and linear discriminant analysis (LDA) extract the features based on space domain. Other transformation such as discrete cosine transform (DCT), Fourier transform and discrete wavelet transform extract features based on frequency domain. In this paper, the proposed method employs DCT to extract the frequency domain features. Both features are combined under a fusion based scheme. FERET database is chosen to evaluate the performance of the proposed method. Results indicate that the proposed method outperforms other traditional methods and enhance the representation of the image under low-dimensional features.
In the next section, the ideal and algorithm of parallel models are presented. Section 3 shows the simulation result and lastly conclusion.
Parallel model
The proposed method intends to utilize the features extracted from frequency and space domain of facial images. Both features are combined under a fusion based scheme. The frequency domain features is extracted by DCT. First, the image is divided into 8×8 pixels rectangular blocks. 2-D discrete cosine transform (DCT) is applied independently on each block [6] . For an N×N image, the 2-D DCT is given by
For u, ν = 0,1,2,…N-1 and α(u) and α(ν) are defined as follows,
for u≠0. The DCT possess some fine properties, i.e., de-correlation, energy compaction, separability, symmetry and orthogonality [7] . The DCT coefficients with large magnitude are mainly located at the upperleft corner of the rectangular blocks [9] . We take all of the DCT coefficients with large magnitude and convert them into a 1-
W.Chen et al [6] showed that LDA can be performed in DCT domain. LDA is subsequently applied on the DCT coefficients to extract the most discriminant features and further reduced the dimensionality of C. Chen et al's LDA and D-LDA can counter small sample size problem. C is transformed to F f , frequency domain features. Here, we assume that the number of sample images is smaller than the dimension of the images. Chen et al's LDA starts by calculating the projection vectors in the null space of the within-class scatter matrix S w . This null space can be spanned by those eigenvectors corresponding to the set of zero eigenvalues of S w . Since the within-class scatter of the samples is zero in the null space of S w . Hence, the projection vector that can satisfy the objective of an LDA process which is the one that can maximize the between class scatter matrix [3] . The algorithm of Chen et al's LDA is summarized as below:
Step 1, Perform the singular decomposition of S w . Choose a set of eigenvectors which the corresponding eigenvalues are zero to form Q.
Step 2, Compute S bb , where S bb =QQ t S b (QQ t ) t . S b is the between-class scatter matrix.
Step 3, Perform the singular decomposition of S bb . Choose a set of eigenvectors which the corresponding eigenvalues are the largest to form U. U is the most discriminant vector set for LDA. Figure 2 illustrates the parallel model 2 (type 2) scheme. Type 2 employs D-LDA to extract the most discriminant features and further reduce the dimensionality of the features from space and frequency domain.
Parallel model 2
Unlike traditional LDA, D-LDA [4] starts by diagonalize the between-class scatter matrix S b . All of the eigenvectors which the corresponding eigenvalues is equal to zero are discarded because they do not carry any discriminative power at whole [4] . The remaining eigenvectors and the corresponding eigenvalues are chosen to form D b and V b respectively. Then, the within-class scatter matrix S w is transformed to S ww . S ww is defined as below:
The projection vector that can satisfy the objective of an LDA process is the one that can maximize the between class scatter matrix. Only the smallest eigenvalues and the corresponding eigenvalues are chosen to form V w and D w respectively. The most discriminant vector set for D-LDA is given by: 
Simulation results
FERET database [5] is chosen to perform the test. The gallery set consists of 1196 frontal images. The probe set consists contains of total of 1195 images which are taken at the same time as the gallery images but with different facial expression. 165 subjects are chosen for training purpose with each subject contains 3 sample images.
Parallel models (See Figure 4 and 
