Much of the testing of optimization software is inadequate because the number of test functmns is small or the starting points are close to the solution. In addition, there has been too much emphasm on measurmg the efficmncy of the software and not enough on testing reliability and robustness. To address this need, we have produced a relatwely large but easy-to-use collection of test functions and designed gmdelines for testing the reliability and robustness of unconstrained optimization software.
INTRODUCTION
When an algorithm is presented in the optimization literature, it has usually been tested on a set of functions. The purpose of this testing is to show that the algorithm works and, indeed, that it works better than other algorithms in the same problem area. In our opinion these claims are usually unwarranted because it is often the case that there are only a small number of test functions, and that the starting points are close to the solution.
Testing an algorithm on a relatively large set of test functions is bothersome because it requires the coding of the functions. This is a tedious and error-prone job that is avoided by many. However, not testing the algorithm on a large number of functions can easily lead the cynical observer to conclude that the algorithm was tuned to particular functions. Even aside from the cynical observer, the algorithm is just not well tested.
It is harder to understand why the standard starting points are usually close to the solution. One possible reason is that the algorithm developer is interested in testing the ability of the algorithm to deal with only one type of problem (e.g., a curved valley), and it is easier to force the algorithm to deal with this problem if the starting point is close to the solution.
Thus a test function like Rosenbrock's is useful because it tests the ability of the algorithm to follow curved valleys. However, test functions like Rosenbrock's are the exception rather than the rule; other test functions have much more complicated features, and it has been observed that algorithms that succeed from
III. Unconstrained minimization. Given f :R" --. R, solve rain {[(x):x ~ Rn}.
The subroutines that define the test functions and starting points depend on the dimension parameters M and N and on the problem number NPROB. We first describe the subroutines for the test functions.
For which returns in X the starting point corresponding to the parameters NPROB and FACTOR. If Xs denotes the standard starting point, then X will contain FACTOR*Xs, except that if Xs is the zero vector and FACTOR is not unity, then all the components of X will be set to FACTOR.
TEST FUNCTIONS
Almost all of the test functions that have appeared in the optimization literature are nonlinear least squares. Given a nonlinear least squares problem defined by fx ..... fro, we can obtain an unconstrained minimization problem by setting m f(x) = ~ f2(x). and if m > n, the optimality conditions for (3.1) lead to the system of nonlinear equations
Note that, in general, it is inefficient to solve nonlinear least squares problems by general minimization algorithms, since they tend to ignore the structure in (3.1).
As far as the nonlinear equations approach is concerned, (3.2) may not have any solutions, while (3.3) will have as a solution any critical point of (3.1). However, for testing purposes, (3.1), (3.2), and (3.3) are valid problems. All of our test functions are formulated for problem area II (nonlinear least squares). The corresponding test function for problem area III (unconstrained minimization) is (3.1), while for problem area I (systems of nonlinear equations), the function is (3.2) if m = n and (3.3) if m > n. A given test function may appear in more than one problem area; coding differences among its various versions depend on the particular area. To define the test functions, we have adopted the following general format:
Name of function [reference]
In (d) we give the minima of the function {3.1) that we have found, and if convenient, the corresponding minimizers. In a few cases a minimizer is, for example, of the form (a, fl, + ~). This means that lim Vf(a, fl, ,/) = 0, y-~ +¢Q and thus an algorithm may decide that a minimizer is in a neighborhood of (a, fl, 7) for some large value of y.
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(1) R o s e n b r o c k function [24] (a) n = 2, m = 2
(2) F r e u d e n s t e i n a n d R o t h function [13] (a) n = 2, m = 2 
a t (106 , 2 . 1 0 -6 ) (5) B e a l e function [2] ( a ) n = 2, m = 3
w h e r e y l = 1.5, y2 = 2.25, y3 = 2.625 (c) Xo = (1, 1) (d) f = O at (3, 0.5) (6) J e n n r i c h a n d S a m p s o n function [16] (a) n = 2 , [12] (a) n = 3, • 23
(10) Meyer function [18] (a) n --3 , m = Gulf research and development function [10] (a) n = 3 , n _ < m~1 0 0 Box three-dimensional function [4] (a) n = 3, m >_ n variable
where t, = (0.1)i (c) Xo = (0, 10, 20) (d) f = 0 at ( 1 , 1 0 , 1 ) , ( 1 0 , 1 , -1 ) and wherever (xl = x2 and x3 = 0) (13) Powell singular function [23] (a) n = 4, m = 4
f3(x) = (x2 -2x3) 2 f~(x) = 10'/~(Xl -x4) 2 (c) Xo = (3, -1 , 0, 1) (d) f = 0 at the origin (14) Wood function [9] (a) n ~ 4, m = 6 24 d.d. More, B. S. Garbow, and K, E. Htllstrom
A(x) = (10)-~/2(x2 -x4) [21] (a) n ffi 5, m = 33 Testing Unconstrained Optimization Software [3] (a) n = 6, m >_ n variable 
w h e r e t , = / / 2 9 , 1 _ < i _ 2 9 Extended Rosenbrock function [25] (a) n v a r i a b l e b u t e v e n , m = n (b) f2,-l(x) = lO(x2, -x2,-1)
w h e r e ~2j-1 = -1 . 2 , ~2j = 1
Extended Powell singular function [25] (a) n v a r i a b l e b u t a m u l t i p l e of 4, Trigonometric [unction [25] (a) n v a r i a b l e , m = n [5] (a) n v a r i a b l e , m = n
B r o w n almost-linear function
(c) xo = (½ . . . . . ½) (d) f -0 a t (a . . . . . a, al-n) w h e r e a satisfies n a n -(n + 1) a n-' + 1 = 0; in p a r t i c u l a r ,
Discrete boundary value function [20] (a) n v a r i a b l e , m = n
w h e r e h = l / ( n + l ) ,
Discrete integral equation function [20] (a) n variable, 
where
where J, = (j:j # i, max(l, i -mz) -<j -< min(n, i + mu)} and mr--5,
at any point where ~ jx~ = 3 For ease of reference, we list the functions appearing in the three test problem collections. Note that the number in parentheses after the name of the function refers to the number of the function in the main list. Also note that some of the basic subroutines of Section 2 can be used to test algorithms from more than one problem area. For example, GRDFCN effectively defines a collection of nonlinear equation problems and therefore can be used to test nonlinear equation solvers, while SSQFCN and SSQJAC can be used together to test unconstrained minimization algorithms. Testing Unconstrained Optimization Software Table I • 3 1
Systems of Nonlinear Equations
x. 10x, 100x~ Note that the COMMON block REFNUM transmits the variable NPROB and provides counters for the number of function and Jacobian evaluations required by SOLVER. Nothing that has been said is intrinsic to the nonlinear least squares problem; the same type of driver can be used for nonlinear equations or unconstrained minimization. We emphasize that the test results provided by (4.1) can be quite revealing if NTRIES is set properly. For example, to compare the choices of scaling strategy, Table I was presented in [19] . In this table "FC" means failure to converge within 1000 function evaluations. It is clear from this table that the adaptive scaling strategy is best in these four examples, and that we could not have reached this conclusion if we had only considered the standard starting points.
We have shown how to use the basic subroutines to test different versions of the same algorithm, and in this case comparisons are straightforward. However, these subroutines will inevitably be used to test and compare different algorithms.
Comparisons are then more difficult because the two algorithms will usually have different stopping criteria, and it may not be immediately clear how much of the success of the algorithm is due to its stopping criteria. However, the effect of the stopping criteria can be measured by running the program with different tolerances or by looking at the progress of the iteration.
To illustrate the use of the basic subroutines in the testing of algorithms, consider two nonlinear least squares subroutines NLSQ1 and NLSQ2. The names have been changed, but it should be realized that the development of each of these codes has received considerable attention; both of them appear in optimization libraries. These subroutines have an output parameter that indicates the status of the computation, and in Tables II and III We first ran these algorithms with the standard starting points; the results are shown in Tables II and III converging at the same rate on problem 6, but differences in convergence criteria caused NLSQ1 to work much harder. (e) Problems 2 and 3 are rank-deficient linear problems, and the differences in performance can be traced to the fact that NLSQ1 uses orthogonal transformations to solve the linear least squares subproblems, while NLSQ2 uses Cholesky decomposition on the normal equations. if) On the remainder of the problems both algorithms required only a small number of function evaluations {fewer than 50). • J.J. More, B. S, Garbow, and K. E. Hillstrom
The conclusion from Tables II and III is that, although the use of standard starting points reveals some differences, none of these differences are significant. This is not the case when NLSQ1 and NLSQ2 are run on the full set of starting points. These results appear in Tables IV and V , and the main differences are now as follows.
(a) NLSQ1 only fails (failure is identified by the size of the final /2 norm) on problem 10, while NLSQ2 fails three timesmonce on problem 5 and twice on problem 10. Moreover, for both failures on problem 10, the INFO value of NLSQ2 incorrectly claims success. (b) Although this information does not appear in the tables, NLSQ1 does not generate any overflows, while NLSQ2 produces overflows on problem 16 with n = 10 and 30. The overflows for n = 30 are generated by the function subroutine and occur on the first iteration; they are due to a large initial step. The overflows for n = 10 are generated by NLSQ2 and occur toward the middle of the iteration. (c) On all of the problems where NTRIES was set to 3 (problems 4, 5, 6, 7, 8, 9, 10, 11, 14, 15 with n = 1, and 16 with n = 10), the differences in performance between NLSQ1 and NLSQ2 are most pronounced for the farthest starting point, and here NLSQ1 is clearly superior to NLSQ2. For the standard starting point the algorithms perform very similarly, while for the intermediate starting point NLSQ1 seems to perform slightly better than NLSQ2. These observations are also based on a detailed examination of the progress of the iteration. These results show that Tables IV and V are not unduly influenced by the stopping criteria. The only exceptions occur when the problem has a continuum of solutions, and in these cases (problems 8 and 9 where the final 12 norms are 4.174 ... and 0.03205 ..., respectively), the convergence criteria of NLSQ2 are clearly inadequate.
It should now be clear that on the basis of the above testing, NLSQ1 is a better piece of software than NLSQ2. Again we point out that the development of NLSQ1 and NLSQ2 received considerable attention; had this not been the case, then our testing would have uncovered more drastic differences.
TESTING II
The test functions defined in Section 3 represent a basic set; in order to further test optimization software, it is desirable to modify this basic set to yield related problems. For example, consider the nonlinear least squares problem defined by a function ~', which is related to a function F from the basic set by the change of scale
:~o = E-lXo
where a is a positive scalar and E is a diagonal matrix with positive entries. A very desirable attribute of an optimization algorithm is scale invariance. This requires that for the above problems the algorithm should generate iterates that satisfy
Testing Unconstrained Optimization Software If an algorithm is scale invariant, it need not perform well on a problem; however, its performance will not change with the scaling of the problem. On the other hand, the performance of a scale-dependent algorithm usually deteriorates when it is applied to a badly scaled function R. For unconstrained minimization, the change of scale analogous to (5.1) is
t(x) = af(F~x).
If f comes from our basic set, the minimum of t is still nonnegative, so it may also be worthwhile to choose fl so that In the above program outline, we assume that FCN has assigned storage space to the one-dimensional arrays Z and SIGMA. The elements of SIGMA can either be generated once and passed to FCN via COMMON, or they can be generated each time FCN is called. We have found that setting (if n = 1 no scaling is performed) is adequate for investigating the scaling properties of algorithms.
To illustrate the type of results that can be obtained, consider two subroutines for the solution of systems of nonlinear equations, NEQ1 and NEQ2. As in Section 4, we have selected these two subroutines (with names changed) from optimization libraries.
We first ran these algorithms with the standard starting points; the results are shown in Tables VI and VII. It is not our intention to compare these results very carefully, but the following points are worthy of mention.
(a) NEQ2 fails on problem 6 with n = 9 and quits near the solution of problem 2, while NEQ1 succeeds on both problems. (b) Problem 7 with n = 8 is a system of nonlinear equations with no solution, and thus both algorithms fail. (c) NEQ2 quits near the solution of problem 8 with n = 40, while NEQ1 finds a point that minimizes the sum of squares that is not a solution to the system of nonlinear equations.
These results seem to favor NEQ1, but they are far from conclusive. We next ran these algorithms on the scaled problem (5.2) where ~1 is the identity matrix and ~2 is chosen by {5. 
