On polyvectors of vector spaces and hyperplanes of projective Grassmannians  by De Bruyn, Bart
Linear Algebra and its Applications 435 (2011) 1055–1084
Contents lists available at ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
On polyvectors of vector spaces and hyperplanes of projective
Grassmannians
Bart De Bruyn
Ghent University, Department of Mathematics, Krijgslaan 281 (S22), B-9000 Gent, Belgium
A R T I C L E I N F O A B S T R A C T
Article history:
Received 1 October 2009
Accepted 15 February 2011
Available online 24 March 2011
Submitted by R.A. Brualdi
AMS classification:
15A75
51A45
51E20
Keywords:
Polyvector
Multilinear form
Projective Grassmannian
Hyperplane
Regular spread
We investigate relationships between polyvectors of a vector space
V , alternating multilinear forms on V , hyperplanes of projective
Grassmannians and regular spreads of projective spaces. Suppose
V is an n-dimensional vector space over a fieldF and that An−1,k(F)
is the Grassmannian of the (k− 1)-dimensional subspaces of PG(V)
(1  k  n − 1). With each hyperplane H of An−1,k(F), we
associate an (n − k)-vector of V (i.e., a vector of∧n−k V) which we
will call a representative vector of H. One of the problems which we
consider is the isomorphism problem of hyperplanes of An−1,k(F),
i.e., how isomorphism of hyperplanes can be recognized in terms
of their representative vectors. Special attention is paid here to the
casen = 2k and to those isomorphismswhich arise fromdualities of
PG(V). We also prove that with each regular spread of the projective
space PG(2k − 1,F), there is associated some class of isomorphic
hyperplanes of the Grassmannian A2k−1,k(F), and we study some
properties of these hyperplanes. The above investigations allow us
to obtain a new proof for the classification, up to equivalence, of the
trivectors of a 6-dimensional vector space over an arbitrary field F,
and to obtain a classification, up to isomorphism, of all hyperplanes
of A5,3(F).
© 2011 Elsevier Inc. All rights reserved.
1. Overview
The aimof this paper is to investigate relationships between polyvectors of an n-dimensional vector
space V over a field F, alternating multilinear forms on V , hyperplanes of projective Grassmannians
defined on PG(V), and regular spreads of PG(V).
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Suppose dim(V) = n  2 and k ∈ {1, . . . , n − 1}. With every hyperplane H of the Grassmannian
An−1,k(F) of the (k − 1)-dimensional subspaces of the projective space PG(V), we will associate an
(n− k)-vector of V , which we call a representative vector of H. This (n− k)-vector is determined up to
a nonzero factor of F.
Oneof theproblemswhichwewill address is the isomorphismproblemofhyperplanesofAn−1,k(F).
Suppose H1 and H2 are two hyperplanes of An−1,k(F) and that α1 ∈ ∧n−k V and α2 ∈ ∧n−k V are
representative vectors of H1 and H2, respectively. Then there exists an automorphism of An−1,k(F)
induced by a projectivity of PG(V) mapping H1 to H2 if and only if the vector α1 is equivalent with a
nonzero multiple of α2 (which means that there is an element of GL(
∧n−k V) induced by an element
of GL(V) which maps α1 to a nonzero multiple of α2). However, in many cases there are much more
automorphisms than just those which arise from projectivities. There are also automorphisms which
are associated to collineations of PG(V)whose corresponding field automorphisms are nontrivial, and
in the casen = 2k, there are also automorphismswhich arise fromdualities of PG(V).Weare especially
interested in the latter case. Since the group of automorphisms of A2k−1,k(F) which are induced by
collineations of PG(V) is a (normal) subgroup of index 2 of the full automorphism group of A2k−1,k(F),
it suffices to take one particular isomorphism η of A2k−1,k(F) which is associated to some duality of
PG(V), and consider the following problem:
Suppose α ∈ ∧k V is a representative vector of the hyperplane H of A2k−1,k(F). Derive from α a
representative vector of the hyperplane Hη of A2k−1,k(F).
The investigation of this problem led us to the notion of dual vector of α with respect to some ordered
basis B of V . Wewill investigate this notion in Section 3. The isomorphism problem for the hyperplanes
of An−1,k(F) itself will be investigated in Section 5.
Supposen = 2k and thatS is a regular spreadofPG(V). LetX denote thesetof all (k−1)-dimensional
subspaces of PG(V) which contain at least 1 line of S, and let H denote the set of all hyperplanes of
An−1,k(F) containing X . Then we will show in Section 6 that every two distinct hyperplanes of H are
isomorphic. Moreover, the representative vectors which correspond to the elements ofH are precisely
the nonzero vectors of a certain 2-dimensional subspace of
∧k V . Some other properties of these
hyperplanes will be examined.
The above results will allow us in Section 7.4 to obtain an alternative proof for the classification,
up to equivalence, of the trivectors of a 6-dimensional vector space over an arbitrary field F. This
classification is originally due toRevoy [15] and anumber of other authors have obtained classifications
for some special classes of fields, see [4,6,10,11,14]. Themethodswhichwewill use in Section 7.4were
suggested to the authorwhile examining somegeometrical properties of the associated hyperplanes of
A5,3(F) (see e.g. Proposition 7.10). The classification, up to isomorphism, of the hyperplanes of A5,3(F)
can be found in Proposition 7.9.
2. The connection between polyvectors, alternating multilinear forms and hyperplanes of
Grassmannians
2.1. Polyvectors
Let n ∈ N\{0} and k ∈ {0, . . . , n}. Let V be an n-dimensional vector space over a field F and let∧k V denote the kth exterior power of V (∧0 V = F;∧1 V = V). The elements of∧k V are also called
the k-vectors of V . A polyvector of V is a k′-vector for some k′ ∈ {0, . . . , n}.
Suppose k ∈ {1, . . . , n}. Then for every θ ∈ GL(V), there exists a unique∧k(θ) ∈ GL(∧k V) such
that
∧k(θ)(v¯1 ∧ v¯2 ∧ · · · ∧ v¯k) = θ(v¯1)∧ θ(v¯2)∧ · · · ∧ θ(v¯k) for all vectors v¯1, v¯2, . . . , v¯k of V . Two
k-vectors α1 and α2 of V are called equivalent if there is a θ ∈ GL(V) such that∧k(θ)(α1) = α2. The
k-vectors α1 and α2 are called semi-equivalent if α1 is equivalent with some nonzero multiple of α2.
Regarding the classification of polyvectors, the following results can be found in the literature.
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• Suppose n  2. Up to equivalence, there is one nonzero 1-vector, one nonzero (n − 1)-vector and
one nonzero n-vector of V .
• Suppose n  2. There are  n
2
 equivalence classes of nonzero bivectors of V . If {e¯1, e¯2, . . . , e¯n} is a
basis of V , then the bivectors
∑k
i=1 e¯2i−1 ∧ e¯2i, k ∈ {1, . . . ,  n2}, are representatives of these  n2
classes.
• Suppose V is an n-dimensional complex vector space. A classification of the trivectors of V was
obtained in Reichel [14] for the case n = 6, in Schouten [17] for the case n = 7, in Gurevich [12]
for the case n = 8 and in Vinberg and Èlašvili [19] for the case n = 9. A summary of the results
obtained for the cases n ∈ {6, 7, 8} can be found in Gurevich [13, Section 35].
• Suppose V is an n-dimensional real vector space. A classification of the trivectors of V was obtained
in Gurevich [10,11] and Capdevielle [4] for the case n = 6, inWestwick [20] for the case n = 7 and
in Djokovic´ [9] for the case n = 8.
• SupposeV is a vector space of dimension n ∈ {6, 7} over a perfect field of cohomological dimension
at most 1. A classification of the trivectors of V was obtained in Cohen and Helminck [6].
• Suppose V is a vector space over an arbitrary field F. A classification of the trivectors of V was
obtained in Revoy [15] for the case n = 6 and in Revoy [16] for the case n = 7.
2.2. Alternating multilinear forms
Let V be a vector space of dimension n  0 over a field F and let k ∈ N\{0}. An alternating k-linear
form on V is a map f : Vk → F which satisfies the following properties:
(1) f is linear in each of its components;
(2) f (v¯σ(1), v¯σ(2), . . . , v¯σ(k)) = sgn(σ ) · f (v¯1, v¯2, . . . , v¯k) for all vectors v¯1, . . . , v¯k of V and every
permutation σ of {1, . . . , k}.
Notice that if k > n, then every alternating k-linear map on V is the zero map. In the sequel, we will
suppose that n  2 and k ∈ {1, . . . , n − 1}.
Let ξ be a given nonzero vector of
∧n V and let α be a given vector of ∧n−k V . Then for all
v¯1, . . . , v¯k ∈ V , we define fα,ξ (v¯1, . . . , v¯k) by:
α ∧ v¯1 ∧ · · · ∧ v¯k = fα,ξ (v¯1, . . . , v¯k) · ξ.
Then, clearly fα,ξ is an alternating k-linear form on V . We have fλ1·α1+λ2·α2,ξ = λ1 · fα1,ξ + λ2 · fα2,ξ
for all λ1, λ2 ∈ F, for all α1, α2 ∈ ∧n−k V and every nonzero ξ ∈ ∧n V . Also, fα,λ·ξ = 1λ fα,ξ for every
λ ∈ F\{0}, for every α ∈ ∧n−k V and every nonzero ξ ∈ ∧n V .
For every alternating k-linear form f on V and for every nonzero ξ ∈ ∧n V , there is a unique
α ∈ ∧n−k V such that f = fα,ξ . To see this, take a basis {e¯1, e¯2, . . . , e¯n} of V and let λ ∈ F\{0} such
that ξ = λ · e¯1 ∧ e¯2 ∧ · · · ∧ e¯n. For all i1, . . . , ik, j1, . . . , jn−k satisfying {i1, . . . , ik, j1, . . . , jn−k} ={1, 2, . . . , n}, i1 < i2 < · · · < ik and j1 < j2 < · · · < jn−k , we define
a(j1, . . . , jn−k) := sgn
⎛
⎝ 1 · · · n − k n − k + 1 · · · n
j1 · · · jn−k i1 · · · ik
⎞
⎠ · λ · f (e¯i1 , . . . , e¯ik) (1)
and
α :=∑ a(j1, . . . , jn−k) · e¯j1 ∧ · · · ∧ e¯jn−k , (2)
where the summation ranges over all j1, j2, . . . , jn−k ∈ {1, . . . , n} satisfying j1 < j2 < · · · < jn−k .
Then we necessarily have f = fα,ξ since f (e¯i1 , . . . , e¯ik) = fα,ξ (e¯i1 , . . . , e¯ik) for all i1, i2, . . . , ik ∈{1, . . . , n} satisfying i1 < i2 < · · · < ik . The uniqueness of α is also readily verified. The fact that
f (e¯i1 , . . . , e¯ik) = fα,ξ (e¯i1 , . . . , e¯ik) for all i1, i2, . . . , ik ∈ {1, . . . , n} satisfying i1 < i2 < · · · < ik ,
implies that α must be as defined in Eq. (2).
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LetV∗ denote thedual spaceofV . ThenbyBourbaki [2, Section8.2]
∧k V∗ canbe regardedas thedual
spaceof
∧k V byputting (ω1∧· · ·∧ωk)(v¯1∧· · ·∧v¯k)equal todet(ωi(v¯j)) = ∑σ sgn(σ )∏ki=1 ωi(v¯σ(i))
for all ω1, ω2, . . . , ωk ∈ V∗ and all v¯1, . . . , v¯k ∈ V (and extending linearly). The summation in the
above sum ranges over all permutations σ of {1, . . . , k}. Now, for every θ ∈ GL(V), we define a
θ∗ ∈ GL(V∗) by putting θ∗(ω)(v¯) = ω(θ−1(v¯)) for all ω ∈ V∗ and all v¯ ∈ V . Clearly, we have
(θ1 ◦ θ2)∗ = θ∗1 ◦ θ∗2 and (θ∗)−1 = (θ−1)∗ for all θ, θ1, θ2 ∈ GL(V). Also, if I denotes the identity
element of GL(V), then I∗ is the identity element of GL(V∗). For every θ ∈ GL(V), for every α ∈ ∧k V
and every χ ∈ ∧k V∗, we have χ(α) = ∧k(θ∗)(χ) (∧k(θ)(α)). If χ ∈ ∧k V∗, then we define
fχ (v¯1, . . . , v¯k) = χ(v¯1 ∧ · · · ∧ v¯k)
for all vectors v¯1, . . . , v¯k ∈ V . Then fχ is an alternating k-linear form of V . Clearly, fλ1·χ1+λ2·χ2 =
λ1 · fχ1 + λ2 · fχ2 for all λ1, λ2 ∈ F and all χ1, χ2 ∈
∧k V∗.
Conversely, if f is an alternating k-linear form on V , then there is a unique χ ∈ ∧k V∗ such that
f = fχ : if (e¯1, . . . , e¯n) is an ordered basis of V and if (ω1, . . . , ωn) denotes the corresponding dual
basis of V∗, then necessarily
χ = ∑ f (e¯i1 , e¯i2 , . . . , e¯ik) · ωi1 ∧ ωi2 ∧ · · · ∧ ωik , (3)
where the summation ranges over all i1, i2, . . . , ik ∈ {1, . . . , n} satisfying i1 < i2 < · · · < ik .
Two alternating k-linear forms f1 : Vk → K and f2 : Vk → K are called equivalent if there exists
a θ ∈ GL(V) such that f2(v¯1, v¯2, . . . , v¯k) = f1(θ(v¯1), θ(v¯2), . . . , θ(v¯k)) for all v¯1, . . . , v¯k ∈ V . The
alternating k-linear forms f1 : Vk → K and f2 : Vk → K are called semi-equivalent if there exists a
θ ∈ GL(V) and a λ ∈ F\{0} such that f2 is equivalent with λ · f1.
Proposition 2.1
(1) Let χ1, χ2 ∈ ∧k V∗. Then fχ1 and fχ2 are equivalent if and only if χ1, χ2 are equivalent.
(2) Let ξ ∈ ∧n V\{0} and α1, α2 ∈ ∧n−k V. If θ ∈ GL(V) such that α2 = ∧n−k(θ)(α1), then
det(θ) · fα1,ξ and fα2,ξ are equivalent.
(3) Let ξ ∈ ∧n V\{0} and α1, α2 ∈ ∧n−k V. Then α1 and α2 are semi-equivalent if and only if fα1,ξ
and fα2,ξ are semi-equivalent.
Proof. (1) For every θ ∈ GL(V), for every χ ∈ ∧k V∗ and all v¯1, v¯2, . . . , v¯k ∈ V , we have fχ (v¯1, . . . ,
v¯k) = χ(v¯1∧· · ·∧ v¯k) = ∧k(θ∗)(χ)(θ(v¯1)∧· · ·∧θ(v¯k)) = f∧k(θ∗)(χ)(θ(v¯1), . . . , θ(v¯k)). So, fχ and
f∧k(θ∗)(χ) are equivalent. This proves the “if” part of Claim (1). Conversely, suppose χ1, χ2 ∈
∧k V∗
such that fχ1 and fχ2 are equivalent. Then there exists a θ ∈ GL(V) such that fχ2(θ(v¯1), . . . , θ(v¯k)) =
fχ1(v¯1, . . . , v¯k) = f∧k(θ∗)(χ1)(θ(v¯1), . . . , θ(v¯2)) for all v¯1, . . . , v¯k ∈ V . This implies that fχ2 =
f∧k(θ∗)(χ1). Hence, χ2 =
∧k(θ∗)(χ1) and χ1 is equivalent with χ2.
(2) We have fα2,ξ (θ(v¯1), . . . , θ(v¯k)) · ξ =
∧n−k(θ)(α1) ∧ θ(v¯1) ∧ · · · ∧ θ(v¯k) = det(θ) · α1 ∧
v¯1 ∧ · · · ∧ v¯k = det(θ) · fα1,ξ (v¯1, . . . , v¯k) · ξ for all vectors v¯1, . . . , v¯k of V . So, det(θ) · fα1,ξ and fα2,ξ
are equivalent.
(3) If α1 and α2 are semi-equivalent, then also fα1,ξ and fα2,ξ are semi-equivalent by (2). Con-
versely, suppose that fα1,ξ and fα2,ξ are semi-equivalent. Let θ ∈ GL(V) and λ ∈ F\{0} such that
fα2,ξ (θ(v¯1), . . . , θ(v¯k)) = λ · fα1,ξ (v¯1, . . . , v¯k) for all v¯1, . . . , v¯k ∈ V . By the discussion in (2),
fα1,ξ (v¯1, . . . , v¯k) = 1det(θ) · fα′1,ξ (θ(v¯1), . . . , θ(v¯k)), where α′1 =
∧n−k(θ)(α1). It follows that
fα2,ξ (θ(v¯1), . . . , θ(v¯k)) = λdet(θ) · fα′1,ξ (θ(v¯1), . . . , θ(v¯k)) for all v¯1, . . . , v¯k ∈ V . So, fα2,ξ = λdet(θ) ·
fα′1,ξ . It follows that α2 = λdet(θ)α′1. Hence, α1 and α2 are semi-equivalent. 
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By Proposition 2.1(1), the problem of determining the (semi-)equivalence classes of k-vectors of V
(or equivalently, of V∗) is equivalent to the problem of determining the (semi-)equivalence classes of
alternatingk-linear formsonV . ByProposition2.1(3), theproblemofdetermining thesemi-equivalence
classes of (n−k)-vectors ofV is equivalent to the problemof determining the semi-equivalence classes
of alternating k-linear forms on V and hence equivalent with the problem of determining the semi-
equivalence classes of k-vectors ofV . A similar conclusion does not necessarily hold for the equivalence
classes, see e.g. (the final example of) Section 4.
2.3. Hyperplanes of projective Grassmannians
Let F be a field, n ∈ N\{0, 1} and k ∈ {1, . . . , n− 1}. Let V be an n-dimensional vector space over
F and let PG(V) ∼= PG(n − 1,F) denote the corresponding projective space. We define the following
point-line geometry An−1,k(F):
• The points of An−1,k(F) are the (k − 1)-dimensional subspaces of PG(V).• The lines of An−1,k(F) are the sets L(π1, π2) of (k − 1)-dimensional subspaces of PG(V) which
contain a given (k − 2)-dimensional subspace π1 and are contained in a given k-dimensional
subspace π2 (π1 ⊂ π2).• Incidence is containment.
The geometry An−1,k(F) is called the Grassmannian of the (k − 1)-dimensional subspaces of PG(V).
Obviously, An−1,k(F) ∼= An−1,n−k(F) and the geometry An−1,1(F) ∼= An−1,n−1(F) is isomorphic to
(the point-line system of) the projective space PG(n − 1,F). A hyperplane of An−1,k(F) is a proper
set of points of An−1,k(F) meeting each line in either a singleton or the whole line. For a proof of the
following proposition, see e.g. De Bruyn [8, Lemma 2.1].
Proposition 2.2 Every hyperplane of An−1,k(F) is a maximal (proper) subspace.
For every point p = 〈v¯1, . . . , v¯k〉 of An−1,k(F), let egr(p) denote the point 〈v¯1 ∧ v¯2 ∧ · · · ∧ v¯k〉 of
PG(
∧k V). The map egr defines a projective embedding of the geometry An−1,k(F) into the projec-
tive space PG(
∧k V), which is called the Grassmann embedding of An−1,k(F). If π is a hyperplane of
PG(
∧k V), then the set Hπ of all points p of An−1,k(F) for which egr(p) ∈ π is clearly a hyperplane of
An−1,k(F).
The following proposition is known, see e.g. Shult [18].
Proposition 2.3
(1) Let f be a nonzero alternating k-linear formonV. Then the setHf of all (k−1)-dimensional subspaces〈v¯1, v¯2, . . . , v¯k〉 of PG(V) for which f (v¯1, v¯2, . . . , v¯k) = 0 is a hyperplane of An−1,k(F).
(2) If f1 and f2 are two nonzero alternating k-linear forms on V, then Hf1 = Hf2 if and only if f2 is a
nonzero multiple of f1.
Proof. (1) Observe first that if {v¯1, . . . , v¯k} and {v¯′1, . . . , v¯′k} generate the same (k − 1)-dimensional
projective space of PG(V), then f (v¯1, v¯2, . . . , v¯k) = 0 if and only if f (v¯′1, v¯′2, . . . , v¯′k) = 0. So, the set
Hf is well-defined. Notice also that since f is nonzero, Hf is a proper set of points of An−1,k(F).
Consider a line L(π1, π2) of An−1,k(F). We can choose vectors v¯1, v¯2, . . . , v¯k, v¯k+1 in V such that
π1 = 〈v¯1, . . . , v¯k−1〉 and π2 = 〈v¯1, . . . , v¯k+1〉. Then L(π1, π2) = {〈v¯1, . . . , v¯k〉} ∪ {〈v¯1, . . . , v¯k+1 +
λv¯k〉 | λ ∈ F}. Since f (v¯1, . . . , v¯k+1 + λv¯k) = f (v¯1, . . . , v¯k+1) + λ · f (v¯1, . . . , v¯k), it is easily seen
that either one or all points of L(π1, π2) are contained in Hf . So, Hf is a hyperplane of An−1,k(F).
(2) Clearly, Hf1 = Hf2 if f2 is a nonzero multiple of f1. Conversely, suppose that H = Hf1 = Hf2
and let p = 〈v¯1, . . . , v¯k〉 be a point of An−1,k(F) not contained in H. Then f1(v¯1, . . . , v¯k) = 0 =
f2(v¯1, . . . , v¯k). So, there exists a λ = 0 such that (f2 − λ · f1)(v¯1, . . . , v¯k) = 0. If f2 = λ · f1, then
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H ∪ {p} ⊆ Hf2−λ·f1 , in contradiction with the fact that H is a maximal subspace of An−1,k(F) (recall
Proposition 2.2). So, f2 = λ · f1 is a nonzero multiple of f1. 
The two (equivalent) statements in the following proposition are the main results of Shult [18] (see
also De Bruyn [8] for a shorter proof).
Proposition 2.4
(1) For every hyperplane H of An−1,k(F), there exists a nonzero alternating k-linear form f such that
H = Hf .
(2) If H is a hyperplane of An−1,k(F), then H = Hπ for a unique hyperplane π of PG(∧k V).
Definition. If H is a hyperplane of An−1,k(F), then there exists a nonzero alternating k-linear form f
on V such that H = Hf , and nonzero vectors α ∈ ∧n−k V and ξ ∈ ∧n V such that f = fα,ξ . Notice
here that f and α are uniquely determined up to nonzero factors. We call (any nonzero factor of) α a
representative vector of the hyperplane H.
Remarks. (1) Propositions 2.3 and 2.4(1) say that there is a one-to-one correspondence between the
set of hyperplanes of An−1,k(F) and the scalar classes of nonzero alternating k-linear forms on V (two
nonzero alternating k-linear forms are said to belong to the same scalar class if each of them is a
nonzero multiple of the other). In the special case k = 2, this result was also obtained in Cooperstein
and Shult [7].
(2) Suppose π is a hyperplane of PG(
∧k V). It is easily seen that there exists a nonzero vector
α ∈ ∧n−k V such that a point 〈β〉 of PG(∧k V) belongs to π if and only if α ∧ β = 0 (make the
calculations with respect to some fixed ordered basis of V). If ξ is some nonzero vector of
∧n V , then
we obviously have Hπ = Hfα,ξ . The correspondence π ↔ fα,ξ defines a bijective correspondence
between the set of hyperplanes of PG(
∧k V) and the scalar classes of nonzero alternating k-linear
forms on V . This explains why the two statements in Proposition 2.4 can be regarded as equivalent.
3. Dual vectors with respect to some ordered basis
Wecontinuewith thenotations introduced inSection2.2.Recall thatV is avector spaceofdimension
n  2 over a field F and that k ∈ {1, . . . , n − 1}.
Definitions. (1) Let B = (e¯1, . . . , e¯n) be an ordered basis of V and let B∗ = (ω1, . . . , ωn) denote the
corresponding dual basis of V∗. Then ρB denotes the linear isomorphism between V and V∗ defined by
e¯i → ωi, i ∈ {1, . . . , n}. The linear isomorphism ρB : V → V∗ induces a unique linear isomorphism
ρB,k between
∧k V and∧k V∗ which satisfies ρB,k(e¯i1 ∧ e¯i2 ∧ · · · ∧ e¯ik) = ωi1 ∧ ωi2 ∧ · · · ∧ ωik for
all i1, i2, . . . , ik ∈ {1, . . . , n}.
(2) Using the connection between the vectors of
∧k V∗, the alternating k-linear forms and the
vectors of
∧n−k V , we readily see that there is a natural bijective correspondence Φ∗k between the 1-
dimensional subspaces of
∧k V∗ and the 1-dimensional subspaces of∧n−k V . LetU be a 1-dimensional
subspace of
∧k V∗ and let χ ∈ ∧k V∗ such that U = 〈χ〉. If we fix ξ ∈ ∧n V\{0}, then there is
a unique α ∈ ∧n−k V such that fα,ξ = fχ . We define Φ∗k (U) := 〈α〉. Since fλ1·α,λ2·ξ = λ1λ2 fα,ξ
and fλ·χ = λ · fχ for all λ, λ1, λ2 ∈ F\{0}, this definition is independent of the choices of χ
and ξ .
Using formulas (1), (2) and (3), we can give an explicit description of Φ∗k , once we have fixed a
certain ordered basis B = (e¯1, e¯2, . . . , e¯n) of V . Let (ω1, ω2, . . . , ωn) denote the corresponding dual
basis of V∗. For all i1, i2, . . . , ik ∈ {1, . . . , n} satisfying i1 < i2 < · · · < ik , we define
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s(i1, . . . , ik) := sgn
⎛
⎝ 1 · · · k k + 1 · · · n
i1 · · · ik j1 · · · jn−k
⎞
⎠
= (−1)k·(n−k) · sgn
⎛
⎝ 1 · · · n − k n − k + 1 · · · n
j1 · · · jn−k i1 · · · ik
⎞
⎠ .
As above, let U = 〈χ〉 be a 1-dimensional subspace of ∧k V∗ and put Φ∗k (U) = 〈α〉. If χ =∑
b(i1, i2, . . . , ik)·ωi1∧ωi2∧· · ·∧ωik ,where thesummation rangesoverall i1, i2, . . . , ik ∈ {1, . . . , n}
satisfying i1 < i2 < · · · < ik , then by Eqs. (1), (2) and (3), α is up to a nonzero factor equal to
∑
s(i1, i2, . . . , ik) · b(i1, i2, . . . , ik) · e¯j1 ∧ e¯j2 ∧ · · · ∧ e¯jn−k ,
where the summation ranges over all numbers i1, i2, . . . , ik, j1, j2, . . . , jn−k satisfying {i1, i2, . . . , ik,
j1, j2, . . . , jn−k} = {1, 2, . . . , n}, i1 < i2 < · · · < ik and j1 < j2 < · · · < jn−k .
Definition. We call the vector
∑
s(i1, i2, . . . , ik) ·b(i1, i2, . . . , ik) · e¯j1 ∧ e¯j2 ∧· · ·∧ e¯jn−k ∈
∧n−k V the
dual vector of
∑
b(i1, i2, . . . , ik) · e¯i1 ∧ e¯i2 ∧ · · · ∧ e¯ik with respect to B = (e¯1, . . . , e¯n). The following
is immediately clear from the above discussion.
Proposition 3.1 Let B be an ordered basis of V . If α ∈ ∧k V and if β denotes the dual vector of α with
respect to B, then 〈β〉 = Φ∗k (〈ρB,k(α)〉).
Proposition 3.2 Let B = (e¯1, e¯2, . . . , e¯n) be an ordered basis of V .
(1) Let λ1, λ2 ∈ F, let α1, α2 ∈ ∧k V and let βi , i ∈ {1, 2}, be the dual vector of αi with respect to B.
Then λ1β1 + λ2β2 is the dual vector of λ1α1 + λ2α2 with respect to B.
(2) If {i1, . . . , ik, j1, . . . , jn−k} = {1, . . . , n}, then the dual vector of e¯i1 ∧ · · · ∧ e¯ik with respect to B
is equal to
sgn
⎛
⎝ 1 · · · k k + 1 · · · n
i1 · · · ik j1 · · · jn−k
⎞
⎠ · e¯j1 ∧ e¯j2 ∧ · · · ∧ e¯jn−k .
Proof. (1) This immediately follows from the definition of the notion dual vector.
(2) Let i′1, . . . , i′k ∈ {1, . . . , n} such that {i′1, . . . , i′k} = {i1, . . . , ik} and i′1 < i′2 < · · · < i′k .
Similarly, let j′1, . . . , j′n−k such that {j′1, . . . , j′n−k} = {j1, . . . , jn−k} and j′1 < j′2 < · · · < j′n−k . Then
the dual vector of e¯i1 ∧ e¯i2 ∧ · · · ∧ e¯ik = sgn
⎛
⎝ i1 · · · ik
i′1 · · · i′k
⎞
⎠ · e¯i′1 ∧ e¯i′2 ∧ · · · ∧ e¯i′k with respect to B is
equal to sgn
⎛
⎝ i1 · · · ik
i′1 · · · i′k
⎞
⎠ · s(i′1, . . . , i′k) · e¯j′1 ∧ e¯j′2 ∧ · · · ∧ e¯j′n−k = sgn
⎛
⎝ i1 · · · ik
i′1 · · · i′k
⎞
⎠ · s(i′1, . . . , i′k) ·
sgn
⎛
⎝ j1 · · · jn−k
j′1 · · · j′n−k
⎞
⎠·e¯j1∧e¯j2∧· · ·∧e¯jn−k = sgn
⎛
⎝ 1 · · · k k + 1 · · · n
i1 · · · ik j1 · · · jn−k
⎞
⎠·e¯j1∧e¯j2∧· · ·∧e¯jn−k . 
Proposition 3.3 Let B be an ordered basis of V . If β ∈ ∧n−k V is the dual vector of α ∈ ∧k V, then
(−1)k(n−k)α is the dual vector of β with respect to B.
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Proof. This immediately follows fromthedefinitionof thenotiondualvectorand the fact that s(i1, . . . ,
ik) · s(j1, . . . , jn−k) = (−1)k(n−k) for all i1, . . . , ik, j1, . . . , jn−k ∈ N satisfying {i1, . . . , ik, j1, . . . ,
jn−k} = {1, . . . , n}, i1 < i2 < . . . < ik and j1 < j2 < · · · < jn−k . 
Proposition 3.4 Let B = (e¯1, . . . , e¯n) be an ordered basis of V . Let α1 ∈ ∧k V, α2 ∈ ∧n−k V, and let βi,
i ∈ {1, 2}, denote the dual vector of αi with respect to B. Then α1 ∧ α2 = β1 ∧ β2.
Proof. Let α1 = ∑ a1(i1, . . . , ik) · e¯i1 ∧ · · · ∧ e¯ik , where the summation ranges over all i1, . . . , ik ∈{1, . . . , n} satisfying i1 < · · · < ik . Similarly, put α2 = ∑ a2(j1, . . . , jn−k) · e¯j1 ∧ e¯j2 ∧ · · · ∧ e¯jn−k ,
where the summation ranges over all j1, . . . , jn−k ∈ {1, . . . , n} satisfying j1 < · · · < jn−k . Then
α1 ∧ α2 = (∑ s(i1, . . . , ik) · a1(i1, . . . , ik) · a2(j1, . . . , jn−k)) · e¯1 ∧ · · · ∧ e¯n, where the summation
ranges over all i1, . . . , ik, j1, . . . , jn−k ∈ N satisfying {i1, . . . , ik, j1, . . . , jn−k} = {1, 2, . . . , n}, i1 <
i2 < · · · < ik and j1 < j2 < · · · < jn−k .
Now, β1 = ∑ s(i1, . . . , ik) · a1(i1, . . . , ik) · e¯j1 ∧ e¯j2 ∧ · · · ∧ e¯jn−k and β2 = ∑ s(j1, . . . , jn−k) ·
a2(j1, . . . , jn−k) · e¯i1 ∧ e¯i2 ∧· · ·∧ e¯ik , where the summation ranges over all i1, . . . , ik, j1, . . . , jn−k ∈ N
satisfying {i1, . . . , ik, j1, . . . , jn−k} = {1, . . . , n}, i1 < · · · < ik and j1 < · · · < jn−k . We find
β1 ∧ β2 = (∑ s(i1, . . . , ik) · a1(i1, . . . , ik) · a2(j1, . . . , jn−k)) · e¯1 ∧ · · · ∧ e¯n = α1 ∧ α2. 
Definition. Let B = (e¯1, e¯2, . . . , e¯n) be an ordered basis of V . For every k-dimensional subspace U of
V , let U⊥B denote the (n − k)-dimensional subspace of V consisting of all vectors v¯ ∈ V for which
ρB(u¯)(v¯) = 0 for all u¯ ∈ U. The subspace U⊥B of V can be defined in an alternative way. Let (·, ·)B
denote the following nondegenerate symmetric formonV : (
∑n
i=1 aie¯i,
∑n
i=1 bie¯i)B :=
∑n
i=1 aibi. Then
U⊥B is the orthogonal complement of U with respect to the form (·, ·)B. Clearly, (U⊥B)⊥B = U.
Proposition 3.5 Let B be an ordered basis of V . Let U = 〈v¯1, . . . , v¯k〉 be a k-dimensional subspace of V
and put U⊥B = 〈w¯1, . . . , w¯n−k〉. Then the dual vector of v¯1 ∧ · · · ∧ v¯k with respect to B is proportional
to w¯1 ∧ · · · ∧ w¯n−k.
Proof. If α denotes the dual vector of v¯1 ∧ · · · ∧ v¯k with respect to B, then 〈α〉 = Φ∗k (< ρB(v¯1) ∧
ρB(v¯2) ∧ · · · ∧ ρB(v¯k) >) by Proposition 3.1.
Now, extend (ρB(v¯1), ρB(v¯2), . . . , ρB(v¯k)) to an ordered basis B
∗
1 = (ρB(v¯1), . . . , ρB(v¯k), ωk+1,
. . . , ωn) of V
∗ and let B1 = (u¯1, u¯2, . . . , u¯n) be an ordered basis of V forwhich B∗1 is the corresponding
dual basis. Notice that 〈u¯k+1, . . . , u¯n〉 = 〈w¯1, . . . , w¯n−k〉 and hence 〈u¯k+1 ∧ · · ·∧ u¯n〉 = 〈w¯1 ∧ · · ·∧
w¯n−k〉. Using the explicit description of the map Φ∗k with respect to the ordered bases B1 and B∗1, we
find 〈α〉 = Φ∗k (ρB(v¯1) ∧ ρB(v¯2) ∧ · · · ∧ ρB(v¯k)) = 〈u¯k+1 ∧ · · · ∧ u¯n〉 = 〈w¯1 ∧ · · · ∧ w¯n−k〉. 
The following is a corollary of Propositions 3.3, 3.4 and 3.5.
Corollary 3.6 Let B be an ordered basis of V . Let α1 ∈ ∧n−k V and let α2 ∈ ∧k V denote the dual vector
of α1 with respect to B. Let X1 denote the set of all k-dimensional subspaces 〈v¯1, . . . , v¯k〉 of V for which
α1∧v¯1∧· · ·∧v¯k = 0. Similarly, let X2 denote the set of all (n−k)-dimensional subspaces 〈w¯1, . . . , w¯n−k〉
of V for which α2 ∧ w¯1 ∧ · · · ∧ w¯n−k = 0. Then X2 = {U⊥B |U ∈ X1}.
Proposition 3.7 Let B1 and B2 be two ordered bases of V and let θ denote the unique element of GL(V)
mapping B1 to B2, then there exists a φ ∈ GL(V)with det(φ) = det(θ)2 such that the following holds for
every α ∈ ∧k V:
If βi, i ∈ {1, 2}, denotes the dual vector of α with respect to Bi, then β2 = 1det(θ)
∧n−k(φ)(β1).
As a consequence, β1 and β2 are semi-equivalent.
Proof. (1) If B1 = B2, then we can take for φ the identical linear transformation of V .
(2) Suppose there exist vectors e¯1, . . . , e¯n of V and a permutation σ of {1, . . . , n} such that B1 =
(e¯1, . . . , e¯n) and B2 = (e¯σ(1), . . . , e¯σ(n)). Let φ be the identical transformation of V . Since det(θ) =
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sgn(σ ), det(φ) = det(θ)2. If we put α equal to ∑ a(i1, . . . , ik) · e¯i1 ∧ · · · ∧ e¯ik , where  denotes
the summation over all i1, . . . , ik, j1, . . . , jn−k ∈ {1, . . . , n} satisfying {i1, . . . , ik, j1, . . . , jn−k} ={1, . . . , n}, i1 < · · · < ik and j1 < · · · < jn−k , then by Proposition 3.2(2), we have
β1 =
∑
s(i1, . . . , ik) · a(i1, . . . , ik) · e¯j1 ∧ · · · ∧ e¯jn−k ,
β2 =
∑
s(i1, . . . , ik) · sgn(σ ) · a(i1, . . . , ik) · e¯j1 ∧ · · · ∧ e¯jn−k .
So, we have β2 = sgn(σ ) · β1 = 1det(θ)
∧n−k(φ)(β1).
(3) Suppose there exist vectors e¯1, . . . , e¯n of V and aλ ∈ F\{0} such that B1 = (e¯1, e¯2, . . . , e¯n) and
B2 = (λe¯1, e¯2, . . . , e¯n). Letφ be the followingelementofGL(V): e¯1 → λ2e¯1; e¯i → e¯i,∀i ∈ {2, . . . , n}.
Then det(φ) = λ2 = det(θ)2. Put α = ∑1 a(i1, . . . , ik) · e¯i1 ∧ · · · ∧ e¯ik +∑2 a(i1, . . . , ik) · e¯i1 ∧
· · · ∧ e¯ik =
∑
1
a(i1,...,ik)
λ
· (λ · e¯i1) ∧ e¯i2 ∧ · · · ∧ e¯ik +
∑
2 a(i1, . . . , ik) · e¯i1 ∧ · · · ∧ e¯ik , where• 1 denotes the summation ranging over all i1, . . . , ik, j1, . . . , jn−k ∈ {1, . . . , n} satisfying{i1, . . . , ik, j1, . . . , jn−k} = {1, . . . , n}, 1 = i1 < i2 < · · · < ik and j1 < j2 < · · · < jn−k;• 2 denotes the summation ranging over all i1, . . . , ik, j1, . . . , jn−k ∈ {1, . . . , n} satisfying{i1, . . . , ik, j1, . . . , jn−k} = {1, . . . , n}, i1 < i2 < · · · < ik and 1 = j1 < j2 < · · · < jn−k .
We have
β1 =
∑
1
s(i1, . . . , ik) · a(i1, . . . , ik) · e¯j1 ∧ · · · ∧ e¯jn−k
+∑
2
s(i1, . . . , ik) · a(i1, . . . , ik) · e¯j1 ∧ · · · ∧ e¯jn−k
and
β2 =
∑
1
1
λ
s(i1, . . . , ik) · a(i1, . . . , ik) · e¯j1 ∧ · · · ∧ e¯jn−k
+∑
2
λ · s(i1, . . . , ik) · a(i1, . . . , ik) · e¯j1 ∧ · · · ∧ e¯jn−k .
Hence, β2 = 1λ
∧n−k(φ)(β1) = 1det(θ) ∧n−k(φ)(β1).
(4) Suppose there exist vectors e¯1, . . . , e¯n of V such that B1 = (e¯1, e¯2, . . . , e¯n) and B2 = (e¯1 +
e¯2, e¯2, . . . , e¯n). Let φ be the following map of GL(V): e¯1 → e¯1 + e¯2; e¯2 → −e¯1; e¯i → e¯i, ∀i ∈{3, . . . , n}. Thendet(φ) = 1 = det(θ)2.Putα = ∑1 a(i1, . . . , ik) · e¯i1 ∧ · · · ∧ e¯ik +∑2 a(i1, . . . , ik) ·
e¯i1 ∧ · · · ∧ e¯ik +
∑
3 a(i1, . . . , ik) · e¯i1 ∧ · · · ∧ e¯ik +
∑
4 a(i1, . . . , ik) · e¯i1 ∧ · · · ∧ e¯ik , where l ,
l ∈ {1, 2, 3, 4}, denotes thesummationrangingoverall i1, . . . , ik, j1, . . . , jn−k ∈ {1, . . . , n} satisfying{i1, . . . , ik, j1, . . . , jn−k}= {1, . . . , n}, i1 < i2 < · · · < ik , j1 < j2 < · · · < jn−k andProperty(Pl).Here:
(P1) : i1 = 1, i2 = 2; (P2) : i1 = 1, j1 = 2;
(P3) : i1 = 2, j1 = 1; (P4) : j1 = 1, j2 = 2.
In the sum 1, we have e¯i1 ∧ · · · ∧ e¯ik = (e¯1 + e¯2) ∧ e¯2 ∧ e¯i3 ∧ · · · ∧ e¯ik . In the sum 2, we
have e¯i1 ∧ · · · ∧ e¯ik = (e¯1 + e¯2) ∧ e¯i2 ∧ · · · ∧ e¯ik − e¯2 ∧ e¯i2 ∧ · · · e¯ik . In the sum 3, we have
e¯i1 ∧ · · · ∧ e¯ik = e¯2 ∧ e¯i2 ∧ · · · ∧ e¯ik . We have
β1 =
∑
1
s(i1, . . . , ik) · a(i1, . . . , ik) · e¯j1 ∧ · · · ∧ e¯jn−k
+∑
2
s(i1, . . . , ik) · a(i1, . . . , ik) · e¯j1 ∧ · · · ∧ e¯jn−k
+∑
3
s(i1, . . . , ik) · a(i1, . . . , ik) · e¯j1 ∧ · · · ∧ e¯jn−k
+∑
4
s(i1, . . . , ik) · a(i1, . . . , ik) · e¯j1 ∧ · · · ∧ e¯jn−k
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and
β2 =
∑
1
s(i1, . . . , ik) · a(i1, . . . , ik) · e¯j1 ∧ · · · ∧ e¯jn−k
+∑
2
s(i1, . . . , ik) · a(i1, . . . , ik) · (e¯2 − (e¯1 + e¯2)) ∧ e¯j2 ∧ · · · ∧ e¯jn−k
+∑
3
s(i1, . . . , ik) · a(i1, . . . , ik) · (e¯1 + e¯2) ∧ e¯j2 ∧ · · · ∧ e¯jn−k
+∑
4
s(i1, . . . , ik) · a(i1, . . . , ik) · (e¯1 + e¯2) ∧ e¯2 ∧ e¯j3 ∧ · · · ∧ e¯jn−k .
One readily verifies that β2 = ∧n−k(φ)(β1) = 1det(θ) ∧n−k(φ)(β1).
(5) Suppose now that B1 and B2 are two arbitrary distinct ordered bases of V . Then there exist
ordered bases C0, C1, . . . , Ck of V such that: (i) C0 = B1; (ii) Ck = B2; (iii) Ci, i ∈ {1, . . . , k}, is
related to Ci−1 as described in (1), (2), (3) or (4) above. So, it suffices to prove that if the proposition
holds for pairs (C0, C1) and (C1, C2) of ordered bases of V , then the proposition also holds for the pair
(C0, C2). Let θi, i ∈ {1, 2}, denote the unique element of GL(V)mapping Ci−1 to Ci, and letφi denote an
element of GL(V) associated with the pair (Ci−1, Ci, θi). So, det(φ1) = det(θ1)2, det(φ2) = det(θ2)2.
Moreover, if α ∈ ∧k V and if βi, i ∈ {0, 1, 2}, denotes the dual vector of α with respect to Ci, then
β1 = 1det(θ1)
∧n−k(φ1)(β0) andβ2 = 1det(θ2)
∧n−k(φ2)(β1). It follows thatβ2 = 1det(θ2◦θ1)
∧n−k(φ2◦
φ1)(β0). Here, θ2 ◦ θ1 is the unique element of GL(V)mapping C0 to C2, and det(φ2 ◦ φ1) = det(φ2) ·
det(φ1) = det(θ2)2 · det(θ1)2 = det(θ2 ◦ θ1)2. 
Proposition 3.8 Let B be an ordered basis of V . Let α1 andα2 be two vectors of
∧k V and let βi , i ∈ {1, 2},
denote the dual vector of αi with respect to B. Then α1 and α2 are semi-equivalent if and only if β1 and β2
are semi-equivalent.
Proof. We give two distinct proofs.
(1) Clearly, α1 and α2 are semi-equivalent if and only if χ1 := ρB,k(α1) and χ2 := ρB,k(α2) are
semi-equivalent. By Proposition 2.1(1), χ1 and χ2 are semi-equivalent if and only if fχ1 and fχ2 are
semi-equivalent. Notice that if ξ is an arbitrary nonzero vector of
∧n V , then fβi,ξ , i ∈ {1, 2}, is a
nonzero multiple of fχi by Proposition 3.1. So, by Proposition 2.1(3), fχ1 and fχ2 are semi-equivalent if
and only if β1 and β2 are semi-equivalent. The proposition follows.
(2) In viewof Proposition 3.3, it suffices to prove the “only if” part of theproposition. Supposeα1 and
α2 are semi-equivalent. Then there exists a λ ∈ F\{0} and a θ ∈ GL(V) such that λ ·α2 = ∧k(θ)(α1).
Put B = (e¯1, . . . , e¯n) and B′ = (θ(e¯1), . . . , θ(e¯n)). Put α1 = ∑ a(i1, . . . , ik) · e¯i1 ∧ · · · ∧ e¯ik ,
where the summation  ranges over all i1, . . . , ik ∈ {1, . . . , n} satisfying i1 < i2 < · · · < ik . Then
λ · α2 = ∑ a(i1, . . . , ik) · θ(e¯i1) ∧ · · · ∧ θ(e¯ik). Obviously,∧n−k(θ)(β1) is the dual vector of λ · α2
with respect to the basis B′. So, β1 is semi-equivalent with the dual vector of α2 with respect to B′. By
Proposition 3.7, β1 is also semi-equivalent with the dual vector β2 of α2 with respect to B. 
Corollary 3.9 Let B1, B2 be two ordered bases of V, and letα1, α2 be two vectors of
∧k V. Letβi , i ∈ {1, 2},
denote the dual vector of αi with respect to Bi. Then α1 and α2 are semi-equivalent if and only if β1 and β2
are semi-equivalent.
Proof. Let β ′2 denote the dual vector of α2 with respect to B1. Then β2 and β ′2 are semi-equivalent by
Proposition 3.7. Now, by Proposition 3.8, α1 and α2 are semi-equivalent if and only if β1 and β
′
2 are
semi-equivalent, i.e., if and only if β1 and β2 are semi-equivalent. 
4. Bivectors and (n− 2)-vectors
In view of the connection which exists between the alternating bilinear forms on a vector space
V and the bivectors of the dual space V∗ of V , the classification, up to equivalence, of the bivectors
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of V (or equivalently, of V∗), is well-known and readily obtained. We will discuss this in Section 4.1
where we will also take the opportunity to derive a property of bivectors (Proposition 4.1(2)) which
we will need later. The classification of the (n − 2)-vectors of V is discussed in Section 4.2. We found
no suitable reference for this latter classification in the literature.
4.1. Bivectors
Let V be a vector space of dimension n  0 over a field F. The alternating bilinear forms on V are
also called the symplectic forms on V . The radical Rad(f ) of a symplectic form f : V × V → F is the set
of all v¯ ∈ V such that f (v¯, w¯) = 0, ∀w¯ ∈ V .
Suppose Rad(f ) = 0. Then the symplectic form f is nondegenerate and n = 2m is even. An ordered
basis (e¯1, f¯1, . . . , e¯m, f¯m) of V is then called a hyperbolic basis of V (with respect to f ) if f (e¯i, e¯j) =
f (f¯i, f¯j) = 0 and f (e¯i, f¯j) = δij for all i, j ∈ {1, . . . ,m}.
In the general case, 2m := n − dim(Rad(f )) is even. Let {g¯2m+1, . . . , g¯n} be a basis of Rad(f ). If U
is a subspace of V complementary to Rad(f ), then the form fU induced by f on U is a nondegenerate
symplectic form. If (e¯1, f¯1, . . . , e¯m, f¯m)denotes a hyperbolic basis ofUwith respect to fU , then f is com-
pletely determined by (e¯1, f¯1, . . . , e¯m, f¯m) and (g¯2m+1, . . . , g¯n). So, for everym ∈ {0, . . . ,  n2}, there
exists, up to equivalence, a unique nondegenerate symplectic form f for which Rad(f ) has dimension
n − 2m. So, there are up to equivalence precisely  n
2
 + 1 symplectic forms on V .
As mentioned in Section 2.2, there exists a one-to-one correspondence between the symplectic
forms on V and the elements of
∧2 V∗, where V∗ is the dual space of V . If (e¯1, e¯2, . . . , e¯n) is an ordered
basis ofV and (ω1, ω2, . . . , ωn)denotes the correspondingdual basis ofV
∗, then the n
2
+1nonequiv-
alent symplectic forms on V correspond to the bivectors
∑k
i=1 ω2i−1 ∧ω2i, k ∈ {0, . . . ,  n2}, of V∗. If
f is the symplectic form on V associated to
∑k
i=1 ω2i−1 ∧ ω2i, then Rad(f ) = 〈e¯2k+1, e¯2k+2, . . . , e¯n〉.
If n = 2m is even and if f is the symplectic form on V corresponding to ∑mi=1 ω2i−1 ∧ ω2i, then
(e¯1, e¯2, . . . , e¯2m) is a hyperbolic basis of V with respect to f .
Now, suppose that dim(V) = n = 2m  2 is even and that f is a nondegenerate symplectic formon
V . Then the element of
∧2 V∗ corresponding to f can we written in the form∑mi=1 ω2i−1 ∧ω2i, where
ω1, ω2, . . . , ω2m are linearly independent elements of V
∗. Letω′1 andω′2 be two linearly independent
elements of V∗. Let U denote the (n − 2)-dimensional subspace of V consisting of all vectors u¯ ∈ V
for whichω′1(u¯) = ω′2(u¯) = 0 and let fU denote the alternating bilinear form on U induced by f . Then
Rad(fU) is even and has dimension at most 2. We distinguish two cases.
(1) Rad(fU) = {o¯}. Let (e¯2, f¯2, . . . , e¯m, f¯m) be a hyperbolic basis of U with respect to fU . This hyper-
bolic basis can be extended to a hyperbolic basis (e¯1, f¯1, e¯2, f¯2, . . . , e¯m, f¯m) of V (with respect
to f ) whose corresponding dual basis of V∗ is of the form (ω′1, λ · ω′2, ω′3, . . . , ω′2m) where
λ ∈ F\{0}. It follows thatω1 ∧ ω2 + · · · + ω2m−1 ∧ ω2m = ω′1 ∧ (λ · ω′2) + ω′3 ∧ ω′4 +
· · ·+ω′2m−1∧ω′2m since (e¯1, f¯1, e¯2, f¯2, . . . , e¯m, f¯m) is a hyperbolic basis of the symplectic forms
determined byω1∧ω2+· · ·+ω2m−1∧ω2m andω′1∧(λ ·ω′2)+ω′3∧ω′4+· · ·+ω′2m−1∧ω′2m.
(2) Rad(fU) has dimension 2. Let W denote a subspace of U complementary to Rad(fU). Let (f¯1, f¯2)
be a basis of Rad(fU) and let (e¯3, f¯3, . . . , e¯m, f¯m) be a hyperbolic basis of W with respect to
the form fW induced by f on W . We can extend (f¯1, f¯2, e¯3, f¯3, . . . , e¯m, f¯m) to a hyperbolic basis
(e¯1, f¯1, e¯2, f¯2, . . . , e¯m, f¯m) of V whose associated dual basis of V
∗ is of the form (ω′1, ω′3, ω′2, ω′4,
ω′5, . . . , ω′2m). It follows thatω1 ∧ ω2 + · · · + ω2m−1 ∧ ω2m is equal toω′1 ∧ ω′3 + ω′2 ∧ ω′4 +
ω′5 ∧ ω′6 + · · · + ω′2m−1 ∧ ω′2m since the two symplectic forms associated with these vectors
of
∧2 V∗ have (e¯1, f¯1, . . . , e¯m, f¯m) as a hyperbolic basis.
We can conclude:
Proposition 4.1 Let V be a vector space of dimension n  2 over a field F and let {e¯1, e¯2, . . . , e¯n} be a
basis of V .
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(1) There are  n
2
 equivalence classes of nonzero bivectors of V. The  n
2
 bivectors ∑ki=1 e¯2i−1 ∧ e¯2i,
k ∈ {1, . . . ,  n
2
}, are representatives of these  n
2
 classes.
(2) Let k ∈ {1, . . . ,  n
2
} and let e¯′1, e¯′2 be two linearly independent vectors of 〈e¯1, . . . , e¯2k〉. Then
there exist vectors e¯′3, . . . , e¯′2k such that
∑k
i=1 e¯2i−1 ∧ e¯2i is equal to either e¯′1 ∧ e¯′3 + e¯′2 ∧ e¯′4 +∑k
i=3 e¯′2i−1 ∧ e¯′2i (only if k  2) or e¯′1 ∧ (λe¯′2) +
∑k
i=2 e¯′2i−1 ∧ e¯′2i for some λ ∈ F\{0}.
Notice that if k ∈ {1, . . . ,  n
2
} andλ ∈ F\{0}, then the vectors∑ki=1 e¯2i−1∧ e¯2i andλ ·
(∑k
i=1 e¯2i−1∧
e¯2i) are equivalent. (Consider the element of GL(V) mapping e¯i to e¯i if i ∈ {1, . . . , n} is odd and e¯i to
λ · e¯i if i ∈ {1, . . . , n} is even). So, up to semi-equivalence, there are also  n2 nonzero bivectors.
4.2. (n − 2)-vectors
Suppose V is a vector space of dimension n  3 over a field F. Let B = (e¯1, . . . , e¯n) be an ordered
basis of V . Recall that up to semi-equivalence there are precisely  n
2
 nonzero bivectors of V , namely
the  n
2
 bivectors αk = ∑ki=1 e¯2i−1 ∧ e¯2i, k ∈ {1, . . . ,  n2}. Let βi, i ∈ {1, . . . ,  n2}, denote the
dual vector of αi with respect to the basis B. By Proposition 3.8, there are up to semi-equivalence  n2
nonzero (n − 2)-vectors of V , namely the (n − 2)-vectors βk , k ∈ {1, . . . ,  n2}.
Proposition 4.2
(1) Let λ ∈ F\{0} and k ∈ {1, . . . ,  n
2
} such that 2k = n. Then βk and λ · βk are equivalent.
(2) Let λ ∈ F\{0} and n = 2m even. Then βm and λ · βm are equivalent if and only if there exists a
μ ∈ F such that λ = μm−1.
Proof. (1) Let θ be themap of GL(V)mapping e¯i to e¯i if i ∈ {1, . . . , n− 1} and e¯i to λ · e¯i if i = n. Then∧n−2(θ)(βk) = λ · βk .
(2) Suppose there exists a μ ∈ F such that λ = μm−1. Then let θ be the map of GL(V) mapping e¯i
to e¯i if i ∈ {1, . . . , n} is odd and e¯i to μ · e¯i if i ∈ {1, . . . , n} is even. Then∧m−2(θ)(βm) = λ · βm.
Conversely, suppose that βm and λ ·βm are equivalent. Let θ be a map of GL(V) such that∧m−2(θ)
(βm) = λ ·βm. Put ξ = e¯1∧ e¯2∧· · ·∧ e¯n. Then f := fβm,ξ is a symplectic form on V . For all v¯1, v¯2 ∈ V ,
we have
βm ∧ v¯1 ∧ v¯2 = f (v¯1, v¯2) · e¯1 ∧ e¯2 ∧ · · · ∧ e¯n,
∧m−2(θ)(βm) ∧ θ(v¯1) ∧ θ(v¯2) = f (v¯1, v¯2) · det(θ) · e¯1 ∧ e¯2 ∧ · · · ∧ e¯n,
λ · βm ∧ θ(v¯1) ∧ θ(v¯2) = f (v¯1, v¯2) · det(θ) · e¯1 ∧ e¯2 ∧ · · · ∧ e¯n,
λ · f (θ(v¯1), θ(v¯2)) = det(θ) · f (v¯1, v¯2).
Now, letF′ bea (possibly trivial) algebraic extensionofF containinga square rootδ of det(θ)
λ
. LetV ′ bean
n-dimensional vector space overF′ which also has {e¯1, . . . , e¯n} as a basis. Then f induces a symplectic
form f ′ on V ′ and θ induces an element θ ′ of GL(V ′). Put θ ′′ := 1
δ
θ ′. Then f ′(θ ′′(v¯′1), θ ′′(v¯′2)) =
f ′(v¯′1, v¯′2) for all v¯′1, v¯′2 ∈ V ′. This implies that θ ′′ belongs to the symplectic group Sp(V ′, f ′). So,
1 = det(θ ′′) = 1
δ2m
det(θ ′) = λm
det(θ)m
det(θ). Hence, λ =
(
det(θ)
λ
)m−1
. 
Corollary 4.3
(1) If n  3 is odd, then up to equivalence, there are  n
2
 nonzero (n − 2)-vectors of V.
(2) If n = 2m  4 is even, then up to equivalence, there are  n−2
2
+ [F∗ : G] nonzero (n− 2)-vectors
of V. Here, F∗ denotes the multiplicative group of the field F and G denotes the subgroup of F∗
consisting of all (m − 1)th powers.
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Example. Suppose V is a vector space of dimension 2m  6 over the field Q of the rational numbers.
Then there are infinitely many nonequivalent nonzero (n − 2)-vectors, while there are only  n
2

nonequivalent nonzero bivectors.
5. The isomorphism problem for hyperplanes of projective Grassmannians
Let V be a vector space of dimension n  2 over a field F, let k ∈ {1, . . . , n− 1} and let An−1,k(F)
be the Grassmannian of the (k − 1)-dimensional subspaces of PG(V).
Suppose H1 and H2 are two hyperplanes of PG(V) and that αi ∈ ∧n−k V , i ∈ {1, 2}, is a represen-
tative vector of Hi. The following problem can then be posed.
(∗) What relationship exists between α1 and α2 if the hyperplanes H1 and H2 are isomorphic?
In order to give an answer to Problem (∗), we must first know the full group of automorphisms of
An−1,k(F). This group was determined by Chow [5].
Proposition 5.1 [5]
(1) If n = 2k, then every automorphism of An−1,k(F) is induced by a collineation of PG(V).
(2) If n = 2k, then every automorphism of An−1,k(F) is induced by a collineation or a duality of PG(V).
The following proposition deals with the case of automorphisms which are induced by a projectivity
of PG(V).
Proposition 5.2 Let H1 and H2 be two hyperplanes of An−1,k(F) and let αi, i ∈ {1, 2}, be a representative
vector of Hi. Then there is an automorphism of An−1,k(F) induced by a projectivity of PG(V) mapping H1
to H2 if and only if the (n − k)-vectors α1 and α2 are semi-equivalent.
Proof. If θ ∈ GL(V), then clearly
∧n−k(θ)(α1) ∧ θ(v¯1) ∧ · · · ∧ θ(v¯k) = det(θ) · (α1 ∧ v¯1 ∧ · · · ∧ v¯k). (4)
(1) Suppose α1 and α2 are semi-equivalent. Then there exists a θ ∈ GL(V) such that∧n−k(θ)(α1)
and α2 are proportional. Then (4) implies that H2 = {πη |π ∈ H1}, where η is the projectivity of
PG(V) induced by θ .
(2) Suppose there exists a θ ∈ GL(V) such that H2 = Hη1 , where η is the projectivity of PG(V)
induced by θ . By (4),
∧n−k(θ)(α1) is a representative vector of H2. So, ∧n−k(θ)(α1) is proportional
to α2, and α1 and α2 are semi-equivalent. 
The “if” part of Proposition 5.2 can be generalized.
Proposition5.3 Let l ∈ {1, . . . , k}and letα1, α2 be twononzero (n−k)-vectors. Let Xi, i ∈ {1, 2}, denote
the set of all (l− 1)-dimensional subspaces 〈v¯1, . . . , v¯l〉 of PG(V) such that αi ∧ v¯1 ∧ v¯2 ∧ · · · ∧ v¯l = 0.
If α1 and α2 are semi-equivalent, then there exists a projectivity of PG(V) mapping X1 to X2.
Proof. Let θ ∈ GL(V) such that the vectors ∧n−k(θ)(α1) and α2 are proportional. For l linearly
independent vectors v¯1, . . . , v¯l of V , we have 〈v¯1, . . . , v¯l〉 ∈ X1 ⇔ α1 ∧ v¯1 ∧ v¯2 ∧ · · · ∧ v¯l =
0 ⇔ ∧n−k+l(θ)(α1 ∧ v¯1 ∧ v¯2 ∧ · · · ∧ v¯l) = 0 ⇔ ∧n−k(θ)(α1) ∧ θ(v¯1) ∧ θ(v¯2) ∧ · · · ∧ θ(v¯l) =
0 ⇔ α2 ∧ θ(v¯1) ∧ · · · ∧ θ(v¯2) = 0. So, if η denotes the projectivity of PG(V) associated to θ , then
X
η
1 = X2. 
Now, suppose B = (e¯1, . . . , e¯n) is a given ordered basis of V . If ψ is an automorphism of F, then we
define:
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(i) αψB = ∑ a(i1, . . . , il)ψ ·e¯i1∧e¯i2∧· · ·∧e¯il for every l-vectorα = ∑ a(i1, . . . , il)·e¯i1∧e¯i2∧· · ·∧
e¯il of V . Here, l ∈ {1, . . . , n} and the summation  ranges over all i1, i2, . . . , il ∈ {1, . . . , n}
satisfying i1 < i2 < · · · < il .
(ii) pψB = 〈x¯ψB〉 for every point p = 〈x¯〉 of PG(V).
(iii) πψB := {pψB | p ∈ π} for every subspace π of PG(V).
So, ψB has different meanings. In (ii) and (iii), ψB is regarded as a collineation of PG(V).
If B is some fixed ordered basis of V , then every collineation of PG(V) is of the form η ◦ψB, where η is
some projectivity of PG(V) andψ is some automorphism ofF. So, the following proposition in combi-
nation with Proposition 5.2 basically gives an answer to Problem (∗) if there exists an automorphism
arising from a collineation of PG(V) which maps H1 to H2.
Proposition 5.4 Let B be an ordered basis of V and let ψ be an automorphism of F. Suppose α is a
representative vector of a hyperplane H of An−1,k(F). ThenαψB is a representative vector of the hyperplane
HψB := {πψB |π ∈ H} of An−1,k(F).
Proof. This immediately follows from the fact that (α1 ∧ α2)ψB = αψB1 ∧ αψB2 for all α1 ∈ ∧n−k V
and all α2 ∈ ∧k V . 
Again, suppose that B = (e¯1, . . . , e¯n) is an ordered basis of V . Then the permutation of the set of
subspaces of V defined by U → U⊥B induces a duality νB of PG(V). The following is an immediate
consequence of Corollary 3.6.
Proposition 5.5 Let B be an ordered basis of V and let α be a representative vector of a hyperplane H of
An−1,k(F). Then the dual vector of α with respect to B is a representative vector of the hyperplane HνB of
An−1,n−k(F).
In the special case n = 2k, the group of automorphisms of An−1,k(F) induced by collineations
of PG(V) is a (normal) subgroup of index 2 of the full group of automorphisms of An−1,k(F). So,
Propositions 5.2, 5.4 and 5.5 basically give a complete answer to Problem (∗) if n = 2k.
Using the results of Section 4, one cannoweasily verify that there are up to isomorphism  n
2
hyper-
planes of An−1,2(F) and  n2 hyperplanes in An−1,n−2(F). Moreover, if H1 and H2 are two isomorphic
hyperplanes of A3,2(F), then there exists an automorphism of A3,2(F) induced by a collineation of the
ambient projective space PG(3,F) which maps H1 to H2. The following question can now be asked.
Suppose n = 2k and that H1 and H2 are isomorphic hyperplanes of An−1,k(F). Does there exist an
isomorphism of An−1,k(F)which is induced by a collineation of the ambient projective space which
maps H1 to H2?
The answer to this question is affirmative for all the pairs {H1,H2} of isomorphic hyperplanes of
An−1,k(F), n = 2k, which we will consider in Sections 6 and 7. The answer is however not always
affirmative as the counter example in the following proposition shows.
Proposition 5.6 Let V be an8-dimensional vector space over a fieldFwith ordered basis B = (e¯1, e¯2, . . . ,
e¯8) and put α1 := e¯1 ∧ e¯2 ∧ e¯3 ∧ e¯4 + e¯1 ∧ e¯2 ∧ e¯5 ∧ e¯6 + e¯3 ∧ e¯4 ∧ e¯5 ∧ e¯7, α2 := e¯5 ∧ e¯6 ∧ e¯7 ∧
e¯8 + e¯3 ∧ e¯4 ∧ e¯7 ∧ e¯8 − e¯1 ∧ e¯2 ∧ e¯6 ∧ e¯8. Let Hi, i ∈ {1, 2}, denote the hyperplane of A7,4(F) which
has αi as representative vector. Then:
(1) H1 and H2 are isomorphic hyperplanes;
(2) there exists no automorphism of A7,4(F) induced by a collineation of PG(V) which maps H1 to H2.
Proof. We notice that α2 is the dual vector of α1 with respect to B. So, by Proposition 5.5, the hyper-
planes H1 and H2 are isomorphic.
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Notice that α1 ∧ (a1e¯1 + a2e¯2 + · · · + a8e¯8) = 0 if and only if a1 = a2 = · · · = a8 = 0 and
α2 ∧ (a1e¯1 + a2e¯2 + · · · + a8e¯8) = 0 if and only if a1 = a2 = · · · = a7 = 0. So, by Proposition 5.3,
α1 and α2 are not semi-equivalent. Notice also that ifψ is an automorphism of F, then α
ψB
1 = α1 and
α
ψB
2 = α2. Propositions 5.2 and 5.4 now imply that there exists no automorphism of A7,4(F) induced
by a collineation of PG(V) which maps H1 to H2. 
6. Hyperplanes arising from regular spreads of projective spaces
6.1. Regular spreads
Let PG(3,F) be a 3-dimensional projective space over a field F. A regulus of PG(3,F) is a set R of
mutually disjoint lines of PG(3,F) satisfying the following two properties:
• If a line L of PG(3,F) meets three distinct lines ofR, then L meets every line ofR.
• If a line L of PG(3,F)meets three distinct lines ofR, then every point of L is incident with (exactly)
one line ofR.
Any threemutually disjoint lines L1, L2, L3 of PG(3,F) are contained in a unique reguluswhichwewill
denote byR(L1, L2, L3). The union of all lines ofR(L1, L2, L3) is a nonsingular quadric of Witt index 2
of PG(3,F).
Let n ∈ N\{0, 1, 2} and F a field. A spread of the projective space PG(n,F) is a set of lines which
determines a partition of the point set of PG(n,F). A spread S is called regular if the following two
conditions are satisfied:
(R1) If π is a 3-dimensional subspace of PG(n,F) containing two elements of S, then the elements
of S contained in π determine a spread of π .
(R2) If L1, L2 and L3 are three distinct lines of Swhich are contained in some 3-dimensional subspace,
thenR(L1, L2, L3) ⊆ S.
6.2. Classification of regular spreads
Let n ∈ N\{0, 1} and let F,F′ be fields such that F′ is a quadratic extension of F. Let V ′ be
an n-dimensional vector space over F′ with basis {e¯1, . . . , e¯n}. We denote by V the set of all F-linear
combinations of the elements of {e¯1, . . . , e¯n}. ThenV canbe regarded as ann-dimensional vector space
over F. We denote the projective spaces associated with V and V ′ by PG(V) and PG(V ′), respectively.
Since every 1-dimensional subspace of PG(V) is contained in a unique 1-dimensional subspace of
PG(V ′), we can regard the points of PG(V) as points of PG(V ′). So, PG(V) can be regarded as a sub-
(projective)-geometryofPG(V ′). AnysubgeometryofPG(V ′)whichcanbeobtained in thisway is called
a Baer-F-subgeometry of PG(V ′). Notice also that every subspace π of PG(V) generates a subspace π ′
of PG(V ′) of the same dimension as π . Every point p of PG(V ′) not contained in PG(V) is contained in
a unique line of PG(V ′) which intersects PG(V) in a line of PG(V), i.e., there exists a unique line L of
PG(V) such that p ∈ L′. We call L the line of PG(V) induced by p.
Suppose F′ is a separable (and hence also Galois) extension of F and let ψ denote the unique
nontrivial element in Gal(F′/F). For every vector x¯ = ∑ni=1 kie¯i of V ′, we define x¯ψ := ∑ni=1 kψi e¯i. For
every point p = 〈x¯〉 of PG(V ′), we define pψ := 〈x¯ψ 〉 and for every subspace π of PG(V ′) we define
πψ := {pψ | p ∈ π}. The subspace πψ is called conjugate to π with respect to ψ . Notice that if π is a
subspace of PG(V), then π ′ψ = π ′.
The following proposition is taken fromBeutelspacher andUeberberg [1, Theorem1.2] and generalizes
a result from Bruck [3].
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Proposition 6.1 [1]
(a) Let t ∈ N\{0, 1} and let F,F′ be fields such that F′ is a quadratic extension of F. Regard PG(2t −
1,F) as a Baer-F-subgeometry of PG(2t − 1,F′). Let π be a (t − 1)-dimensional subspace of
PG(2t − 1,F′) disjoint from PG(2t − 1,F). Then the set Sπ of all lines of PG(2t − 1,F)which are
induced by the points of π is a regular spread of PG(2t − 1,F).
(b) Suppose t ∈ N\{0, 1}and thatF is afield. If S is a regular spreadof theprojective spacePG(2t−1,F),
then there exists a quadratic extensionF′ ofF such that the followingholds ifwe regardPG(2t−1,F)
as a Baer-F-subgeometry of PG(2t − 1,F′):
(i) IfF′ is a separable field extension ofF, then there are precisely two (t−1)-dimensional subspaces
π of PG(2t − 1,F′) disjoint from PG(2t − 1,F) for which S = Sπ .
(ii) IfF′ is a non-separable field extension ofF, then there is exactly one (t−1)-dimensional subspace
π PG(2t − 1,F′) disjoint from PG(2t − 1,F) for which S = Sπ .
Remark. In Proposition 6.1(b)(i), the two (t − 1)-dimensional subspaces π1, π2 of PG(2t − 1,F′)
disjoint from PG(2t − 1,F) for which S = Sπ1 = Sπ2 are conjugate with respect to the unique
nontrivial element ψ of Gal(F′/F). For, a line L of PG(2t − 1,F) belongs to Sπ1 if and only if L′
intersects π1, i.e., if and only if L
′ = L′ψ intersects πψ1 .
6.3. Some properties of regular spreads
Now, let t ∈ N\{0, 1}, let F be a field and let F be a given algebraic closure of F. [In fact, the
discussion below is also valid if we assume that F is a splitting field of all quadratic polynomials over
F.] Let V be a 2t-dimensional vector space over F with basis {e¯1, e¯2, . . . , e¯2t}. For every subfield F′
of F, let VF′ denote the set of all F′-linear combinations of the elements of {e¯1, e¯2, . . . , e¯2t}. Then VF′
can be regarded as a 2t-dimensional vector space over F′. Clearly, we have VF = V . We denote the
projective space PG(VF′) associated to VF′ also by PF′ . Define P := PF, P := PF and V := VF. Every
1-dimensional subspace of VF′ is contained in a unique 1-dimensional subspace of V . This allows us to
regard the points of PF′ also as points of P . In this way, PF′ is regarded as a sub-(projective)-geometry
of P . Notice that if F′ is a quadratic extension of F, then P is a Baer-F-subgeometry of PF′ . If α is a
subspace of P , then we denote by α′ the subspace of P (of the same dimension of α) generated by the
points of α. The following is a rephrasing of Proposition 6.1(a).
Proposition 6.2 Let F′ be a quadratic extension of F contained in F and let π be a (t − 1)-dimensional
subspace of PF′ disjoint from P . Then the set Sπ of all lines of P which are induced by the points of π is a
regular spread of P .
The following is a slight generalization of Proposition 6.1(b).
Proposition 6.3 If S is a regular spread of P , then there exists a unique quadratic extension F′ of F
contained in F for which the projective space PF′ has a (t − 1)-dimensional subspace π disjoint from P
such that S = Sπ . If F′ is a separable field extension of F, then there are precisely two subspaces π for
which this is the case. If F′ is a non-separable field extension of F, then there is precisely one subspace π
for which this is the case.
Proof. By Proposition 6.1(b), there exists some quadratic extension F′1 of F contained in F and a
subspace π1 of PF′1 disjoint from P such that S = Sπ1 . If F′1 is a non-separable extension of F, then we
define π˜1 := π1; otherwise, π˜1 denotes the (t − 1)-dimensional subspace of PF′1 which is conjugate
to π1 with respect to the unique nontrivial element in Gal(F′1/F).
Now, suppose that F′2 is some quadratic extension of F contained in F and π2 is some subspace of
PF′2 disjoint from P such that S = Sπ2 . We will prove that F′2 = F′1 and that π2 ⊆ π1 ∪ π˜1. The latter
inclusion implies that π2 ∈ {π1, π˜1} which is precisely what we need to prove.
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Let p be an arbitrary point of π2 and let L1 denote the unique line of P for which p ∈ L′1. There
exist vectors v¯1, w¯1 ∈ V such that L′1 = 〈v¯1, w¯1〉 and p = 〈v¯1 + δ2w¯1〉 for some δ2 ∈ F′2\F (recall
p ∈ P since π2 ∩ P = ∅). Since L1 ∈ S = Sπ1 and π1 ∩ P = ∅, there exists a δ1 ∈ F′1\F such that
〈v¯1 + δ1w¯1〉 ∈ π1. Let μ1 and μ2 = 0 denote the unique elements of F such that δ21 = μ1δ1 + μ2.
Let L2 denote an arbitrary line of S\{L1}. Since S = Sπ1 , there exist vectors v¯2, w¯2 ∈ V such that{〈v¯2 + δ1w¯2〉} = π1 ∩ L′2. Clearly, L′2 = 〈v¯2, w¯2〉. Let L3 denote the unique line of S = Sπ1 for which
L′3 ∩ π1 = {〈v¯1 + v¯2 + δ1(w¯1 + w¯2)〉}. Then L′3 = 〈v¯1 + v¯2, w¯1 + w¯2〉 ⊆ 〈L′1, L′2〉. Let K denote the
unique line through p meeting L′2 and L′3. Then K = 〈v¯1 + δ2w¯1, v¯2 + δ2w¯2〉. Since π2 ∩ P = ∅, the
subspace 〈L′1, L′2〉 = 〈v¯1, v¯2, w¯1, w¯2〉 intersects π ′2 in at most a line. Since {p} = L′1 ∩ π2, L′2 ∩ π2
and L′3 ∩ π2 are contained in π ′2 ∩ 〈L′1, L′2〉, π ′2 ∩ 〈L′1, L′2〉 is a line containing the points p, L′2 ∩ π2
and L′3 ∩ π2. So, K = π ′2 ∩ 〈L′1, L′2〉. Now, consider the point 〈(v¯1 + δ1w¯1) + δ1(v¯2 + δ1w¯2)〉 =〈(v¯1 +μ2w¯2)+ δ1(w¯1 + v¯2 +μ1w¯2)〉 of π1. We see that 〈v¯1 +μ2w¯2, w¯1 + v¯2 +μ1w¯2〉 ⊆ 〈L′1, L′2〉 is
generated by some line of S = Sπ1 . Since S = Sπ2 and K = π ′2∩〈L′1, L′2〉, 〈v¯1+μ2w¯2, w¯1+ v¯2+μ1w¯2〉
meets π2 in a point of K = 〈v¯1 + δ2w¯1, v¯2 + δ2w¯2〉. This implies that δ22 = μ1δ2 + μ2. Hence,
δ2 ∈ {δ1, μ1 − δ1} and F′2 = F(δ2) = F(δ1) = F′1. If F′1 is a non-separable field extension of F,
then δ2 = δ1 and hence p ∈ π1 = π1 ∪ π˜1. If F′1 is a separable field extension, then δ2 ∈ {δ1, δψ1 },
where ψ denotes the unique nontrivial element in Gal(F′1/F). If δ2 = δ1, then p ∈ π1. If δ2 = δψ1 ,
then p ∈ π˜ = πψ1 . In any case, we have p ∈ π1 ∪ π˜1. 
Proposition 6.4 Let F′ be a quadratic extension of F contained in F and let π1, π2 be two (t − 1)-
dimensional subspaces of PF′ disjoint from P . Then there exists a projectivity of P mapping Sπ1 to Sπ2 .
Proof. Let δ be an arbitrary element of F′\F. Then there exist unique μ1 ∈ F and μ2 ∈ F\{0} such
that δ2 = μ1δ + μ2. We can choose vectors v¯1, w¯1, . . . , v¯t, w¯t, v¯′1, w¯′1, . . . , v¯′t, w¯′t of V such that
π1 = 〈v¯1 + δw¯1, . . . , v¯t + δw¯t〉 and π2 = 〈v¯′1 + δw¯′1, . . . , v¯′t + δw¯′t〉.
We prove that {v¯1, w¯1, . . . , v¯t, w¯t} is a basis of V . If this were not the case, then there exist
a1, b1, . . . , at, bt ∈ Fwith (a1, b1, . . . , at, bt) = (0, 0, . . . , 0, 0) such thata1v¯1+b1w¯1+· · ·+at v¯t+
btw¯t = o¯. Now, put ki := ai + biμ2 δ for every i ∈ {1, . . . , t}. Then (k1, . . . , kt) = (0, . . . , 0) since
(a1, b1, . . . , at, bt) = (0, 0, . . . , 0, 0). Since k1(v¯1 + δw¯1)+· · ·+ kt(v¯t + δw¯t) = δ(a1w¯1 + b1μ2 v¯1 +
μ1
μ2
b1w¯1 + · · · + atw¯t + btμ2 v¯t + μ1μ2 btw¯t), the subspace π1 is not disjoint from P , a contradiction. So,{v¯1, w¯1, . . . , v¯t, w¯t} is a basis of V . In a similar way, one proves that {v¯′1, w¯′1, . . . , v¯′t, w¯′t} is a basis of V .
Now, consider the unique element θ ∈ GL(V) mapping the ordered basis (v¯1, w¯1, . . . , v¯t, w¯t) to
(v¯′1, w¯′1, . . . , v¯′t, w¯′t). Then θ extends to a unique element θ ′ ∈ GL(VF′). The linear map θ ′ maps the
subspace 〈v¯1 + δw¯1, . . . , v¯t + δw¯t〉 to the subspace 〈v¯′1 + δw¯′1, . . . , v¯′t + δw¯′t〉. So, the projectivity of
PG(V) associated to θ maps Sπ1 to Sπ2 . 
Proposition 6.5 Let F′1 and F′2 be two distinct quadratic extensions ofFwhich are contained in F. Let πi,
i ∈ {1, 2}, be a (t − 1)-dimensional subspace of PF′i disjoint from P . Then the regular spreads Sπ1 and Sπ2
are not projectively equivalent.
Proof. Suppose μ is a projectivity of P mapping Sπ1 to Sπ2 . Then μ can be extended to a projectivity
μ1 ofPF′1 . Ifπ3 = μ1(π1), thenwe necessarily have thatμ(Sπ1) = Sπ3 . So, Sπ2 = Sπ3 . A contradiction
is obtained from Proposition 6.3. 
Remark. Letψ beanautomorphismofFand leta, b, c ∈ F witha = 0. Then thequadraticpolynomial
aX2 + bX + c ∈ F[X] is irreducible if and only if aψX2 + bψX + cψ ∈ F[X] is irreducible. For, λ ∈ F
is a root of aX2 + bX + c if and only if λψ is a root of aψX2 + bψX + cψ .
Lemma 6.6 Let ψ be an automorphism of F and let a1X2 + b1X + c1 and a2X2 + b2X + c2 be two
irreducible quadratic polynomials of F[X]. Then the following are equivalent:
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(1) a1X
2 + b1X + c1 and a2X2 + b2X + c2 define the same quadratic extension of F in F;
(2) a
ψ
1 X
2 + bψ1 X + cψ1 and aψ2 X2 + bψ2 X + cψ2 define the same quadratic extension of F in F.
Proof. By symmetry, wemust only prove the implication (1) ⇒ (2).Wemay suppose that a1 = a2 =
1. (Otherwise, divide the respective polynomials by their leading coefficients.)
Let δi ∈ F, i ∈ {1, 2}, be a root of the polynomial X2 + biX + ci. The quadratic polynomials
X2 + b1X + c1 and X2 + b2X + c2 define the same quadratic extension of F (in F) if and only if there
exist λ,μ ∈ Fwith λ = 0 such that δ2 = λ ·δ1+μ. If this is the case, then the quadratic polynomials
X2+b1X+ c1 and (λX+μ)2+b2(λX+μ)+ c2 are proportional. So, X2+b1X+ c1 and X2+b2X+ c2
define the same quadratic extension of F (in F) if and only if there exist λ,μ ∈ F with λ = 0 such
that b1 = 2μ+b2λ and c1 = μ
2+b2μ+c2
λ2
. So, if X2 + b1X + c1 and X2 + b2X + c2 define the same
quadratic extension of F (in F), then there exist λ,μ ∈ F with λ = 0 such that bψ1 = 2μ
ψ+bψ2
λψ
and
c
ψ
1 = (μ
ψ)2+bψ2 μψ+cψ2
(λψ )2
. As explained above, this implies that also the polynomials X2 + bψ1 X + cψ1 and
X2 + bψ2 X + cψ2 define the same quadratic extension of F (in F). 
Definition. Now, letF denote the set of all quadratic extensions ofFwhich are contained inF. Define
the following relation R on the setF . If F1, F2 ∈ F , then (F1, F2) ∈ R if and only if there exist b1, c1 ∈ F
and an automorphism ψ of F such that F1 ⊆ F is the splitting field of X2 + b1X + c1 and F2 ⊆ F is
the splitting field of X2+bψ1 X+ cψ1 . Using Lemma 6.6, it is easily seen that R is an equivalence relation.
Proposition 6.7 Let F′1 and F′2 be two distinct quadratic extensions of F which are contained in F. Let
πi, i ∈ {1, 2}, be a (t − 1)-dimensional subspace of PF′i disjoint from P . Then there exists a collineation of
PG(V) mapping Sπ1 to Sπ2 if and only if (F
′
1,F
′
2) ∈ R.
Proof. Let δ1 ∈ F′1\F and suppose X2 + b1X + c1 ∈ F[X] has δ1 as root.
Suppose ψ is an automorphism of F. Since X2 + b1X + c1 is an irreducible polynomial of F[X],
also the polynomial X2 + bψ1 X + cψ1 ∈ F[X] is irreducible. Let F2(ψ) ⊆ F denote the quadratic
extension of F defined by X2 + bψ1 X + cψ1 and let δ2 ∈ F2(ψ) be a root of X2 + bψ1 X + cψ1 . The map
ψ : λ1+λ2δ1 → λψ1 +λψ2 δ2 (λ1, λ2 ∈ F) defines an isomorphism between the fieldsF′1 andF2(ψ).
So, the map
∑2t
i=1 kie¯i →
∑2t
i=1 k
ψ
i e¯i is a semi-linear map between the F
′
1-vector space VF′1 and the
F2(ψ)-vector space VF2(ψ). For every vector x¯ =
∑2t
i=1 kie¯i of V , we define x¯ψ =
∑2t
i=1 k
ψ
i e¯i. If we
put π1 = 〈v¯1 + δ1w¯1, v¯2 + δ1w¯2, . . . , v¯t + δ1w¯t〉 for some basis {v¯1, w¯1, . . . , v¯t, w¯t} of V , then the
following holds for linearly independent vectors u¯1, u¯2 of V . The line 〈u¯1, u¯2〉 meets π1 if and only if
the line 〈u¯ψ1 , u¯ψ2 〉 meets 〈v¯ψ1 + δ2w¯ψ1 , . . . , v¯ψt + δ2w¯ψt 〉. Clearly, 〈v¯ψ1 + δ2w¯ψ1 , . . . , v¯ψt + δ2w¯ψt 〉 is a
(t − 1)-dimensional subspace of PF2(ψ) disjoint from P .
By Propositions 6.4 and 6.5, we can now conclude that there exists a collineation of PG(V)mapping
Sπ1 to Sπ2 if and only ifF
′
2 = F2(ψ) for some automorphismψ ofF, i.e., if and only if (F′1,F′2) ∈ R. 
6.4. Two lemmas
Let V be a vector space of dimension n  2 over a field F, let k ∈ {1, . . . , n− 1} and let An−1,k(F)
be the Grassmannian of the (k − 1)-dimensional subspaces of PG(V).
Lemma 6.8 Suppose X1 and X2 are two subspaces of An−1,k(F) such that X1  X2 and there are no
subspaces satisfying X1  X3  X2. Let Wi, i ∈ {1, 2}, denote the subspace of ∧k V generated by all
k-vectors v¯1 ∧ v¯2 ∧ · · · ∧ v¯k, were 〈v¯1, v¯2, . . . , v¯k〉 is some point of Xi. ThenW1 has co-dimension at most
1 in W2.
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Proof. Let 〈v¯1, . . . , v¯k〉 be an element of X2\X1. Then 〈W1, v¯1 ∧· · ·∧ v¯k〉 ⊆ W2. Since the Grassmann
embedding egr maps lines of An−1,k(F) to lines of PG(
∧k V), the set of all points 〈w¯1, . . . , w¯k〉 of
An−1,k(F) satisfying w¯1 ∧ · · · ∧ w¯k ∈ 〈W1, v¯1 ∧ v¯2 ∧ · · · ∧ v¯k〉 is a subspace of An−1,k(F) containing
X1 ∪ {〈v¯1, . . . , v¯k〉} and hence also X2. It follows that W2 ⊆ 〈W1, v¯1 ∧ · · · ∧ v¯k〉. Hence, W2 =〈W1, v¯1 ∧ · · · ∧ v¯k〉 andW1 has co-dimension at most 1 inW2. 
Lemma 6.9 Letα1 andα2 be two linearly independent (n−k)-vectors of V. Then the subspaceW of∧k V
generated by all k-vectors v¯1∧ v¯2∧· · ·∧ v¯k satisfyingα1∧ v¯1∧ v¯2∧· · ·∧ v¯k = α2∧ v¯1∧ v¯2∧· · ·∧ v¯k = 0
has dimension
(
n
k
)
− 2.
Proof. LetW ′ denote the subspaceof∧k V generatedbyallk-vectorsβ satisfyingα1∧β = α2∧β = 0.
Sinceα1 andα2 are linearly independent,W
′ hasdimension
(
n
k
)
−2.Clearly,W ⊆ W ′. Putα3 = α1+α2
and let Hi, i ∈ {1, 2, 3}, denote the hyperplane of An−1,k(F) which has αi as a representative vector.
Then H1,H2,H3 are mutually distinct and H1 ∩ H2 = H1 ∩ H3 = H2 ∩ H3 consists of all (k − 1)-
dimensional subspaces 〈v¯1, . . . , v¯k〉 of PG(V) satisfying v¯1 ∧ · · · ∧ v¯k ∈ W . Since H1 and H2 are
distinct maximal subspaces of An−1,k(F), H1 ∩ H2 is not a maximal subspace of An−1,k(F). Since H3
is a maximal subspace, H1 ∩ H2 is properly contained in H3. By De Bruyn [8, Lemma 2.2], H1 ∩ H2 is
a maximal proper subspace of H3. Since H3 is also a maximal proper subspace of An−1,k(F), W has
co-dimension atmost 2 in
∧k V by Lemma 6.8. SinceW ⊆ W ′ and dim(W ′) = (n
k
)
−2, we necessarily
haveW = W ′ and dim(W) =
(
n
k
)
− 2. 
6.5. Hyperplanes from regular spreads
Let V be an n-dimensional vector space over a field F and suppose n = 2m  4 is even. Let
An−1,m(F) denote the Grassmannian of the (m−1)-dimensional subspaces of PG(V). For every spread
S of PG(V), let XS denote the set of all (m− 1)-dimensional subspaces of PG(V)which contain at least
one line of S, and let HS denote the set of hyperplanes of An−1,m(F) containing XS . A hyperplane of
An−1,m(F) is said to be of spread-type if it contains some set XS where S is a regular spread of PG(V).
Proposition 6.10 The following holds for a regular spread S of PG(V).
(1) HS = ∅ and the representative vectors of the elements of HS are precisely the nonzero vectors of a
certain 2-dimensional subspace of
∧m V.
(2) If H ∈ HS, then every line of An−1,m(F) contained in H intersects XS in either a singleton or the
whole line.
(3) If H1 and H2 are two distinct hyperplanes ofHS, then H1 ∩ H2 = XS.
(4) If H1 and H2 are two distinct hyperplanes of HS, then there exists an automorphism of An−1,m(F)
induced by a projectivity of PG(V) mapping H1 to H2.
Proof. Suppose that F′ is a quadratic extension of F, that V ′ is an n-dimensional vector space over F′
with basis {e¯1, . . . , e¯n}, that V is the set of all F-linear combinations of the elements of {e¯1, . . . , e¯n}
and that π is an (m − 1)-dimensional subspace of PG(V ′) disjoint from PG(V) such that S consists
of all lines of PG(V) which are induced by the points of π . Let δ be an arbitrary element of F′\F and
let μ1, μ2 be the unique elements of F such that δ2 = μ1δ + μ2. Then μ2 = 0. There exist vectors
v¯1, w¯1, . . . , v¯m, w¯m of V such thatπ = 〈v¯1+δw¯1, v¯2+δw¯2, . . . , v¯m+δw¯m〉. We know, see the proof
of Proposition 6.4, that {v¯1, w¯1, . . . , v¯m, w¯m} is a basis of V . Put α = (v¯1 + δw¯1) ∧ (v¯2 + δw¯2) ∧
· · · ∧ (v¯m + δw¯m) = α(1) + δα(2), where α(1), α(2) ∈ ∧m V . The vectors α(1) and α(2) are linearly
independent: α(1) contains a term in v¯1 ∧ v¯2 ∧ · · ·∧ v¯m, while α(2) does not contain such a term; α(2)
contains a term in w¯1 ∧ v¯2 ∧ v¯3 ∧ · · · ∧ v¯m, while α(1) does not contain such a term.
Let τ be an (m−1)-dimensional subspace of PG(V) and let τ ′ be the (m−1)-dimensional subspace
of PG(V ′) generated by the points of τ . If τ ∈ XS , then τ ′ meets π . Conversely, suppose that τ ′ meets
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π and let p be an arbitrary point in τ ′ ∩ π . Then there exists a unique line L′p of τ ′ through p which
meets τ in a line Lp of τ . Clearly, Lp ∈ S and hence τ ∈ XS .
So, the set XS consists of all (m− 1)-dimensional subspaces τ = 〈u¯1, . . . , u¯m〉 of PG(V) for which
τ ′ meets π , i.e., which satisfy α ∧ u¯1 ∧ u¯2 ∧ · · · ∧ u¯m = 0. Hence, 〈u¯1, . . . , u¯m〉 ∈ XS if and only if
α(1) ∧ u¯1 ∧ u¯2 ∧ · · · ∧ u¯m = α(2) ∧ u¯1 ∧ u¯2 ∧ · · · ∧ u¯m = 0. By Lemma 6.9, the subspace WS of∧m V generated by all m-vectors of the form u¯1 ∧ u¯2 ∧ · · · ∧ u¯m, where 〈u¯1, u¯2, . . . , u¯m〉 ∈ XS has
co-dimension 2 in
∧m V . This subspace is generated by all m-vectors u¯1 ∧ u¯2 ∧ · · · ∧ u¯m of V which
satisfyα(1)∧u¯1∧u¯2∧· · ·∧u¯m = α(2)∧u¯1∧u¯2∧· · ·∧u¯m = 0. So, the hyperplanes ofHS are precisely
those hyperplanes of An−1,m(F)who have a representative vector of the form λ1α(1) +λ2α(2), where
(λ1, λ2) ∈ F2\{(0, 0)}. This proves Claim (1).
If H is a hyperplane of HS , then by Proposition 2.4(2), there exists a hyperplane WH of
∧k V such
that a point 〈u¯1, u¯2, . . . , u¯m〉 of An−1,m(F) belongs toH if and only if u¯1∧ u¯2∧· · ·∧ u¯m ∈ WH . Clearly,
WH containsWS as a hyperplane. Since egr maps lines of An−1,m(F) to lines of PG(
∧k V), every line of
An−1,m(F) contained in H intersects XS in either a singleton or the whole line. This proves Claim (2).
SupposeH1 andH2 are twodistinct elements ofHS . Letλ1, λ2, λ′1, λ′2 ∈ F such thatλ1α(1)+λ2α(2)
is a representative vector ofH1 and λ
′
1α
(1) +λ′2α(2) is a representative vector ofH2. SupposeH1 = H2.
Then (λ1, λ2) and (λ
′
1, λ
′
2) are linearly independent elements of F
2. The set H1 ∩ H2 consists of all
(m − 1)-dimensional subspaces 〈u¯1, u¯2, . . . , u¯m〉 of PG(W) which satisfy (λ1α(1) + λ2α(2)) ∧ u¯1 ∧
u¯2∧· · ·∧u¯m = (λ′1α(1)+λ′2α(2))∧u¯1∧u¯2∧· · ·∧u¯m = 0, or equivalently,α(1)∧u¯1∧u¯2∧· · ·∧u¯m =
α(2) ∧ u¯1 ∧ u¯2 ∧ · · · ∧ u¯m = 0. Hence, H1 ∩ H2 = XS . This proves Claim (3).
Put (v¯2 + δw¯2) ∧ · · · ∧ (v¯m + δw¯m) = β(1) + δβ(2). Then α = (v¯1 + δw¯1) ∧ (β(1) + δβ(2)) =
v¯1 ∧ β(1) + μ2 · w¯1 ∧ β(2) + δ · (w¯1 ∧ β(1) + v¯1 ∧ β(2) + μ1 · w¯1 ∧ β(2)). So,
α(1) = v¯1 ∧ β(1) + μ2 · w¯1 ∧ β(2),
α(2) = w¯1 ∧ β(1) + v¯1 ∧ β(2) + μ1 · w¯1 ∧ β(2).
Now, let a, b ∈ Fwith (a, b) = (0, 0). Since the polynomials X2 −μ1X −μ2 and X2 +μ1X −μ2 are
irreducible in F[X] (recall δ2 = μ1δ + μ2 with δ ∈ F′\F),∣∣∣∣∣∣
a bμ2
b a + bμ1
∣∣∣∣∣∣ = a
2 + abμ1 − b2μ2 = 0.
So, the linear map θ defined by
θ(v¯1) = a · v¯1 + bμ2 · w¯1,
θ(w¯1) = b · v¯1 + (a + bμ1)w¯1,
θ(v¯j) = v¯j, j ∈ {2, . . . ,m},
θ(w¯j) = w¯j, j ∈ {2, . . . ,m},
belongs to GL(V). We have
∧m(θ)(α(1)) = (a · v¯1 + bμ2 · w¯1) ∧ β(1) + μ2 (b · v¯1 + (a + bμ1)w¯1) ∧ β(2)
= a · α(1) + bμ2 · α(2).
So, allm-vectors λ1α
(1) + λ2α(2), (λ1, λ2) ∈ F2\{(0, 0)}, are equivalent. Claim (4) then follows from
Proposition 5.2. 
Proposition 6.11 Let S be a regular spread of PG(V) and let H be a hyperplane of An−1,m(F) containing
XS. If L is a line of PG(V) not contained in S, then there exists an (m− 1)-dimensional subspace through L
not belonging to H.
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Proof. Obviously, the proposition holds if m = 2. So, we will suppose that m  3. Suppose F′ is a
quadratic extension ofF, that V ′ is an n-dimensional vector space overF′ with basis {e¯1, . . . , e¯n}, that
V is the set of all F-linear combinations of the elements of {e¯1, . . . , e¯n} and that π is an (m − 1)-
dimensional subspace of PG(V ′) disjoint from PG(V) such that S consists of all lines of PG(V) which
are induced by the points ofπ . Let δ be an arbitrary element ofF′\F and suppose L = p1p2 for certain
distinct points p1 and p2 of PG(V). Let Li, i ∈ {1, 2}, denote the unique line of S through pi. Then there
exist vectors w¯1, w¯2 ∈ V such that L′1 = 〈v¯1, w¯1〉, L′2 = 〈v¯2, w¯2〉, L′1∩π = {〈v¯1+δw¯1〉} and L′2∩π =
{〈v¯2 + δw¯2〉}. Put p1 = 〈k1v¯1 + l1w¯1〉 and p2 = 〈k2v¯2 + l2w¯2〉where (k1, l1), (k2, l2) ∈ F2\{(0, 0)}.
Let v¯3, w¯3, . . . , v¯m, w¯m be vectors of V such that π = 〈v¯1 + δw¯1, v¯2 + δw¯2, . . . , v¯m + δw¯m〉. Let
π1 be the (m − 2)-dimensional subspace 〈k1v¯1 + l1w¯1, k2v¯2 + l2w¯2, v¯3, . . . , v¯m−1〉 of PG(V) and
let π2 be the m-dimensional subspace 〈k1v¯1 + l1w¯1, k2v¯2 + l2w¯2, v¯3, . . . , v¯m−1, v¯m, w¯m〉 of PG(V).
Then L(π1, π2) is a line of An−1,m(F). If L(π1, π2) ⊆ H, then by Proposition 6.10(2), there exists
some element π3 ∈ L(π1, π2) which belongs to XS . So, there exists some k ∈ F such that π =〈v¯1 + δw¯1, v¯2 + δw¯2, . . . , v¯m + δw¯m〉 and 〈k1v¯1 + l1w¯1, k2v¯2 + l2w¯2, v¯3, . . . , v¯m−1, v¯m + kw¯m〉meet.
But this is impossible since δ ∈ F. So, there exists some element of L(π1, π2) not contained in H.
Hence, there exists some (m − 1)-dimensional subspace through L not belonging to H. 
Proposition 6.12 Let S1 and S2 be two regular spreads of PG(V) and let Hi, i ∈ {1, 2}, be a hyperplane
of An−1,m(F) containing XSi . Then there exists an automorphism of An−1,m(F) induced by a collineation
(projectivity) of PG(V) mapping H1 to H2 if and only if there exists a collineation (projectivity) of PG(V)
mapping S1 to S2.
Proof. Suppose there exists a collineation (projectivity) η of PG(V) mapping S1 to S2. Then η induces
an automorphism of An−1,m(F)whichmapsH1 to some hyperplaneH′2 which contains XS2 . Combining
this with Proposition 6.10(4), we see that there exists an automorphism of An−1,m(F) induced by a
collineation (projectivity) of PG(V) which maps H1 to H2.
Conversely, suppose that there exists anautomorphismofAn−1,m(F) inducedbya collineation (pro-
jectivity)η of PG(V)whichmapsH1 toH2. ThenH2 containsXSη1
. Hence, S
η
1 = S2 by Proposition6.11. 
Lemma 6.13
(1) LetF′ be a quadratic extension ofF and let δ ∈ F′\F. Let V ′ be ann-dimensional vector space overF′
with ordered basis B = (e¯+1 , e¯+2 , . . . , e¯+m, e¯−1 , e¯−2 , . . . , e¯−m). Let V denote theF-vector space whose
elements consist of allF-linear combinations of the elements of {e¯+1 , e¯+2 , . . . , e¯+m, e¯−1 , e¯−2 , . . . , e¯−m}.
Put (e¯+1 + δe¯−1 ) ∧ (e¯+2 + δe¯−2 ) ∧ · · · ∧ (e¯+m + δe¯−m) = α(1) + δα(2) and (e¯−1 − δe¯+1 ) ∧ · · · ∧
(e¯−m − δe¯+m) = β(1) + δβ(2), where α(1), α(2), β(1), β(2) ∈
∧m V. Then the dual vectors of α(1)
and α(2) with respect to B are, respectively, equal to β(1) and β(2).
(2) If θ is the element of GL(V) defined by e¯+i → e¯−i , e¯−i → −e¯+i , ∀i ∈ {1, . . . ,m}, then
∧m(θ)(λ1 ·
α(1) + λ2 · α(2)) = λ1β(1) + λ2β(2) for all (λ1, λ2) ∈ F2.
Proof. (1) It suffices to prove that the dual vector of α(1) + δα(2) with respect to B coincides with
β(1) + δβ(2). The vector α(1) + δα(2) can be written as the sum of 2m terms. Each such term has the
form (δk1 e¯
1
1 )∧ (δk2 e¯22 )∧ · · · ∧ (δkm e¯mm ), where (ki, i) ∈ {(0,+), (1,−)} for every i ∈ {1, . . . ,m}.
By Proposition 3.2(2), the dual vector of thism-vector with respect to B is equal to (−1)N(δk1 e¯−11 ) ∧
(δk2 e¯
−2
2 )∧· · ·∧(δkm e¯−mm ),whereN is the total number of i ∈ {1, . . . ,m} forwhich i = −1. Themap
(δk1 e¯
1
1 )∧· · ·∧(δkm e¯mm ) → (−1)N(δk1 e¯−11 )∧· · ·∧(δkm e¯−mm ) establishes a bijective correspondence
between the set of 2m terms occurring inα(1)+δα(2) and the set of 2m terms occurring inβ(1)+δβ(2).
Hence, β(1) + δβ(2) is the dual vector of α(1) + δα(2) with respect to B, as we needed to prove.
(2)Clearly,wehave that
∧m(θ)(α(1)+δα(2)) = β(1)+δβ(2). So,∧m(θ)(α(1)) = β(1),∧m(θ)(α(2))
= β(2) and∧m(θ)(λ1 · α(1) + λ2 · α(2)) = λ1 · β(1) + λ2 · β(2) for all (λ1, λ2) ∈ F2. 
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Let F be a given algebraic closure of F. For every quadratic extension F′ of F contained in F, let PF′ be
a projective space as defined in Section 6.3.
Proposition 6.14 Let H be a hyperplane of spread-type of An−1,m(F). Then there exists an automorphism
of An−1,m(F) induced by a duality of PG(V) which maps H to itself.
Proof. By Proposition 6.11, there exists a unique regular spread S1 of PG(V) such that XS1 ⊆ H. Let
B = (e¯+1 , e¯+2 , . . . , e¯+m, e¯−1 , e¯−2 , . . . , e¯−m) be an ordered basis of V , F′ a quadratic extension of F and
δ ∈ F′\F such that the lines of S1 are induced by the points of the subspace π1 = 〈e¯+1 + δe¯−1 , e¯+2 +
δe¯−2 , . . . , e¯+m + δe¯−m〉 of PF′ . Let π2 be the subspace 〈e¯−1 − δe¯+1 , . . . , e¯m − δe¯+m〉 of PF′ and let S2 be the
regular spread of PG(V)whose lines are induced by the points ofπ2. Then by Proposition 5.5, the proof
of Proposition 6.10(1) and Lemma 6.13(1), there exists a polarity νB of PG(V) which maps HS1 to HS2 .
By Proposition 6.4, there exists a projectivity of PG(V)whichmaps S1 to S2. Hence, by Proposition 6.12,
there exists an automorphism of An−1,m(F) induced by a projectivity ν′ of PG(V) which maps HνB to
H. Now, the duality ν′ ◦νB of PG(V) induces an automorphism of An−1,m(F)whichmapsH to itself. 
Corollary 6.15
(1) If H1 and H2 are two hyperplanes of spread-type of An−1,m(F), then H1 and H2 are isomorphic if
and only if there exists an automorphism of An−1,m(F) induced by a collineation of PG(V) which
maps H1 to H2.
(2) Let S1 and S2 be two regular spreads of PG(V) and let Hi ∈ HSi , i ∈ {1, 2}. Then H1 and H2 are
isomorphic if and only if there exists a collineation of PG(V) mapping S1 to S2.
(3) Let F′i , i ∈ {1, 2}, be a quadratic extension of F contained in F, let πi be an (m − 1)-dimensional
subspace of PF′i disjoint from PG(V), let Si be the regular spread of PG(V) whose lines are induced
by the points of πi and let Hi ∈ HSi . Then H1 and H2 are isomorphic if and only if (F′1,F′2) ∈ R,
where R is the equivalence relation as defined in Section 6.3.
Proof. Claim (1) is a corollary of Proposition 5.1(2) and Proposition 6.14. Claim (2) is a corollary of
Claim (1) and Proposition 6.12. Claim (3) is a corollary of Claim (2) and Proposition 6.7. 
6.6. Hyperplanes of spread-type of A5,3(F)
Let V be a 6-dimensional vector space over a fieldF and let A5,3(F) denote the Grassmannian of the
planes of PG(V). Let {e¯1, e¯2, e¯3, e¯4, e¯5, e¯6} be a basis of V . Put P = PG(V). Let F be a given algebraic
closure of F.
Now, let F′ be a given quadratic extension of F contained in F. Similarly, as in Section 6.3, we can
construct a vector space VF′ over F′. Let δ be an arbitrary element of F′\F. Then δ is a root of a unique
irreduciblemonic quadratic polynomial q(X) = X2−aX−b ∈ F[X]. Since b = −q(0) = 0 = q(1) =
1 − a − b, the values μ1 = a + b − 1 and μ2 = 1−a−bb are nonzero. The field F′ is the splitting field
(in F) of the quadratic polynomial μ2X2 − (μ1μ2 + μ1 + μ2)X + μ1 = μ2(X2 − aX − b) ∈ F[X].
We define
αF′ := μ1 · e¯1 ∧ e¯2 ∧ e¯3 + μ2 · e¯4 ∧ e¯5 ∧ e¯6 + (e¯1 + e¯4) ∧ (e¯2 + e¯5) ∧ (e¯3 + e¯6).
LetπF′ be a plane of PG(VF′)which is disjoint fromP and let SF′ denote the regular spread ofP whose
lines are induced by the points ofπF′ . LetHF′ be a hyperplane of A5,3(F) containing all planes through
a line of SF′ .
Proposition 6.16
(1) Any representative vector of HF′ is (semi-)equivalent with αF′ .
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(2) If F′1 and F′2 are two distinct quadratic extensions of F which are contained in F, then αF′1 and αF′2
are not semi-equivalent.
Proof. (1) Notice first that if λ ∈ F\{0}, then λ ·αF′ is equivalent with αF′ . For∧3(θ)(αF′) = λ ·αF′ ,
where θ denotes the following map of GL(V): e¯1 → λ · e¯1, e¯2 → e¯2, e¯3 → e¯3, e¯4 → λ · e¯4, e¯5 → e¯5,
e¯6 → e¯6. So, it suffices to prove that any representative vector of HF′ is semi-equivalent with αF′ .
Notice that δ2 = aδ + b and δ3 = (a2 + b)δ + ab. Putting (e¯4 + δe¯1)∧ (e¯5 + δe¯2)∧ (e¯6 + δe¯3) =
α1 + δ ·α2, we findα1 = e¯4 ∧ e¯5 ∧ e¯6 +b(e¯1 ∧ e¯2 ∧ e¯6 + e¯1 ∧ e¯5 ∧ e¯3 + e¯4 ∧ e¯2 ∧ e¯3)+ab · e¯1 ∧ e¯2 ∧ e¯3
and α2 = e¯1 ∧ e¯5 ∧ e¯6 + e¯4 ∧ e¯2 ∧ e¯6 + e¯4 ∧ e¯5 ∧ e¯3 + a(e¯1 ∧ e¯2 ∧ e¯6 + e¯1 ∧ e¯5 ∧ e¯3 + e¯4 ∧ e¯2 ∧ e¯3)+
(a2 + b)e¯1 ∧ e¯2 ∧ e¯3. By Propositions 5.2, 6.4 and 6.12, wemay without loss of generality suppose that
πF′ = 〈e¯4 + δe¯1, e¯5 + δe¯2, e¯6 + δe¯3〉. By Proposition 6.10(1)+(4), we may without loss of generality
suppose that the hyperplane HF′ has representative vector
1−a
b
α1 + α2. One readily calculates that
1−a
b
α1 + α2 = αF′ .
(2) This follows from Claim (1) and Propositions 5.2, 6.5 and 6.12. 
7. The classification of the trivectors of a 6-dimensional vector space
7.1. Statement of the result
Let V be a 6-dimensional vector space over a field F. Let B∗ = (e¯∗1, e¯∗2, . . . , e¯∗6) be a given ordered
basis of V and let F denote a fixed algebraic closure of F. (In fact for the discussion in this section,
it suffices to take for F any extension field of F over which all quadratic polynomials of F[X] split.)
For every quadratic extension F1 of F contained in F, we will now define a certain trivector α∗F1
of V . The field F1 can be regarded as the splitting field of some irreducible quadratic polynomial
q(X) = X2 − aX − b ∈ F[X]. Since b = −q(0) = 0 = q(1) = 1− a− b, the valuesμ1 := a+ b− 1
and μ2 := 1−a−bb are nonzero. The field F1 is also the splitting field of the quadratic polynomial
μ2X
2 − (μ1μ2 + μ1 + μ2)X + μ1 ∈ F[X]. Now, define
α∗F1 := μ1 · e¯∗1 ∧ e¯∗2 ∧ e¯∗3 + μ2 · e¯∗4 ∧ e¯∗5 ∧ e¯∗6 + (e¯∗1 + e¯∗4) ∧ (e¯∗2 + e¯∗5) ∧ (e¯∗3 + e¯∗6).
The aim of this section is to use the above-developed theory to give a classification of the trivectors
of V .
Proposition 7.1
(1) If F1 and F2 are two distinct quadratic extensions of F contained in F, then α∗F1 and α
∗
F2
are not
equivalent.
(2) Every nonzero trivector of V is equivalent with precisely one of the following vectors:
• α∗1 := e¯∗1 ∧ e¯∗2 ∧ e¯∗3;• α∗2 := e¯∗1 ∧ e¯∗2 ∧ e¯∗3 + e¯∗1 ∧ e¯∗4 ∧ e¯∗5;• α∗3 := e¯∗1 ∧ e¯∗2 ∧ e¯∗3 + e¯∗4 ∧ e¯∗5 ∧ e¯∗6;• α∗4 := e¯∗1 ∧ e¯∗2 ∧ e¯∗4 + e¯∗1 ∧ e¯∗3 ∧ e¯∗5 + e¯∗2 ∧ e¯∗3 ∧ e¯∗6;
• α∗F1 for some quadratic extension F1 of F contained in F.
Remarks. (1) Proposition 7.1(1) was already obtained in Proposition 6.16(2).
(2) As told earlier, the classification of the trivectors of a 6-dimensional vector space is due to
Revoy [15] for arbitrary fields and a number of other authors for some special classes of fields, see
[4,6,10,11,14]. The description of the trivector α∗F1 as given in Proposition 7.1 is more symmetric than
the descriptions given in [6,15], where a distinction has been made between the case where the
extension F1/F is separable and the case where the extension is not separable.
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The classification mentioned in Proposition 7.1(2) is in fact also a classification of the trivectors, up to
semi-equivalence, as the following lemma indicates.
Lemma 7.2
(1) Let i ∈ {1, 2, 3, 4}. Then every trivector semi-equivalent with α∗i is also equivalent with α∗i .
(2) Let F1 be a quadratic extension of F contained in F. Then every trivector semi-equivalent with αF∗1
is also equivalent with αF∗1 .
Proof. (1) It suffices to prove that α∗i is equivalent with λ · α∗i for every λ ∈ F\{0}. But this is easy.
If θ is the element of GL(V) mapping e¯∗j to λ · e¯∗j if j ∈ {1, 6} and e¯∗j to e¯∗j if j ∈ {2, 3, 4, 5}, then∧3(θ)(α∗i ) = λ · α∗i .
(2) It suffices to prove that αF∗1 is equivalent with λ · αF∗1 for every λ ∈ F\{0}. This is again easy.
If θ is the element of GL(V) mapping e¯∗j to λ · e¯∗j if j ∈ {1, 4} and e¯∗j to e¯∗j if j ∈ {2, 3, 5, 6}, then∧3(θ)(α∗F1) = λ · α∗F1 . 
Corollary 7.3
(1) If F1 and F2 are two distinct quadratic extensions of F contained in F, then α∗F1 and α
∗
F2
are not
semi-equivalent.
(2) Every nonzero trivector of V is semi-equivalent with precisely one of the following vectors: α∗1 , α∗2 ,
α∗3 , α∗4 , α∗F1 for some quadratic extension F1 of F contained in F.
7.2. Some useful properties
In this subsection, V denotes a vector space of dimension n  4 over a field F.
Lemma 7.4 Let α ∈ ∧n−2 V and let U denote the set of all x¯ ∈ V for which α ∧ x¯ = 0. Then n− dim(U)
is even.
Proof. Let (e¯1, e¯2, . . . , e¯n) be an ordered basis of V and let B
′ be the ordered basis of∧n−1 V whose
ith component is equal to βi := (−1)n+ie¯1 ∧ · · · ∧ e¯i−1 ∧ ̂¯ei ∧ e¯i+1 ∧ · · · ∧ e¯n (i ∈ {1, . . . , n}). If
we put x¯ = X1e¯1 + · · · + Xne¯n and write α ∧ x¯ as a linear combination of the components of B′, then
α ∧ x¯ = o implies that the coefficients of β1, β2, . . . , βn are equal to 0. Putting the coefficient of βi,
i ∈ {1, . . . , n}, equal to 0 yields an equation (Ei) in the nunknownsX1, . . . , Xn. This coefficient is equal
to the coefficient of e¯1 ∧ e¯2 ∧ · · · ∧ e¯n in the expression α ∧ x¯ ∧ e¯i ∈ ∧n V . The system of equations
determined by (Ei), i ∈ {1, . . . , n}, can be written in matrix form as Mα · [X1 · · · Xn]T = [0 · · · 0]T ,
where the ith row of Mα corresponds to the equation (Ei). The (i, j)th entry of M is equal to the
coefficient of e¯1 ∧ e¯2 ∧ · · · ∧ e¯n in the expression α ∧ e¯j ∧ e¯i ∈ ∧n V . Since α ∧ e¯i ∧ e¯i = 0
and α ∧ e¯i ∧ e¯j = −α ∧ e¯j ∧ e¯i for all i, j ∈ {1, . . . , n}, the matrix M is skew-symmetric. Hence,
rank(M) = n − dim(U) must be even. 
Corollary 7.5 Let α ∈ ∧n−3 V and x¯ ∈ V. Let Ux¯ denote the set of all y¯ ∈ V for which α ∧ x¯ ∧ y¯ = 0.
Then dim(Ux¯)  1 and n − dim(Ux¯) is even.
Proof. If x¯ = o¯, then dim(Ux¯) = n  1. If x¯ = o¯, then dim(Ux¯)  1 since x¯ ∈ Ux¯ . 
For every i ∈ {0, . . . ,  n−1
2
} and every α ∈ ∧n−3 V , let Xi(α) denote the set of all points 〈x¯〉 of PG(V)
for which the dimension of the subspace {y¯ ∈ V |α ∧ x¯ ∧ y¯ = 0} is equal to n − 2i.
Lemma 7.6 If α1, α2 ∈ ∧n−3 V are semi-equivalent, then there exists a projectivity η of PG(V)mapping
Xi(α1) to Xi(α2) for every i ∈ {0, . . . ,  n−12 }.
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Proof. Let θ ∈ GL(V) and λ ∈ F\{0} such that λ ·α2 = ∧n−3(θ)(α1). Let η denote the projectivity of
PG(V) associated to θ and let i ∈ {0, . . . ,  n−1
2
}. Then for a point 〈x¯〉 of PG(V), we have α1 ∧ x¯∧ y¯ =
0 ⇔ ∧n−3(θ)(α1) ∧ θ(x¯) ∧ θ(y¯) = 0 ⇔ α2 ∧ θ(x¯) ∧ θ(y¯) = 0. So, 〈x¯〉 ∈ Xi(α) if and only if〈x¯〉η = 〈θ(x¯)〉 ∈ Xi(α2). Hence, Xi(α2) = Xi(α1)η . 
7.3. Some properties of the trivectors α∗1 , α∗2 , α∗3 , α∗4 and α∗F1
Let V be a 6-dimensional vector space over a field Fwith ordered basis (e¯∗1, e¯∗2, . . . , e¯∗6). Put α∗1 :=
e¯∗1 ∧ e¯∗2 ∧ e¯∗3, α∗2 := e¯∗1 ∧ e¯∗2 ∧ e¯∗3 + e¯∗1 ∧ e¯∗4 ∧ e¯∗5, α∗3 := e¯∗1 ∧ e¯∗2 ∧ e¯∗3 + e¯∗4 ∧ e¯∗5 ∧ e¯∗6 and α∗4 :=
e¯∗1 ∧ e¯∗2 ∧ e¯∗4 + e¯∗1 ∧ e¯∗3 ∧ e¯∗5 + e¯∗2 ∧ e¯∗3 ∧ e¯∗6. Put αi := α∗i ∧ (δ1e¯∗1 + δ2e¯∗2 +· · ·+ δ6e¯∗6) and letMi := Mαi
denote the matrix as defined in the proof of Lemma 7.4. We find
M1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −δ6 δ5
0 0 0 δ6 0 −δ4
0 0 0 −δ5 δ4 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, M2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0
0 0 −δ6 0 0 δ3
0 δ6 0 0 0 −δ2
0 0 0 0 −δ6 δ5
0 0 0 δ6 0 −δ4
0 −δ3 δ2 −δ5 δ4 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
M3 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 δ3 −δ2 0 0 0
−δ3 0 δ1 0 0 0
δ2 −δ1 0 0 0 0
0 0 0 0 −δ6 δ5
0 0 0 δ6 0 −δ4
0 0 0 −δ5 δ4 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, M4 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 δ5 −δ4 0
0 0 0 δ6 0 −δ4
0 0 0 0 δ6 −δ5
−δ5 −δ6 0 0 δ1 δ2
δ4 0 −δ6 −δ1 0 δ3
0 δ4 δ5 −δ2 −δ3 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
So,
• X0(α∗1) = 〈e¯∗1, e¯∗2, e¯∗3〉, X1(α∗1) = PG(V)\〈e¯∗1, e¯∗2, e¯∗3〉 and X2(α∗1) = ∅;• X0(α∗2) = {〈e¯∗1〉}, X1(α∗2) = 〈e¯∗1, e¯∗2, e¯∗3, e¯∗4, e¯∗5〉\{〈e¯∗1〉} and X2(α∗2) = PG(V)\〈e¯∗1, e¯∗2, e¯∗3, e¯∗4, e¯∗5〉;• X0(α∗3) = ∅, X1(α∗3) = 〈e¯∗1, e¯∗2, e¯∗3〉∪〈e¯∗4, e¯∗5, e¯∗6〉 and X2(α∗3) = PG(V)\(〈e¯∗1, e¯∗2, e¯∗3〉∪〈e¯∗4, e¯∗5, e¯∗6〉);• X0(α∗4) = ∅, X1(α∗4) = 〈e¯∗1, e¯∗2, e¯∗3〉 and X2(α∗4) = PG(V)\〈e¯∗1, e¯∗2, e¯∗3〉.
With the aid of Lemma 7.6, we obtain that α∗1 , α∗2 , α∗3 and α∗4 are mutually nonequivalent. We will
now also show that each of α∗1, α∗2, α∗3, α∗4 is nonequivalent with α∗F1 for every quadratic extension
F1 of F which is contained in some fixed algebraic closure F of F. As in Section 7.1, suppose that
F1 is the splitting field of the polynomial μ2X2 − (μ1μ2 + μ1 + μ2)X + μ1 ∈ F[X]. Put α =
α∗F1 ∧ (δ1e¯∗1 + δ2e¯∗2 +· · ·+ δ6e¯∗6) and letM = Mα denote thematrix as defined in the proof of Lemma
7.4. ThenM is equal to
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 (μ2 + 1)δ3 − δ6 −(μ2 + 1)δ2 + δ5 0 −δ3 + δ6 δ2 − δ5
−(μ2 + 1)δ3 + δ6 0 (μ2 + 1)δ1 − δ4 δ3 − δ6 0 −δ1 + δ4
(μ2 + 1)δ2 − δ5 −(μ2 + 1)δ1 + δ4 0 δ5 − δ2 δ1 − δ4 0
0 δ6 − δ3 δ2 − δ5 0 −(μ1 + 1)δ6 + δ3 (μ1 + 1)δ5 − δ2
δ3 − δ6 0 δ4 − δ1 (μ1 + 1)δ6 − δ3 0 −(μ1 + 1)δ4 + δ1
δ5 − δ2 δ1 − δ4 0 −(μ1 + 1)δ5 + δ2 (μ1 + 1)δ4 − δ1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Wewill prove that the rank ofM is always equal to 4, except when δ1 = δ2 = · · · = δ6 = 0 in which
caseM has rank 0.
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Suppose the rank of M is distinct from 4 and hence equal to 0 or 2. Let i1, j1 ∈ {1, . . . , 6} with|i1 − j1| ∈ {0, 3}. Suppose that the two 0’s which occur in row i1 of M occur in columns j2 and j3.
Suppose the two 0’s which occur in column j1 ofM occur in rows i2 and i3. Now, consider the (3× 3)-
submatrix ofM build on the rows i1, i2, i3 and the columns j1, j2, j3. Making use of the irreducibility of
the polynomialμ2X
2 − (μ1μ2 +μ1 +μ2)X +μ1 ∈ F[X], one can easily show that the determinant
of this submatrix is equal to 0 if and only if the (i1, j1)th entry ofM is equal to 0.We give two examples.
(a) Suppose i1 = 1 and j1 = 2. Then {j2, j3} = {1, 4} and {i2, i3} = {2, 5}. The corresponding
submatrix ofM is equal to
⎡
⎢⎢⎢⎣
0 (μ2 + 1)δ3 − δ6 0
−(μ2 + 1)δ3 + δ6 0 δ3 − δ6
δ3 − δ6 0 (μ1 + 1)δ6 − δ3
⎤
⎥⎥⎥⎦ .
The determinant of this matrix is equal to (δ6 − (μ2 +1)δ3)(μ2δ23 +μ1δ26 − (μ1μ2 +μ1 +μ2)δ3δ6)
which is equal to 0 if and only if δ6 − (μ2 + 1)δ3 = 0.
(b) Suppose i1 = 1 and j1 = 5. Then {j2, j3} = {1, 4} and {i2, i3} = {2, 5}. The corresponding
submatrix ofM is equal to
⎡
⎢⎢⎢⎣
0 0 −δ3 + δ6
−(μ2 + 1)δ3 + δ6 δ3 − δ6 0
δ3 − δ6 (μ1 + 1)δ6 − δ3 0
⎤
⎥⎥⎥⎦ .
The determinant of this matrix is equal to (δ6 − δ3)(μ2δ23 + μ1δ26 − (μ1μ2 + μ1 + μ2)δ3δ6)which
is equal to 0 if and only if δ6 − δ3 = 0.
So, all entries of thematrixMmust be equal to 0. This implies that δ1 = δ2 = δ3 = δ4 = δ5 = δ6 = 0.
We can now conclude that X0(α
∗
F1
) = ∅, X1(α∗F1) = ∅ and X2(α∗F1) = PG(V). Lemma 7.6 then
implies that α∗F1 is nonequivalent with each of α
∗
1, α
∗
2, α
∗
3, α
∗
4 .
Lemma 7.7 Let B be an ordered basis of V and letα be one of the trivectorsα∗1, α∗2, α∗3, α∗4, α∗F1 , whereF1
is some quadratic extension of F contained in F. Then the dual vector of α with respect to B is equivalent
to α.
Proof. In view of Propositions 3.7 and 7.2, we may suppose that B = B∗. The dual vector of α∗1 with
respect to B∗ is equal to e¯∗4 ∧ e¯∗5 ∧ e¯∗6 which is (semi-)equivalent with α∗1 . The dual vector of α∗2 with
respect to B∗ is equal to α∗4 ∧ e¯∗5 ∧ e¯∗6 + e¯∗2 ∧ e¯∗3 ∧ e¯∗6 which is (semi-)equivalent with α∗2 . The dual
vector of α∗3 with respect to B∗ is equal to e¯∗4 ∧ e¯∗5 ∧ e¯∗6 − e¯∗1 ∧ e¯∗2 ∧ e¯∗3 which is (semi-)equivalent with
α∗3 . The dual vector of α∗4 with respect to B∗ is equal to −e¯∗3 ∧ e¯∗5 ∧ e¯∗6 − e¯∗2 ∧ e¯∗4 ∧ e¯∗6 − e¯∗1 ∧ e¯∗4 ∧ e¯∗5
which is (semi-)equivalent with α∗4 . Finally, the dual vector of α∗F1 with respect to B
∗ is equal to
μ1 · e¯∗4 ∧ e¯∗5 ∧ e¯∗6 −μ2 · e¯∗1 ∧ e¯∗2 ∧ e¯∗3 + (−e¯∗1 + e¯∗4)∧ (−e¯∗2 + e¯∗5)∧ (−e¯∗3 + e¯∗6) = μ1 · e¯∗4 ∧ e¯∗5 ∧ e¯∗6 +
μ2 · (−e¯∗1) ∧ (−e¯∗2) ∧ (−e¯∗3) + (−e¯∗1 + e¯∗4) ∧ (−e¯∗2 + e¯∗5) ∧ (−e¯∗3 + e¯∗6) which is (semi)-equivalent
with α∗F1 . 
7.4. The classification of the trivectors
Let V be a 6-dimensional vector space over a field F. Suppose α is a trivector of V . Let H denote
the hyperplane of A5,3(F) for which α is a representative vector. We can distinguish three cases: (1)
X0(α) = ∅; (2) X0(α) = ∅ and X1(α) = ∅; (3) X0(α) = X1(α) = ∅. If Case (3) occurs, thenα is called
a special trivector.
(I) Suppose X0(α) = ∅. Then there exists a nonzero vector e¯1 ∈ V such that α ∧ e¯1 = 0. Then
α = e¯1 ∧ β for some β ∈ ∧2 V . By Proposition 4.1(1), there exist linearly independent vectors
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e¯2, e¯3, e¯4, e¯5 ∈ V such that α is equal to either e¯1 ∧ e¯2 ∧ e¯3 or e¯1 ∧ e¯2 ∧ e¯3 + e¯1 ∧ e¯4 ∧ e¯5. In the
former case, α is equivalent with α∗1 . In the latter case, α is equivalent with either α∗1 or α∗2 depending
on whether e¯1, e¯2, . . . , e¯5 are linearly dependent or not.
(II) Suppose X0(α) = ∅ and X1(α) = ∅. Let 〈e¯1〉 ∈ X1(α) such that {x¯ ∈ V |α∧ e¯1 ∧ x¯ = 0} has di-
mension4. Thenα∧e¯1 = x¯∧y¯∧z¯∧e¯1 for some linearly independent vectors x¯, y¯, z¯ ofV satisfying e¯1 ∈〈x¯, y¯, z¯〉. Since (α− x¯∧ y¯∧ z¯)∧ e¯1 = 0, there exists by (I) a 4-dimensional subspace 〈e¯2, e¯3, e¯4, e¯5〉 of V
not containing e¯1 such thatα is equal to either e¯1∧e¯2∧e¯3+x¯∧y¯∧z¯ or e¯1∧e¯2∧e¯3+e¯1∧e¯4∧e¯5+x¯∧y¯∧z¯.
In the former case, the fact that X0(α) = ∅ implies that the 3-spaces 〈e¯1, e¯2, e¯3〉 and 〈x¯, y¯, z¯〉 of V are
disjoint. So, in this case α is equivalent with α∗3 . Suppose α = e¯1 ∧ e¯2 ∧ e¯3 + e¯1 ∧ e¯4 ∧ e¯5 + x¯∧ y¯∧ z¯.
By Section 4.2 and the fact that X0(α) = ∅, the 3-dimensional subspace 〈x¯, y¯, z¯〉 is not contained in〈e¯1, e¯2, e¯3, e¯4, e¯5〉. So, 〈x¯, y¯, z¯〉 ∩ 〈e¯1, e¯2, e¯3, e¯4, e¯5〉 = 〈u¯, v¯〉 for some linearly independent vectors u¯
and v¯ of 〈e¯1, e¯2, e¯3, e¯4, e¯5〉 satisfying e¯1 ∈ 〈u¯, v¯〉 (otherwise 〈e¯1〉 ∈ X0(α)). Since e¯1∧ e¯2∧ e¯3+e¯1∧ e¯4∧
e¯5 = e¯1∧(e¯2+λ2e¯1)∧(e¯3+λ3e¯1)+ e¯1∧(e¯4+λ4e¯1)∧(e¯5+λ5e¯1) for allλ2, λ3, λ4, λ5 ∈ F, wemay
without loss of generality suppose that u¯, v¯ ∈ 〈e¯2, e¯3, e¯4, e¯5〉. By Proposition 4.1(2), α is equal to e¯1 ∧
e¯2∧e¯3+e¯1∧e¯4∧e¯5+e¯2∧e¯3∧e¯6 or e¯1∧e¯2∧e¯3+e¯1∧e¯4∧e¯5+e¯2∧e¯4∧e¯6 for some e¯6 ∈ V\〈e¯1, e¯2, . . . , e¯5〉
satisfying 〈x¯, y¯, z¯〉 = 〈e¯2, e¯3, e¯6〉 (former case) or 〈x¯, y¯, z¯〉 = 〈e¯2, e¯4, e¯6〉 (latter case). In the former
case,α = e¯2∧e¯3∧(e¯1+e¯6)+e¯1∧e¯4∧e¯5 is equivalentwithα∗3 . In the latter case,α is equivalentwithα∗4.
(III) Suppose α is a special trivector of U. Let S denote the set of all lines 〈v¯1, v¯2〉 of PG(V) for which
α ∧ v¯1 ∧ v¯2 = 0. For every point p = 〈x¯〉 of PG(V), {y¯ ∈ V |α ∧ x¯ ∧ y¯ = 0} is a 2-dimensional
subspace of V containing x¯ since p ∈ X2(α). Hence, S is a spread of PG(V). Moreover, every plane
through a line of S belongs to the hyperplane H. Now, let B be a given ordered basis of V and let α′
denote the dual vector of α with respect to B. By (I) + (II), Proposition 3.8 and Lemma 7.7, α′ is a special
trivector of V . So, if S′ denotes the set of all lines 〈v¯1, v¯2〉 of PG(V) for which α′ ∧ v¯1 ∧ v¯2 = 0 and if
H′ denotes the hyperplane of A5,3(F) for which α′ is a representative vector, then also S′ is a spread
of PG(V) and every plane through a line of S′ belongs to H′. Hence, by Corollary 3.6, there exists a set
R of 3-dimensional subspaces of PG(V) satisfying the following properties: (1) every 4-dimensional
subspace of PG(V) contains a unique element of R; (2) all planes contained in an element of R belong
to H.
We prove that it is impossible that there is some line L ∈ S and some 3-dimensional subspace
π ∈ R which intersect in a unique point p. Recall that every plane through L belongs to H and that
every plane of π through p belongs to H. Since H is a hyperplane of An−1,k(F), it readily follows that
every plane of 〈π, L〉 through p belongs to H. Now, let K1 be an arbitrary line through p not contained
in 〈π, L〉. Since H is a hyperplane of A5,3(F), there are two distinct planes of H through K1. These two
planes intersect 〈π, L〉 in two distinct lines, say K2 and K3. Recall that every plane of 〈x, π〉 through
Ki, i ∈ {2, 3}, belongs to H. Since also 〈K1, Ki〉, i ∈ {1, 2}, belongs to the hyperplane H, every plane
through Ki, i ∈ {1, 2}, belongs to H. This implies that K1 and K2 belong to S, a contradiction, since only
1 line through p belongs to S.
We prove that the spread S satisfies property (R1) of Section 6.1. Let L1 and L2 be two distinct lines
of S and letπ ′ be an arbitrary 4-dimensional subspace of PG(V) containing L1 and L2. Thenπ ′ contains
a unique element π of R. The lines L1 and L2 meet π and hence are contained in π by the previous
paragraph. So, π = 〈L1, L2〉. If p ∈ π , then the unique line of S through p is contained in π by the
previous paragraph. So, the lines of S contained in π determine a spread of π .
We prove that the spread S satisfies property (R2) of Section 6.1. Let L1, L2 and L3 be three dis-
tinct lines which are contained in some 3-dimensional subspace of PG(V). We can choose vectors
e¯1, e¯2, e¯3, e¯4 ofV such that L1 = 〈e¯1, e¯2〉, L2 = 〈e¯3, e¯4〉 and L3 = 〈e¯1+e¯3, e¯2+e¯4〉. ThenM1 = 〈e¯1, e¯3〉,
M2 = 〈e¯2, e¯4〉 and M3 = 〈e¯1 + e¯2, e¯3 + e¯4〉 are lines meeting L1, L2 and L3. So, R(L1, L2, L3) con-
sists of those lines of PG(V) which meet M1, M2 and M3. These are the lines L1 = 〈e¯1, e¯2〉 and Kλ =〈λe¯1+ e¯3, λe¯2+ e¯4〉. Now, the facts that L1, L2 and L3 belong to S imply thatα∧ e¯1∧ e¯2 = α∧ e¯3∧ e¯4 =
α∧(e¯1+e¯3)∧(e¯2+e¯4) = 0, or equivalently,α∧e¯1∧e¯2 = α∧e¯3∧e¯4 = α∧(e¯1∧e¯4+e¯3∧e¯2) = 0.Now,
Kλ ∈ S sinceα∧(λe¯1+ e¯3)∧(λe¯2+ e¯4) = λ2(α∧ e¯1∧ e¯2)+λ·α∧(e¯1∧ e¯4+ e¯3∧ e¯2)+α∧ e¯3∧ e¯4 = 0.
We can conclude that S is a regular spread of PG(V). Since H is a hyperplane of A5,3(F) containing
all planes which contain a line of S, the representative vector α of H must be equivalent to α∗F1 for
some quadratic extension F1 of F contained in F.
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7.5. Applications to hyperplanes of A5,3(F)
Proposition 7.8
(1) For every hyperplane H of A5,3(F), there is an automorphism of A5,3(F) induced by a duality of
PG(V) mapping H to itself.
(2) Let H1 and H2 be two hyperplanes of A5,3(F). Then H1 and H2 are isomorphic if and only if there is
an automorphism of A5,3(F) induced by a collineation of PG(V) mapping H1 to H2.
Proof. Claim (1) follows from Propositions 5.2, 5.5 and Lemma 7.7. Claim (2) follows from Claim (1)
and Proposition 5.1(2). 
For every i ∈ {1, 2, 3, 4}, let H∗i denote the hyperplane of A5,3(F) having α∗i as representative vector.
For every quadratic extensionF1 ofFwhich is contained inF, letH∗F1 denote the hyperplane ofA5,3(F)
with representative vector α∗F1 .
Proposition 7.9
(1) The hyperplanes H∗1 , H∗2 , H∗3 and H∗4 are mutually nonisomorphic.
(2) For every quadratic extension F1 of F which is contained in F, H∗F1 is not isomorphic to H
∗
1 , H
∗
2 , H
∗
3 ,
nor to H∗4 .
(3) If F1 and F2 are two quadratic extensions of F1 which are contained in F, then H∗F1 and H
∗
F2
are
isomorphic if and only if there exist a, b ∈ F and an automorphismψ of F such that F1 and F2 are
the splitting fields of the respective polynomials X2 + aX + b and X2 + aψX + bψ of F[X].
Proof. If ψ is an automorphism of F, then (α∗i )ψB
∗ = α∗i for every i ∈ {1, 2, 3, 4}. Claims (1) and
(2) of the proposition then follow from Propositions 5.2, 5.4, 7.8(2) and Corollary 7.3. Claim (3) was
already proved in Corollary 6.15(3). 
For every point p of PG(V), let Xp denote the set of all planes of PG(V) containing p. The subgeometry
X˜p of A5,3(F) induced on Xp is isomorphic to A4,2(F). We call X˜p an A4,2(F)-subgeometry of Type I.
For every hyperplane π of PG(V), let Yπ denote the set of all planes of PG(V) contained in π . The
subgeometry Y˜π of A5,3(F) induced on Yπ is isomorphic to A4,2(F). We call Y˜π an A4,2(F)-geometry
of Type II.
There are two isomorphism classes of hyperplanes of A4,2(F), respectively, corresponding to the
two equivalence classes of nonzero symplectic forms on a vector spaceW of dimension 5 over a fieldF.
(a) Every hyperplane corresponding to a symplectic form on W whose radical is 3-dimensional
consists of the lines of PG(W)whichmeet a given plane of PG(W). We call such a hyperplane singular.
(b) Every other hyperplane of A4,2(F) corresponds to a symplectic form on W whose radical is
1-dimensional.
In Section 7.3, we calculated X0(α), X1(α) and X2(α) for the trivectors α belonging to the distinct
(semi)-equivalence classes. This information can be turned into geometrical information for the corre-
sponding hyperplanes as the following proposition indicates. This information allows us to distinguish
hyperplanes by means of some of their geometrical properties.
Proposition 7.10 Let H be a hyperplane of A5,3(F)with representative vectorα and let p = 〈x¯〉 be a point
of PG(V). Then:
(1) Xp ⊆ H if and only if p ∈ X0(α);
(2) Xp ∩ H is a singular hyperplane of X˜p ∼= A4,2(F) if and only if p ∈ X1(α);
(3) Xp ∩ H is a nonsingular hyperplane of X˜p ∼= A4,2(F) if and only if p ∈ X2(α).
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Proof. Let f be the symplectic form fα∧x¯,ξ , where ξ is some nonzero vector of
∧6 V . The radical of
the form f consists of all y¯ ∈ V for which α ∧ x¯ ∧ y¯ = 0. So, f = 0 if and only if α ∧ x¯ = 0,
or equivalently, p ∈ X0(α). This precisely happens when Xp ⊆ H. Clearly, Rad(f ) has dimension 4
if and only if p ∈ X1(α) and dimension 2 if and only if p ∈ X2(α). The claims of the proposition
follow. 
As an application of Proposition 7.10, we will calculate the total number of points in a hyperplane of
A5,3(F) if F is finite.
Proposition 7.11 Suppose F be the finite field with q elements, and let H be a hyperplane of A5,3(F)with
representative vectorα. ThenH contains 1
q2+q+1 ·
(
|X0(α)| · (q2 + 1)(q4 + q3 + q2 + q + 1) + |X1(α)|
·(q2 + q + 1)(q3 + q2 + 1) + |X2(α)| · (q + 1)(q2 + 1)2
)
points.
Proof. This follows fromProposition7.10 and the following facts: (i) every point ofA5,3(F) is contained
in q2 + q+ 1 A4,2(F)-subspaces of type I; (ii) A4,2(F) contains (q2 + 1)(q4 + q3 + q2 + q+ 1) points;
(iii) a singular hyperplane of A4,2(F) contains (q2 + q + 1)(q3 + q2 + 1) points; (iv) a nonsingular
hyperplane of A4,2(F) contains (q + 1)(q2 + 1)2 points. 
Corollary 7.12 SupposeF is a finite field with q elements and letK denote the unique quadratic extension
of F contained in F. Then |H∗1 | = q8 + 2q7 + 3q6 + 3q5 + 3q4 + 3q3 + 2q2 + q + 1, |H∗2 | =
q8+q7+3q6+3q5+3q4+3q3+2q2+q+1, |H∗3 | = q8+q7+2q6+3q5+4q4+3q3+2q2+q+1, |H∗4 | =
q8+q7+2q6+3q5+3q4+3q3+2q2+q+1 and |H∗K| = q8+q7+2q6+3q5+2q4+3q3+2q2+q+1.
Proof. This follows form Proposition 7.11 and the calculations made in Section 7.3. 
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