At low stimulation rates, electrically stimulated auditory nerve fibers typically fire regularly, in lock-step to the applied stimulus. At high stimulation rates, however, these same fibers fire irregularly. Firing irregularity has been attributed to the random opening and closing of voltage-gated sodium channels at the spike generation site. We demonstrate, however, that the nonlinear dynamics of neural excitation and refractoriness embodied in the FitzHughNagumo (FN) model produce realistic firing irregularity at high stimulus rates, even in the complete absence of ongoing physiological noise. Indeed, we show that ongoing noise can actually regularize the response at low discharge rates. The degree of stimulus-dependent irregularity is determined not so much by the level of ongoing physiological noise as by the dynamical instability. Our work suggests that the dynamical instability, quantified by the Lyapunov exponent, controls neural sensitivity to input signals and to physiological noise, as well the amount of mutual desynchronization between similarly stimulated fibers. This instability, quantified by the value of the Lyapunov exponent, may play a critical role in determining modulation sensitivity and dynamic range in cochlear implants.
The firing irregularity exhibited by electrically stimulated auditory nerve fibers is thought to be produced primarily by ongoing physiological noise (Dynes 1996; Morse and Evans 1996; Moss et al. 1996; Bruce et al. 1999; Rubinstein et al. 1999; Javel and Viemeister 2000; Litvak et al. 2001 Litvak et al. , 2003a Matsuoka et al. 2001; Miller et al. , 2008 Stocks et al. 2002; Hong and Rubinstein 2003; Zhang et al. 2007 ), in particular, by the thermally driven random opening and closing of voltage-gated ion channels in the nerve membrane (Sakmann and Neher 1983; White et al. 2000) , especially the sodium channels (Lecar and Nossal 1971a, b; Sigworth 1980; Rubinstein 1995) . However, noise alone is incapable of accounting for the dependence of the firing irregularity on the stimulation rate. For example, at low rates and stimulus amplitudes sufficiently above threshold, auditory nerve fibers fire regularly, in lock-step to the applied stimulus. At high rates, however, the same fibers fire irregularly (Moxon 1967; van den Honert and Stypulkowski 1987; Javel 1990; Javel and Viemeister 2000) . Figure 1 shows an example of the irregular firing pattern produced by a high-rate (5 kHz) periodic pulse train. Although ongoing physiological noise might account for such irregularity at high stimulation rates, the same explanation cannot account for its absence at low rates.
Besides ongoing noise, another mechanism for producing irregularity is dynamical instability or "chaos" (Eckmann and Ruelle 1985) . Dynamical instability was first demonstrated computationally in a model of atmospheric convection (Lorenz 1963) , and has since been shown to occur in neural models (Aihara et al. 1984; Ermentrout 1984; Feingold et al. 1988; Lakshmanan 1988, 1994; Sato and Doi 1992; Rabinovitch et al. 1994; Doi and Sato 1995; Kaplan et al. 1996; Ichinose et al. 1998; Rinzel and Ermentrout 1998; Othmer and Xie 1999; Rabinovitch and Rogachevskii 1999; Coombes and Osbaldestin 2000; Guckenheimer and Oliva 2002; Kosmidis and Pakdaman 2006; Lin 2006) and in empirical results from the squid giant axon when it is stimulated electrically at high rates Takahashi et al. 1990; Kaplan et al. 1996) . In this study, we use a mathematical model of neuralspike generation to investigate the relative importance of the level of ongoing noise and the degree of dynamical instability in producing the neural firing irregularity observed in electrically stimulated auditory nerve fibers. The degree of instability is quantified by the spike generator's Lyapunov exponent, a number that measures the rate of growth of the response to a small perturbation.
The specific model we use is the FitzHughNagumo (FN) model, sometimes referred to as the Bonhoeffer-van der Pol model (Bonhoeffer 1948; FitzHugh 1961; Nagumo et al. 1963 ). This simple model approximates the time course of excitation and refractoriness predicted by more complex biophysical models such as those of the Hodgkin-Huxley class (Hodgkin and Huxley 1952; FitzHugh 1961; Kepler et al. 1992 ). The FN model has been used in many contexts, including applications involving electrical stimulation of the auditory nerve (Hochmair-Desoyer et al. 1984) . Most significantly for this paper, previous studies have shown that the FN model captures the main features of the squid axon's response to highrate stimulation (Sato and Doi 1992; Rabinovitch et al. 1994; Doi and Sato 1995; Kaplan et al. 1996) . For example, temporal spiking patterns predicted by the noise-free FN model (Fig. 3a of Sato and Doi 1992) are qualitatively similar to those recorded in squid axons (Fig. 6 of Takahashi et al. 1990 ). Indeed, although the FN model is a simplified approximation to the Hodgkin-Huxley (HH) model, it appears to capture the main features of the response of the squid axon to high-rate stimulation better than the HH model itself (Clay 1998; O'Gorman and Shera 2001) .
METHODS
The FitzHugh-Nagumo model
The FitzHugh-Nagumo model consists of two coupled ordinary differential equations. The first determines the rapid time evolution of neural excitation x(t) and the second determines the slower evolution of refractoriness y(t):
where:
FitzHugh's analysis of the Hodgkin-Huxley equations has demonstrated that x(t) approximates the combined dynamics of the membrane voltage and sodium-channel activation and that y(t) approximates the combined dynamics of sodium-channel inactivation and potassium-channel activation (FitzHugh 1961 (FitzHugh , 1969 . The conditions in Eq. (3) guarantee that there is a single resting condition and that the model is capable of producing action potentials.
The term I(t) in Eq.
(1) represents the current waveform used to excite the neuron. We use the simplest possible periodic pulse train, namely, a superposition of idealized Dirac delta functions
Þ , where A is the stimulus amplitude,
T is the interpulse time, and N pulse is the number of pulses in the pulse train (FitzHugh 1961) . The use of delta-function pulses is justified by the briefness of the "biphasic" pulses used in the physiological studies of and by the fact that these delta-function pulses have very nearly the same effect as brief but finite duration pulses (FitzHugh 1961) . The response of the FN model to biphasic pulses which consist of positiveand negative-going phases are considered in Section 3 of the Supplemental Computations. The values of the system parameters used in this study are a=0.753617, b=0.745338, and c=3.28076. These values are the same as those used in a prior study that showed the FN model produces responses similar to that of the squid giant axon to rapid pulsatile stimulation (Kaplan et al. 1996) .
To account for the faster kinetics of auditory nerve fibers compared to squid axons, time t within the FN model description was scaled by a factor t d =t d ' 0:205ms=3:66 ' 0:056ms, where t d is the action potential downstroke time in the original dimensionless units of FitzHugh (1961) andt d is the action potential downstroke time of an auditory nerve fiber estimated from the neural recordings of Moxon (1967) . For most of the simulations presented in this paper, the interpulse interval isT T ¼ 0:2 ms, which closely approximates the interpulse time used in physiological experiments (Litvak et al. 2001 (Litvak et al. , 2003a Zhang et al. 2007; Miller et al. 2008 ) and in computational simulations (Rubinstein et al. 1999) .
The variational equations
We quantify the degree of dynamical instability in the FN model by computing the Lyapunov exponent, a number that measures the rate of growth of the response to a small perturbation (Eckmann and Ruelle 1985) . When the Lyapunov exponent is positive, the response to a perturbation grows with time and the system is dynamically unstable. The time evolution of the response to small perturbations is governed by the variational equations, which can be derived from Eqs. (1) and (2). The Lyapunov exponent is obtained by solving these variational equations.
To derive the variational equations, first consider a vector * X 0 ¼ x 0 ; y 0 f g with its tail at the origin of a twodimensional plane and its head at the coordinates (x 0 , y 0 ). This vector * X 0 represents the initial condition of the solution to the FN equations when driven by a high-rate pulse train. Figure 2 . Now consider an infinitesimal perturbation * R ¼ R x ; R y È É applied to a point on the trajectory * X t ð Þ. The perturbed condition (not shown) is then described by the vector
The variational equations describe the time evolution of the components of the perturbation vector
If we define the right-hand side of Eqs. (1) and (2), respectively, as F 1 and F 2 , then the equations governing the evolution of
Evaluating the partial derivatives in Eqs.
(1) and (2) yields differential equations explicitly in terms of the variables and parameters of the FN system: Parametric or "phase-plane" plot of the excitation (x) and refractory (y) variables of the FN model. As a guide to the eye, horizontal line segments are drawn to connect the discontinuous segments of the solution. These discontinuities are due to the stimulus pulses. The stimulus rate is 5 kHz and the stimulus level is 1.13278 times threshold (A θ =0.602349).
time-dependent coefficient. This coefficient is coupled to the evolution of the excitation variable x(t), which in turn is governed by the nonlinear differential Eqs.
(1) and (2). Because of this timedependent coefficient, these equations have no readily obtainable closed-form solutions (Hirsch and Smale 1974) and must be solved numerically, as in the case of the main FN equations. In our simulations, the combined system consisting of the main FN Eqs. (1) and (2), as well as the variational equations, summarized by the vector Eq. (5), was solved using algorithms described in the Computational Methods.
The Lyapunov exponent
The Lyapunov exponent characterizes the rate of growth of the magnitude of the perturbation vector, whose evolution is governed by the variational equations derived above (Eckmann and Ruelle 1985) . Mathematically, the exponent is
. We estimate the Lyapunov exponent by solving the main and variational equations over a long but finite time interval [t min , t max ] and computing:
The values of t min and t max are chosen large enough to yield a robust estimate of the exponent while avoiding transients associated with stimulus onset.
Simulating the effect of physiological noise
To approximate the effects of the voltage noise generated by the random opening and closing of sodium channels (White et al. 2000) , we added a stochastic noise term ξ(t) to the differential equation for the excitation variable x(t). For simplicity, we ignored any direct stochastic influences on the refractory variable y(t). The noise term modifies the evolution of the perturbation through the dependence of the variational equation on x(t). We note that changes in the short-term instability during the action potential modulate the effect of the constant-intensity noise ξ(t), as shown in Supplemental Figure 8 .
Quantifying neural synchronization
In this study, the mutual synchronization between pairs of spike trains was quantified by the spike-train cross-correlation histogram (Johnson and Kiang 1976; Dayan and Abbott 2001) . As in Litvak et al. (2003a) , these histograms were computed by forming a sequence of binary values n f g for each of the spike trains, where β n =0 if no spike occurs during the n th stimulus period and where β n =1 otherwise. Superscripts a and b are used to distinguish the two binary sequences a n È É and b n È É associated with the two spike trains. The resulting cross-correlation histogram H a;b k was then defined in terms of these binary sequences as
where N p is the number of stimulus pulses. We note that H a;b k quantifies the correspondence between the spike trains, but does not contain information concerning the timing of a spike within the stimulus period.
Scaling the discharge rate
When stimulated intensely at high rates, auditory nerve fibers initially fire rapidly (91,000 spikes/s), but then adapt over tens of milliseconds to a lower rate of ∼400 spikes/s (Moxon 1967; 1971) . Like most auditory nerve models (e.g., Bruce et al. 1999 and Rubinstein et al. 1999) , the standard FN model does not include a slow "adaptation" variable (FitzHugh 1969) , and therefore exhibits considerably higher maximum sustained discharge rates than found in auditory nerve fibers (Fig. 8A) .
To compare the rate dependence of the firing irregularity in the FN model with auditory nerve data, we normalize-out this difference in maximum discharge rate. Specifically, when plotting the empirically measured dependence of the firing irregularity on the discharge rate (Figs. 4 and 6) , we express the discharge rate in dimensionless terms as R/R u , where the "upper rate" R u is the rate at which the quantitative measure of irregularity, the Fano factor, drops below 0.05 on average in auditory nerve fibers R fibers. This distribution's normalized width was assumed to equal the normalized standard deviation of the maximum discharge rates, max R max ¼ 0:343, recorded in auditory nerve fibers (see the 100-ms condition of Fig. 4 of Zhang et al. 2007 ). The form of the distribution was assumed to be Gaussian for rates within ±2.5 standard deviations of the mean and to be zero outside of this range.
Computational methods
The deterministic FN Eqs. (1) and (2) along with the associated variational equations, summarized by the vector Eq. (5), were solved using the NDSolve algorithm of Mathematica 5 and 6 (Wolfram 2003). This algorithm dynamically adjusts the step size to produce solutions that meet a preset precision goal. Unless otherwise noted, this precision goal was set to eight decimal digits.
Adaptive-step-size methods have uncertain convergence properties when applied to stochastic differential equations (Longtin 2003) . For this reason, the fixed-step-size stochastic Euler method was used to solve the FN equations with the additional stochastic noise term, along with the associated variational Eq. (5). This method was implemented in compiled Mathematica code with a standard machine precision of 16 decimal digits. The step size for most of these simulations was chosen to be Δt=0.014, which is approximately 1% of the spike upstroke time. We found that using smaller step sizes did not significantly affect the results (e.g., Supplemental Figs. 12 and 13).
RESULTS
Ongoing noise accounts for irregularity at low stimulation rates Here, we adjust the level of the noise in the FN model so that the range of stimulus amplitudes producing irregular firing at low rates matches those observed in auditory nerve measurements. Subsequently, we will demonstrate that this level of ongoing noise is inconsistent with the firing irregularity observed at high stimulation rates.
At low stimulation rates, and in the absence of noise, a uniform pulse train evokes either no firing at all or firing to every pulse, depending on whether the stimulus level is below or above threshold. If noise is present, however, a range of near-threshold pulse amplitudes evokes probabilistic, irregular firing (Verveen and Derksen 1968; White et al. 2000) . The range of stimulus levels evoking irregular firing at low rates is quantified by the relative spread (RS), defined as the ratio of half of the width of the rate-level function to the pulse amplitude that produces a 50% firing probability ( 
inflection point of the sigmoid is determined by the parameter A 50% and the sigmoid's width by σ out . B The relative spread RS out =A 50% ð Þ as a function of the input noise level (σ in ). Points represent the mean of five trials and the error bars indicate the standard deviation. A linear least-squares fit constrained to go through the origin is represented by the straight line. The bestfitting slope is 1.2332. The residuals about this fit are shown in the inset panel. The estimate of the uncertainty in the RS is
Examples of rate-level functions produced by the FN model in response to low-rate pulse trains (T=10t d ) are shown in Figure 3A for three different noise levels. The lines represent cumulative Gaussian fits to the data achieved using a least-squares procedure. This fit has two parameters, the width or "spread" σ out and the 50% firing level A 50% , the ratio of which determines the relative spread RS out =A 50% . Figure 3B presents the value of the relative spread as a function of the input noise level σ in . A linear dependence of the RS on the input noise level is predicted by the analytic theory of Lecar and Nossal (1971a) and by biophysically detailed computational simulations which incorporate probabilistic descriptions of individual sodium channels (Clay and DeFelice 1983; Rubinstein 1995) . Figure 3 demonstrates that the FN model with ongoing noise reproduces the sigmoidal rate-level functions that are observed in auditory nerve fibers when stimulated at low rates.
Ongoing noise fails to reproduce non-Poisson-like firing at high stimulation rates
The firing irregularity produced by high-rate (∼5 kHz) electrical stimulation has been quantified by Litvak et al. (2001) and by Miller et al. (2008) . The measure of irregularity used in these physiological studies was the normalized spike count variance or Fano factor (FF). The Fano factor is calculated by counting the number of spikes N k within each of k bins of duration T c and dividing the variance of these counts by the mean count:
The Fano factors measured by Litvak et al. (boxes) and Miller et al. (diamonds) are shown in Figure 4 as a function of normalized discharge rate R/R u (see Methods for a definition of R u and the rationale for scaling the discharge rate). These physiological measurements show that the Fano factor tends to fall outside the range of values predicted by the dead-time modified Poisson process. In contrast, the predictions of the FN model with noise (blue points; RS=0.07) agree closely with the dead-time modified Poisson process (gray). Loess trend lines show that the FN model with noise tends to underestimate the Fano factor at low rates and overestimate it at high rates. Although the trend of the FN model only slightly overestimates the data trend at intermediate discharge rates near R=R u ' 0:5, the FN predictions substantially underestimate the scatter of the data about the trend line. Scaling the FN data to account for the range of measured maximum discharge rates (see Methods) does not alter the tendency for the FN trend to be too low at low rates and too high at high rates, although it does improve the prediction of the downward (but not appreciably the upward) disper- sion at intermediate rates. Evidently, when the noise level of the FN model is adjusted to produce a typical value of the relative spread to low-rate stimulation (Fig. 3) , it is incapable of predicting the non-Poissonlike firing irregularity exhibited by auditory nerve fibers at high stimulation rates.
Eliminating noise improves aspects of the FN model's irregularity prediction
A surprising feature of the response of the FN model is that it can be irregular even in the absence of ongoing noise (Ermentrout 1984; Feingold et al. 1988; Lakshmanan 1988, 1994; Sato and Doi 1992; Rabinovitch et al. 1994; Doi and Sato 1995; Kaplan et al. 1996; Rabinovitch and Rogachevskii 1999) . Here, we show that completely eliminating ongoing noise improves prominent aspects of the fit to the auditory nerve data.
An example of the irregular response of the FN model when noise is removed is shown in Figure 5 (cf. the auditory nerve spike-time raster in Fig. 1 ). In Figure 6 , the firing irregularity produced by the noisefree FN model is quantified as a function of the discharge rate and is compared to the auditory nerve data. In contrast to the with-noise FN response (Fig. 4A) , the noise-free FN response (Fig. 6A) spans a more realistic range of Fano factors, although it does not account for the largest Fano factors recorded by Miller et al. (2008) . As the trend line indicates, eliminating noise raises the Fano factor at low discharge rates and decreases it at high discharge rates. When scaled to account for the range of maximum discharge rates (Fig. 6B) , the noise-free FN model produces a good fit to the data trend for a range of low rates 0:1 < R=R u < 0:2 ð Þand at rates above about 0.47. For these higher rates, the noise-free FN model also predicts nearly the full range of scatter about the trend. For the lowest rates R=R u < 0:1 ð Þand for intermediate rates 0:2 < R=R u < 0:47 ð Þ the noisefree FN model predicts more irregularity on average than is apparent either in the data or in the with-noise FN response (Fig. 4) . This general phenomenon in which removing noise increases the irregularity of a system has been observed previously in nonlinear maps (Mayer-Kress and Haken 1981) and has been referred to as "noise-induced order" (Matsumoto and Tsuda 1983; Matsumoto 1984; Doi 1989) . We note that unlike in "coherence resonance" (Pikovsky and Kurths 1997), noise reduces the coherence of the response (Supplemental Figs. 9 and 10). ("Coherence resonance" refers to the regularization and correlation produced as an intense noise pushes the discharge rate toward the inverse of the refractory time.)
Dynamical instability produces the irregularity observed in the absence of ongoing noise
We now investigate the mechanism by which irregularity is produced in the FN model even in the absence of ongoing noise. A dynamically unstable system has the property that the response
jto a small perturbation grows over time (Eckmann and Ruelle 1985) . Dynamical instability produces irregularity by amplifying the irregularity present in the digits of low significance in the initial conditions and in the system parameters. In other words, dynamical instability converts "microscopic" irregularity that is present initially into "macroscopic" irregularity manifest over time.
The time evolution of the response to a small perturbation * R t ð Þ j j is governed by the variational equations, which are derived from the main FN Eqs.
(1) and (2) as described in Methods. The time evolution of the voltage-like variable x(t) and the perturbed response * R t ð Þ j j are shown in Figure 7 . The short-term increase in * R t ð Þ j j apparent primarily during the spike upstroke, spike downstroke, and during subthreshold responses (Fig. 7A and B) leads to longterm growth of the perturbed response * R t ð Þ (Fig. 7D ) and to a noticeably irregular firing pattern (Fig. 7C) . The approximately linear growth of the logarithm of Figure 7D demonstrates that * R t ð Þ j j increases exponentially on average. The rate of this exponential growth (or decay) defines the Lyapunov exponent λ. In this example, the response grows at a rate of 1 ' 1:76 ms À1 , as indicated by the straight line in Figure 7D . The power-law convergence of estimates of the Lyapunov exponent is illustrated in the Supplemental Methods, along with demonstrations of the robustness of the estimates to computational error. Further details about the definition of the Lyapunov exponent are given in the Supplemental Note. In the Supplemental Computations, we also show that short-term expansion in Fig. 8 ) and that similar short-term expansion occurs in more complex biophysical models (Supplemental Fig. 5 ).
We measure "dynamical instability" using the value of the Lyapunov exponent. Thus, if λ 1 9λ 2 , we say that the system described by λ 1 is more "unstable" or has greater "dynamical instability" than the system described by λ 2 , even if λ 1 G0.
Finally, we note that the preceding discussion of the relationship between the voltage x(t) and the perturbed response * R t ð Þ j j is consistent with and complementary to the earlier analysis of the high-rate response of the FN model based on one-dimensional maps (Rabinovitch et al. 1994; Kaplan et al. 1996) .
Dynamical instability determines the dependence of the firing rate and firing irregularity on stimulus level
Although it is well known that positive dynamical instability λ90 implies response irregularity (e.g., Sato and Doi 1992), the relationship between the dynamical instability of a neural-spike generator and the resulting firing irregularity has not been quantified to our knowledge. The relationship between the degree of FIG. 8. The Lyapunov exponent determines the sensitivity to level increments and the effect of ongoing noise. Plots of the discharge rate N spike /N pulse (A), the standard deviation of the discharge rate σ R (A) (B), and the Lyapunov exponent λ(A) (C) as a function of the stimulus level A/A θ for the FN model driven at 5 kHz. In these plots, N spike is the number of spikes, N pulse is the number of stimulus pulses, and A θ is the neural threshold defined as the minimum pulse amplitude required to produce a spike at a low stimulation rate. Black points/curves represent the noise-free results and gray points/ curves represent the results with ongoing noise. The intensity of the noise is adjusted to produce a physiologically typical relative spread of RS=0.07. Panels D-F zoom in on the range of pulse amplitudes in the peak region of λ between A/A θ =1.10 and A/A θ =1.5, where λ90 typically. This range of levels is indicated by the black bar above A. The estimates of λ and R represent the mean of the estimates from 24 contiguous segments of the stimulus, each consisting of 200 pulses. A 100-pulse initial segment was discarded to minimize the influence of dynamic transients on the subsequent estimates. Calculations of σ R were determined by estimating the firing rate associated with each of the 24 contiguous segments.
O'GORMAN ET AL.: Dynamical Instability Determines the Effect of Noisedynamical instability and the sensitivity to small finite increments in the stimulus intensity has also not been investigated in detail (cf. Fig. 8 of Ichinose et al. 1998 for which λG0 almost always). To elucidate these relationships, we compute the discharge rate R (Fig. 8A and D) , the standard deviation of the discharge rate σ R (Fig. 8B  and E) , and the Lyapunov exponent estimate λ(A) (Fig. 8C and F) as a function of level A/A θ of the stimulating pulse train, where A/A θ is the pulse amplitude relative to the neural threshold defined as the minimum pulse amplitude required to produce a spike at a low stimulation rate. The interpulse time was fixed toT ¼ 0:2 ms, a value near that used in recent studies of the electrically stimulated auditory nerve (Rubinstein et al. 1999; Litvak et al. 2001 Litvak et al. , 2003a Zhang et al. 2007; Miller et al. 2008) .
For the noise-free case (black), positive segments of λ(A) correspond to segments of R(A) for which the rate is changing with level, whereas negative segments of λ(A) correspond to plateaus in R(A) for which level increments produce no change in the firing rate, as with, for example, the dip in λ(A) at A=A ' 1:18 and the corresponding plateau in R(A). This relationship is most readily apparent in the right panels ( Fig. 8D and F) which zoom in on a range of stimulus levels for which the Lyapunov exponent is typically positive. These simulations show that dynamical instability can allow for relatively smooth modulation of the firing rate by the stimulus level even in the absence of ongoing noise (we note also that the rate-level function R(A) of the noise-free FN model; Fig. 8A and D, black; is similar to that measured in squid axons, Fig. 12 of Takahashi et al. 1990 ).
Likewise, segments in which the standard deviation of the firing rate σ R (Fig. 8B, E ) is large coincide with positive segments of λ(A). When λ(A) is negative, σ R (A) is constant, with a value at or near zero. The constant, non-zero values are due to beating of the periodic firing pattern with the analysis bin duration (note that if the spike count is zero for every analysis bin, we define σ R (A) to be zero). These simulations show that the Lyapunov exponent largely determines the standard deviation of the firing rate in the absence of ongoing noise.
Dynamical instability determines the effect of ongoing physiological noise
The effect of noise (gray points and curves in Fig. 8) is to smooth the noise-free results, lowering sharp peaks, raising sharp valleys, and eliminating plateaus. For example, in the presence of noise, the peaks and dips in λ(A) between A/A θ = 1.1 and A/A θ = 1.5 are smoothed-out, leaving only a single broad peak that lacks fine structure (Fig. 8F) . Likewise, steep regions of the rate-level function, corresponding to high increment sensitivity, and the plateaus of the ratelevel function, corresponding to low increment sensitivity, are smoothed-out by noise.
The tendency of noise to smooth or minimize fluctuations by lowering sharp peaks and raising sharp valleys is also evident when the stochastic prediction of σ R (A) (gray) is compared to the noise-free prediction of σ R (A) (black). In particular, noise raises σ R (A) significantly above zero near A A ' 1 and A A ' 1:18, while in the absence of noise σ R is essentially zero for these conditions. Likewise, the noise markedly reduces the amplitude of the prominent peak in σ R (A) that is apparent in the noise-free simulations near A A ' 1:13. Despite the smoothing effect of noise, dynamical instability largely determines the increment sensitivity and the firing irregularity, as evidenced by the close correspondence between the broad peak in the Lyapunov exponent (gray; Fig. 8C and F) and the range of stimulus levels over which the firing changes with level (gray; Fig. 8A and D) and is irregular (gray; Fig. 8B and E) . Unlike the noise-free case, however, firing can be irregular even when the spike generator is stable (λG0), so long as it is not too stable, as it is for stimulus levels above A A ' 1:5. We note that in addition to the Lyapunov exponent, the noise-tostimulus-level ratio, which decreases with stimulus level in Figure 8 , also likely contributes to the firing irregularity, which probably explains why the noise has a somewhat smaller effect at high stimulus levels for the same value of λ.
Dynamical instability accounts for the dependence of the firing irregularity on the discharge rate
Since dynamical instability largely determines the dependence of the firing irregularity on the stimulus level (Fig. 8) , one might expect that it also plays a large role in determining the dependence of the Fano factor on the discharge rate. We test this idea in Figure 9 by plotting the Fano factor (A, C) and Lyapunov exponent (B, D) as a function of the discharge rate.
The noise-free plots ( Fig. 9A and B) show that at low rates (R/R u G0.47), when the Lyapunov exponent is larger than the firing rate, the Fano factor is within or above predictions of the dead-time modified Poisson process, although one point in this range is associated with a nearly zero Lyapunov exponent and, correspondingly, a nearly zero Fano factor. At higher rates (R/R u 90.47), when the Lyapunov exponent is either smaller than the firing rate or is negative, the Fano factor typically falls within or below the predictions of the modified Poisson process. In addition, a prominent local minimum in the Fano factor occurring near R/R u =0.72 and a local maximum in the Fano factor occurring near R/R u =0.86 correspond approximately to minima and maxima, respectively, in the Lyapunov exponent.
In the presence of noise, a not-too-negative Lyapunov exponent −0.8Gλ/R u G0 produces Poisson-like firing at low rates (R/R u G0.6). At the higher discharge rates, a positive Lyapunov exponent greatly slows the decreasing trend of the Fano factor, in opposition to the predictions of the dead-time modified Poisson process.
These simulations show that both in the absence and in the presence of noise, the discharge-rate dependence of λ-the λ(R) profile-shapes the discharge-rate dependence of the Fano factor.
Dynamical instability determines the dependence of firing irregularity on the stimulation rate Figures 8 and 9 show the relationship between the dynamical instability and the firing irregularity for a fixed stimulation rate. Here, we investigate the Fano factor (Fig. 10A ) and the degree of dynamical instability (Fig. 10B) as a function of the interpulse time for a fixed stimulus level. The interpulse time T is varied from 0.1 to 5 times the nominal refractory time t d , defined to be the spike downstroke time, and the stimulus level is fixed at about 1.13 times the threshold.
In the noise-free case, peaks in the Lyapunov exponent (Fig. 10B, black) produce non-zero Fano factors. Note that no point is plotted in Figure 10B when the Fano factor is below about 0.001 or when the Fano factor is undefined because the firing rate is zero, as it typically is for 0.1≤T/t d ≤1. A similar dependence of the Lyapunov exponent on the interpulse time has been reported previously in one-dimensional map approximations to the FN equations (Ichinose et al. 1998; Coombes and Osbaldestin 2000) .
Ongoing noise (gray) smoothes the dependence of the Lyapunov exponent on the interpulse time and causes firing irregularity to occur even when the Lyapunov exponent is large and negative. The value of the Fano factor is nevertheless modulated by the dynamical instability, so that the major peaks in the Lyapunov exponent correspond to the major peaks in the Fano factor. Thus, stimulus-rate-dependent changes in the Lyapunov exponent produce stimu- lus-rate-dependent changes in the firing irregularity, even in the presence of ongoing noise (the desynchronization produced at high stimulation rates by a positive Lyapunov exponent is treated in the Discussion section).
DISCUSSION
Changes in Lyapunov exponent can produce rate-dependent changes in noise sensitivity
All accounts of auditory nerve fiber responses to highrate pulse trains of which we are aware attribute the observed firing irregularity to the effects of channel noise (Rubinstein et al. 1999; Litvak et al. 2001 Litvak et al. , 2003a Miller et al. 2008 ). This standard explanation, however, is incomplete since it does not specify why noise has different effects at different stimulation rates (Moxon 1967; van den Honert and Stypulkowski 1987; Javel 1990; Javel and Viemeister 2000) . Our analysis of the simple FN model of neural excitation and refractoriness identifies a mechanism that can produce stimulus-rate-dependent changes in the firing irregularity. Specifically, we demonstrate that the dynamical instability, quantified by the Lyapunov exponent, exhibits prominent fluctuations as the interpulse time T is reduced below about ten times the refractory time ( Fig. 10 and Supplemental Figs. 1 and 4a) and that these fluctuations modulate the firing irregularity. Similar rate-dependent fluctuations in the Lyapunov exponent also occur in more complicated biophysical models ( Supplemental Figs. 2, 3, and 4b,c) and in one-dimensional map approximations to the FN model (Ichinose et al. 1998; Coombes and Osbaldestin 2000) . The Lyapunov exponent determines not only the sensitivity to infinitesimal pulse-like perturbations, but also the response to ongoing noise (Figs. 8 and 10) . At high stimulus rates, but not at low, the model's deterministic nonlinear dynamics create an instability (λ90) that produces high sensitivity both to initial conditions ( Fig. 7D ) and to small, finite perturbations ( Fig. 8A and D) .
Dynamical instability accounts for features of the non-Poisson-like response of auditory nerve fibers stimulated at high rates Somewhat surprisingly given the simplicity of the FN model, we find that dynamical instability (λ90) can account for the main features of the firing irregularity observed experimentally at high stimulation rates in auditory nerve fibers (Fig. 6 ). This agreement occurs even in the complete absence of ongoing physiological noise. Indeed, physiological noise of only moderate intensity substantially reduces the firing irregularity and the prominence of the non-Poisson-like features of the response (Fig. 9C) . This regularization reflects the noise-induced averaging of the Lyapunov exponents associated with nearby trajectories in the phase-plane (Fig. 2) , which in turn smoothes the level dependence of the Lyapunov estimate, lowering its peaks and raising its valleys ( Fig. 8C and F) . To our knowledge, this regularizing role of physiological noise in auditory nerve responses has not previously been recognized. We note that the regularization reported in the context of "coherence resonance" (Pikovsky and Kurths 1997) occurs when a very intense noise pushes the discharge rate toward the inverse of the refractory time, whereas the regularization we report occurs at relatively low noise levels and discharge rates (Fig. 9A and C) .
A dynamical-stability-based explanation of the failure of the FN model to simultaneously account for irregularity at high and low stimulus rates Our results show that the FN model is incapable of simultaneously reproducing the firing irregularity observed at low and high stimulation rates in auditory nerve fibers. Specifically, additive noise of sufficient intensity to produce a realistic relative spread at low stimulation rates (Fig. 3 ) prevents the FN model from reproducing the non-Poisson-like behavior at high stimulation rates (Fig. 4) . This discrepancy suggests that the dynamical stability of the FN model at low stimulation rates is unrealistically high (i.e., the Lyapunov exponent is too negative). Were the Lyapunov exponent less negative at these low stimulation rates, a lower noise intensity would be sufficient to produce a realistic relative spread, and the nonPoisson-like character of the response at high stimulation rates might then be preserved.
Furthermore, the FN model is apparently incapable of accounting for the non-Poisson-like behavior observed at stimulation rates as low as 250 Hz (Miller et al. 2008) , since our simulations suggest that this non-Poisson behavior requires dynamical instability (Fig. 9) , λ90, and the FN model evidently does not produce dynamical instability at these low simulation rates ( Fig. 10 and Supplemental Fig. 1 ).
We speculate that slow dynamical processes (e.g., Hindmarsh and Rose 1982, 1984; Rinzel and Ermentrout 1998) , absent in the standard FN model, may account for these discrepancies by decreasing the dynamical stability (i.e., making λ less negative) at low stimulation rates and by producing instability, λ90, at intermediate stimulation rates. These slow dynamical mechanisms might also account for the lower maximum firing rate of auditory nerve fibers compared with the FN model, account for slow changes in the discharge patterns that occur after stimulus onset (Litvak et al. 2001 (Litvak et al. , 2003a Zhang et al. 2007; Miller et al. 2008) , and for highly irregular responses (Fano factor near 5) reported by Miller et al. (2008) . Javel and Viemeister (2000) have previously suggested that slow processes were necessary to produce the highly irregular responses that they observed. Slow voltageand calcium-dependent conductances identified in auditory nerve fibers presumably contribute to these slow dynamical mechanisms (Chen 1997; Mo and Davis 1997; Adamson et al. 2002) .
Implications for physiology underlying dynamic range and modulation sensitivity in auditory prostheses
Although the Lyapunov exponent strictly quantifies only the system's sensitivity to infinitesimal perturbations about a reference response, the results of Figure 8 show that the Lyapunov exponent also correlates strongly with sensitivity to small but finite increments in the stimulus level. Specifically, when the exponent is large and negative the response is insensitive to small increases in the stimulus level. But when the exponent is positive or near zero, small changes in the stimulus level produce changes in the firing rate. The Lyapunov exponent and its variation with stimulus level are therefore likely to play major roles in determining the dynamic range of the neural response.
We conjecture that the Lyapunov exponent λ determines the sensitivity not only to small pulsatile and step-like perturbations, but also to modulations of arbitrary shape, provided that the modulations are relatively small in amplitude and slow compared to the Lyapunov time 1/λ. Consistent with this conjecture, FN model simulations (O'Gorman et al. 2007) show that dynamical instability can account for the extremely high sensitivity (i.e., modulation thresholds of G0.5%) of auditory fibers to slow sinusoidal amplitude modulations (Litvak et al. 2003b) . Since sensitivity to sinusoidal amplitude modulation correlates strongly with speech perception in both cochlear implantees (Fu 2002) and patients with brain stem implants (Colletti and Shannon 2005) , the mechanisms that determine the Lyapunov exponent, therefore, may be critical for speech perception using these devices.
We speculate, for example, that dynamical instabilities of the sort described here might determine critical parameters of temporal processing that are thought to underlie speech perception in cochlear implant patients (Fu and Shannon 2000) . These parameters include the minimum carrier rate (∼200 Hz) needed to readily convey amplitude modulations and the maximum modulation rate perceivable as a distinct pitch (∼500 Hz). In this view, the minimum carrier rate would correspond to the lowest stimulation rate that produces dynamical instability in auditory nerve fibers and the maximum modulation rate would be on the order of the value of λ.
Dynamical instability produces desynchronization with respect to the stimulus
In addition to producing nearly the full range of observed firing irregularity (Fig. 6A) , dynamical instability also accounts for the observation, in both auditory nerve models (Rubinstein et al. 1999 ) and experiments (Litvak et al. 2001) , that neural responses to high-rate pulse trains remain synchronized to the stimulus for the first few spikes, but desynchronize after about 5 ms. We show in the Supplemental Computations (Supplemental Fig. 9 ) that in the FN model the time to desynchronize corresponds to roughly ten times the Lyapunov time 1/λ. In our simulations, memoryless noise of the kind invoked to account for desynchronization (Rubinstein et al. 1999; Litvak et al. 2003a ) substantially shortens the initial period of synchronized firing (Supplemental Fig. 10 ; we note that that these simulations also show that the noise is not inducing "coherence resonance", Pikovsky and Kurths 1997).
Dynamical instability produces cross-fiber desynchronization
The auditory nerve consists of tens of thousands of individual auditory nerve fibers, but the extent to which each fiber functions as an independent channel for auditory information depends on the degree of statistical decorrelation or desynchronization across the neural population (Johnson and Kiang 1976) . Litvak et al. (2003a) measured the responses of pairs of fibers simultaneously driven by a common 5 kHz pulse train and showed that these responses were consistent with mutual desynchronization apart from the fine-timing synchrony to each stimulus pulse. Similarly desynchronized responses have been observed in healthy fibers, both in response to silence and to acoustic tones (Johnson and Kiang 1976; Kiang 1990) .
In these experiments, the degree of cross-fiber synchronization was quantified by the spike-train cross-correlation histogram. An example of a crosscorrelation histogram constructed from the data set of Litvak et al. (2003a) is shown in Figure 11A . In these histograms, a value of zero indicates desynchronization, and the statistical significance of fluctuations about zero is determined by comparison to the corresponding renewal process. A single realization of this renewal process is generated by randomly shuffling the intervals in the two spike trains and computing the cross-correlation histogram from these shuffled spike trains. If the random fluctuations about zero are statistically indistinguishable from those produced by this renewal process, then the spike trains are considered to be mutually desynchronized. The 1% and 99% quantiles for the corresponding renewal processes are indicated by the gray points in Figure 11A . The distribution of the amplitudes taken on by the cross-correlation histogram is plotted in Figure 11D , along with the ranges of the amplitudes computed from 100 realizations of the renewal process (gray points).
Like the auditory nerve data, the fluctuations in the cross-correlation histogram predicted by the noisefree FN model ( produced entirely by dynamical instability. The results from the FN model with noise ( Fig. 11C and F) show that renewal-like desynchronization also occurs when the Lyapunov exponent is negative if the noise level is sufficiently high. We note, however, that were the spike generator even more stable (i.e., the Lyapunov exponent more negative), as it is at higher stimulus levels (Fig. 8C) , the response would be both highly regular (Fig. 8B) and synchronized across fibers, despite the ongoing noise. The desynchronization observed with high-rate electrical stimulation has been attributed to noise (Rubinstein et al. 1999) and/or to fiber-to-fiber differences in refractoriness, sensitivity, or other properties (Litvak et al. 2001) . As with firing irregularity, these explanations are incomplete since they do not specify why noise and cross-fiber differences have different effects at different stimulation rates (Moxon 1967; van den Honert and Stypulkowski 1987; Javel 1990; Javel and Viemeister 2000) . Our simulations demonstrate that stimulus-rate-dependent increases in the Lyapunov exponent can cause cross-fiber desynchronization at high stimulation rates even in the complete absence of fiber-to-fiber differences in refractoriness, sensitivity, and other properties. In addition, our simulations show that dynamical instability (λ90) can produce cross-fiber desynchronization even in the complete absence of ongoing noise.
Our results from the FN model also suggest a novel resolution to a paradox or "oddment" (Kiang 1990) concerning the firing behavior of healthy auditory fibers, namely, that even though cochlear excitation patterns are spatially broad, presumably driving many fibers simultaneously, firing patterns from fibers that innervate the same region of the cochlea are nevertheless mutually independent (Johnson and Kiang 1976) . One possible resolution suggested by Johnson and Kiang (1976) is that the broad peripheral excitation "might only modulate the activity of a very localized but noisy excitatory process, and it is this excitatory process that triggers the spike discharges" (p. 730). Our work shows that the paradox can be resolved without invoking noise, if one assumes that the excitatory process is sufficiently rapid to produce dynamical instability (λ90) at the spike generation site. The extraordinary sensitivity of fibers to faint sounds (Kiang et al. 1965 ) and the presence of measurable correlations between sequential intervals in the spontaneous discharge pattern (Lowen and Teich 1992) are further consistent with the excitatory process being low-noise, and perhaps controlled by dynamical instability, since dynamical instability produces high sensitivity (Fig. 8) and produces correlated firing on the time scale of 1/λ (Supplemental Fig. 9 ). Determining which hypothesis is correct may require measuring the Lyapunov exponent of the auditory nerve fiber's spike generator.
Dynamical instability of the neural-spike generator
Like healthy auditory nerve fibers, many neurons in the nervous system fire in an irregular and desynchronized fashion (Dayan and Abbott 2001) . Irregular and desynchronized neural firing is usually attributed to irregular and desynchronized synaptic input (Dayan and Abbott 2001) or to physiological noise (White et al. 2000) . Our work, however, shows that firing irregularity and desynchronization depend not only on the characteristics of the effective input to the neuron, but also on the dynamical instability of the spike generator. Although irregularity in synaptic transmission has been well studied (Siegel 1992; Faure and Korn 1997; Heil et al. 2007) , the dynamical response of the target neuron has received comparatively little attention. Our results indicate that this aspect of synaptic transmission warrants further study. For example, recent recordings at the afferent terminal of primary auditory fibers show that the inner hair cell synapse is capable of rapid vesicle release (Glowatzki and Fuchs 2002) . Based on our results, we speculate that rapid spontaneous transmitter release maintains the receiving fiber in a state of dynamical instability (λ90), thereby enhancing the sensitivity and temporal responsiveness of the auditory nerve.
