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DISPLACEMENT INTERPOLATIONS FROM A
HAMILTONIAN POINT OF VIEW
PAUL W.Y. LEE
Abstract. One of the most well-known results in the theory of
optimal transportation is the equivalence between the convexity of
the entropy functional with respect to the Riemannian Wasserstein
metric and the Ricci curvature lower bound of the underlying Rie-
mannian manifold. There are also generalizations of this result to
the Finsler manifolds and manifolds with a Ricci flow background.
In this paper, we study displacement interpolations from the point
of view of Hamiltonian systems and give a unifying approach to
the above mentioned results.
1. Introduction
Due to its connections with numerous areas in mathematics, the
theory of optimal transportation has gained much popularity in recent
years. In this paper, we will focus on the, so called, displacement
convexity in the theory of optimal transportation and its connections
with Ricci curvature lower bounds and the Ricci flow.
Let M be a manifold. Recall that the optimal transportation prob-
lem corresponding to the cost function c : M ×M → R is the following
minimization problem:
Problem 1.1. Let µ and ν be two Borel probability measures on M .
Minimize the following total cost∫
M
c(x, ϕ(x))dµ(x),
among all Borel maps ϕ which pushes µ forward to ν: ϕ∗µ = ν. Mini-
mizers of this problem are called optimal maps.
In this paper, we are interested in cost functions defined by mini-
mizing action functionals. More precisely, let L : R × TM → R be a
smooth function, called Lagrangian. The function L defines a family
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of cost functions cT : M ×M → R given by
(1) cT (x, y) = inf
γ(0)=x,γ(T )=y
∫ T
0
L(s, γ(s), γ˙(s))ds,
where the infimum is taken over all C1 curves γ : [0, T ]→ M joining x
and y: γ(0) = x and γ(T ) = y.
Assume that the Lagrangian L is fibrewise strictly convex, super-
linear, and the corresponding Hamiltonian flow is complete. Then the
infimum in (1) is achieved. Moreover, if we also assume that the mea-
sure µ is absolutely continuous with respect to the Lebesgue class,
then the optimal transportation problem corresponding to the cost
function cT has a minimizer ϕT which is unique µ-almost-everywhere
[9, 29, 7, 17, 19].
As the time T varies, the optimal transportation problem defines a
one parameter family of optimal maps ϕT . This, in turn, defines a one
parameter family of probability measures µt := (ϕt)∗µ. These curves
in the space of Borel probability measures, first introduced in [28, 29],
are called McCann’s displacement interpolations. In [10], displacement
interpolations are called generalized geodesics and they were used to
obtain a far reaching extension of the optimal transportation problem.
The connection between the optimal transportation problem and the
Ricci curvature lies in the convexity of the classical entropy functional
along displacement interpolations. More precisely, the entropy func-
tional E1 : Pac → R is defined on the space Pac of Borel probability
measures which are absolutely continuous with respect to the Lebesgue
class by
(2) E1(µ) =
∫
M
ρ(x) log ρ(x)dvol(x)
where µ = ρ vol and vol is the Riemannian volume form of g.
Let g be a Riemannian metric on the manifold M and let L be the
Lagrangian defined, in local coordinates, by
(3) L(x, v) =
1
2
n∑
i,j=1
gijvivj
where gij = g(∂xi, ∂xj).
It was shown in [31, 14, 37] that the functional E1 is convex along
any displacement interpolation defined by the cost function (1) with
Lagrangian (3) if and only if the Ricci curvature defined by the Rie-
mannian metric g is non-negative.
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Instead of the entropy functional E1, one can also consider the relative
entropy E2 defined by
(4) E2(µ) =
∫
M
ρ(x) log ρ(x)e−U(x)dµ(x),
where U : M → R is a smooth function. It was shown in [31, 15, 35]
that the entropy E2 is convex along any displacement interpolation
defined by the cost function (1) with Lagrangian (3) if and only if the
Bakry-Emery tensor Rc +∇2U is non-negative.
The above results were also generalized to the Finsler case by [32].
In this case, (3) is replaced by Lagrangians L = L(t, x, v) which are
homogeneous of degree two in the v-variable. There are also various
generalizations of the above results to manifolds with a Ricci flow back-
ground [30, 38, 25, 8].
The Euler-Lagrange equation of the action functional (1) is given by
a Hamiltonian system on the cotangent bundle T ∗M of the manifold
M . In this paper, we study the displacement interpolations from the
point of view of this Hamiltonian structure. By using the curvature of
Hamiltonian systems introduced in [2], we prove a differential inequality
(Theorem 2.2) which recover, unify, and generalize the above mentioned
results on the Ricci curvature and the Ricci flow.
The structure of this paper is as follows. In section 2, the back-
grounds and the statements of the main results in this paper are intro-
duced. In section 3, we recall the definitions and properties of curva-
tures for Hamiltonian systems. In section 4, we recall several notions
in the optimal transportation theory and its connections with Hamil-
tonian systems and the Hamilton-Jacobi equation. In section 5 and 6,
we compute the curvature of some Hamiltonian systems studied in this
paper. The rest of the sections are devoted to the proofs of the results.
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2. Main Results
In this section, we give the background and statements of the main
results. For this, let us first discuss the minimization problem in (1).
For simplicity, we assume that the manifold M is compact. In order
to ensure the existence of minimizers in (1), we make the following
assumptions on the Lagrangian L throughout this paper without men-
tioning.
• L is fibrewise uniformly convex (i.e. v 7→ L(t, x, v) has positive
definite Hessian for each time t in the interval [0, T ] and each
point x in M),
• L is super-linear (i.e. there is a Riemannian metric | · | and
positive constants C1 and C2 such that L(t, x, v) ≥ C1|v| − C2
for all time t in [0, T ] and all tangent vector (x, v) in TM).
Under the above assumptions, the minimizers of (1) exist. Moreover,
under additional assumption, they can be described as follows.
Let H : R× T ∗M → R be the Hamiltonian defined by the Legendre
transform of L
H(t, x, p) = sup
v∈TxM
[p(v)− L(t, x, v)] .
Let ~H be the Hamiltonian vector field of H defined on the cotangent
bundle T ∗M by
~H =
n∑
i=1
(Hpi∂xi −Hxi∂pi) .
We also make the following assumption throughout this paper without
mentioning.
• the time dependent flow Φt,s of ~H defined by ddtΦt,s = ~H(Φt,s)
and Φs,s(x, p) = (x, p) is complete.
We also set Φt = Φt,0. Under the above assumptions, the minimizers
of (1) are given by the projections t 7→ π(Φt(x, p)) of trajectories t 7→
Φt(x, p) to the base M . Here π : T
∗M → M is the natural projection.
Moreover, if we assume that the measure µ is absolutely continuous
with respect to the Lebesgue class, then Problem 1.1 with cost given
by (1) also has a solution. More precisely, we have the following well-
known result.
Theorem 2.1. [9, 29, 7] Assume that M is a closed manifold and the
measure µ is absolutely continuous with respect to the Lebesgue class.
Then there is a solution ϕT , which is unique µ-almost-everywhere, to
Problem 1.1 with cost cT given by (1). Moreover, there is a locally
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semi-concave function f such that
ϕT (x) = π(ΦT (dfx)).
The function f in Theorem 2.1 is the potential of the optimal map
ϕT . For each such potential f , one can define ϕt, 0 < t < T , by
ϕt(x) = π(Φt(dfx)).
Then ϕt is the optimal map between the measures µ and
(5) µt := (ϕt)∗µ
for the cost ct. The family of measures µt defined in (5) is called a
displacement interpolation corresponding to the cost (1). It was first
introduced by [28, 29] in the Euclidean setting and it turns out to be
the key to various connections of the optimal transportation problem
with differential geometry. For instance, in the Riemannian case, the
Ricci curvature of a manifold being non-negative is equivalent to the
convexity of the entropy functional (2) along displacement interpola-
tions corresponding to the cost function given by the square of the
Riemannian distance.
Let Pac be the space of all Borel probability measures which are
absolutely continuous with respect to the Lebesgue class. In this paper,
we mainly focus on functionals of the following form. Let mt be a family
of volume forms on M which vary smoothly in t. We will denote the
measure induced by mt using the same symbol. Let us fix a function
F : R → R. The measures mt and the function F define a functional
F on the space [0, T ]× Pac by
(6) F(t, µ) =
∫
M
F(ρ(t, x))dµ(x),
where µ = ρ(t, ·)mt.
We show that the monotonicity and convexity properties of the func-
tional defined in (6) are related to the curvature R and the volume
distortion v of the Hamiltonian system ~H. Here we give a brief in-
troduction to these two concepts. A detail discussion can be found in
Section 3 and 7.
Recall that the cotangent bundle T ∗M of the manifoldM is equipped
with a symplectic form ω =
∑n
i=1 dpi ∧ dxi and the flow of the time-
dependent Hamiltonian vector field ~H is denoted by Φt,s. Let π :
T ∗M → M be the natural projection and let V be the vertical bundle
defined as the kernel of the map dπ. For each point (x, p) in the cotan-
gent bundle T ∗M of the manifold M , one can define a moving frame
Et,s := (et,s1 , ..., e
t,s
n )
T and F t,s := (f t,s1 , ..., f
t,s
n )
T , called a canonical
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frame, of the symplectic vector space T(x,p)T
∗M such that the follow-
ing conditions are satisfied for each i and j:
• et,ti is contained in the vertical space V(x,p) for each time t,
• e˙t,si = f t,si ,
• e¨t,si is also contained in V(x,p),
• the canonical frame Et,s, F t,s is a Darboux basis for each (t, s)
(i.e. ω(f t,si , e
t,s
j ) = δij , ω(f
t,s
i , f
t,s
j ) = ω(e
t,s
i , e
t,s
j ) = 0).
Here and throughout this paper, we use the following notational con-
vention: dot always denotes the derivative with respect to time t, s, or
τ . For instance V˙ t = d
dt
V t. In the case of the canonical frame, both
Et,s and F t,s contain two time parameters t and s. In this case, dot
denotes the derivative with respect to the first parameter. For instance
e˙t,si =
d
dt
et,si and e¨
t,s
i =
d2
dt2
et,si .
The curvature operator Rt(x,p) : V(x,p) → V(x,p) of the Hamiltonian
system ~H is the linear operator defined by
Rt(x,p)(e
t,t
i ) = −e¨t,ti = −f˙ t,ti .
Finally, the volume distortion v : R× T ∗M → R compares the volume
forms mt with the frame F
t,t. More precisely,
v(t, x, p) := log
(
π∗mt(f
t,t
1 , ..., f
t,t
n )
)
.
Curvature of Hamiltonian systems was first introduced and studied
in [2]. It serves as a Hamiltonian analogue of the curvature operator in
Riemannian geometry. More precisely, let us fix a Riemannian metric
g and let H be the kinetic energy given in a local coordinate chart by
(7) H(x, p) =
n∑
i,j=1
1
2
gij(x)pipj
where gij is the inverse matrix of gij = g(∂xi, ∂xj). In this case, the
curvature operator Rt is independent of time t and it is, under some
identifications using the Riemannian metric g, the curvature operator.
Suppose that mt = e
−Uvol, where U : M → R is a smooth function and
vol is the Riemannian volume form of g. Then the volume distortion
is simply v = −π∗U.
Next, we consider a particular case of the functional F with F(r) =
log(r). In this case, the functional F is a time-dependent version of the
relative entropy (4) and we obtain the following theorem which unify
several results in the literature.
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Theorem 2.2. Assume that F(r) = log(r) and let b be any function
of time t. Then the functional F satisfies the following inequality:
d2
dt2
F(t, µt) + b(t)
d
dt
F(t, µt) +
nb(t)2
4
≥
∫
M
(
tr(RtΦt(x,df))
− d
2
dt2
v(t,Φt(x, df))− b(t) d
dt
v(t,Φt(x, df))
)
dµ(x)
(8)
for each smooth displacement interpolation µt corresponding to the cost
(1).
In Theorem 2.2, we assume that µt is a smooth displacement inter-
polation (see Section 4 for the definition). This allows us to focus on
the ideas of the proof and avoids technical difficulties that arise due
to the lack of regularity of the potential f . These technicalities can be
dealt with along the lines in [14, 38] and most of them follows from the
general results in [40]. The details will be reported elsewhere.
By specializing Theorem 2.2 to the Riemannian case, we recover
several well-known results. More precisely, let H be the kinetic energy
defined by (7). Let b ≡ 0 and mt = e−Uvol. Then the functional F
defined in (6) coincides with the relative entropy E2 defined in (4) and
we recover the following result which appeared in [31, 15, 37, 35] (see
section 7 for some partial results for more general Hamiltonian systems
and also section 11 for a discussion on the Finsler case).
Corollary 2.3. Let g be a Riemannian metric with Ricci curvature
Rc. Then the Bakry-Emery tensor Rc + ∇2U satisfies the following
condition
(9) Rc+∇2U ≥ Kg
if and only if
(10)
d2
dt2
E2(µt) ≥ 2K
T
CT (µ, ν)
for each smooth displacement interpolation µt corresponding to the cost
(1) with Lagrangian defined by (3). Here ∇2U denotes the Hessian of
the function U with respect to the given Riemannian metric g. CT (µ, ν)
is defined by the optimal transportation problem
CT (µ, ν) := inf
ϕ∗µ=ν
∫
M
cT (x, ϕ(x))dµ(x),
where the infimum is taken over all Borel maps ϕ which pushes µ for-
ward to ν.
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We remark that even though we replace the usual displacement inter-
polations by smooth displacement interpolations in Corollary 2.3, the
equivalence between the Bakry-Emery condition (9) and the convexity
of the functional F still holds.
We also remark that the condition (10) does not involve any differ-
ential structure and it was used in [35, 26] to define Ricci curvature
lower bound for more general metric measure spaces.
If we replace the Hamiltonian H in (7) by a Finsler Hamiltonian (i.e.
any Hamiltonian which is homogeneous of degree two in the p variable),
set b ≡ 0 in Theorem 2.2, and assume that mt is independent of time
t, then the conclusion of Theorem 2.2 becomes
d2
dt2
F(t, µt) ≥
∫
M
(
tr(RΦt(x,df))−L2~Hv(t,Φt(x, df))
)
dµ(x),(11)
where LV denotes the Lie derivative in the direction V . In section 11,
we will check that R coincides (up to some identifications) with the
Riemann curvature in Finsler geometry. It follows that the ∞-Ricci
curvature lower bound condition in [32] is the same as
tr(R)− L2~Hv ≥ KH.
Therefore, Theorem 2.2 recovers the corresponding results in [32] (see
also Theorem 7.3). However, we remark that H is only C1 on the
zero section of T ∗M in the Finsler case. Because of this, additional
technical difficulties arise for results concerning usual displacement in-
terpolations (see [32]).
By considering functionals more general than (6), one can recover
various other known results which are not covered by Theorem 2.2.
We will not pursue this here. Instead, we consider Hamiltonians of the
following form which motivated the whole work
(12) H(x, p) =
1
2
∑
i,j
gij(t, x)pipj + U(t, x).
Here both the metric g and the potential U depend on time t.
We would like to apply Theorem 2.2 to this Hamiltonian and recover
some results between the optimal transportation theory and the Ricci
flow (c.f. [30, 38, 25, 8]). However, in all these works, a Hamiltonian
H is fixed and the functional F is shown to have certain convexity
properties along displacement interpolations corresponding to the cost
function (1) with Hamiltonian H. Instead we propose the following
approach of using Theorem 2.2 to find Hamiltonians H such that the
functional F is monotone or convex along displacement interpolations
corresponding to H.
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First, we create some functional parameters to get rid of the undesire
terms in (8). On the other hand, g should be related to the Ricci flow.
Therefore, it is natural to pick the time dependent metric g satisfying
the following equation:
(13) g˙ = c1Rc + c2g,
where Rc is the Ricci curvature of the metric g at time t, c1 and c2 are
functions depending only on time t which will be used to get rid of the
undesire terms.
Note that the time dependence of various quantities in (13) is sup-
pressed and this convention is used throughout this paper. Note also
that the choice of g in (13) is natural from the point of view of the
Ricci flow. In fact, if g¯ is a solution of the Ricci flow ˙¯g = −2Rc, then
g(t, x) = a1(t)g¯(a2(t), x)
satisfies (13).
We consider the following functional which is a special case of (6)
(14) E3(t, µ) =
∫
M
log(ρ(t, x))dµ(x),
where µ = ρ(t, ·)mt, mt = e−k(t)u(t,·)vol, u is the solution of the Hamilton-
Jacobi equation
u˙+H(t, x, du) = 0
with initial condition u
∣∣∣
t=0
= f (here f is the potential which define the
displacement interpolation µt), and k is another functional parameter.
Next, we choose suitable functions c1, c2, b, U , and measure mt such
that the right hand side of (8) can be estimated. This leads to the
following result which is a consequence of Theorem 2.2 (see the proof
for some explanations on the choices of c1, c2, b, and U).
Corollary 2.4. If the functions c1, c2, b, U satisfy
c1k = −2, k¨ = −bk˙, 2k˙ = c2k − bk, U = −c
2
1
8
R,
then
d2
dt2
E3(t, µt) + b(t) d
dt
E3(t, µt) + nc˙2(t)
2
+
nc2(t)
2
4
+
nb(t)2
4
≥ 0
for each smooth displacement interpolation µt corresponding to the cost
(1) with Hamiltonian H given by (12) and (13). Here R denotes the
scalar curvature of the given Riemannian metric g at time t.
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If we further specialize to the case k(t) = Ctm and m 6= 0, then
the rest of the functional parameters (c1, c2, b, U) are completely deter-
mined and Corollary 2.4 simplifies to the following result.
Corollary 2.5. If m 6= 0, k(t) = Ctm, c1(t) = − 2Ctm , c2(t) = m+1t ,
b(t) = −m−1
t
, and U(t, x) = − c1(t)2
8
R(t, x), then
d2
dt2
E3(t, µt)− m− 1
t
d
dt
E3(t, µt) ≥ m(1−m)n
2t2
for each smooth displacement interpolation µt corresponding to the cost
(1) with Hamiltonian H given by (12) and (13).
If k(t) ≡ C (i.e. m = 0), then Corollary 2.4 gives the following
result.
Corollary 2.6. If k(t) ≡ C 6= 0, c1(t) = − 2C , c2(t) = b(t), and
U(t, x) = − 1
2C2
R(t, x), then
d2
dt2
E3(t, µt) + b(t) d
dt
E3(t, µt) + nb˙(t)
2
+
nb(t)2
2
≥ 0
for each smooth displacement interpolation µt corresponding to the cost
(1) with Hamiltonian H given by (12) and (13).
Corollary 2.5 and 2.6 contain some known results. If we set m = −1
2
and C = −1 in Corollary 2.5, then c1(t) = 2
√
t and c2(t) =
1
2t
. A
calculation shows that g =
√
t g¯, where g¯ is a solution of the backward
Ricci flow ˙¯g = 2Rc. Here Rc is the Ricci curvature of the Riemannian
metric g¯.
The Lagrangian L is given by
L(t, x, v) =
1
2
∑
i,j
gij(t, x)vivj +
t
2
R(t, x)
=
√
t
2
(∑
i,j
g¯ij(t, x)vivj + R¯(t, x)
)
,
(15)
where R¯ is the scalar of the metric g¯. The corresponding action func-
tional
γ 7→
∫ T
0
L(t, γ(t), γ˙(t))dt
is Perelman’s L-functional introduced in [33].
Let vol be the Riemannian volume of the metric g¯. Let E4 be the
following functional
(16) E4(t, µ) =
∫
M
(log(ρ(t, x)) + t−1/2u(t, x)) dµ(x) +
n
2
log t,
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where µ = ρ(t, ·) vol. The following result on E4 which appeared in
[38, 25] is a special case of Corollary 2.5. It was also shown in [38, 25]
how this result leads to the monotonicity of Perelman’s reduced volume
[33].
Corollary 2.7. [25, Theorem 1] The functional E4 defined in (16) sat-
isfies
d2
dt2
E4(t, µt) + 3
2t
d
dt
E4(t, µt) ≥ 0
for each smooth displacement interpolation µt corresponding to the cost
(1) with Lagrangian L given by (15).
Similarly, if we set m = −1
2
and C = 1 in Corollary 2.5, then c1(t) =
−2√t and c2(t) = 12t . In this case, the time dependent metric g satisfies
g =
√
t g¯, where g¯ is a solution of the Ricci flow ˙¯g = −2Rc. The
Lagrangian L is given by
(17) L(t, x, v) =
√
t
2
(∑
i,j
g¯ij(t, x)vivj + R¯(t, x)
)
.
Let vol be the Riemannian volume of the metric g¯. Let E5 be the
following functional
(18) E5(t, µ) =
∫
M
(log(ρ(t, x))− t−1/2u(t, x)) dµ(x) + n
2
log t,
where µ = ρ(t, ·) vol.
The following result on E5 is also a consequence of Corollary 2.5. This
is another result in [25] which leads to the monotonicity of Feldman-
Ilmanen-Ni’s forward reduced volume [18].
Corollary 2.8. [25, Proposition 20] The functional E5 defined in (18)
satisfies
d2
dt2
E5(t, µt) + 3
2t
d
dt
E5(t, µt) ≥ 0
for each smooth displacement interpolation µt corresponding to the cost
(1) with Lagrangian L given by (17).
If we set C = 1 and b ≡ 0 in Corollary 2.6, then g is a solution of
the Ricci flow g˙ = −2Rc. The Lagrangian L is given by
(19) L(t, x, v) =
1
2
(∑
i,j
gij(t, x)vivj +R(t, x)
)
.
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Let E6 be the following functional
(20) E6(t, µ) =
∫
M
(log(ρ(t, x))− u(t, x)) dµ(x),
where µ = ρ(t, ·) vol. The following result on E6, which is a consequence
of Corollary 2.6, appeared in [30, 25].
Corollary 2.9. [25, Corollary 4] The functional E6 defined in (20)
satisfies
d2
dt2
E6(t, µt) ≥ 0
for each smooth displacement interpolation µt corresponding to the cost
(1) with Lagrangian L given by (19).
We also obtain some similar results for functionals given by (6) with
F(r) = rq, where q is a constant. Using the above mentioned approach,
we prove the following result which holds for all fibrewise strictly convex
Hamiltonians H defined above.
Theorem 2.10. Assume that F(r) = rq. Then the functional F de-
fined in (6) satisfies the following inequality
d2
dt2
F(t, µt) + (qb1(t) + b2(t))
d
dt
F(t, µt) +
q b1(t)
2
4
+
nb2(t)
2
4
≥
∫
M
q (rtx)
q
[
tr(RtΦt(x,df))− b2(t)
d
dt
v(t,Φt(x, df))
− d
2
dt2
v(t,Φt(x, df))
]
dµ0(x)
for each smooth displacement interpolation µt corresponding to the cost
(1).
In the Riemannian case, the convexity of the functional (6) with
F(r) = rq along displacement interpolations is equivalent to the, so
called, curvature-dimension condition. This result, which appeared in
[35], can be obtained as a consequence of Theorem 2.10. More precisely,
let E7 be the functional defined by
(21) E7(µ) = −
∫
M
ρ(x)−1/N dµ(x),
where µ = ρ vol.
Corollary 2.11. [35, Corollary 1.6] The Ricci curvature Rc of the
Riemannian metric g is non-negative and the dimension of the manifold
M is ≤ N if and only if
(22)
d2
dt2
E7(µt) ≥ 0
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for each smooth displacement interpolation µt corresponding to the cost
(1) with Lagrangian defined by (3).
Next, we specialize Theorem 2.10 to the case of the Ricci flow. Let
H be the Hamiltonian defined in (12) with the metric g satisfying (13).
Let E8 be the functional defined by
E8(t, µ) =
∫
M
ρ(t, x)qdµ(x)
where µ = ρ(t, ·)mt, mt = e−k(t)u(t,·)vol, and k is a functional parameter.
In this case, Theorem 2.10 gives to the following result.
Corollary 2.12. If the functions c1, c2, b, U satisfy
c1k = −2, k¨ = −b2k˙, 2k˙ = c2k − b2k, U = −c
2
1
8
R,
then
d2
dt2
E8(t, µt) + (q b1(t) + b2(t)) d
dt
E8(t, µt)
+ q
(
nc˙2(t)
2
+
nc2(t)
2
4
+
qb1(t)
2
4
+
nb2(t)
2
4
)
E8(t, µt) ≥ 0
for each smooth displacement interpolation µt corresponding to the cost
(1) with Hamiltonian H given by (12) and (13).
We remark that, unlike Corollary 2.4, there are two functional pa-
rameters, say k and b1, which are free in Corollary 2.12. Finally, if we
specialize to the case k(t) = C1t
m and b1(t) = C2t
−1, then we obtain
the following corollaries.
Corollary 2.13. If m 6= 0, k(t) = C1tm, b1(t) = C2t−1, c1(t) = − 2C1tm ,
c2(t) =
m+1
t
, and U(t, x) = − c21
8
R(t, x), then
d2
dt2
E8(t, µt) + qC2 −m+ 1
t
d
dt
E8(t, µt)
+
q(2nm(m− 1) + qC22 )
4t2
E8(t, µt) ≥ 0
for each smooth displacement interpolation µt corresponding to the cost
(1) with Hamiltonian H given by (12) and (13).
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Corollary 2.14. If k ≡ C1 6= 0, b1(t) = C2t−1, c1 ≡ − 2C1 , c2 = b2 ≡
C3
t
, and U(t, x) = − c21
8
R(t, x), then
d2
dt2
E8(t, µt) +
(
qC2 + C3
t
)
d
dt
E8(t, µt)
+ q
(
qC22 + 2nC
2
3 − 2nC3
4t2
)
E8(t, µt) ≥ 0
for each smooth displacement interpolation µt corresponding to the cost
(1) with Hamiltonian H given by (12) and (13).
Finally, we also consider the following Hamiltonian H motivated by
the recent work [24] of the author
H(t, x, p) =
1
2
∑
i,j
gij(x)pipj +
∑
i,j
gijpiWxj(t, x) + U(t, x)
where g is a Riemannian metric, U and W are time-dependent poten-
tials on the manifold M . The corresponding Lagrangian L is given
by
L(t, x, v) =
1
2
∑
i,j
gij(x)(vi −
∑
s
gisWxs)(vj −
∑
l
gjlWxl)− U(t, x)
=
1
2
|v −∇W |2 − U(t, x).
(23)
Theorem 2.15. Assume that the Riemannian metric g has non-negative
Ricci curvature and the potentials U and W satisfy the following con-
dition
∆W˙ +
1
2
∆|∇W |2 −∆U ≤ 0.
Then
d2
dt2
E1(µt) ≥ 0
for each smooth displacement interpolation µt corresponding to the cost
(1) with Lagrangian given by (23).
3. Curvature of Hamiltonian Systems
In this section, we give a brief discussion on the curvature of a Hamil-
tonian system introduced in [2]. For a more detail discussion, see for
instance [1, 23].
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Let T ∗M be the cotangent bundle of a n-dimensional manifold M .
Let (x1, ..., xn) and (x1, ..., xn, p1, ..., pn) denote systems of local coor-
dinates on M and T ∗M , respectively. Let ω :=
∑n
i=1 dpi ∧ dxi be the
canonical symplectic form. Let H : R× T ∗M → R be a smooth func-
tion, called Hamiltonian, and let ~H be the corresponding Hamiltonian
vector field defined by ω(~H, ·) = −dH(·), where d denotes the exterior
differential on T ∗M . In local coordinates, ~H is given by
(24) x˙i = Hpi, p˙i = −Hxi.
Recall that the dots here and throughout this paper denotes the deriv-
ative with respect to time variables t, s, or τ . We assume that the (pos-
sibly time-dependent) vector field ~H is complete and the corresponding
(possibly time-dependent) flow is denoted by Φt,s (i.e.
d
dt
Φt,s = ~H(Φt,s)
and Φs,s is the identity map).
Let π : T ∗M → M be the projection to the base M and let V be
the vertical bundle defined as the kernel of the map dπ. Let (x,p) be
a point in T ∗M and let J t,s(x,p) be the family of subspaces in T(x,p)T
∗M ,
called Jacobi curve, defined by
J t,s(x,p) = dΦ
−1
t,s (VΦt,s(x,p)).
Assume that the Hamiltonian H is fibrewise strictly convex (i.e. p 7→
H(t, x, p) is strictly convex for each time t and each point x). Then the
family of bilinear forms 〈·, ·〉τ,s defined by
〈v, v〉τ,s := ω
(
d
dt
et,s, et,s
) ∣∣∣
t=τ
is an inner product defined on the subspace J t,s(x,p), where e
t,s is con-
tained in J t,s for each time t in a neighborhood of τ and eτ,s = v.
Proposition 3.1. Assume that the Hamiltonian H is fibrewise strictly
convex. Then there exists a family of bases et,s1 , ..., e
t,s
n contained in J
t,s
orthonormal with respect to the inner product 〈·, ·〉t,s such that e¨t,si is
contained in J t,s. Moreover, if e¯t,s1 , ..., e¯
t,s
n is another such family, then
there is an orthonormal matrix O such that
e¯t,si =
n∑
j=1
Oije
t,s
j .
For the proof of the above proposition, see [23, Proposition 3.2]. We
define f t,si = e˙
t,s
i and call the frame
(et,s1 , ..., e
t,s
n , f
t,s
1 , ..., f
t,s
n )
T
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a canonical frame of J t,s. Recall that there are two time parameters
t and s for the canonical frame et,si and f
t,s
i . The dots in e˙
t,s
i and f˙
t,s
i
always denote the derivative with respect to the first time parameter,
which is t in this case. Let E¯t,s = (e¯t,s1 , ..., e¯
t,s
n )
T be a family of or-
thonormal bases of J t,s. The following gives a procedure for obtaining
a canonical frame. See [23, Lemma 3.5] for a proof.
Proposition 3.2. Let Ωt,s be the matrix defined by Ωt,sij = ω( ˙¯e
t,s
i , ˙¯e
t,s
j )
and let Ot,s be a solution of the equation
O˙t,s =
1
2
Ot,sΩt,s.
Then Ot,sE¯t,s defines a canonical frame of J t,s.
If (et,s1 , ..., e
t,s
n , f
t,s
1 , ..., f
t,s
n )
T is a canonical frame of the Jacobi curve
J t,s(x,p), then the operators R
t,s
(x,p) : J
t,s
(x,p) → J t,s(x,p) defined by
R
t,s
(x,p)e
t,s
i = −e¨t,si
are the curvature operators of the Jacobi curve J t,s. The operator
Rt(x,p) := R
t,t
(x,p) : V(x,p) → V(x,p) is the curvature operator of the
Hamiltonian system ~H.
The operators Rt,s are symmetric with respect to the inner product
〈·, ·〉t,s. It also follows from the definition of R that the following holds
R
t,τ
Φτ,s(x,p)
= dΦτ,sR
t,s
(x,p)(dΦτ,s)
−1.
In particular, the following holds
(25) RtΦt,s(x,p) = dΦt,sR
t,s
(x,p)(dΦt,s)
−1
and it shows that the curvature Rt,s of the Jacobi curve J t,s is com-
pletely determined by the curvature Rt of the Hamiltonian system ~H.
Next, we discuss how to compute the curvature operators. Let
V t1 , ..., V
t
n be a family of (local) vector fields contained in the verti-
cal bundle V which is orthonormal with respect to the Riemannian
metric on V defined by
v 7→
∑
i,j
Hpipj(t, x, p)vivj.
A computation using local coordinates shows that this Riemannian
metric is also given by v 7→ ω([~H, V ], V ), where V is any extension of
v to a vector field contained in V.
Let e¯t,si be defined by
e¯t,si = (Φt,s)
∗V ti .
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It follows that 〈
e¯t,si , e¯
t,s
j
〉t,s
(x,p)
= ω(x,p)( ˙¯e
t,s
i , e¯
t,s
j )
= ωΦt,s(x,p)([~H, V
t
i ], V
t
j )
= δij .
Therefore, we can apply Proposition 3.2 and obtain the following
result.
Proposition 3.3. Let [Rt(x,p)] be the matrix with ij
th entry defined by〈
Rt(x,p)V
t
i , V
t
j
〉
. Then it satisfies
[Rt(x,p)]E¯
t,t = −1
4
(Ωt,t)2E¯t,t − 1
2
Ω˙t,tE¯t,t − Ωt,t ˙¯Et,t − ¨¯Et,t,
˙¯et,ti = [
~H, V ti ] + V˙
t
i ,
¨¯et,ti = [
~H, [~H, V ti ]] + 2[
~H, V˙ ti ] + [
~˙
H, V ti ] + V¨
t
i ,
Ωt,t = ω( ˙¯et,ti , ˙¯e
t,t
j ),
Ω˙t,t = ω(¨¯et,ti , ˙¯e
t,t
j ) + ω( ˙¯e
t,t
i , ¨¯e
t,t
j ),
where E¯t,t = (e¯t,t1 , ..., e¯
t,t
n )
T .
Proof. Let Ot,s be as in Proposition 3.2 with initial condition Os,s = I.
Then we have
d
dt
(
Ot,sE¯t,s
) ∣∣∣
t=s
= ˙¯Es,s +
1
2
Ωs,sE¯s,s
and
[Rs(x,p)]E¯
s,s = − d
2
dt2
(
Ot,sE¯t,s
) ∣∣∣
t=s
= − d
dt
(
1
2
Ot,sΩt,sE¯t,s +Ot,s ˙¯Et,s
) ∣∣∣
t=s
= −1
4
(Ωs,s)2E¯s,s − 1
2
Ω˙s,sE¯s,s − Ωs,s ˙¯Es,s − ¨¯Es,s.

4. Optimal Transportation and Hamilton-Jacobi Equation
In this section, we first recall several known facts about solutions
of the Hamilton-Jacobi equation and use them to define the smooth
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displacement interpolations. Then we define a version of Hessian cor-
responding to a Hamiltonian. We show that the Hessian of a smooth so-
lution to the Hamilton-Jacobi equation satisfies a matrix Riccati equa-
tion. To see the importance of this equation, we show that a Bochner
type formula for Hamiltonian system holds under extra assumptions.
First, we recall the following result which is an immediate conse-
quence of the method of characteristics. A proof can be found, for
instance, in [11, 16, 4]. (Recall that Φt,s is the flow of the Hamiltonian
vector field ~H and Φt = Φt,0).
Proposition 4.1. Let u be a smooth solution of the equation
(26) u˙+H(t, x, dux) = 0
defined on [0, T ] × M with initial condition u(0, ·) = f(·). Then u
satisfies the following relation
(27) Φt(x, df) = (ϕt(x), du(t, ·)),
where ϕt(x) = π(Φt(x, df)) and t is in [0, T ]. Moreover, the path t 7→
ϕt(x) is the unique minimizer of (1) between the endpoints x and ϕT (x).
In fact, one can use the relation (27) to give the following short time
existence of solution to (26) for any given smooth initial data f . A
detail discussion can be found, for instance, in [4].
Proposition 4.2. Assume that the manifold M is closed. For any
smooth initial data f , there is a time T > 0 such that the equation (26)
admits a smooth solution on [0, T ]×M with initial condition u(0, ·) =
f(·).
We define smooth displacement interpolations of Problem 1.1 as any
one parameter family of measures defined by (5) where f is any smooth
function such that (26) admits a smooth solution on [0, T ] ×M with
initial condition u(0, ·) = f(·). The terminology is justified by the
following proposition. The proof is a simple application of Proposition
4.1 and the Kantorovich duality (see [39, 40]). The proof can be found
in [22].
Proposition 4.3. Let µt be a smooth displacement interpolation cor-
responding to the cost (1) defined by the function f . Then the map
ϕT (x) := π(ΦT (dfx))
is a solution of Problem 1.1 between any measure µ and (ϕT )∗µ.
Next, we introduce Hessian of the function f with respect to the
Hamiltonian system ~H. Let us consider the map x 7→ dfx. The dif-
ferential of this map sends the tangent space TxM to a Lagrangian
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subspace of the symplectic vector space T(x,df)T
∗M . This is the graph
of a linear map from the horizontal space
Ht(x,df) = span{f t,t1 , ..., f t,tn }
to the vertical space V(x,df). The negative of this linear map is the
Hessian of f with respect to the Hamiltonian system ~H at (t, x) and it
is denoted by ∇2Hf(t, x). The trace with respect to the canonical frame
Et,t = (et,t1 , ..., e
t,t
n )
T and F t,t = (f t,t1 , ..., f
t,t
n )
T at (x, df) is denoted by
∆Hf(t, x).
Let Et,s = (et,s1 , ..., e
t,s
n )
T and F t,s = (f t,s1 , ..., f
t,s
n )
T be a canonical
frame of the Jacobi curve J t,s(x,df) = dΦ
−1
t,s (VΦt,s(x,df)). Note that the
following relation holds
dΦτ (J
t,0
(x,df)) = J
t,τ
Φτ (x,df)
= J t,τ(ϕτ (x),du(t,·)).
It follows that E˜t,τ = (e˜t,τ1 , ..., e˜
t,τ
n )
T and F˜ t,τ = (f˜ t,τ1 , ..., f˜
t,τ
n )
T defined
by
E˜t,τ := dΦτ (E
t,0) = (dΦτ (e
t,0
1 ), ..., dΦτ (e
t,0
1 ))
T
F˜ t,τ := dΦτ (F
t,0) = (dΦτ (f
t,0
1 ), ..., dΦτ (f
t,0
1 ))
T
is a canonical frame of the Jacobi curve J t,τΦτ (x,df).
Let A(t) and B(t) be the matrices defined by
(28) d(df)x(dπ(f
0,0
i )) =
n∑
j=1
(
Aij(t)e
t,0
j +Bij(t)f
t,0
j
)
.
where d(df)x is the differential of the map x 7→ (df)x at x = x.
By applying dΦt on both sides of (28), we obtain the following rela-
tion
(29) dΦt(d(df)x(dπ(f
0,0
i ))) =
n∑
j=1
(
Aij(t)e˜
t,t
j +Bij(t)f˜
t,t
j
)
.
It follows from this equation and (27) that
d(du(t, ·))ϕt(x)(dϕt(dπ(f 0,0i ))) =
n∑
j=1
(
Aij(t)e˜
t,t
j +Bij(t)f˜
t,t
j
)
.
If we apply (29) to this equation, then we obtain
n∑
j=1
Bij(t)d(du(t, ·))ϕt(x)(dπ(f˜ t,tj )) =
n∑
j=1
(
Aij(t)e˜
t,t
j +Bij(t)f˜
t,t
j
)
.
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Therefore, the matrix representation S(t) of the Hessian∇2Hu(t, ϕt(x))
(as a map from the horizontal space Ht(ϕt(x),du(t,·)) to the vertical space
V(ϕt(x),du(t,·))) with respect to the basis E˜t,t and F˜ t,t is given by
(30) S(t) = −B(t)−1A(t).
By differentiating (28) and using the relation (25), we also obtain
B˙(t) = −A(t), A˙(t) = B(t)[RtΦt(x,df)],
where [RtΦt(x,df)] denotes the matrix representation of R
t
Φt(x,df)
with
respect to the basis Et,t.
It follows from these equations and (30) that the following matrix
Riccati equation holds
(31) S˙(t) + S(t)2 + [RtΦt(x,df)] = 0.
The equation (31) can be seen as a Hamiltonian analogue of Bochner
formula in Riemannian geometry. For this, we use an argument in [40].
Indeed, assume that the map f 7→ ∆Hf is linear. Then we can take
the trace of the Riccati equation (31) and obtain the following
−∆HH(t, ϕt(x), du) + d(∆Hu)(Hp(ϕt(x)))
= ∆Hu˙(t, ϕt(x)) + d(∆Hu)(ϕ˙t(x))
=
d
dt
(∆Hu(t, ϕt(x)))
= −|∇2Hu(t, ϕt(x))|2 − tr(RtΦt(x,df)).
Here |∇2Hu(t, ϕt(x))| denotes the Hilbert-Schmidt norm of the linear
operator ∇2Hut : Ht(ϕt(x),du(t,·)) → V(ϕt(x),du(t,·)) with respect to the Eu-
clidean structure defined by a canonical frame Et,t on the vertical space
V(ϕt(x),du(t,·)) and F t,t on the horizontal space Ht(ϕt(x),du(t,·)).
By setting t = 0, we obtain the following Bochner type formula
∆HH(t, x, df)− d(∆Hf)(Hp(x, df)) = |∇2Hf(x)|2 + tr(R0(x,df)).
Remark 4.4. One can use the matrix Riccati equation (31) together
with comparison results in ([34]) to prove analogues of Laplacian, Hes-
sian, and volume comparison theorems for Hamiltonian systems.
Remark 4.5. By combining the work in [3] with the above argument,
one can recover the subriemannian Bochner formula in [6] (at least in
the three dimensional case) in a geometric way.
DISPLACEMENT INTERPOLATIONS 21
5. Natural Mechanical Hamiltonians
In this section, we discuss how to compute the Hessian and the cur-
vature of the natural mechanical Hamiltonians. Let g be a Riemannian
metric, let gij = g(∂xi, ∂xj ), and let g
ij be the inverse matrix of gij. Let
U be a smooth function on the manifold M . The Hamiltonian given in
local coordinates by
(32) H(x, p) =
1
2
∑
i,j
gij(x)pipj + U(t, x)
is called a natural mechanical Hamiltonian. When U ≡ 0, the Hamil-
tonian flow of H coincides with the geodesic flow of g. The proof of the
following illustrate how Proposition 3.3 can be applied and it is needed
in the later sections. For an alternative proof, see [1].
Proposition 5.1. The Hessian ∇2Hf and the curvature R of the Hamil-
tonian (32) are given by
∇2Hf(t, x) = ∇2f(x)
and
Rt(x,p)(V ) = Rmx(p, V )p+∇2 Ux(V ),
respectively. Here Rm and ∇2 denote the Riemannian curvature tensor
and the Hessian, respectively, of the given Riemannian metric g.
Remark 5.2. In Proposition 5.1, we have made several identifications
TxM ∼= T ∗xM ∼= V(x,p). The first identification is done by the Riemann-
ian metric v 7→ g(v, ·) and the second one is by l 7→ d
dt
(p+ tl)
∣∣∣
t=0
.
We will make these identifications for the rest of this paper without
mentioning.
Proof. Let us fix a geodesic normal coordinates (x1, ..., xn) around a
point x and let (x1, ..., xn, p1, ..., pn) be the corresponding coordinates
on the cotangent bundle around the point (x, df). The Hamiltonian
vector field ~H is given by
~H =
∑
i,j
gijpj∂xi −
∑
k
(1
2
∑
i,j
gijxkpipj + Uxk
)
∂pk .
Let V tm = Vm =
∑
i
√
g
mi
∂pi which is independent of time t. First,
we compute the bracket of ~H and Vm
[~H, Vm] =
∑
i,j,l
gijpj(
√
gml)xi∂pl −
∑
i
√
gmi∂xi +
∑
i,l,k
√
gml
(
gilxkpi
)
∂pk .
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Using the properties of geodesic normal coordinates, we have gij =
δij and (
√
g
ij
)xk = 0 at x. Therefore, the followings hold at (x, df)
[~H, Vm] = −∂xm , Ω0,0ij = ω([~H, Vi], [~H, Vj ]) = 0.
It follows that the horizontal space at (x, df) is spanned by ∂x1 , ..., ∂xn .
Since
d(df)x(−∂xi) = −
∑
j
fxixj∂pj − ∂xi,
∇2Hf is given by fxixj = ∇2f at (x, df).
Since (
√
g
lk
)xixr =
1
2
(glk)xixr at x, a computation shows that the
following holds at x
[~H, [~H, Vm]]
=
1
2
∑
i,j,k
pipj
(
(gmk)xixj + (gij)xkxm − 2(gim)xkxj
)
∂pk −
∑
k
Uxkxm∂pk .
and
ω([~H, [~H, Vm]], [~H, Vl])
= −1
2
∑
i,j
pipj
(
(gml)xixj + (gij)xlxm − 2(gim)xlxj
)
+ Uxlxm.
It follows from Proposition 3.3 that
Ω˙0,0ml =
∑
i,j
pipj
(
(gim)xlxj − (gil)xmxj
)
at x (note that since ~˙H = ~˙U is contained in V, [ ~˙H, Vi] = 0).
Therefore,
[~H, [~H, Vm]] + Ω
0,0
ml [
~H, Vl] +
1
2
Ω˙0,0mlVl +
1
4
Ω0,0mnΩ
0,0
nl Vl
=
1
2
∑
i,j,k
pipj
(
(gmk)xixj + (gij)xkxm
− (gim)xkxj − (gik)xmxj
)
∂pk −
∑
k
Uxkxm∂pk .
Recall that the Riemann curvature tensor Rm satisfies the following
equation at x
Rlijk =
1
2
(
(gik)xjxl − (gkj)xixl − (gil)xjxk + (glj)xixk
)
,
where Rlijk is defined by Rm(∂xi , ∂xj)∂xk =
∑
lR
l
ijk∂xl .
DISPLACEMENT INTERPOLATIONS 23
Therefore, by combining all of the above computations with Propo-
sition 3.3, we obtain the following equation at x
Rt(x,p)(V ) = Rmx(p, V )p+∇2 Ux(V ).

6. Natural Mechanical Hamiltonians with Evolving
Riemannian Metrics
In this section, we consider the case when both the Riemannian
metric g and the potential U depend on time. Let
(33) H(t, x, p) =
1
2
∑
i,j
gij(t, x)pipj + U(t, x)
be the Hamiltonian with Hamiltonian vector field
~H =
∑
i,j
gijpj∂xi −
∑
k
(
1
2
∑
i,j
gijxkpipj + Uxk
)
∂pk .
Theorem 6.1. The Hessian ∇2Hf and the curvature R of the Hamil-
tonian system ~H defined by (33) satisfy
∇2Hf(t,x) = ∇2f(t,x) +
1
2
g˙(t,x)
and
tr (Rt(x,p)) = Rc(t,x)(p,p) + ∆U(t,x)− 〈∇(tr (g˙(t,x))),p〉
+ div(g˙(t,x))(p)− 1
2
tr (g¨(t,x)) +
1
4
|g˙(t,x)|2
where Rc, ∇, and ∆ are the Ricci curvature, the gradient, and the
Laplacian, respectively, of the Riemannian metric g(t, ·) at time t.
Proof of Theorem 6.1. We apply Proposition 3.3 to the time dependent
Hamiltonian (33). Let us fix a geodesic normal coordinate around x
with respect to the Riemannian metric g at time t. A computation
shows that
[~H,
∑
i
ati(x)∂pi ] =
∑
i,j,l
gljpj(a
t
i)xl∂pi −
∑
j,l
gljatj∂xl +
∑
j,k,l
gljxkpja
t
l∂pk .
Therefore, the following equation holds at (x,p)
(34) [~H,
∑
i
ati(x)∂pi] =
∑
i,l
pl(a
t
i)xl∂pi −
∑
l
atl∂xl.
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Let V ti =
∑
j
√
g
ij
∂pj and let e¯
t,s
i = (Φt,s)
∗V ti . Then clearly e¯
t,t
i = ∂pi
at (x,p). Since
√˙
g
ij
= 1
2
g˙ij at x, it follows from (34) that
f¯ t,ti := ˙¯e
t,t
i = [
~H, V ti ] + V˙
t
i = −∂xi +
∑
j
1
2
g˙ij∂pj
at (x,p).
It follows that
d(df)x(−∂xi) = −
∑
j
fxixj∂pj − ∂xi
= −
∑
j
(
fxixj +
1
2
g˙ij
)
∂pj − ∂xi +
1
2
∑
j
g˙ij∂pj
and so
∇2Hf = ∇2f +
1
2
g˙.
Since g˙ij is symmetric, it follows that
Ωt,tij = ω(f¯
t,t
i , f¯
t,t
j ) = 0.
Clearly, we have
V˙ ti =
∑
k
√˙
gik∂pk =
1
2
∑
k
g˙ik∂pk
at x. It follows from (34) that
[~H, V˙ ti ] =
1
2
∑
l,m
pl(g˙im)xl∂pm −
∑
m
1
2
g˙im∂xm
at x.
By a computation together with the facts that g˙ij = −g˙ij and
(g˙ij)xk = −(g˙ij)xk , we see that
[ ~˙Ht, V
t
i ] =
∑
l
g˙il∂xl −
∑
l,k
(g˙il)xkpl∂pk
at x.
Since
√¨
g
ik
= 1
2
g¨ik −
∑
j
1
4
g˙ij g˙jk, we have
V¨ ti =
∑
k
√¨
gik∂pk =
∑
k
(
1
2
g¨ik − 1
4
∑
j
g˙ij g˙jk
)
∂pk
at x.
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By combining all of the above computations, we obtain
˙¯f t,ti = [
~H, [~H, V ti ]] + 2[
~H, V˙ ti ] + V¨
t
i + [
~˙
Ht, V
t
i ]
= [~H, [~H, V ti ]] +
∑
k
(∑
l
pl(g˙ik)xl −
∑
l
(g˙li)xkpl
+
1
2
g¨ik − 1
4
∑
j
g˙ij g˙jk
)
∂pk .
From the proof of Proposition 5.1, the vector field [~H, [~H, V ti ]] is
contained in the vertical space V(x,p) at (x,p). Therefore, it follows
from the above computations that
ω(¨¯et,ti , ˙¯e
t,t
j ) = ω([
~H, [~H, V ti ]], [
~H, V tj ])−
∑
l
pl(g˙ij)xl
− 1
2
g¨ij +
1
4
∑
k
g˙ikg˙kj +
∑
l
(g˙li)xjpl.
Hence,
Ω˙t,tij = ω(¨¯e
t,t
i , ˙¯e
t,t
j )− ω(¨¯et,tj , ˙¯et,ti )
= ω([~H, [~H, V ti ]], [
~H, V tj ])− ω([~H, [~H, V tj ]], [~H, V ti ])
+
∑
l
(g˙li)xjpl −
∑
l
(g˙lj)xipl.
Finally, from the proof of Proposition 5.1 again, we obtain the fol-
lowing equation at (x,p)
−Rt(x,p) =
1
2
Ω˙t,tE˜t,t + ˙˜F t,t
=
∑
k
(
−
∑
i,r
Riklrpipr − Uxlxk +
∑
l
(g˙ik)xlpl −
1
2
∑
l
(g˙li)xkpl
− 1
2
∑
l
(g˙lk)xipl +
1
2
g¨ik − 1
4
∑
j
g˙ij g˙jk
)
∂pk
and
tr(Rt(x,p)) =
∑
l,r,i
Rillrpipr +
∑
l
Uxlxl
−
(∑
i,l
(g˙ii)xlpl −
∑
i,l
(g˙li)xipl +
1
2
∑
i
g¨ii − 1
4
∑
i,j
g˙ij g˙ji
)
.

Finally, we look at the following special case.
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Theorem 6.2. Let us fix two smooth functions c1, c2 : R→ R of time
t. Let g be a smooth solution of the following equation
(35) g˙ = c1Rc+ c2g.
Then
tr (Rt(x,p)) = Rc(t,x)(p,p) + ∆U(t,x)−
1
2
c1(t) 〈∇R(t,x),p〉
− c˙1(t)
2
R(t,x) +
c1(t)
2
4
|Rc(t,x)|2 + c1(t)
2
4
∆R(t,x)− nc˙2(t)
2
− nc2(t)
2
4
,
where R is the scalar curvature of the metric g at time t.
Proof. By taking the trace of (44), we obtain
tr(g˙) = c1R + c2n.
On the other hand, if we take the covariant derivative of (44), then
∇vi g˙(p, vi) = c1∇viRc(p, vi).
Therefore, if we sum over i and use the twice contracted Bianchi
identity [12, (1.19)], then
div(g˙) =
1
2
c1 dR.
If we take the divergence again, then we obtain
div(div(g˙)) =
1
2
c1∆R.
By using (44) again, we obtain
〈g˙,Rc〉 = 〈c1Rc + c2 g,Rc〉 = c1|Rc|2 + c2R.
Therefore, by combining the above calculations with [12, Lemma
2.7], we have
R˙ = −∆(tr(g˙)) + div(div(g˙))− 〈g˙,Rc〉
= −c1
2
∆R − c1|Rc|2 − c2R.
(36)
A simple calculation also gives
|g˙|2 = |c1Rc + c2g|2 = c21|Rc|2 + 2c1c2R + nc22.
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Therefore, the above calculations reduce Theorem 6.1 to
tr (Rt(x,p)) = Rcx(p,p) + ∆U(x)−
1
2
c1 〈∇R,p〉
− 1
2
(
c˙1R + c1R˙ + nc˙2
)
− 1
4
(c21|Rc|2 + 2c1c2R + nc22)
= Rcx(p,p) + ∆U(x)− 1
2
c1 〈∇R,p〉
− c˙1
2
R− nc˙2
2
− nc
2
2
4
+
c21
4
|Rc|2 + c
2
1
4
∆R.

7. Proof of Theorem 2.2 and Corollary 2.3
In this section, we give the proof of Theorem 2.2 and show that
Corollary 2.3 can be seen as a consequence. Before this, we need to in-
troduce the volume distortion factor v in the statement of the theorem.
It is defined as follows
v(t, x, p) = log
(
(π∗mt)(x,p)(f
t,t
1 , ..., f
t,t
n )
)
.
Clearly, the definition is independent of the choice of a canonical frame
due to Proposition 3.1.
Let F : R→ R and recall that the functional F is defined by
F(t, µ) =
∫
M
F(ρ(t, x))dµ(x),
where µ = ρ(t, ·)mt.
Let f : M → R be a smooth function which defines the smooth
displacement interpolation µt. Recall that this means
µt = (ϕt)∗µ
where ϕt(x) = π(Φt(dfx)). Let u be the solution of the equation (26)
with initial condition u(0, ·) = f(·). First we have the following lemma.
Lemma 7.1. The functional F satisfies
d
dt
F(t, µt)
= −
∫
M
F ′(rtx)rtx
(
d
dt
v(t,Φt(x, df)) + ∆Hu(t, ϕt(x))
)
dµ(x)
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and
d2
dt2
F(t, µt)
=
∫
M
(F ′′(rtx)rtx + F ′(rtx)) rtx( ddtv(t,Φt(x, df)) + ∆Hu(t, ϕt(x))
)2
+ F ′(rtx)rtx
(
|∇2Hu(t, ϕt(x))|2 + tr(RtΦt(x,df))−
d2
dt2
v(t,Φt(x, df))
)
dµ(x).
Proof. Let Et,s = (et,s1 , ..., e
t,s
n )
T be a canonical frame at (x, df) and let
E˜t,τ = (e˜t,τ1 , ..., e˜
t,τ
n )
T be the canonical frame at Φt(x, df) defined by
e˜t,τi = dΦτ (e
t,0
i ).
Let A(t) and B(t) be as in (28). It follows from (29) that
dϕt(dπ(f
0,0
i )) =
n∑
j=1
Bij(t)dπ(f˜
t,t
j ).
Let ρ(t, ·) be the function defined by µt := (ϕt)∗µ = ρ(t, ·)mt. The
two functions ρ(0, ·) and ρ(t, ·) are related by
ρ(0,x) ev(0,x,df) = ρ(t, ϕt(x)) detB(t) e
v(t,Φt(x,df)).
If we differentiate this with respect to t, then we obtain
r˙tx = −rtx
(
d
dt
v(t,Φt(x, df)) + tr (S(t))
)
,
where rtx = ρ(t, ϕt(x)) and S(t) = −B(t)−1A(t).
It follows that
d
dt
F(t, µt) =
d
dt
∫
M
F(ρ(t, ϕt(x))) dµ(x)
=
∫
M
F ′(rtx) r˙tx dµ(x)
= −
∫
M
F ′(rtx)rtx
(
d
dt
v(t,Φt(x, df)) + tr (S(t))
)
dµ(x)
and the first statement of the lemma follows.
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If we differentiate the above with respect to time t, then we obtain
d2
dt2
F(t, µt)
=
∫
M
F ′′(rtx)(r˙tx)2 + F ′(rtx)r¨txdµ(x)
=
∫
M
(F ′′(rtx)rtx + F ′(rtx)) rtx
(
d
dt
v(t,Φt(x, df)) + tr(S(t))
)2
+ F ′(rtx)rtx
(
|S(t)|2 + tr(RtΦt(x,df))−
d2
dt2
v(t,Φt(x, df)
)
dµ(x)
as claimed. 
Proof of Theorem 2.2. By Lemma 7.1, we have
d2
dt2
F(t, µt)
≥
∫
M
|S(t)|2 + tr(RtΦt(x,df))−
d2
dt2
v(t,Φt(x, df))dµ(x)
≥
∫
M
b(t)tr(S(t))− nb(t)
2
4
+ tr(RtΦt(x,df))−
d2
dt2
v(t,Φt(x, df)) dµ(x).
Therefore, by Lemma 7.1 again, we obtain
d2
dt2
F(t, µt) + b(t)
d
dt
F(t, µt)
≥
∫
M
tr(RtΦt(x,df))−
nb(t)2
4
− d
2
dt2
v(t,Φt(x, df))
− b(t) d
dt
v(t,Φt(x, df))dµ(x).

Next, we prove Corollary 2.3. In fact, we will first prove results
which work for more general Hamiltonian systems for which Corollary
2.3 follows as a consequence. First, we need the following lemma.
Lemma 7.2. Assume that the Hamiltonian H satisfies H(x, λp) =
λmH(x,p). Then
(1) πΦλm−1t(x, p) = πΦt(x, λp),
(2) tr(R(x,λp)) = λ
2m−2
tr(R(x,p)),
(3) L2~Hv(Φt(x, λp)) = λ2m−2L2~Hv(Φλm−1t(x, p)),
(4) |∇2H(λf)(x)|2 = λ2m−2|∇2Hf(x)|2
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Proof. Let (x(t), p(t)) be a solution of the equation (24). By using
homogeneity of H, one can show that(
x(λm−1t), λp(λm−1t)
)
is also a solution of (24) and the first claim follows.
Let (x1, ..., xn, p1, ..., pn) be local coordinates of a chart on T
∗M and
let cij be functions defined on the this chart such that
∂xi +
∑
j
cij(x, p)∂pj
are contained in the horizontal bundle.
By [1], we have the following formula∑
m,s
HpipmcmsHpspj
=
1
2
∑
k
(
HpkHpipjxk −HxkHpipjpk −HpixkHpkpj −HpipkHxkpj
)
.
It follows from homogeneity of H that
cij(x, λp) = λcij(x, p).
By Proposition 3.3 (see also [1]),
R(x,p)(∂pi) = −[~H, [~H, ∂pi ]H]V .
Here the subscripts H and V denote the horizontal and vertical parts
of the corresponding vectors, respectively.
Since H is homogeneous in p, ~H is horizontal (see [2]). It follows
that ~H =
∑
j Hpj(∂xj +
∑
k cjk∂pk) and so
R(x,p)(∂pi) = [
∑
l
Hpl(∂xl +
∑
s
cls∂ps),
∑
j
Hpipj (∂xj +
∑
k
cjk∂pk)]V
=
∑
j,l
HpipjHpl[∂xl +
∑
s
cls∂ps , ∂xj +
∑
k
cjk∂pk ]V
=
∑
j,l
HpipjHpl((cjk)xl − (clk)xj +
∑
s
(cls(cjk)ps − cjs(clk)xs))∂pk .
Therefore,R(x,λp)(∂pi) = λ
2m−2R(x,p)(∂pi). The second assertion follows
from this. Note that the trace of R(x,λp) is taking with respect to the
inner product defined by Hpipj(x, λp).
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By the definition of horizontal frame f1, ..., fn and homogeneity of
H, we have
(π∗m)(x,λp)(f1(x, λp), ..., fn(x, λp))
= λ
n(m−2)
2 mx(π∗f1(x, p), ..., π∗fn(x, p)).
It follows that
d2
dt2
v(Φt(x, λp)) =
d2
dt2
v(x(λm−1t), λp(λm−1t))
=
d2
dt2
log
(
mx(λm−1t)(π∗f1(x(λ
m−1t), p(λm−1t)), ..., π∗fn(x(λ
m−1t), p(λm−1t)))
)
= λ2m−2L2~Hv(x(λm−1t), p(λm−1t)).
This gives the third assertion.
Finally,∇Hf is the map which sends ∂xi+
∑
j cij(x, df)∂pj to
∑
j(fxixj (x)−
cij(x, df))∂pj . Therefore, the final assertion follows. 
Theorem 7.3. (1) Assume that there is a point (x,p) outside the
zero section of the cotangent bundle T ∗M such that
tr(R(x,p))− L2~Hv(x,p) < K(x,p).
(LV denotes the directional derivative with respect to the vector
field V ) Then there is a τ > 0 and a smooth potential f such
that the displacement interpolation µt satisfies
d2
dt2
F(t, µt) <
∫
M
K(Φt(x, df))dµ(x)
for all t in [0, τ ].
(2) Assume that H is homogeneous of degree m in the p variable
and there is a point (x,p) outside the zero section of T ∗M such
that
tr(R(x,p))− L2~Hv(x,p) < KH
2m−2
m (x,p).
Then, for all T > 0, there is a smooth potential f such that the
displacement interpolation µt satisfies
d2
dt2
F(t, µt) < K
∫
M
H
2m−2
m (x, df)dµ(x).
(3) Assume that H is homogeneous of degree 2 in the p variable
and there is a point (x,p) outside the zero section of T ∗M such
that
tr(R(x,p))− L2~Hv(x,p) < KH(x,p).
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Then, for all T > 0, there is a smooth potential f such that the
displacement interpolation µt satisfies
d2
dt2
F(t, µt) <
K
T
CT (µ0, µT ).
Proof. Let (x,p) be a point in T ∗M such that
tr(R(x,p))−L2~Hv(x,p) < K(x,p).
Let f be a function with compact support such that p = dfx and
∇2Hf(x,p) = 0. This is possible since it is equivalent to finding a
function with prescribed first and second derivatives at a point. Let
u be a smooth solution of (26) defined on [0, T ]×M . By Proposition
4.2, u exists if we assume that T > 0 is small enough. By choosing a
smaller T , we can find a neighborhood O of x such that
|∇2Hu(t, ϕt(x))|2 + tr(RΦt(x,df))− L2~Hv(Φt(x, df)) < K(Φt(x, df))
for all 0 ≤ t ≤ T and all x in O.
Let µ be a probability measure supported in O. It follows from
Lemma 7.1 that
d2
dt2
F(t, µt) <
∫
M
K(Φt(x, df))dµ(x).
Next, assume that the Hamiltonian H is homogeneous in the p vari-
able. Let u be a smooth solution of the equation (26) on the time
interval [0, τ ] with initial condition u(0, ·) = f(·). Then, by homogene-
ity ofH, u¯(t, x) := (τ/T )
1
m−1u(tτ/T, x) is also a solution on the interval
[0, T ] with initial condition u¯(0, x) = (τ/T )
1
m−1 f(x). By Lemma 7.2, it
follows that
ϕ¯t(x) := π(Φt(λ
1
m−1dfx)) = π(Φλt(dfx)) = ϕλt(x)
where λ = τ/T .
By Lemma 7.2, we also have
tr
(
R
Φt(x,λ
1
m−1 df)
)
= tr
(
R
(x(λt),λ
1
m−1 p(λt))
)
= λ2tr(RΦλt(x,df))
By combining the above discussions and applying Lemma 7.2 again,
it follows that
|∇2Hu¯(t, ϕ¯t(x))|2 + tr
(
R
Φt(x,λ
1
m−1 df)
)
−L2~Hv(Φt(x, λ
1
m−1df))
= λ2
(|∇2Hu(λt, ϕλt(x))|2 + tr(RΦλt(x,df))− L2~Hv(Φλt(x, df)))
< λ2KH
2m−2
m (x, df) = KH
2m−2
m (x, λ
1
m−1df)
for all x in O and for all t in [0, T ].
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Therefore, if we let µ be a measure supported in O and let µt be the
displacement interpolation defined by the potential λ
1
m−1 f , then
d2
dt2
F(t, µt) < K
∫
M
H
2m−2
m (x, λ
1
m−1df)dµ(x).
If m = 2, then H(x, λ
1
m−1df) = 1
T
cT (x, ϕ¯T (x)) and so
d2
dt2
F(t, µt) <
K
T
CT (µ0, µT ).

Proof of Corollary 2.3. Since b ≡ 0 and F(r) = log r in this case, The-
orem 2.2 reduces to
d2
dt2
F(t, µt) ≥
∫
M
(
tr(RtΦt(x,df))−
d2
dt2
v(t,Φt(x, df))
)
dµ(x).
Since mt = e
−Uvol, where vol is the Riemannian volume form, it
follows from the proof of Proposition 5.1 that trRt(x,p) = Rcx(p, p) and
v(t, x, p) = −U(x).
Therefore, we obtain
d2
dt2
v(t,Φt(x, p)) = − d
2
dt2
U(ϕt(x)) = −∇2U(ϕt(x)).
Let exp be the Riemannian exponential map and note that
exp(T∇f(x)) = π(ΦT (dfx)) = ϕT (x).
It follows that
d(x, ϕT (x)) = T |∇fx|.
By the above considerations and (9), we have
d2
dt2
F(t, µt) ≥ K
∫
M
|Φt(x, df)|2dµ(x)
=
K
T 2
∫
M
d2(x, ϕT (x))dµ(x)
=
2K
T
CT (µ, ν)
as claimed.
The converse follows from Theorem 7.3. 
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8. Proof of Corollary 2.4 and 2.7
This section is devoted to the proof of Corollary 2.4 and 2.7.
Proof of Corollary 2.4. From the proof of Theorem 6.1, we see that
π∗vol(x,p)(f
t,t
1 , ..., f
t,t
n ) = 1. Assume k = k(t) depends only on t and u
satisfies the Hamilton-Jacobi equation u˙+ 1
2
|∇u|2+U = 0 with initial
condition ut0 = f. Then
d
dt
v(t,Φt(x, df))
=
d
dt
(k(t)u(t, ϕt(x)))
= k(t)u˙(t, ϕt(x)) + k(t) 〈∇u(t, ϕt(x)), ϕ˙t(x)〉+ k˙(t)u(t, ϕt(x))
= k(t)
(
1
2
|∇u(t, ϕt(x))|2ϕt(x) − U(t, ϕt(x))
)
+ k˙(t)u(t, ϕt(x)).
(37)
and
d2
dt2
v(t,Φt(x, df)) =
d2
dt2
(k(t)u(t, ϕt(x)))
= −k(t)
(
U˙(t, ϕt(x)) + 2 〈∇U(t, ϕt(x)),∇u(t, ϕt(x))〉
+
c1(t)
2
Rc(∇u(t, ϕt(x)),∇u(t, ϕt(x))) + c2(t)
2
|∇u(t, ϕt(x))|2
)
+ 2k˙(t)
(
1
2
|∇u(t, ϕt(x))|2 − U(t, ϕt(x))
)
+ k¨(t)u(t, ϕt(x)).
(38)
If we compare (38) and Theorem 6.1, then we can get rid of the term
Rc(∇u,∇u) by setting c1k = −2 and get rid of the term 〈∇R,∇u〉
in Theorem 6.1 by setting U = − 1
2k2
R. Therefore, (38), (36), and
Theorem 6.1 together gives
tr (Rt(x,p))−
d2
dt2
v(t,Φt(x, df)) = −nc˙2
2
− nc
2
2
4
− k¨(t)u(t, ϕt(x))
+
(
c2(t)k(t)− 2k˙(t)
)(1
2
|∇u(t, ϕt(x))|2 + 1
2k(t)2
R(t, ϕt(x))
)(39)
and
d
dt
v(t,Φt(x, df)) = k˙(t)u(t, ϕt(x))
+ k(t)
(
1
2
|∇u(t, ϕt(x))|2 + 1
2k(t)2
R(t, ϕt(x))
)
.
(40)
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Next, we compare (39) and (40). We get rid of the term u(t, ϕt(x))
in both expressions by choosing k¨ + bk˙ = 0 and we obtain
tr (Rt(x,p))−
d2
dt2
v(t,Φt(x, df))− b(t) d
dt
v(t,Φt(x, df)) = −nc˙2
2
− nc
2
2
4
+
(
c2(t)k(t)− 2k˙(t)− b(t)k(t)
)(1
2
|∇u(t, ϕt(x))|2 + 1
2k(t)2
R(t, ϕt(x))
)
.
Finally, if we choose c2(t)k(t)− 2k˙(t)− b(t)k(t) = 0, then
tr (Rt(x,p))−
d2
dt2
v(t,Φt(x, df))− b(t) d
dt
v(t,Φt(x, df)) = −nc˙2
2
− nc
2
2
4
.

Proof of Corollary 2.7. Let g¯ be a solution of the Ricci flow ˙¯g = 2Rc
and let g =
√
t g¯ (Note that the Ricci curvatures of g and g¯ are the
same). Let vol and vol be the volume forms of g and g¯, respectively.
The functional F¯ is defined by
F¯(t, µ) =
∫
M
(log ρ¯+ t−1/2u) dµ+
n
2
log t
=
∫
M
log(ρ¯ et
−1/2u)dµ+
n
2
log t,
where µ = ρ¯ vol.
Since vol = tn/4vol, we have
ρ e−t
−1/2uvol = ρmt = µ = ρ¯ vol = t
−n/4ρ¯vol.
It follows that
F¯(t, µ) =
∫
M
log(tn/4 ρ)dµ+
n
2
log t
= F(t, µ) +
3n
4
log t
Let m = −1
2
and let C = −1. Then Theorem 2.5 gives
d2
dt2
F¯(t, µt) +
3
2t
d
dt
F¯(t, µt)
=
d2
dt2
F(t, µt) +
3
2t
d
dt
F(t, µt) +
3n
8t2
≥ 0.

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9. Proof of Theorem 2.10
Proof of Theorem 2.10. We use the notations in Lemma 7.1. By Lemma
7.1, we have
d
dt
F(t, µt) = −
∫
M
q(rtx)
q
(
d
dt
v(t,Φt(x, df)) + tr(S(t))
)
dµ(x)
and
d2
dt2
F(t, µt) =
∫
M
(rtx)
q
[
q2
( d
dt
v(t,Φt(x, df)) + tr(S(t))
)2
+ q
(
tr(S(t)2) + tr(RtΦt(x,df))−
d2
dt2
v(t,Φt(x, df))
)]
dµ(x)
≥
∫
M
(rtx)
q
[
q2b1(t)
( d
dt
v(t,Φt(x, df)) + tr(S(t))
)
− q
2b1(t)
2
4
+ q
(
b2(t)tr(S(t))− nb2(t)
2
4
+ tr(RtΦt(x,df))
− d
2
dt2
v(t,Φt(x, df))
)]
dµ(x).
Therefore,
d2
dt2
F(t, µt) + (qb1(t) + b2(t))
d
dt
F(t, µt)
≥
∫
M
q(rtx)
q
[
tr(RtΦt(x,df))− b2(t)
d
dt
v(t,Φt(x, df))
− d
2
dt2
v(t,Φt(x, df))− qb1(t)
2
4
− nb2(t)
2
4
]
dµ(x).

Proof of Corollary 2.12. The way to find the appropriate unknown func-
tions (for instance c1, c2, U) is in the proof of Corollary 2.4. Here we
simply prove the result directly. But this follows immediately from
(39), (40), and Theorem 2.10 since
tr(RtΦt(x,df))− b2(t)
d
dt
v(t,Φt(x, df))− d
2
dt2
v(t,Φt(x, df))
= −nc˙2(t)
2
− nc2(t)
2
4
.

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10. The Case with Drift
In this section, we consider the following Hamiltonian
(41) H(t, x, p) =
1
2
∑
i,j
gij(t, x)pipj +
∑
i,j
gijpiWxj(t, x) + U(t, x)
where g is time-dependent Riemannian metric, U and W are time-
dependent potentials on the manifold M .
Theorem 10.1. The Hessian ∇2Hf and the curvature R of the Hamil-
tonian system ~H defined by (33) satisfy
∇2Hf(t,x) = ∇2f(t,x) +∇2W (t,x) +
1
2
g˙(t,x)
and
tr(Rt(x,p)) = Rc(p+∇W,p+∇W )−
1
2
∆|∇W |2 −∆W˙ +∆U
− 1
2
tr(g¨) +
1
4
|g˙|2 − 〈∇W + p,∇(tr(g˙))− div(g˙)〉
where Rc, ∇, and ∆ are the Ricci curvature, the gradient, and the
Laplacian, respectively, of the Riemannian metric g(t, ·) at time t.
Proof of Theorem 10.1. A computation shows that
~H =
∑
i,j
gij(pj +Wxj )∂xi
−
∑
k
(
1
2
∑
i,j
gijxkpipj +
∑
i,j
gijxkpiWxj +
∑
i,j
gijpiWxjxk + Uxk
)
∂pk
and
[~H,
∑
i
ati(x)∂pi ] =
∑
i,j,l
glj
(
pj +Wxj
)
(ati)xl∂pi −
∑
j,l
gljatj∂xl
+
∑
j,k,l
(
gljxkpj + g
lj
xk
Wxj + g
ljWxjxk
)
atl∂pk .
(42)
Therefore, the following equation holds at (x,p)
[~H,
∑
i
ati(x)∂pi ] =
∑
i,l
(Wxl + pl)(a
t
i)xl∂pi
−
∑
l
atl∂xl +
∑
k,l
Wxlxka
t
l∂pk .
(43)
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Let V ti =
∑
j
√
g
ij
∂pj and let e¯
t,s
i = (Φt,s)
∗V ti . Then clearly e¯
t,t
i = ∂pi
at (x,p). Since
√˙
g
ij
= 1
2
g˙ij at x, it follows from (43) that
f¯ t,ti := ˙¯e
t,t
i = [
~H, V ti ] + V˙
t
i = −∂xi +
∑
j
(
1
2
g˙ij +Wxixj
)
∂pj
at (x,p).
It follows that
d(df)x(−∂xi) = −
∑
j
fxixj∂pj − ∂xi
= −
∑
j
(
fxixj +
1
2
g˙ij +Wxixj
)
∂pj − ∂xi +
∑
j
(
1
2
g˙ij +Wxixj
)
∂pj
and so
∇2Hf = ∇2f +
1
2
g˙ +∇2W.
Since g˙ +∇2W is symmetric, it follows that
Ωt,tij = ω(f¯
t,t
i , f¯
t,t
j ) = 0.
It also follows from (43) that
[~H, V˙ ti ] =
1
2
∑
l,m
((Wxl + pl)(g˙im)xl +Wxlxm g˙il) ∂pm −
∑
m
1
2
g˙im∂xm
at x.
By a computation together with the facts that g˙ij = −g˙ij and
(g˙ij)xk = −(g˙ij)xk , we see that
[ ~˙Ht, V
t
i ] =
∑
l
g˙il∂xl+
∑
k
(
W˙xixk −
∑
j
g˙ijWxjxk −
∑
l
(g˙il)xk(pl +Wxl)
)
∂pk
at x.
Since
√¨
g
ik
= 1
2
g¨ik −
∑
j
1
4
g˙ij g˙jk at x, we have
V¨ ti =
∑
k
√¨
gik∂pk =
∑
k
(
1
2
g¨ik − 1
4
∑
j
g˙ij g˙jk
)
∂pk
at x.
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A computation shows that
[~H, [~H, V ti ]] =
1
2
∑
j,k,l
(
pj +Wxj
)
(pk +Wxk)(gil)xjxk∂pl
−
∑
s,j,k
(ps +Wxs)(gij)xkxs(pj +Wxj)∂pk
+
∑
j,l
WxjWxixjxl∂pl +
∑
k,l
WxixkWxkxl∂pl
+
∑
k
(
1
2
∑
j,l
(gjl)xkxipjpl −
∑
j,s
pjg
js
xixk
Wxs − Uxixk
)
∂pk
at (x,p).
By combining all of the above computations, we obtain
˙¯f t,ti =
˙¯f t,ti +
∑
j
Ωt,tij f¯
t,t
j
= [~H, [~H, V ti ]] + 2[
~H, V˙ ti ] + V¨
t
i + [
~˙
Ht, V
t
i ]
=
1
2
∑
j,k,l
(
pj +Wxj
)
(pk +Wxk)(gil)xjxk∂pl
−
∑
s,j,k
(ps +Wxs)(gij)xkxs(pj +Wxj)∂pk
+
∑
j,l
WxjWxixjxl∂pl +
∑
k,l
WxixkWxkxl∂pl
+
∑
k
(
1
2
∑
j,l
(gjl)xkxipjpl −
∑
j,s
pjg
js
xixk
Wxs − Uxixk
)
∂pk
+
∑
l,m
((Wxl + pl)(g˙im)xl) ∂pm
+
∑
k
(
W˙xixk −
∑
l
(g˙il)xk(pl +Wxl)
)
∂pk
+
∑
k
(
1
2
g¨ik − 1
4
∑
j
g˙ij g˙jk
)
∂pk .
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Therefore, we obtain
−tr(Rt(x,p)) =
∑
j,k,i
1
2
pjpk(gii)xjxk +
∑
j,k,i
1
2
WxjWxk(gii)xjxk
+
∑
j,k,i
pjWxk(gii)xjxk −
∑
j,k,i
pspj(gij)xixs −
∑
j,k,i
ps(gij)xixsWxj
−
∑
j,k,i
Wxs(gij)xixspj −
∑
i,j,s
WxsWxj(gij)xixs +
∑
i,j
WxjWxixjxi
+
∑
i,j
WxixjWxjxi +
1
2
∑
i,j,l
(gjl)xixipjpl +
∑
i,j,s
pj(gjs)xixiWxs
−
∑
i
Uxixi +
∑
i,l
(Wxl + pl)((g˙ii)xl − (g˙il)xi)
+
∑
i
W˙xixi +
∑
i
(
1
2
g¨ii − 1
4
∑
j
g˙ij g˙ji
)
= −Rc(p,p)− 2Rc(p,∇W )
+ 〈∇∆W,∇W 〉+ |∇2W |2 +∆W˙ −∆U
+
1
2
tr(g¨)− 1
4
|g˙|2 + 〈∇W + p,∇(tr(g˙))− div(g˙)〉
= −Rc(p+∇W,p+∇W ) + 1
2
∆|∇W |2 +∆W˙ −∆U
+
1
2
tr(g¨)− 1
4
|g˙|2 + 〈∇W + p,∇(tr(g˙))− div(g˙)〉
as claimed. 
A computation very similar to that of Theorem 6.2 gives the follow-
ing.
Theorem 10.2. Let us fix two smooth functions c1, c2 : R→ R of time
t. Let g be a smooth solution of the following equation
(44) g˙ = c1Rc+ c2g.
Then
tr(Rt(x,p)) = Rc(p+∇W,p+∇W )−
1
2
∆|∇W |2 −∆W˙ +∆U
− c˙1
2
R− nc˙2
2
− nc
2
2
4
+
c21
4
|Rc|2 + c
2
1
4
∆R − c1
2
〈∇W + p,∇R〉
where R is the scalar curvature of the metric g at time t.
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Theorem 2.15 follows immediately from Theorem 2.2 and Theorem
10.2.
11. Finsler manifolds
In this section, we discuss the case where the Hamiltonian is induced
by a Finsler metric. More precisely, let F be a Finsler metric defined
on the tangent bundle TM (i.e. F (x, v) is smooth outside the zero
section, positively homogeneous of degree 1, and F 2 is strictly convex
in v). Let L be the Lagrangian defined by
L(x, v) =
1
2
F (x, v)2
and let H be the corresponding Hamiltonian as before. We are going to
show that the curvature of this Hamiltonian and the Riemann curvature
of the Finsler manifold coincide up to an identification of the tangent
and the cotangent bundle.
First, let us recall the definition of the Riemann curvature. Here we
only give a very brief discussion. The detail can be found, for instance,
in [13]. Let (x1, ..., xn, v1, ..., vn) be local coordinates around a point
(x,v) in the tangent bundle TM . The map L : TM → T ∗M defined
by
L(x,v)(w) =
d
dt
L(x,v + tw)
∣∣∣
t=0
is a diffeomorphism between TM and T ∗M . It also induces local co-
ordinates (x1, ..., xn, p1, ..., pn) on T
∗M around the point (x,L(x,v)).
More precisely, we have pi = Lvi(x, v). By differentiating
(45)
∑
j
pjvj = H(x, p) + L(x, v),
we obtain ∑
k
Hpipk(x, p)Lvkvj (x, v) = δij .
Here and for the rest of this section, we can consider pi as a function
of v1, ..., vn or vi as a function of p1, ..., pn via the map L.
Let
Gi =
1
2
∑
l
Hpipl
(∑
k
Lxkvlv
k − Lxl
)
and N ji = ∂viG
j.
The functions N ji are the connection coefficients of a Ehresmann con-
nection of the bundle T (TM). In other words, N ji defines a sub-bundle
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HTM of T (TM) which is spanned by the vectors
∂xi −
∑
j
N ji ∂vj , i = 1, ..., n
and we have T (TM) = HTM⊕V TM , where V TM = {V |dπ(V ) = 0}
and π : TM →M is the natural projection. This splitting is essentially
the, so called, Chern connection (see [13] for the detail).
Lemma 11.1. The horizontal bundle H of the Hamiltonian system ~H
and HTM defined above are related by
L∗(HTM) = H.
Proof. We start with the following formula of cij which can be found
in [1]∑
m,s
HpipmcmsHpspj
=
1
2
∑
k
(
HpkHpipjxk −HxkHpipjpk −HpixkHpkpj −HpipkHxkpj
)
.
By differentiating (45), we obtain
(1) Lxi(x, v) +Hxi(x, p) = 0,
(2) Hpixj(x, p) +
∑
k Hpipk(x, p)Lvkxj(x, v) = 0,
(3)
∑
k Hpipk(x, p)Lvkvj (x, v) = δij,
(4)
∑
k Hpipk(x, p)Lvkvjvl(x, v)
+
∑
k,sHpipkps(x, p)Lvkvj (x, v)Lvsvl(x, v) = 0,
(5)
∑
k Hpipk(x, p)Lvkvjxl(x, v) +
∑
k Hpipkxl(x, p)Lvkvj (x, v)
+
∑
k,sHpipkps(x, p)Lvkvj (x, v)Lvsxl(x, v) = 0.
It follows that
cms =
1
2
∑
k,i,j
(
vkLvmviHpipjxkLvsvj
− LvmviHxkHpipjpkLvsvj − LvmviHpixs −HxmpjLvsvj
)
.
Therefore,∑
s
cmsHpspl
=
1
2
∑
k,i,j
(∂vm(LxsHpspl − vkLvixk(x, v)Hpipl(x, p)) + 2LxmvsHpspl)
= −∂vmGl +
∑
s
LxmvsHpspl = −∂vmGl −Hplxm .
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Hence,
dL−1(∂xi +
∑
j
cij∂pj ) = ∂xi +
∑
j
Hpjxi∂vj +
∑
j,k
cijHpjpk∂vk
= ∂xi −
∑
k
Nki ∂vk
and the claim follows. 
Next, we recall the definition of the Riemann curvature for a Finsler
manifold. Let
Rlji∂vl =
[
∂xi −Nki ∂vk , ∂xj −N lj∂vl
]
=
∑
l
(∂xjN
l
i − ∂xiN lj +Nki ∂vkN lj −Nkj ∂vkN li )∂vl .
The Riemann curvature R is defined by
R(∂vi) =
∑
j,l
vjR
l
ij∂vl .
The following shows thatR and the curvature operatorR of the Hamil-
tonian system ~H are essentially the same.
Theorem 11.2.
R(x,p)(L∗∂vi) = L∗(R(vi)).
Proof. Since H is homogeneous, ~H is horizontal (see [2]). It follows
that
~H =
∑
i
Hpi(∂xi + cij∂pj ).
Therefore, we have
L
∗
(
R(x,p)(L∗∂vi)
)
= −L∗[~H, [~H,L∗∂vi ]H]V
= −[
∑
j
vj(∂xj −Nkj ∂vk), [
∑
j
vj(∂xj −Nkj ∂vk), ∂vi ]HTM ]V TM
=
∑
j
vj [∂xj −Nkj ∂vk , ∂xi −Nki ∂vk ]V TM
=
∑
l,j
vjR
l
ij∂vl =
∑
l
Rli∂vl .
Here the subscripts HTM and V TM denote the components of the
vector. 
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