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Abstract
We consider the theory of multicomponent free massless fermions in two di-
mensions and use it for construction of representations of W-algebras at integer
Virasoro central charges. We define the vertex operators in this theory in terms of
solutions of the corresponding isomonodromy problem. We use this construction
to get some new insights on tau-functions of the multicomponent Toda type hier-
archies for the class of solutions, given by the isomonodromy vertex operators and
get useful representation for the tau-function of isomonodromic deformations.
1 Introduction
The aim of the paper is to present briefly the main free-fermionic constructions that
appear in the study of correspondence between the problem of isomonodromic defor-
mations and two-dimensional conformal field theories – for some class of the theories
with extended conformal symmetry. An interest to the two-dimensional conformal
field theories (CFT) with extended nonlinear symmetries, generated by the higher spin
holomorphic currents, has been initiated by pioneering work [1]. These theories with
so called W-symmetry possess many features of ordinary CFT, including the free field
representation [2, 3], which becomes especially simple for the case of integer Vira-
soro central charges. However, even in this relatively simple case it turns already to
be impossible to construct in generic situation the W-conformal blocks [4], which are
the main ingredients of the conformal bootstrap definition of the physical correlation
functions [5].
This interest has been seriously supported already in our century by rather non-
trivial correspondence between two-dimensional CFT and four-dimensional supersym-
metric gauge theory [6, 7, 9], where the conformal blocks have to be compared with
the Nekrasov instanton partition functions [10] producing in the quasiclassical limit
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the Seiberg-Witten prepotentials [11]. This correspondence also meets serious prob-
lems beyond SU(2)/Virasoro level: both on four-dimensional gauge theory and two-
dimensional CFT sides. These difficulties can be attacked using different approaches,
for example in [12] we have demonstrated how the exact conformal blocks for the
twist fields [13] in theories with W-symmetry can be computed, using the technique
developed previously in [14, 15, 16].
Here we present another approach to the study of the CFT vertex operators in the
theories with extended conformal symmetry, based on their free-fermionic construc-
tion. It is clear, that it should work (at least) in the cases of integral central charges,
where it is intimately related with the recently discovered there CFT/isomonodromy
correspondence [17, 18]. We are going to discuss the operator content of these theories
with nontrivial monodromy properties, and then turn to the problem of computation
of the matrix elements of generic monodromy operators. Finally, we are going to relate
these matrix elements with the tau-functions of two different classes of problems – the
tau-functions of the multicomponent classical integrable hierarchies of Toda type, and
the tau-functions of the isomonodromic deformations.
We are happy to contribute this paper to a special volume, devoted to the 75-th birth
of Igor Tyutin. We know Igor as the best expert in many issues of quantum field theory,
and we would like to point out, that the material of his lecture course “Conformal field
theory from quantum field theory” has many intersections with the ideas, developed
in this paper. One of the authors also remembers Igor as the most active participant
of the special seminar on Integrable systems at Lebedev Institute, where in particular
the fermionic construction of the tau-functions was intensively discussed. We hope
therefore to get some response from Igor to the fermionic constructions, discussed
below.
2 Abelian U(1) theory
2.1 Fermions and vertex operators
Introduce the standard two-dimensional holomorphic fermionic fields with the action
S = 1
π
∫
Σ
d2zψ˜∂ψ, so that
ψ˜(z)ψ(z′) =
1
z − z′
+ . . . (2.1)
or
{ψr, ψ˜s} = δr+s,0, r, s ∈ Z+
1
2
,
ψ(z) =
∑
r∈Z+ 1
2
ψr
zr+1/2
, ψ˜(z) =
∑
s∈Z+ 1
2
ψ˜s
zs+1/2
(2.2)
with the half-integer mode expansion. The bosonization formulas read
ψ˜(z) =: eiφ(z) := e
−
∑
n<0
Jn
n
z−n
e
−
∑
n>0
Jn
n
z−n
eQzJ0 ,
ψ(z) =: e−iφ(z) := e
∑
n<0
Jn
n
z−n
e
∑
n>0
Jn
n
z−n
e−Qz−J0 ,
(2.3)
where
J(z) =: ψ˜(z)ψ(z) := i∂φ(z) =
∑
n∈Z
Jn
zn+1
,
[Jn, Jm] = nδn+m,0, n,m ∈ Z, [Jn, Q] = δn0 ,
(2.4)
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where normal ordering means, that all negative modes stand to the left of all positive,
and all Q to the left of J0.
Consider now generic vertex operators for the bosonic fields
Vν(z) =: e
iνφ(z) := e
−ν
∑
n<0
Jn
n
z−n
e
−ν
∑
n>0
Jn
n
z−n
eνQzνJ0 ≡ V −ν (z)V
+
ν (z)e
νQzνJ0 (2.5)
which satisfy the obvious exchange relations, following from the Campbell-Hausdorff
formula
V +α (z)V
−
β (w) =
(
1−
w
z
)αβ
V −β (w)V
+
α (z) ,
Vα(z)Vβ(w) =
( z
w
)αβ (
1−
w
z
)αβ (
1−
z
w
)−αβ
Vβ(w)Vα(z) .
(2.6)
One can also write
Vα(z)Vβ(w) = (z − w)
αβ : Vα(z)Vβ(w) : . (2.7)
Since vertex operators contain the factor eνQ, they shift the vacuum charge
Vν(z) : H
σ → Hσ+ν (2.8)
when acting onto a sector in full Hilbert space
H =
⊕
σ
Hσ (2.9)
corresponding to the definite value of this charge. Notice that we do not impose any
special constraints to the (real) values of the vacuum charges σ ∈ R.
The Hilbert spaceHσ is constructed by the action of the negative bosonic generators
J−n1 . . . J−nk |σ〉 (2.10)
on the vacuum vector J0|σ〉 = σ|σ〉, and these states can be labeled by the Young
diagrams with the row lengths n1, . . . , nk.
One can also construct the action of the fermionic operators on this vector space.
Then the bosonization formulas (2.3) will generally produce the fractional powers in
holomorphic coordinate z due to the factors zJ0 , while e±Q just shift the vacuum charge
by ±1. It means that one can define the (multiple) action of the modes of the operators
ψσ(z) =
∑
r
ψσr
zr+1/2+σ
, ψ˜σ(z) =
∑
r
ψ˜σr
zr+1/2−σ
(2.11)
in the direct sum of the Hilbert spaces
Hσ =
⊕
n∈Z
Hσn (2.12)
naturally labeled by some fractional σ ∈ R/Z.
Basis in the each space Hσn can be given by the vectors generated by the zero-charge
expressions of the fermionic modes. As in bosonic representation, these vectors can be
labeled by the Young diagrams
|Y, σ〉 =
∏
i
ψ˜σ−piψ
σ
−qi
|σ〉 (2.13)
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where now pi and qi are the Frobenius coordinates of the Young diagram. In our con-
vention they are half-integer, and can be easily read of the following picture:
❅
❅
❅
i.e. one has to cut the diagram by the main diagonal and just take the areas of the
rows and columns starting from the diagonal cells. For example, the Young diagram
from the picture has {pi} = {
9
2
, 5
2
, 3
2
} and {qi} = {
9
2
, 5
2
, 1
2
}.
The states in the dual to Hσ module can be obtained by the Hermitian conjugation
〈σ, Y | = 〈σ|
∏
i
ψ˜σqiψ
σ
pi
. (2.14)
Our main aim in what follows is to compute the matrix elements of the operator
Vν(1) = Vν between the arbitrary fermionic states
Z(ν|Y ′, Y ) = 〈θ + ν, Y ′|Vν(1)|Y, θ〉 . (2.15)
The most straightforward way is to use explicit bosonic representation (2.5) of the
vertex operator
Z(ν|Y ′, Y ) = 〈σ + ν|
∏
j
ψ˜q′jψp′jV
−
ν V
+
ν e
νQ
∏
i
ψ˜−piψ−qi|σ〉 =
= 〈0|
∏
j
V −−νψ˜q′jV
−
ν · V
−
−νψp′jV
−
ν
∏
i
V +ν ψ˜−piV
+
−ν · V
+
ν ψ−qiV
+
−ν |0〉 =
= 〈0|
∏
j
(V −ν )
−1ψ˜q′jV
−
ν · (V
−
ν )
−1ψp′jV
−
ν
∏
i
V +ν ψ˜−pi(V
+
ν )
−1 · V +ν ψ−qi(V
+
ν )
−1|0〉 .
(2.16)
It is easy to understand from (2.3) and (2.5) that the consequent triple products of
operators in this formula can be considered as certain adjoint action, or just conjuga-
tions of the fermions, which turn under such action just into the linear combinations
of themselves. At the level of generating functions it looks like
V +ν ψ˜(z)(V
+
ν )
−1 = (1− z)νψ˜(z) , V +ν ψ(z)(V
+
ν )
−1 = (1− z)−νψ(z) ,
(V −ν )
−1ψ˜(z)V −ν =
(
1−
1
z
)ν
ψ˜(z) , (V −ν )
−1ψ(z)V −ν =
(
1−
1
z
)−ν
ψ(z) ,
(2.17)
or, more generally
Vν(w)
−1ψ˜σ+ν(z)Vν(w) =
( z
w
)ν
exp
(
ν
∑
n∈Z
′ 1
n
zn
wn
)
ψ˜σ(z) ,
Vν(w)
−1ψσ+ν(z)Vν(w) =
( z
w
)−ν
exp
(
−ν
∑
n∈Z
′ 1
n
zn
wn
)
ψσ(z) ,
(2.18)
where the formal series in the r.h.s. can be rewritten with the help of the Fourier
transformation as
exp
(
ν
∑
n∈Z
′ zn
n
)
=
sin πν
π
∑
k∈Z
zk
k + ν
. (2.19)
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This is a particular case of transformations from GL(∞), realized by∑
ars : ψ˜−rψs :∈ gl(∞), ars →∞, |r − s| → ∞ , (2.20)
moreover, corresponding to the situation, when ars = ar−s (a well known example of
such transformation is generated by the currents Jn =
∑
r : ψ˜rψn−r : from (2.4)). It is
true in the most general case: if one computes any matrix elements of such operator,
they always can be expressed in terms of those with only two extra fermion insertions,
i.e. we do not need an explicit form of the operator Vν = V
−
ν V
+
ν – just the only fact
of the adjoint action, and we are going to use this property in more complicated non
Abelian situation below.
In particular, one can compute (2.16) first using the Wick theorem
Z(ν|Y ′, Y ) = det
(
〈σ + ν|ψ˜q′jψp′jVν |σ〉 〈σ + ν|ψ˜q′jVνψ−qi|σ〉
−〈σ + ν|ψp′jVνψ˜−pi|σ〉 〈σ + ν|Vνψ˜−piψ−qi |σ〉
)
= detGν (2.21)
and then to apply (2.17) to the matrix elements in (2.21).
2.2 Matrix elements and Nekrasov functions
The two-fermion matrix elements of the matrix G = Gν (its rows are labeled by
{xa} = {q
′
j} ∪ {−pi}, whereas columns are labeled by {yb} = {p
′
j} ∪ {−qi}, here
we denote by p and q some positive half-integer numbers) are expressed as
G(q′, p′) = 〈0|ψq′ψ˜p′V
−
ν |0〉 =
q′− 1
2∑
m=0
(ν)m
m!
(−ν)p′+q′−m
(p′ + q′ −m)!
,
G(−p,−q) = 〈0|V +ν ψ−pψ˜−q|0〉 =
q− 1
2∑
n=0
(−ν)n
n!
(ν)p+q−n
(p+ q − n)!
,
G(−p, p′) = −〈0|ψ˜p′V
−
ν V
+
ν ψ−p|0〉 = −
p′− 1
2∑
m=0
(−ν)m
m!
(ν)m+p−p′
(m+ p− p′)!
,
G(q′,−q) = 〈0|ψq′V
−
ν V
+
ν ψ˜−q|0〉 =
q− 1
2∑
n=0
(−ν)n
n!
(ν)n+q′−q
(n+ q′ − q)!
.
(2.22)
These expressions are easily computed, using adjoint action (2.17) for the components
V +ν ψ−p(V
+
ν )
−1 =
∞∑
m=0
(ν)m
m!
ψ−p+m, V
+
ν ψ˜−q(V
+
ν )
−1 =
∞∑
m=0
(−ν)m
m!
ψ˜−q+m
(V −ν )
−1ψqV
−
ν =
∞∑
m=0
(ν)m
m!
ψq−m, (V
−
ν )
−1ψ˜pV
−
ν =
∞∑
m=0
(−ν)m
m!
ψ˜p−m
(2.23)
with (ν)m = ν(ν + 1) . . . (ν +m− 1), (ν)0 = 1, and there are explicit formulas for the
sums in the r.h.s. of (2.22)
b∑
m=0
(ν)m
m!
(−ν)a−m
(a−m)!
=
(ν)b+1(−ν)a−b
νab!(a− b− 1)!
b∑
m=0
(−ν)m
m!
(ν)a+m
(a +m)!
= −
(−ν)b+1(ν)a+b+1
ν(a + ν)b!(a + b)!
(2.24)
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which can be easily proven by induction. It allows to rewrite matrix elements (2.22)
in the factorized form
G(q′, p′) =
1
ν(p′ + q′)
(ν)q′+ 1
2
(−ν)p′+ 1
2
(q′ − 1
2
)!(p′ − 1
2
)!
,
G(−p,−q) = −
1
ν(p + q)
(ν)p+ 1
2
(−ν)q+ 1
2
(p− 1
2
)!(q − 1
2
)!
,
G(−p, p′) =
1
ν(p− p′ + ν)
(ν)p+ 1
2
(−ν)p′+ 1
2
(p− 1
2
)!(q′ − 1
2
)!
,
G(q′,−q) = −
1
ν(q′ − q + ν)
(ν)q′+ 1
2
(−ν)q+ 1
2
(q − 1
2
)!(q′ − 1
2
)!
.
(2.25)
The determinant from (2.21) can be therefore written as
det
a,b
G(xa, yb) =
∏
j
(−ν)p′j+ 12
(ν)q′j+
1
2
ν(p′j −
1
2
)!(q′j −
1
2
)!
∏
i
(ν)pi+ 12
(−ν)qi+ 12
ν(pi −
1
2
)!(qi −
1
2
)!
· det
a,b
G˜(x˜a, y˜b) (2.26)
where now for two new sets {x˜a} = {q
′
j} ∪ {−pi − ν}, {y˜b} = {−p
′
j} ∪ {qi − ν}
G˜(x˜a, y˜b) =
sgn(x˜ay˜b)
x˜a − y˜b
, (2.27)
and the corresponding determinant can be computed using the Cauchy determinant
formula
det
a,b
1
x˜a − y˜b
=
∏
a<b(x˜a − x˜b)
∏
a>b(y˜a − y˜b)∏
ab(x˜a − y˜b)
,
so one gets finally
Z(ν|Y ′, Y ) = ±
∏
j
(−ν)p′j+ 12
(ν)q′j+ 12
ν(p′j −
1
2
)!(q′j −
1
2
)!
∏
i
(ν)pi+ 12
(−ν)qi+ 12
ν(pi −
1
2
)!(qi −
1
2
)!
×
×
∏
i>j(p
′
i − p
′
j)
∏
i<j(pi − pj)
∏
i>j(q
′
i − q
′
j)
∏
i<j(qi − qj)
∏
ij(q
′
i + pj + ν)
∏
ij(p
′
i + qj − ν)∏
ij(p
′
i + q
′
j)
∏
ij(pi + qj)
∏
ij(q
′
i − qj + ν)
∏
ij(pi − p
′
j + ν)
(2.28)
It is easy to see that this expression has the structure
Z(ν|Y ′, Y ) = ±
Zb(ν|Y
′, Y )
Z
1
2
0 (Y
′)Z
1
2
0 (Y )
(2.29)
where
Z
1
2
0 (Y ) =
∏
i
(
pi −
1
2
)
!
(
qi −
1
2
)
!
∏
ij(pi + qj)∏
i<j(qi − qj)
∏
i<j(pi − pj)
, (2.30)
while
Zb(ν|Y
′, Y ) =
∏
i
ν−1(−ν)p′i+ 12
(ν)q′i+
1
2
∏
j
ν−1(−ν)qj+ 12
(ν)pj+ 12
×
×
∏
ij(q
′
i + pj + ν)
∏
ij(p
′
i + qj − ν)∏
ij(q
′
i − qj + ν)
∏
ij(p
′
i − pj − ν)
.
(2.31)
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In this normalization one can check that
Zb(ν|Y
′, Y ) = ±
∏
t∈Y
(1 + aY (t) + lY ′(t) + ν)
∏
s∈Y ′
(1 + aY ′(s) + lY (s)− ν) (2.32)
is exactly the Nekrasov bi-fundamental function of the U(1) gauge theory at c = 1 or
ǫ1 + ǫ2 = 0. Notice also that
Zb(0|Y, Y ) = Z
1
2
0 (Y )Z
1
2
0 (Y ) =
∏
s∈Y
(1 + aY (s) + lY (s))
2 = ZV (Y )
−1
(2.33)
is Nekrasov function for the pure U(1) gauge theory, which corresponds to the Plancherel
measure on partitions [6].
2.3 Riemann-Hilbert problem
The following simple observation is extremely important for our generalizations below.
Consider the correlator
〈θ|Vν(1)ψ˜
σ(z)ψσ(w)|σ〉 = δθ,σ+ν
zσw−σ(1− z)ν(1− w)−ν
z − w
(2.34)
which is easily computed using bosonization rules (2.3). One finds then, that
(z − w)〈θ|Vν(1)ψ˜
σ(z)ψσ(w)|σ〉 = φ(z)φ(w)−1 (2.35)
is expressed actually through the solutions of a simple linear system
dφ(z)
dz
= φ(z)
(
σ
z
+
ν
z − 1
)
(2.36)
It means that this linear system can be used to define all two-fermion matrix elements,
e.g. in the region 1 > |z| > |w|
〈θ|Vν(1)ψ˜
σ(z)ψσ(w)|σ〉 =
∑
p,q
1
zp+
1
2
−σwq+
1
2
+σ
〈θ|Vν(1)ψ˜
σ
pψ
σ
q |σ〉 (2.37)
and together with the Wick theorem it defines all matrix elements, or just the vertex
operator Vν , uniquely – up to a numeric factor. In its turn the linear system itself is
determined by the monodromy properties (here very simple) of φ(z) at z = 0 and z = 1
(and related to them monodromy at z =∞). Hence, the problem of computation of the
two-fermion correlation functions can be reformulated in terms of a Riemann-Hilbert
problem.
2.4 Remarks
• Formulas (2.28), (2.31) give a very explicit representation for the matrix element
and bi-fundamental Nekrasov function in terms of the Frobenius coordinates
of the corresponding Young diagrams (this representation, for example, is far
more adapted for practical computation, than the formulas (2.32)). However,
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it is sometimes not easy to see directly, that these formulas possess some nice
properties: for example satisfy the “sum rules” like∑
Y
t|Y |
Zb(α1|∅, Y )Zb(α2|Y, ∅)
Z0(Y )
=
∑
Y
t|Y |Z(α1|∅, Y )Z(α2|Y, ∅) =
=
∑
Y
t|Y |〈0|eiα1φ(1)|Y, 0〉〈Y, 0|eiα2φ(1)|0〉 = (1− t)α1α2
(2.38)
where the r.h.s. immediately follows from resolution of unity and the correlator
of two exponentials
〈0|eiα1φ(1)eiα2φ(t)|0〉 = (1− t)α1α2 (2.39)
which is instructive to compare with the computation from [21, 22].
• One can also easily extract some useful information from particular cases of (2.34),
which include a nice identity (cf. with [7, 8])
(1− z)ν(1− w)−ν
z − w
=
1
z − w
+
∞∑
a,b=0
(−ν)a+1(ν)b+1
(a+ b+ 1)νa!b!
zawb (2.40)
containing some part of the matrix elements from (2.25).
• According to (2.7)
ψ˜(z + t/2)ψ(z − t/2) =
1
t
: exp
(∫ z+t/2
z−t/2
J(ξ)dξ
)
: (2.41)
Expansion into the powers of t gives the infinite series of the currents of W1+∞
algebra
: ψ˜(z + t/2)ψ(z − t/2) :=
1
t
:
(
exp
(∫ z+t/2
z−t/2
J(ξ)dξ
)
− 1
)
:=
=
∑
k>0
tk−1
(k − 1)!
Uk(z)
(2.42)
where explicitly
U1(z) = J(z), U2 =
1
2
: J(z)2 :, U3 =
1
3
(
: J(z)3 : +
1
4
∂2J(z)
)
, . . . (2.43)
and one implies bosonic normal ordering for the bosons and fermionic for the
fermions. These formulas have been used many times (see e.g. [23, 24, 6, 7, 28]) to
relate the generators of the W1+∞ algebra with the fermionic bilinear operators,
and we just recall them in order to generalize below to much less trivial non
Abelian case.
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3 Non-Abelian U(N) theory
3.1 Nekrasov functions
Consider now more general case of Nekrasov functions, corresponding to the U(N)
non-Abelian theory. They can be expressed in terms of U(1) functions (2.31), (2.32)
by the following product formula
Zˆb(θ
′, ν, θ|Y ′,Y ) =
N∏
α,β=1
Zb(ν − θ
′
α + θβ|Y
′
α, Yβ) (3.1)
For the diagonal elements Zˆ0(θ|Y ) = Zˆb(θ, 0, θ|Y ,Y ) one gets
Zˆ0(θ|Y ) =
N∏
α,β=1
Zb(−θα + θβ |Yα, Yβ) = ±
∏
i<j
Z2b (−θα + θβ|Yα, Yβ) ·
∏
α
Z0(Yα) (3.2)
or, after taking the square root, just
Zˆ
1
2
0 (θ|Y ) =
∏
α<β
Zb(−θα + θβ |Yα, Yβ) ·
∏
α
Z
1
2
0 (Yα) (3.3)
Now for simplicity it is better to replace θ′α − ν 7→ θ
′
α or θα + ν 7→ θα, then ν simply
disappears from (3.1). Consider now the normalized matrix element
Zˆ(θ′, θ|Y ′,Y ) =
Zˆb(θ
′, θ|Y ′,Y )
Zˆ
1
2
0 (θ
′|Y ′)Zˆ
1
2
0 (θ|Y )
=
=
N∏
α,β=1
Zb(−θ
′
α + θβ|Y
′
α, Yβ)∏
α<β Zb(−θα + θβ |Yα, Yβ)
∏
α
Z
1
2
0 (Yα) ·
∏
α<β Zb(−θ
′
α + θ
′
β|Y
′
α, Y
′
β) ·
∏
α
Z
1
2
0 (Y
′
α)
(3.4)
Using representation (2.28), (2.31) for the U(1) functions in terms of the Frobenius
coordinates, one finds that the ratio of products of the elementary Cauchy determinants
from there is actually combined into more sophisticated unique Cauchy determinant
Zˆ(θ′, θ|Y ′,Y ) = det
IJ
1
xI − yJ
×
×
∏
i,α
f1,α(θ
′, θ, p′α,i)f2,α(θ
′, θ, q′α,i)f1,α(θ, θ
′, pα,i)f2,α(θ, θ
′, qα,i)
(3.5)
with two multi-sets of variables entering the determinant of the form
{xI} = {−q
′
α,i − θ
′
α} ∪ {pα,i − θα}
{yI} = {p
′
α,i − θ
′
α} ∪ {−qα,i − θα}
(3.6)
up to quite nontrivial diagonal part, which can be still read from (2.28) and (3.4),
giving the following factors for (3.5)
f1,α(θ, θ
′, pα,i) =
1
(pα,i −
1
2
)!
∏
β
(θ′β − θα)pα,i+ 12√
θ′β − θα
∏
β 6=α
√
θβ − θα
(θβ − θα)pα,i+ 12
f2,α(θ, θ
′, qα,i) =
1
(qα,i −
1
2
)!
∏
β
(θα − θ
′
β)qα,i+ 12√
θα − θ′β
∏
β 6=α
√
θα − θβ
(θα − θβ)qα,i+ 12
(3.7)
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Existence of the determinant formula (3.5) is very important, since it actually implies
that Nekrasov functions Zˆ(θ′, θ|Y ′,Y ) can be identified with the matrix elements of
some vertex operator, characterized as in the Abelian U(1) case by its adjoint action,
which is still a linear transformation but now of the N -component fermions. We are
going indeed to introduce this vertex operator below using the theory of (N -component)
free fermions, generalizing the Abelian case considered above. In general situation this
operator is characterized by solution to auxiliary linear problem on sphere with three
marked points, while explicit formulas of this section just correspond to particular case
of the hypergeometric-type solutions.
3.2 N-component free fermions
Hence, consider the generalization of the free-fermionic construction from U(1) to the
non-Abelian U(N) case. First, introduce the algebra
{ψα,r, ψβ,s} = 0 , {ψ˜α,r, ψ˜β,s} = 0 ,
{ψ˜α,r, ψβ,s} = δα,βδr+s,0
r, s ∈ Z+ 1
2
, α, β = 1, . . . , N
(3.8)
of the canonical anticommutation relations for the components of the fermionic fields
with free first-order action S = 1
π
∑N
α=1
∫
Σ
d2zψ˜α∂ψα, so that (3.8) are equivalent to
the operator product expansions
ψ˜α(z)ψβ(w) =
δαβ
z − w
+ Jαβ(w) +O(z − w)
ψα(z)ψβ(w) = reg. ψ˜α(z)ψ˜β(w) = reg.
(3.9)
Similarly to (2.3) it is also possible and useful to introduce the bosonization formulas
for these fermionic fields
ψ˜α(z) = exp
(
−
∑
n<0
Jα,n
nzn
)
exp
(
−
∑
n>0
Jα,n
nzn
)
eQαzJα,0ǫα(J0)
ψα(z) = exp
(∑
n<0
Jα,n
nzn
)
exp
(∑
n>0
Jα,n
nzn
)
e−Qαz−Jα,0ǫα(J0)
(3.10)
Here Jα,n form the Heisenberg algebra
[Jα,n, Jβ,m] = nδαβδm+n,0, [J0,α, Qβ ] = δαβ (3.11)
and ǫα(J0) =
∏α−1
β=1(−1)
J0,β , we may also note that ǫα(x + y) = ǫα(x)ǫβ(y). These
extra sign factors do the same as the Jordan-Wigner transformation: they convert
commuting objects into the anticommuting ones.
A standard representation of this algebraHσ is constructed from the vacuum vector
|σ〉, with the charges J0|σ〉 = σ|σ〉 and killed by all positive modes
ψσα,r>0|σ〉 = 0 , ψ˜
σ
α,r>0|σ〉 = 0 . (3.12)
Basis vectors of this representation can be given by
|{pα,i}, {qα,i},σ〉 =
N∏
α=1
|pα,i|∏
i=1
ψ˜α,−pα,i
|qα,j |∏
j=1
ψα,−qα,j
 |σ〉 (3.13)
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The letters pα,i and qα,i, at least in the case when #pα = #qα, should be interpreted as
Frobenius coordinates of the N -tuple of the Young diagrams. It will be also convenient
in what follows to use the vacuum-shifting operators P nα
P 0α = 1, P
n<0
α = ψ
σ
α,n+ 1
2
ψσ
α,n+ 3
2
. . . ψσ
α,− 1
2
|σ〉 ,
P n>0α = ψ˜
σ
α,−n+ 1
2
ψ˜σ
α,−n+ 3
2
. . . ψ˜σ
α,− 1
2
|σ〉
(3.14)
and the corresponding states
|n,σ〉 =
N∏
α=1
P nαα |σ〉 . (3.15)
in particular for the vectors n = ±1β with components nα = ±δαβ .
3.3 Level one Kac-Moody and W-algebras
Consider the W-algebras for g = sl(N) series, possibly extended to gl(N) where we
shall call it WN ⊕H . Their generators in current representation can be identified with
the symmetric functions of the normally ordered currents J(z) ∈ h ⊂ g with the values
in Cartan subalgebra, or equivalently, up to a coefficient, as certain “Casimir elements”
in the universal enveloping U(ŝl(N)1). The Virasoro central charge at level k = 1 is
c =
k dim g
k + CV
=
N2 − 1
1 +N
= N − 1 (3.16)
When embedded to U(ĝl(N)1) this current algebra has nice representation in terms of
the multi-component free holomorphic fermionic fields
Jαβ(z) =: ψ˜α(z)ψβ(z) :, α, β = 1, . . . , N (3.17)
The WN -algebra can be defined in terms of invariant Casimir polynomials of the cur-
rents, commuting with the screening charges Qαβ =
∮
Jαβ(z) (it is enough to require
commutativity only with those, corresponding to the positive simple roots). Then
the W-generators turn to be just the symmetric polynomials of the diagonal Cartan
currents Jα = Jαα(z) ∈ h, i.e.
Wn(z) =
∑
α1<α2<...<αn
: Jα1(z)Jα2(z) . . . Jαn(z) : , n = 1, . . . , N (3.18)
One can consider the representations of U(ĝl(N)1) andWN⊕H inH
σ. For this purpose
it is convenient to introduce the generating functions
ψσα (z) =
∑
r∈Z+ 1
2
ψσα,r
zr+
1
2
+σα
, ψ˜σα (z) =
∑
r∈Z+ 1
2
ψ˜σα,r
zr+
1
2
−σα
. (3.19)
where shifts of the powers of the coordinate z come naturally, e.g. from the bosonization
formulas (3.10). For these fields instead of (3.9) one gets
ψ˜σα (z)ψ
σ
β (w) = δαβ
zσαw−σα
z − w
+ : ψ˜σα (z)ψ
σ
β (w) : =
=
δαβ
z − w
+ δαβ
σα
w
+ : ψ˜σα (w)ψ
σ
β (w) : +O(z − w) ,
(3.20)
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then it is clear that the modes of Jσαβ(w) from (3.9) acquire in this representation the
form
Jσαβ,n = δαβδn,0σα +
∑
p∈Z+ 1
2
: ψ˜σα,n−pψ
σ
β,p : (3.21)
As in the U(1) case (see (2.42)) in the fermionic realization of WN ⊕H , then one can
choose the set of generators in a form of the fermionic bilinears:
∑
α
ψ˜σα (z +
t
2
)ψσα (z −
t
2
) =
N
t
+
∞∑
k=1
tk−1
(k − 1)!
Uσk (z) . (3.22)
The l.h.s. of this formula gives
ψ˜σα (z +
t
2
)ψσα (z −
t
2
) =
1
t
(
1 + t
2z
1− t
2z
)σα
+
+
1
t
∑
m∈Z
1
zm
t
z
(1 + t
2z
)m+1
∑
p∈Z+ 1
2
(
1 + t
2z
1− t
2z
)p+ 1
2
+σα
: ψ˜σm−p,αψ
σ
α,p : .
(3.23)
Introducing two collections of polynomials 1(
1 + x
2
1− x
2
)p
= 1 +
∞∑
k=0
uk(p)
xk
(k − 1)!
,
x
(1 + x
2
)m+1
(
1 + x
2
1− x
2
)p+ 1
2
=
∞∑
k=1
vk,m(p)
xk
(k − 1)!
,
(3.25)
the generators in the r.h.s. of (3.22) explicitly become
Uσk,m =
∑
α
(
δm,0uk(σα) +
∑
p∈Z
vk,m(p+ σα) : ψ˜
σ
α,m−pψ
σ
p,α :
)
. (3.26)
This set of generators ofWN⊕H contains commuting zero modes U
σ
k,0 which were shown
to play an important role in the study of the extended Seiberg-Witten theory and AGT
correspondence [6, 25, 28, 26]. It is also important to notice that commutation relations
between these generators are linear, the only place when the non-linearity appears are
the relations between these generators.
Using the bosonization rules (3.10) one can rewrite these generators in the conven-
tional form. To perform explicit splitting of this algebra into WN ⊕H it is convenient
1One can also notice at the level of the generating functions (3.25) that
vk,0(p) = uk(p+
1
2
)− uk(p−
1
2
) .
First polynomials are given explicitly by
u1(p) = p, u2(p) =
p2
2
, u3(p) =
p3
3
+
p
6
,
u4(p) =
p4
4
+
p2
2
, u5(p) =
p5
5
+ p3 +
3p
10
, . . .
(3.24)
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to redefine Jα(z) 7→ Jα(z) + j(z), where the new currents already satisfy the condition∑
Jα = 0 and the operator product expansions (OPE)
j(z)j(w) =
1
N
(z − w)2
+ reg. Jα(z)Jβ(w) =
δαβ −
1
N
(z − w)2
+ reg. (3.27)
Now we take the bilinear expression∑
α
ψ˜α(z +
t
2
)ψα(z −
t
2
) =
∑
α
: eiϕ(z+
t
2
)+iφα(z+
t
2
) :: e−iϕ(z−
t
2
)−iφα(z−
t
2
) : =
=
1
t
: eiϕ(z+
t
2
)−iϕ(z− t
2
) :
∑
α
: eiφα(z+
t
2
)−iφα(z−
t
2
) :
(3.28)
with j(z) = i∂ϕ, Jα(z) = i∂φα(z) and expand it into the powers of t. Comparing with
(3.22) we get the following formulas:
U1(z) = Nj(z), U2(z) = T (z) +
N
2
: j2(z) :,
U3(z) = W3(z) + 2NT (z)j(z) +
N
3
(
: j3(z) : +
1
4
∂2j(z)
)
,
U4(z) = −W4(z) +
1
2
(TT )(z) + 3W3(z)j(z) + 3 : j
2(z) : T (z)+
+
N
4
(
: j4(z) : + : j(z)∂2j(z) :
)
, U5(z) = . . .
(3.29)
where T (z) = −W2(z) is the stress-energy tensor, and (AB)(z) is the “interacting”
normal ordering
(AB)(z) =
∮
z
dw
w − z
A(w)B(z)
One find therefore, that one basis is related with the other by some complicated,
though explicit and triangular transformation. Here we can see that generators Uk(z)
are actually dependent, namely, if N = 3, then W4(z) = 0 and U4(z) becomes some
non-linear expression of the lower generators.
It is also easy to see that for the states (3.15)
Jσα,0|n,σ〉 = (σα + nα)|n,σ〉 , U
σ
k,0|n,σ〉 = uk(σ + n)|n,σ〉 ,
Uσk,m>0|n,σ〉 = 0.
(3.30)
It is sometimes useful to decompose the whole Hilbert space into the sectors Hσ =⊕
n∈ZN
Hσ
n
with fixed h ∈ gl(N) charges and also into the sectors Hσl =
⊕
∑
nα=l
Hσ
n
with
fixed overall u(1) = gl(1) charge. Summarizing all these facts we can formulate the
following
Theorem 1 Spaces Hσl are representations of ĝl(N)1, and for general σ spaces H
σ
n
are the Verma modules of WN ⊕H algebra with the highest weight vectors |σ,n〉 and
with basis vectors |Y ,n,σ〉, ∀Y .
Proof is extremely simple: ĝl(N)1 generators have zero fermionic gl1-charge, WN ⊕H
generators have zero charges with respect to the whole Cartan subalgebra h, so the
spaces Hσl and H
σ
n
are closed under the action of these algebras. We also know from
(3.30) that |σ,n〉 are the highest weight vectors of WN ⊕ H , so we have a non-zero
map from the Verma module to Hσ
n
, but this Verma module is generally irreducible
and has the same character tr qL0, so we actually have an isomorphism. 
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3.4 Free fermions and representations of W-algebras
Let us now illustrate how can free fermions appear in the theory withWN -symmetry at
integer central charges after inclusion of extra Heisenberg algebra. Construction below
is a straightforward generalization of the bosonization procedure from [27].
It is well-known [2, 3] that conformal theory with WN -symmetry contains two de-
generate fields Vµ1(z) and VµN−1(z), such that their W -charges are determined by the
highest weights of the fundamental (N) and antifundamental (N¯) representations, re-
spectively. Their dimensions are
∆(µi) =
1
2
µ2i =
N − 1
2N
, i = 1, N − 1 (3.31)
and they have the following fusion rules with arbitrary primary field
[µ1]⊗ [σ] = ⊕
N
α=1[σ + eα]
[µN−1]⊗ [σ] = ⊕
N
α=1[σ − eα]
(3.32)
where {±eβ} is the set of all weights of N and N¯. One can define now the vertex
operators
Ψα(z) =
∑
σ
Pσ+eαVµ1(z)Pσ, Ψ˜α(z) =
∑
σ
Pσ−eαVµN−1(z)Pσ (3.33)
which, due to extra projector operators, act only from one Verma module to another,
just extracting the corresponding term from the fusion rules (3.32). Using the general
structure of the OPE of two initial degenerate fields
Vµ1(z)VµN−1(w) =
(
1 · (z − w)
1−N
N +# · (z − w)
1+N
N T (w)
)
+
+(z − w)
1
N
∑
α∈roots(glN )
cαVα(w) + . . . ,
(3.34)
one finds, that Ψ˜α(z)Ψβ(w) = δαβ1 · (z − w)
1−N
N + reg., i.e. these fields look almost
like fermions, except for the wrong power in the OPE. To fix this let us add an extra
scalar field φ(z), such that
φ(z)φ(w) = −
1
N
log(z − w) + . . . (3.35)
and define the new, the true fermionic, vertex operators
ψα(z) = e
−iφ(z)Ψα(z), ψ˜α(z) = e
iφ(z)Ψ˜α(z), α = 1, . . . , N (3.36)
which have the canonical OPE (cf. with (3.9))
ψα(z)ψ˜β(w) =
δαβ
z − w
+ reg.
ψα(z)ψβ(w) = reg. ψ˜α(z)ψ˜β(w) = reg.
(3.37)
The rest is to understand, how to express the W-algebra generators in terms of these
free fermions. One can easily write for the structure of the sum
(z − w)−1/N
∑
α
Ψ˜α(z)Ψα(w) =
1
z − w
+# · (z − w)(L−21)(w)+
+#(z − w)2 · (L−1L−21) + #(z − w)
2 · (W−31)(w) + . . . =
=
1
z − w
+# · (z − w)T (w) + # · (z − w)2∂T (w) + # · (z − w)2W (w) + ...
(3.38)
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with some coefficients (and where we have used obvious notations for the descendants).
We do not need their exact numeric values at the moment, just the very fact that only
the unit operator 1 enters the r.h.s. of this OPE together with its descendants. Using
additionally the OPE of the U(1) factors
(z − w)1/Neiφ(z)e−iφ(w) =
=: exp
(
i(z − w)∂φ(w) +
1
2
i(z − w)2∂2φ(w) +
1
6
(z − w)3∂3φ(w)
)
:=
= 1 + (z − w)j(w) +
1
2
(z − w)2∂j(w) +
1
6
(z − w)3∂2j(w)+
+
1
2
(z − w)2 : j(w)2 : +
1
2
(z − w)3 : j(w)∂j(w) : +
1
6
(z − w)3j(w)3 + . . .
(3.39)
one can get∑
α
ψ˜α(z)ψα(w) =
1
z − w
+ j(w) + (z − w)
(
# · T (w) +
1
2
j(w) +
1
2
: j(w)2 :
)
+
+(z − w)2
(
# ·W (w) + # · j(w)T (w) +
1
6
∂2j(w) +
1
2
: j(w)∂j(w) : +
1
6
: j(w)3 :
)
+ ...
(3.40)
This formula states, how the standard W-generators can be expressed via the fermionic
bilinears by some triangular transformation, and its symmetric form is equivalent to
(3.28), (3.29).
4 Vertex operators and Riemann-Hilbert problem
4.1 Vertex operators and monodromies
Let us now turn to general construction of the monodromy vertex operator 2
Vν(t) : H
σ →Hθ (4.1)
Actually one can define only the operator Vν(1) due to conformal Ward identity
Vν(t) = t
−∆ν tL0Vν(1)t
−L0 (4.2)
and the operator Vν(1) is defined by the following three properties:
• Vν(1) is a (quasi)-group element, i.e.
Vν(1)H
σ (Vν(1))
−1 ⊆ Hθ, (Vν(1))
−1HθVν(1) ⊆ H
σ
As we discussed already in sect. 2 this fact actually implies that all correlators
of fermions in the presence of such an operator can be computed using the Wick
theorem.
• 〈θ|Vν(1)|σ〉 = 1, which is a kind of convenient normalization. Notice, however,
that vertex operator is defined by the adjoint action only up to some diagonal
factor S = exp(β), β ∈ h ⊂ gl(N). In what follows we shall restore these diagonal
factors when necessary.
2Notice, that we have here only the conservation of the “total charge”
∑
α σα +
∑
α να =
∑
α θα,
and apart of that their values are arbitrary.
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• All two-fermionic correlators give the solution for the 3-point Riemann-Hilbert
problem in the different regions
〈θ|Vν(1)ψ˜
σ
α (z)ψ
σ
β (w)|σ〉 = Kαβ(z, w), |z| ≤ 1, |w| ≤ 1
〈θ|ψ˜θα˙(z)ψ
θ
β˙
(w)Vν(1)|σ〉 = Kα˙β˙(z, w), |z| ≥ 1, |w| ≥ 1
〈θ|ψ˜θα˙(z)Vν(1)ψ
σ
β (w)|σ〉 = Kα˙β(z, w), |z| ≥ 1, |w| ≤ 1
−〈θ|ψθ
β˙
(w)Vν(1)ψ˜
σ
α (z)|σ〉 = Kαβ˙(z, w), |z| ≤ 1, |w| ≥ 1
(4.3)
In terms of some matrix kernels K(z, w) = Kν(z, w), where we have used {α, β}
and {α˙, β˙} to denote matrix indices, corresponding to different bases, associated
with the points z = 0 and z =∞ respectively.
By this moment the only claim is that this operator is uniquely defined by th
properties listed above, and this follows from the fact, that all matrix elements of the
quasi-group Vν(1) element are given by certain determinants of the matrices with the
entries, constructed from K(z, w). Existence of this operator is therefore obvious, since
one can compute all its matrix elements using the Wick theorem.
Now, we would like to specify the kernels K(z, w) first by their monodromy prop-
erties. We associate the basis at z = 0 with the eigenvectors of M0 ∼ e
2πiσ, while the
basis at z = ∞ with the eigenvectors of M∞ ∼ e
2πiθ (only the conjugacy classes of
these two matrices are fixed, and certainly in general [M0,M∞] 6= 0). We propose an
explicit form of the kernel
Kαβ(z, w) =
[φ(z)φ(w)−1]αβ
z − w
(4.4)
given in terms of the solution to the linear system
d
dz
φ(z) = φ(z)
(
A0
z
+
A1
z − 1
)
= φ(z)A(z) (4.5)
with A0 ∼ σ, A1 ∼ ν, A∞ ∼ θ and prescribed monodromies
γ0 : φαi(z) 7→
∑
β
(M0)αβφ(z)βi
γ∞ : φαi(z) 7→
∑
β
(M∞)αβφ(z)βi
(4.6)
also implying monodromy around z = 1, i.e. γ1 : φαi(z) 7→
∑
β(M1)αβφ(z)βi, with
M1 ∼ e
2πiν and M0M1M∞ = 1. Solutions for a linear system (4.5) can be expressed
themselves in terms of a fermionic correlators, namely
φαγ(z) =z · 〈θ|Vν(1)ψ˜α(z)| − 1γ,σ〉
φ−1γβ (z) =z · 〈θ|Vν(1)ψβ(z)|1γ ,σ〉
(4.7)
for some fixed normalization at z → 0. We are going to prove in next section, that
definitions (4.4) are indeed self-consistent and also consistent with (4.7), which fol-
lows from the generalized Hirota bilinear relations, satisfied by the monodromy vertex
operators.
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Actually, we have four different matrix kernels (4.4) with the indices αβ, αβ˙, α˙β,
α˙β˙, corresponding to all possible combinations of different regions. When we change
from one region to another one, then we have to change the basis of solutions, and this
transition can be given by some matrix Cαα˙ .
The expansion of these kernels, e.g. for 0 < z,w < 1
Kαβ(z, w) =
δαβ
z − w
+
∑
p,q>0
〈θ|Vν(1)ψ˜
α
−pψ
β
−q|σ〉z
p− 1
2
+σαwq−
1
2
−σβ =
=
δαβ
z − w
+
∑
p,q>0
Kαβpq z
p− 1
2
+σαwq−
1
2
−σβ
(4.8)
or at z, w > 1
Kα˙β˙(z, w) =
δα˙β˙
z − w
+
∑
p,q>0
〈θ|ψ˜α˙pψ
β˙
q Vν(1)|σ〉z
−p− 1
2
+θα˙w−q−
1
2
−θ
β˙ =
=
δα˙β˙
z − w
+
∑
p,q>0
K˜ α˙β˙pq z
−p− 1
2
+θα˙w−q−
1
2
−θ
β˙
(4.9)
give the corresponding matrix elements for the fermionic modes. The corresponding
matrix elements (Kαβpα,qβ and K˜
αβ
pα,qβ
) are in fact defined up to the factors sαs
−1
β which
comes from the ambiguity in normalization of the vertex operator. For any three mon-
odromy matrices M0M1M∞ = 1 one can fix all their invariant functions (e.g. traces)
and diagonalize M∞, but then one possible transformation survives: a simultaneous
conjugation
Mi 7→ S
−1MiS (4.10)
by diagonal S = diag(s1, . . . , sN). This gives vertex operators, actually different by
sJ0 factor with corresponding multiplicative renormalization of their matrix elements.
For special vertex operators with ν = νNej these matrix elements can be expressed
in terms of the products (3.7), for example
Kαβpα,qβ = 〈θ|Vν(1)|pα, qβ;σ〉 = 〈θ|Vν(1)ψ˜
α
−pαψ
β
−qβ |σ〉 =
=
1
pα + qβ − σα + σβ
f1,α(σ, θ + ν, pα)f2,β(σ, θ + ν, qβ)
K˜αβpα,qβ = 〈pα, qβ; θ|Vν(1)|σ〉 = 〈θ|ψ˜
α
pαψ
β
qβ
Vν(1)|σ〉 =
= −
1
pα + qβ − θα + θβ
f1,α(θ + ν,σ, pα)f2,β(θ + ν,σ, qβ)
(4.11)
We shall return to discussion of special case below in sect. 4.3.
The general formula for 2n-point fermionic correlator is given by the Wick formula
〈θ|
N∏
α˙=1
d′α˙∏
i=1
ψ˜θα˙(zα˙,i)ψ
θ
α˙(wα˙,i)Vν(1)
N∏
α=1
dα∏
i=1
ψ˜σα (zα,i)ψ
σ
α (wα,i)|σ〉 =
= 〈θ|Vν(1)|σ〉 · det
(
Kαβ(zα,i, wβ,j) Kαβ˙(zα,i, wβ˙,j)
Kα˙β(zα˙,i, wβ,j) Kα˙β˙(zα˙,i, wβ˙,j)
) (4.12)
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On the punctured unit circle |z| = |w| = 1, z 6= 1, w 6= 1 one has
Kα˙β(z, w) =
∑
α
Cαα˙Kαβ(z, w)
Kαβ˙(z, w) =
∑
β
Kαβ(z, w)
(
C−1
)β
β˙
(4.13)
It follows then from (4.12), that there are two operator identities
ψ˜θα˙(z)Vν(1) =Vν(1)
∑
α
Cαα˙ ψ˜
σ
α (z)
ψθα˙(z)Vν(1) =Vν(1)
∑
α
ψσα (z)(C
−1)αα˙
(4.14)
Actually, these identities are enough to define the operator Vν(1). The simplest quan-
tity to compute is
Vν(1)ψ
σ
α,rVν(1)
−1 =
∮
|z|=1
dz
2πi
zr−
1
2
+σαVν(1)ψ
σ
α (z)Vν(1)
−1
(4.15)
Using (4.14) one can rewrite this equivalently as
Vν(1)ψ
σ
α,rVν(1)
−1 =
∑
β
Cβα
∮
|z|=1
dz
2πi
zr−
1
2
+σαψθβ(z) =
=
∑
β,s
Cβα
∮
|z|=1
dz
2πi
zr−s−1+σα−θβψθβ,s =
∑
β,s
Cβα
2π∫
0
dφ
2π
e2πi(r−s+σα−θβ)φψθβ,s =
=
∑
β,s
Cβα
−i(e2πi(σα−θβ) − 1)
r − s+ σα − θβ
ψθβ,s
(4.16)
In principle, this formula includes all possible information about Vν(t). Now it is easy
to prove
Theorem 2 Vν(t) is a primary field of the conformal WN⊕H algebra with the highest
weights uk(ν).
Proof: First we notice that due to (4.14) and to the definitions (4.2), (3.22) one has
Uθk (z)Vν(t) = Vν(t)U
σ
k (z) (4.17)
in the region |z| = t, z 6= t. This means that Uk(z) are actually single-valued operators
(with trivial monodromies). Actually, we have already proved in Theorem 1 that states
|σ〉 are highest weight vectors, so
〈θ| . . . Uk(z)|σ〉 =
(
uk(σ)
zk
+ less singular
)
〈θ| . . . |σ〉 (4.18)
and, since (4.5) is symmetric under the permutation of the singular points, one can
also conclude, that for a different point
〈θ| . . . Uk(z)Vν(t) . . . |σ〉 =
(
uk(ν)
(z − t)k
+ less singular
)
〈θ| . . . Vν(t) . . . |σ〉 (4.19)
so (Uk,n>0Vν)(t) = 0, and it means, that Vν(t) is just a primary field. 
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4.2 Generalized Hirota relations
Now consider any operator O with linear adjoint action on fermions
O−1ψα,rO =
∑
s,β
ROrα,sβψβ,s , O
−1ψ˜α,−rO =
∑
s,β
ψ˜β,−s(R
O)−1sβ,rα (4.20)
which is generally a relabeling of a GL(∞) transformation for a single fermion. It leads
to a standard statement of commutativity of two operators in H⊗H
O ⊗O
∑
r,α
ψα,−r ⊗ ψ˜α,r =
∑
r,α
ψα,−r ⊗ ψ˜α,rO ⊗O (4.21)
which is an operator form of the bilinear Hirota relation [29, 30].
Let us now point out, that we have already introduced by (4.14) a particular subclass
of general transformations (4.20)
V −1ψα˙(z)V =
∑
α
(C−1)αα˙ψα(z) , V
−1ψ˜α˙(z)V =
∑
α
Cαα˙ ψ˜α(z) (4.22)
where C and C−1 can be now interpreted as monodromy matrices: one can consider
(4.22) as a linear relation between two analytic continuations of the fermionic fields at
|z| = 1 towards z → ∞ and z → 0, preserving the OPE ψ˜(z)α(z)ψβ(z
′) =
δαβ
z−z′
+ . . ..
An immediate consequence of (4.22) is
Theorem 3 The Fourier modes of the bilinear operators
I(z) =
∑
α
ψα(z)⊗ ψ˜α(z) =
∑
k∈Z
Ik
zk+1
I†(z) =
∑
α
ψ˜α(z)⊗ ψα(z) =
∑
k∈Z
I†k
zk+1
(4.23)
commute with Vν(t)⊗ Vν(t) in the sense
Iθk · Vν(t)⊗ Vν(t) = Vν(t)⊗ Vν(t) · I
σ
k
I†
θ
k · Vν(t)⊗ Vν(t) = Vν(t)⊗ Vν(t) · I
σ
k
(4.24)
Proof: First we notice that
Iθ(z) · Vν(t)⊗ Vν(t) = Vν(t)⊗ Vν(t) · I
σ(z) (4.25)
holds at |z| = t, z 6= t, due to (4.14)∑
α
ψθα(z)⊗ ψ˜
θ
α(z) · Vν(t)⊗ Vν(t) = Vν(t)⊗ Vν(t)
∑
α,β˙,γ˙
(C−1)β˙αC
γ˙
αψ
σ
β˙
(z)⊗ ψ˜σγ˙ (z) =
= Vν(t)⊗ Vν(t)
∑
β˙
ψσ
β˙
(z)⊗ ψ˜σ
β˙
(z)
(4.26)
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To continue this equality to z = t one has just to check that Iθ(z) · Vν(t) ⊗ Vν(t) is
regular. Due to the symmetry of (4.5) this is the same as to check that Iσ(z) · |σ〉⊗|σ〉
is regular. Since,
Iσ(z) · |σ〉 ⊗ |σ〉 =
∑
α
∑
n<0
ψσα,n|σ〉
zn+
1
2
+σα
⊗
∑
m<0
ψ˜σα,m|σ〉
zm+
1
2
−σα
=
=
∑
α
ψσ
α,− 1
2
|σ〉 ⊗ ψ˜σ
α,− 1
2
|σ〉+O(z)
(4.27)
this expression is regular, this completes the proof. 
Let us notice that we have also got the equalities
Iσk≥0 · |σ〉 ⊗ |σ〉 = 0, I
†σ
k≥0 · |σ〉 ⊗ |σ〉 = 0 (4.28)
while, for example
I†−1|θ〉 ⊗ |θ〉 =
∑
α
ψ˜α,−1/2 ⊗ ψα,−1/2|θ〉 ⊗ |θ〉 =
∑
α
|1α, θ〉 ⊗ | − 1α, θ〉
I−1|θ〉 ⊗ |θ〉 =
∑
α
ψα,−1/2 ⊗ ψ˜α,−1/2|θ〉 ⊗ |θ〉 =
∑
α
| − 1α, θ〉 ⊗ |1α, θ〉
(4.29)
but
〈θ| ⊗ 〈θ| · I†−1 = 〈θ| ⊗ 〈θ| · I−1 = 0 (4.30)
We shall see below, that existence of extra bilinear operator relations lead actually to
the infinite number of Hirota-like equations for the τ -function.
Let us also notice that operator tL0 belongs to the quasigroup, but it does not
commute with Ik:
tL0I(z)t−L0 = tI(tz) (4.31)
which means that tL0Ikt
−L0 = t−k. So, in principle, vertex operator can contain some
factors tL0i , but in such a combination with
∏
ti = 1.
Now we are ready to prove, that the correlation functions (4.3) (and in fact any cor-
relation function 〈θ∞|Oψ˜α(z)ψβ(w)|θ0〉 = 〈θ∞|Vθn−2(tn−2) . . . Vθ1(t1)ψ˜α(z)ψβ(w)|θ0〉
with two fermions) can be decomposed into two correlation functions with a single
fermion insertion. In addition to (4.29), (4.30) one has to compute commutator of this
operator with ψ˜ ⊗ ψ using the contour integral representation[
I−1, ψ˜α(z)⊗ ψβ(w)
]
=
∮
z
+
∮
w
 dx
x
∑
γ
ψγ(x)⊗ ψ˜γ(x) · ψ˜α(z)⊗ ψβ(w) =
=
∮
z
dx
x
∑
γ
δγα
x− z
⊗ ψ˜γ(x)ψβ(w) +
∮
w
dx
x
∑
γ
ψγ(x)ψ˜α(z)⊗
δγβ
x− w
=
=
1
z
· 1⊗ ψ˜α(z)ψβ(w) +
1
w
· ψβ(w)ψ˜α(z)⊗ 1
(4.32)
Inserting this operator identity inside the correlation functions, and using (4.29), (4.30)
we get
0 = 〈θ∞| ⊗ 〈θ∞| · I−1 · O ⊗O · ψ˜α(z)⊗ ψβ(w) · |θ0〉 ⊗ |θ0〉 =
= 〈θ∞| ⊗ 〈θ∞| · O ⊗O · ψ˜α(z)⊗ ψβ(w)
∑
γ
| − 1γ, θ0〉 ⊗ |1γ, θ0〉+
+
(
1
z
−
1
w
)
〈θ∞|O|θ0〉 · 〈θ∞|Oψ˜α(z)ψβ(w)|θ0〉
(4.33)
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The first term in the r.h.s. is equal to the bilinear combination of the correlation
functions with a single fermion insertion, so one gets finally
〈θ∞|Oψ˜α(z)ψβ(w)|θ0〉〈θ∞|O|θ0〉 =
=
zw
z − w
∑
γ
〈θ∞|Oψ˜α(z)| − 1γ , θ0〉〈θ∞|Oψβ(w)|1γ, θ0〉
(4.34)
which for O = Vν(1) gives the relation between (4.7) and (4.4). Substituting here
the OPE ψ˜α(z)ψβ(w) =
δαβ
z−w
+ reg. and taking residue at z → w one also proves that
matrices in (4.7) are indeed inverse to each other.
4.3 Riemann-Hilbert problem: hypergeometric example
A hypergeometric solution to the Riemann-Hilbert problem with three singular points
at z = 0, 1,∞ can be given by the following formulas
φ(z) =
(
zβF(α, β, ν|z) −z1+βC(α, β, ν)F(α, 1 + β, ν|z)
−z1−βC(α,−β, ν)F(α, 1− β, ν|z) z−βF(α,−β, ν|z)
)
,
φ−1(z) =
(
z−βF(−α,−β,−ν|z) z1+βC(α, β, ν)F(α, 1 + β,−ν|z)
z1−βC(α,−β, ν)F(α, 1− β,−ν|z) zβF(α, β,−ν|z)
)
where we have introduced F(α, β, ν|z) = 2F1
[
−α+β−ν, α+β−ν
2β
∣∣z] for a standard hyperge-
ometric function and the constant C(α, β, ν) = (−α−β+ν)(α−β+ν)
2β(2β+1)
.
These formulas give solution to the linear system (4.5) with the residues in the
following conjugacy classes:
A0 ∼ θ0 = σ = diag(β,−β), A∞ ∼ θ∞ = θ = diag(α,−α)
A1 ∼ θ1 = ν = diag(2ν, 0)
(4.35)
According to (4.3), (4.4)
〈θ|Vνψ˜α(z)ψβ(w)|σ〉 =
[φ(z)φ(w)−1]αβ
z − w
(4.36)
It means, for example, that in order to study the matrix elements with ψ1, ψ˜1 one
needs to consider the function
K̂11(z, w) = z
−βwβ[φ(z)φ(w)−1]11 = F(α,−β,−ν|z)F(α, β, ν|w)−
−
∏
ǫ,ǫ′=±1
(ǫα + ǫ′β + ν)
4β2(4β2 − 1)
zwF(α, 1− β,−ν|z)F(α, 1 + β, ν|w)
(4.37)
Already the simplest fact, that K̂11(z, z) = 1 becomes a non-trivial bilinear relation
for the hypergeometric function. However, our claim is much stronger: this function is
almost as nice as (2.40) since its expansion (4.8) is given by
K(z, w)11 =
K̂11(z, w)
z − w
=
1
z − w
−
−
∞∑
a,b=0
2β(α− β + ν)a+1(−α + β + ν)a+1(−α + β − ν)b+1(α + β − ν)b+1
(a+ b+ 1)(−α + β − ν)(α + β − ν)a!b!(2β)b+1(−2β)a+1
zbwa
(4.38)
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and it is indeed a generation function of the matrix elements we are interested in. One
can substitute here a = q − 1
2
, b = p− 1
2
〈(α,−α)|V(2ν,0)(1)ψ1,−pψ˜1,−q|(β,−β〉 =
=
2β(α+ β − ν)q+ 1
2
(−α + β − ν)q+ 1
2
(α− β + ν)p+ 1
2
(−α− β + ν)p+ 1
2
(p+ q)(−α + β − ν)(α + β − ν)(p− 1
2
)!(q − 1
2
)!(2β)q+ 1
2
(−2β)p+ 1
2
(4.39)
and compare this formula with (3.5)
f1,1(θ, θ
′, p)f2,1(θ, θ
′, q)
p+ q
=
1
(p− 1
2
)!
∏
β
(θ′β − θ1)p+ 1
2√
θ′β − θ1
∏
β 6=1
√
θβ − θ1
(θβ − θ1)p+ 1
2
×
×
1
(q − 1
2
)!
∏
β
(θ1 − θ
′
β)q+ 1
2√
θ1 − θ′β
∏
β 6=1
√
θ1 − θβ
(θ1 − θβ)q+ 1
2
×
1
p + q
=
=
(θ1 − θ2)(−θ1 + θ
′
1)p+ 1
2
(−θ1 + θ
′
2)p+ 1
2
(θ1 − θ
′
1)q+ 1
2
(θ1 − θ
′
2)q+ 1
2
(p + q)(−θ1 + θ′1)(θ1 − θ
′
2)(p−
1
2
)!(q − 1
2
)!(θ2 − θ1)p+ 1
2
(θ2 − θ1)q+ 1
2
(4.40)
It is easy to see, that after the appropriate identification
θ1 = β, θ2 = −β, θ
′
1 = α + ν, θ
′
2 = −α + ν (4.41)
the r.h.s.’s in two last formulas coincide exactly.
In addition to the hypergeometric case another explicit example can be provided
by the exact conformal blocks, considered in [12]. We are planning to consider it in
detail elsewhere.
5 Isomonodromic tau-functions and Fredholm de-
terminants
5.1 Isomonodromic tau-function
First we need to prove the simple
Lemma 1 Monodromies of ψβ(w) and ψ˜α(z) in the matrix elements
〈Y ′,n′, θ|Vν(1)ψ˜
σ
α (z)ψ
σ
β (w)|Y ,n,σ〉 (5.1)
do not depend on n,Y ,n′,Y ′.
Proof: All these matrix elements can be obtained from (4.12) by certain contour in-
tegration, producing fermionic modes from the fermionic fields. However, in (4.12)
due to the Wick theorem factorization, all contributions have the factorized form
Kαγ(z, •) × . . ., where all other factors do not depend at all on z, so that all mon-
odromies comes from a single kernel K. 
Now it is easy to prove
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Theorem 4 Solution of the linear problem with n marked points is given by
(z − w)Kαβ(z, w) with
Kαβ(z, w) =
〈θ∞|Vθn−2(tn−2) . . . Vθ1(t1)ψ˜
θ0
α (z)ψ
θ0
β (w)|θ0〉
〈θ∞|Vθn−2(tn−2) . . . Vθ1(t1)|θ0〉
(5.2)
whereas its isomonodromic tau-function is defined by
τ(t1, . . . , tn−2) = 〈θ∞|Vθn−2(tn−2) . . . Vθ1(t1)|θ0〉 (5.3)
Proof: First, insert resolutions of unity between each two (radially-ordered) vertex
operators, e.g.
τ · Kαβ(z, w) =
∑
{Y 1,mi}
〈θ∞|Vθn−2(tn−2)|Y n−3,mn−3,σn−3〉〈Y n−3,mn−3,σn−3|×
× . . .× 〈Y 2,m2,σ2|Vθ2(t2)|Y 1,m1,σ1〉〈Y 1,m1,σ1|Vθ1(t1)ψ˜
θ0
α (z)ψ
θ0
β (w)|θ0〉
(5.4)
for 0 < |z|, |w| < |t1| and similarly in the other regions. Due to Lemma 1 the mon-
odromies of the fermionic fields do not depend on the intermediate states, but only on
the vertex operators and the set of charges σ’s 3, therefore it is enough to reduce the
problem of computation of all monodromies to the collection of corresponding three-
point problems with different vertex operators Vθj (tj) inserted. So we have proven that
(z−w)Kαβ(z, w) = [Φ(z)Φ
−1(w)]αβ (to cancel extra singularity in (5.2)), actually gives
a solution to the multi-point Riemann-Hilbert problem.
In order to prove (5.3) consider∑
α
ψ˜α(z +
t
2
)ψα(z −
t
2
) =
N
t
+ J(z) + tU2(z) + . . . (5.5)
so that
t TrK(z +
t
2
, z −
t
2
) = Tr Φ(z +
t
2
)Φ(z −
t
2
)−1 =
= N + t
〈θ∞|Vθn−2(tn−2) . . . Vθ1(t1)J(z)|θ0〉
〈θ∞|Vθn−2(tn−2) . . . Vθ1(t1)|θ0〉
+ t2
〈θ∞|Vθn−2(tn−2) . . . Vθ1(t1)U2(z)|θ0〉
〈θ∞|Vθn−2(tn−2) . . . Vθ1(t1)|θ0〉
+ . . .
(5.6)
where from (3.29) and the conformal Ward identities
〈θ∞|Vθn−2(tn−2) . . . Vθ1(t1)U2(z)|θ0〉
〈θ∞|Vθn−2(tn−2) . . . Vθ1(t1)|θ0〉
=
=
n∑
i=1
(
1
2
θ2i
z − ti
+
∂i
z − ti
log〈θ∞|Vθn−2(tn−2) . . . Vθ1(t1)|θ0〉
) (5.7)
where we have extended this formula to include t1 = 0 and tn =∞.
3In addition to (n− 3) time parameters ({t1, . . . , tn} modulo Mo¨bius transformation, which always
allow to fix three of them to 0, 1,∞) and n sets of W-charges {θj} the isomonodromic tau-function
depends upon the charges {σk} ∈ (R/Z)
N−1, k = 1, . . . , n− 3 in the intermediate channels and their
duals {βk}, which we had already discussed in the context of ambiguity in normalization of the vertex
operators and their matrix elements.
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Now solving the linear system (4.5) with A(z) =
∑
i
Ai
z−ti
we get
Φ(z +
t
2
)Φ(z −
t
2
)−1 = Φ(z)
(
1 +
t
2
A(z) +
t2
8
(∂A(z) + A(z)2) + . . .
)
×
×
(
1 +
t
2
A(z) +
t2
8
(−∂A(z) + A(z)2) + . . .
)
Φ(z)−1 =
= Φ(z)
(
1 + tA(z) +
t2
2
A(z)2 + . . .
)
Φ(z)−1
(5.8)
Therefore, due to the definition of the tau-function
Tr Φ(z +
t
2
)Φ(z −
t
2
)−1 =
t2
2
n∑
i=1
(
1
2
θ2i
(z − ti)2
+
∂i
z − ti
log τ(t1, . . . , tn)
)
+ . . . (5.9)
Comparing this formula with (5.7) completes the proof. 
5.2 Fredholm determinant
Consider now the isomonodromic tau-function τ(t) = 〈θ∞|Vν1(1)Vνt(t)|θ0〉, corre-
sponding to the problem on sphere with four marked points at z = 0, t, 1,∞. Inserting
the resolution of unity one can write
τ(t) = 〈θ∞|Vν1(1)Vνt(t)|θ0〉 =
∑
Y,m
〈θ∞|Vν1(1)|Y,m;σ〉〈Y,m;σ|Vνt(t)|θ0〉 =
=
∑
{{pα,i},{qα,i}}
〈θ∞|Vν1(1)|{pα,i}, {qα,i};σ〉〈{qα,i}, {pα,i};σ|Vνt(t)|θ0〉
(5.10)
Here we have used first just a particular case of the expansion (5.4), applying it to the
simplest nontrivial isomonodromic tau-function. However, now it is useful to notice,
that summation over the basis in total space Hσ =
⊕
m∈ZN
Hσ
m
can be performed in
Frobenius coordinates just forgetting restriction #pα = #qα for the states (3.13) in
Hσ
m
, hence there is no restriction in summation range in the r.h.s. of (5.10).
Now, one can still apply formulas (4.8), (4.9) for the matrix elements in (5.10). It
gives
〈θ∞|Vν1(1)|{pα,i}, {qα,i};σ〉 = detKxIyJ
〈{pα,i}, {qα,i};σ|Vνt(t)|θ0〉 = det K˜xIyJ (t)
K˜αβpα,qβ(t) = t
pα+qβ−σα+σβK˜αβpα,qβ
(5.11)
where we have used again the multi-indices ∪α{(α, pα,i)} = {xI} and ∪α{(α, qα,i)} =
{yJ}. It means, that the tau-function (5.10) can be summed up into a single Fredholm
determinant
τ(t) =
∑
{{pα,i},{qα,i}}
〈θ∞|Vν1(1)|{pα,i}, {qα,i};σ〉〈{qα,i}, {pα,i};σ|Vνt(t)|θ0〉 =
=
∑
{x},{y}
detKx,y · det K˜y,x(t) =
∞∑
n=0
∑
|{x}|=n
|{y}|=n
detKx,y · det K˜y,x(t) =
=
∞∑
n=0
Tr ∧n (KK˜(t)) = det(1 +KK˜(t)) = det (1 +Rt)
(5.12)
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where basically only the Wick theorem has been used. One can also present the kernel
of this operator Rt = KK˜(t) explicitly by the formula
R(x, z) =
∮
|y|=r
(φ(x)φ(y)−1 − xσy−σ)(S−1φ˜(y/t)φ˜(z/t)−1S − yσz−σ)
t−1(x− y)(y − z)
dy (5.13)
(where S is the diagonal matrix introduced before), so that this integral operator acts
from the space of vector-valued functions f (z) = (f1(z), . . . , fN(z)) on the circle |z| = r,
t < r < 1. These functions have the fractional Laurent expansion
fα(z) = z
σα
∑
n∈Z
fα,nz
n
(5.14)
otherwise their convolution with our kernel will be ill-defined.
The representation in terms of the Fredholm determinant definitely requires further
careful investigation, and it could appear to be useful for practical computations with
isomonodromic tau-functions, which basically have no explicit representations.
6 Isomonodromic solutions to the Toda lattices
6.1 Matrix elements and tau-functions
The multi-point analogs of the matrix elements (2.28)
Z({θ, t}|Y ′, Y ) = 〈θ′, Y ′|
∏
k
Vθk(tk)|Y, θ〉 (6.1)
can be also computed using the Wick theorem. However, much simpler exercise is to
compute their generating functions, or the Toda lattice tau-functions
τ(T , T¯ |{θ, t}) =
∑
Y,Y ′
Z({θ, z}|Y ′, Y )sY ′(T )sY (−T¯ ) = 〈θ
′|eH(T )
∏
k
Vθk(tk)e
−H¯(T¯ )|θ〉
(6.2)
after introducing
H(T ) =
∑
k>0
TkJk, H¯(T¯ ) =
∑
k>0
T¯kJ−k (6.3)
and using, that
e−H¯(T¯ )|θ〉 =
∑
Y
sY (−T¯ )|Y, θ〉, 〈θ
′|eH(T ) =
∑
Y
sY (T )〈θ
′, Y | (6.4)
The result of immediate computation gives
τ(T , T¯ |{θ, t}) = δθ′,θ+∑k θk
∏
k
tθθkk
∏
i<j
(ti − tj)
θiθj×
× exp
∑
n>0
(
−nTnT¯n + Tn
∑
k
θkt
n
k + T¯n
∑
k
θkt
−n
k
) (6.5)
As a function of T -times this is just the vacuum tau-function of the Toda lattice
hierarchy with {θ, t}-dependent linear shift of times. However, as a function of {t}-
variables this turns to be the simplest example of the tau-function of an isomonodromic
deformation problem.
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6.2 Generalized integrable hierarchies
From theorem 3 it follows for any (radially ordered) product O =
∏
j Vνj(tj) of the
monodromy vertex operators, that for any k ∈ Z
〈n, θ∞|e
∑
i>0,α
Tα,iJα,i
⊗ 〈n′, θ∞|e
∑
i>0,α
T ′α,iJα,i
· [O ⊗O, Ik]×
×e
−
∑
i<0,α
T¯α,iJα,−i
|n¯, θ0〉 ⊗ e
−
∑
i<0,α
T¯ ′α,iJα,−i
|n¯′, θ0〉 = 0
(6.6)
Using (3.10), (4.23) and (3.11) one can rewrite it as∑
α
ǫα(n+ n
′)
∮
∞
dzzk+nα−n
′
α−2eξα(T−T
′,z)·
·τ(n − 1α,T − [z
−1]α, n¯, T¯ )τ(n
′ + 1α,T
′ + [z−1]α, n¯
′, T¯
′
) =
=
∑
α
ǫα(n¯+ n¯
′)
∮
0
dzzk+n¯α−n¯
′
αeξα(T¯−T¯
′
,z−1)·
·τ(n,T , n¯ + 1α, T¯ − [z]α)τ(n,T , n¯− 1α, T¯ + [z]α)
(6.7)
where
[z]α = 1α ⊗
(
1, z,
z2
2
,
z3
3
, . . .
)
,
[
z−1
]
α
= 1α ⊗
(
1,
1
z
,
1
2z2
,
1
3z3
, . . .
)
ξα(T , x) =
∞∑
i=1
Tα,ix
i
(6.8)
This is an infinite collection of the bilinear equations for the tau-function, labeled by
integer number k, which contains the equation for k = 0 corresponding to ordinary
N -component two-dimensional Toda lattice (2DTL) hierarchy (actually it is the same
as 2N -component KP hierarchy, as is clearly seen from (6.7)).
It is especially interesting to obtain the system of bilinear equations only in the
{T ,n} variables (they exist in closed form only for k ≥ 0, otherwise there are unavoid-
able contributions from extra poles in the r.h.s. of (6.7)). Substituting T¯ = T¯
′
, n¯ = n¯′
one obtains ∑
α
ǫα(n+ n
′)
∮
∞
dzzk+nα−n
′
α−2eξα(T−T
′,z)·
·τ(n− 1α,T − [z
−1]α, n¯, T¯ )τ(n
′ + 1α,T
′ + [z−1]α, n¯, T¯ ) = 0
(6.9)
where {T¯ , n¯} now play the role of parameters of the solutions (this hierarchy can be
called as N -component isomonodromic KP, in contrast to ordinary case N -component
isomonodromic 2DTL is not equivalent to 2N -component isomonodromic KP). We are
going to return to these hierarchies in detail elsewhere, and now let us present just few
examples.
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6.3 Examples of isomonodromic hierarchies
The simplest example is the single-component isomonodromic 2DTL, given by the
following bilinear equations∮
∞
dzzk−n+n
′−2eξ(T−T
′,z)τ(n+ 1,T − [z−1], n¯, T¯ )τ(n′ − 1,T ′ + [z−1], n¯′, T¯ ′) =
=
∮
0
dzzk−n¯+n¯
′
eξ(T¯−T¯
′
,z−1)τ(n,T , n¯− 1, T¯ − [z])τ(n′,T , n¯′ + 1, T¯ + [z])
(6.10)
Since all quasi-group operators have definite charges, here one can use simple parametriza-
tion n = n¯+ q − 1, n′ = n¯′ + q + 1, and introduce
τn(T , T¯ ) = τ(n + q,T , n, T¯ ) (6.11)
so that equations (6.10) turn into∮
∞
dzzk−n+n
′
eξ(T−T
′,z)τn(T − [z
−1], T¯ )τn′(T
′ + [z−1], T¯ ′) =
=
∮
0
dzzk−n+n
′
eξ(T¯−T¯
′
,z−1)τn−1(T , T¯ − [z])τn′+1(T
′, T¯
′
+ [z])
(6.12)
It is easy to show, that this hierarchy has only the shifted vacuum solution
τn(T , T¯ ) = Ae
b n exp
∑
l>0
(
−lTlT¯l + γlTl + δlT¯l
)
(6.13)
Substituting here γ =
∑
i
θi[ti], δ =
∑
i
θi[t
−1
i ] one gets exactly the {T, T¯}-times depen-
dent part of (6.5).
As a next example consider the isomonodromic two-component KP, which is already
a non-trivial integrable system. The bilinear equations now are∮
∞
dzzk−n1+n
′
1−2eξ1(T−T
′,z)τ(n1 + 1, n2,T − [z
−1]1)τ(n
′
1 − 1, n
′
2,T
′ + [z−1]1)+
+(−1)n1+n
′
1
∮
∞
dzzk−n2+n
′
2−2eξ2(T−T
′,z)·
·τ(n1, n2 + 1,T − [z
−1]2)τ(n
′
1, n
′
2 − 1,T
′ + [z−1]2) = 0
(6.14)
Now one has fixed total charge n1 + n2 = q, so we parameterize n1 = n − 1, n2 =
q − n, n′1 = n
′ + 1, n′2 = q − n2 and get∮
∞
dzzk−n+n
′
eξ1(T−T
′,z)τn(T − [z
−1]1)τn′(T
′ + [z−1]1)+
+(−1)n+n
′
∮
∞
dzzk+n−n
′−2eξ2(T−T
′,z)τn−1(T − [z
−1]2)τn+1(T
′ + [z−1]2) = 0
(6.15)
and the sign factor can be simplified by redefinition τn(T ) 7→ (−1)
n2+χ(n)
2 τn(T ), where
χ(n) is a mod 4 Dirichlet character: χ(0) = χ(2) = 0, χ(1) = 1, χ(3) = −1. One gets
therefore ∮
∞
dzzk−n+n
′
eξ1(T−T
′,z)τn(T − [z
−1]1)τn′(T
′ + [z−1]1) =
=
∮
0
dzz−k−n+n
′
eξ2(T−T
′,z−1)τn−1(T − [z]2)τn+1(T
′ + [z]2)
(6.16)
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where in contrast to (6.7) the equation label k enters two integrals with different signs.
We present finally first several equations of this hierarchy:
• k = 0, n = n′:
D1,1D2,1τn · τn + 2τn+1 · τn−1 = 0,
D1,2D2,1τn · τn = 2D1,1τn+1 · τn−1,
(D41,1 + 3D
2
1,1 − 4D1,1D1,3)τn · τn = 0,
. . .
• k = 1, n = n′:
D21,1τ · τ = 2τn+1 · τn−1,
D1,2D2,1τ · τ + 2D2,1τn+1 · τn−1 = 0,
D21,2τn · τn = 2D
2
1,1τn+1 · τn−1,
(D41,1 − 3D
2
1,2 + 8D1,1D1,3)τn · τn + 12D1,2τn+1 · τn−1 = 0,
. . .
7 Conclusion
We have considered in this paper the free fermion formalism, which allows to study
representations of the W-algebras at least at integer values of the central charges. The
vertex operators are defined by their two-fermion matrix elements, which are fixed
by monodromies of auxiliary linear system, and can be obtained from solution of the
corresponding Riemann-Hilbert problem.
This paper is just the first step of studying this relation (apart of the well-known
and effectively used for different applications Abelian case). A natural development of
the above ideas is only outlined in sect. 5 and 6. We are going to return elsewhere to
the problem of rewriting the isomonodromic tau-functions in terms of the Fredholm
determinants, which can be quite useful representations (though still not an explicit
form) for these complicated objects. Another point, which has to be understood better
is the relation of class of the isomonodromic solutions to the Toda lattices, which
have been defined above using the generalized Hirota bilinear relations, to the class of
solutions, obeying the Virasoro-W constraints.
Finally, it would be extremely interesting to study the relation of generic W-
conformal blocks and isomonodromic tau-functions to the topological strings – at least
on the level of topological vertices, and to the mostly intriguing four-dimensional (su-
persymmetric) quantum gauge theories – the main subject of interests of Igor Tyutin.
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