An in silico protein model based on the Kauffman NKlandscape, where N is the number of variable positions in a protein and K is the degree of coupling between variable positions, was used to compare alternative search strategies for directed evolution. A simple genetic algorithm (GA) was used to model the performance of a standard DNA shuf¯ing protocol. The search effectiveness of the GA was compared to that of a statistical approach called the protein sequence activity relationship (ProSAR) algorithm, which consists of two steps: model building and library design. A number of parameters were investigated and found to be important for the comparison, including the value of K, the screening size, the system noise and the number of replicates. The statistical model was found to accurately predict the measured activities for small values of the coupling between amino acids, K`1. The ProSAR strategy was found to perform well for small to moderate values of coupling, 0`K`3, and was found to be robust to noise. Some implications for protein engineering are discussed.
Introduction
Protein design and optimization is a dif®cult task, owing in part to the combinatorial explosion of possible molecules that constitute the searchable space. The protein design problem was recently shown to belong to a class of problems known as NP-hard (Pierce and Winfree, 2002) , indicating that there is no known algorithm that can solve such problems in polynomial time, even if we could obtain a perfect representation in silico. Because of this complexity and our limited ability to accurately predict the tertiary structure, let alone in vivo activity, of most proteins, many approximate methods have been used to design improved proteins; chief among them is the method of directed evolution. Directed evolution of proteins is today dominated by various high throughput screening and recombination formats, often performed iteratively. Popular examples include DNA shuf¯ing (Stemmer, 1994) , synthetic shuf¯ing (Ness et al., 2002) , multi-gene shuf¯ing (Ness et al., 1999) , RACHITT (Coco et al., 2001) , degenerate homoduplex (Coco et al., 2002) , ITCHY (Ostermeier et al., 1999) , SCRATCHY (Lutz et al., 2001) , SHIPREC (Sieber et al., 2001) , StEP (Zhao et al., 1998 ) and more. These formats are all based on the same general search strategy that guides classical breeding in agriculture and genetic algorithms in computer science. Sequence space can be described as a space where all possible protein neighbors can be obtained by a series of single point mutations (Smith, 1970) . A 100 residue long protein would be a 100 dimensional object with 20 possible values (the 20 naturally occurring amino acids) in each dimension. Conceptually, each one of these proteins has a corresponding ®tness on some complex landscape. Models of such`®tness landscapes' were ®rst studied by Sewall Wright (Wright, 1932) but have since been expanded on by others (Eigen, 1971; Kauffman and Levin, 1987; Kauffman and Weinberger, 1989; Schuster and Stadler, 1994; Govindarajan and Goldstein, 1997) .
The sequence space of proteins is immense and is impossible to explore exhaustively. The underlying landscape can be described by the degree of correlation between variables that de®ne the sequence (amino acids, i.e. input) and the function (activity/®tness, i.e. output). In a completely correlated/smooth landscape the partial contribution to ®tness of any variable is independent of context, resulting in a`Mt Fuji' pro®le. Such ®tness landscapes are trivial to optimize by walking up the hill via ®tter one mutant neighbors until the global optimum is reached. On the other hand, in a completely uncorrelated/ rugged landscape, all the residues are coupled in complex contexts and the landscape is essentially chaotic. In this case no search is more effective than exhaustive sampling of all possible combinations. Simple walks via single point mutation, owing to their high likelihood of getting trapped in local optima, cannot effectively search such rugged landscapes.
Multidimensional optimization strategies that make use of neural nets (NN), genetic programs (GP), self-organizing maps, partial least squares (PLS) and others have been developed during the last 30 years and have been deployed effectively in many disparate ®elds (Hand et al., 2001) . The development and application of various data mining and machine learning algorithms is a thriving business today, and is used for everything from gasoline formulation to stock market analysis. These tools and strategies have generally not been applied to protein engineering despite their wide acceptance and commercial success in related ®elds such as small molecule quantitative structure±activity relationships (QSAR), micro array and single nucleotide polymorphism (SNP) analysis. The exception, to our knowledge, is some work done on peptides as derived from the small molecule QSAR ®eld (Hellberg et al., 1986; Jonsson et al., 1993; So and Karplus, 1996; Mee et al., 1997; Cho et al., 1998; Lejon et al., 2001) as well as work done on functional protein space mapping by the Husimi group (Aita et al., 2000 (Aita et al., , 2001 (Aita et al., , 2002 .
In order to study the effects of ruggedness, Stuart Kauffman proposed a model of such systems known as the NK model (Kauffman and Weinberger, 1989 ). The NK model can be used to describe any complex landscape, where the complexity is a function of the dependency or coupling of variables that describe the space. The coupling constant, K, is somewhere between 0 (completely correlated) and N ± 1 (completely uncorrelated), where N is the number of variable positions. From a protein engineering standpoint, K is equal to the average number of variable positions functionally coupled to another variable position.
Protein engineering through directed evolution is nicely positioned to take advantage of modern, multidimensional search algorithms: 1. Protein sequence space is de®ned. Each residue position (X variable) in the linear protein polypeptide corresponds to one of the 20 natural amino acids. The X variables are discrete and atomic. 2. Protein sequence space is essentially in®nite. Even in a small protein of 100 residues with 20 options for each residue, the total space is 10 130 (20 100 ) unique sequence combinations. This number is suf®ciently large to equate with in®nity for all practical purposes. However, protein optimization searches are usually limited to a much smaller, though still vast, set of potential sequences. Only the variable portions of the sequence are part of the search strategy. 3. There is a direct mapping of sequence (X) to function (Y).
All the phenotypically controlling information is encoded either directly or indirectly in the amino acid sequence of the protein, given a ®xed expression and assay environment. In this case only changes in the amino acid variables X are manifested in the function of the protein Y. 4. Information (nucleic acid sequence) is physically linked to function (protein) as they reside in the same cell, same compartment or are chemically linked. This co-location facilitates iterative identi®cation and recombination of X variables. 5. DNA shuf¯ing and other sexual recombination formats generate systematically varied data sets. Having such data sets is necessary in order to establish accurate X±Y correlations. 6. The advent of high throughput DNA sequencing is making the acquisition of accurate sequences fast and inexpensive. In this paper we use an in silico ®tness simulation based on the Kauffman NK-landscape in order to compare different search algorithms as applied to protein engineering.
DNA shuf¯ing as a genetic algorithm
The genetic algorithm (GA) that underlies the principle of evolution by natural selection was investigated theoretically by John Holland and is typically applied to optimization problems that have many input variables and a complex function to optimize (Holland, 1975) . The canonical GA consists of the following steps: 1. Screen a small number of samples from a combinatorial library. 2. Select more active parents for mating and breeding 3. Build the next round library by mating the parents, allowing for recombination of parent genotypes 4. Iterate steps 1 through 3 to achieve higher ®tness.
Holland showed that the GA is both ef®cient and robust for a wide class of optimization problems. Consequently, the method has become very popular for searching the multidimensional space of many diverse problems. Genetic algorithms have proven themselves worthy in solving countless optimization problems and are routinely applied now to applications ranging from manufacturing optimization to ®nancial decisionmaking.
DNA shuf¯ing is analogous to a GA done in a wet laboratory environment but with at least two important differences. (i) Typically, the in silico GA has a scoring function or ®tness function that is exact and continuous throughout the entire search space. For directed evolution in general, the in vitro or in vivo ®tness function is inexact due to experimental error and only available for individual sequences having a ®tness above an experimental cut-off. (ii) A typical in silico GA is performed over dozens or hundreds of generations whereas DNA shuf¯ing is rarely performed over >10 generations. Protein sequence activity relationship algorithm Here, we introduce a potentially more ef®cient search algorithm predicated on the advent of high throughput sequencing and modern statistical techniques and compare the new algorithm with the standard GA described above. The protein sequence activity relationship algorithm (ProSAR) algorithm used in this work consists of the following steps: 1. Screen a small number of samples from a combinatorial library, associating sample activities with their sequences. 2. Build a statistical model that correlates the sequences with the measured activities. 3. Use the statistical model to identify residues that contribute most to improving the desired activity or ®tness. 4. Build the next round library by incorporating residues that contribute most to the predicted ®tness, rejecting those residues predicted to confer low ®tness. Residues with putative neutral contributions in the current combinatorial context may be kept in the search in order to ®nd potentially bene®cial epistatic interactions in the new context. Iterate steps 1 through 4 to achieve higher ®tness.
Materials and methods

NK-landscape
Just as in other ®elds of engineering, having an in silico simulation of a system allows for immediate testing and validation of alternative strategies. The simulation used here is generic to protein sequence-®tness correlations and is useful for exploring how to best navigate through a complex landscape. The NK-landscape used in this study is not meant to simulate any real protein of interest. Rather it affords us the ability to study the power of various search algorithms on tunably rugged landscapes. Often the ruggedness of a protein landscape has been looked at in terms of how the constituent residues of a protein deviate from the principle of additivity. Wells studied the additivity of mutational effects for transitionstate stabilization energies (Wells, 1990) . When the variable residues were not close enough to contact each other, the ®tness landscape was not rugged. Others have looked at various protein properties and protein±protein interactions and found that the corresponding ®tness landscapes were not rugged (Sandberg and Terwilliger, 1993; Nikolova et al., 1998; Weiss et al., 2000; Lu et al., 2001; Benos et al., 2002; Vajdos et al., 2002) . Conversely, rugged landscapes may exist for various problems of interest in protein engineering (Dill, 1997) . A sample protein sequence and NK-landscape for N = 10 and K = 1 are shown in Figure 1 . The sequence itself is expressed as a set of bits (0 or 1), representing the choice between two different amino acids at a given position. Only the variable positions are coded in the sequence and there is no expressed or implied proximity of the variable positions. All the modeling and representations that follow are independent of the variable ordering. For coding simplicity, coupling between residues is introduced via logical adjacency, but the real coupling could easily be envisioned as distant. For example, the model shown in Figure 1 shows coupling between variable positions 1 and 2, but it could have also been coded to create coupling between variable positions 1 and 6. In the GA strategy described below, which is more akin to synthetic shuf¯ing, we do not preservè motifs' like classical DNA shuf¯ing, so the order and position of any coupling is immaterial.
The sequence shown in Figure 1 may look unfamiliar to a protein engineer, but any protein alignment that consists of two options at a given variable position can be cast as a matrix of bits. The bit matrix can be generalized to include more than two options at each variable position but, for the sake of simplicity, we only consider two option models here. Adding more options at each variable position does not change the underlying logic of the model.
Physico-chemical descriptors are often used in favor of amino acid symbols when building the input matrix, however, the use of quantitative molecular descriptors is only appropriate when enough of them are available to build a robust, continuous input variable. When only two residues are available at a given variable position, a binary representation can capture the available information. The choice of using a 0 or 1 bit to represent a speci®c residue is immaterial since the statistical model will¯ip the sign for the ®tness contribution depending on whether the residue is advantageous or deleterious.
At every variable position in the protein, the partial ®tness, w i , is drawn from a look-up table generated randomly when the landscape is ®rst created. The look-up table is used to map portions of the sequence to a continuous random variable. In the example shown in Figure 1 , the part of the sequence that contains positions 2 and 3 are used to determine the value for the partial ®tness at position 2 (positions 2 and 3 are coupled when K = 1).
The total ®tness of the protein is then given by summing the partial ®tness values over each variable position:
In the original NK landscape proposed by Kauffman, the random variables were drawn from a uniform distribution between 0 and 1 (Kauffman and Weinberger, 1989) . For most of the landscapes attributes he studied, the underlying distribution of the random variables was not important since those attributes (like the number and density of local optima) depend only on rank order rather than the numerical ®tness values (Kauffman, 1993) . For this study, in order to simulate what is often observed in actual proteins, we have chosen to draw the random variables used in the look-up tables from a gamma distribution with a mean and variance of 0.35. With this distribution, more residues tend to behave in a neutral fashion (their contribution to ®tness is small) and a few residues tend to have a relatively large impact on ®tness.
Genetic algorithm details
The GA used to search the NK landscape is intended to capture most of the salient features of DNA shuf¯ing and hereafter the GA and DNA shuf¯ing strategies will be considered equivalent. The GA works, as described in general in the Introduction, with the following speci®c rules: 1. A subset of random protein sequences is generated from the combinatorial library of possible sequences. 2. The proteins are ordered from highest to lowest ®tness. 3. A number of high ®tness proteins are selected from the top of the list using the following algorithm: a. The top protein is retained as the backbone. b. Subsequent proteins are then added in the order of decreasing ®tness, and their residues are added to the list of residues at each position in the backbone. c. The effective library size is calculated for every new residue added to the mix. The effective library size can be thought of as the inverse of the probability of selecting the same sequence on two random draws from the library. The effective library size, L, is calculated by looking at the biases of each residue at a given position:
where b i is the bias (frequency) in the amino acid at position i. This is essentially a measure of the information content contained at each position. The above reduces to L = 2 M when b i = 0.5 at every position (maximal information content). As the biases deviate Optimizing search algorithm for directed evolution from 0.5, the effective library size decreases (the information content decreases). d. The calculated library size is then compared to the desired library size. If the library size is greater than or equal to the desired library, we create a new library based on the current set of best proteins. Diversity is quenched from the system in subsequent rounds of selection and reproduction. Formulating the selection this way allows us to precisely control the library size at each round for the GA strategy (in order to match the library size used in the ProSAR strategy)Ða necessary feature for fair comparisons between the search algorithms. Otherwise, greedy over-selection in either strategy can lead to increased ®tness at the expense of prematurely exhausting diversity. e. Progeny proteins are then randomly created using the residue biases found in the top proteins. Again this strategy is similar to synthetic shuf¯ing, where the probability of incorporating a given residue is independent of the residues incorporated at other, nearby positions. 4. The new proteins are ranked by ®tness, and steps 2 and 3 are repeated.
ProSAR details
Modeling step. The modeling step of ProSAR is based on the PLS variable regression technique. PLS is a predictive technique that can handle many independent variables, even when these variables display multicollinearity. It is preferable for use in problems with many independent variables and few observations. Though developed by Herman Wold (Wold, 1981 (Wold, , 1985 for econometrics, PLS gained popularity in chemometrics research and later in industrial applications. It has since spread to research in education, marketing and the social sciences. In biology, PLS is well-established in QSAR studies of small molecules and peptides. PLS uses X variable importance regression to build predictive models based on multicollinearity among variables and their correlation with Y-score. The X-and Y-scores are selected by PLS so that the relationship of successive pairs of X-and Yscores is as strong as possible (Hand et al., 2001) .
The advantages of PLS include its ability to model multiple dependent as well as multiple independent variables; the ability to handle multicollinearity among the independents; robustness in the face of data noise and missing data; all making for stronger predictions. Consequently, PLS is often favored as a predictive technique and less as an interpretive technique. Parallel analysis of NN, genetic programming and decision trees give similar results.
The details of how PLS works to arrive at the ®nal regression equation can be found elsewhere (Geladi and Kowalski, 1986) . The upshot of PLS modeling can be written in the form of a predicted response (regression) equation:
where y is the predicted response (®tness), c i and x i are the regression coef®cient and bit value (residue choice) respectively at position i. The form of Equation 3 assumes a linear (additive) relationship between the residues at each position.
Higher order models that include cross product terms may be able to explicitly capture interactions between residues but generally requires more training samples. Feeding too few samples into a regression having many non-linear terms may result in over ®tting the model to the data. In such cases, the model can essentially memorize the training set, but then displays very poor predictive capabilities when presented with new, unseen samples. The less sensitive nature of the pure linear model may actually be an asset when too few samples are available to build robust non-linear models. Equation 3 encodes the choice of two residues at one position as a choice between the values x i = 0 or x i = 1. If we have more than two possible residues at one position, Equation 3 can be rewritten with each variable (x 1 , x 2 , x 3 , etc.) representing the presence or absence of a given residue rather than a choice between two residues. For example, if the amino acids Ile, Val and Leu are all possible at one position then the variables would take on the following values: when Ile is present x 1 = 1, x 2 = 0, x 3 = 0; when Val is present x 1 = 0, x 2 = 1, x 3 = 0; when Leu is present x 1 = 0, x 2 = 0, x 3 = 1. PLS treats either formulation equivalently. The quality and results of the model are unchanged. In general, the sum of the regression coef®cients equals zero for a given position when formulated this way. This presence/absence coding scheme can also be used to encode any number of possible residues at a given position.
The ability to take advantage of such linear regression depends on the additivity of the functional contribution from each residue. If the ®tness contribution from each amino acid residue in the protein is additive, there will be no functional coupling and K of the NK-landscape will be 0. As K increases, the ability to model the sequence-function space decreases. By computationally generating a random function given the NKlandscape parameters, we can look at the consistency of the model for different values of K. The measured versus predicted values of ®tness for four different values for K are plotted in Figure 1 for N = 40 variable positions (the total number of different sequences in this space = 2 40 = 10 12 ). The plots shown in Figure 1 were done using`leave one out' cross-validation. The models were built using 3N (120) random data points, so for each of the 120 data points, a model was built using the other 119 data points to train the model and the left out data point was then predicted by the model. As shown in Figure 2a , measuring the ®tness of 120 systematically varied sequences is enough to reliably predict ®tness values for all 10 12 possible sequences, given K = 0. PLS is accordingly well suited to deconvolute the independent contributions from the different residues in a K = 0 landscape. As K increases, the qualitative value of the model decreases and at K = 3 couplings per residue, the ability of the model to accurately predict the measured ®tness is reduced. However, as we will show later, this inability to accurately predict the ®tness at higher coupling does not mean there is no practical information contained in the model. In fact we can extract useful information to make ®tter libraries in the next round.
The PLS model has a tendency to under-predict the response at the high end and over-predict the response at the low end when K > 0, owing to the modeling of an inherently non-linear system with a linear equation.
Library design step. The PLS model could be used for protein optimization if the relative in¯uence of each residue can be deconvoluted from the others and the residue tendencies of an improved sequence deduced. To this end, a sample plot of the regression co-ef®cients obtained from PLS modeling is shown in Figure 3 . In this example, the residue choice at position 7 appears to have the most in¯uence on the model's predicted ®tness. Because the regression coef®cient is negative at position 7, the residue encoded by the 0 bit is the superior choice. The next most important residue choice is found at position 14, with the 1 bit encoding the superior residue since the regression coef®cient is positive at this variable position.
Residues with large regression co-ef®cients are those found to be bene®cial in many contexts. Although we use a linear form of the PLS model in this work, we are not limited to identifying bene®cial residues that are acting in strictly additive ways. A large, positive regression co-ef®cient might indicate that the particular residue encoded by the 1 bit, though strongly coupled to other residues, exhibits generally positive contributions to ®tness in many contexts. This is a powerful concept that explains much of the search prowess achieved with the ProSAR strategy.
The regression co-ef®cients are used to construct a library for the next round that has improved ®tness. We do this by ®xing the most important residues to a value that maximizes the predicted ®tness while retaining variation at other positions. For example, if we started with N = 40 variable positions in the ®rst round library, in the second round library we could ®x the top 20 most important residues as measured by their regression coef®cients and vary the remaining 20 positions that have smaller regression coef®cients.
The ProSAR optimization strategy is used to accelerate the selection of bene®cial residues. Analogous to genes evolving in nature, where the allele frequency dictates the mean ®tness of organisms and the heritable unit is the`sel®sh gene' (Dawkins, 1992) , in ProSAR the residue frequency dictates the mean ®tness of proteins and the heritable unit is the`sel®sh residue'.
The fact that a given position has a low regression coef®cient in one round does not necessarily mean that the choice of residues at that position is not ultimately important. Fixing a high value regression co-ef®cient residue in one round may ®tness values for increasing K using leave-one-out cross validation. The abscissa is the measured value, computed using the NK-simulated landscape. The ordinate is the corresponding predicted value extracted from the PLS model. The solid line in each panel has a slope of 1. R is the correlation co-ef®cient, a measure of the association between predicted and measured values, ranging from 1 (perfect correlation) to 0 (no correlation).
Optimizing search algorithm for directed evolution allow other residues to¯ourish in the new context (Spiller et al., 1999) .
Results
ProSAR versus GA with increasing K
In order to compare the ef®ciency of the ProSAR optimization strategy with that of the standard GA, we calculated the average ®tness value for the best protein at the end of the second round for 300 randomly generated landscapes. In each case studied here we started with an initial diversity N = 40 and quenched the diversity in the second round to N = 20. Although most directed evolution programs typically go through more iterations, we wanted to investigate differences between the two algorithms for a single step in the process.
In order to compare the alternative optimization strategies, we studied the two approaches for different values of the coupling parameter K. The scaled ®tness values were calculated as follows:
where W s is the scaled ®tness value, W the measured ®tness value and W(GA,1N) and W(GA,100N) the measured ®tness values from the GA at screening sizes 1N and 100N, respectively. The ®tness values were scaled in order to compare the results between different values of K since the peak ®tness values tend to vary with K, a known artifact of the NK-landscape (Kauffman, 1993) . Figure 4 shows a plot of the scaled ®tness values for both the GA and ProSAR strategies. Figure 4 shows how the ProSAR algorithm at screening size 3N compares with different GA screening sizes. For small values of K, ProSAR compares well with the GA. At K = 0, using the ProSAR strategy and sampling 3N data points achieves a higher ®tness value than the GA strategy sampling 100N data points. A screening size of 200N for the GA strategy was required to achieve the same ®tness using ProSAR, resulting in over a 66-fold increase in screening ef®ciency for ProSAR. This result is not unexpected since the PLS model is nearly perfect in terms of its ability to estimate the regression co-ef®cients and select for the best residue choices. When K = 1, the ProSAR 3N strategy was found to be over 16-fold more ef®cient in terms of the screening size required to achieve the same ®tness as the GA strategy. At increasing values of K, the ef®ciency of the ProSAR strategy decreases, though it still performs well compared to the GA 10N strategy when K = 2, an~3.3 fold increase in screening ef®ciency. In this relatively rugged landscape, where every variable position is functionally coupled to two other variable positions, the linear PLS model has a greater dif®culty identifying residues that are bene®cial in many contexts.
For small to moderate values of the coupling K, ProSAR appears to be a useful strategy to ®nd sequences of higher ®tness at a fraction of the screening cost required for the GA strategy. Fig. 3 . PLS regression co-ef®cients from an NK-simulated landscape with N = 40, K = 1 and screened with 3N data points. The abscissa is the variable position number. The ordinate is the value of the regression co-ef®cient, c i , for that position. Positive values of the regression coef®cient indicate the residue corresponding to bit value 1 confers higher ®tness; negative values indicate the residue corresponding to bit value 0 confers higher ®tness. In this example, the residue corresponding to a bit value of 0 at variable position 7 is the most important residue conferring higher ®tness. The ordinate is the best scaled ®tness, W s , achieved after the second round of evolution and averaged over 300 randomly generated landscapes. Each curve shows the results using different methods and/or screening sizes. For example, the GA 100N curve shows the ®tness achieved using the GA strategy and screening 100N or 4000 samples per round. Alternatively, the ProSAR 3N curve shows the ®tness achieved using the ProSAR strategy after screening 3N or 120 samples per round.
ProSAR versus GA with increasing noise
We also wanted to consider the impact that experimental noise has on the GA and ProSAR strategies. In order to model the noise one might see in the laboratory, it is not, in general, suf®cient to specify just the percent error without considering the dynamic range of the assay. For example, a 25% error for an assay that spans a factor of two in ®tness is very different from a 25% error that spans an order of magnitude in ®tness; the latter contains much less fractional error. Accordingly, we constructed a noise model using the following equation:
where W noise is the measured ®tness value after adding noise, W the pristine ®tness value calculated directly from the NKsimulated landscape, n the noise level, s W the standard deviation of all measured ®tness values and G a random variable drawn from a Gaussian distribution that has a standard deviation of one. An example of applying the above equation to a sample data set is shown Figure 5 . Two hundred data points are plotted in rank order of their pristine ®tness values and labeled as n = 0.0. Then, the same data set is perturbed using the above equation with an n = 0.50 noise level.
If we were to re-rank the data points after applying noise, we would likely see a signi®cant number of data points with high pristine ®tness values land further down in the distribution. Conversely, some data points with lower pristine ®tness values would land at the top of the distribution. This reordering of data points near the top of the distribution would clearly have an impact on the standard GA because it operates on the basis of ranking data points.
What is the impact of noise on the order of the regression coef®cients? We can answer this question by plotting the absolute value of the regression coef®cients both before and after the addition of 50% noise for a model based on sampling 5N data points ( Figure 6 ). After adding noise, the PLS model still accurately predicts 14 of the top 15 residues. Only one false positive and one false negative were predicted. Likewise, 24 of 25 true negatives were predicted correctly.
The above provides a qualitative understanding of how robust the ProSAR strategy might be to noise, but a direct comparison of the GA and ProSAR strategies with varying noise levels is more informative. A linear increase in the screening size for ProSAR strategy compares well with an order of magnitude increase in screening size for the GA strategy at all noise levels (Figure 7) . Furthermore, the ProSAR strategy appears to be relatively robust to noise. For example, the ®tness value achieved via the GA 100N strategy is somewhat higher than that achieved using the ProSAR 3N strategy when n = 0.0, but at a higher noise, n = 1.5, the GA 100N strategy drops off to equal the ProSAR 3N strategy.
Another hidden advantage of the ProSAR strategy may be found in noting that experimental protocols using high throughput assays often have higher noise or are not as commercially relevant as surrogates for the low throughput target assays. In all the cases studied, ProSAR was found to be an ef®cient strategy for ®nding equivalent or superior ®tness values while screening far fewer samples, anywhere from 10 to 100 times more ef®cient. Such relatively low screening Optimizing search algorithm for directed evolution requirements for ProSAR means that it is a potentially useful strategy for use in high quality, low throughput assays.
Effect of replicates
One might reasonably argue that doing replicate assays at higher noise levels could help reduce the error associated with each data point and improve the search prowess of either strategy, despite the higher cost in time and money to screen more data. In order to investigate such an approach, we calculated the effect of doing replicates for both the GA and ProSAR strategies. The results are shown in Figure 8 . The initial GA 10N curve is similar to that shown in Figure 7 , but taken out to a higher noise level. For the GA screen using triplicates, GA 10N (Q3), at noise n = 0.0, the ®tness value is the same without triplicates; this is expected since there was no error in the original 10N screen and doing replicates was a waste of effort. At higher noise levels, the curve using triplicates for the GA tends to be more robust to noise than the GA 10N curve without triplicates. The total number of samples screened at 10N with triplicates is actually 30N. Thus, we can then ask if it is better to put the increased screening effort used to do replicates into simply screening more unique sequences, each with higher error. For the GA strategy, the answer to the question depends on the amount of noise in the assay. The ®tness values at low noise and GA 30N are superior to those at GA 10N. However, at higher noise levels, the GA 10N strategy with triplicates outperforms the GA 30N strategy.
The ProSAR 2N strategy shown in Figure 8 is also the same as the one seen in Figure 7 . However, if we allow for triplicates, PLS 2N (Q3), we get an improved (more robust) curve at higher noise levels. Interestingly, if we put the same screening effort as ProSAR 2N (Q3) into building a PLS model based on 6N unique sequences (each with higher noise), ProSAR 6N, we get a curve that shows improved ®tness values at all noise levels. In other words, it seems that for the ProSAR strategy it is always better to screen more unique sequences (even though each one has a higher error) than it is to put forth the equivalent screening effort to do replicates. The ProSAR strategy appears to handle unique, noisy data better than does the GA strategy. The robustness of the ProSAR algorithm is due mainly to the fact that the modeling uses all the available information in the data set to isolate the important residues and only those that are consistently bene®cial in many contexts are selected for, thus averaging out noise effects more effectively.
Discussion
The NK-landscape used in this paper simulates the sequence± ®tness relationship of a tunably rugged protein landscape. The ruggedness of such landscapes in real protein engineering efforts appears to vary over the range 0 < K < 3 (Aita et al., 2001 (Aita et al., , 2002 Govindarajan et al., 2003) . It has been argued that it is implicit from evolution that K must be low (Kauffman, 2000) . A high K would make the recombination based search of sequence space slow and evolution would be less robust to changes in the environment (Taverna and Goldstein, 2002) .
If the NK-landscape used in this study is a realistic simulation of actual proteins, then the results presented here indicate that the ProSAR algorithm is a promising search strategy for use in directed evolution. Its potential strengths include the ability to achieve higher ®tness values with a Fig. 8 . The effect of replicates for varying levels of noise. The curves represent the ®tness values achieved after evolution on an NK-landscape with N = 40 and K = 1. The abscissa is the amount of noise added to the samples. The ordinate is the ®tness value obtained using each method and screening size. Curve labels that contain multiplication factors indicate they were generated using replicates. For example, the label ProSAR 2N (Q3) means the curve was generated using the ProSAR method, screening 2N unique sequences in triplicate. Alternatively, those curves without multiplication factors indicate no replicates were performed. For example, the GA 30N label means the curve was generated using the GA method, screening 30N unique sequences. Fig. 7 . Comparison of the ProSAR and GA strategies for varying levels of noise. The curves represent the ®tness achieved after evolution on an NKlandscape with N = 40 and K = 1. The abscissa is the amount of noise added to the samples. The ordinate is the ®tness value obtained using each strategy and screening size.
relatively small number of samples and the ability to handle noisy data robustly.
Experimental validation of the method is possible using the algorithm described above. Classical or synthetic DNA shufing along with rapid, high throughput sequencing can be used to generate the input data sets for use in building the PLS model. The best residues predicted by the model can be incorporated into new sequences by site-directed mutagenesis, or splicing by overlap extension. The new sequences can then be tested to con®rm if improved ®tness is conferred by the presence of the best predicted residues. It should be possible to compare directly the ProSAR and GA strategies described here in the laboratory.
