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Abstract
We construct Poisson brackets at boundaries of open strings and membranes with constant
background elds which are compatible with their boundary conditions. The boundary
conditions are treated as primary constraints which give innitely many secondary con-
straints. We show explicitly that we need only two (the primary and one of the secondary)
constraints to determine Poisson brackets of strings. We apply this to membranes.
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1 Introduction
Recently non-commutative spacetime attracted much attention from both theoretical [1]-
[8] and phenomenological [9, 10] points of view. Especially in string theory, there are a
great deal of studies for non-commutative descriptions of D-branes which are translated
into commutative descriptions by the Seiberg-Witten map [1]. It was found that the non-
commutative description is useful, for example, when we study the tachyon condensation
[11, 12].
It was pointed out by Connes, Douglas and Schwarz [2] that M-theory with a constant
background 3-form tensor eld compactied on a torus can be identied with matrix
theory compactied on a non-commutative torus. Corresponding to this, string theory
with a background NS B eld is equivalent to string theory on a non-commutative space
[3]. In operator formalism, it is explicitly shown that boundary coordinates of open strings
becomes non-commutative due to the NS B eld.
The non-commutativity comes from the fact that the ordinary canonical Poisson
bracket does not coincide with a boundary condition [13]. Some authors have made ef-
forts to obtain Poisson brackets which are compatible with boundary conditions of strings
[14, 15, 16, 17, 18] and membranes [19, 20, 21]. Let us call this a \boundary Poisson
bracket". For strings, boundary Poisson brackets can be obtained by using the Dirac
formalism [14, 15, 17]. The quantization is dened by replacement of a Dirac bracket
with a commutator; f ; gD ! −i[ ; ]. When a NS B-eld is turned on, fX; XgD has
non-zero value at boundaries, and boundary coordinates become non-commutative at the
quantum level.
In M theory, the fundamental object is called the \M2-brane" which is a 2-dimensionally
extended object. This is coupled with a 3-form eld which exists in 11-dimensional su-
pergravity. A boundary condition of a membrane is non-linear, and it is dicult to get
all of secondary constraints. Then we need an idea to deal with the system. In [21], a
partial gauge xing condition with which a boundary constraint of a membrane gives a
nite number of constraints is introduced. We would like to determine a boundary Pois-
son bracket in a completely gauge xed action. In this paper, keeping this in mind, we
construct a boundary Poisson bracket of an open string by avoiding using all of secondary
constraints.
The present paper is organized as follows. In the next section, we show that it is
possible to construct a boundary Poisson bracket of an open string from two constraints
by demanding that the canonical Poisson bracket is changed only at boundaries of an open
string. In the section 3, we put to use the previous result in a system of a membrane.
The section 4 is devoted to a summary.
2 Strings and Constant 2-Form Fields
In general, the ordinary canonical Poisson bracket;
fX(); X(0)gp = 0; fX(); P(0)gp =  ( − 0); fP(); P(0)gp = 0 (2.1)
in eld theory and string theory with boundaries does not coincide with their bound-
ary conditions. In string theory, since open strings have endpoints, we have to impose
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their boundary conditions. Both Neumann and Dirichlet conditions change the canon-
ical Poisson bracket at boundaries of open strings. In existence of a NS B-eld, along
a D-brane, a boundary condition of an open string becomes a mixed type of Neumann
and Dirichlet conditions. A mixed type boundary condition (also other type conditions)
does not coincide with the canonical Poisson structure[13]. With respect to mixed type
boundary conditions , it is non-trivial work to determine boundary Poisson brackets. The
representative method to construct boundary Poisson brackets is Dirac formalism.
In Dirac formalism, boundary conditions are dealt as primary constraints. By deni-
tion of Dirac brackets, boundary conditions and Dirac brackets are manifestly compatible
with each other. In other words, a Dirac bracket between a boundary condition and
canonical variables vanish, if the constraints are of second class. This system is one of
rare examples in which primary constraints produce innitely many secondary constraints.
For the subject there are some papers [14, 15, 17, 18] between which there exists a
discrepancy [22]. In this system, we would like to see that we are able to determine a
boundary Poisson bracket if we demand locality of boundary Poisson brackets, i.e. the
canonical Poisson bracket is changed only at boundaries of open strings. In the following,
we avoid using directly Dirac formalism.






@X − B@X@X ] (2.2)
where Ts is the string tension. The canonical momentum is
P  = Ts(@X
 + B@X) (2.3)
and the action is non-singular. By the variational principle, the equation of motion is
@@
X = 0 (2.4)







@X()) = 0: (2.5)
with M = −B2 ( is the target space flat metric tensor) and similar one with (−).
The canonical Hamiltonian is







P − B@X)2 + @X@X]: (2.6)
In this paper we will mainly consider the boundary condition only at  = 0 since the
discussion of the condition at  = 0 is parallel with that at  = . Boundary Poisson
brackets must be compatible with the constraint. We denote a boundary Poisson bracket
2Of course we can choose the Dirichlet condition, which gives a trivial result (the condition has no
Bµν dependence.) So we choose the condition (2.5)
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as f ; gb which is dened by the conditions that a boundary Poisson bracket of the
















0) + M@′X(0))gb = 0: (2.8)
From only the conditions we cannot determine the boundary Poisson bracket uniquely
since there are only 2 equations for 3 unknowns [13, 22]. In order to determine this
uniquely, it was considered we must use the secondary constraints [14, 15]. The boundary
constraint (2.5) gives innitely many secondary constraints. The Secondary constraints







@X()) = 0 (n = 1; 2;   ) (2.9)∫ 
0
d()@2n+1 P
() = 0 (n = 0; 1;   ):(2.10)
which is from the condition of stationarity of the boundary constraint (2.5). From them
we choose, for example, ∫ 
0
d()@P
() = 0: (2.11)
We have another explanation for necessity of the condition (2.11) for a case with B 6= 0.
We need the condition in order for the equation of motion (2.4) to be equivalent to the
Hamilton’s equations;
@X




P ()− B@X() (2.12)
@P
() = f(); Hgp
= B@P + TsM
@2X : (2.13)









By virtue of the condition (2.11), the equation of motion (2.4) is reproduced when we
delete the momentum from (2.14) and (2.13).
Here we have a question. Do we need the all of the secondary constraints to construct
the boundary constraint? In [16] only the equation of motion (2.4) and the boundary
condition (2.5) are used. We would like to consider this in the following.








d0(0)@′P (0)gb = 0 (2.16)
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to the previous ones, (2.7) and (2.8). We have the 4 equations (2.7), (2.8), (2.15) and
(2.16). Since we have 4 equations for 3 unknowns, in spite of existence of the innitely
many constraints, we can determine the boundary Poisson bracket, if we demand their
locality. We assume that the bracket is anti-symmetric and bilinear, and satises the
derivation rule which are fundamental properties of the canonical Poisson bracket.
By solving (2.7), (2.8), (2.15) and (2.16) we have
fX(); X(0)gb = 1
Ts
Q(; 0)(M−1B) (2.17)
fX(); P(0)gb =  ^(; 0) (2.18)







d( − )@ ^(; 0) = 0 (2.20)
and
@Q(; 
0) = ^(; 0): (2.21)
^( − 0) and Q(; 0) are
^(; 0) = ( − 0) + ( + 0) + ( + 0 − 2) (2.22)
and
Q(0; 0) = −Q(; ) = −2 (2.23)
which are non-zero only at boundaries. The detailed calculation is given in the appendix
A.
In conclusion, if we assume the locality of the boundary Poisson bracket, we can
obtain the boundary Poisson bracket by using only two of constraints though there exists
innitely many constrains. The brackets (2.17)-(2.19) coincide with all other secondary
constraints (2.9) and (2.10). In other words, the boundary Poisson bracket between
canonical variables and the secondary constraints vanish (see the appendix A).
Of course we have the same result when we calculate the Dirac bracket straightfor-
wardly with the two constraints (2.5) and (2.11). The calculation is given in the appendix
B.
The procedure will be applicable for other systems with boundary conditions which
are linear in canonical variables.
3 Membranes and Constant 3-Form Fields
As a next step it is natural to consider a boundary Poisson bracket of an open membrane
. Since membranes are 2-dimensionally extended objects, they are couple with 3-form
elds. Our aim in the present section is to construct a boundary Poisson bracket for
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an open membrane with a constant 3-form C-eld background. Due to the 3-form eld,
a boundary term appears in the action of an open membrane, which is third order in
membrane’s coordinates. So its boundary condition becomes non-linear and a mixed type
condition. By the non-linearity, a conventional Dirac procedure is not easy task[19, 20, 21].
It is hard to construct all of secondary constraints. We would like to follow the previous
procedure also in the present case. However it is dicult to do so, because of the non-
linearity of the boundary constraints. As seen in the previous section, we need only two
constraints to construct a boundary Poisson bracket of an open string. Then we will
determine a boundary Poisson bracket of an open membrane by assuming the fact is true
for this system.
We consider a membrane whose topology is cylindrical. The worldvolume coordinates
of the membrane are parameterized by  ,1 2 [0; ] and 2 2 [0; 2]. Along the 2
direction the membrane is periodic.












where d3  dd1d2, Tm is the membrane tension and γ is the metric tensor on
a membrane. C is a constant background eld. This action has the worldvolume
reparametrization invariance. Then we need to perform a gauge xing procedure. Let us
adopt the gauge condition;
γ0a = 0; γ00 = − det hab (3.2)














where ff; gg = ab@af@bg.







 + FfX; Xg)@2X (3.4)
with





We construct a boundary Poisson bracket with respect to the condition. The canonical
Poisson bracket for cylindrical membranes is changed by the boundary condition, and also
the fact that the membrane is periodic along the 2 direction.
Before studying the boundary condition at 1 = 0; , we see the modication of the
canonical Poisson bracket due to the periodicity along the 2 direction.
The left hand side of the canonical Poisson bracket;
fX(); P(0)gp =  ( − 0) (3.6)
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has periodicity 2 along the 2 and 
0
2. However, the right hand side does not have such
periodicity. So the delta function (2 − 02) have to be replaced by the periodic one
~(2 − 02) which satises
~(2 − 02) = ~(2 − 02 + 2m) (m 2 Z): (3.7)
Note that the canonical Poisson bracket for a cylindrical membrane is not changed only
at boundaries of a membrane but also at bulk of it.
Next we would like to see a change of the canonical Poisson bracket by the boundary
condition (3.4). For the action (3.3), the canonical Hamiltonian is










CfX ; Xg)2 + Tm
4
fX; Xg2: (3.8)
For simplicity we use the notation
(CfX; Xg)  CfX; Xg (3.9)
(FfX; Xg)  FfX; Xg (3.10)
and
fX; Xg0 = ab@0aX@0bX : (3.11)



























which also gives secondary constraints, and this process has no end. Boundary Poisson
brackets are dened by the condition boundary Poisson brackets between boundary con-
straints ((3.4) and (3.12)) and canonical variables must vanish. It is very dicult to
determine the boundary Poisson bracket for the membrane which satises
fX; Ψgb = 0; f; Ψgb = 0 (3.13)
fX; gb = 0; f; gb = 0 (3.14)
unlike the case of strings. However we can write a formal expression by using Dirac
bracket with the two constraints Ψ and  used. The boundary Poisson bracket is






2 [A(0; 002)N11 (002 ; 0002 )A  (0002 ; 0)
+A(0; 002)N12 (002 ; 0002 )D  (0002 ; 0)−D(0; 002)NT12 (002 ; 0002 )A  (0002 ; 0)








H−1 −H−1J(K + JT H−1J)−1JT H−1 −H−1J(K + JT H−1J)−1



















−(FfX; Xg0)  @02( − 0)@2X]− ( $ ; 2 $ 02)(3.17)
J(2; 
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(CfX; Xg); f 1
Tm






(CfX; Xg); Xg@2f 1
Tm


































































































































































































































































































































−( $ ; 2 $ 02)
]
(3.19)




C(1)~(2 − 02)@02X (3.20)




























0)  f(); (CfX; Xg0)gp
= −2C  f( − 0); Xg (3.22)
~l(; 
0)  f(); (FfX; Xg0)gp
= −F  f( − 0); Xg0 − F  fX; ( − 0)g0 (3.23)
L(; 
0)  f(); CffX; Xg0; Xg0gp
= −C  ff( − 0); Xg0; Xg0
−C[ffX; ( − 0)g0; Xg0 + ffX; Xg0; ( − 0)g0] (3.24)
where T denotes a transpose of a matrix. We have similar expressions for others fX; Pgb
and fP; Pgb and them at 1 = , but we do not write explicitly. When the 3-form eld
goes to zero, the bracket (3.15) becomes commutative. Note that there is an ordering




In this paper, we have explicitly shown that though there exists innitely many secondary
constraints, the boundary Poisson bracket of a bosonic open string can be determined
only from two constraints by demanding its locality. We have to consider at least one of
secondary constraints because of equivalence between Lagrange and Hamilton equations
of motion. In [22], all of secondary constraints are ignored, by the reason, there is an
ambiguity of the boundary Poisson bracket for their results.
Secondly we have applied the fact that we can obtain boundary Poisson brackets from
two constraints to the system of a membrane with a constant 3-form eld background.
We have formally obtained the boundary Poisson bracket of this.
Here we have to comment on consistency of our result for a membrane. A new sec-
ondary constraint, say ~, will be emerged also from . Then we have to check whether
the bracket (3.15) which is obtained in this paper is compatible with the new secondary
constraint ~ or not. However it is very dicult to do this, since calculations are com-
plicated.
The author would like to thank Prof. Tadahiko Kimura for helpful discussion and
careful reading of manuscript.
5 Appendix A





d0(0)@′P (0)gb = 0: (5.1)
On the other hand, since we have assumed that the canonical Poisson bracket is modied
only at boundaries, we have
fP (); @′P (0)j 6=0gb = 0: (5.2)
From (5.1) and (5.2) we have
fP (); @′P (0)gb = 0: (5.3)
By solving this we obtain
fP (); P (0)gb = 0: (5.4)
From this we have
fX(); X(0)gb = 1
Ts
Q(; 0)(M−1B) (5.5)








d( − )@ ^(; 0) = 0 (5.7)
and
@Q(; 
0) = ^(; 0): (5.8)
We will see ^(; 0). Since ^(; 0) have to be equivalent to the ordinary delta function
( − 0) at bulk, we use the ansatz;
^(; 0) = ( − 0) + a1( + 0) + a2( + 0 − 2) (5.9)
where a1 and a2 are constants to be determined. In the neighborhood of  = 0,
^(; 0) = ( − 0) + a1( + 0): (5.10)
Although the delta function is not a periodic function, we calculate the Fourier expansion
as if this has periodicity 2. The Fourier expansion of the delta functions are





(cos n cos n0 + sin n sin n0)] (5.11)






(cos n cos n0 − sin n sin n0)] (5.12)
In order to satisfy (5.7), a1 = 1. Similarly we have a2 = 1. Then we have
^(; 0) = ( − 0) + ( + 0) + ( + 0 − 2) (5.13)
From this and (5.8) we have
Q(0; 0) = −Q(; ) = −2 (5.14)
where we have assumed Q(0; ) and Q(; 0) are zero. It is easy to nd that the boundary
Poisson bracket between canonical variables and the other secondary constraints ((2.9)










0). Since the delta function ^(; 0) contains
cos n, (5.15) vanish. We can check also other conditions similarly.
6 Appendix B





()  @P () (6.1)
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which are dened only at  = 0; . We set as
C(i)(j) = f(i); (j)gp (6.2)
where i = 1; 2, (1)   and (2)  Ψ. Components of the C(i)(j) are
f(); (0)gp = −20(BM) [@( − 0) + @′( − 0)] (6.3)
f(); Ψ(0)gp = M@@′( − 0) (6.4)
fΨ(); Ψ(0)gp = 0: (6.5)




(M−1)R(00; 000) 1Ts (BM
−1)S(00; 000)
)
where the functions R and S satisfy∫
d00@@′′( − 00)R(00; 000) = ( − 000) (6.6)∫
d00[@( − 00) + @′′( − 00)]R(00; 000) =
∫
d00@@′′( − 00)S(00; 000):
(6.7)
We would like to nd the Dirac bracket. It is trivial that
fP (); P (0)gD = 0:
Next we would like to see fX(); P (0)gD. From the denition of the Dirac bracket,
fX(); P(0)gD =  ( − 0)
−
∫
d00d000@′′( − 00)R(00; 000)@′′′(000 − 0) (6.8)
If ; 0 6= 0; , fX(); P(0)gD =  ( − 0) since R(00; 000) is dened only at bound-
aries. We have no idea to obtain the explicit form of fX(); P(0)gD at boundaries. In
compensation for fX(); P(0)gD, we calculate f@X(); P(0)gD.
f@X(); P(0)gD =  @( − 0)
−
∫
d00d000@@′′( − 00)R(00; 000)@′′′(000 − 0)(6.9)
By virtue of the formula (6.6) we have f@X(); P(0)gD = 0 at boundaries. Therefore
it may be
fX(); P(0)gD =  ^(; 0) (6.10)
with (2.20). Without any calculations, it is easily understood that fX(); X(0)gD is
equivalent to (2.17), since the Dirac bracket between X and  must vanish.
So we can say that for the case of strings the boundary Poisson bracket is equal to
the Dirac bracket; f ; gb = f ; gD. Therefore the boundary Poisson bracket (2.17) -(2.19)
satisfy the Jacobi identity.
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