Cell Division Intersects with Cell Geometry  by Moseley, James B. & Nurse, Paul
Leading Edge
EssayHow cells coordinate growth and divi-
sion is an important problem for cell 
and developmental biology. Cell size 
and shape impact the cell division pro-
cess because chromosomes and other 
cellular components must be properly 
segregated within a confined space. As 
cells grow and progress toward division, 
a series of checkpoints ensure that cells 
do not prematurely undergo cell-cycle 
transitions such as entry into S phase or 
mitosis. Cell-cycle studies have revealed 
the existence of cell size checkpoints 
that link cell-cycle transitions with the 
attainment of critical cell size thresh-
olds. These observations raise a number 
of questions, including “what is size?” 
and “how is size measured?” Work in a 
number of single-celled organisms has 
led to the idea that cell geometry may 
have a role in the assessment of size and 
how size relates to the cell-cycle check-
points that operate during chromosome 
segregation and division. In this Essay, 
we examine the evidence and emerging 
themes that surround geometry-sensing 
mechanisms in two well-studied model 
systems: bacteria and yeast. We sug-
gest that the role of geometry in control-
ling cell-cycle decisions at division may 
be linked to the role of cell geometry in 
physically guiding chromosome segre-
gation in these organisms. This raises 
the possibility that cell-cycle controls 
over entry into mitosis may be linked to 
the mechanisms that ensure proper exe-
cution of mitosis and cytokinesis.
Building a System to Measure Cell 
Geometry
Connections between cell geometry and 
cell division have been well described 
in several bacterial species, providing a 
good framework for understanding the 
general design principles of geometry-
sensing mechanisms. In these bacterial 
cells, division occurs in the cell middle 
due to locally restricted assembly of the 
cytokinetic Z-ring composed of tubu-
lin-like FtsZ. Two mechanisms prevent 
Z-ring assembly at the cell ends, thus 
incorporating geometric information 
into the division process. The first is in 
the bacterium Escherichia coli and uses 
a self-organized oscillator comprised of 
the MinCDE proteins. The second mech-
anism requires a self-assembled filament 
network that senses membrane curva-
ture and is found in both Bacillus subtilis 
and Caulobacter crescentus. These two 
systems both inhibit division at the cell 
ends and demonstrate that mechanisms 
based on quite different molecular com-
ponents can integrate geometric infor-
mation with cell division.
The MinCDE system is a remark-
able geometry-measuring oscillator, the 
mechanism of which has been elucidated 
using a combination of elegant experi-
mental and computational approaches. 
In this three-component system, MinC 
inhibits the assembly of tubulin-like FtsZ, 
MinD recruits MinC to the cell mem-
brane, and MinE controls intracellular 
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Single-celled organisms monitor cell geometry and use this information to control cell division. 
Such geometry-sensing mechanisms control both the decision to enter into cell division and the 
physical orientation of the chromosome segregation machinery, suggesting that signals control-
ling cell division may be linked to the mechanisms that ensure proper chromosome segregation.
Figure 1. Design Principles of Different Geometry-Sensing Mechanisms
(Left) In the bacterium Escherichia coli, the Z-ring inhibitory complex MinCD oscillates between cell ends 
to generate a time-averaged concentration gradient that facilitates division in the cell middle. 
(Middle) The bacteria Caulobacter crescentus and Bacillus subtilis share a common design principle 
comprised of different molecular components. The names of these components are given for each organ-
ism. (Filament anchors, brown; adaptors, blue squares; Z-ring inhibitors, red circles.) 
(Right) In the fission yeast Schizosaccharomyces pombe, the mitotic inhibitor Pom1 forms a polarized 
gradient that is enriched at cell ends, whereas cortical nodes that promote mitosis and are inhibited by 
Pom1 are positioned in the cell middle. Small cells contain sufficient levels of Pom1 in the cell middle 
to prevent entry into mitosis, but Pom1 levels in the cell middle decrease in large cells, allowing cortical 
nodes to promote entry into mitosis.Cell 142, July 23, 2010 ©2010 Elsevier Inc. 189
organization of MinCD (for reviews see 
Lutkenhaus, 2007, 2008). The interaction 
of MinD and MinE generates oscillatory 
behavior in which MinCD migrates back 
and forth between the two cell poles 
(Raskin and de Boer, 1997). These oscil-
lations lead to a time-averaged polar 
gradient, in which the lowest levels of the 
FtsZ inhibitor are found in the cell middle, 
thus linking cell shape with assembly of 
its division apparatus (Figure 1). The abil-
ity of this system to assess cell geom-
etry predicts changes in its behavior 
upon alterations to cell size and shape. 
As such, when cell division is inhibited 
to generate long bacterial filaments, 
the MinCDE system appears in verti-
cal stripes along the length of the cell, 
suggesting the establishment of defined 
geometric domains (Raskin and de Boer, 
1997). As in wild-type cells, the MinCDE 
stripes are dynamic but move in a coor-
dinated manner consistent with a single 
signal leading to organized behavior. 
Moreover, MinCDE can also oscillate in 
rounded cells and thus does not depend 
on the rod-like shape of wild-type cells 
(Corbin et al., 2002). These results sug-
gested that the MinCDE oscillator pro-
vides a read-out of cell geometry, and 
computational modeling has revealed 
the potential for these oscillations to 
result from the self-organization of the 
three components without the need for 
additional signals (Kruse et al., 2007; 
Lutkenhaus, 2007). Thus, cell geom-
etry acts as a guide for a self-organized 
oscillator that then provides a read-out 
for controlling cell division. The investi-
gative approach used here, which com-
bines experimental understanding of the 
molecular components with the genera-
tion of computational models, provides 
a good approach for studies of other 
geometry-sensing mechanisms.
This ability to link cell geometry and 
cell division is not unique to E. coli, 
and investigations of other bacterial 
cell types have revealed alternative 
strategies that achieve the same goal. 
Geometry sensing in B. subtilis and C. 
crescentus shares a three-component 
design principle despite using different 
proteins. The three key features of these 
systems are (1) a self-assembling fila-
ment anchor at cell ends, (2) an inhibitor 
of FtsZ, and (3) a molecular adaptor (Fig-
ure 1). Mounting evidence suggests that 
the filament anchors can target the cell 
ends by preferentially interacting with 
negatively curved membranes, a notion 
that is reinforced by their assembly at 
cell ends when ectopically expressed 
in other cell types (Bowman et al., 2008; 
Ebersbach et al., 2008; Edwards et al., 
2000; Lenarcic et al., 2009; Ramamurthi 
and Losick, 2009; Stahlberg et al., 2004). 
This suggests a key role for membrane 
curvature in the organization of cell divi-
sion control systems, with several such 
curvature-sensing mechanisms recently 
proposed (Lenarcic et al., 2009; Rama-
murthi et al., 2009; Ramamurthi and Los-
ick, 2009). In these organisms, adaptor 
proteins tether the chromosome to the 
cell pole while also providing the molec-
ular link between the filament anchors 
and the inhibitors of FtsZ (Bowman et 
al., 2008; Bramkamp et al., 2008; Eber-
sbach et al., 2008; Patrick and Kearns, 
2008; Thanbichler and Shapiro, 2006). B. 
subtilis uses the same FtsZ inhibitor as 
E. coli despite different “input” signals 
related to cell geometry (Marston et al., 
1998). Here, we focus on the role of B. 
subtilis MinCD at the cell poles for com-
parison with other geometry-sensing 
mechanisms, but this protein complex 
also targets the late division site in a 
mechanism proposed to prevent Z-ring 
assembly near existing division septa 
(Gregory et al., 2008). In C. crescentus, 
the FtsZ inhibitor is MipZ, which forms 
a polarized gradient from the cell ends 
(Thanbichler and Shapiro, 2006). Gradi-
ents may be a common theme in geom-
etry-sensing mechanisms to generate 
controls that are adaptable to changes 
in cell size and shape. These examples 
illustrate the point that common design 
principles may have evolved in organ-
isms that use distinct sets of molecular 
players.
These prokaryote examples indicate 
that cells can monitor their geometry and 
use this information to generate temporal 
and spatial control over cell division. But 
do such mechanisms operate in eukary-
otes? Experimental evidence suggests 
links between cell size and cell division 
in eukaryotes, but do similar themes and 
design principles apply?
Work from fission and budding yeast 
indicates that eukaryotic cells possess 
size-sensing mechanisms linked to con-
trols over cell-cycle transitions, includ-
ing entry into mitosis. Central to this 
mitotic control system in fission yeast is 
the ubiquitous cyclin-dependent kinase 
Cdk1, which drives entry into mitosis by 
phosphorylating a wide range of targets, 
and its inhibitor Wee1, which phospho-
rylates and inhibits Cdk1 to prevent pre-
cocious entry into mitosis (Jorgensen 
and Tyers, 2004; Rupes, 2002). Fission 
yeast cells are cylindrical and grow in 
a polarized manner at their tips while 
maintaining a constant cell width, and 
this regular cell shape suggests that 
size-monitoring mechanisms could also 
involve cell geometry. Mutations in the 
Cdk1 control system suggest that cells 
must reach a defined length to trigger 
mitotic entry, but the mechanisms that 
link this size with Cdk1 activation are 
unclear. Recent studies have identified 
a two-part system that may link cell 
geometry with Cdk1 regulation (Fig-
ure 1) (Martin and Berthelot-Grosjean, 
2009; Moseley et al., 2009). First, a set 
of cortical nodes in the middle of inter-
phase cells contains Wee1 and multiple 
inhibitors of Wee1, including the Wee1-
inhibitory kinase Cdr2. Genetic evidence 
supports the notion that these nodes 
promote mitotic entry through negative 
regulation of Wee1. Second, the protein 
kinase Pom1 forms a polarized gradient 
that is enriched at cell ends and inhibits 
mitotic entry by negatively regulating the 
cortical nodes. Due to the shape of this 
gradient, Pom1 overlaps with the cortical 
nodes in small cells but not in large cells 
and thus appears to inhibit mitotic entry 
until cells reach a critical size. Pom1 also 
participates in additional mechanisms 
linking cell geometry and cell division 
in fission yeast by promoting assembly 
of the cytokinetic ring in the cell middle 
(Celton-Morizur et al., 2006; Padte et al., 
2006) and then blocking cytokinesis at 
cell ends (Huang et al., 2007), a process 
with intriguing similarities to regulation 
of the Z-ring in bacteria. This “tip occlu-
sion” of cytokinesis becomes particularly 
important in small cells, where cell ends 
are closer together. These examples 
indicate that multiple steps in the fission 
yeast cell division process incorporate 
signals related to cell geometry.
This fission yeast system suggests a 
mechanism that senses cell geometry 
and may contain design principles related 
to the bacterial examples. Approaches 190 Cell 142, July 23, 2010 ©2010 Elsevier Inc.
that elucidated the geometry-sensing 
mechanisms in bacteria are likely to pro-
vide a framework for answering the open 
questions in this eukaryotic system. For 
example, what aspect of size is mea-
sured by the gradient-node system? As 
in bacteria, experiments that examine 
the organization and activity of the sys-
tem upon changes to cell geometry will 
indicate whether this mechanism reflects 
geometry or some other proxy related 
to cell size. Do the central players self-
organize like the MinCDE system in E. 
coli, or are self-assembling anchors and 
adaptor proteins involved similar to the 
B. subtilis and C. crescentus systems? 
Establishment of the Pom1 gradient 
requires microtubules (Bahler and Prin-
gle, 1998), which self-organize into an 
array in fission yeast cells (Carazo-Salas 
and Nurse, 2006; Daga et al., 2006), 
hinting at self-organization in this sys-
tem. The self-organizing principle of the 
MinCDE system became clear through 
computational models that followed from 
the identification and characterization of 
the primary components. Similar models 
are likely to generate new experimental 
approaches for understanding the fis-
sion yeast system and may suggest how 
the geometry of cell ends versus the cell 
middle can organize this gradient-node 
mechanism. It is possible that the ends 
of fission yeast cells provide an environ-
ment or curvature to organize filament 
anchors, as shown by the ability of the B. 
subtilis filament anchor DivIVA to localize 
at cell ends when ectopically expressed 
in fission yeast (Edwards et al., 2000). 
This possibility suggests that geometric 
shapes may generate a universal signal 
in widely divergent organisms.
Several general themes emerge from 
a comparison of these prokaryotic and 
eukaryotic geometry-sensing mecha-
nisms. In all cases, polar inhibition is 
established by molecules at the cell 
poles that inhibit cell division and can 
act as sensors of cell geometry. Compo-
nents that may contribute to these polar 
cues include self-assembling anchors, 
cell curvature, and the organization of 
phospholipids and sterols. The molecu-
lar details of these cues and their sig-
naling pathways may vary between cell 
types and organisms, but the presence 
of conserved design principles supports 
the importance of studying the organiza-
tion and emergent properties of these 
model systems. Spatial gradients also 
appear in each system, with the poten-
tial for adaptable control of downstream 
decisions. It will be important to under-
stand how thresholds are set for these 
gradient-based signals, in particular for 
controlling mitotic entry in eukaryotic 
cells. Changes in these gradients and 
their signaling targets may also contrib-
ute to how cells respond to changes in 
growth conditions or nutrients, which 
often affect cell division (Jorgensen and 
Tyers, 2004). Ultimately, a systems-level 
understanding of how cell geometry 
directs cell division events will emerge 
from combining genetic, cell biologi-
cal, biochemical, and computational 
approaches. Such progress has been 
successful in bacterial systems such as 
MinCDE and represents a key future goal 
for systems in eukaryotic cells such as 
fission yeast.
Linking the Decision to Divide with 
the Mechanism of Mitosis
The described geometry sensors act 
to trigger events at cell division, when 
chromosomal DNA must be segregated 
to opposite cell poles. This segrega-
tion relies on cell size and shape, as the 
mitotic spindle must be oriented to posi-
tion chromosomes within the defined 
geometry of the cell. This raises the 
possibility that geometry sensors might 
serve the role of delaying cell division 
until cells have reached an appropriate 
size and shape to promote proper spin-
dle orientation and elongation. In sup-
port of this idea, functional links between 
cell geometry and the DNA segregation 
machinery have been described in cell 
types that display geometry-sensing 
mechanisms.
In fission yeast, cell geometry directs 
spindle orientation in two ways. Dur-
ing early mitosis, the initial orientation 
of short spindles follows the alignment 
of interphase microtubules, which self-
organize according to cell geometry 
along the long axis of these cylindri-
cal cells. At anaphase B, elongating 
spindles then orient according to cell 
geometry—the physical constraints of a 
cylindrical cell align the spindle along the 
long axis to facilitate segregation of the 
chromosomes to opposite poles (Daga 
and Nurse, 2008; Vogel et al., 2007). As 
such, changes in cell shape leave cells 
vulnerable to segregation defects lead-
ing to polyploidy. The intriguing connec-
tion here is that cells might delay mitotic 
entry until reaching a specific geometry, 
which then ensures proper segregation 
of the genome. A similar connection 
appears to operate in bacterial cells, 
where the chromosomes occupy such a 
large proportion of the cell volume that 
their segregation inevitably follows the 
long axis of the cell. This chromosome 
positioning is exploited by the nucleoid 
occlusion system to reinforce spatial 
control of cytokinesis by the Min sys-
tems (Bernhardt and de Boer, 2005; Wu 
and Errington, 2004; Wu et al., 2009). 
Moreover, additional work has demon-
strated the ability of bacterial “spindles” 
that segregate plasmid DNA and con-
tain the actin-like protein ParM to follow 
geometric cues both in vitro and in vivo 
(Campbell and Mullins, 2007; Garner et 
al., 2007). Thus, in both fission yeast 
and bacterial cells, the controls over cell 
division are linked with mechanisms of 
spindle orientation and behavior through 
cell geometry.
These examples support the possi-
bility of geometry-sensing mechanisms 
that control the timing of cell division 
to ensure proper segregation of the 
genome. But what about cell types that 
control division according to different 
signals? For example, budding yeast 
cells initiate mitosis through a Wee1 sig-
naling pathway that shares many com-
ponents with fission yeast, but this bud-
ding yeast pathway is not known to use 
a gradient-based signal and does not 
appear to monitor geometry. Rather, the 
budding yeast pathway is proposed to 
survey the integrity of the bud neck and 
proper organization of the actin cytoskel-
eton (Keaton and Lew, 2006). This dif-
ference becomes interesting when one 
considers the different mechanisms that 
determine spindle orientation and posi-
tioning in these two cell types. Unlike 
geometry-based positioning of the fis-
sion yeast spindle, the budding yeast 
spindle is pulled from the mother cell 
into the bud neck along polarized actin 
cables, which emanate from the daugh-
ter cell (Siller and Doe, 2009). This means 
that spindle positioning in budding yeast 
cells requires proper organization of the 
bud neck and the actin cytoskeleton—Cell 142, July 23, 2010 ©2010 Elsevier Inc. 191
the two factors that appear to control 
cell division timing through Wee1 and 
Cdk1. This raises the possibility that, in 
some cell types, checkpoints regulat-
ing mitotic entry could be tailored to the 
mechanisms that control events during 
cell division.
How might these lessons from yeast 
and bacterial cells relate to animal cells 
and other multicellular organisms? In 
such cells, signals controlling progres-
sion through the cell cycle are likely 
to come from both intrinsic (e.g., cell 
geometry) and extrinsic (e.g., contact 
inhibition) sources. This contrasts with 
single-celled organisms such as bac-
teria and yeast, which act more often 
through intrinsic, or cell-autonomous, 
signals with some modulation by envi-
ronmental cues such as nutritional avail-
ability. Cell geometry appears to play 
at least some role in controlling the cell 
cycle in animal cells, in part through sig-
naling pathways that respond to corti-
cal tension generated by both cell-cell 
and cell-matrix interactions (Chen et al., 
1997). The complexity of distinguishing 
between intrinsic versus extrinsic cues 
may have contributed to the long-stand-
ing debates over the existence of size 
control in animal cells. Recent work sup-
ports the existence of such size control 
with implications for signals controlling 
cell division (Tzur et al., 2009), although it 
remains to be seen how widespread this 
effect may be for different cell types and 
organisms.
Despite these complications, several 
lines of evidence suggest that controls 
over the cell cycle and DNA segrega-
tion may be linked in at least some ani-
mal cell types. One means of focusing 
on intrinsic signals in animal cells is to 
examine the first division in a newly fer-
tilized embryo. Such work in the worm 
Caenorhabditis elegans has identified 
polarity proteins that control both mitotic 
entry and spindle orientation (Rivers et 
al., 2008). In many cell types, including 
C. elegans embryos, the mitotic spindle 
is oriented and positioned by interactions 
between astral microtubules and the cell 
cortex. In C. elegans, PAR proteins in the 
cell cortex position the spindle and also 
control two central regulators of mitotic 
entry—Cdc25 and Polo kinase. Thus, 
in animal cells, the control system that 
decides when to enter mitosis and the 
control system that orients the mitotic 
spindle can be linked. As in single-celled 
organisms, this connection relies on 
cortical cell polarity proteins, and such 
polarized pulling forces at the cell cor-
tex can align the mitotic spindle to direct 
asymmetric divisions. These asymmetric 
cell divisions can drive cell fate deci-
sions, implicating these connections in 
cell differentiation and stem cell renewal 
(Siller and Doe, 2009). The common link 
between the mitotic entry control sys-
tem and spindle orientation appears to 
be cortical polarity factors, which also 
facilitate mitotic entry in human cells. 
Indeed, a growing number of focal adhe-
sion proteins, which contribute to the 
orientation of cell division by organizing 
actin stress fibers (Thery et al., 2005), 
have been linked to mitotic entry through 
the Aurora-A kinase (Hirota et al., 2000, 
2003; Pugacheva and Golemis, 2005; 
Zhao et al., 2005). These examples 
suggest a conserved ability of cortical 
polarity factors to link cell geometry with 
mitotic entry and spindle orientation. 
This may allow the cell to delay entry into 
mitosis until proper assembly of these 
polarized cues for spindle orientation 
and chromosome segregation.
Conclusions
We have described a range of mecha-
nisms that monitor cell geometry and 
link these measurements to mitosis and 
cell division in different cell types and 
organisms. This type of cell size control 
checkpoint differs from others that have 
been proposed to monitor some surro-
gate of cell size, such as biosynthetic 
capacity or protein mass (Jorgensen and 
Tyers, 2004). These types of size con-
trol operate at the beginning of the cell 
cycle, and so this difference may reflect 
differing requirements for starting a cell 
cycle versus triggering the end of the cell 
cycle at cell division. To start a cell cycle, 
size checkpoints may need to ensure 
that sufficient resources are available to 
power through the long haul of a full cell 
cycle, which includes a range of energy-
consuming tasks and cellular growth. 
At division, different checkpoints may 
need also to ensure that both the cellular 
geometry and cortical protein machin-
ery needed for successful mitosis and 
cytokinesis have been assembled. It is 
important to note that such geometry 
sensing is likely to be part of a larger size 
control system that may include a range 
of additional input signals. Identification 
of the input signals that trigger mitotic 
entry in different cell types or act redun-
dantly within the same cell type may 
help to illuminate how broadly geometry-
sensing mechanisms are used. In multi-
cellular organisms, these intrinsic signals 
are likely to be additionally coordinated 
with a range of extrinsic cues related to 
the extracellular environment.
We have suggested that geometry-
sensing mechanisms may be linked to 
the role of cell geometry in directing 
chromosome segregation in certain cell 
types. As such, factors that are criti-
cal for proper chromosome segrega-
tion may contribute to cell-cycle con-
trols during division, in particular entry 
into mitosis. For cell types that control 
mitotic spindle orientation by factors 
other than cell geometry (e.g., cortical 
anchors that interact with astral micro-
tubules), some element of the G2/M 
transition may require proper assembly 
and spatial distribution of these factors. 
A common theme in different cell types 
appears to be cortical cell polarity fac-
tors that contribute to both mitotic entry 
and spindle behavior, whether indirectly 
through control of cell geometry or 
directly through physical links with the 
spindle. These links between cell polar-
ity, cell-cycle transitions, and cell divi-
sion suggest significant coordination of 
these processes.
We have focused on how geometry-
sensing mechanisms influence cell divi-
sion in single-celled organisms, but a key 
challenge for the field will be to determine 
how these mechanisms relate to multi-
cellular organisms such as animal cells 
embedded within tissues and organs. 
Unlike the regular cylindrical shape of 
bacterial and fission yeast cells, animal 
cell geometry is often irregular and con-
strained by interactions with neighboring 
cells. The geometry of such cells may 
require complex mechanisms to link cell 
size and shape to mitotic entry, with addi-
tional factors such as stress, tension, 
and nutritional signals likely to play sig-
nificant roles. Studies both in cell culture 
and within tissues have begun to unravel 
the relative contributions of these factors 
in controlling entry into mitosis. In addi-
tion, cell geometry has been shown to 192 Cell 142, July 23, 2010 ©2010 Elsevier Inc.
direct spindle orientation in different ani-
mal systems (Gray et al., 2004; O’Connell 
and Wang, 2000; Strauss et al., 2006; 
Tsou et al., 2003), likely through physical 
interactions between astral microtubules 
and cortical polarity proteins. Work from 
single-celled systems suggests that 
molecules critical to geometry sensing 
in animal cells may also be linked to the 
mechanisms that control spindle ori-
entation and mitotic fidelity. Identifying 
and characterizing these molecules that 
bridge the mitotic entry and spindle ori-
entation control systems will illuminate 
how cells coordinate events at division, 
even within the complicated context of 
a multicellular tissue. In making these 
links, it will be important to be aware of 
orthologs from yeast systems; for exam-
ple, the Pom1-related kinase MBK-2 has 
been linked to cell-cycle transitions, 
spindle orientation, and developmental 
transitions (Cheng et al., 2009; Maruy-
ama et al., 2007; Pang et al., 2004; Stitzel 
et al., 2007). Due to the range of inputs 
that contribute to mitotic entry signals in 
both single-cell and multicellular organ-
isms, we anticipate that computational 
modeling will play an important role in 
understanding the complex coordination 
of events in this process. Work on model 
systems has provided a framework for 
identifying and characterizing the mech-
anisms of this coordination, and further 
insights can be expected to follow in 
bacterial and yeast models as well as in 
metazoan cells.
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