Abstract. A family F of sets is t-intersecting if any two members of F have at least t common elements. Erdős, Ko, and Rado [4] proved that the maximum size of a t-intersecting family F ⊂
Introduction
Let [n] = {1, . . . , n} and let t be a positive integer. A family F of subsets of [n] is t-intersecting if |F i ∩ F j | ≥ t for every pair of two subsets F i , F j ∈ F. A family F of subsets of [n] is k-uniform if it is a collection of k-subsets of [n]. Erdős, Ko, and Rado [4] proved that there exists n 0 (k, t) such that if n ≥ n 0 (k, t), then the maximum size of a k-uniform t-intersecting family of subsets of [n] is n−t k−t . The following generalization of Erdős, Ko, and Rado (EKR) Theorem was proved by Frankl [6] for t ≥ 15, and was completed by Wilson [12] for all t by obtaining the smallest n ensuring the theorem to be true. Theorem 1.1 (Frankl [6] , Wilson [12] ). If F is a k-uniform t-intersecting family of subsets of [n] , then |F| ≤ n − t k − t whenever n ≥ (k − t + 1)(t + 1).
Erdős, Ko, and Rado [4] also proved an EKR-type theorem for non-uniform t-intersecting families : if n ≥ (k − t + 1)(t + 1), then the maximum size of a t-intersecting family of subsets of sizes at most k is n−t k−t + n−t k−1−t + · · · + n−t 0 . In this paper we give the following strengthening of this theorem. Theorem 1.2. Let n, k, t be integers with n ≥ (k − t + 1)(t + 1). A collection of sets F ⊂
[n] ≤k satisfies the following. For any A, B ∈ F with |A ∩ B| < t, |A△B| ≤ k − t holds. Then we have Alon, Aydinian, and Huang [1] proved Theorem 1.2 when t = 1. In their theorem, one of the conditions was |A△B| ≤ k instead of |A△B| ≤ k − 1. However, |A△B| ≤ k − t cannot be replaced with |A△B| ≤ k − t + 1 for t ≥ 2 because of the following example.
For t < k < n, F = {A ⊂
[n]
0 +t sets while every two sets with |A∩B| ≤ t−1 satisfies |A△B| ≤ k−t+1. Thus our condition |A△B| ≤ k − t is best possible for t ≥ 2.
We also extend results regarding cross t-intersecting families in the same manner. We say families F 1 , F 2 , · · · , F r of subsets of [n] are cross t-intersecting if |A ∩ B| ≥ t for every A ∈ F i and B ∈ F j , where i = j. In 2013, Borg [3] obtained the maximum product of sizes of cross t-intersecting families with bounded rank as follows : for 1 ≤ t ≤ k ≤ n, there exists n ≥ n 0 (k, t) such that the maximum size of product of families
when F 1 , F 2 , · · · , F r are cross t-intersecting families. In this paper we show that the following strengthening is also true.
and equality holds if and only if for some
Next, we consider a r-wise intersecting family and r-cross intersecting family. We say that a family F ⊂
We also say that families
The following Theorem 1.4 is a strengthening of Frankl and Tokushige's result [8] when F is a r-cross intersecting family with bounded rank. This theorem can be proved in the same manner as the proof of Theorem 1.2 and 1.3 by using Frankl and Tokushige's result [8] . By letting all F j be the same, we get following Corollary 1.5 which is a strengthening of the nonuniform version of Frankl's result [5] when F is a r-wise intersecting family.
≤k satisfy the following. For any
≤k satisfies the following. For any
The following Bollobás's Two Families Theorem [2] is an important and well-known result in Extremal Set theory. This theorem has been generalized in many directions. In 1982, Frankl [7] gave a skew version of Theorem 1.6. The further generalizations of Theorem 1.6 were given by Füredi [9] , Lovász [10] , and Talbot [11] .
In 2004, Talbot [11] generalized Bollobás's two families theorem [2] to t-intersecting families. We improve Talbot's result by weakening one condition in the following Theorem 1.7 by using the probabilistic method. Theorem 1.6 (Bollobás [2] ). Let F = {(A i , B i ) : i ∈ I} be a finite collection of pairs of finite sets such that A i ∩ B j = φ ⇐⇒ i = j. Then we have
i ∈ I} be a finite collection of pairs of finite sets and t be a nonnegative integer such that
Then we have
Proof of Theorems
For a family F of subsets of [n] of size at most k, we define a transformation S i,k as follows.
) also satisfies the same property.
Proof. Suppose that we have
F j must hold. In order this to hold, i must not belong to any of F j , and i must belong to some, not all of F ′ j . Assume that i does not belongs to
which is a contradiction. Hence such F j s do not exist, and (S i,k 1 (F 1 ), S i,k 2 (F 2 ), · · · , S i,kr (F r )) also satisfies the same property.
We say a family F ⊂ [n] ≤k is an up-set if A ∪ {i} ∈ F for all A ∈ F ∩
[n] ≤k−1 .
Claim 2.2. A tuple of families
Proof. Suppose that we have F j ∈ F j for j = 1, 2, · · · , r with | r j=1 F j | < t. By the condition, By repeatedly adding this element i 1 , i 2 , . . . to F 1 until we cannot, we find a new set
In any case, we have
, which is a contradiction.
Note that we only use these claims when r = 2 in the proof. However, in order to prove the Theorem 1.4 and Corollary 1.5, we need these claims for r ≥ 3.
For a family F ⊂
[n] ≤k , we let F 0 = F and take
we get an up-set and we let F ′ = F i . Also, |F| = |F 1 | = |F 2 | = · · · = since S i,k does not change the size of a family in
≤k .
Proof of Theorem 1.2. Let n ≥ (k − t + 1)(t + 1). We take F ′ as above which has the same size with F and which is an up-set. By the Claim 2.1 with F 1 = F 2 = F and r = 2, we say that an up-set F ′ has the same condition with F. Then, Claim 2.2 with F 1 = F 2 = F says that an up-set F ′ is t-intersecting. Hence, we have that
Proof of Theorem 1.3. Let 1 ≤ t ≤ k 1 ≤ k 2 ≤ · · · ≤ k r ≤ n and n ≥ n 0 (k r−1 , k r , t) with n 0 (k r−1 , k r , t) as in Theorem 1.2 in [3] . For each of F i ⊂
[n] ≤k i , we define F ′ i by repeatedly applying S j,k i for all j as above. Then F ′ 1 , F ′ 2 , · · · , F ′ r are up-sets having the same size with F 1 , F 2 , · · · , F r , respectively. By Claim 2.1, |A△B| ≤ min{k i , k j } − t for any A ∈ F ′ i , B ∈ F ′ j with |A ∩ B| < t. For all possible pair of two distinct numbers j 1 , j 2 ∈ [n], we apply Claim 2.2 with
Hence, by Borg's result [3] , we have that
A probablistic proof of Theorem 1.7
Let {(A i , B i ) : i ∈ I} are the sets satisfying the conditions on Theorem 1.7. Let [n] = i∈I A i ∪ B i and |I| = k. A permutation σ = (x 1 , x 2 , ..., x n ) on [n] is properly separating (A i , B i ), where i ∈ I, if x s ∈ A i − B i and x l ∈ B i implies s < l and x s ∈ A i and x l ∈ B i − A i also implies s < l. So all elements of A i − B i should be on the left side of A i ∩ B i , and all elements of B i − A i should be on the right side of A i ∩ B i in the permutation σ that properly separates (A i , B i ).
Claim 3.1. Any permutation σ ∈ S n does not properly separate both (A i , B i ) and (A j , B j ), i = j.
Proof. Suppose σ = (x 1 , x 2 , ..., x n ) properly separates both (A i , B i ) and (A j , B j ), where i = j. Let i min = min {s | x s ∈ A i ∩ B i }, i max = max {s | x s ∈ A i ∩ B i }, j min = min {l | x l ∈ A j ∩ B j }, and j max = max {l | x l ∈ A j ∩ B j }. WLOG we may assume j min ≤ i min . Since A j lies on the left side of x jmax and B i lies on the right side of x i min , we have
It is a subset of A j ∩ B j = {x l | x l ∈ A j , j min ≤ l ≤ j max } because i min is smaller than j min . However, |A j ∩ B j | ≤ t ≤ |A j ∩ B i | by a) and b), so they must be the same set. Furthermore, if i max ≥ j max , it is also equal to A i ∩ B i . Since A i lies on the left side of x imax and B j lies on the right side of x j min , we have A i ∩ B j = {x s | x s ∈ A i , j min ≤ s ≤ i max } ∩ {x l | x l ∈ B j , j min ≤ l ≤ i max }. By the same reason, it is equal to A i ∩ B i . If i max ≤ j max , it is also equal to A j ∩ B j . Since one of i max ≥ j max and i max ≤ j max must hold, A i ∩ B i = A j ∩ B j holds. However, A i ∩ B i = A i ∩ B j = A j ∩ B i = A j ∩ B j also holds which violates the condition (c), a contradiction.
Pick a permutation σ ∈ S n uniformly and independently, and let E i be the event that σ properly separates (A i , B i ). Then the events E 1 , E 2 , ..., E k are mutually disjoint, and Pr[E i ] = for 1 ≤ i ≤ k. Then we conclude that
