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Abstract
The reflectance map used by the visual system for perception of shape from shading was estimated. In Experiment 1, an image
of a cylinder or a sphere illuminated from the viewer’s direction was presented, and subjects estimated the cross-section of
perceived 3D-shape. The reflectance map was estimated from the relationship between the stimulus image intensities and the slants
of the measured cross-section. The estimated reflectance maps were not the ones based on Lambertian reflectance properties. In
Experiment 2, whether perceived shapes could be predicted based on the reflectance maps obtained in Experiment 1 was examined.
Subjects performed the same shape estimation task with images of cylinders generated by the reflectance map obtained in
Experiment 1. The perceived shapes coincided well with the shapes used for stimulus image generation. These results indicate that
the visual system’s estimation of shape from shading can be fully understood based on empirically obtained reflectance maps
without mentioning its inaccurate nature which has been claimed by past studies. © 1998 Elsevier Science Ltd. All rights reserved.
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1. Introduction
When stimulus images are generated by applying a
shading model [1,2] to 3D shapes, which serve as the
‘actual’ shapes the viewer should see, there is often a
considerable gap between the original 3D shapes and
what the subject perceives. For example, stimulus
depths were underestimated by more than 44% in a
study by Todd and Reichel [3], while Bu¨lthoff and
Mallot [4] reported underestimation as high as 75%. As
for perceived orientation Norman et al. [5] reported
that the discrepancy ranged from 20 to 30°.
This interpretation of error is problematic, however,
because of the arbitrary nature of ‘actual’ shape. For
example, the image (A) in Fig. 1 can be generated from
three different shapes, (B), (C), and (D) by applying
three different shading models (shown in rectangles). In
fact, an infinite number of combinations of shapes and
shading models can produce an identical image. Thus,
the 3D shapes defined in the past studies can be consid-
ered as ‘actual’ only under the conditions equivalent to
those specified by the shading models utilized. If the
‘actual’ shape the viewer is supposed to see depends
entirely on whatever conditions happen to define the
generation of the stimulus image, the interpretation of
errors seems equally arbitrary.
Moreover, the shading models used for stimulus gen-
eration have been implicitly assumed to be those used
by the visual system as a constraint for shape from
shading. Although discrepancies between the shapes
used to produce stimuli and the perceived shapes could
reflect the inherent inaccuracy of shape from shading, it
could also simply indicate differences between the re-
searchers’ assumptions about the shading model and
the actual implementation within the visual system.
Many of the past studies used objects with a Lamber-
tian surface [4,6–14,5,15,16,3]. This tendency suggests
an assumption on the part of researchers that the
shading model used by the visual system assumes a
Lambertian surface although there is almost no empiri-
cal evidence supporting this idea.
Johnston and Curran [9] showed that subjects’ per-
formance in curvature comparison tasks using real
Lambertian spherical objects is in close agreement with
performance in the same task using computer graphics
(ray-tracing) images of the same objects. It should be
noted that this does not necessarily mean that the visual
system assumes Lambertian surface. Johnston and Cur-
ran’s [9] results imply that the approximation of real
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Fig. 1. An example of the ambiguity intrinsic to shape from shading. Image (A) can be generated when any of the objects (B), (C), and (D) that
have different reflectance properties is observed from the direction of the axis of revolution and illuminated from the direction of viewer. Three
actually smooth shapes are depicted schematically as polyhedra. The image intensity is proportional to cosine of slant? (the angle between the line
of sight and surface normal) for object (B), squared cosine of slant for object (C), and slant for object (D).
images by computer graphics was sufficient for the
subjects’ task, and thus the same performance was
obtained from nearly identical images.
In the present study, we estimate the shading model
used by the visual system as a constraint for shape from
shading, and show that the estimated shading model
can predict perceived shape much accurately than a
shading model based on Lambertian reflectance proper-
ties. Assuming that the light source and the viewer are
sufficiently far from the viewed object and the effect of
interreflection can be approximated by a constant
value, the shading model can be described as a reflec-
tance map [17,18]. When the light source exists in the
direction of viewer, the reflectance map can be repre-
sented by image intensities as a function of slant. In
other words, the shading model can be estimated from
the relationship between stimulus image intensities and
slants of the perceived shape in the form of a reflec-
tance map.
In Experiment 1, images of a cylinder and a sphere
illuminated from the direction of the viewer were used
as stimuli, and the cross-sections of the perceived
shapes were measured in a manner similar to those used
by [19,20], and [3]. From these data, the slants of the
perceived shapes were calculated and a reflectance map
was obtained for each subject. Results indicated that
the obtained reflectance map for each subject was dif-
ferent from the one based on Lambertian reflectance
properties.
In Experiment 2, whether reflectance maps obtained
in Experiment 1 can predict perceived shapes was ex-
amined. The images that were generated with the em-
pirically obtained reflectance maps were used as stimuli,
and the perceived shapes were measured. The perceived
shapes coincided well with the shapes used for stimulus
image generation. These results suggested that the
reflectance maps obtained in Experiment 1 reflected the
characteristics of the shading model used by the
subjects.
2. Experiment 1
The shading model used by each subject was esti-
mated in the form of a reflectance map by measuring
the shapes perceived from stimulus images. Subjects
first generated an image with an impression of uniform
curvature, then matched a circular arc to the cross-sec-
tion of the perceived shapes by adjusting the circular
arc’s curvature. A reflectance map was estimated from
the relationship between the slants calculated from the
measured shape and stimulus image intensities.
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Fig. 2. Schematic views of the examples of stimuli, images of a cylinder (right) and a sphere (left). The circular arc displayed in each image is the
probe for measuring the horizontal cross-section of perceived shape.
2.1. Methods
2.1.1. Apparatus and Stimuli
An Apple Macintosh II fx was used to generate
stimuli and run experiments. The stimuli were displayed
on an Apple RGB color monitor placed in a dark
room, and subjects monocularly viewed the stimuli
from a distance of 1 m. Head and body movements
were restricted by a chinrest and headrest.
Stimuli were images of a cylinder and sphere gener-
ated by orthographic projection. Fig. 2 shows sche-
matic examples of the stimuli. The background was a
random-dot pattern of 50% density, subtending a width
of 12° (600 pixels) and a height of 6° (300 pixels). Its
spatial mean luminance was about 18 cd:m2. Subjects
manipulated luminance distribution of the stimuli. Near
the boundary the luminance could become almost the
same as the spatial mean luminance of the background,
but even so, the object could be distinguished easily
from the background because of the random-dot tex-
ture. Regions outside the random dot pattern were
black.
The image of the cylinder or the sphere was rendered
at the center of the random-dot area. The cylinder axis
was vertical, and its length the same as the height of the
random-dot area. The diameters of both shapes were
200 pixels (4°). Conditions in which the parallel rays
from the viewer and the ambient light illuminated the
object were simulated by an image rendering equation,
I(x, y)Imax(Ia (1Ia)
 (rdcos s(x, y) (1rd)cosc s(x, y))) (1)
where I(x, y) is an image intensity at a position (x, y) in
the image, Imax is the maximal image intensity of the
object image, Ia is the ratio of the ambient component
to Imax, rd is the ratio of the Lambertian component to
the specular component, c is the directionality of the
specular component, and s(x, y) is the slant of a sur-
face patch projected at the position (x, y) in the image.
In this case, the incident angle of light is equivalent to
s(x, y).
At the center of the cylinder was a darker horizontal
band of 0.4° (20 pixels) in height, with a reflectance that
was 70% of the surrounding regions. This band was
added only to the cylinder to prevent subjects from
viewing it in the aperture mode. In some cases, the
image of the cylinder without the band was perceived as
a rectangular ‘window’ through which a vertical thin
light source, such as a fluorescent tube, was seen.
Subjects did not have such an impression when the
band was introduced.
The image intensity had an eight bit resolution. The
luminance of each gray level was measured at the center
of the monitor screen with a Minolta TV-Color Ana-
lyzer II, and a gamma correction was performed by
using the measured luminance values.
2.1.2. Subjects
There were six subjects, one of the authors (JS) plus
five others who did not know the purpose of the
experiment. Each had normal or corrected to normal
vision.
2.1.3. Procedure
Subjects observed a homogeneous white field of 49.9
cd:m2 for three minutes at the beginning of the experi-
ment to control the adaptation level.
Horizontal cross-section of perceived shape was mea-
sured by using a circular arc displayed at the top of the
stimulus (Fig. 2). Subjects adjusted its curvature to that
of the horizontal cross-section of the shape they per-
ceived. The initial curvature of the circular arc was
randomly determined, and could be increased or de-
creased by using two keys on the computer. The circu-
lar arc was plotted with white curve of one-pixel width.
Although the circular arc was not anti-aliased, the
appearance of the circular arc was sufficiently smooth
for the task. Prior to this cross-section matching proce-
dure, however, subjects adjusted the stimulus image
intensity distribution in order to create a uniform cur-
vature in the perceived shape. This was done because a
circular arc can accurately mimic only shapes with a
uniform curvature. This condition in which the per-
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ceived shape is included in the variants of probe shape
may have been violated in past studies [19,20,3].
Stimulus images were generated by assigning random
values to the three parameters of equation (1), which
ranged from 0 to 1 for Ia and rd, and from 0 to 100 for
c. Imax was either 49.9, 37.1, or 8.4 cd:m2, and was
constant during a trial. The values of the parameters of
equation (1) were randomized when subjects pushed a
key on the computer, and the stimulus image was
updated. For the cylinder, subjects judged the horizon-
tal cross-section at any arbitrary vertical position. For
the sphere, the horizontal cross-section at the center of
the image was examined. In most cases, the horizontal
cross-section of perceived shape did not have a uniform
curvature, so subjects pressed the key until an image
appeared on the screen with an impression of a shape
with uniform curvature. The circular arc was not dis-
played during this step.
There was no time limit. After a significant amount
of practice, the time required for each trial was less
than two minutes.
Subjects perceived only convex surfaces in all the
experiments, although images are theoretically ambigu-
ous with respect to the sign of surface curvature (the
surface can be either convex or concave). Even after the
ambiguity was explained to the subjects and they were
instructed to perceive concave surfaces, they could not
obtain an impression of concave surfaces.
2.2. Results and discussion
To obtain the reflectance map, the slant of perceived
shape was calculated at each horizontal position from
the circular arc adjusted by the subjects, then the
stimulus image intensity at the same horizontal position
was plotted against the calculated slant. Fig. 3 shows
the reflectance maps obtained from the cylinder with
Imax of 49.9 cd:m2 for two representative subjects JS
and MT. The five thin curves are the reflectance maps
obtained from five trials.
The data presented in Fig. 3 indicated that the reflec-
tance maps obtained from each subject coincided well
across five trials. The range of slant associated with an
image intensity (variation in the direction of abscissa)
was at most 20°, comparable to the results reported in
past studies. For example, Stevens and Brookes [21]
reported that standard deviations of slant perceived
from surface contour [22,23] and an image of a disk
were 3.9° and 8.1°. [10] reported that the discrimination
threshold of slant perceived from shading was about
7.5°. In the study by Mamassian and Kersten [12],
when the surface orientation perceived from a shaded
image was measured with a probe shown with cues
other than shading, the standard deviation of slant was
reported to be about 13° to 21°.
Fig. 3. The reflectance maps obtained in Experiment 1 from cylinder
(Imax49.9 cd:m
2, Subject JS and MT). The abscissa is the slant of
the perceived shape (deg), and the ordinate is the image intensity of
the stimuli (cd:m2). Five thin curves show the results from five trials,
and the gray thick curve is equation (1) (see text) fitted to the data.
The dashed curve shows the reflectance map based on Lambertian
reflectance properties without ambient component.
The reflectance maps obtained from five trials can be
represented by a single curve for each subject, since the
five curves are close to each other. Thick curves in Fig.
3 represent such reflectance maps obtained by fitting
equation (1) to the data using a least squares method.
The correlation coefficients between the data and the
fitted equation (1) were 0.94 to 0.98. The results of
curve fitting for each subject are summarized in Fig. 4.
Fig. 4. The reflectance maps obtained in Experiment 1 from the image
of cylinder with Imax49.9 cd:m
2 for six subjects. The dashed curve
shows the reflectance map based on Lambertian reflectance properties
without ambient component. Markers: , JS; , MT; 
, OK; ,
SS; , TK; , YM.
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Fig. 5. The reflectance maps obtained in Experiment 1 from the images of sphere (black) and cylinder (gray). Each curve represents equation (1)
fitted to the data of five trials.
A reflectance map based on Lambertian reflectance
properties is also shown in Fig. 3 and Fig. 4 by dashed
curves. This reflectance map is defined as
IN ·L
where I is the image intensity, N a unit surface
normal, and L the unit vector to the light source. When
the light source is in the viewer’s direction, this Lam-
bertian reflectance map can be written as
Icos s. (2)
It is obvious from Fig. 4 that the reflectance map
obtained for each subject is quite different from the one
defined by equation (2).
Reflectance maps obtained for the sphere are shown
in Fig. 5 (subjects JS, MT, SS and YM). Each curve is
the result of fitting equation (1) to the data from five
trials. The correlation coefficients were greater than 0.9
for all subjects. The reflectance maps obtained for the
sphere are similar to those derived for cylinders, indi-
cating that reflectance maps used by subjects are not
subject to global information such as whether the ob-
ject was cylindrical or spherical.
Reflectance maps for the cylinder with three Imax
values (49.9, 37.1, and 8.4 cd:m2) are shown in Fig.
6(A). The curves appear quite different, but coincide
well when the three Imax are normalized to one (Fig.
6(B)). These results indicate that the visual system can
modify the assumptions about the intensity of light
source, reflectance coefficient, or the product of them.
3. Experiment 2
In this Experiment, subjects observed the images of
three different cylindrical shapes generated by using the
reflectance maps obtained in Experiment 1, and esti-
mated the horizontal cross-sections of the perceived
shapes. If the reflectance map obtained in the first
experiment accurately reflects the shading model used
by each subject, the perceived shapes should coincide
with the shapes used for stimulus image generation.
3.1. Methods
The subjects were the same as in Experiment 1. Three
cylindrical shapes with different maximal slants were
defined for each subject, and the images of these shapes
were generated using the reflectance map obtained in
Experiment 1 from the cylinder with Imax of 49.9 cd:m2.
The curvature of each horizontal cross-section was
uniform across the surface. The maximal slants of these
shapes were 50, 75, and 100% of the mean maximal
slants estimated by each subject in Experiment 1.
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Fig. 6. (A) The reflectance maps obtained in Experiment 1 from the images of cylinders with Imax49.9, 37.1, and 8.4 cd:m
2. (B) The reflectance
maps shown in (A) replotted with Imax normalized to one.
The mean and the standard deviation (in parenthe-
ses) of maximal slants of cross-sections measured in
Experiment 1 for each subject are as follows: [Subject
mean (SD); JS 59.6 (5.0); MT 54.8 (12.2); OK 64.1
(4.3); SS 65.9 (5.7); TK 53.6 (1.5); YM 46.5 (2.6)].
Images of shapes with slants larger than these maximal
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slants cannot be generated, since the image intensities
that correspond to slants larger than these are not
known. The shapes with 100% mean maximal slants
were included to examine the consistency between Ex-
periments 1 and 2.
Subjects estimated the perceived shape in the same
way as Experiment 1. The three types of images were
presented five times each in a pseudo-random order.
3.2. Results and Discussion
Fig. 7 shows the horizontal cross-sections of the
perceived shapes and the shapes used for stimulus
image generation for each subject. The maximal slants
of the cross-sections of the perceived shapes are the
means of five trials. The results indicate that subjects
perceived shapes are almost identical to those used for
stimulus image generation, and thus the perceived
shapes could be predicted based on the empirically
obtained reflectance maps.
These results suggest that the method used in Exper-
iment 1 was appropriate for obtaining reflectance maps
used by subjects. In other words, the reflectance maps
obtained in the first experiment reflect the characteris-
tics of the shading model of each subject.
An ANOVA indicated that the main effect of maxi-
mal slants of the stimulus shapes on those of perceived
shapes was significant for all subjects (F2, 12{JS 340.7;
MT 43.0; OK 43.5; SS 26.7; TK 272.8; YM 23.4},
PB0.01). A post-hoc test (Fisher’s PLSD) revealed
that differences among the maximal slants of perceived
shapes were significant at the 1% level for every three
combinations, except for the case of middle and small
maximal slants for subject YM.
Although it has been often doubted whether shading
is an effective cue for quantitative shape estimation, the
present results indicate that subjects were able to per-
ceive three quantitatively different shapes based on
shading. Furthermore, the results cannot be interpreted
based on the ordinal structure [3] in which only the sign
of the difference in depths between neighboring surface
points is represented, since the three cylindrical shapes
had the same depth order. Although the contour infor-
mation may play an important role in the perception of
3D shape [12], it is obvious that the differences among
the shapes perceived in Experiment 2 depend on shad-
ing, since the three cylinders yield the same rectangular
contour [24].
Reflectance maps were obtained in the same manner
as in Experiment 1 and shown in Fig. 8 together with
those from the first experiment. Despite a general ten-
dency toward flatness as the curvature of the cross-sec-
tion decreases, the reflectance maps obtained in
Experiment 2 coincide well with those from Experiment
1.
4. General Discussion
4.1. O6er6iew
In Experiment 1, the shading model used by the
visual system was estimated in the form of a reflectance
map. A circular-arc-shaped probe was used to measure
horizontal cross-sections of perceived shapes, which
were either cylindrical or spherical. A reflectance map
for each subject was then derived based on the relation-
ship between slants calculated from the cross-sections
and intensities of stimulus images. These reflectance
maps were stable across trials, and differ from those
based on Lambertian reflectance properties.
The purpose of Experiment 2 was to determine
whether perceived shapes can be predicted by the reflec-
tance maps obtained in Experiment 1. When images of
cylindrical surfaces were generated according to the
reflectance maps obtained in Experiment 1, subjects
Fig. 7. The cross-sections that were perceived in Experiment 2 by
each subject are shown with thin solid curves. Gray thick curves show
the stimulus cross-sections. The dashed curves show the cross-sections
given by interpreting the stimuli with the reflectance map based on
Lambertian reflectance properties without ambient component. In
approximately 30% of cases the horizontal cross-sections of perceived
shapes lie between the shapes used for stimulus image generation and
the cross-sections given by a Lambertian reflectance map interpreta-
tion.
J. Seyama, T. Sato : Vision Research 38 (1998) 3805–38153812
Fig. 8. The reflectance maps obtained in Experiment 2 (thin curves). The gray thick curves show the reflectance maps obtained in Experiment 1,
and the broken curves show the reflectance map based on Lambertian reflectance properties without ambient component.
perceived shapes were almost identical to those used for
stimulus generation. Thus, it was found that perceived
shapes can be predicted based on the empirically esti-
mated reflectance maps.
4.2. Lambertian reflectance properties
When the images generated by subjects in Experi-
ment 1 are interpreted by a Lambertian reflectance map
described by equation (2), the slant s corresponding to
an image intensity I (cd:m2) is given by
sarccos(I:Imax), (3)
and the gradient of depth, z %, in the direction of tilt is
given by
z %  tan s. (4)
By a numerical integration of the gradient of depths
calculated from equations (3) and (4), the horizontal
cross-sections are obtained (Fig. 9).
Shapes derived by assuming Lambertian reflectance
properties (dashed curves) differ markedly from those
actually perceived by subjects (solid curves). The differ-
ence between the two groups of horizontal cross-sec-
tions is greater than the difference between the
perceived shapes across trials. Moreover, horizontal
cross-sections based on a Lambertian reflectance map
do not satisfy uniformity of curvature. Thus, it is not
appropriate to assume that the Lambertian reflectance
map defined by equation (2) is used by the visual
system.
Equation (2) is only one example of Lambertian
reflectance maps, but it seems that other Lambertian
reflectance maps can not fit our data either. Fig. 10(A)
shows other examples of Lambertian reflectance maps
with a light source in the direction of viewer. The ratio
of the ambient component of these reflectance maps
are the same as those used in previous studies ((a)
[4,8,9,12,15,16,3]; (b) [13]; (c) [10,11]; (d) [6,7]; (e)
[14,5]). The reflectance map defined by Eq. (2) is de-
noted by (a). Reflectance maps obtained from subjects
are also shown (dashed curves).
The reflectance map defined by Eq. (2) incorporates
five assumptions in addition to the Lambertian assump-
tion: (1) there is no ambient light, (2) distance from
object to light source is sufficiently long compared to
object size, (3) a single point source illuminates the
object, (4) the light source illuminates object from the
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Fig. 9. The solid curves show the cross-sections estimated from five trials in Experiment 1. The broken curves show the cross-sections that are
obtained when the stimuli used in Experiment 1 are interpreted with the reflectance map based on Lambertian reflectance properties without
ambient component. The abscissa is the horizontal position and the ordinate is the depth.
direction of the viewer and (5) viewing distance is
sufficiently long compared to object size. Although
many variations of the relationships between image
intensity and surface orientation can be obtained by
manipulating the factors related to these five assump-
tions, no amount of manipulation resolves the dis-
crepancy between such reflectance maps and those
obtained in the present study. Improving the fit be-
comes possible only by using unnatural parameter val-
ues, such as negative ambient component or quite short
distance between object and light source.
It is therefore difficult to interpret the reflectance
maps obtained in Experiment 1 as Lambertian reflec-
tance maps, a conclusion also drawn by [20] and [13],
who reject the visual system’s assumption of Lamber-
tian reflectance properties. Whereas many previous
studies have used reflectance maps with Lambertian
reflectance properties to generate stimuli and define
‘correct’ shapes, our results argue against the idea that
the visual system estimates shapes based on Lambertian
reflectance properties, and against using a Lambertian
reflectance map as the basis for evaluating perceived
shapes.
4.3. Specular components
Fig. 10(B) shows examples of reflectance maps in-
cluding specular components. The reflectance properties
and ratio of ambient component are the same as those
used in previous studies ((f) [5]; (g) [5]; (h) [20]; (i) [20];
(j) [4]; (k) [13]; (l) [3]). To enable comparison with the
reflectance maps obtained in this study (dashed curves),
the light source illuminates the object from the viewer’s
direction. Some reflectance maps shown in Fig. 10(B)
are closer to those obtained in Experiment 1 than those
shown in Fig. 10(A).
Although we fitted equation (1) with ambient, Lam-
bertian, and specular components to the data from
Experiment 1, the equation with only a specular
component,
IImaxcosc s, (5)
can account for the results as well as equation (1). The
correlation coefficients ranged from 0.82 (subject YM)
to 0.98 (subject JS), and values of parameter c were
about 2.0 [Subject c-value; JS 1.9; MT 2.1; OK 1.5; SS
1.7; TK 2.4; YM 6.3]. These results imply that the
visual system assumes reflectance properties that in-
clude a specular component.
4.4. Inaccuracy of shape from shading
Shape from shading is inaccurate in the sense that
perceived shape is generally different from the actual
shape of the object. For example, we presumably per-
ceive a flatter shape when looking at a real object of
Lambertian surface. This inaccuracy can be attributed
to the incorrect shading model, the erroneous process
of shape estimation, or both.
The results of this study suggest that we need not
assume erroneous process of shape estimation. This is
so because the shapes used for stimulus image genera-
J. Seyama, T. Sato : Vision Research 38 (1998) 3805–38153814
tion in Experiment 2 are the ones that are expected to
be estimated by an ideal shape from shading mecha-
nism that uses the reflectance maps obtained in Experi-
ment 1, and the shapes coincided well with the
perceived shapes.
4.5. Precision of shape from shading
Analysis of precision of perceived shape from shad-
ing, such as discrimination thresholds, is also influenced
by characteristics of the reflectance map used as the
basis for the analysis. In [10], discrimination thresholds
for curvature and slant are calculated by using the
difference between shapes that are interpreted from
stimulus images based on a Lambertian reflectance
map.
If a different reflectance map is applied to the same
images they used, different shapes are obtained, and
thus different discrimination thresholds can be calcu-
lated. Fig. 7 exemplifies this. From the images used in
Experiment 2, the shapes shown by dashed curves in
Fig. 7 are obtained based on a Lambertian reflectance
map without an ambient component. It is obvious that
these shapes (dashed curves) are more different from
each other than the actually perceived shapes (thin
curves), namely, the shapes based on non-Lambertian
reflectance maps intrinsic to each subject.
Fig. 11. The reflectance maps obtained by using a local orientation
probe, which was the image of a disk. The solid line shows the
reflectance map based on Lambertian reflectance properties without
an ambient component. Markers (Subject): 
, JS; , MY; , SK;
, TT; , SO.
4.6. Light source direction
Curran and Johnston [25] have reported that the
perceived curvature of a spherical, Lambertian surface
varied depending on the light source direction, and this
effect was weakened when specular components were
added to the images. When reflectance maps for various
light source directions are applied to a shape, different
images are generated. If the reflectance maps coincide
with those used by a subject, the subject will perceive
an identical shape from these images. However, if there
is no coincidence, the perceived shapes will, in general,
vary for different images. Thus, Curran and Johnston’s
[25] results suggest that the reflectance maps used by
their subjects are non-Lambertian and include specular
components, and are consistent with the results of our
study, although we did not obtain reflectance maps for
light source directions other than the viewer’s. We are
currently investigating the quantitative aspect of the
reflectance map so that we will be able to predict the
relationship between the curvature of the perceived
shape and the light source direction.
4.7. Task characteristics
In this study, a 2D arc was used to measure the
horizontal cross-section of a perceived shape. We do
not know how accurately subjects can reproduce the
cross-section of a perceived shape in this task, and the
non-Lambertian reflectance maps obtained in this study
might have involved certain response biases intrinsic to
the task. To investigate this possibility, we obtained
reflectance maps by using a task in which local surface
slants were measured with an image of a slanted disk as
a probe [26,21]. The stimulus was the image of a
cylinder similar to those used in Experiments 1 and 2.
Fig. 11 indicates that the results are similar to those
obtained in Experiments 1 and 2, and the reflectance
maps obtained from five subjects are different from a
Lambertian one (thin curve in Fig. 11).
Fig. 10. (A) The reflectance maps based on Lambertian reflectance
properties. (B) The reflectance maps including specular components.
The reflectance maps of the cylinder with Imax49.9 cd:m
2 obtained
for six subjects in Experiment 1 are also shown by dashed curves.
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4.8. Surface reflectance properties
The reflectance maps obtained from the cylinder and
the sphere in Experiment 1 and three different cylinders
in Experiment 2 were almost the same within each
subject. These results might imply that the visual system
assumed a single surface reflectance properties regard-
less of stimulus conditions.
However, the stimuli used in the present study were
quite similar to each other; smoothly curved surfaces
without texture were illuminated from the direction of
viewer. The visual system might react otherwise for
qualitatively different stimuli. Whether the visual sys-
tem can adaptively modify the assumption of surface
reflectance properties depending on situations needs
further examination.
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