Abstract This paper presents a framework for model-based product lines of embedded systems. We show how to integrate model-based product line techniques into a consistent framework that can deal with large product lines as they are common in industry. The framework demonstrates the strengths of model-based techniques like abstraction, support for customised representations, and a high degree of automation. In particular, we provide the following contributions: (1) to shift existing product lines towards a modelbased approach, we support the (semi-) automated extraction of models from existing requirement, test, and implementation artefacts; (2) to cope with the complexity of artefacts and their interrelations in industrial product lines, we support the generation of context-specific views. These views support developers, e.g., in analysing complex dependencies between different artefacts; (3) finally, we support automated product derivation based on an integrated hardware abstraction layer. Most of the presented concepts have been inspired by challenges arising in the industrial application of product line techniques in the model-based engineering of embedded systems. We report on experiences gathered during the application of the techniques to a prototypical product line (on a rapid prototyping platform in the university lab) and to industrial sample cases (at the industry partner).
Introduction
Nowadays technology-oriented companies are more and more confronted with intensive competition and the need to improve key indicators such as productivity and time-tomarket. For instance, in the automotive domain the average time-to-market dropped from 10 years to 6-7 years in the last two decades. At the same time, these companies have to continuously provide new and improved product features to attract customers and to provide a whole spectrum of product variants to satisfy requirements of particular market segments or even individual customers. For instance, in the automotive domain new functionality such as driver assistance and infotainment systems are introduced and there is variability not only between different series of cars but even between cars customised for individual customers.
One potential approach to use in this context are Software Product Lines [6, 21] . The basic idea is to design and implement all variants of a family of products together rather than treating each variant individually. This requires to consider commonalities and variability among the variants, such that later on single products can be derived efficiently and systematically. While this has already been successfully applied in various industry domains [25] , the current research aims to increase the efficiency in product derivation while handling larger and more complex product families. This can be addressed by concepts from modelbased development [26] , like well-defined models on different abstraction layers and automated model transformations. Model-based product lines allow highly automated product derivation while taming the complexity by multiple customised domain-specific visual and textual representations on appropriate abstraction levels [27] .
This paper presents a framework for model-based product lines of embedded systems. It is partly based on experiences with a real-world product line in automotive domain at Daimler AG. The presented concepts are capable to deal with large and complex models, e.g., more than 2,000 requirements implemented as Matlab/Simulink models with about 30,000 blocks. In the context of this paper, we focus on three core challenges and show how to manage them by making use of the strengths of model-based concepts:
First, due to size and complexity, the creation of a model-based product line from a historically grown product family requires large effort. We show how modelbased techniques themselves can be applied to significantly reduce this effort. Hence, we introduce an approach for (semi-) automated Model Extraction for embedded systems which creates interlinked models from a given set of requirements, test cases (both available in IBM Rational DOORS [15] ), and Matlab/Simulink implementation artefacts.
Second, we address the challenge of cognitive complexity due to the large number of artefacts and the interdependencies between them. Hence, we show an example for automated creation of Context-specific Views for the developers allowing them to analyse information on an appropriate abstraction level and with appropriate visual representations.
Third, we address the challenge of efficient product derivation. To this end, we present an automated Product Derivation approach which meets the complexity of embedded product lines in practice. Therefore, we integrate a hardware abstraction layer to simplify the handling of varying actuators and sensors in the product line.
The remainder of the paper is structured as follows: Sect. 2 introduces basic concepts, an example application ("Parking Assistant"), and provides an overview of our framework. The subsequent sections show how we address within our framework the three challenges introduced above: model extraction (Sect. 3), context-specific views (Sect. 4), and product derivation (Sect. 5). Section 6 describes the application in practice and discusses our experience. The paper concludes with a summary of related work and final thoughts.
Overall concepts
This section gives a short background on product line engineering, introduces an example product line, and provides an overview of our approach.
Background: product line engineering
Many approaches from software product line engineering [21] distinguish between Domain Engineering and Application Engineering (see Fig. 1 ). During domain engineering the commonalities and variability of the products in the product line are analysed and captured. While some approaches embed the configuration choices directly in the implementation artefacts, it has some benefits to keep a dedicated model that describes configuration choices, e.g., a feature model [17] or a decision model [8] . These configuration choices then have to be realised by associated implementation artefacts.
During application engineering concrete products are derived. Each product is specified by a product configuration. In case of feature models, this is a feature configuration which specifies which features should be included in the product.
In a model-based product line, this product derivation process can be automated by defining mappings between features and implementation so that the implementation can be automatically derived from a given feature configuration. This can be realised either by "positive variability" approach, which means composing the selected implementation artefacts (e.g., using code generation) or by "negative variability" which means by starting with a complete implementation of the product line and selectively removing deselected artefacts. The latter approach can be realised using a model of the complete product line implementation, i.e., a union or superimposition of all potential variants, sometimes also called 150%-model. 
Running example
This section introduces the Parking Assistant product line as a small example from automotive domain to be used in the remainder of the paper. The parking assistant is a system which supports to automatically move a vehicle into a parking space. The example is not part of a real-world product line at Daimler AG but illustrates typical product line characteristics. It has been implemented and tested on a rapid-prototyping platform for automotive control systems. Figure 2 shows the feature model for the parking assistant product line. The model is structured in hierarchy and organised into Actuators, Sensors, Controller, Plant, Debug, and User Commands. We use a feature model notation based on FODA [17] . Each node corresponds to a feature provided in the product line, e.g., the different actuators. Features are organised in a tree hierarchy. The different types of relationships specify dependencies, which constrain the product configuration. Each feature can have one or more child features. A child feature can be mandatory (filled circle) or optional (non-filled circle). For instance, all actuators in the example are mandatory, except Rear Brake which is optional.
Moreover, children can be organised in groups. A feature group can be either an or group (denoted by a filled arc), which means that at least one child must be selected, or an alternative group (non-filled arc), which means that exactly one child has to be selected. For instance, the feature Right Distance requires an Infrared Sensor, an Ultrasonic Sensor or both. In contrast, the Controller can be realised either by an Algorithm with Direction or by an Algorithm without Direction, but not both at the same time.
Finally, it is possible to specify further constraints between arbitrary features. A requires relationship indicates that selection of a feature requires to select another one. For instance, the Algorithm with Direction requires a Compass. There is also an excludes relationship which indicates that two features mutually exclude each other but this is not used in the example here.
This feature model describes a product line of parking assistant applications, i.e., a whole set of potential products. When performing the processes of Feature Configuration and Product (see Fig. 1 ) one particular parking assistant (product) is derived. Depending on the chosen features, this product has more or less capabilities. For instance, when the Left Distance sensor is selected, this adds the capability to automatically park in bays on the left-hand side of the road.
Overview of our approach
We now give an overview of our approach for modelbased product line engineering of embedded systems, see the framework shown in Fig. 3 . It can be considered a realisation of the generic product line engineering concepts introduced earlier ( Fig. 1 ) and addresses the challenges described in the Sect. 1.
Our framework facilitates a model-based process. Artefacts are specified as models defined by metamodels using the Eclipse Modelling Framework (EMF, [10] ). The models are processed by model transformations specified in model transformation languages Atlas Transformation Language (ATL, [9] ) or Epsilon [11] .
The domain engineering phase is accomplished by a model extraction approach which supports extraction of models from existing artefacts. We import existing domain artefacts E d (requirements, implementation and tests) from To support the evolution and maintenance of the feature models, we support creation of Context-specific Views F from the feature model A d and the Logical Domain Artifacts C . These views are used to analyse the feature model, the related artefacts, and the (often very complex) interrelations between them. We show a detailed example in Sect. 4.
Finally, we provide an automated product derivation approach that derives a Product Implementation model D a from a given product configuration A a (using a negative variability approach) and finally generates executable product artefacts E a . We describe the details in Sect. 5.
Model extraction
This section describes the model extraction mechanism provided by our framework. As introduced in Sect. 1, product lines are often model-based. In fact, product families in the embedded systems domain are often grown historically over time leading to a large amount of artefacts with complex interdependencies. Manual creation of more abstract models and the mappings between them requires considerable effort and is error-prone. We address this situation by a largely automated model extraction. To this end, we use model-based techniques, like model transformations and a domain-specific modelling language, itself.
Our approach assumes the existence of the basic constituents of a product line, i.e., a well-defined feature model and according to Matlab/Simulink implementation artefacts. In addition, there can be further related artefacts like requirements and test cases. In the following, we describe two steps of our approach. First, we extract logical domain artefact models from these artefacts together with the links between them ( C in Fig. 3 ). Second, we establish feature mappings ( B in Fig. 3 ). This step usually cannot be automated but can often be supported by semi-automated mechanisms based on naming conventions. In particular, we provide a domain-specific language to parameterise such partial derivation and to manually specify remaining mappings in an easy way. In the following two subsections we describe these two steps for extraction and mapping.
Automated extraction of logical domain artefact models
Here, we will present how we use the model extraction mechanism to import all documents from our industry partner the Daimler AG used within the development process. At the Daimler AG, requirements and test cases are managed with IBM Rational DOORS [15] and the implementation is realised with Matlab/Simulink. As Fig. 3 shows, our framework is based on these artefacts which we therefore call the Original Domain Artefacts E d . In order to analyse such single artefacts, we apply the model transformation languages ATLAS Transformation Language (ATL) [9] and Epsilon Transformation Language (ETL) [11] . As these transformation languages operate on models of the EMF framework, we have to create such models for each artefact and have to use them as input for the transformations instead of the base data.
We create these models by:
1. Importing existing artefacts as models, 2. Abstracting details to yield a logical model, and 3. Mapping implementation, requirements, and tests to each other.
We will now describe these three steps in more detail. In the following subsection, we will then explain our mechanism that allows to introduce variability by mapping features to other elements (implementation, requirements, tests).
Import During import each artefact is read by a parser. To this end, we applied the Xtext framework [13] , i.e., we defined the grammar of the input data and used the parser generated with this framework to create an EMF model. As this model reflects the technical structure of the document we call the resulting model the Technical Domain Artefact D d . As these technical artefacts contain all information about the artefacts they represent, we could already use them as input model for transformations to create context-specific views on the artefacts. However, as described next it makes sense to add a further step before.
Abstraction A considerable amount of information which is needed to create context-specific views is contained only implicitly in the technical model. Therefore, we append a second step to enrich the technical model by logical information and to optimise the structure to facilitate the transformations to create these views. The result of this step is the so-called Logical Domain Artefact C . For instance, consider a Simulink model which is structurally sketched in the lower part of Fig. 4 . On the left, there are two generic blocks producing the signals b and c which are then summed up to signal a = b + c. Two optional blocks produce the signals d and e one of which is selected by the Merge block (e.g., depending on a product configuration). The signals a and the selected signal of the Merge block are then integrated in the bus signal X which is sent to the subsystem on the right. Within this subsystem, it is not obvious which the input signals are. Its direct input signal is the bus signal X which includes the non-bus signals-we call them the Atomic Signals-a and [d | e]. We could, of course, trace back bus signals to their origins to answer this question. However, an automated analysis to identify where a given atomic signal is processed in a huge Simulink model would have to do this for each bus signal on each subsystem hierarchy level. This situation becomes even more complicated when we consider buses of buses. This is problematic since signal tracing is frequently needed throughout different analyses.
Within the abstraction step, we directly associate all bus signals with their transported signals and we associate each line with the signals it transports. By doing so we get an enriched model which can conveniently be queried by several automated analyses, which do not have to analyse the signal flow again and again.
On the level of requirements modelling, the information related to the dependencies among requirements should be made explicit. For example, the Requirement 1 in Fig. 4 describes that the signal a is built as the sum of signals b and c. Therefore, it depends on the requirements which describe these two signals.
Mapping implementation, requirements, and tests
Up to now, we have one logical domain model per artefact which we can conveniently use as input for transformations creating context-specific views as it explicitly contains frequently needed information. However, these logical models are not linked to each other yet, i.e., in order to create views concerning inter-artefact relationships to establish traceability we have to introduce mappings among the logical domain models. For instance, in Fig. 4 the Requirement 1 should be linked with the blocks which implement the described functionality. This leads us to a further logical modelthe mapping model-which just contains logical lines-the so-called XYLines-whose meta model is visualised in Fig. 5 . It consists of one single root element called TraceabilityDocument which is just used as a container which contains XYLines where X, Y ∈ {R, B, T }. These lines represent the relationships among artefacts. They point from one artefact (source=X ) to a set of related artefacts (targets=Y ) in another model. In this context R denotes a requirement, B a block of the Simulink model and T a test case such that, for instance, an RBLine describes which blocks (b ∈ B) realise the requirement R. As there may be an arbitrary number of such linking lines the cardinality is 0…*.
Obviously, this model keeps redundant information as the relationship between two artefacts X and Y is modelled both by XYLines and YXLines. The meta model could be designed differently to avoid these redundancies. Nevertheless, we included the redundancies to speed up further analyses, which are based on this model and thus can avoid additional lookup operations. Indirect lines represent dependencies that are only given indirectly, e.g., a requirement r 1 can be indirectly linked to a block b 1 if b 1 is directly linked to a sub-requirement of r 1 . Figure 6 shows an example of a requirements document in IBM Rational DOORS. Usually such documents are structured similar to text document with a hierarchial structure of chapters, sections, subsections, etc. Hence, requirements can be considered as a tree where the leaf nodes represent the actual requirements and non-leaf nodes are rather headings of the document or pseudo-requirements. Fig. 3 would have to be mapped manually to implementing blocks of the Logical Simulink model D d to get a mapping models B . This is very tedious and error-prone for product lines of realistic size and complexity. Hence, we provide a domain-specific language (DSL) that allows to define rules for mapping features to blocks. In this section, we will first explain mappings between features and blocks. Second, we will distinguish two types of mapping rules and, last, we explain how these rules can be described in the DSL. The whole section will finally be illustrated by an example.
In order to facilitate the derivation of product-specific artefacts ( E a in Fig. 3) , especially the implementation model of a product, the information about which parts of the Simulink model realise which features are essential. Therefore, features of the corresponding domain feature model A d and blocks of the logical Simulink model D d are linked via an association of the meta models. However, this link has to be set manually.
Nevertheless, in practice there may be naming conventions for features and blocks which can be exploited to (semi-) automatically generate mappings.
Fictitious example Let us assume a company applies a Simulink model to derive single product variants. Initially, there is no mapping between blocks in the Simulink model and the features in the feature model. However, they usually follow the convention that the name of each block which (partly) implements a feature starts with the first four letters of the corresponding feature name. As usual, there are some exceptions to this rule: some years ago the company did not have a feature model, but they applied a naming scheme to logically structure the implementation. For instance, each name of a block related to orientation sensors was prefixed with the string "Orientation". However, some inconsistencies were introduced. For instance, in the feature model introduced later the corresponding feature was called Direction. Finally, there are some features that are implemented within blocks where no rule holds, e.g., the feature ControllerWithDirection is realised within the blocks AlgorithmWithDirection and AnotherAlgorithm.
We provide a DSL which provides support to specify the mappings between features and blocks. The naming conventions mentioned in the example can be used to define rules to partially automate the mapping. We, therefore, distinguish two kinds of links:
hard links 2. rule-based links
Hard links are necessary to cover mappings between features and blocks where no rule can be applied, e.g., if the mapping does not follow naming scheme.
Listing 1 shows an example for our DSL. An example for a hard link is given in lines 4-13 which map a feature named ControllerWithDirection directly with the blocks given by the name in the blocks part (line 6-12). Here the blocks named AlgorithmWithDirection and AnotherAlgorithm are mapped with this feature.
Rule-based links specify rules to perform automated mappings. Listing 1 shows two example in lines 14-21.
The first one states that every feature with name Distance is mapped with all blocks whose names start with the first four characters of the feature's name, i.e. "Dist", the second rule allows for a mapping of blocks and features based on an arbitrarily defined prefix, i.e., here all blocks 
Example
Besides the raw size of many Simulink models, the complexity of realistic models can pose a major challenge too. For instance in the automotive domain, implementations have to introduce particular elements to comply with standards (e.g., AUTOSAR [2] ) and use special design patterns. The frequent composition of a system out of subsystems, is not a problem in itself, but often leads to very high nesting levels.
Moreover, as we are dealing with families of products (e.g., similar implementations for various car types) the implementation model contains the functionality for a whole family of variants. Therefore, the Simulink models are further structured using design patterns. For instance, the functionality of a single feature can be encapsulated in a special subsystem called Module [22, 23] to allow easier mapping between features and implementation.
A Module supports specification of different activation states (Fig. 10) . The Disabled state is set when module is never active in the variant (e.g., due to a functional option that is not available in this particular car type). Otherwise, the Module is either Active, which means that it is running, or Inactive, which means it is available but not running. The different activation states are controlled by the subsystem Activation. In addition, there are different Active Levels when the module is active.
As result of this complexity, it is not easy to grasp and to understand by a developer, for instance, which modules are running at a specific car state, neither in the requirements nor in the Simulink model. To analyse the model, the developer needs to "see" which module is active at which state and which dependencies exist among modules. For instance, an important task for engineers is the analysis of dependencies of modules within the models. Let us consider an example from the parking assistant product line. As shown in Fig. 2 , the Algorithm with Direction requires a Compass. Let us assume that the two corresponding modules are specified to be active at different active levels due to timing constraints: Compass is active at levels A and B while Algorithm with Direction at levels B and C. This might cause problems as, at level C, Compass is not available.
Context-sensitive view can help the developer with such an analysis. As an example for this technique, our framework provides a view, which shows the dependencies between the modules and their activation states. It is realised by respective model transformations which we describe in the next section. In addition, we provide a visual editor for Simulink models (implemented with the eclipse graphical modeling framework, GMF [12]) which can be used to display the transformation result. Figure 11 shows an extract from the transformation result as displayed in our visual editor.
Transformation of the simulink model
This section explains the model transformations used in the example.
We have written two advanced model transformations (see the structure shown in Fig. 12) , which identify the modules at a first stage and transform the modules to a structure according to the requirements described above.
The transformation identifying modules in the Simulink model is written in the ATLAS Transformation Language (ATL) [9] . To distinguish normal subsystems from modules we tagged the modules by a special string. Each found module is transformed into an instance of Module (a metaclass introduced in the metamodel). This step makes it possible to identify the modules in later processing steps.
The second transformation creates a new model consisting only of modules and dependencies. To do so, we used transformation rules written in Epsilon Transformation Language (ETL) [11] . Listing 2 describes the essential rule for a root system and the computation for new targets.
The rule CreateRootSystem converts a normal System (input model) to a new special system (output model) where only blocks of the type Module are available. The transformation of these new blocks can be found in lines 15-22, where a loop transforms all instances of Module in line 17 and adds them to the target model in line 18. Within this rule we also adapt the lines such that they should now indicate, that there is a connection between modules. These connections are created by the operation createNewLine which is called in line 21. Its main contribution is to create a new line whose source is the current module in the loop (m) and whose targets are computed by the operation getLinkedModules. This operation searches for linked modules and is an important operation (see Listing 3). The operation is realised as a recursive object-oriented function. For a given block and a set of Subsystems given as parameter, it returns a subset of Subsystems which are connected to the calling block. The result will be found in the variable linkedModules. 
Listing 2 Transformation rule for System given in ETL
As illustrated in line 4 in Listing 3, the operation therefore iterates through all outports of the block which the operation is invoked for. If the output is linked to a logical line, we retrieve all targets of the line (line 10) and decide what to do with them based on the block type of the target block of the line. If the target is contained in the set of our modules we have found a connection and add it to our result (lines 12-14). If we have found another subsystem we have to search for modules within this subsystem. So we are calling this function again recursively (line 16) and add all results we obtain from this call. If we have reached the end of a subsystem we leave it and continue searching in the containing system (line 19). For all other types of blocks we call the function again recursively (line 22). 
Listing 3 Operation which determines the targets for a given module
With the algorithm in Listing 3, we are able to scan the whole model structure no matter if there are subsystems, bus structures, goto or from blocks. Hence we are able to find the modules that are connected with a special module very conveniently due to the fact, that we did a lot of structural work before. The resulting model now contains the structure we are searching for. All modules have been lifted to the same layer and have been connected if there is a connection in the source model.
In general, each context-specific view requires its own model transformation. However, as our transformations are implemented in a modular way, they can be combined. This composition is currently defined by scripts. This approach is of advantage because the engineer can reuse the given transformations and combine them with the new transformation which becomes necessary for a context-specific task. For instance, if a Simulink model has to be filtered such that only those subsystems remain that depend on a given signal and a transformation is already available which reduces a Simulink model to its subsystems, he could just write a transformation which removes every element which is not related to the given signal without considering the fact that only subsystems shall be presented in the view.
Product derivation
This section explains the model-based product derivation in more detail. First, we introduce a hardware abstraction layer required as base for automated derivation. Afterwards we show the detailed derivation process. These techniques have been developed on a rapid prototyping platform for automotive control systems in the university lab.
Hardware abstraction
As a basis for the engineering of variant sensors and actuators, we developed an architecture for a rapid control prototyping (RCP) system called VeRa (Vemac rapid control prototyping system). To simplify the handling of varying product configurations, we introduce an Hardware Abstraction Layer (HAL) which (1) isolates the core application from sensors and actuators and (2) manages data sent to actuators or coming from sensors.
The encapsulation of hardware-specific functionality introduced by the HAL has several advantages: (1) the core application in the model is shielded from hardware-specific details and changes in implementation details. (2) It allows us to introduce a variability mechanism for sensors and actuators, which reads product-specific parameters from an XMLbased configuration file. (3) The transfer from simulation to testing (using a prototype) is straightforward since no changes are necessary within the model.
Integrating varying sensors and actuators is a major task when adapting a given controller model for a new system. For instance, changes in scales of value domains or modifications in the surrounding environment have to be reflected in the behaviour of the controller. Hence, it is desirable to provide a simple way to adapt sensors and actuators via the abstraction layer.
The abstraction layer relies on the fact that information provided by the sensors can be described in general terms using physical units. Similar applies to information sent from the controller to actuators. With this approach it is possible to use a common interface for varying applications. During model-based development, this common interface is used to connect the controller with other components. Consequently, we can adapt the used sensors and actuator to a new scenario without modifying the application model. The configuration file provides all required information on the product-specific settings for sensors and actuators. Figure 13 shows an overview of the product derivation process. It is an extension of the previous overview in Fig. 3 . Accordingly, the approach is horizontally structured in two layers, domain engineering (developing the product line) and application engineering (deriving the product). Vertically we distinguish three areas: (1) modelling of features, (2) mapping features to implementation components, and (3) modelling the implementation itself. For the implementation we also differentiate handling within model transformations and description by textual DSLs; thus, we end up with four vertical areas in total.
Derivation process
The domain engineering part has been described before, i.e., there are a Feature Model A , models of the implementation D (e.g., created using our model extraction approach ❸), and mappings between them in a mapping model B . Due to the hardware abstraction layer we introduced, the implementation model now consists of the model of the Simulink implementation and a Physical Interface Description model. The Simulink model can be extracted from a Simulink implementation using our model extraction approach while the physical interface description is created by importing the Domain Configuration Library.
The application engineering process is shown in the bottom layer in Fig. 13: given the Product Requirements the engineer performs Feature Configuration ❹ to identify corresponding capabilities of the product line (i.e., features), which can be used to cover these requirements. Feature configuration is supported by the existing S2T2-Configurator tool [4] . The resulting Configuration Model is used as input for the derivation transformations ❺ which consists of two parts: a first transformation derives the application-specific Simulink model; on the other hand, a second transformation derives the XML configuration file which parametrises the library of sensors and actuators.
As we are applying negative variability here, this derivation creates new artefacts (Simulink model, configuration file) by copying the corresponding domain-level artefacts and removing all elements (e.g., Simulink blocks) which are not required to implement the set of features given by the product configuration. The Application Eclipse Simulink Model has to be transformed back into a model for Matlab/Simulink E a . This is done using an Xpand-Transformation.
Finally, as a last step of product derivation Code Generation ❻ is performed using the modeling and simulation tools Matlab/Simulink and Realtime Workshop. During this process the model and configuration generated earlier are processed to generate the executable program (source C code) F . Fig. 13 Overview of the product derivation mechanisms
Practical experience
To gain practical experience about the benefits and limitations of our framework in practise, we applied it in two practical scenarios. The techniques for model extraction and the creation of Context-specific Views (introduced earlier in Sects. 3 and 4) have been applied to a real-world product line at our industry partner. The techniques for Product Derivation (Sect. 5) have been applied to a working implementation of the parking assistant product line on a model car in the university lab.
Model extraction and context-specific views
The model extraction and the Context-specific Views have been applied to a product line at Daimler AG. It consists of more than 2,000 requirements and a Matlab/Simulink implementation with more than 30,000 blocks. We applied our model-based approach together with experienced engineers who are responsible for an automotive product line application and received their constant feedback. In the following we describe the results concerning (1) effort required to create model transformations for new context-specific views, (2) performance, and (3) usage of the visual editor.
Effort We analysed the effort for using our model-based approach compared to manual approach. The transformations for the model extraction mostly remain stable and can be used without further effort. However, the transformations to create context-specific views have to be created for each view required for a certain task.
As discussed in Sect. 4.2, the transformations are written in a modular way and can be reused. There is a set of predefined model transformations, which just have to be combined in the right order to create context-specific views.
We created the view presented in Sect. 4 in about eight man hours. In contrast, extracting this information manually as currently done at the Daimler AG, engineers estimate a significantly longer time as they would have to pick up the necessary information which is scattered over the Simulink model and to combine them in a common representation.
Due to the fact that each transformation is reusable, the effort to create views is expected to decrease the more transformations have been implemented. A drawback of this approach is that it increases the number of transformations which are necessary to create a view, i.e., the view could probably be created more efficiently if it was realised as one comprehensive model transformation.
Performance An important aspect when dealing with large real-world models is the performance of model transformations. An issue we identified is that very large Simulink models with more than 30,000 blocks could not efficiently be analysed. However, we were able to process Simulink models with a size up to 10 MB and about 10,000 blocks. To create a view out of a model of 1.5 MB and 1,000 blocks the tools needs around 20 s to perform 15 transformations on a personal computer with common characteristics (Intel i5 CPU 2, 4 GHz and 6 GB of memory).
An alternative to model transformations would be Matlab scripts to filter blocks, but this would lead to very complex scripts as they would operate on the original artefacts directly instead of our optimised logical models. Consequently, relationships between all elements would have to be considered.
Usage of the visual editor
We have gained initial experience and feedback by industrial developers concerning our visual editor for Simulink model and context-specific views. The results indicate that developers prefer to stick to familiar tools for analysing the model and fine-tuning new features instead of switching between applications. Consequently, such views are helpful for change impact analyses done before the developer modifies a model. For instance, before integrating a new feature the developer can use the analysis of the existing activation structure within a Simulink model to check the dependencies. An analysis supporting the developer during development (modelling of the Simulink model), however, should depict the result within known tools like Matlab/ Simulink. Consequently, we use the Xpand-transformation introduced in Sect. 4 to export the analysis results.
A further advantage of the framework for industrial practice is that the created views can capture knowledge. Currently, if an experienced engineer leaves the company the knowledge about dependencies and existing relationships between models gets lost.
Product derivation
To show the feasibility of our product derivation approach, we implemented the parking assistant product line from Sect. 2.2 and deployed it onto our Automotive Experimental Vehicle (AEV). A photograph of the model car can be seen in Fig. 14) . It is equipped with our Rapid-Control-Prototyping (RCP) system called VeRa, whose software architecture was developed in our group in collaborations with industry and research partners.
The logical architecture of VeRa, including the data flow between components, corresponds to the schema shown in Fig. 15 . The VeRa is connected with sensors to measure distances in the front, in the rear, and on the right side. It would be easy to add distance sensors on the left side, but this was not necessary for our evaluation. We are experimenting with varying infrared and ultrasonic distance sensors and sensor parameters. To measure the velocity both front wheels are equipped with forked light barriers, the rear wheels with Hall sensors. The driver control is simulated via commands given via a remote control.
These sensors are connected to the RCP system through various interfaces: The ultra sonic sensors are connected via a digital I 2 C bus. The infrared sensors provided their measurement via analogous signal (i.e., voltage). The user commands incoming from the RC receiver are provided to the controller as Plus Width Modulation (PWM) signals. Because of these varying signal types, different hardware components, drivers and data formats are required to get the information from the sensors.
Due to the abstraction layer (discussed earlier in Sect. 5.1), it is possible to shield the core application from hardware dependencies. Hence, the application is designed by modelling and simulating in Matlab/Simulink, while abstracting from hardware details. For instance, we do not have to care whether the distance information is provided by an ultrasonic or an infrared sensor. Finally, the code is generated with Realtime Workshop and deployed.
In our framework we follow a negative variability approach [27] , where elements are removed from a larger artefact, instead of positive variability, where artefact fragments are added to a minimal core (also see Sect. 2.1). The approach with one large model that forms the basis for all product variants seemed more natural, as it makes it easier to see dependencies and interactions among the elements. For instance, in many cases the engineer can directly execute a "maximal" product, i.e., a product with as many features selected as possible to experiment with feature interactions. Nevertheless, composition of fragments and positive variability are a possible alternative and might be explored further in the future.
Discussion
Although first results with the approach are promising, it also has some limitations. The techniques used to bring sensors and actuators into the hardware abstraction layer require additional overhead for integration and development of glue code. Consequently, this approach is not reasonable for "quick hacks" where new component types have to be used as fast as possible. It should be noted that this limitation applies to new types of sensors/actuators. As long as the engineer sticks to types of sensors/actuators that have been used before (i.e., where an integration into the HAL was already done) our approach will actually speed up his development efforts.
During development the engineer has to move back and forth between modeling/simulation and the prototype environment. In our approach, the whole system including controller, actuators, sensors, and plant can be simulated. In particular, the simulated sensors imitate quantisation errors and timing constraints to allow for a realistic simulation of their real electronic counter parts. When switching to the prototype environment the simulated sensors/actuators are automatically replaced by drivers which connect the controller to the real components. Overall, this provides a seamless transition from simulation to the prototyping environment.
Since we modelled configuration choices by a feature model (Fig. 2) and mapped the features to the corresponding implementation components, we are able to configure and generated a product relatively straightforward. One of the reasons, why this is possible at all, is the hardware abstraction layer which reduces dependencies between chosen options (e.g., sensors) and the core application.
Another challenge, which we have to address is the consistency between the varying models. For instance, the parking assistant product line has an optional direction sensor. If this sensor is present in the particular product, it can be used to monitor the alignment of the car in the parking bay with higher accuracy. Otherwise, without this data, the parking assistant has to try a "best effort" approach to get the car aligned to the parking bay. The implementation of these different strategies causes variability in both the behaviour of the controller (i.e., the Simulink model) and the sensor configuration (i.e., the configuration file). For varying configurations, we want to ensure consistency between the involved artefacts. In the presented approach this is supported by modelling variability options in exactly one artefact (the feature model) which influences all others.
A general issue is the usage of existing implementation artefacts to create a model-based product line, as supported by our model extraction mechanism. One could argue that the usage of extracted models adds complexity in comparison to (re-)creating models and implementation manually so that they are optimised for usage in a model-based product line. On the other hand, existing implementations represent considerable value and often it would be very hard in practise to manually re-create (or model) them from scratch given their size and complexity. Nevertheless, all other parts of our framework (general framework, context-specific views, and product derivation) are independent from the fact whether models are extracted using our mechanism or whether they have been created manually from scratch.
Up to now we can say that integration of model-based development and product line engineering was successful, in the sense that (1) we have a smoother transition between modelling and testing in the prototype environment, resulting in shorter turnaround times during engineering iterations and (2) variability is modelled in just one model, which in turn influences a single model which influences all other artefacts in a consistent way. Together, this allows for more efficient development of software-based controller applications with varying sensor and actuators configurations.
Related work
In this section, we provide an overview about existing work related to model-based product lines for embedded systems.
A generic open-source platform for real-time and embedded systems based on EMF is OpenEmbeDD [16] . It consists of a set of tools which support engineers to model, simulate and validate an embedded system. It does not directly focus on a product line approach as presented here but provides general basic concepts. In the following, we discuss related work for the product line specific mechanisms in our framework.
Transformation of embedded systems models While the approach presented here is mainly syntax-oriented Agrawal et al. [1] focus on semantics and verification. They process Matlab/Simulink and Stateflow models as input. For given models specified in Hybrid Systems Interchange Format (HSIF) they build hybrid automata based on the Graph Rewriting and Transformation language (GReAT). They then use model transformations (specified in Graph Rewriting and Transformation language, GReAT) to translate the input model into the Hybrid Systems Interchange Format (HSIF), which can be used for further analysis. Unlike, our approach which is manipulating Matlab/Simulink models to put product-specific variants into effect, Agrawal et al are aiming for a semantic analysis. Hence, they have to perform an interpretation of Simulink elements.
Biehl et al. [3] apply model transformations in the context of safety-related embedded systems. They automate translations from the automotive architecture description language EAST-ADL2 to a safety analysis tool called HiP-HOPS. The overall problem domain (i.e., analysis of embedded systems with model transformation) addresses similar problems as our mechanism of context-specific views.
Domain analysis
In [24] we switched the focus from feature modelling and variability support to a kind of complexity support of address the challenge of complexity in Simulink models that is caused by the introduction of variability and the simultaneous handling of variants. We addressed the problem that, in industrial practice, often a negative variability approach is used. This requires a 150%-model of a Simulink model which causes Simulink models to become hardly manageable for engineers. Thus, we evaluated the use of model transformation languages to develop context-specific views restricted to a single Simulink model. In [18] we widened the scope from views on single Simulink models to further artefacts, i.e., requirements and tests to establish traceability among different development process artefacts. The current paper extends these concepts by integrating them into a framework and adding support for their usage, like the domain-specific language provided to specify mapping rules for the feature mapping.
Interactive product configuration In [4] we presented an approach for interactive product configuration. In particular, we developed a technique that extracts configuration from an implementation model (in Simulink) such that a feature model and the corresponding implementation components can be configured side-by-side. In the approach presented here, such techniques could be used in the process of product configuration, i.e., the transition from domain feature model A d to product configuration A a in Fig. 3 .
Product derivation Czarnecki and Antkiewicz [7] elaborate on a template-based approach to deal with feature mapping on the implementation using Object Constraint Language (OCL) [19] . Czarnecki and Antkiewicz describe the concept of superimposed variants which corresponds to the 150%-model used in our approach to realise a negative variability approach. A distinguishing characteristic of their approach is that they use OCL constraints to describe inclusion conditions for UML fragments.
Heidenreich et al. [14] present FeatureMapper, a toolsupported approach for mapping features to corresponding model elements. This is related to the mapping between features and implementation elements ( B in Fig. 3 ). Since FeatureMapper uses arbitrary EMF-based models [10] it has to use generic modelling concepts (e.g., referencing to EObjects) rather than domain-specific concepts (e.g. referring to a SimulinkSubsystem).
Voelter and Groher [27] describe the aspect-oriented and model-driven techniques for product line engineering. Their approach is based on variability mechanisms in openArchitectureWare [20] (e.g., XVar and XWeave). They illustrate their approach with a sample SPL of home automation applications. Voelter and Groher focus in particular on variability realisation with aspect-oriented techniques. Theoretically, such techniques could be used in product lines of embedded systems, as presented in this paper, to cluster cross-cutting variability effects into modular units. However, aspect-oriented techniques are not common in the embedded systems area and would add additional complexity and new challenges here.
The product derivation mechanism used in our framework is based on earlier work [23] focusing on the variability management of microcontroller-based control systems by combining a feature modelling framework to configure a product variant with an implementation model. In [23] we presented concepts for the isolation of variability caused by the configuration and evaluated the approach to with a more complex product line with of prototypes based on the Vemac RapidControl-Prototyping System.
In [5] we addressed the integration of product configuration and variability realisation with a particular emphasis on domain specific languages. To this end, we adopted higherorder model transformations implemented in ATL, which automatically derive product derivation mechanisms from the metamodel of the particular implementation language.
Conclusion
In this paper we presented a model-based framework for product lines in embedded systems domain. It is driven by scenarios and experience from an industrial context.
The framework provides integrated support to address different challenges arising in industrial practise. To support the transition towards a model-based product line, we provide a model extraction mechanism which can be customised using a domain-specific language. The reduction of cognitive complexity is supported by context-specific views and a visual editor. The effort for adapting or developing new views is reduced by their implementation with model transformations. Finally, we support automated product derivation. Therefore we introduced the hardware abstraction layer which allows hardware variations.
Although the approaches presented in this paper (and similarly in the literature) are sufficient in many cases, several challenges remain when implementing product lines of complex and large systems. Often the usage of general purpose, one-size-fits-all approaches is not possible. For example, the mapping between features and their implementation is hard and fault-prone. Even small faults can cause big problems. Therefore, it is necessary that the used frameworks are fault-tolerant and support the engineer in identifying and removing such errors.
Another important factor for the successful introduction of product line engineering is the tool chain integration. Often engineers who are not familiar with product line engineering (PLE) or software engineering (SE) are responsible for the implementation. Moreover, they prefer known tools from an embedded systems background, e.g., Matlab/Simulink. Therefore, it is necessary to integrate the more advanced techniques (from PLE and SE) into these tools.
Besides this tool integration we have to consider that the development process-and hence the corresponding toolsare continuously evolving. Furthermore, the scope of product lines (and hence the set of features) tends to grow continuously. Therefore, migration strategies and scenarios have to be defined and tested.
To round up the approach, it is also necessary to integrate the evolution into the product line approach. Scenarios which change the feature model i.e., introducing a new feature or moving/deleting a feature have to be supported by the approach to help the engineer handle the complexity.
Finally, we have not yet addressed the aspect that users should be able to define arbitrary analyses to create contextspecific views. To this end, we plan to extend the presented domain-specific language accordingly.
