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1Abstract
Computational Investigations of Coordination Bonding and Adsorbate Properties in
Metal-Organic Frameworks
by
Sudabeh Jawahery
Doctor of Philosophy in Chemical Engineering
University of California, Berkeley
Professor Berend Smit, Chair
In this thesis, I have used computational methods to the study of flexibility in metal-organic
frameworks (MOFs) and the behavior of adsorbed gases and liquids in MOFs. Among
nanoporous materials, MOFs are of particular interest for adsorption-based applications for
reasons that include (1) their huge chemical space, which raises the possibility of tuning them
for specific industrial processes and (2) the ability of the under-coordinated metals present in
some MOFs to endow their respective materials with impressive adsorbate binding energies.
Chapters 2 and 4 relate to analogs of a series of MOFs with under-coordinated metals (the
M-MOF-74 series). In Chapter 2, I report the discovery of a novel argon adsorbate-induced
deformation pattern for this framework series. This result was arrived at using a flexible
framework model, and is presented as an explanation for an intriguing signal observed in
experimental small-angle X-ray scattering profiles upon argon adsorption. This hypothesis
is supported by a complementary investigation of an alternative explanation for the X-ray
signal, in which argon atoms are proposed to adsorb at di↵erent densities in adjacent pores.
In Chapter 3, I studied the dynamics of adsorbed xylene isomers in MOF-5. I compare
the translational and rotational motion of the xylene isomers, and explain the di↵erences
based on molecular geometries. The most rod-like molecule, para-xylene, is more rotationally
constricted in the pore due to its intermolecular interactions with the aromatic group of the
MOF linker. This finding has implications for the rational design of MOFs, as a process
that can take advantage of the MOF-induced variations in xylene isomer dynamics could be
used for lucrative liquid-phase xylene separations.
In Chapter 4, I present a method for parameterizing the type of flexible framework model
used in Chapter 2 from ab initio quantum chemistry calculations. The goal of this work is to
facilitate the rapid development of flexible, versatile MOF models that can capture changes
in the coordination bonding of metals in MOFs. This type of model can be used to study
structural transitions and may be extended to study MOF formation. We demonstrated
that our approach yields models for the M-MOF-74 series that are stable and have simulated
structural properties in good agreement with quantum chemistry calculations.
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1Chapter 1
Introduction
In the universe, an important mark of a civilization’s technological advancement
is its ability to control and make use of micro dimensions. Making use of funda-
mental particles without taking advantage of the micro dimensions is something
that our naked, hairy ancestors already began back when they lit bonfires within
caves. Controlling chemical reactions is just manipulating micro particles with-
out regard to the micro dimensions. Of course, this control also progressed from
crude to advanced: from bonfires to steam engines, and then generators. Now, the
ability for humans to manipulate micro particles at the macro level has reached
a peak: We have computers and nanomaterials. But all of that is accomplished
without unlocking the many micro dimensions. From the perspective of a more
advanced civilization in the universe, bonfires and computers and nanomaterials
are not fundamentally di↵erent. They all belong to the same level. Thats also
why they still think of humans as mere bugs. Unfortunately, I think they’re right.
— Liu Cixin, The Three-Body Problem
The publication of several landmark papers in the late 20th century on metal-organic
frameworks (MOFs)[1, 2, 3, 4] culminated in the synthesis of the canonical MOF-5 (also
known as IRMOF-1) framework[5]. MOF-5 was the first example of a MOF that could
demonstrate permanent, stable porosity without the presence of guest molecules inside the
structure[5]. The general study of coordination chemistry and complexes, however, dates
back to the beginning of modern chemistry[6]. Coordination complexes are molecules in
which metal centers bind to electron-donating ligands (which can be ions, atoms, or other
molecules)[6]. The vertices of MOFs and, by extension, MOFs themselves, are coordination
complexes[7]. The science used to rationalize coordination complexes makes up a large part
of the science that governs and allows researchers to understand and explain the stability and
formation of MOFs. Other fundamental science fields contributing to the study of MOFs
include crystallography, statistical thermodynamics, transport phenomena, and the physical
chemistry of surfaces and solutions. By considering and combining our knowledge of the
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di↵erent fields relevant to the study of MOFs, the scientific community can seek to improve
its ability to manipulate and take advantage of the possibilities o↵ered by this relatively new
class of materials.
1.1 Properties of Metal-Organic Frameworks
MOFs are a class of crystalline, three-dimensional, nanoporous, hybrid organic-inorganic
solids that are currently being widely studied for potential applications in a variety of fields,
including, but not limited to, carbon capture[8], energy storage[9, 10], catalysis[11, 12, 13],
and drug delivery[14, 15]. MOFs are synthesized using di↵erent combinations of constituent
metal and organic linker building blocks, a feature which allows them to be tuned for di↵erent
practical purposes[16]. The large number of possible building block combinations has resulted
in the experimental synthesis of tens of thousands of MOFs[17], and the computational
prediction of hundreds of millions[18, 19]. Fig 1.1 shows a schematic of linkers and metals
forming a MOF.
Because of their porosity and frequently large internal surface areas, MOFs are promis-
ing candidates for adsorption-based applications such as gas separations and storage. The
implications for gas adsorption properties of the various crystal structures that result from
di↵erent building block combinations have therefore been thoroughly investigated[20, 21, 22,
23]. One of the most interesting and promising structural characteristics found in MOFs is
the open-metal site[24, 25]. In frameworks possessing open-metal sites, the metal centers are
coordinated to one less ligand atom than is thermodynamically favored: the system energy
will decrease in the event that an additional ligand atom forms a coordination bond with
the metal center. Open-metal sites form because a solvent molecule remains bound to the
metal center during the crystallization process such that the framework metals initially have
the thermodynamically-favored number of ligands. The solvent molecules can be removed
after synthesis by a process called activation (often accomplished by heating the framework
in vacuum conditions) such that the open-metal site is exposed[26]. These sites should dec-
orate the rim of of an accessible pore - if the open site metal centers were not located in
accessible pores, the detaching solvent molecules would not be able to leave the framework
upon activation.
Open-metal sites endow MOFs with superior adsorptive capabilities because they enable
the metal centers to form coordination bonds with certain adsorbents. Coordination bonds
are stronger than typical physisorption interactions (a typical coordination bond energy is
> 100 kJ/mol, compared with physisorption interactions ranging from 1-10 kJ/mol)[6, 27].
The potential of open-metal sites has been explored for a number of di↵erent adsorption
applications, including hydrocarbon separations[28], air separations[29], carbon capture[30]
and many more. Combined with the aforementioned structural versatility manifest in MOFs,
it is possible to imagine engineering targeted, high-performance solid sorbents that include
both open-metal sites and tailored ligand and structural properties. The reality is more
challenging: the number of framework series in which stable, permanent open-metal sites
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Figure 1.1: A schematic demonstrating how organic linker molecules and metal nodes
combine via coordination bonds to form the three-dimensional, porous crystalline structures
characteristic of MOFs. The cubic lattice shown in the schematic resembles the canonical
MOF-5 structure, but a huge variety of pore geometries and framework topologies have been
synthesized. Organic linker molecules contain atoms capable of forming coordination bonds
with an electron-withdrawing metal center, such as oxygen, nitrogen, or sulfur.
have been observed are limited[30, 31, 32], which in turn limits the tunability of open-metal
sites. Because only a select few frameworks containing open-metal sites can be synthesized, it
not yet possible to fully take advantage of them via targeted design for storage and separation
applications.
From their outset, MOFs sparked a revolution in reticular chemistry, a field based on syn-
thesizing and predicting the structures of porous materials by linking together building block
molecules[33, 34, 35, 36]. From the perspective of computational researchers, the sheer num-
ber of potentially realizable MOFs o↵ers the scientific community an unprecedented chance
to use the predictive power of computational methods. Applications of computational meth-
ods to MOFs have predicted large databases of crystal structures[19, 37] as well as assessed
the performance of large MOF databses for di↵erent physisorption-based applications[38,
39]. Such significant progress has been made in computational database screening over
the course of the last decade that a burden has been placed on experimental researchers
to develop high-throughput methods of synthetizing MOFs, which has in turn led to the
development of computational methods to streamline these procedures[40, 41].
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Figure 1.2: (a) A schematic showing how the dobdc4- ligand and metal cations form the
M-MOF-74 structure (M2+ = Mg, Mn, Fe, Co, Ni, Cu, Zn, Cd), which possesses one-
dimensional hexagonal channels. (b) A view of the M-MOF-74 helix from inside a one-
dimensional channel. Each turn of the metal helix is composed of three metals - two sets of
repeating helix metals have been labeled. The helical axis points in the same direction as the
one-dimensional channels. (c) A visual aid showing the octahedral coordination geometry of
the metal centers. In the activated state, each metal is bound to five ligand oxygens, and one
coordination site remains unoccupied. In (a) and (b), oxygen, metal, carbon and hydrogen
atoms are shown in red, green, grey and white, respectively.
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Computational methods are not yet able, however, to predict MOF formation indepen-
dently. In the last few years, researachers have used molecular simulations to study MOF
formation via molecular simulation without accurately capturing the framework coordina-
tion bond energies[42, 43, 44, 45], meaning that their observations, while insightful, cannot
be easily related to experiments. Computational predictions of formation and growth would
provide the MOF community with crucial insight that could help achieve the dream of de-
signing and commercializing materials for specific applications. Predicting MOF formation
is therefore a motivating factor for me to develop methods to characterize the coordination
chemistry of metals in MOFs.
Among the most widely studied isoreticular series of MOFs containing open-metal sites
is the M-MOF-74 series, also known as the IRMOF-74 series. The original example of a
framework in this series is shown in Fig. 1.2. M-MOF-74, also known as M2(dobdc) and
CPO-27, is synthesized from dobdc4- = 2,5-dioxido-1,4-benzenedicarboxylate ligands and
M2+ metal cations, which are frequently transition metals (M2+ = Mg, Mn, Fe, Co, Ni, Cu,
Zn, Cd)[46, 47, 48, 49, 50, 51, 52]. Multivariate versions of M-MOF-74, wherein multiple
metal cations existing within the same framework, have also been synthesized[53]. The
structural and coordination properties of this framework series are studied in Chapters 2
and 4 of this thesis.
Fig. 1.2a shows a view of the channels of M-MOF-74. The one-dimensional hexagonal
channels point in the direction of the crystalline c-axis, while the a- and b-axes are equivalent
when the crystal is described in the R3 and R3 space groups. The crystalline axes are
discussed in more detail in Chapter 2. Also pointing in the direction of the c-axis are the
metal helices, the location of which is boxed with a solid black line in Fig. 1.2a. The metal
helices make up the vertices of the hexagonal channels, and the linker molecules stack in
the direction of the c-axis. A di↵erent view of the helix structure, from a position inside
of the channel, is displayed in Fig. 1.2b. A single turn of the metal helix consists of three
metals, two sets of which are labeled in Fig. 1.2b. The adjacent vertices of the hexagonal
channels (vertices connected by the same row of linkers) alternate between left-handed and
right-handed helices.
The coordination geometry of each metal in the structure is octahedral, an example
of which is shown in Fig. 1.2c. The framework metals are thermodynamically driven to
bind to six ligand atoms, but upon activation the metals form only five bonds with linker
oxygens. The remaining coordination site (the open-metal site) points towards the center
of a channel, allowing it to form bonds with adsorbate molecules. Several recent works
have focused on modeling the strength of the coordination bond formed between the metal
center and adsorbate molecules[24, 25, 54]. Chapter 4 of this thesis focuses on modeling the
coordination bond between metals and linker oxygens.
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1.2 Classical Modeling of Coordination Chemistry
MOFs are not the only field where coordination chemistry intersects with other fundamental
sciences. Metal ions play a role in a vast number of biological systems[55, 56, 57] mainly
through their interactions with proteins that contain metal cofactors. Proteins (and en-
zymes) that complex with metals are termed metalloproteins (and metalloenzymes). Metal
ions influence the behavior of metalloproteins in a variety of ways. In some cases, the metal
ions are important for the conformational dynamics of the protein[58, 57], which can regulate
function by influencing the interactions of the protein with its environment. For metalloen-
zymes, the metal ions cofactors are essential for the catalytic function of the enzyme[59,
55].
The coordination chemistry bonds formed by metal ions in metalloproteins are most
accurately described using quantum chemistry techniques, such as density functional theory
(DFT). However, most systems of biological interest pose a feasibility challenge for quantum
chemistry methods due to their large size. Protein systems contain hundreds of atoms,
and the inclusion of explicit solvent molecules, which can be necessary to capture protein
structure, makes the system size an even greater challenge[60, 61]. Until now there have
been only sparse examples in the literature of DFT studies on biological systems, most of
which use implicit rather than explicit solvent[62]. More progress is required before DFT
will be able to make quantitative predictions of large systems of biological relevance[62].
The challenge of studying coordination chemistry as it relates to biology led to the
development of new classical simulation techniques, which have the advantage of being
computationally-e cient and compatible with existing classical models of proteins and sol-
vents. E↵orts dating back to the early 1990s have led to an active field within molecular
simulations in which researchers attempt to capture the energetics and geometry of coordina-
tion complexes using novel models. Johan A˚qvist and Arieh Warshel were the first to propose
a strategy that will hereafter be referred to as the cationic dummy model (CDM)[59, 63], in
which the coordination chemistry of a metal cation is captured through the use of fractional
positive charges that surround the metal center, as opposed to assigning the full ionic charge
to the metal center. The fractional charges are arranged to mimic the coordination geometry
of the metal cation of interest, as shown by the examples in Fig. 1.3.
Fig. 1.3a shows the original cationic dummy model proposed by A˚qvist and Warshel[59,
63]. In this model for octahedrally-coordinated metal cations, all dummy sites are equiv-
alent (equidistant from the central metal site with equal charges). In recent years, several
parameterizations for the dispersive interactions of the beads of this model with surround-
ings have appeared in literature[58, 64], but the underlying geometry and charge distribution
has remained unchanged. While this model explicitly mimics six coordination bond sites,
combined with appropriate van der Waals parameters it has even been able to capture the
seven-coordinate geometry of Ca2+, although explicit seven-coordinate models do also ex-
ist[65]. Fig. 1.3b shows a variation of the original A˚qvist and Warshel model designed to
capture Jahn-Teller distortions in Cu2+[66]. Finally, the model shown in Fig. 1.3c was pro-
posed by Pang[67, 68] to study tetrahedrally-coordinated Zn2+.
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Figure 1.3: (a) and (b) show examples of octahedral CDM found in the literature, while
(c) shows an example of a tetrahedral CDM from literature. Light orange beads represent
dummy sites bound to a central metal site. The charge distributions of the models are
marked in the figure. The octahedral CDM shown in (a) has been applied in recent years to
metal cations with both qM = +2[58, 64] and qM = +3[66]. The value of   in (a) depends
then on the metal being studied. (b) was parameterized to capture Jahn-Teller distortions
in Cu2+, which is why the axial and equitorial metal-dummy bond lengths and charges are
di↵erent[69]. (c) was parameterized specifically for tetrahedrally-coordinated Zn2+[67, 68],
and the central site has no charge.
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The simplicity and proven versatility of the CDM approach makes it possible to envision
deploying them as a solution in other systems where coordination bonding is important. I
was motivated to incorporate CDMs into my work in order to address the unmet challenge of
describing the coordination environment of metals in MOFs. As I have already mentioned,
being able to study coordination bonds of MOFs with computationally e cient methods
would allow us make predictions about crystal structure formation, as well study structural
transitions that involve changes in the coordination geometry without the cleavage of bonds.
The use of CDMs is therefore featured in the work presented in Chapter 2 and Chapter 4.
It should be noted that CDMs are not the only possible route for capturing coordination
bonds with classical models. Polarizable models have also been parameterized to capture
coordination bonding[70, 71]. The major drawbacks of the polarization approach are the
high computational expense and extra code machinery required to be able to apply it to a
large system. The polarizable transition metal models that have been parameterized thus far
require evaluation of forces resulting from induced electrostatic potentials[72], which is not
available as a feature in many common simulation packages. Furthermore, most tailor-made
MOF models that have been developed to capture other properties are non-polarizable[25,
73]. My goal is to build and expand upon the literature such that coordination bonding
properties can be predicted and used. CDMs are therefore a better choice because they are
less computationally expensive and can be more seamlessly combined with existing MOF
models than polarizable models.
1.3 Simulation Methods Used in this Thesis
Before discussing the simulations of MOFs presented in Chapters 2, 3, and 4, I will intro-
duce the molecular simulation methods that are employed in this thesis. I will explain the
background of each technique and describe how they are applied to the projects included in
the subsequent chapters.
Grand Canonical Monte Carlo Simulations
Grand Canonical Monte Carlo (GCMC) simulations probe the thermodynamic µV T ensem-
ble, where µ is the chemical potential of a molecule in an external reservoir, V is the volume
of the system being simulated and T is the system temperature[74]. This ensemble is also
known as the Grand canonical ensemble. GCMC simulations of MOFs probe the adsorp-
tion of the the reservoir molecule with chemical potential µ in the framework. We perform
GCMC simulations using Markov chain Monte Carlo (MC) moves. For Markov chain MC
moves, we can write the following relation[74]:
acc(s0 ! s1)
acc(s1 ! s0) =
↵(s1 ! s0)N (s1)
↵(s0 ! s1)N (s0) (1.1)
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where the acceptance (acc) terms are the probability of accepting a proposed MC move
forwards and backwards between an original state (s0) and a new state (s1), N terms are
the probability densities of the two states, and ↵ terms come from the transition matrix of
the Markov chain. We normally design algorithms such that ↵ is symmetric and the terms
cancel out with each other. In the statistical thermodynamic context we are interested in, the
N terms for each state can be ratios of the contributions of each state to a total partition
function common to both states (both states contribute to the same partition function).
Although the total partition function is usually not quantifiable, we are only interested in
the ratios between the N terms for each state, so the total partition function will cancel out.
We are interested in three kinds of moves for simulations of adsorbate molecules in MOFs:
particle insertions, particle deletions and particle translations.
Adsorbate Translation Moves
For molecule translation moves, an adsorbate molecule to displace is chosen at random,
thus rendering the transition matrix symmetric such that the ↵ terms in Eq. 1.1 cancel out.
Because s0 and s1 have the same number of molecules N , the relevant total partition function
is simply the canonical partition function, and the probability density for each state can be
written as:
N (s) = exp
  U(s)
Q(N)
(1.2)
where U(s) is the potential energy function evaluated at state s. Substituting the N terms
from Eq. 1.2, for each state into Eq. 1.1, we arrive at the following acceptance ratio:
acc(s0 ! s1)
acc(s1 ! s0) =
exp  U(sN)
exp  U(s0)
= exp  (U(sN)  U(s0)) (1.3)
From Eq. 1.3, we know what the ratio of acceptance moves for moving between states
s0 and s1 must be in our simulation. To achieve this ratio, we can apply the Metropolis
algorithm to arrive at the following acceptance rule[74]:
acc(s0 ! s1) = min
⇣
1, exp  (U(sN)  U(s0))
⌘
(1.4)
Adsorbate Insertion Moves
For molecule insertion moves, we consider two states that di↵erent numbers of adsorbate
molecules: s0 ⌘ sN and s1 ⌘ sN+1, where N and N + 1 refer to the number of molecules in
the system. Both of these states are part of a system where a MOF framework is exchanging
adsorbate molecules with an external reservoir maintained at a chemical potential µ. In
order to again cancel out the ↵ term in Eq. 1.1, we attempt a molecule insertion on the sN
state with equal likelihood to a molecule deletion from the sN+1 state. The full derivation of
CHAPTER 1. INTRODUCTION 10
the acceptance ratio probability is lengthy and available in literature[74]. It has been shown
that the acceptance ratio is:
acc(N ! N + 1)
acc(N + 1! N) =
V
(N + 1)⇤3
exp µ exp  (U(sN+1)  U(sN)) (1.5)
where ⇤ is the de Broglie thermal wavelength. This ratio leads to the following Metropolis
acceptance rule:
acc(N ! N + 1) = min
✓
1,
V
(N + 1)⇤3
exp µ exp  (U(sN+1)  U(sN))
◆
(1.6)
Adsorbate Deletion Moves
Molecule deletion moves complement insertion moves. Because we attempt them with
equal likelihood to insertions, the ↵ terms in both our molecule insertion and deletion ac-
ceptance ratios cancel out. It has been shown that the acceptance ratio to move between
states s0 ⌘ sN and s1 ⌘ sN 1 is[74]:
acc(N ! N   1)
acc(N   1! N) =
N⇤3
V
exp  µ exp  (U(sN 1)  U(sN)) (1.7)
This ratio leads to the following Metropolis acceptance rule:
acc(N ! N   1) = min
✓
1,
N⇤3
V
exp  µ exp  (U(sN 1)  U(sN))
◆
(1.8)
GCMC simulations have been applied in Chapter 2 to study the role of the long-range
argon interactions on adsorption isotherms in a microporous MOF, and in Chapter 3 to
determine the liquid-phase loading of xylene isomers in MOF-5. The chemical potentials
of argon and xylene isomers are determined by the ideal gas law and, as for xylene the
pressure of interest are outside the pressure range for which the ideal gas law holds, the
Peng-Robinson equation of state, respectively.
Molecular Dynamics Simulations
Molecular Dynamics (MD) is a simulation method that produces trajectories of system
coordinates and velocities. When MD is applied to atomistic scale systems, such as MOFs,
the resulting trajectories can be used to extract molecular-level insight into the mechanisms,
energetics and driving forces of adsorbate dynamics and framework behavior, both with and
without the presence of adsorbate molecules. We are accustomed to Newton’s Law, which
defines the dynamics of all atoms i in a molecular system:
Fi(t) = mi
d2ri(t)
dt
(1.9)
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where the force Fi on atom i is given by:
Fi(t) =  @U(r
N(t))
@ri
(1.10)
where U(rN(t)) is the potential energy function evaluated based on all atoms i = [1...N ] at
their respective positions at instantaneous time t.
In order to integrate the motion of a given simulation system in time, we use the velocity-
verlet algorithm, which requires us to store in computer memory the value of the atomic
positions ri and velocities vi at the same moment in time t[75, 76]:
ri(t+  t) = ri(t) + vi(t) t+
 t2
2mi
Fi(t)
vi(t+  t) = vi(t) +
 t
2m
(Fi(t) + Fi(t+  t))
(1.11)
Integrating the above equations produces dynamics in the the thermodynamic NV E
ensemble, also known as the microcanonical ensemble. If we wish to see Eq. 1.9 and Eq. 1.10
according to Hamiltonian convention, we can write[75, 76]:
r˙i =
pi
mi
(1.12)
where pi is the momentum of atom i and p˙i is equivalent to the force (Eq. 1.11):
p˙i =  @U(r
N(t))
@ri
(1.13)
The Hamiltonian convention of writing the equations of motion is convenient as we move
to the NV T and NPT ensembles. In the NV T ensemble, also known as the canonical
ensemble, the temperature of the system is kept constant while the energy varies. In order to
keep the system temperature constant, we must apply a thermostat. Maintaining a constant
temperature while producing a canonical distribution of velocities and configurations is non-
trivial[77]. In the NV T ensemble MD simulations presented in Chapters 2, 3 and 4, we have
used the Nose´-Hoover thermostat[78, 79], in which the definition of p˙i is replaced[75, 76]:
p˙i =  @U(r
N(t))
@ri
  ⇠pi (1.14)
The Nose´-Hoover thermostat introduces an extra degree of freedom that acts as a thermal
reservoir, and results in the second term containing ⇠ in Eq. 1.14. The dynamics of ⇠ are as
follows[75, 76]:
⇠˙ =
1
Q
(
X
i
p2i
mi
  (g + 1)
 
) (1.15)
where g = 3N , relating to the degrees of freedom of the system as N is the number of atoms,
and Q is a fictitious mass that determines the strength of the thermostat coupling. The
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target temperature for the NV T ensemble simulation is used to compute the value of  .
Eq. 1.13, Eq. 1.14 and Eq. 1.15 form a closed set of equations[75, 76] that can be used to
deterministically integrate motion while sampling a target temperature range.
In the NPT ensemble, also known as the isothermal-isobaric ensemble, the temperature
and pressure of the system are kept constant while both the energy and the volume are
allowed to fluctuate. Several methods to change the simulation unit cell volume to main-
tain the correct pressure exist in literature[74, 75], but the most appropriate technique for
crystal structures is the Parrinello-Rahman barostat, which was used in the NPT ensemble
simulations presented in Chapter 2[80, 81, 82]. Parrinello and Rahman proposed a method
that allows the components of the simulation cell vectors to change, meaning that simulated
crystal structures can deform in response to the chosen interatomic potential. The Parrinello-
Rahman strain energy can be formulated in a Hamiltonian convention and combined with
the thermal reservoir variable of Nose´, yielding NPT dynamics.
The simulation volume is fully described by the 3x3 matrix h, where h = (~a,~b,~c) and ~a,
~b and ~c are the box vectors of the three-dimensional simulation cell. The resulting equations
of motion for the atomic positions and momenta are[83]:
r˙i =
pi
mi
+
pb
W
ri
p˙i =  @U(r
N(t))
@ri
  pb
W
pi   1
g
Tr(pb)
W
pi   p⌘
Q
pi
(1.16)
The resulting equations of motion for simulation cell matrix h and a related momentum
are[83]:
h˙ =
pbh
W
p˙b = (Pint   PextI) deth+ 1
g
(
X
i
p2i
mi
)I   p⌘
Q
pb
(1.17)
where W is a fictitious mass that determines the strength of the barostat coupling, Pext is
the applied external pressure and Pint is the pressure tensor of the simulated system. The
resulting equations of motion for the extra thermal variable, termed ⌘ here to distinguish
from the case of Nose´-Hoover NV T dynamics, and its momentum are[83]:
⌘˙ =
p⌘
Q
p˙⌘ =
X
i
p2i
mi
+
Tr(pTb pb)
W
  (g + d
2)
 
(1.18)
where d is the dimensionality of the system[83].
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Force Fields
In both GCMC and MD simulations, the interatomic potential evaluated at a given system
configuration U(rN) drives and, in the case of MD, determines the results of the simulation.
In classical molecular simulations, all interatomic interactions are defined by functions that
depend on geometric properties of the system. These interactions can be split into three
main subgroupings:
U(rN) = UVdW(r
N) + UBonded(r
N) + UCoulombic(r
N) (1.19)
Interactions contributing to UBonded(rN) are invoked by, for example, pairs of atoms in the
same covalently bonded molecule. In this case, the distances between neighboring bonded
atoms or the angle shared by a set of three atoms may be linked to a potential energy
function such that deviations from a prescribed geometry are penalized. In this thesis, two
di↵erent force fields are used to describe intramolecular covalent bonds and their associated
higher order terms: the Consistent Valence Force Field (CVFF)[84] and the DREIDING
Force Field[85].
Contributions to UVdW(rN) and UCoulombic(rN) are usually invoked between pairs of atoms
that are not already contributing to UBonded(rN). UCoulombic(rN) takes a predictable functional
form based on Coulomb’s law. For any pair of charged atoms i and j, their contributions to
UCoulombic(rN) is as follows:
UCoulombicij =
qiqj
4⇡✏0rij
(1.20)
where qi and qj are the atomic charges, ✏0 is the permittivity of free space and rij is the
distance between the atom pair.
Three di↵erent functional forms are used to describe contributions to UV dW (rN):
ULennard-Jonesij = 4✏ij((
 ij
rij
)12   ( ij
rij
)6) (1.21)
UBuckinghamij = Aije
 Bijrij   Cij
rij6
(1.22)
UBorn-Mayer-Hugginsij = Aije
Bij(  rij)   Cij
rij6
(1.23)
The non-mathematical terms in Eq. 1.21, Eq. 1.22 and Eq. 1.23 other than the inter-
atomic distance rij are fitted parameters specific to the pair for which the potential is being
evaluated. Prior research works have studied how to best apply the Lennard-Jones potential
(Eq. 1.21) and Buckingham potential (Eq. 1.22) to capture adsorbate-framework interactions
in the M-MOF-74 series[54, 24, 25]. In Chapter 4, I discuss how to best apply the Born-
Mayer-Huggins potential (Eq. 1.23) to capture metal coordination chemistry in the same
series of frameworks.
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Chapter 2
Adsorbate-Induced Lattice
Deformation in M-MOF-74 Series
In this work, we study the unique framework deformation that can occur as a result of low-
temperature gas adsorption in the M-MOF-74 series. M-MOF-74 analogs are among the most
widely studied MOFs for adsorption applications because of their one-dimensional channels
and high metal density. Most studies involving the M-MOF-74 series assume that the crystal
lattice is rigid. This assumption guides the interpretation of experimental data, as changes
in the crystal symmetry have never been reported and are in general ignored as a possibil-
ity in the literature. Here, we report a deformation pattern, induced by the adsorption of
argon, for an extended Mg-MOF-74 analog where the 2,5-dioxido-1,4-benzenedicarboxylate
(dobdc) ligand has five aromatic rings rather than the usual single ring. This framework
will henceforth be referred to as IRMOF-74-V. This work has two main implications. First,
we use molecular simulations to demonstrate that IRMOF-74-V undergoes a deformation
that is similar to the mechanism behind breathing MOFs, but is unique because the de-
formation pattern extends beyond a single unit cell of the original structure. Second, we
provide an alternative interpretation of experimental small-angle X-ray scattering profiles of
these systems, which changes how we view the fundamentals of adsorption in this MOF series.
This chapter is based on material from the following publication:
S. Jawahery, C. M. Simon, E. Braun, M. Witman, D. Tiana, B.
Vlaisavljevich, B. Smit. Adsorbate-Induced Lattice Deforma-
tion in IRMOF-74 Series. Nature Communications, 2017.
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2.1 Introduction
E↵ective optimization of MOFs for adsorption-based applications depends on our ability to
engineer their chemistry to modulate their selectivity and capacity for di↵erent gas molecules.
A fundamental understanding of the mechanisms of adsorption in MOFs and their response
to gas adsorption is therefore crucial.
Several MOFs whose crystal structures respond to adsorbing gas molecules by undergoing
reversible, structural transitions have been reported in the literature[86] and studied theo-
retically[87, 88, 89]. Adsorbate-induced deformations of MOFs can cause dramatic changes
in unit cell parameters, as in the cases of breathing or swelling MOFs. Swelling mechanisms
that allow MOFs to expand as pores fill with adsorbates have been identified[90]. More
complex breathing mechanisms have also been observed where, upon insertion of some ad-
sorbates at low gas phase pressures, the MOF exhibits a transition from an expanded, porous
state to a more collapsed state, before expanding yet again to the porous state at higher
gas phase pressures[91, 92, 93]. The structural transitions can also be more subtle, as in the
case of MOFs whose ligands undergo a rotation upon gas adsorption to accommodate more
molecules yet maintain an approximately rigid unit cell[94]. Recently, a rare negative gas
adsorption phenomenon was observed in a MOF and directly connected to the cooperative
motion of many atoms across a large unit cell[95]. The crystal structure of a MOF at a
given set of conditions is determined by trade-o↵s between intrahost, host-adsorbate, and
adsorbate-adsorbate energies, as well as the mechanical stress induced by the pressure of the
gas[96]. Deformation of the framework raises its energy in the absence of gas, but is often
compensated for by more favorable host-adsorbate and/or adsorbate-adsorbate interactions.
Adsorption-induced deformation is a well-documented example of how adsorption can
deviate from what is expected in perfect, rigid crystals. By contrast, adsorption in rigid
lattices is known to be energetically driven only by host-adsorbate and adsorbate-adsorbate
interactions. Logically, these interactions should be of a length scale associated with the ad-
sorbate molecule. For example, water adsorbates may feel interactions on a long length scale
because of water’s unique hydrogen-bonding pattern[97], while noble gas adsorbates, which
interact primarily through dispersion forces, feel no such e↵ect and the length scale of their
interactions is typically limited to the scale of their atomic radius. Within MOFs, unique
adsorption mechanisms such as cooperative phenomena have previously been identified along
with the system-specific interactions that drive them[98].
In this context, recent work by Cho et al. stands out in suggesting that adsorbate-
adsorbate interactions across channel walls can drive adsorption in MOFs[99]. Cho et al.
studied the behavior of di↵erent adsorbates in the IRMOF-74 series and presented in situ
small-angle X-ray scattering (SAXS) data. The data for argon adsorption show evidence for
the formation of extra argon adsorption domains in IRMOF-74-V-hex. The proposed extra
argon adsorption domains take the form of a periodic superlattice, the dimensions of which
extend beyond the size of a single channel (see Fig. 2.1, pink lines). The four corners of
a proposed superlattice unit cell, shown explicitly in Fig. 2.2, represent channels with high
argon density relative to the six adjacent channels. Cho et al. explain the superlattice by
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Figure 2.1: Di↵erent unit cells of the IRMOF-74-V lattice that are relevant to this study.
The primitive unit cell used for DFT structure relaxation is marked in black, the simulation
box used in NPT simulations is marked in blue and the superlattice dimension proposed by
Cho et al. is marked in pink. Cho et al. propose that the corners of the superlattice represent
regions of high loading. Unit cell parameter a is marked in black next to the primitive unit
cell. Magnesium, oxygen, carbon and hydrogen atoms are marked in lime green, red, grey
and white, respectively.
proposing a new mechanism in which cross-channel interactions of argon at 87 K stabilize the
extra adsorption domains. Cho et al. further speculate that this is induced by a contraction
of the unit cell.
The work by Cho et al. is the first report of an adsorption mechanism that involves
cross-channel adsorbate interactions in a MOF. We therefore found it useful to use molec-
ular simulation techniques to further quantify the importance of these cross-channel argon
interactions. Unlike the experimental system, we can tune interactions in our simulations
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Figure 2.2: The shape of the argon superlattice proposed by Cho et al. The pink hexagons
show proposed regions of high argon loading, and the blue regions show proposed regions of
low argon loading. The hexagons have diameters of approximately 40 A˚.
to directly compare a system in which argon-argon interactions are restricted to act only
within a single channel with a system in which cross-channel interactions are allowed. Our
simulations on argon adsorption in IRMOF-74-V, a MOF composed of Mg2+ atoms and
expanded 2,5-dioxido-1,4-benzenedicarboxylate (dobdc4 ) ligands that include five aromatic
rings[100], show, however, that cross-channel argon interactions have only a minor e↵ect
on the adsorption isotherm and do not lead to the argon superlattice described by Cho et
al. We did discover that argon adsorption induces a deformation of the crystal lattice, and
we demonstrate that this deformation can account for the signatures observed in the X-ray
pattern measured by Cho et al.
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2.2 Simulation Models
DFT calculations were necessary in order to generate charges and relax the crystal structures
of IRMOF-74-V and IRMOF-74-V-hex, which were used for GCMC simulations and as
starting structures for MD simulations throughout this work. All DFT calculations were
performed with VASP[101] version 5.3.5, using projector augmented wave method (PAW)
potentials[102, 103, 104]. We used a revised version of the van der Waals dispersion-corrected
density functional (rev-vdW-DF2)[105] that was implemented in VASP by Klimesˇ et al.[106]
using the algorithm of Roma´n-Pe´rez et al [107].
We relaxed the experimental crystal structure via DFT calculations using a procedure
that has been shown to lead to reasonable lattice constants and bond lengths in M-MOF-
74[108]. The resulting relaxed unit cell was a starting point for all MC and MD simulations.
Periodic DFT optimizations of the IRMOF-74-V and IRMOF-74-V-hex structures were done
starting from respective 228-atom and 318-atom triclinic primitive unit cells obtained after
removing solvent and reducing the symmetry of the experimental structure[100]. Integration
over the Brillouin zone was carried out using  -point sampling. The plane-wave basis set
was cuto↵ at 600 eV, and the wave function energy convergence criterion was set to 10 5eV.
The atomic positions were optimized until all forces were smaller than 0.05 eV/A˚. Point
charges were then assigned to the framework atoms using the REPEAT scheme[109] with
the electrostatic potential generated from the structural relaxation.
We developed a flexible framework model inspired by the work of Greathouse et al., which
demonstrated that modeling metal-linker bonds classically using only non-bonded interac-
tions can give a realistic description of the flexibility and coordination environment changes
experienced by MOF-5 upon adsorption of water[110]. The use of non-bonded interactions
to model metal-linker bonds allows us to study changes in the geometry at the coordination
centers of IRMOF-74-V, while simultaneously avoiding the problem of modeling the com-
plex metal-oxygen bonding environment with fixed harmonic potentials. The IRMOF-74-V
superlattice used in all MD simulations consisted of 16 channels (4 channels x 4 channels).
In our model for IRMOF-74-V, bond, angle, dihedral and torsion parameters for linker
molecules were taken from the Consistent Valence Force Field (CVFF)[84]. This choice was
made because CVFF is known to accurately model small organic molecules and is consistent
with the work of Greathouse et al. The metal model is adapted from CDM parameters
developed by Duarte et al. which delocalize charge and specifically model M2+ ions in an
octahedral coordination environment[58]. In the metal force field developed by Duarte et al.,
the charge distribution on the central metal bead and six dummy beads sums up to a full
2+ charge on the metal ion. As we determined by using the REPEAT charge equilibration
scheme, the magnesium atoms in IRMOF-74-V and IRMOF-74-V-hex do not have full 2+
charges. Therefore, to adapt the force field by Duarte et al. we scaled the charges on both
the central metal bead and the six dummy beads accordingly so that the total charge on the
metal complex would be equal to the REPEAT charge.
Lennard-Jones parameters taken from CVFF for linker atoms and from Duarte et al.
for metal atoms were used with geometric mixing rules to compute non-bonded framework-
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Table 2.1: IRMOF-74-V unit cell parameters predicted by DFT and the force field at 0 K.
Parameter (p3 plane group) DFT Force Field % Di↵erence
a or b (A˚) 38.4122 38.2597 0.657%
c (A˚) 6.8185 6.7737 -0.397%
↵ ( ) 119.653 119.640 -0.011%
  or   ( ) 93.3921 93.3799 -0.013
framework interactions. Implementation of this force field and unit cell relaxation led to
good agreement with the DFT energy-minimized structure (less than 1% di↵erence of any
unit cell parameter, shown in (Table 2.1).
For our models of argon-argon and argon-MOF interactions, Lennard-Jones parameters
for argon were taken from work by Brown et al [111]. Non-bonded interactions between argon,
linker and metal atoms were calculated by using geometric mixing rules with Lennard-Jones
parameters from Brown et al.[111], CVFF[84] and Duarte et al.[58], respectively, as was sim-
ilarly done by Macedonia et al. to calculate interactions of argon with zeolites[112]. Lennard-
Jones interactions and short-range (real space) coulombic interactions were truncated at 10
A˚, and Ewald summations were used to calculate long-range coulombic interactions.
Ab initio derived parameters were used for simulation of CO2 in IRMOF-74-V. Bucking-
ham parameters modeling the interactions of CO2 with the framework were adapted directly
from the work of Mercado et al.[25], which was made for use with the original dobdc4- lig-
and containing only one aromatic ring. The additional aromatic atoms were treated in the
same way that Mercado et al. treated the dobpdc4- = 4,4-dioxidobiphenyl-3,3-dicarboxylate
ligand containing two aromatic rings: additional aromatic carbons were classified based on
whether or not they were bound to an aromatic hydrogen. The TraPPE force field was used
to model N2-N2 interactions[113] and the EPM2 force field was used to model CO2-CO2 in-
teractions[114]. Non-bonded interactions between N2 and framework atoms were calculated
using Lorenz-Berthelot mixing rules with the TraPPE force field for N2 and the CVFF and
Duarte et al. force field described above for the framework.
Simulations of argon adsorbing in IRMOF-74-III and IRMOF-74-VII used the same force
field as argon adsorbing in IRMOF-74-V, but we started with DFT-optimized lattices and
atomic charges available in literature[37].
2.3 Adsorption Isotherms
We used GCMC simulations to compute argon adsorption isotherms in IRMOF-74-V. The
DFT optimized unit cells were used to simulate adsorption isotherms in the standard lat-
tice discussed below. In these simulations we used as trial moves insertions at a random
argon position, deletions, and translations with equal probability using the intermolecular
potentials described in the Simulation Models section. We used the ideal gas law to relate
the chemical potential µig of argon to the pressure in the experiment. The use of the ideal
CHAPTER 2. ADSORBATE-INDUCED LATTICE DEFORMATION IN M-MOF-74
SERIES 20
gas law allows us to simplify the GCMC acceptance rule such that the de Broglie thermal
wavelength disappears. For an ideal gas,
 µig = ln⇤
3N
V
= ln⇤3 Pig (2.1)
µig =
1
 
ln⇤3 +
1
 
ln  Pig (2.2)
Substituting µig from Eq. 2.2 into our acceptance ratio formula for insertion of an adsor-
bate molecule, we can begin to simplify:
acc(N ! N + 1)
acc(N + 1! N) =
V
(N + 1)⇤3
exp(ln⇤
3 + ln  Pig) exp  (U(sN+1)  U(sN)) (2.3)
acc(N ! N + 1)
acc(N + 1! N) =
V Pig
(N + 1)
exp  (U(sN+1)  U(sN)) (2.4)
Following a similar set of steps for the removal of an adsorbate molecule, we can show
the following:
acc(N ! N   1)
acc(N   1! N) =
N
V Pig
exp  (U(sN 1)  U(sN)) (2.5)
Thus, the Metropolis acceptance rules become:
acc(N ! N + 1) = min(1, V Pig
(N + 1)
exp  (U(sN+1)  U(sN))) (2.6)
and
acc(N ! N   1) = min(1, N
V Pig
exp  (U(sN 1)  U(sN))) (2.7)
Starting at the lowest ideal gas pressure, we simulated the argon adsorption successively
by initiating the simulation with the adsorbate positions stored at the end of the previous
simulation. Hysteresis is monitored by performing these GCMC calculations both with in-
creasing and decreasing pressures. We utilized 75,000 equilibrium cycles and 30,000 sampling
cycles, where a cycle is defined as max(20, n) Markov chain transition proposals, where n is
the number of adsorbates currently in the system. We replicated the IRMOF-74-V crystal
structure three times along the axis of the metal helices to prevent atoms from interacting
with their own image.
In Fig. 2.3a we compare our isotherms with the isotherm measured by Cho et al. The
snapshots in Fig. 2.3b illustrate that argon adsorbs in layers on channel walls: at 0.001 bar,
there is a single layer of argon atoms in the channel, followed by a second layer at 0.10 bar.
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0.001 bar 0.10 bar 
0.40 bar 1.0 bar 
a 
b 
Figure 2.3: Characteristics of argon adsorption in a rigid lattice model. Simulated and
experimental argon adsorption isotherms in IRMOF-74-V at 87 K are shown in (a) and
snapshots of argon loading at select pressures are shown in (b). In the snapshots, argon
density is colored in dark green and the rigid lattice model is also shown. The teal curve in (a)
is a simulated argon isotherm. The orange curve in (a) is a simulated argon isotherm where
argon-argon interactions across channels are artificially turned o↵, i.e., argon adsorbates
interact with each other within the same hexagonal channel, but two argon atoms in di↵erent
channels do not interact. Adsorption and desorption portions of the simulated isotherms
are marked with closed and open markers, respectively. The blue points in (a) are the
experimental isotherm measured by Cho et al.
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The pore completely fills a little beyond 0.40 bar. A comparison of the snapshots in Fig. 2.3b
and the isotherm in Fig. 2.3a shows that the jump in the isotherm occurs exactly before the
pores flood with argon. The jump in the isotherms indicates capillary condensation in the
pores[115], which have an approximate diameter of 40 A˚. The hysteresis that we observe upon
desorption is further evidence for capillary condensation and is a well known phenomenon
in structures containing mesopores[116]. Our simulations are in good qualitative agreement
with the experimentally measured isotherm, capturing the inflection point in argon uptake in
the range of 35 to 45 kPa. Cho et al. also reported hysteresis in their experimental isotherm
but over a smaller pressure window. The large simulated Henry coe cient, apparent in the
overestimation of loading at low pressures, can be attributed to inaccuracies in the force
field description of noble gas-MOF interactions, and is in similar agreement compared with
other studies on noble gas adsorption in MOFs[117]. At intermediate and high loadings, the
quantitative di↵erences between the experimental and simulated isotherms may be related
to the fact that we use a rigid lattice model for all simulations and assume a perfect crystal
structure, which is experimentally impossible to synthesize.
The shape of the argon adsorption isotherm was presented by Cho et al. as a piece of
evidence in support of cross-channel interaction induced argon ordering as the inflection
point in the isotherm was attributed to the formation of extra adsorption domains. To
study the e↵ect of cross-channel interactions we compared GCMC simulations of a system in
which argon can interact across channels with a system in which we (artificially) restricted
argon-argon interactions to contribute only if the argon atoms are in the same channel.
This was accomplished by determining whether or not each pair of argon atoms within the
Lennard-Jones cuto↵ distance were in the same channel, and only including contributions to
the energy used for the GCMC acceptance rules given in Eq. 2.6 and Eq. 2.7 if both argons
were in the same channel. The algorithm used for this is visually explained in Fig. 2.4.
Based on our knowledge of the positions of the vertices (metal helices), shown as red circles
in Fig. 2.4a, we are able to define the boundaries of each channel. If two argon atoms fulfill
the requirements described in the Fig. 2.4 caption for all boundaries of a given channel,
their interaction potential was included in the system energy U of Eq. 2.6 and Eq. 2.7.
The adsorption mechanism proposed by Cho et al. suggests that by artificially turning o↵
interactions between argon atoms that are not in the same channel, we should obtain a
qualitatively di↵erent adsorption behavior. A comparison of the two simulated isotherms in
Fig. 2.3a reveals that cross-channel argon-argon interactions have little to no e↵ect on the
isotherm. Argon atoms in di↵erent channels are too far apart to interact significantly.
2.4 Lattice Deformation
An important di↵erence between our GCMC simulations for which isotherms are presented
in Fig. 2.3a and experiments is that we assume a rigid crystal structure, while experimental
data shows that the unit cell parameter a, shown in Fig. 2.1, does change upon adsorption.
To study the e↵ect of argon adsorption on the crystal structure of IRMOF-74-V, we use
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Figure 2.4: Classifying an argon as belonging or not belonging to the home channel. (a)
The home channel is defined by the hexagon in the b   c plane shown filled in red. The
vertices xi are labeled. (b) Consider our algorithm for i = 2. Shown are the two vectors of
interest, x2   x1 and xAr   x2 in red and blue, respectively. The line that passes through x1
and x2 is shown as the red, dotted line. If the argon belongs to the home channel, then xAr
lies above this line. To determine whether xAr is above or below the line, we check the sign
of the a component of the cross product of xAr   x2 and x2   x1 after we extend them to
three dimensions by defining the a-component to be zero.
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flexible lattice simulations. In these simulations, we use for each channel a fixed loading
given by the pressure of the simulated isotherms (Fig. 2.3a) and monitor the change of the
IRMOF-74-V structure in terms of the lattice parameter as a function of pressure.
Figure 2.5: Unit cell parameter a of IRMOF-74-V as a function of pressure. Unit cell
parameter a is denoted as a double-headed black arrow next to the primitive unit cell in
Fig. 2.1. NPT simulation data is shown in blue and the experimental data of Cho et al.
is shown in black. Simulation data points are averages and error bars show the standard
deviation. The loadings imposed in the NPT simulation are commensurate with the simu-
lated standard lattice adsorption at that pressure. Stars represent conditions at which lattice
deformation was observed, as shown in Fig. 2.6.
Changes in the lattice of IRMOF-74-V as a function of loading were simulated using
MD simulations in the NVT and NPT ensembles using the LAMMPS molecular software
package[118]. Using the observations of Cho et al. as a guiding reference, we first slowly
decreased the unit cell parameter a of IRMOF-74-V loaded with argon by 90% while simu-
lating the lattice in the NVT ensemble. The scaled lattice was then allowed to relax to its
equilibrium unit cell parameter a in the NPT ensemble. Each lattice was simulated for a
total of 2.5 nanoseconds with a timestep of one femtosecond using a Nose´-Hoover thermostat
and a Parrinello-Rahman barostat.
Fig. 2.5 shows that our simulations agree well with the experimentally observed behavior
in the lattice parameter. Similar to the experiments, we observe at low pressures that
the crystal swells when the pressure and loading are increased. At intermediate pressures,
however, we see a dip in the lattice parameter, while at high pressures the crystal swells
again. Upon further inspection of the lattice at 0.425 bar, we discover that the unit cell
parameter a does not only shrink but the lattice also deforms (see Fig. 2.6) such that it is
no longer represented by the crystal structure shown in Fig. 2.1.
The standard lattice of the IRMOF-74 series is composed of channels in the shape of
regular hexagons. Four distinct types of channels exist in the deformed lattice and are shown
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Figure 2.6: Representations of lattice deformation. Black dotted lines represent the unit
cell of standard and deformed crystal lattices. The deformed lattice shows Channel 1 in
grey, Channel 2 in blue, Channel 3 in pink and Channel 4 in yellow. The views of of a
standard right-handed metal helix from inside a standard and irregular channel are also
shown. Magnesium, oxygen, carbon, hydrogen and argon atoms are marked in lime green,
red, grey, white and dark green, respectively. The distance between metal atoms is larger
in the deformed helix, indicating that the helix becomes wider. Angles between atoms on
neighboring linkers change accordingly.
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in Fig. 2.6. The central Channel 1 resembles a channel in the standard lattice. Channels
2, 3 and 4 are irregular hexagons that have a smaller volume than Channel 1 and form a
spiral shape around the central, regular channel. Two irregular channels of the same type
are always found directly across the regular channel from each other. This pattern imposes
a geometric constraint that causes the observed deformation to be coherent and crystalline.
If one channel deforms, the lattice must deform as well to prevent massive strain.
The observed deformation is associated with a subtle change in geometry of some metal
helices. Fig. 2.6 shows two views of right-handed metal helices from the interior of a regular
channel in a standard lattice and an irregular channel (Channel 2, 3 or 4) in a deformed
lattice. Metal helices are deformed if they join Channel 1 hexagons with two irregular
channels. The deformed metal helix is slightly wider than the standard metal helix, as
shown by the larger distance between metals. To maintain an appropriately square pyramidal
coordination geometry, metal-bound oxygen atoms shift their positions. This rearrangement
of atoms is propagated along the flexible linkers and causes a change in the vertex angle of
the irregular channels.
In the GCMC simulations that we have already presented, we have used only a rigid stan-
dard IRMOF-74-V lattice. It is therefore important to determine whether a rigid deformed
lattice can lead to a qualitatively di↵erent isotherm. To accomplish this we investigated the
adsorption properties of Channels 1, 2, 3 and 4 in the deformed lattice separately. Frame-
work coordinates from a snapshot of an MD simulation were used as a host material structure
to make adsorption isotherms of a deformed lattice. Fig. 2.7a shows that while the argon
uptake in all four channels is similar at low pressures, Channels 2, 3 and 4 all adsorb less
argon than Channel 1 at high pressures. The di↵erence in loading at high pressures is easily
rationalized by the di↵erence in volume between channels.
The individual channel isotherms demonstrate that Channels 2, 3 and 4 all experience a
jump in loading at a lower pressure than Channel 1. The di↵erence in pore filling pressures
across the channels is in agreement with the expectation that capillary condensation occurs
at lower pressures in smaller channels[119]. Therefore, in the very narrow pressure window
between 0.40 and 0.425 bar, the smaller deformed channels actually adsorb a higher density
of argon than Channel 1. A comparison of Fig. 2.7 with Fig. 2.5 shows that this narrow
pressure window corresponds with the pressure at which the deformed lattice was observed.
The composite deformed lattice isotherm in Fig. 2.7b was made by averaging together the
four individual channel isotherms shown in Fig. 2.7a. The e↵ect of lattice deformation can
be seen by comparing the deformed composite isotherm to the Channel 1 isotherm, which
resembles a channel in a standard lattice. The Channel 1 isotherm shown in Fig. 2.7 and rigid
lattice isotherm shown in Fig. 2.3a are di↵erent. The rigid lattice used in Fig. 2.3a is the
DFT-optimized structure, whereas the deformed lattice and individual channel structures
result from molecular simulations and are governed by the force field, which means that the
two structures vary and have slightly di↵erent sizes and linker orientations. For this reason,
Channel 1 should be compared with the deformed channels and lattice rather than the DFT-
optimized structure. In the pressure range where the deformed lattice was observed (near
0.425 bar), the e↵ect of lattice deformation is to cause a more smooth increase in loading as
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Figure 2.7: Argon adsorption isotherms in the deformed lattice. Adsorption isotherms
for each of the four channels of the deformed lattice, as shown in Fig. 2.6, are shown in
(a) and match the color code shown in Fig. 2.6. The yellow curve in (b) is the deformed
lattice composite isotherm obtained by averaging together the isotherms for the four di↵erent
channels. Adsorption and desorption portions of the simulated isotherms are marked with
closed and open markers, respectively. The blue points in (b) are the experimental isotherm
measured by Cho et al.
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each of the channels will fill at a slightly di↵erent pressure in the deformed lattice.
2.5 X-ray Spectra
In our simulations, we find no evidence to support the cross-channel interaction mechanism or
adsorbate superlattice proposed by Cho et al. At this point, it is important to note that Cho
et al. assumed that for all pressures, the IRMOF-74 lattice maintains its crystal structure and
does not deform. Indeed, it was reasonable to make this assumption because several previous
studies of IRMOF-74 have suggested that the metal-oxygen nodes are relatively rigid[120,
121]. It is therefore important to investigate the impact of the observed deformation on the
X-ray pattern of the system. We compare the X-ray signature associated with our deformed
lattice with the experimental X-ray data.
Powder X-ray di↵raction (PXRD) patterns of the MOF lattice and small-angle X-ray
scattering (SAXS) profiles of adsorbing argon are calculated directly from atomic coordi-
nates[122, 123].
According to Bragg’s Law, peaks of scattered intensity appear when the pathlength
di↵erence between scattered waves is an integer multiple of the X-ray wavelength:
n  = 2d sin(✓) (2.8)
where ✓ is the equivalent angle of incidence and scattering, and 2d sin(✓) is the pathlength
di↵erence. The scattering vector q is defined as:
q =
4⇡ sin(✓)
 
(2.9)
Substituting the variables in Eq. 2.8 into Eq. 2.9 and solving for q yields:
q =
2⇡n
d
(2.10)
where d is interplanar spacing. The q-axis of all subsequent X-ray plots is given by Eq. 2.9
and Eq. 2.10. The Debye equation is used to calculate the simulated SAXS profile:
I(q) =
X
i
X
j
fifj
sin(qrij)
qrij
(2.11)
where rij is the distance vector between a pair of atoms i, j, and fi is the form factor of atom
i.
The experimental samples used by Cho et al. were powder and therefore simulated PXRD
peaks can be compared to peaks in the experimental SAXS profile. For the simulated SAXS
profiles shown in Fig. 2.8b, argon positions are extracted from both a deformed lattice with
a loading commensurate with the adsorption isotherm at 0.425 bar and a standard lattice
artificially loaded with a number of atoms corresponding to 0.425 bar.
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The simulated deformed X-ray pattern shown in Fig. 2.8a is intriguingly similar to the
experimental SAXS profiles. Cho et al. observed the appearance of peaks at q = 0.25 A˚ 1
and q = 0.42 A˚ 1 during argon adsorption in one of the IRMOF-74 analogs studied, IRMOF-
74-V-hex, at intermediate pressure and loading conditions. Cho et al. also observed broad
peaks at q = 0.10 A˚ 1 for all IRMOF-74 analogs studied. Experimentally, peaks associated
with the standard lattice did not disappear in any of the IRMOF-74 analogs studied, a fact
that was specifically interpreted by Cho et al. to mean that the lattice was not deforming[99].
As we show in Fig. 2.8a, deformation of the IRMOF-74-V lattice produces new X-ray peaks
at all of the q-values that were experimentally noted without causing the standard lattice
peaks to disappear. Although Cho et al. attributed the additional peaks in their SAXS
profiles to long-range ordering of argon atoms, we believe that framework deformation is a
more likely physical origin of this signal.
As is observed in the experimental data, the standard lattice peaks are preserved in the
deformed lattice X-ray pattern, but not because the lattice maintains its structure. The
standard lattice of IRMOF-74-V exhbits peaks in the X-ray pattern at q-values near 0.20
A˚ 1 and 0.33 A˚ 1, marked in red and blue in Fig. 2.8a. These peaks are associated with
two independent crystallographic spacings, the hk = 10 and 11 Miller face spacings, marked
in red and blue respectively in Fig. 2.8c. The deformed lattice X-ray pattern exhibits peaks
of similar magnitude in similar positions as the standard lattice, also marked in red and
blue in Fig. 2.8a. The standard peaks appear in the deformed X-ray pattern because the
deformed lattice includes crystallographic spacings that are geometrically similar to those
in the standard lattice, the hk = 42 and 72 Miller face spacings shown in red and blue in
Fig. 2.8d. The peaks in the deformed X-ray pattern that are related to the standard peaks
are shifted slightly to the right. This is a consquence of the overall decrease in unit cell
parameter. The apparently larger shift associated with the hk = 11 compared to the hk =
10 Miller face spacing does not indicate a larger change in interplanar spacing. Rather, the
q-value at which an interplanar spacing appears is more sensitive at smaller spacings.
New peaks observed by Cho et al. can be explained by the increased number of crystallo-
graphic spacings in the deformed lattice. The peak observed experimentally at q = 0.25 A˚ 1
corresponds to the hk = 51 Miller face spacing in the deformed lattice, marked in purple in
Fig. 2.8d. The peak observed experimentally at q = 0.42 A˚ 1 corresponds to the hk = 81
Miller face spacings in the deformed lattice, marked in orange in Fig. 2.8d. These two peaks
are related to expansion and compression of the hk = 11 Miller face spacing of the standard
lattice, respectively. The broad peak experimentally observed at q = 0.10 A˚ 1 appears at
the same q-value as the peak associated with the hk = 21 Miller face spacing in the deformed
lattice, marked in maroon in Fig. 2.8d. The hk = 21 Miller face spacing in the deformed
lattice is unique because it spans the length of more than one hexagon.
Simulated SAXS profiles that account only for argon light scattering are shown in Fig. 2.8b.
This figure demonstrates that argon does not organize di↵erently across channels as a result
of deformation. In both cases, peaks appear in the SAXS profiles at q-values that corre-
spond to peaks in the powder X-ray di↵raction (PXRD) pattern of the respective lattice.
This feature is due to the fact that argon is adsorbing on the walls of the channel, as shown
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Figure 2.8: Simulated X-ray spectra and associated standard and deformed IRMOF-74-V
lattices. X-ray patterns for the MOF are shown in (a) and SAXS profiles for the argon are
shown in (b). In the X-ray patterns, the standard lattice corresponds to vacuum and the
deformed lattice to a pressure of 0.425 bar and loading commensurate with the adsorption
isotherm. In the SAXS profiles, the deformed lattice and loading correspond to a pressure
of 0.425 bar, but a standard lattice is artificially given a loading corresponding to 0.425 bar.
Peaks in the patterns are marked with a color-code that corresponds to the crystallographic
spacings shown in (c) and (d), which are labeled snaphots of standard (c) and deformed (d)
lattices. Red and blue lines in (c) represent hk = 10 and 11 Miller faces, respectively. The
red, blue, orange, green, purple and maroon lines in (d) represent the hk = 42, 72, 81, 63,
51, and 21 Miller faces, respectively.
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in Fig. 2.3b, and the SAXS profile peaks are a reflection of the bounding lattice.
There are some discrepancies between the X-ray peaks shown in Fig. 2.8a and the SAXS
profile measured by Cho et al., but these di↵erences can be explained. The standard peaks
in the simulated X-ray pattern associated with the hk = 10 and hk = 11 Miller face spacings
do not shift as noticeably in the work by Cho et al. We attribute this to finite-size e↵ects
in our simulation, as the necessarily small size of our simulation superlattice (4 channels x
4 channels) imposes a uniform deformation on opposite sides of the simulation box via peri-
odic boundary conditions. A larger superlattice approaching the size of the experimentally-
realized system would experience less perfect and perhaps less widespread deformation, re-
ducing the overall e↵ect on interplanar spacing. In addition, the small peak we observe at q
= 0.28 A˚ 1, associated with the hk = 63 Miller face spacing in the deformed lattice, is not
noted by Cho et al., but we believe this peak may be indistinguishable from the much more
intense standard peak near q = 0.33 A˚ 1 in the experimental SAXS data[99].
2.6 Additional Adsorbates and Analogs
The arguments we have presented suggest that the observed deformation is not limited to
argon adsorbing in IRMOF-74-V, but can also occur in other adsorbate-framework systems
within the IRMOF-74 series. In Fig. 2.9, we show that the same deformation indeed can occur
with other adsorbates and IRMOF-74 analogs. Fig. 2.9 demonstrates that the adsorbate
identity a↵ects the extent of deformation.
We investigated lattice deformation in the aformentioned additional systems by imposing
a dip in the unit cell parameter rather than relying on NPT simulations. Fig. 2.9a and
Fig. 2.9b show deformed lattices of IRMOF-74-V loaded with N2 and CO2 gas, respectively,
and Fig. 2.9c shows a deformed lattice of IRMOF-74-V-hex loaded with argon. These systems
were chosen because they were also studied by Cho et al. We decreased the unit cell parameter
of IRMOF-74-V and IRMOF-74-V-hex by 90%, and then increased the unit cell parameter
again to the experimentally observed minimum value, at which point we let the system
equilibrate in the NVT ensemble. Throughout the simulation, the lattices were loaded with
the number of adsorbates commensurate with the isotherms measured by Cho et al. N2, CO2
and argon adsorbate systems were simulated at 77 K, 194 K and 87 K, respectively.
To assess the extent of deformation induced in IRMOF-74-V by the three adsorbates
studied (Ar, N2 and CO2) we collected statistics on the vertex angles of each of the hexagonal
channels in the deformed lattices. Fig. 2.10 shows the di↵erences between the vertex angle
distributions of the lattices deformed by Ar, N2 and CO2 and the standard lattices at their
respective temperature, where adsorbate identity and temperature are shown in the upper
right quadrant of each graph. By comparison of the solid lines in the three panels, it is
apparent that the range of the vertex angle distribution in the standard lattice does not
change significantly over the temperature range considered in this study.
In the Ar-deformed lattice, the new vertex angles sampled appear clearly as new peaks,
and the total distribution spans the range from 100  to 140 . The lattices deformed by the
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Figure 2.9: Snapshots of deformed lattices of other adsorbate-framework systems. IRMOF-
74-V lattices loaded with N2 and CO2 are shown in (a) and (b), respectively, and an IRMOF-
74-V-hex lattice loaded with argon is shown in (c). We accessed deformation in these systems
by imposing the minimum unit cell parameter a reported by Cho et al. during the adsorption
process, and by loading the lattice with the commensurate number of adsorbate molecules.
The systems were then simulated in the NVT ensemble at temperatures corresponding to
the measurements by Cho et al. (77 K for N2, 194 K for CO2 and 87 K for argon). Nitrogen,
carbon, oxygen and argon atoms are marked in blue, grey, red and dark green, respectively.
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Figure 2.10: Hexagon vertex angle distributions in standard and deformed IRMOF-74-
V lattices. The di↵erences between the vertex angle distributions (hexagonal channels)
of the lattices deformed by Ar, N2 and CO2 and the standard lattices at their respective
temperature. The range of the deformed distributions shows the following order of extent of
deformation (from most to least): Ar at 87 K > N2 at 77 K > CO2 at 194 K.
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more complex adsorbates (N2 and CO2) fluctuate more and their peaks are more di cult to
distinguish, especially in the case of CO2. However, a comparison of the range of these three
distributions yields information about the extent of deformation. The N2 distribution spans
a smaller range than the argon distribution, from 105  to 135 , while the CO2 distribution
spans an even smaller range from approximately 106  to 133 . From this we infer that from
most to least deformation, the order of the systems studied is as follows: Ar at 87 K > N2
at 77 K > CO2 at 194 K.
We also modeled argon adsorbing in IRMOF-74-III and IRMOF-74-VII, but we did not
access deformation in these structures when performing simulations with the same method-
ology carried out for IRMOF-74-V. This suggests a sensitive pore size dependence, wherein
argon stabilizes deformation more in pores that are on the scale of 40 A˚ compared to pores
that are 15 A˚ smaller or larger.
2.7 Conclusion
Using classical simulations, we predicted that the IRMOF-74 series can undergo an adsorbate-
induced deformation. The deformed framework reproduces key features that were experimen-
tally observed during argon adsorption by Cho et al., namely changes in the lattice parameter
and X-ray pattern. We therefore propose the deformation as an alternative hypothesis to
a superlattice of di↵erent argon densities in neighboring channels. As both interpretations
can explain the additional X-ray peaks, it would therefore be interesting to see whether
additional experiments can confirm our proposed deformation.
The appearance at intermediate pressures and disappearance at high pressures of adsorbate-
induced deformation provides us with insight into how the deformation of IRMOF-74-V is
stabilized. By comparing Fig. 2.5 with the adsorption isotherms, we note that the defor-
mation is observed before the channels are filled and disappears as the lattice saturates
with argon. As the channels fill, adsorbate-adsorbate forces in the dense argon environment
destabilize the deformation and force the lattice to return to its standard size and structure,
potentially to accommodate more adsorbates. Although we do not characterize IRMOF-74-
V as a breathing MOF, this observation allows us to draw a parallel between this system and
breathing MOFs, which collapse at intermediate loadings to improve adsorbate interactions
and expand at high loadings to allow adsorbates to occupy more space[91].
GCMC simulations showed no evidence of the argon adsorbate superlattice in a rigid
framework as proposed by Cho et al. However, GCMC simulations did demonstrate that, in
a very narrow pressure range, irregular hexagonal channels in the deformed lattice can adsorb
more argon compared to regular hexagonal channels. This implies the opposite conclusion
of Cho et al., who proposed small regions of high loading separated by large regions of low
loading. Our GCMC simulations of individual hexagonal channels suggest that regions of
low loading can be surrounded and separated in space by regions of high loading.
Our simulations show that the observed breathing e↵ect is a subtle balance between the
energetics of the deformation of the lattice and interactions of argon atoms. For example,
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Cho et al. observed that a dip in the lattice parameter occurs over a very narrow pressure
range in IRMOF-74-V-hex and over a less narrow pressure range in IRMOF-74-V. A possible
explanation is that the presence of the side group in IRMOF-74-V-hex makes it more di cult
to deform the lattice. However, further work is needed in refining our model to reliably study
the e↵ects of these subtle di↵erences.
The appearance and disappearance of the observed deformation is similar to the phase
transitions of a conventional breathing MOF, where the flexible unit cell is open in vacuum,
closes to become narrow upon gas adsorption, then opens again as the pores saturate. The
deformation we observe, however, is unique because it cannot be described with a single unit
cell of the original structure. Unlike conventional breathing MOFs in which neighboring
pores simultaneously close at intermediate pressures and open at high pressure, neighboring
pores in the IRMOF-74 series necessarily deform di↵erently and form a repeating, crystalline
pattern. The length scale required to study this deformation is therefore much larger than
a single unit cell of the material.
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Chapter 3
Xylene Dynamics in MOF-5
In this work, results from MD simulations are compared with results from nuclear magnetic
resonance (NMR) experiments to study para-, meta- and ortho-xylene behavior in MOF-5,
probing the e↵ects of adsorbate geometry in a weakly interacting isotropic MOF system. We
study the e↵ect that adsorbate geometry has on both translational and rotational xylene dy-
namics in this canonical framework. Simulation and experimental findings corroborate each
other, and the findings suggest that while para-xylene has the lowest free energy barrier for
moving translationally between MOF cages, its shape causes it to have the slowest in-plane
rotational dynamics.
This chapter is adapted from the following publication:
V. J. Witherspoon, L. M. Yu, S. Jawahery, E. Braun, S. M.
Moosavi, S. K. Schnell, B. Smit, J. A. Reimer. Transla-
tional and Rotational Motion of C8 Aromatics Adsorbed in
Isotropic Porous Media (MOF-5): NMR Studies and MD Simula-
tions. The Journal of Physical Chemistry C, 2017.
3.1 Introduction
The separation of xylene isomers poses a lucrative scientific challenge, as distillation of these
isomers accounts for a significant amount of global energy consumption[124]. Composed
of a conjugated ring perturbated by two methyl groups (see Fig. 3.1 for a visual aid), xy-
lene isomers have similar kinetic diameters (1 A˚ di↵erence) and similar chemical properties,
including host-guest interaction energies, which make the design of a selective adsorbent
extremely di cult. Several classes of materials have been investigated for their xylene sepa-
ration potential, including MOFs, zeolites, molecular sieves and quantum dots[125]. MOFs
in particular have demonstrated promimse for this application[125]. Given that the discov-
CHAPTER 3. XYLENE DYNAMICS IN MOF-5 37
ery of a solid sorbent capable of e cient xylene separation has the potential to make a dent
in a 50 gigawatt per year global expenditure[124], further investigation of selective xylene
dynamics in MOF adsorbents is warranted.
Figure 3.1: Xylene (C8H10) isomers studied in this work. Ortho-, meta- and para-xylene
have kinetic diameters of 6.8, 6.8 and 5.8 A˚, respectively[126].
To determine the suitability of MOFs for particular separation applications, transport
phenomena are commonly investigated by performing macroscopic measurements (e.g. break-
through measurements) that characterize e↵ective mass transport values containing contri-
butions from both intercrystalline and the intracrystalline regimes[127]. To gain insight into
the mechanisms that determine these macroscopic measurements, molecular-scale interac-
tions need to be measured. In particular, MOFs o↵er the nanoporous media community
a unique opportunity to improve our understanding of how adsorbed molecules move in
a confined spaces since both the topology and the chemical a nity are well-defined[128].
NMR-based techniques have been previously been employed to quantify self-di↵usion coe -
cients in an e↵ort to understand translational motion. Most studies thus far have focused on
determining di↵erences between strongly and weakly adsorbed molecules, where large di↵er-
ences in the observed di↵usive properties are used to understand motion and selectivity[129,
130]. This scenario is in stark contrast to the case of xylene separation, where strength of
adsorption is generally nearly identical across the series of isomers.
The selectivity of certain MOFs such as MIL-47[131, 132, 133] and MIL-53 [134, 135, 136,
137] for xylene separation has been studied. ⇡-⇡ stacking between linker molecules and the
aromatic ring on the xylene isomers was identified as the dominant type of host-guest inter-
action, and the selectivity of these one-dimensional channel type MOFs was attributed to the
anisotropy of linker arrangements. Macroscopic breakthrough measurements at high temper-
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ature (553 K) and pressure (1.2 bar) have been used to determine transport intracrystalline
di↵usivities of xylenes in MOF-5 and showed that the vapor phase para-xylene di↵used two
times slower than the other isomers. This implies that the geometry of the adsorbate plays
a role in modulating dynamics[138]. Previous descriptions of how C8 aromatics di↵use in
porous environments postulate that entropy may play a role in determining the molecular
mobility[139, 140, 141, 142], yet present very little systematic evidence.
We have performed MD simulations in order to quantify di↵usion while gaining a molecular-
level understanding of liquid-phase xylene isomer dynamics in a confined MOF system: the
canonical MOF-5 framework (shown in Fig. 3.2). We compare the results of our simulations
to NMR results, which probe translational motion by measuring self-di↵usion coe cients
and probe rotational motion by measuring longitudinal relaxation times (T1, and its related
rate R1 = 1/T1)[143, 144, 145, 130, 129]. Our simulations allow us to analyze the interplay
between rotational and translational motion as well as characterize the spatial probability
distributions and relative orientations of the di↵erent xylene isomers when adsorbed in the
pores of MOF-5. Taken as corrobation of self-di↵usion coe cient and longitudinal relaxation
rate measurements from NMR experiments performed at similar liquid-phase conditions, we
are able to better understand and speculate about how the geometric properties of xylene
isomers can influence the observed separation performance of MOF adsorbents.
3.2 Simulation Models
MD simulations of xylene isomer dynamics in MOF-5 used a combination of force fields. The
Lennard-Jones potential, shifted and truncated at 12.0 A˚, was used to describe dispersive
interactions. MOF-5 framework atoms were modeled using the Dubbeldam force field[73],
and the framework was assumed to be rigid (framework atoms were kept fixed during the
simulation) since it has been shown that framework flexibility does not have an e↵ect on
adsorbate di↵usion in MOF-5[146]. The experimental crystal structure was used for the
fixed positions of the framework atoms. Interactions between adsorbed xylene molecules
were calculated directly from the parameters given by the TraPPE force field[147], and
Lorenz-Berthelot mixing rules were used to calculate interactions between framework atoms
and adsorbate atoms. This Dubbeldam + TraPPE force field has been shown to provide
good agreement with experimental di↵usion coe cients of small aromatic molecules in MOF-
5[73]. As the TraPPE models do not have partial charges, Coulombic interactions were not
calculated.
To prepare simulation systems comparable to experimental liquid-phase conditions, the
MOF-5 framework (see Fig. 3.2) was loaded with guest molecules at densities corresponding
to the saturated liquid densities at four di↵erent temperatures within the range of experi-
mental interest. These liquid loadings were calculated from GCMC simulations in a previous
work[148]. A comparison of the isotherm predicted by this force field to the experimental
isotherm at 298 K is shown in Fig. 3.3. The GCMC simulated isotherms saturate at lower
pressures than the experimental isotherm, but the shape and step pressure of the isotherms
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Figure 3.2: Crystal structure of the canonical MOF-5 (IRMOF-1) crystal, which was used
as the isotropic adsorbent material in this work. Zinc, carbon, oxygen and hydrogen are
shown in dark grey, light grey, red and white, respectively. Zinc atoms are located in Zn4O
tetrahedral units and are connected by the 1,4-benzenedicarboxylate (BDC) linkers such
that a cubic crystal lattice is formed[5].
CHAPTER 3. XYLENE DYNAMICS IN MOF-5 40
10-4 10-3 10-2 10-1 100 101 102
Pressure[mbar]
0
1
2
3
4
5
6
7
8
9
10
U
pt
ak
e
m
m
ol
g
Paraxylene Exp.
Metaxylene Exp.
Orthoxylene Exp.
Paraxylene Sim
Metaxylene Sim.
Orthoxylene Sim.
Pressure (mbar) 
U
pt
ak
e 
(m
m
ol
 / 
g)
 
Figure 3.3: Experimental (para ⌅, ortho •, meta N) and simulated (para ⇤, ortho  ,
meta 4) pure-component adsorption isotherms of the three xylene isomers in MOF-5, taken
at 298 K. Simulated adsorption isotherms were obtained with GCMC simulations using the
same force field as was used in the MD simulations. Data were collected over 1,000,000
production cycles following 1,000,000 equilibration cycles. The simulation box consisted of
1 unit cell of MOF-5.
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are generally in very good agreement.
Table 3.1: Loadings used in MD simulations in units of molecules per unit cell.
Temperature (K) ortho-xylene meta-xylene para-xylene
270 54 53 53
280 53 53 53
290 53 51 51
300 52 50 50
Molecular dynamics simulations were conducted with LAMMPS[118] in the NVT ensem-
ble using a timestep of 0.5 fs, the Nose´-Hoover chain thermostat[78, 79] and a rigid-body
time integrator[149].
3.3 Translational Motion
To calculate di↵usive properties of liquid-phase xylenes in MOF-5, MD simulations were
equilibrated for 5 ns, followed by a production period of at least 100 ns, which was found to
be su ciently long for the mean squared displacement (MSD) to become a linear function
of time, as verified by measuring the slope of the MSD plot on a log-log scale. MSD as a
function of elapsed time ⌧ is defined as:
MSD(t) =
⌦
 r(⌧)2
↵
=
⌦
[r(t+ ⌧)  r(t)]2↵ (3.1)
where r is the instantaneous position of the center-of-mass of a xylene molecule. Self-di↵usion
coe cents were obtained by fitting the Einstein relation:
DS =
1
6
lim
t!1
d
dt
⌦
[r(t)  r(0)]2↵ (3.2)
to the linear portion of the MSD versus time plot, using the order-n algorithm[74, 150] to
collect MSD data.
According to both simulations and experiment, para-xylene displays the fastest self-
di↵usion coe cient at all temperatures (Fig. 3.4) and the lowest experimental calculated
activation energy for translational motion (Table 3.2). Para-xylene translational motion
in MOF-5 deviates from bulk isomer behavioral trends[151] by exhibiting the smallest Ar-
rhenius pre-exponential factor; this is surprising because when measured in bulk it has the
largest[152]. The simulation self-di↵usion coe cients are on the same order of magnitude as
the experiment and display the same ordering between isomers.
The simulated and experimental temperature dependence of para-xylene self-di↵usion
are in extremely good agreement. As shown in Table 3.2, the activation energies of motion
obtained from Arrhenius fits are identical. The simulated and experimental temperature
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Figure 3.4: The experimental inverse temperature dependence of the self-di↵usion coe -
cient for each xylene (para ⌅, ortho •, meta N), and the simulated self-di↵usion coe cients
(para ⇤, ortho  , meta 4). Error bars denote standard deviations.
dependence of meta- and, in particular, ortho-xylene are in less close agreement. This could
be a result of the temperature-dependence being very sensitive to adsorbate loadings.
We further explored the guest molecule configurations by considering the spatial probabil-
ity distributions from the MD simulations. Spatial density distributions of xylenes (Fig. 3.5)
were generated with data from MD simulations where the center-of-mass of each xylene
molecule was recorded every 5 fs and binned into a 100 ⇥ 100 ⇥ 100 grid overlaid on the
MOF-5 structure. As MOF-5 is cubic, the three-dimensional grid was reduced to a two-
dimensional grid by averaging together all slices in one of the dimensions. These figures
reveal the preferential adsorption sites of each xylene isomer. Meta-xylene prefers to adsorb
in the center of the pore, while ortho-xylene prefers adsorption closer to the metal clusters
that are located at the corners of the pore (Fig. 3.5A-B, darker shaded areas). Para-xylene,
by contrast, shows a more uniform distribution throughout the pore (Fig. 3.5C). The pres-
ence of multiple and proximal preferential adsorption sites for ortho-xylene and meta-xylene
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Figure 3.5: Results of the MD simulations at 280 K and loadings as shown in Table 3.1
displaying the spatial probability distribution of liquid phase xylene molecules in the MOF-5
structure: (A) meta-xylene, (B) ortho-xylene, (C) para-xylene.
Table 3.2: Ea,trans calculated from an Arrhenius fit to the experimental data and simulated
data from Fig. 3.4. The actual D0,trans were taken from the intercept of the linear fit with
inverse temperature.
para-xylene meta-xylene ortho-xylene
Experimental
Ea,trans (kJ mol 1) 15.3 19.7 21.2
D0,trans (m2 s 1) 1.8 ⇥10 7 1.68 ⇥10 6 2.45 ⇥10 6
Simulated
Ea,trans (kJ mol 1) 15.3 16.1 10.3
D0,trans (m2 s 1) 3.79 ⇥10 7 3.93 ⇥10 8 5.06 ⇥10 7
suggests that their translational di↵usion mechanism involves the hopping of molecules be-
tween these sites and thus that these adsorbates must overcome a larger free energy barrier
to di↵use compared with para-xylene. These observations are consistent with the trend in
the experimentally determined translational activation energies.
3.4 Rotational Motion
We define rotational displacement in the MD simulations as:
 (⌧) =
Z t
0
  ˆ(t0)dt0 (3.3)
where both the magnitude and direction of vector   ˆ(t0) are given by the normalized vector
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Table 3.3: Experimental Ea,rot of xylene molecules calculated from fitting the experimental
longitudinal relaxation rate to an Arrhenius relation given in Fig. 3.7.
para-xylene meta-xylene ortho-xylene
Ea,rot (kJ mol 1) 47.26 12.88 11.55
of interest u(t) at times t = t0, t0 + dt0. The magnitude of   ˆ(t0) is given by:
|  ˆ(t0)| = cos 1 (u(t0 + dt0) · u(t0)) (3.4)
and the direction is given by u(t0 + dt0)⇥ u(t0)[153].
In this work, the vector of interest u(t) is either the bond vector pointing from an aromatic
xylene ring carbon to the its bonded methyl group (in-plane, k) or the vector normal to the
aromatic xylene ring (out-of-plane, ?). Analogously to translational motion, rotational self-
di↵usion coe cients were obtained by fitting the relation:
DR =
1
6
lim
t!1
d
dt
⌦
[ (t)   (0)]2↵ (3.5)
to the linear portion of the rotational MSD versus time plot, defined as:
MSDR(t) =
⌦
  (⌧)2
↵
=
⌦
[ (t+ ⌧)   (t)]2↵ (3.6)
Experimentally measured molecular rotation relaxations rates (R1) are shown in Fig. 3.7,
and activation energies resulting from Arrhenius linear fits to this data are shown in Table 3.3.
Para-xylene is found to have almost four times the rotational activation energy of the other
isomers and thus must be experiencing some combination of increased spatial restriction
and/or a longer isotropic rotational correlation time. This is di↵erent from bulk behavior
where the rotational activation energy (Ea,rot) of all the xylene isomers are on the same order
of magnitude[154].
Table 3.4: The simulated in-plane (k) and out-of-plane (?) rotational activation energies
and the pre-exponential factors fitted from an Arrhenius relation in Fig. 3.8.
para-xylene meta-xylene ortho-xylene
Ea,rot,k (kJ mol 1) 17.03 11.37 6.0
D0,rot,k (rad2 s 1) 37.83 5.95 1.4
Ea,rot,? (kJ mol 1) 10.84 10.06 9.05
D0,rot,? (rad2 s 1) 10.43 4.2 2.44
MD simulations performed at the aforementioned loadings a rm the notion of para-
xylene restricted rotational motion. For all three xylenes, two types of rotational motion
were distinguished and tracked during the course of simulations. In-plane xylene rotation
was tracked with the methyl bond vectors as a reference, and out-of-plane xylene rotation
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DR, in-plane 
DR, out-of-plane 
Figure 3.6: The two types of rotational motion for which simulated rotational self-di↵usion
coe cients were measured: in-plane (k) and out-of-plane (?) motion. The in-plane rotational
motion is tracked using the orientation of the methyl bond vectors, while the out-of-plane
rotational motion is using the orientation of the vector normal to the plane of the aromatic
ring. The isomer shown in the examples is para-xylene and carbon atoms are shown in
green. Although para-xylene is used to illustrate the example, the orientation reference
vector definitions were the same for all xylenes.
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Figure 3.7: The experimental inverse temperature dependence of R1 for each xylene iso-
mer (para ⌅, ortho •, meta N). The dashed lines represent a linear fit to an Arrhenius
relationship.
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Figure 3.8: The inverse temperature dependence of the simulated rotational self-di↵usion
coe cients for each xylene isomer where the filled symbols represent the in-plane (k) rotation
(para ⌅, ortho •, meta N) and the empty symbols represent out-of-plane (?) rotation (para
⇤, ortho  , meta 4). The dashed lines represent a linear fit to an Arrhenius relationship.
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was tracked with the vector normal to the aromatic ring as a reference. The two rotational
modes are visually illustrated in Fig. 3.6.
Para-xylene displays a large di↵erence between the in-plane and out-of-plane di↵usion
coe cients, with the out-of-plane coe cients being a factor of three larger (Fig. 3.8). The
di↵erence between in-plane and out-of-plane rotational di↵usion coe cients was less pro-
nounced for the other two isomers, although the magnitudes of the di↵usion coe cients are
also smaller. The trend in the in-plane activation energies derived from the simulation results
show that para-xylene’s in-plane rotational motion activation energy is greater than that of
both meta-xylene and ortho-xylene (Table 3.4).
To further explore the e↵ect of confinement on the orientations sampled during rotational
motion, the angle between the methyl bond and the bond connecting the nearest-neighbor
carboxylate group to the aromatic part of organic linker was tracked. The probability of
finding a molecule oriented at a particular angle was then calculated for each xylene and
the results are displayed in Fig. 3.9. The observed probability distributions shown in solid
black lines can be compared to the dashed black lines, which shows a random distribution
of methyl group orientations using the functional form P (✓) = 12 sin(✓). All xylenes display
a dominating peak larger than that of the random distribution around 90 . This suggests
the most favored orientation for a methyl group relative to the framework phenyl ring may
be a t-configuration near a ⇡-pocket of the ligand. This cannot, however, be the case for
ortho-xylene, as Fig. 3.5 shows that the molecular center-of-mass is predominantly found in
the corners of the pore rather than the center.
Additional features in the meta-xylene and para-xylene angle probability distributions
can be intuited by considering the positions of the two methyl groups relative to each other.
Fig 3.10 demonstrates the proposed unique meta-xylene configurations. The peaks at 60 
and 120  in the meta-xylene plot are observed because when one methyl group is in the
favored orientation (perpendicular to one set of linkers) and the aromatic xylene ring is
parallel to the other set of organic linkers, the second methyl group forms a 60  or 120 
angle with the nearest neighboring carboxylate group. The para-xylene distribution is unique
because when the aromatic xylene ring is similarly aligned parallel to one set of organic
linkers, both methyl groups are perpendicular to the other set, and there should therefore be
only a single peak at 90 . The additional features at 140  and 40  indicate that para-xylene
cannot fit into configurations where it is oriented exactly parallel to a set of organic linkers
and must be tilted with respect to the pore. Para-xylene therefore samples a more restrictive
environment due to its rigid rod like shape.
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Figure 3.9: Probability density functions describing the likelihood of finding a methyl
bond on a xylene molecule oriented at a range of angles relative to the nearest neighboring
carboxylate group on a framework linker, measured according to the figure insets and the
examples of Fig 3.10. Resulting distributions (A) meta-xylene, (B) ortho-xylene, (C) para-
xylene. In (A), (B) and (C), the dashed black lines reflect a random distribution of methyl
orientations.
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Figure 3.10: Proposed configurations that explain the symmetric peaks in the meta-xylene
probability density functions shown in Fig 3.9. The examples demonstrate how the instan-
taneous methyl-carboxylate angles are measured. Oxygen atoms are red, hydrogen atoms
are white, zinc atoms are light grey, and carbon atoms on the xylene and linker are blue and
dark grey, respectively.
3.5 Conclusion
MOF-5, experimentally synthesized as a large crystal, was imbibed with saturated-liquid
loadings of meta-xylene, ortho-xylene, and para-xylene. The e↵ects of subtle geometric
di↵erences between the isomers are manifest in the guest molecule translational and ro-
tational motions, as observed using NMR techniques. Measurement of the experimental
self-di↵usion coe cients and the longitudinal relaxation times as functions of temperature
at constant loading allowed for the quantification of the translational and rotational activa-
tion energies for each species. Para-xylene was experimentally observed to have the fastest
self-di↵usion coe cient at all temperatures (para > meta > ortho), the lowest activation
energy for translational motion (para < meta < ortho), and the highest activation energy
for rotational motion (para > meta > ortho). These results were compared with MD simula-
tions and confirm the constriction of rotational freedom in an isotropically confined geometry
and the faster translational motion of the most rod-like molecule, para-xylene. MD simula-
tions indicate that neither meta-xylene nor ortho-xylene experience comparable restrictions
for in-plane rotations when adsorbed in MOF-5, supporting the experimental findings that
para-xylene faces higher energy barriers for rotational motion.
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Chapter 4
Refinement of Cationic Dummy
Model Parameters for M-MOF-74
Series
We present force fields developed from periodic density functional theory (DFT) calcula-
tions that can be used in classical molecular simulations to model M-MOF-74 (M = Co,
Fe, Mg, Mn, Ni, Zn) and its extended linker analogs. Our force fields are based on cationic
dummy models (CDMs). These dummy models simplify the methodology required to tune
the parameters and improve the accuracy of the force fields. We have used our force fields to
compare mechanical properties across the M-MOF-74 series, and determine that increasing
the size of the linker decreases the framework rigidity. In addition, we have applied our
force fields to an extended linker analog of Mg-MOF-74 and characterized the free energy of
previously-reported deformation pattern, in which the one-dimensional hexagonal channels
of the framework become irregular. The free energy profiles confirm that the deformation
is adsorbate-induced and impossible to access solely by a pressure stimulus. Based on our
results, we conclude that the force fields presented here and others that may be developed
using our methodology are transferable across metal-organic framework series that share a
metal center topology. Finally, we believe that these force fields have the potential to be
adapted for the study of complex problems in MOF chemistry, including defects and crystal
growth, that have thus far been beyond the scope of classical molecular simulations.
This chapter is based on material from the following publication:
S. Jawahery, N. Rampal, S. M. Moosavi, M. Witman, B. Smit.
Ab Initio Flexible Force Field for Metal-Organic Frameworks
Using Dummy Model Coordination Bonds. Journal of Chemical
Theory and Computation, 2019.
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4.1 Introduction
For su ciently rigid materials, accurate force fields have been developed to predict the ther-
modynamic properties of adsorbed gases in MOFs[155, 25]. However, to predict adsorption
in flexible materials and study mechanical properties, one cannot assume that a material
is rigid and force fields that allow MOF atoms to move are required. The dependence of
framework mechanical properties on the structure and chemical identity of some MOFs has
recently been explored. Experimental and recent computational works on zeolitic imidazo-
late framework (ZIF), a sub-class of MOFs, mechanical properties address the dependence
of framework elasticity on topology and linker chemistry[156, 157, 158]. However, further
investigation is needed to understand the e↵ects of linker chemistry beyond this framework
series.
Both DFT and classical molecular simulations have been used to study structure-property
relationships of nanoporous materials[22, 23, 159, 160], In principle, ab initio methods such
as density functional theory (DFT) can be used to study MOF properties influenced by
framework flexibility. In practice, the scope of and number of structures included in DFT-
based studies is necessarily small (on the order of hundreds of structures) because of the
significant computational expense[161, 162, 159]. By contrast, molecular simulation studies
that take advantage of classical force fields have been used to screen the adsorption properties
of hundreds of thousands of structures[18]. It remains di cult, however, to use classical force
field-based approaches to capture properties relating to the dynamics and integrity of the
framework itself. There is still a practical need for simulations to be able to capture frame-
work flexibility, as recent experimental and theoretical works have demonstrated that both
subtle flexible modes and large framework volume changes can influence MOF performance
with regards to adsorption-based applications[93, 163, 164, 165].
There are two approaches to describe flexibility at a MOF’s coordination centers, where
metals and atoms on organic linker molecules form coordination bonds[166]. Bonded force
field terms are the more common approach, using functional forms such as harmonic or
Morse potentials to capture the coupled motion of two atoms forming a coordination bond,
and similar angle, torsion and dihedral terms to capture three-body and four-body interac-
tions. This is the approach taken by an extension of the Universal Force Field to MOFs
(UFF4MOF), the MOF-FF force field, and a number of other force fields made for specific
structures[167, 168]. The QuickFF package developed by the Van Speybroeck group, which
aims to parameterize force fields on-the-fly from ab initio data also uses bonded force field
terms[169]. A second approach uses only non-bonded potentials to describe interactions be-
tween metals and coordinating linker atom. This approach is well suited to describing subtle
changes in the framework that preserve coordination geometry. Non-bonded potentials have
been used in structure prediction procedures for inorganic chemistry including[170, 171],
more recently, Zr-based MOFs[172]. The non-bonded potential approach has been used to
demonstrate water-induced dissolution of MOF-5[110], investigate MOF self-assembly[42, 43,
44, 45] and also allowed us in a previous work to computationally establish the occurrence
of a novel deformation pattern by an extended linker analog of Mg-MOF-74 upon argon
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adsorption[173]. The same deformation pattern was experimentally reported as occurring in
Co-MOF-74 upon adsorption of ortho-xylene[126].
In a previous work by Mercado et al., a periodic DFT-based approach was used to esti-
mate and fit non-bonded interaction potentials between adsorbate molecules and framework
atoms[25]. In this work, we present a procedure to develop models of metal-coordinating
atom interactions using only non-bonded potentials. We present a methodology that uses
periodic DFT calculations to estimate the pairwise force between metals and coordinating
atoms, and fit interaction potentials to these pairwise forces. We focus here on the M-
MOF-74 series (M = Co, Fe, Mg, Mn, Ni, Zn), but the method can be applied to other
frameworks. We demonstrate that the resulting force fields are robust and are transferable
to experimentally-synthesized extended linker analogs of M-MOF-74[174]. This force field
development methodology can help further our understanding of how MOF mechanical prop-
erties depend on topology and building block chemistry[158]. Our force fields also have the
potential to push MOF modeling research into new directions. Because these force fields
allow coordination bonds to break and form, we envision adapting this model to be compat-
ible with reliable parameters for metal-solvent and linker-solvent interactions. A compatible
combination of framework-solvent and metal-linker interactions would enable us to study
complex problems such as defects, surface properties, formation and dissolution of MOFs,
which have thus far been largely inaccessible topics for classical molecular simulations.
4.2 Methodology
Overview
We have parameterized classical force fields to be used for molecular simulations of M-
MOF-74 analogs by employing cationic dummy models (CDMs)[59, 63, 67], which capture
the experimentally-observed octahedral coordination sphere of the metal cations[49]. The
function of the CDMs is illustrated in Fig. 4.1. Rather than using a single point charge, the
CDMs consist of six point charges arranged in octahedral symmetry around a central bead,
which is a center for both a point charge and a Van der Waals interaction. Ligands interact
with both the six surrounding point charges and the central bead. Because of the set number
and geometrical arrangement of the surrounding point charges, the metals remain bound to
the correct number of linker atoms, replicating the e↵ect of octahedrally arranged orbitals.
We present here a method by which we estimate and fit interatomic framework poten-
tials to forces from periodic density functional theory (DFT) calculations. Vanduyfhuys et
al. took a related approach when developing their MOF force field development method im-
plemented in the QuickFF package. Their method uses the Hessian matrix (composed of
second derivatives of the framework energy with respect to the geometry) of the equilibrium
framework structure to develop force field parameters[169]. In this work, we take a di↵erent
approach. Instead of optimizing many force field parameters simultaneously in order to cap-
ture the total force acting on each atom, we focus on optimizing one pairwise interaction at
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Figure 4.1: (a) Cationic Dummy Models (CDMs) in a snapshot of the structure of M-
MOF-74 and (b) the distribution of total metal charge qM on each CDM. Oxygen, carbon,
hydrogen, metal atoms and dummy beads are shown in red, grey, white, light green, and
dark green, respectively. Charge is delocalized around the central metal atom such that the
octahedral coordination environment of the metals is reproduced. Five of the six dummy
beads on each CDM form bonds via non-bonded interaction potentials with linker oxygen
atoms. One dummy bead forms no bonds with linker oxygens and points towards the center
of the pore, reproducing the open-metal site in M-MOF-74.
a time while fitting each interaction to independent sets of data. We fit potentials that act
between the central bead of the metal CDMs and their directly coordinating oxygen atoms.
Our fitted potentials are developed by estimating pairwise metal-oxygen forces from total ab
initio atomic forces.
Ab Initio Force Calculations
For each M-MOF-74 analog, we perform 101 ab initio calculations. To fit our force field, we
calculate ab initio atomic forces on 100 configurations that relate to displacements of a single
metal atom. The procedure for displacing this metal atom is described later. We perform an
additional calculation to determine the forces in a structure where the displaced metal atom
is far from its original neighbors. The ab initio atomic forces from this final calculation are
used later to estimate pairwise metal-oxygen forces.
All ab initio calculations were performed using DFT with periodic boundary conditions as
implemented in the Vienna Ab initio Simulation Package[175]. Calculations were performed
with PBE[176] and projector augmented wave (PAW) pseudopotentials[177, 178]. For all
frameworks M-MOF-74 (M = Co, Fe, Mn, Ni), Hubbard U corrections were applied with
values optimized specifically for M-MOF-74[179]. These Hubbard U values were: 5.3, 6.5,
5.5 and 6.7 for Co-, Fe-, Mn- and Ni-MOF-74, respectively. The DFT calculations were spin-
polarized for all M-MOF-74 frameworks except Mg-MOF-74 and Zn-MOF-74, with starting
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magnetic moments that were calculated in a prior work using the optimized Hubbard U
values: 2.6, 3.4, 4.3 and 1.7 for Co-, Fe-, Mn- and Ni-MOF-74, respectively[179].
The DFT calculations of all configurations were based on 3 ⇥ 1 ⇥ 1 supercells of the
geometry-optimized M-MOF-74 structure reported by Lee et al.[180] A supercell was used
so that the forces calculated after metal displacements would not be significantly influenced
by metals in neighboring periodic unit cells. The cuto↵ in the plane wave basis set was 800
eV,  -point sampling was used and the wave function energy convergence criterion was set
to 10 7 eV. Performing our displacements on an equilibrium structure a↵ords us consistency
between analogs and confidence that the displacement structures as closely as possible reflect
physically reasonable configurations.
Generating Configurations
To generate configurations for our DFT calculations, we displace a single metal atom in the
framework and calculate forces on its neighbors. By moving only one metal atom at a time
and making the assumption that the forces experienced by framework atoms are strictly
pairwise, we are able to estimate the pairwise forces between the metal and the neighboring
oxygen atoms.
In prior works, configurations for fitting adsorbate-framework non-bonded potentials were
generated by identifying a low-energy pathway in the pore and moving the adsorbate molecule
along this pathway[24, 25]. Generating configurations for framework-framework interactions
poses a di↵erent type of challenge because the framework atoms move less and can explore
much less space in the pore than an adsorbate molecule.
We generate 100 configurations per M-MOF-74 analog studied. To make these configura-
tions, we perform a molecular dynamics (MD) simulation of the motion of one metal atom at
elevated temperature, using the force field adapted from the work of Duarte et al.[58], which
is described under the Classical Molecular Simulations subheading. The MD simulation is
run for 1 ps between each stored displacement, freezing all atoms except the dummy beads
on all CDMs and the displaced metal atom. At each displacement, the position of all dummy
beads in the system are optimized such that the system energy is minimized. The classical
system must be at the lowest possible energy for this configuration of atomic centers to be
accurately compared to the DFT.
Classical Force Calculation
The functional form used to describe metal-oxygen interactions is a Born-Mayer-Huggins
+ Coulomb potential to account for dispersion and electrostatic interactions, respectively
(Eq. 4.1 and Eq. 4.3). The Born-Mayer-Huggins potential was chosen because the exponential
term better reproduces ab initio repulsive forces compared to the repuslive term in Lennard-
Jones potentials[24, 25]. It is common practice to set the parameter   in the Born-Mayer-
Huggins potential to the same value when developing parameters for a series of materials[181],
and in this work   is set to 1.5 A˚ for metal-Oa, -Ob and -Oc interactions. Metal-metal
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interactions are similarly described using a Lennard-Jones + Coulomb potential to account
for dispersion and electrostatic interactions, respectively (Eq. 4.2 and Eq. 4.3). Beyond a
cuto↵ distance of 12.0 A˚, only electrostatic interactions are accounted for between all pair
types.
Eij = Aije
Bij(  rij)   Cij
rij6
+
qiqj
4⇡✏0rij
rij  12.0 A˚,
i =M, j = Oa, Ob or Oc
(4.1)
Eij = 4✏ij((
 ij
rij
)12   ( ij
rij
)6) +
qiqj
4⇡✏0rij
rij  12.0 A˚,
i, j =M
(4.2)
Eij =
qiqj
4⇡✏0rij
rij   12.0 A˚ (4.3)
For each M-MOF-74 analog studied, we have parameterized the Aij, Bij and Cij terms in
Eq. 4.1 for metal-Oa, metal-Ob and metal-Oc interactions. Similarly, we have parameterized
the ✏ij and  ij terms in Eq. 4.2 for metal-metal interactions. Additional force field terms not
parameterized in this work are described below.
Force Decomposition
The force decomposition method detailed here is based on the assumption that the forces
experienced by framework atoms are strictly pairwise. While we do not attempt to assess
the full implications of this assumption, our results will demonstrate that DFT forces can
be reproduced without considering three-body or higher interactions. The procedure for
estimating the dispersive pairwise force vector between the displaced metal and its neighbor
atoms is as follows:
1. For each configuration structure nk, a DFT calculation is performed to determine the
force on each atom.
2. An additional DFT calculation is performed on structure m, where the displaced metal
is moved far from its position in the geometry-optimized structure, e↵ectively removing its
interactions with its original neighbor atoms. This procedure will be described in more detail
later.
3. For each configuration nk, the total pairwise force between the displaced metal atom and
the neighboring atoms is extracted by assuming that each time a single metal atom is dis-
placed, the force on each atom can be broken down into two parts: interactions with only
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Figure 4.2: Example configurations used for DFT calculations of atomic forces. The
displaced metal atom is shown in blue, while other metals, oxygen, carbon, and hydrogen
are shown in green, red, grey and white, respectively. The force acting on atom j as a result
of interactions with only the rest of the framework Fj(m) is calculated in configuration
m, while the force including interactions with the displaced metal Fj(nk) is calculated in
configuration nk. The pairwise force between the displaced metal and atom j F
0
j (nk) can be
estimated from these two calculations.
the displaced metal and interactions with the rest of the framework. For a given atom j
at configuration k, we then write: Fj(nk) = Fj(m) + F
0
j (nk), where the prime denotes the
pairwise force vector and Fj(m) represents the interactions of atom j with the rest of the
framework. A visual aid for this step is available in Fig. 4.2. This equation is easily rear-
ranged to solve for F
0
j (nk).
4. Having extracted the pairwise forces, we estimate the contributions from electrostatic
interactions, as well as the minor contributions resulting from the purely repulsive interac-
tions with dummy beads.[58] The electrostatic forces are calculated using charges determined
by Mercado et al.[25] The total contributions are subtracted from F
0
j (nk), yielding a final
estimate of the dispersive pairwise force vector, F
00
j (nk), between the displaced metal and
neighbor atom j.
Two possibilities were considered for system m, where the displaced metal atom is not
present. In one case, the displaced metal was completely absent from the calculation and
the DFT supercell has a net charge, which was accounted for in VASP by adjusting the total
number of electrons and using a neutralizing background charge for Ewald summations. In
a second case, the displaced metal is moved to the center of the pore and displaced along
the M-MOF-74 c-axis as far as possible from its original position within the DFT supercell.
Fj(nk) and F
0
j (nk) were calculated and extracted in both cases, and the di↵erence between
the two sets of estimated forces was negligible. Ultimately, we used the second case of system
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m, without a net charge in the DFT supercell.
Pairwise force fitting was not possible for the forces generated from all configurations
because upon subtracting the electrostatic contributions, the components of the remaining
contributions occasionally were not all aligned with either an attractive or repulsive force
vector. For example, for a given configuration being tested the x-component (F
00
j, x) of the
estimated metal-oxygen dispersion force vector may point in the direction of an attractive
metal-oxygen vector, while the y-component (F
00
j, y) points in the opposite direction. This
problem could have two possible sources: 1. the assumption we make that the metal-
oxygen interaction is purely pairwise is not valid for this case, and/or 2. the electrostatic
interactions for this case are not accurately computed by the Mercado et al. charges. This
case was impossible to fit, and such data were therefore excluded.
Parameter Optimization
We have parameterized the interactions between metals in M-MOF-74 and the oxygen atoms
that coordinate directly to them. There are three distinct types of M-MOF-74 oxygen atoms
first described in a prior work[24] and displayed again in Fig. 4.3. The carboxylate oxygens,
Oa and Ob, are distinguishable by their distance from the phenolic oxygen, Oc.
The Aij, Bij and Cij terms in Eq. 4.1 are optimized to best fit metal-oxygen forces by
minimizing the weighted residual sum of squares (RSS) shown in Eq. 4.4.
RSS =
X
j, k
wgaussk [(F
00
j, x(nk)  F fitj, x(nk))2 + (F
00
j, y(nk)  F fitj, y (nk))2 + (F
00
j, z(nk)
 F fitj, z (nk))2] + 3
Nc
Nt
X
j, k
wgaussk (||F
0
j (nk)||  (||F fitj (nk) + F coulj (nk)||))2
(4.4)
F
00
j (nk), j and k refer to the estimated dispersive pairwise force vector, atoms and con-
figurations from DFT calculations. F fitj (nk) is the dispersive pairwise force vector derived
from fitted interaction potentials. The x, y and z subscripts on F
00
j (nk) and F
fit
j (nk) indicate
the Cartesian components of the force vector. The weighting parameter wgaussk is depen-
dent on the pairwise distance sampled at nk, and takes the form of a Gaussian distribution
function centered about the distance r0, at which the total force is equal to zero, with a
standard deviation of 0.5 A˚. The NcNt term was included to balance the weighting equally
between the component fit and the total force fit, where the total force includes electrostatic
contributions. Nc denotes the number of configurations used to fit against components and
Nt denotes the number of configurations used to fit against the total force.
The ✏ij and  ij terms in Eq. 4.2 are optimized to best fit metal-metal forces by minimizing
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Oa 
Cb 
Cc 
Cd 
Ca dobdc4- 
Figure 4.3: The linker molecule in M-MOF-74, dobdc4- = 2,5-dioxido-1,4-
benzenedicarboxylate, with atomic labels. Half of the atoms are labeled because the molecule
is symmetrical. The interactions between the metal and Oa, Ob and Oc are parameterized
in this work.
the weighted RSS shown in Eq. 4.5.
RSS =
X
j, k
wskewk [(F
00
j, x(nk)  F fitj, x(nk))2 + (F
00
j, y(nk)  F fitj, y (nk))2
+(F
00
j, z(nk)  F fitj, z (nk))2]
(4.5)
The terms in Eq. 4.5 are similar to those described above for Eq. 4.4. The weighting
parameter wskewk is a skewed Gaussian distribution function centered about the same distance
r0, with a standard deviation of 4.0 A˚ and a skew factor   = 4.0 [182]. Nelder-Mead
optimization as implemented in the SciPy Python library was used for the optimization.
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Although the DFT calculations also allow us to extract a total energy change associated
with each configuration, it was unfeasible to include energy in the fitting procedure without
reparameterizing the metal-carbon interactions. Because the nearest neighbor metal-carbon
distances fall well within the cuto↵ distance for dispersion interactions, they contribute
significantly to the total energy associated with configurations, and it was not possible to
obtain a converged energy fit without adjusting them. Initially, we attempted to fit metal-
carbon interactions as well. However, we observed that the components of the pairwise force
vectors and even the pairwise total force vectors before subtracting electrostatic contributions
were usually not aligned. We therefore did not fit these interactions, and subsequently were
not able to fit to the total energy change.
Upon subtracting the electrostatic contributions, we determined that the attractive part
of the metal-oxygen pairwise forces was entirely accounted for by electrostatic interactions,
due to the large degree of charge separation between the framework metals and their bonded
oxygen neighbors. As a result, for many fitted pairs the Cij terms are frequently zero,
although in some cases a nonzero Cij improved the quality of the fits without causing the
Born-Mayer-Huggins potential to ever be attractive.
Classical Molecular Simulations
MD simulations in the canonical (NVT) ensemble are used to calculate M-MOF-74 radial
distribution functions (RDFs) and pressures of M-MOF-74 analogs at various volumes. Sim-
ulations to calculate RDFs were 100 ps long, while pressure calculations were 2 ns long. In
both cases, the last 50% of the simulation data were analyzed. All MD simulations were run
with a timestep of 1 fs using a Nose´-Hoover thermostat (298 K for simulations of M-MOF-
74 analogs and 87 K for simulations of IRMOF-74-V) in the LAMMPS molecular software
package[118].
Non-bonded interactions between linker atoms are taken from the Dreiding force field[85].
The bond, angle, dihedral and torsion parameters necessary to describe linker dynamics are
also taken from Dreiding. Dreiding Lennard-Jones parameters for carbon and hydrogen are
used with geometric mixing rules and the metal-metal interactions determined in this work
to compute the non-bonded metal-carbon and metal-hydrogen interactions.
To generate the configurations used for DFT calculations, we rely on a force field based
on CDMs parameterized by Duarte et al.[58] to model solvated metal cations. This force
field will henceforth be referred to as the Duarte et al.-adapted force field. The parameters
of Duarte et al. were used for metal-metal interactions, and geometric mixing rules were
used to calculate non-bonded interactions between metals and linker oxygens, carbons and
hydrogens with Dreiding Lennard-Jones parameters. This force field also uses Dreiding for
bond, angle, dihedral and torsion linker parameters.
Born-Mayer-Huggins, Lennard-Jones and short-range (real space) electrostatic interac-
tions were truncated at 12.0 A˚, and Ewald summations were used to calculate long-range
electrostatic interactions. For both the fitted and Duarte et al.-adapted force fields, M-MOF-
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74 point charges were taken from the work of Mercado et al.[25] The metal point charges were
then distributed between the central metal atom and dummy beads as shown in Fig. 4.1b.
4.3 Reproducing Ab Initio Forces with CDM Models
We optimized metal-metal interactions and metal-oxygen interactions in M-MOF-74 to best
fit forces calculated via DFT. Fitted force field parameters are available in the Appendices.
Our starting point was the Duarte et al.-adapted force field described in the Methodology
section. Because we extract an estimate of the pairwise force between framework atoms,
we are able to reduce the risk of overfitting by only parameterizing metal-metal and metal-
coordinating atom interactions, and rely upon well-developed organic molecule force fields
for the other interactions.[85] Fig. 4.4, Fig. 4.5, Fig. 4.6 and Fig. 4.7 allow us to assess the
quality and success of the force field parameterization procedure.
The panels of Fig. 4.5, Fig. 4.6 and Fig. 4.7 show the agreement between the ab initio
metal-O forces. The solid lines show the parameterized force functions fit to the ab initio
force data, shown as squares, while the dashed lines represent the Duarte et al.-adapted force
functions. In all cases, the parameterized force functions more accurately reproduce the DFT
data, and the Duarte et al.-adapted force functions consistently underpredict the minimum
energy distance of the metal-oxygen interaction. The minimum energy distance corresponds
to the distance at which the force is zero - usually between 1.8 and 1.9 A˚. The closer the metal-
oxygen pair distance sampled by a given configuration is to the minimum energy distance of
the metal-oxygen interaction, the higher the weighting of this configuration. Because of this
weighting procedure and the fact that the sampled distances have a hard lower bound due
to repulsive interactions, the fitted potential reproduces the DFT forces at smaller distances
better than at larger distances. As a result, the fitted potential deviates from the DFT forces
at large distances, while the small distance data is generally fit accurately.
Fig. 4.4 displays the weighted RSS for metal-metal interactions against the distance
between a pair of metal atoms. Each square corresponds to an RSS value calculated at a
tested configuration. By displaying the weighted RSS values for both the fitted force field,
shown in blue, and the starting point, shown in red, we can demonstrate the improvement
in the fit. The peaks in data of each panel of Fig. 4.4 reflect the correlation of the weighted
RSS to the skewed Gaussian weighting function, which is plotted as a black dashed line. In
all cases, the fitted force field parameters for metal-metal interactions show markedly better
agreement with DFT forces.
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Figure 4.4: The weighted residual sum of squares (RSS) between the force field force
vectors and the DFT force vectors resulting from metal-metal interactions in Co-, Fe-, Mg-,
Mn-, Ni- and Zn-MOF-74 are shown in panels (a), (b), (c), (d), (e) and (f), respectively.
The Duarte et al.-adapted RSS values are plotted as red points, while the fitted RSS values
are plotted as blue points. Each square point represents an RSS value calculated based on
a force vector resulting from a given configuration. The black dashed curve is the skewed
Gaussian weighting function with skew factor   = 4.0 and standard deviation 4.0 A˚. The
energy minima determined from the DFT calculations is plotted as the grey dashed vertical
line.
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Figure 4.5: Panels (a)-(f) show how the estimated metal-Oa forces from ab initio cal-
culations are reproduced by the parameterized Born-Mayer-Huggins + Coulomb potential.
Panels (a), (b), (c), (d), (e), and (f) show data for Co-, Fe-, Mg-, Mn-, Ni-, and Zn-MOF-74,
respectively. The distance is the distance between a metal-Oa pair. The squares each repre-
sent a di↵erent system configuration used for a DFT calculation, and the solid lines represent
the fitted force functions, while the dashed lines represent the Duarte et al.-adapted force
functions. The inset of panel (e) shows the full range of the forces predicted by the Duarte
et al.-adapted parameters, which are extremely far from the DFT-predictions.
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Figure 4.6: Panels (a)-(f) show how the estimated metal-Ob forces from ab initio cal-
culations are reproduced by the parameterized Born-Mayer-Huggins + Coulomb potential.
Panels (a), (b), (c), (d), (e), and (f) show data for Co-, Fe-, Mg-, Mn-, Ni-, and Zn-MOF-74,
respectively. The distance is the distance between a metal-Ob pair. The squares each repre-
sent a di↵erent system configuration used for a DFT calculation, and the solid lines represent
the fitted force functions, while the dashed lines represent the Duarte et al.-adapted force
functions.
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Figure 4.7: Panels (a)-(f) show how the estimated metal-Oc forces from ab initio cal-
culations are reproduced by the parameterized Born-Mayer-Huggins + Coulomb potential.
Panels (a), (b), (c), (d), (e), and (f) show data for Co-, Fe-, Mg-, Mn-, Ni-, and Zn-MOF-74,
respectively. The distance is the distance between a metal-Oc pair. The squares each repre-
sent a di↵erent system configuration used for a DFT calculation, and the solid lines represent
the fitted force functions, while the dashed lines represent the Duarte et al.-adapted force
functions.
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4.4 Validation: Geometric Properties
Fig. 4.8 shows metal-metal and metal-oxygen radial distribution functions (RDFs) for all M-
MOF-74 analogs simulated using both the fitted and Duarte et al.-adapted force fields. Both
force fields can be compared to the RDF calculated using the DFT optimized structures at
0 K, which is shown as a dashed black line. In many cases, the force field RDF curves at 0 K
coincide with the 0 K DFT peaks, meaning that the equilibrium distance in the metal-metal
and metal-oxygen interactions as predicted by DFT is also captured by the force field. In
other cases, the force field RDF curves are o↵set from 0 K DFT peaks, meaning that the
equilibrium distances as predicted by DFT are either over- or under-predicted by the force
field.
The Duarte et al. force field was parameterized to model solvated metal cations and was
never intended to be used to model MOFs. As a result, the reasonable RDFs that result
from many of the Duarte et al.-adapted force fields are quite impressive and indicate that the
frameworks remain intact when simulated at 298 K, as is shown in Fig. 4.9. The fact that
most of the frameworks remain intact is therefore a testament to the adaptability of CDMs.
We will later take advantage of this adaptability to model a larger analog of M-MOF-74. A
notable exception to the relative success of the Duarte et al.-adapted force field is the Ni-
MOF-74 analog. When the Ni-MOF-74 analog is annealed using the Duarte et al.-adapted
force field, the framework falls apart after the metals cluster together unphysically. This
feature can be observed in Fig. 4.9i.
A close examination of the metal-metal RDFs in Fig. 4.8 shows that the fitted force
field captures the DFT-predicted equilibrium distance as well or better than the Duarte et
al.-adapted force field for all M-MOF-74 analogs except Mn-MOF-74. In the case of Mn-
MOF-74, the fitted force field equilibrium distance is incrementally farther o↵ from the DFT
distance than that which is predicted by the Duarte et al.-adapted force field. Both force
fields, however, predict equilibrium distances that are within 0.1 A˚ of the DFT prediction.
An examination of the metal-oxygen RDFs shows that the fitted force field is able to
capture a separation in the first peak that is predicted by DFT for the Mn- and Zn-MOF-
74 analogs but missed entirely by the Duarte et al.-adapted force field. This is a result of
the fact that metal-Oa, -Ob and -Oc interactions are fitted separately, and thus the slightly
di↵erent equilibrium distances can be captured by the fitted force field parameters. The
separation in the first peak becomes less apparent but is still visible for some analogs when
the frameworks are simulated at 298 K, as is seen in Fig 4.9. The equilibrium metal-oxygen
distances, accounting for the separation in the first peak by averaging, predicted by the
fitted force field are always in better agreement with the DFT predictions than the Duarte
et al.-adapted force field.
To perform both our fitting procedure and our MD simulations, we assume constant
charges on the metals and the linker atoms. In reality, the charges on the metals and linkers
depend on the metal position. When the metals are displaced such that they form longer
coordination bonds with linker oxygens, the charge separation between the metals and linker
atoms will increase, and the attractive electrostatic force between metals and oxygens will
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Figure 4.8: The metal-metal radial distribution functions (RDFs) resulting from the force
field-predicted 0 K structures of Co-, Fe-, Mg-, Mn-, Ni- and Zn-MOF-74 are shown in panels
(a), (c), (e), (g), (i) and (k), respectively. The metal-oxygen RDFs resulting from force field-
predicted 0 K structures of Co-, Fe-, Mg-, Mn-, Ni- and Zn-MOF-74 are shown in panels
(b), (d), (f), (h), (j) and (l), respectively. The fitted force field RDFs are plotted in blue,
while the Duarte et al.-adapted force field RDFs are plotted in red. The RDF calculated
from the DFT optimized structure at 0 K is plotted as a black dashed line and is included
to facilitate comparisons between the predictions.
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Figure 4.9: The metal-metal radial distribution functions (RDFs) resulting from the force
field-predicted 298 K structures of Co-, Fe-, Mg-, Mn-, Ni- and Zn-MOF-74 are shown in
panels (a), (c), (e), (g), (i) and (k), respectively. The metal-oxygen RDFs resulting from
force field-predicted 298 K structures of Co-, Fe-, Mg-, Mn-, Ni- and Zn-MOF-74 are shown
in panels (b), (d), (f), (h), (j) and (l), respectively. The fitted force field RDFs are plotted
in blue, while the Duarte et al.-adapted force field RDFs are plotted in red. The RDF
calculated from the DFT optimized structure at 0 K is plotted as a black dashed line and is
included to facilitate comparisons between the predictions.
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Co-MOF-74 Fe-MOF-74 Mg-MOF-74 Mn-MOF-74 Ni-MOF-74 Zn-MOF-74
B 22.78 27.71 12.47 25.46 22.22 29.76
G 3.75 4.38 3.47 3.59 3.84 4.30
B/G 6.07 6.33 3.59 7.09 5.79 6.92
Y 10.66 12.47 9.54 10.28 10.89 12.31
Yx 33.07 35.18 27.16 26.58 29.49 34.60
Yy 7.88 14.59 15.30 9.67 8.86 9.72
Yz 7.82 15.93 13.51 9.86 8.04 10.44
Table 4.1: Bulk (B), shear (G), orientationally-averaged and components of the Young’s
(Y ) moduli are reported for M-MOF-74 (M = Co, Fe, Mg, Mn, Ni, Zn) in GPa. The unitless
measure of ductility (B/G) is also reported.
likewise increase. When the metals are displaced far enough from the linker oxygens that they
start to resemble neutral metals, the attractive electrostatic interactions will likely decrease.
Thus, we might a priori expect our method, which neglects these e↵ects, to fit potentials for
metal-oxygen interactions that are too attractive beyond the equilibrium distance but are
within the coordination bond range (around 2.5-3.0 A˚), and too repulsive at larger distances.
We do not see an e↵ect of this limitation on the RDFs shown in Fig. 4.8, possibly because our
Gaussian weights focus our fitting e↵orts on the vicinity of the equilibrium distance. Because
the metal-oxygen distances sampled in MD simulations are generally close to the equilibrium
distance, the forces e↵ective in the simulation stay within the accurately parameterized range.
4.5 Validation: Mechanical Properties
We have computed the elastic properties of M-MOF-74 modeled using our fitted force field
parameters. These properties are presented in Table 4.1. The bulk moduli B predicted here
can be compared to bulk moduli reported for other frameworks. The B that we predict
for M-MOF-74 are of a similar range as has been predicted for MOF-5 by force field and
DFT-based approaches, as well as has been measured by experiment[183]. The predicted M-
MOF-74 B are, however, lower than the predicted and measured bulk moduli of HKUST-1
and UiO-66[183]. As all of these frameworks are generally considered to be quite rigid[184,
185], we find the fitted force field predictions to be in line with our expectations. The
shear moduli G predicted here are not exceptionally high, but are well within the range
of the experimentally measured values for rigid MOFs[184]. This is not surprising, as any
indication of an easily accessible shear mode for M-MOF-74 without adsorbates would have
been unprecedented.
Table 4.1 also reports the Young’s moduli (Y ) predicted by the fitted force field in all
M-MOF-74 analogs. In the elastic moduli calculations, the x-axis corresponds to M-MOF-74
crystallographic c-axis, which is well known as the axis in which the one-dimensional rods are
oriented[37]. These one-dimensional rods are particularly rigid components. As expected,
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B G Y
Co-MOF-274 5.19 1.62 4.41
Co-MOF-274 8.51 2.55 6.95
Fe-MOF-274 6.00 1.90 5.17
Fe-MOF-274 9.69 3.19 8.63
Mg-MOF-274 5.30 2.40 6.25
Mg-MOF-274 10.05 3.32 8.97
Mn-MOF-274 5.66 1.96 5.27
Mn-MOF-274 11.98 2.28 6.42
Ni-MOF-274 5.70 1.93 5.21
Ni-MOF-274 — — —
Zn-MOF-274 7.00 2.26 6.11
Zn-MOF-274 10.28 2.48 6.89
Table 4.2: Bulk (B), shear (G) and orientationally-averaged Young’s (Y ) moduli are re-
ported for M-MOF-274 (M = Co, Fe, Mg, Mn, Ni, Zn) in GPa, computed both with this force
field and by Lee et al [186]. The data for the fitted force field are shown in bold to di↵erentiate
from the ab initio Lee et al. computed moduli, which do not include Ni-MOF-274.
the x-components of the predicted Y are particularly high, both compared to the predicted
y- and z-components as well as the general range of elastic moduli predicted for MOFs. We
have established in a prior work that an extended analog of Mg-MOF-74 can deform in a
way that changes the crystal symmetry of the framework[173]. The deformation is associated
with structural changes that take place in the ab-plane, orthogonal to the direction of the
one-dimensional rods and hexagonal channels[37, 173]. We might therefore expect the y-
and z-components of Y to be relevant to this deformation, as the metal-oxygen distances
in the ab-plane must change to accommodate the deformation pattern[173]. From the Y
reported in Table 4.1, M-MOF-74 analogs synthesized from Mg do not appear to be more
likely to deform than any other analogs, as the Yy and Yz values for Mg-MOF-74 are actually
the largest of the series. Based on this prediction, M-MOF-74 analogs synthesized from any
metal may be susceptible to deformation. This prediction is consistent with the experimental
observation of adsorbate-induced Co-MOF-74 deformation[126].
Recently, Lee et al. computed the elastic moduli of an extended framework analog, M-
MOF-274 (M = Co, Fe, Mg, Mn, Zn)[186]. We have applied our M-MOF-74 force fields to the
same series, and are thus able to test the transferability of our force field fitting procedure.
A comparison of any of the three M-MOF-274 elastic moduli reported in Table 4.2 to their
corresponding values reported in Table 4.1 leads us to the conclusion that the extended
analogs are all less rigid than their smaller-pore counterparts. This result can be rationalized
by the fact that the linker in M-MOF-274 has two aromatic rings rather than one, and these
rings are connected by a bond which imparts extra flexibility to the structure.
By comparing our elastic moduli to the Lee et al. ab initio computed moduli, we are also
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able to assess the accuracy of our predictions. The force field B values are in general a factor
of two o↵ from the ab initio predictions, with the best and worst agreement corresponding
to Co- and Mn-MOF-274. The fact that the classical model consistently underpredicts
B may indicate a systematic error, such as insu ciently rigid linker parameters, which
were taken from the Dreiding force field and not parameterized in this work. The force
field G and Y values also similarly undershoot the ab initio predictions, but with even
smaller margins of error. Overall, the level of agreement between the force field and ab
initio predictions are good, especially considering the fact that linker bonded and linker-
linker nonbonded interactions were explicitly not parameterized in this work. We therefore
conclude that the force field model accurately describes metal-oxygen nodes and that the
force field parameterization procedure is transferable to extended M-MOF-74 analogs.
4.6 Structural Transitions in M-MOF-74 Series
We have applied our fitted force field for Mg-MOF-74 to the system in which we previously
established the M-MOF-74 extended linker series deformation pattern: IRMOF-74-V (Mg)
with adsorbed argon. The complex deformation is characterized and can be accessed by
a decrease in the equivalent a and b lattice parameters[173]. To study the free energy of
the deformation, we then performed NVT simulations of this system while recording the
instantaneous hydrostatic pressure at di↵erent a and b lattice parameters. By leaving all
other simulation cell parameters unchanged, we have assumed that a hydrostatic external
pressure will have no e↵ect on the c lattice parameter or on the triclininc box angles. The
Helmholtz free energy at a given volume, which is related to the a and b unit cell parameters,
is[187]:
F (V )  F (V0) =  
Z V
V0
hPi(V 0)idV 0 (4.6)
In Eq. 4.4, V0 is set to be the volume of the simulation found to have the lowest free energy,
and Pi is the instantaneous hydrostatic pressure. Fig. 4.10a shows the average hydrostatic
pressure as a function of volume, which is implicitly a function of the equivalent a and
b lattice parameters. Fig. 4.10b shows the free energy of IRMOF-74-V, calculated using
Eq. 4.6, as a function of volume both with and without adsorbed argon in the pores. We
performed simulations at multiple argon adsorbate loadings, only one of which, marked with
black and cyan circles, induces the structural transition. The cyan-black color spectrum used
for the system with 486 argon per channel represents the extent of deformation observed,
which is quantified by the order parameter calculated in Eq. 4.7.
OP =
1
Na
X
a
⌧
1
| ✓i   120  | +1
 
(4.7)
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Figure 4.10: (a) Average hydrostatic pressures resulting from simulations of IRMOF-74-V
with adsorbed argon at di↵erent volumes modeled using the fitted force field and (b) the
free energy profile as a function of volume for the aforementioned system, calculated using
the pressures in panel (a) and Eq. 4.4. Panel (b) also shows the free energy profile for
bare IRMOF-74-V as a function of volume, which is plotted in orange while the data for
the systems with adsorbates are plotted in black, magenta and red. The magenta and red
curves show data for the framework with slightly more and slightly less adsorbates than
the deformed lattice system. Visualizations show snapshots of IRMOF-74-V with adsorbed
argon simulated at both the system’s free energy minimum and the volume corresponding
to the free energy minimum of the bare framework. In both panels (a) and (b), the plotted
curves are spline functions fitted to the simulation data points, shown as markers, and are
included as a guide to the eye. The cyan-black color spectrum for the deformed lattice system
shows the extent of deformation quantified by Eq. 4.7, where cyan means more deformed.
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In Eq. 4.7, the sum is performed over all interior angles of the hexagonal channels,
where the vertices are determined by calculating the center-of-mass of each one-dimensional
metal rod (metal helix). Na is the number of interior angles, and ✓i is the instantaneous
measured value of the interior angle. When the interior angles approach 120 , the hexagons
are more regular and the order parameter is closer to 1.0. Similarly, when the hexagon is
more deformed and the interior angles deviate from 120 , the order parameter is closer to
0.0. In this study, the order parameter ranged from 0.25 at low volumes to 0.65 at the bare
framework stable volume. The plotted colored and black curves are fitted spline functions
and are intended to guide the eye.
An examination of the free energy of the system with 486 argon per channel, plotted
in black, and a comparison to its bare counterpart leads us to several conclusions. Most
notably, there are two free energy minima in the system with 486 argon per channel - a
global minimum and a local minimum - while the bare system has only one minimum. The
global minimum in the argon system is shifted to a smaller volume. This global minimum
corresponds to a framework exhibiting the deformation pattern as previously reported. At
the local minimum, which occurs at a volume similar to the empty framework minimum, the
framework structure exhibits the standard undeformed hexagonal channels. By contrast, the
bare framework has no feature other than a parabolic free energy profile, meaning that the
observed deformation pattern is not accessible by pressure alone.
The local minimum in the deformed system occurs at a slightly larger volume. The local
minimum volume is therefore evidence of framework swelling upon argon adsorption. This
conclusion is supported by the shift of the free energy minimum volume of the system with
462 argon per channel, which occurs at a significantly larger volume than the bare system.
In our prior work, which relied on the Duarte et al.-adapted force field, we noted that the
unit cell parameters measured below the deformation loading changed much more during
the simulated argon adsorption process compared to the experiment[173]. It is therefore
interesting to note that after the tailored fitting procedure was applied, the framework still
appears to be more prone to swelling than was reported in an experimental argon adsorption
study in the Mg-MOF-74 series[99].
We can compare the behavior of the systems with slightly more and slightly less ad-
sorbates necessary for the lattice deformation, displayed in Fig. 4.10b in magenta and red,
respectively with the deformed system. This comparison allows us to confirm that our force
field captures the expected sensitivity of the deformation. In both our prior work and the
experimental adsorption study featuring ortho-xylene as an adsorbate, the unit cell param-
eter associated with the lattice deformation only decreased in a small range surrounding
the loading of interest[173, 99]. In the case of argon, the loading of interest is associated
with the pore being close to filled, but not yet saturated. Intra-channel interactions between
adsorbates at these conditions favor argon droplet formation, with the caveat that argon is
adsorbed to the walls of the framework. The complex deformation pattern occurs because
it allows the structure to shrink, allowing an argon droplet to form, and is stabilized by the
presence of the adsorbate. At higher loadings, the deformation pattern would compress the
adsorbed argon overmuch such that it is no longer stabilized. Because the magenta and red
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curves both have only one free energy minima, we see that also in this work we only predict
stable deformation in a small range of adsorbate loadings.
Recently, Vanduyfhuys et al. described expected experimental responses to stimuli with
the shapes of flexible framework free energy profiles as a function of volume[187]. By their
descriptions, IRMOF-74-V loaded with argon is a triggered disperser, meaning that while
the smaller-volume structure is the true free energy minimum, both minima are mechani-
cally stable. This implies that changes in the framework structure will be irreversible, and
fluctuations large enough to drive the system over the free energy barrier separating the two
minima will result in at least a metastable structure.
The same free energy analysis was performed using the Duarte et al.-adapted force field,
with the results presented in Fig. 4.11. The importance of the tailored force field parameters
is immediately apparent upon comparison of the free energy profiles resulting from the
fitted and Duarte et al.-adapted parameters. The Duarte et al.-adapted model displays both
qualitatively and quantitatively di↵erent behavior. There is only one free energy minimum,
as opposed to two in the fitted model. This leads us to the conclusion that a free energy
barrier between the deformed and non-deformed states is somehow absent from the Duarte
et al.-adapted model, implying that the subtle di↵erences in metal-metal and metal-oxygen
bond energies are su cient to influence large scale structural properties in the crystal. In
addition, the location of the minimum predicted by the Duarte et al.-adapted model is shifted
from either of the minima in the fitted model. This is unsurprising, considering the fact that
the metal-oxygen RDFs predicted by the two force fields for Mg-MOF-74 do not overlap, as
can be seen in Fig. 4.8f and Fig. 4.9f.
Applying the description of Vanduyfhuys et al. to the free energy profile predicted by
the Duarte et al.-adapted force field leads to di↵erent predictions about the response of the
IRMOF-74-V + argon system to pressure. Because the Duarte et al.-adapted force field pre-
dicts no free energy barrier between the deformed and non-deformed crystal structures, the
transition between these states is thermodynamically reversible, and the model is classified
as an ideal spring: both the framework and the environment can return to their original
states after a pressure-induced structural change. The key di↵erences between the models
provide further motivation for our goal to make tailored force fields to describe metal in-
teractions in MOFs, as it seems that the deformation is sensitive enough to the force field
parameters to display qualitatively di↵erent behavior.
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Figure 4.11: The free energy profile as a function of volume for the IRMOF-74-V (Mg)
system with 486 argon per channel, modeled using both the Duarte et al.-adapted force
field (black and green squares) and the force field developed in this work (blue and black
circles). The blue and green colors indicate extent of deformation, defined by the order
parameter in Eq. 4.7. This plot overlays the two sets of data in order to highlight the
major di↵erences between the free energy profiles: 1) the fitted force field shows two free
energy minima, while the Duarte et al.-adapted force field shows one. Thus, the predicted
free energy barrier between the deformed and undeformed states is somehow absent in the
Duarte et al.-adapted model, implying that the deformation is sensitive enough to the metal-
metal and metal-oxygen force field parameters to display qualitatively di↵erent behavior; 2)
the minima predicted by the di↵erent models occur at di↵erent volumes.
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4.7 Conclusion
We have developed force fields that for the first time allow us to reproduce ab initio forces
towards modeling framework flexibility in M-MOF-74. Due to the similarity of the metal-
oxygen nodes across the M-MOF-74 extended linker series and the fact that our force fields
are specifically parameterized to capture the chemistry at these nodes, our force fields are
inherently transferable to systems containing octahedrally coordinated M-O secondary build-
ing units (SBUs). We have used these force fields to better understand the thermodynamics
of structural transitions in an extended linker analog of Mg-MOF-74. We have found that
the previously reported deformation pattern in IRMOF-74-V is truly adsorbate-induced and
cannot be accessed purely by external pressure changes. The force field parameterization
method presented here is in no way specific to the M-MOF-74 structure and can be easily
applied to other MOFs. Importantly, force fields based on CDMs use purely non-bonded
potentials to capture coordination chemistry and therefore have the ability to capture bond
breakage and formation. We believe our findings provide a strong motivation for further
e↵orts in combining MOF force fields with accurate solvent models such that CDM-based
force fields can be used to study complex problems such as defects and crystal growth. Fu-
ture work should include reconciling the use of framework-specific charges typically present
in MOF studies with the full metal ion charges used in the parameterization of accurate
metal-solvent force fields.
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Chapter 5
Conclusions
The sheer number of synthesizable (tens of thousands) and hypothetical (hundreds of mil-
lions) of MOFs makes them an exciting class of materials to consider for an extraordinarily
wide range of applications[17, 18, 19]. A number of outstanding challenges still face the
MOF community, however, and include our lack of knowledge about MOF formation. We
need to understand how MOFs form such that we can rationally design synthesis conditions
to maximize yield of the desired product. We also need to be able to control features such
as crystal aspect ratio and size, both of which have been shown to be important for the
implementation of MOF crystallites in adsorption-based applications[188, 189]. Finally, as
the community increasingly considers using MOFs as materials for liquid-based separations,
such as water purification and pervaporation[190, 191], a stronger mechanistic understand-
ing of how liquids order and di↵use in MOFs is required. In this thesis, I have sought to
address these fundamental gaps in knowledge by performing molecular simulation studies
and developing new computational tools.
5.1 Summary of Projects
In Chapter 2, we used for the first time a model without explicit bonding interactions between
metals and coordinating linker atoms to study an analog of M-MOF-74: IRMOF-74-V (Mg).
We sought to understand the origin of an intriguing signal in experimental SAXS profiles.
Our results were unexpected: we ruled out a proposed experimental mechanism that used
long-range ordering of argon atoms as its basis. Not only did we find no thermodynamic
justification for such a phenomenon, we also discovered a unique deformation pattern of the
M-MOF-74 series. These findings also had implications for the rest of this thesis, as the
novelty of the results demonstrated the versatility and validity of the nonbonded approach
to describing coordination bonds, referred to in this text as the Cationic Dummy Model
(CDM)-based approach.
In Chapter 3, we studied the dynamics of xylene isomers in MOF-5. Both transla-
tional and rotational di↵usion of xylenes were quantified and compared to complementary
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experimental data that were measured by NMR. We made an interesting discovery: while
para-xylene has the fastest translational motion, it experiences the slowest rotational motion.
The rotational activation energy barrier for para-xylene is also higher than for the other two
isomers. This observation is notable because in bulk, the rotational activation energy barri-
ers for all xylenes are the same. A deeper computational analysis revealed that the shape of
para-xylene causes it to be more rotationally constricted than the other two isomers due to
intermolecular interactions between the xylene and the aromatic group of the MOF linker.
These findings have implications for the rational design of MOFs for liquid-phase xylene
separations.
In Chapter 4, we sought to make the CDM-based approach for studying coordination
complexes directly applicable to MOFs by developing a methodology for parameterizing
CDM-based MOF force fields from ab initio quantum chemistry calculations. We demon-
strated that our approach yields models for the M-MOF-74 series that are stable, and that
result in simulated structural properties that are in good agreement with quantum chemistry
calculations. We demonstrate the importance of using tailored CDMs by computing free en-
ergies of the structural transition described in Chapter 2 and showing that di↵erent models
can lead to qualitatively di↵erent free energy landscapes. The long-term implications of this
work lie in the development of a novel methodology for parameterizing CDM-based models,
which have the potential to be used for simulations of MOF formation.
5.2 Future Directions
While carrying out the research presented in this thesis, I have had the unshakable goal of
making progress towards a better understanding of MOF synthesis. With the models and
methodology presented in Chapter 4, I believe a step has been taken in the right direction.
I am excited by recent studies in the literature that have characterized the free energy
landscapes of growing MOF crystals by using similar nonbonded approaches to describing
coordination bonds[42, 43, 44, 45]. I feel that by combining the progress made in these
works towards developing order parameters and sampling methods for MOF crystallization
with the CDM-based models described in Chapter 4, we can turn the dream of making
quantitative predictions about MOF formation into a reality. A practical challenge that
remains is to make the electrostatics of MOF models fully compatible with metal-solvent
models. Metal-water models[58] are parameterized using full metal ion charges (in M-MOF-
74, 2+), while the models in Chapter 4 rely on charges obtained from charge equilibration
procedures performed on the framework (in M-MOF-74, all less than 2+). This discrepancy
should be accounted for in order to model metals in both solution phase and MOF phase
in the same simulation. I am actively working on a solution to this discrepancy, and am
inspired by the recent advances made by Moosavi et al. towards gaining intuition of the
parameters relevant to MOF synthesis using machine learning[41]. If expensive experiments
can facilitate data-driven learning, it seems to me glaringly obvious that cheap, abundant
simulation data teem with potential for enhancing our understanding.
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Appendix A
Additional Information for Chapter 2
Table A.1: Descriptions of CVFF atom types in Fig. A.1. All information on nonbonded,
bond, angle, dihedral and torsional interactions is obtained from the tables in the original
CVFF paper[84].
CVFF (Labeled) Atom Type Description
C- Carboxylic Acid Carbon
Cp Aromatic Carbon
C3 Aliphatic Carbon
O Phenolic Carbon
O- Carboxylic Acid Oxygen
H Hydrogen
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Figure A.1: The central aromatic rings and salicylic acid groups of the the linker in
IRMOF-74-V (Mg). The atoms on all three aromatic rings are equivalent, as are the atoms
on the two salicylic acids. The linker has a 4  charge. The CVFF atom types are labeled for
each atom, and descriptions for each type are shown in Table A.1. Hydrogens are emitted
for clarity.
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Appendix B
Additional Information for Chapter 3
Table B.1: Translational self-di↵usion coe cients (DS) of para-xylene in MOF-5 computed
from MD simulations.
Temperature (K) DS (m2 / s) Error (m2 / s)
270 4.48⇥ 10 10 1.84⇥ 10 12
280 4.84⇥ 10 10 4.13⇥ 10 12
290 6.77⇥ 10 10 8.36⇥ 10 12
300 8.26⇥ 10 10 1.87⇥ 10 12
Table B.2: Translational self-di↵usion coe cients (DS) of meta-xylene in MOF-5 computed
from MD simulations.
Temperature (K) DS (m2 / s) Error (m2 / s)
270 4.05⇥ 10 10 6.46⇥ 10 12
280 4.61⇥ 10 10 3.13⇥ 10 12
290 6.34⇥ 10 10 4.28⇥ 10 12
300 7.87⇥ 10 10 5.15⇥ 10 12
Table B.3: Translational self-di↵usion coe cients (DS) of ortho-xylene in MOF-5 computed
from MD simulations.
Temperature (K) DS (m2 / s) Error (m2 / s)
270 3.99⇥ 10 10 4.46⇥ 10 12
280 4.82⇥ 10 10 3.33⇥ 10 12
290 5.25⇥ 10 10 4.83⇥ 10 12
300 6.41⇥ 10 10 3.04⇥ 10 12
APPENDIX B. ADDITIONAL INFORMATION FOR CHAPTER 3 81
Table B.4: In-plane rotational self-di↵usion coe cients (DR,k) of para-xylene in MOF-5
computed from MD simulations.
Temperature (K) DR,k (rad2 / ps) Error (rad2 / ps)
270 2.11⇥ 10 2 4.46⇥ 10 4
280 2.31⇥ 10 2 3.33⇥ 10 4
290 3.22⇥ 10 2 4.83⇥ 10 4
300 4.16⇥ 10 2 3.04⇥ 10 4
Table B.5: In-plane rotational self-di↵usion coe cients (DR,k) of meta-xylene in MOF-5
computed from MD simulations.
Temperature (K) DR,k (rad2 / ps) Error (rad2 / ps)
270 3.71⇥ 10 2 4.55⇥ 10 3
280 4.79⇥ 10 2 1.36⇥ 10 3
290 4.97⇥ 10 2 5.19⇥ 10 5
300 6.39⇥ 10 2 2.03⇥ 10 3
Table B.6: In-plane rotational self-di↵usion coe cients (DR,k) of ortho-xylene in MOF-5
computed from MD simulations.
Temperature (K) DR,k (rad2 / ps) Error (rad2 / ps)
270 9.87⇥ 10 2 6.27⇥ 10 3
280 1.06⇥ 10 1 4.99⇥ 10 3
290 1.16⇥ 10 1 7.54⇥ 10 3
300 1.28⇥ 10 1 1.05⇥ 10 4
APPENDIX B. ADDITIONAL INFORMATION FOR CHAPTER 3 82
Table B.7: Out-of-plane rotational self-di↵usion coe cients (DR,?) of para-xylene in MOF-
5 computed from MD simulations.
Temperature (K) DR,? (rad2 / ps) Error (rad2 / ps)
270 8.30⇥ 10 2 4.87⇥ 10 3
280 9.46⇥ 10 2 5.63⇥ 10 4
290 1.25⇥ 10 1 9.06⇥ 10 3
300 1.31⇥ 10 1 4.72⇥ 10 3
Table B.8: Out-of-plane rotational self-di↵usion coe cients (DR,?) ofmeta-xylene in MOF-
5 computed from MD simulations.
Temperature (K) DR,? (rad2 / ps) Error (rad2 / ps)
270 5.07⇥ 10 2 1.48⇥ 10 3
280 5.10⇥ 10 2 3.07⇥ 10 3
290 6.51⇥ 10 2 4.65⇥ 10 3
300 7.51⇥ 10 2 1.84⇥ 10 3
Table B.9: Out-of-plane rotational self-di↵usion coe cients (DR,?) of ortho-xylene in MOF-
5 computed from MD simulations.
Temperature (K) DR,? (rad2 / ps) Error (rad2 / ps)
270 4.41⇥ 10 2 3.86⇥ 10 4
280 5.07⇥ 10 2 6.16⇥ 10 3
290 5.33⇥ 10 2 3.03⇥ 10 3
300 6.66⇥ 10 2 7.42⇥ 10 4
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Appendix C
Additional Information for Chapter 4
Oc 
Ob 
Oa 
Ca 
Cc 
Cb 
Cd 
Cb 
Cd 
dobpdc4- 
Figure C.1: The linker molecule in M-MOF-274, dobpdc4  = 4,4-dioxidobiphenyl-3,3-
dicarboxylate, with atomic labels. Half of the atoms are labeled because the molecule is
symmetrical.
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Table C.1: Cobalt-Oxygen parameters for Co-MOF-74, where the intermolecular potential
is the Born-Mayer-Huggins potential: Eij = AijeBij(  rij)   Cijrij6 ;   = 1.5.
A (kcal mol 1) B (A˚ 1) C (kcal A˚6 mol 1)
Co-Oa 99.49 4.33 0.0
Co-Ob 87.04 5.83 0.0
Co-Oc 78.49 4.61 0.0
Table C.2: Iron-Oxygen parameters for Fe-MOF-74, where the intermolecular potential is
the Born-Mayer-Huggins potential: Eij = AijeBij(  rij)   Cijrij6 ;   = 1.5.
A (kcal mol 1) B (A˚ 1) C (kcal A˚6 mol 1)
Fe-Oa 119.77 4.17 0.0
Fe-Ob 117.04 4.70 98.29
Fe-Oc 127.79 5.92 46.74
Table C.3: Magnesium-Oxygen parameters for Mg-MOF-74, where the intermolecular po-
tential is the Born-Mayer-Huggins potential: Eij = AijeBij(  rij)   Cijrij6 ;   = 1.5.
A (kcal mol 1) B (A˚ 1) C (kcal A˚6 mol 1)
Mg-Oa 137.71 2.50 128.62
Mg-Ob 111.86 3.55 0.0
Mg-Oc 134.87 3.49 0.0
Table C.4: Manganese-Oxygen parameters for Mn-MOF-74, where the intermolecular po-
tential is the Born-Mayer-Huggins potential: Eij = AijeBij(  rij)   Cijrij6 ;   = 1.5.
A (kcal mol 1) B (A˚ 1) C (kcal A˚6 mol 1)
Mn-Oa 131.25 3.61 0.0
Mn-Ob 87.72 3.51 0.0
Mn-Oc 182.10 5.88 72.41
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Table C.5: Nickel-Oxygen parameters for Ni-MOF-74, where the intermolecular potential
is the Born-Mayer-Huggins potential: Eij = AijeBij(  rij)   Cijrij6 ;   = 1.5.
A (kcal mol 1) B (A˚ 1) C (kcal A˚6 mol 1)
Ni-Oa 104.20 3.89 0.0
Ni-Ob 85.24 4.51 0.0
Ni-Oc 82.71 3.79 0.0
Table C.6: Zinc-Oxygen parameters for Zn-MOF-74, where the intermolecular potential is
the Born-Mayer-Huggins potential: Eij = AijeBij(  rij)   Cijrij6 ;   = 1.5.
A (kcal mol 1) B (A˚ 1) C (kcal A˚6 mol 1)
Zn-Oa 102.84 3.99 0.0
Zn-Ob 87.93 5.18 0.0
Zn-Oc 150.96 5.83 603.83
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