Abstract. This paper focuses on the design of sequential quadratic optimization (commonly known as SQP) methods for solving large-scale nonlinear optimization problems. The most computationally demanding aspect of such an approach is the computation of the search direction during each iteration, for which we consider the use of matrix-free methods. In particular, we develop a method that requires an inexact solve of a single QP subproblem to establish the convergence of the overall SQP method. It is known that SQP methods can be plagued by poor behavior of the global convergence mechanism. To confront this issue, we propose the use of an exact penalty function with a dynamic penalty parameter updating strategy to be employed within the subproblem solver in such a way that the resulting search direction predicts progress toward both feasibility and optimality. We present our parameter updating strategy and prove that, under reasonable assumptions, the strategy does not modify the penalty parameter unnecessarily. We also discuss a matrix-free subproblem solver in which our updating strategy can be incorporated. We close the paper with a discussion of the results of numerical experiments that illustrate the benefits of our proposed techniques.
1. Introduction. In this paper, we consider the use of sequential quadratic optimization (commonly known as SQP) methods for solving large-scale nonlinear optimization problems (NLPs) [1, 2, 4, 8, 14, 17] . While they have proved to be effective for solving small-to medium-scale problems, SQP methods have traditionally faltered in large-scale settings due to the expense of (accurately) solving large-scale quadratic subproblems (QPs) during each iteration. However, with the use of matrixfree methods for solving these subproblems, one may consider the acceptance of inexact subproblem solutions. Such a feature offers the possibility of terminating the subproblem solver early, perhaps well before an accurate solution has been computed. This characterizes the type of strategy that we propose in this paper.
Some work has been done to provide global convergence guarantees for SQP methods that allow inexact subproblem solves [7] . However, the practical efficiency of such an approach remains an open question. A critical aspect of any implementation of such an approach is the choice of subproblem solver. This is the case as the solver must be able to provide good inexact solutions quickly, as well as have the ability to compute highly accurate solutions-say, by exploiting well-chosen starting points-in the neighborhood of a solution of the NLP. In addition, while a global convergence mechanism such as a merit function or filter is necessary to guarantee convergence from remote starting points, any NLP algorithm can suffer when such a mechanism does not immediately guide the algorithm toward promising regions of the search space. To confront this issue when an exact penalty function is used as a merit function, we propose a dynamic penalty parameter updating strategy to be incorporated within the subproblem solver so that each computed search direction predicts progress toward both feasibility and optimality. This strategy represents a stark contrast to previously proposed techniques that only update the penalty parameter after a sequence of iterations, in hindsight at the end of an iteration [1, 8, 9] , or at the expense of numerous subproblem solves within a single iteration [3, 5, 6] .
Overall, the contributions in this paper can be summarized as the following.
• Our proposed SQP technique is specifically designed to be effective in largescale settings. In particular, it allows for the use of iterative methods for solving the QP subproblems, allowing inexactness in the subproblem solves.
• Our technique involves a dynamic penalty parameter updating strategy to be employed within the subproblem solve. This makes the approach efficient while not having to accurately solve multiple QPs in a single iteration.
• By ensuring that each computed step predicts progress toward minimizing constraint violation, our technique allows for rapid infeasibility detection.
1.1. Organization. In the remainder of this section, we outline our notation and introduce various concepts that will be employed throughout the paper. In §2, we introduce a basic penalty-SQP algorithm that will form the framework for which we introduce our penalty parameter updating strategy in §3. A complete algorithm is presented and analyzed in §4. A description of important details of an implementation of our method is presented in §5. The results of numerical experiments are presented in §6. Concluding remarks are provided in §7.
Notation. Let R
n be the space of real n-vectors, R n + be the nonnegative orthant of R n (i.e., R n + := {x ∈ R n : x ≥ 0}), and R n ++ be the interior of R n + (i.e., R n ++ := {x ∈ R n : x > 0}). The set of m × n real matrices is denoted R m×n . On R n , the 2 (i.e., Euclidean) norm is indicated as · 2 , with the unit 2 -norm ball defined as B 2 := {x ∈ R n : x 2 ≤ 1}. For a pair of vectors (u, v) ∈ R n × R n , their inner product is written as u, v := u T v and the line segment between them is written as [u, v] . The middle value operator applied to (a, b, c) ∈ R × R × R, denoted by mid{a, b, c}, returns the median of {a, b, c}. For a scalar a, let (a) + := max{a, 0} and (a) − := min{a, 0}. The set of nonnegative integers is denoted by N.
For a set of scalars b i ∈ R for i ∈ {1, . . . , m}, we use boldface to denote the vector b = [b 1 , b 2 , . . . , b m ] T ∈ R m . For convenience, we use 1 1 1 n to denote the nvector of all ones and 0 0 0 n to denote the n-vector of all zeros. Given vectors y i ∈ R di for i ∈ {1, . . . , m}, we use boldface to denote the element y = (y 1 , . . . , y m ) on the product space R d1 × · · · × R dm . Conversely, given y ∈ R d1 × · · · × R dm , the i-th component of y (an element of R di ) is denoted y i while the j-th element of y i is written as y For convex sets C i ∈ R di for i ∈ {1, . . . , m}, we define the product set
The distance functions are defined as The interior of a set C is denoted by int(C).
For an extended-real-valued function f : R n →R, the Legendre-Fenchel conjugate of f is denoted as f . For a convex set X ⊆ R n , we define the characteristic function δ(d|X) which evaluates to 0 if d ∈ X and evaluates to ∞ otherwise. The conjugate of δ(·|X) is the support function of X, which we denote by δ * (y|X) = sup d∈X y, d . For example, for a hyperplane C := {d : a, d + b = 0} (respectively, half space C = {d : a, d +b ≤ 0}), one finds that δ * (y|C) < ∞ if and only if y, a = ± y 2 a 2 (respectively, y, a = y 2 a 2 ). In this case,
If f is convex, then the subdifferential of f at x is the set
For example, the subdifferentials of our distance functions are given by (see [15] )
The normal cone to C i at y i ∈ C i is defined by
2. A Penalty-SQP Framework. Consider the following nonlinear optimization problem with equality and inequality constraints where we assume that the functions f : R n → R and c : R n → R m are continuously differentiable:
Our penalty-SQP framework uses two functions for use in the algorithm and for characterizing first-order stationary solutions. First, with a penalty parameter ρ ∈ R + , we define the measure of infeasibility and exact penalty function
Generally speaking, our penalty-SQP framework aims to solve (NLP) through systematic minimization of φ(·, ρ) for appropriately chosen values of ρ ∈ R ++ . However, if the constraints of (NLP) are infeasible, then the algorithm is designed to return an infeasibility certificate in the form of a stationary point for the feasibility problem
Given ρ ∈ R + and η ∈ R m , we define the Fritz John function for (NLP) by
Note that ρ ∈ R + plays the double role as penalty parameter in φ and objective multiplier in F . This makes sense from both theoretical and practical perspectives. First-order stationarity conditions for (NLP) can be written in terms of ∇F , the constraint function c, and bounds on the dual variables [7] .
In the kth iteration of our penalty-SQP framework, the search direction computation is based on a local model of the penalty function about a primal iterate x k ∈ R n that can make use of a dual iterate η k ∈ R m . We define this model by
where l is a linearized model of the penalty function (ignoring ρf (x k )) defined by
and H represents an approximation of ∇ 2 xx F with
In particular, the search direction d k is computed as an approximate minimizer of
We introduce the set X to allow for the possibility of employing, e.g., a trust region constraint; e.g., for some ∆ ∈ R + , one may define X such that X ⊂ {d : d 2 ≤ ∆}. The value ρ k ∈ (0, ρ k−1 ] is computed during the iterative solve of (QP). Roughly speaking, we aim to adjust this value so that the (inexact) solution d k to (QP) predicts progress toward both feasibility and optimality. In particular, this occurs if the reduction in a linearized model of the feasibility measure, (2.3) and the reduction in the local model of the penalty function,
are sufficiently positive, in which case d k represents a direction of sufficient descent for both v and φ(·, ρ k ) from x k . However, if x k is (nearly) stationary for v and/or for φ(·, ρ k ), then requiring both of these reductions to be positive can force the algorithm to compute a highly accurate solution of (QP) when one is not entirely needed. Therefore, the precise conditions that (d k , ρ k ) must satisfy-introduced in the next section-involve margins that allow one or both of these reductions to be small or even negative for an acceptable step.
Overall, the kth iteration of our penalty-SQP strategy proceeds as in Algorithm 1. First, a search direction and penalty parameter pair (d k , ρ k ) is computed by a subproblem solver such that d k yields reductions in the local models of the penalty function and measure of infeasibility that satisfy our conditions in §3. Then, a line search is performed with respect to the merit function φ(·, ρ k ) from x k along the search direction d k , yielding a stepsize α k ∈ R ++ . Finally, the new iterate is set as x k+1 ← x k + α k d k and the algorithm proceeds to the (k + 1)st iteration. We discuss choices for the new dual iterate η k+1 with the complete algorithm in §4.
Algorithm 1 Penalty-SQP Algorithm (Preliminary) Require: (γ, θ) ∈ (0, 1) and ρ −1 ∈ (0, ∞).
4:
Let α k be the largest value in {γ
Before proceeding, it is worthwhile to emphasize the benefit of ignoring the term ρf (x k ) in our definitions of the models J and l above. It is valid to do this since this term has no effect on the solution of (QP), and since its presence would not affect the model reduction values in (2.2) and (2.4). On the other hand, ignoring this term simplifies our presentation and analysis significantly since it allows us to avoid the fact that, if this term were not ignored, then the optimal value of (QP) for a given x k would shift with changes in the penalty parameter.
3. A Dynamic Penalty Parameter Updating Strategy. In this section, we present a dynamic penalty parameter updating strategy. As mentioned, the method is novel since the update is employed within a solver for the subproblem arising in our penalty-SQP framework. A potential pitfall of such an approach is that, since the penalty parameter dictates the weight between the objective terms in (QP), one may disrupt typical convergence guarantees of the subproblem solver by manipulating this weight during the solution process. However, under reasonable assumptions, we prove that for sufficiently small values of the penalty parameter, our updating strategy will no longer be triggered. Consequently, once the penalty parameter reaches a sufficiently small value, it will remain fixed and the subproblem solver will effectively be applied to solve (QP) for a fixed value ρ k . The updating strategy is described in a manner that allows it to be incorporated into various subproblem solvers; see §5.2.
3.1. Preliminaries. For ease of exposition in this section, we drop the dependence of certain quantities on the iteration number:
, and H ρ = ρH f + H 0 .
We also temporarily drop the dependence of the functions J, l, etc. on the kth iterate. We make the following assumption about the subproblem data. 
and
The quadratic and penalty terms in J can be written, respectively, as
meaning that we may rewrite the penalty-SQP subproblem (QP) as
We refer to (QPrho) with ρ > 0 as a penalty subproblem and we refer to (QPrho) with ρ = 0 as the feasibility subproblem. The Fenchel-Rockafellar dual of (QPrho) is
where the dual objective function is given by
Letting ζ i (u) := u i ,ā i for a dual feasible u, one finds from (1.1) and the constraint in (DQPrho) that D(u, ρ) is finite if and only if 
for all i ∈ {m + 1, ..., m},
An interesting aspect of the dual subproblem (DQPrho) is that the penalty parameter appears only in the objective. Thus, if u satisfies the constraints of (DQPrho), then it is dual-feasible regardless of the value of ρ appearing in the subproblem. As a result, by weak duality, we have for any primal-dual feasible pair (d, u) that both
We close this subsection by noting that the projection onto the set C i is easy to compute for any i ∈ {1, . . . , m}; in particular,
3.2. Updating the penalty parameter. Given ρ ≥ 0, let (d * ρ , u * ρ ) represent an optimal primal-dual pair for the penalty subproblem (QPrho) corresponding to ρ; in particular, (d * 0 , u * 0 ) represents an optimal primal-dual pair for the feasibility subproblem. The algorithm is presented in the context of a subproblem solver that generates two sequences of iterates: the first sequence, call it {(d (j) , u (j) )}, is a sequence of primal-dual feasible solution estimates for a penalty subproblem, while the second sequence, call it {w (j) }, is a sequence of dual feasible solution estimates for the feasibility subproblem. (In our strategy, we do not make separate use of a sequence of primal solution estimates for the feasibility subproblem; rather, the sequence {d (j) } plays this role as well.) Without loss of generality, we assume that the jth primal solution estimate d (j) represents a better (or no worse) primal solution estimate for the penalty subproblem than a zero step in the sense that
Similarly, we assume that the dual solution estimate w (j) represents a better (or no worse) dual solution estimate for the feasibility subproblem than u (j) , and that each dual solution estimate u (j) is no worse than the feasible u (0) , in that
These are both reasonable assumptions since if (3.4) (resp. (3.5)) were not to hold, then one could consider
) for the jth iterate (even if the subproblem solver works with a different estimate in its internal operations).
Observe that, by the definition of the model J, we have for any ρ ∈ (0, ∞) that
(As discussed later, ω is held fixed during a given subproblem solve, but will sequentially be reduced to zero over the course of the overall penalty-SQP framework.) We then define the following ratios corresponding to the jth subproblem solver iterate:
.
(Referring back to our discussion surrounding (2.2) and (2.4), note that the numerators of these ratios are ∆l(d (j) , 0)+ω and ∆J(d (j) , ρ (j) )+ω, respectively.) The critical property of these ratios is that, if they are sufficiently large, then the corresponding subproblem solver iterates must yield reductions in the feasibility and penalty function models that are proportional to those obtained by corresponding exact subproblem solutions. In particular, suppose that for some prescribed β v ∈ (0, 1) we have
Then the reduction in the linearized constraint violation model obtained by the subproblem solver iterate d (j) relative to a zero step satisfies (3.7)
where the first inequality follows by (Rv), the second follows by the optimality of u * 0 with respect to the feasibility subproblem (for which it is known that D(u * 0 , 0) ≥ 0), and the last follows by strong duality. Similarly, if for β φ ∈ (0, 1) we have
then it follows that (3.8)
The last component of our updating strategy involves an estimate of the complementarity of a primal-dual solution estimate. This is needed since we only reduce the penalty parameter if a primal-dual solution estimate is approximately complementary. We do this in the following manner. First, defining the index sets
we define the complementarity measure
To reduce the penalty parameter, we require that (
Overall, our penalty parameter strategy is motivated by the desire to ensure that if the jth iterate of the subproblem solver offers a sufficiently accurate solution of the penalty subproblem for ρ (j) > 0, then it should also offer a sufficiently accurate solution of the feasibility subproblem; otherwise, the penalty parameter should be reduced. Specifically, choosing parameters
we initialize ρ (0) ← ρ k−1 (from the preceding iteration of the penalty-SQP framework) and apply the subproblem solver to (QPrho) to initialize
If, at the end of the jth subproblem solver iteration we have that (Rphi) or (Rc) is not satisfied, then we continue to iterate toward solving (QPrho) with ρ = ρ (j) . Otherwise, if (Rphi) and (Rc) hold but (Rv) does not, then we reduce the penalty parameter by setting
for some prescribed θ ρ ∈ (0, 1). (A special case that one should consider occurs when (Rphi), (Rc), and (Rv) all hold with d (j) = 0. For simplicity in our presentation, in such a case, we have the subproblem solver terminate with d (j) = 0, causing the penalty-SQP framework to take a null step in the primal space. As previously mentioned, this would be followed by a decrease in ω, prompting the penalty-SQP framework to eventually make further progress or terminate with a stationarity certificate. In practice, this decrease in ω in this scenario need not occur over a sequence of iterations. It can occur immediately within a subproblem solve. We merely state the occurence of a null step for simplicity in our discussions.)
We state our d ynamic updating strategy (DUST) as:
Given ρ (j) and the jth iterate (
, perform the following:
• if (Rphi), (Rc), and (Rv) hold, then terminate;
• else if (Rphi) and (Rc) hold, but (Rv) does not, then apply (3.10);
We formally analyze (DUST) in the following subsections. We begin with the following intuitive arguments to motivate the strategy for adjusting the penalty parameter in a few cases of interest. These cases depend on properties of the kth iterate of the penalty-SQP framework, namely, x k , with respect to the constraint violation measure and the penalty function.
• First, observe that with an optimal primal-dual solution (d * ρ , u * ρ ) for a penalty subproblem, one has ζ i (u *
Therefore, for a given ω ∈ (0, ∞), the condition (Rc) will hold for sufficiently accurate primal-dual solutions of the penalty subproblem.
• If x k is not stationary with respect to φ(·, ρ) for any ρ ∈ (0, ρ k−1 ], then, with
k is not stationary with respect to v, then one should expect that for a sufficiently small ρ (j) the condition (Rv) would also be satisfied for such a d
(j) . This should be expected since for (d * 0 , u * 0 ) one has
. Overall, in this case, one should expect that (DUST) would only reduce the penalty parameter a finite number of times, if at all.
• If x k is not stationary with respect to φ(·, ρ) for any ρ ∈ (0, ρ k−1 ], but is stationary with respect to v, then for (d * 0 , u * 0 ) one has
. Hence, as in the previous bullet, one should expect that (DUST) would only reduce the penalty parameter a finite number of times.
• If x k is stationary with respect to φ(·, ρ (j) ) for ρ (j) > 0 encountered during the subproblem solve, then, under Assumption 1, the only primal iterate satisfying (Rphi) is d (j) = 0. For this value, one finds that
There are now two cases to consider. If r (j) = 0-and a sufficiently accurate dual solution-but (Rv) does not, prompting a decrease of the penalty parameter, or-again with a sufficiently accurate dual solution-one would terminate the overall algorithm with certificate of stationarity for x k .) We close this subsection by making a few practical remarks regarding the use of (DUST) within a subproblem solver for (QPrho). In particular, while we have defined the sequence {(d (j) , u (j) , w (j) )} as being generated by the solver, it may be reasonable to reinitialize the solver-or at least perform some auxiliary computations-after any iteration in which (3.10) is invoked. (Such auxiliary computations may involve scaling vectors and/or matrices due to the change in the penalty parameter; e.g., see the discussion of the Hessian approximation strategy in §5.1.) That being said, it is reasonable to assume that, during any sequence of iterations in which the penalty parameter does not change, the subproblem solver would be applied as if it were being applied to a static instance of (QPrho). In such a manner, any convergence guarantees for the subproblem solver would hold if/when the penalty parameter stabilizes at a fixed value, as is guaranteed to occur under common conditions described next.
3.3. Finite Updates for a Single Subproblem. The purpose of this subsection is to show that if (DUST) is employed within an algorithm for solving (QPrho), then, under reasonable assumptions on the subproblem data, for any ρ (j) ∈ (0,ρ] for some sufficiently smallρ > 0 whose value depends only on the subproblem data, if (Rphi) and (Rc) are satisfied, then (Rv) is also satisfied. In other words, after a finite number of iterations, the update (3.10) will never be triggered. Let λ 0 and λ 0 be the smallest and largest eigenvalues of H 0 , and similarly for λ ρ and λ ρ with respect to the matrix H ρ . Notice that, since ρ (j) ∈ (0, ρ (0) ], it follows that
We formalize our assumption for this analysis as the following.
3.4) and (3.5) hold, and u (j) and w (j) are feasible for (DQPrho).
We first show that the dual sequences {u (j) } and {w (j) } are bounded in norm.
Lemma 3. Under Assumption 1, there exists κ 0 > 0 such that, for all j ∈ N,
Proof. Since u (j) is feasible for (DQPrho), the elements {(u i ) (j) } for all i ∈ {1, . . . , m} are bounded in norm by 1. Therefore, by the first constraint of (DQPrho), it suffices to show that {(u 0 ) (j) } is bounded. We show this by contradiction. Suppose there exists an infinite index set J such that { (u 0 )
that 0 ∈ X. All together, with these facts and Assumption 1, we may conclude that {D(u (j) , 0)} j∈J → −∞, which contradicts (3.5). Therefore, {(u 0 ) (j) } must be bounded, so overall the sequence {u (j) } is bounded. Following the same argument for w (j) , it follows that {w (j) } is bounded.
We now show that the primal variables {d (j) } are also bounded in norm.
Lemma 4. Under Assumptions 1 and 2, it follows that, for all j ∈ N,
Proof. By Assumption 2, it follows that d (j) ∈ X for all j ∈ N, which implies that
which, using the quadratic formula, implies that
Together with (3.11), this proves (3.12), as desired.
The next lemma shows that the differences between the primal and dual values of the penalty and feasibility subproblems are bounded with respect to ρ.
Lemma 5. Under Assumptions 1 and 2, it follows that, for any j ∈ N,
where, with κ 1 > 0 defined in Lemma 4,
Proof. For the primal values, it holds true that
2 ), which combined with Lemma 4 proves (3.13a).
We now aim to prove (3.13b). Toward this goal, letŷ
0 . Then, by Assumption 2, it follows that
In addition, it follows that
which implies that, for all j ∈ N, (3.14)
The difference between the dual values is then given by
where the last inequality follows by (3.14) and Assumption 2.
Let us now define
) satisfies (Rphi) and (Rc) but not (Rv)}, meaning that U is the set of subproblem iterations in which (3.10) is triggered. Now we are ready to prove our main result in this section.
Theorem 6. Suppose Assumptions 1 and 2 hold and let
Then, for ρ (j) ∈ (0,ρ], where
In other words, for any ρ (j) ∈ (0,ρ], the update (3.10) is never triggered by (DUST).
Proof. In order to derive a contradiction, suppose that U is infinite, meaning that the subproblem solver is never terminated and ρ (j) → 0. We have from (3.13a) that
which, after adding and dividing through by
Thus, for any
it follows from the first inequality of (3.16) that
Following an argument similar to that for (3.13b), we have that for any
one finds that
Overall, we have shown that for any ρ (j) ≤ρ withρ defined in (3.15), it follows that (3.17) and (3.18) both hold true and, since D(
Since our supposition that U is infinite implies that ρ (j) → 0, we may now proceed under the assumption that j ∈ U with ρ (j) ∈ (0,ρ]. Let us now define the ratioŝ
and by the definition of the operator (·) + , it follows that r
v . From (3.17) and (3.19),
However, this contradicts the fact that j ∈ U. Overall, since we have reached a contradiction, we may conclude that U is finite.
4.
A Complete Penalty-SQP Algorithm. In the previous section, a dynamic penalty parameter updating strategy is proposed to guarantee that the computed search direction simultaneously offers progress toward reducing the penalty function and reducing infeasibility. In this section, a complete algorithm for solving (NLP) that employs this strategy is proposed and analyzed. It follows the general strategy in Algorithm 1, but includes additional details.
Our complete algorithm involves an additional check of the penalty parameter after the search direction has been computed as is similarly done in various algorithms that employ a penalty function as a merit function. Letρ k be the value of the penalty parameter obtained by applying (DUST) within the kth subproblem solve. Then, given a constant
where the right-hand side of this inequality is guaranteed to be positive due to (Rv). More precisely, we employ the following P osterior S ubproblem ST rategy:
Observe that if the choice ρ k =ρ k does not yield (4.1), then, by setting ρ k according to the latter formula in (PSST), it follows (since H(ρ k ; x k , η k ) 0) that
which means that
implying that (4.1) holds. This idea is similar to the updating strategy in [3] . A novel aspect of (PSST), however, is that this model reduction condition is imposed inexactly (due to the presence of ω k > 0). In fact, for a relatively large ω k , the model reduction in l(·, ρ k ; x k ) is not necessarily at least a fraction of that in l(·, 0; x k ). This difference makes (PSST) more suitable for an inexact penalty-SQP framework.
Our complete algorithm employing (DUST) and (PSST) is given as Algorithm 2. While we do not complicate the notation by making the dependence explicit on k ∈ N, it should be clear that in the inner loop (over j) one is solving a subproblem with quantities dependent on the kth iterate; see (3.1). Also, while our analysis does not depend on this choice, we remark that a reasonable choice for η k+1 for all k ∈ N are the QP multipliers, i.e., η k+1 = ζ(u (j) ), where ζ(u) is defined prior to (3.2). We do not specify this choice since one might also consider using, e.g., least squares multipliers [13] . Our analysis, which focuses on primal convergence, works with any such choice as long as the sequence of dual estimates remains bounded (see below).
Algorithm 2 Penalty-SQP with a Dynamic Penalty Parameter Updating Strategy
Set ρ (0) ← ρ k−1
4:
for j ∈ N do
5:
Generate a primal-dual feasible solution estimate (
Set ρ (j+1) by applying (DUST)
Set ρ k by applying (PSST)
9:
10:
Choose ω k+1 ∈ (0, θ ω ω k ].
11:
Set
In the remainder of this section, we show that if (DUST) and (PSST) are employed within a penalty-SQP algorithm for solving (NLP), then, under reasonable assumptions, the algorithm converges from any starting point. Specifically, if (DUST) and (PSST) are only triggered a finite number of times, then every limit point of the iterates is either infeasible stationary or first-order stationary for (NLP). Otherwise, if (DUST) and (PSST) are triggered an infinite number of times, driving the penalty parameter to zero, then every limit point of the iterates is either an infeasible stationary point or a feasible point at which a constraint qualfication fails to hold.
For our analysis in this section, we extend our use of the sub/superscript k to denote the value of quantities associated with iteration k ∈ N. For example, U k denotes the set U defined in §3.3 while solving the kth subproblem and κ 0,k is the constant κ 0 in Assumption 2 for the kth subproblem.
We make the following assumption throughout this analysis.
Assumption 7. There exist a compact convex set X ⊂ R n with 0 ∈ int (X) and positive scalar constants Λ 0 , Λ 0 , Λ ρ , Λ ρ , and K 0 such that the following hold true.
(i) X k = X for all k ∈ N. (ii) f and c i for all i ∈ {1, . . . , m}, and their first-and second-order derivatives, are all bounded in an open convex set containing {x k } and {x
Recalling Lemmas 4 and 5, it follows under Assumption 1, 2, and 7 that there exist positive scalar constants K 1 , K 2 , and K 3 such that
Let us define the index set
Moreover, for every k ∈ D, let j k be the subproblem iteration number corresponding to the value of the smallest ratio r v , i.e., such that
Let us also define the index set T := {k ∈ N : ρ k is reduced by (PSST)}.
It follows from these definitions that ρ k < ρ k−1 if and only if k ∈ D ∪ T . Before analyzing the behavior of the iterates of our algorithm, we first provide a couple results related to our subproblem and its solutions. 
where equality holds if and only if d
We also have the following fact about the subproblem solutions.
Proof. The proof follows the same line of argument for bounding each primal step in norm as is used in the proof of Lemma 4, where the facts that
follow from the definitions of d
We now prove a useful lower bound for the stepsize in each iteration.
Lemma 10. Under Assumption 7, it follows that, for all k ∈ N, the stepsize satisifies 
Thus, for any α
meaning that the sufficient decrease condition (4.2) holds. During the line search, the stepsize is multiplied by γ until (4.2) holds, so we know by the above inequality that the backtracking procedure terminates with
The result follows from this inequality since { d k } is bounded above by K 1 .
Next we show that the reductions in the models of the constraint violation and the penalty function both vanish in the limit. For this purpose, it will be convenient to work with the shifted penalty function
where f is the infimum of f over the smallest convex set containing {x k }. The existance of f follows from Assumption 7(ii). The function ϕ possesses a useful monotonicity property proved in the following lemma.
Lemma 11. Under Assumption 7, it holds that, for all k ∈ N,
Proof. By the line search condition (4.2), it follows that
which implies
The result then follows from this inequality, the fact that {ρ k } is monotonically decreasing, and since f (x k+1 ) ≥ f for all k ∈ N.
We now show that the model reductions and duality gap all vanish asymptotically.
Lemma 12. Under Assumption 7, the following limits hold.
Proof. Let us first prove (i) by contradiction. Suppose that ∆l(d k , ρ k ; x k ) does not converge to 0. Then, there exists a constant > 0 and an infinite K ⊆ N such that ∆l(d k , ρ k ; x k ) ≥ for all k ∈ K. It then follows from Lemma 10 and 11 that ϕ(x k ; ρ k ) → −∞, which contradicts the fact that {ϕ(x k , ρ k )} is bounded below by zero. Therefore, ∆l(d k , ρ k ; x k ) → 0. The second limit in (i) then follows from the first limit, the fact that H(ρ k ; x k , η k ) 0 for all k ∈ N, and the fact that
Next, from (4.1) and (4.4), it follows that
The limits in (ii) follow from these inequalities, the first limit in (i), and the fact that {ω k } → 0. Finally, the limits in (iii), (iv), and (v) follow from the limits in parts (i) and (ii) along with the inequalities in (3.7) and (3.8).
We now show that the primal steps and the exact subproblem solutions vanish.
Lemma 13. Suppose Assumption 7 holds and {ρ k } → ρ * . Then, {d k } → 0 and for any limit point
Proof. From Lemma 12(ii), it follows that
This implies that {d k } → 0, as desired. Next, from Lemma 12(iii) and continuity, it follows that ∆J(d * (0; x * , ·), 0; x * , ·) = 0, from which it follows that
From the strong convexity of J(·, 0; x * , ·) and the fact that d * (0; x * , ·) is its minimizer, it follows that d * (0; x * , ·) = 0. Using a similar argument and Lemma 12(iii) again, it follows that d * (ρ * ; x * , ·) = 0, completing the proof.
Our first global convergence theorem follows.
Theorem 14. Under Assumption 7, the following statements hold.
(i) Any limit point of {x k } is first-order stationary for v, i.e., it is feasible or an infeasible stationary point for (NLP). We prove (iii) by contradiction. Suppose there exist infinite K * ⊆ N and
. This contradicts Lemma 11, which shows that ϕ(x k , ρ k+1 ) is monotonically decreasing. Thus, the set of limit points of {x k } must be all feasible or all infeasible.
Theorem 14 is satisfactory in the case when ρ k → ρ * > 0, since it shows that any limit point of the primal sequence is a KKT point for (NLP). But more needs to be said when ρ k → 0. We now address this case, showing that it only occurs if a limit point of the algorithm is either an infeasible stationary point or a feasible point at which a constraint qualification fails to hold. We begin with the following lemma.
Lemma 15. Suppose Assumption 7 holds and ρ k → 0. Let x * be a limit point of {x k } k∈D∪T that is feasible for (NLP) with infinite S ⊆ D∪T such that {x k } k∈S → x * . Then, the following hold true.
(
Proof. For part (i), if |S ∩ D| is finite, then there is nothing left to prove. Hence, let us assume that |S ∩ D| = ∞. Observe that, for all k ∈ N, it holds that
where the first inequality follows from (3.4) and the second inequality follows from the definition of J, which ensures that
In addition, {d (j k ) } is bounded due to Lemma 4 and Assumption 7(ii)-(iii). Consequently, since |S ∩D| = ∞ and {v(x k )} k∈S∩D → 0 with ρ (j k ) → 0, the limit in part (i) holds. For part (ii), again, if |S ∩ D| is finite, then there is nothing left to prove. Otherwise, since {J(0, 0; x k , η k )} k∈S∩D = {v(x k )} S∩D → 0 and ρ (j k ) → 0, the limit in part (ii) holds due to Lemma 4 and Assumption 7(ii)-(iii). Now consider part (iii). If |S ∩ D| is infinite, then for a limit point u * there must exist an infinite
where the first inequality is by (Rphi) and the second inequality is by the fact that
This means that u * is optimal for D(·, 0; x * , ·). On the other hand, if |S ∩ D| is finite, then |S ∩ T | must be infinite, in which case for a limit point u * there must exist an infinite S T ⊆ S ∩ T such that {u k } k∈S T → u * . Then, again from Lemma 12 and (4.5), it follows that u * is optimal for D(·, 0; x * , ·). For part (iv), first observe that
and that χ(d, u; x k ) can be viewed as a weighted variant of this sum with weights
Also observe that (Rc) holds at any primal-dual point
due to the facts that
We now consider three cases.
Case (a): Assume there exists an infinite S
Then, ζ(u (j k ) ) ∞ ≥ β v for all k ∈ S D ; indeed, if this were not the case, then for some k ∈ S D one would find from the definition of χ and (4.8) that
contradicting (4.6) . In this case, combining Lemma 3, Assumption 7(iv), and the fact that ζ(u (j k ) ) ∞ ≥ β v for all k ∈ S D shows that {u (j k ) } k∈S∩D has a nonzero limit point, proving part (iv), as desired. Case (b): Assume there exists an infinite S T ⊆ S ∩ T such that
Then, ζ(u k ) ∞ ≥ β v for all k ∈ S T ; indeed, if this were not the case, then for some k ∈ S T one would find from the definition of χ and (4.8) that
contradicting (4.7). In this case, combining Lemma 3, Assumption 7(iv), and the fact that ζ(u k ) ∞ ≥ β v for all k ∈ S T shows that {u k } k∈S∩T has a nonzero limit point, proving part (iv), as desired. Case (c): Suppose that (4.8) and (4.9) only hold for finite subsets of S ∩ D and S ∩ T .
In this case, there exists a sufficiently largek ∈ N such that
We can further assume that
since otherwise, as in Cases (a) and (b), respectively, part (iv) would hold. Now, for k ≥k with k ∈ S ∩ D, it follows from (4.10) that
from which it follows that
This indicates that (DUST) is not triggered at any iteration k ≥k with k ∈ S ∩ D. By the definition of D, this implies that S ∩ D is finite. On the other hand, for k ∈ S ∩ T with k ≥k, it holds that (4.12)
where the first inequality is from the positive definiteness of
which, together with (4.4), yields
Therefore, (PSST) is not triggered in any iteration k ∈ S ∩ T with k ≥k. By the definition of T , this means that S ∩ T is finite. Overall, we have shown in this case that S ∩ D and S ∩ T are finite, meaning S is finite. However, this contradicts the statement of the lemma, which defines S to be finite. Overall, since Case (c) leads to a contradiction, it follows that either Case (a) or (b) must occur, which proves part (iv).
We are now prepared to prove a theorem about the behavior of the algorithm when the penalty parameter is driven to zero. The theorem involves a statement about points satisfying the well-known Mangasarian-Fromovitz constraint qualificatioin (MFCQ). Defining E = {1, . . . ,m}, I = {m + 1, . . . , m},
A(x) = {i ∈ {m + 1, . . . , m} : c i (x) = 0}, and N (x) = {i ∈ {m + 1, . . . , m} : c i (x) < 0}, we now recall this qualification then state and prove our theorem. Theorem 17. Suppose Assumption 7 holds and ρ k → 0. Then, every limit point of {x k } k∈D∪T is either an infeasible stationary point or a feasible point where the MFCQ does not hold.
Proof. By Theorem 14(i), any limit point of {x k } k∈D∪T is either feasible or an infeasible stationary point. If any such point is infeasible, then there is nothing left to prove. We may thus proceed by letting x * represent a feasible limit point of {x k } k∈D∪T . Our goal is to show that the MFCQ fails to hold at x * . Let S ⊆ D ∪ T be an infinite set such that {x k } k∈S → x * . By Theorem 15(iv), it follows that there exists a nonzero limit point of {u
In addition, from Lemma 13, it follows that (d, u) = (0, u * ) is stationary for the feasibility subproblem at x * . Therefore, it follows from (3.2) and the fact under Assumption 7(i) that d = 0 lies in the interior of X that u * m+1 = 0 and
for all i ∈ E ∪ I.
It follows that
yielding u * 0 = 0 and ζ i * = 0 for all i ∈ N (x * ). Overall, we have shown that the constraints of (DQPrho) imply that (4.13)
(4.13) implies that x * violates the dual form of the MFCQ [16] . Since we have reached a contradiction, it follows that the MFCQ cannot hold at x * , as desired.
We summarize the results of all of our theorems in the following corollary.
Corollary 18. Suppose Assumption 7 holds. Then, one of the following occurs.
(i) ρ k → ρ * for some constant ρ * > 0 and each limit point of {x k } either corresponds to a KKT point or an infeasible stationary point for problem (NLP).
(ii) ρ k → 0 and all limit points of {x k } are infeasible stationary points for (NLP). (iii) ρ k → 0, all limit points of {x k } are feasible for (NLP), and the MFCQ fails to hold at all limit points of {x k } k∈D∪T .
5. Implementation. In this section, we discuss techniques that can be used for implementing our method. In §5.1, we describe details about how low-rank Hessian approximations could be updated. In §5.2, we introduce a coordinate descent method as an example subproblem solver that could be used with our method.
5.1. Low-rank approximation. In large-scale settings, it is often intractable to compute and store exact Hessians. Instead, low-rank approximations of the Hessian could be used, e.g., based on L-BFGS [12] . In this section, we describe how to update the low-rank Hessian approximation and its inverse when ρ is updated by (DUST).
Assume the Hessian approximations have the form
where Ψ ∈ R n×r with r n and Φ ∈ R n×l with l n are low rank matrices, and Σ ∈ R r×r and Γ ∈ R l×l are invertible. We investigate the inverse of H ρ by using the following generalized matrix inversion formula. For any given invertible A ∈ R n×n , invertible S ∈ R l×l , and U, V ∈ R n×l , the Sherman-Morrison formula yields
where
In particular,
Using (5.2), the inverses of H 0 and H ρ are given by
These can be rewritten in a compact form. Defining
and Θ
After reducing ρ to a smaller valueρ < ρ, one finds that 
4:
Set ρ k by applying (DUST).
The partial derivative of D(λ; 0) with respect to λ i is given by
where q i andq i are the i-th row of Q andQ respectively. Then, (5.9) becomes 
Hence, the main calculation for the solution of (5.9) is the partial derivative (5.12). Direct computation of (5.12) takes O(n 2 + nr) operations. In [11] , it is shown that coordinate descent will become competitive if there is an efficient way to compute the partial derivative. Here, if we keep track of the vectors v := n j=1 λ j a j and p := )q i .
This shows the update of v and p is O(n + r). In summary, the total complexity for each coordinate update is O(n + r). Moreover, if A is a sparse matrix with an average of n s nonzeros per row, then the complexity becomes O(n s + r).
6. Numerical Experiments. In this section, we present our experimental results on 126 CUTEr Hock-Schittkowski (hs) problems [10] . The coordinate descent algorithm described in §5.2 is used to solve the subproblems. We set the parameters stated in Algorithm 2 as γ = 0.5, ρ (−1) = 1, β φ = 0.7, β v = 0.1, β l = 0.6β φ (1 − β v ), ω 0 = 10 −2 , θ ρ = 0.9, θ ω = 0.7, θ α = 10 −4 , and η 0 = 0 0 0 m with x 0 set as defined for each CUTEr problem. The maximum iteration limit for the subproblem solver was set as 2000, while a maximum iteration limit for Algorithm 2 is set to be 200. Define the maximum constraint violation v ∞ (x) and the optimality error kkt (x) as and kkt (x) ≤ 10 −4 , or the maximum iteration number 200 reached. These 126 problems are of small size, hence we use the exact Hessian in our implementation. If the Hessian is not positive definite, we apply the following modification to adjust its negative eigenvalues. Let H = U ΛU T be the eigen-decomposition of H, where Λ = diag{λ 1 , · · · , λ n }. We replace all λ i < 0 with a pre-determined small constant; in particular, 10 −4 for these experiments. LetH be the modified positive definite Hessian. If the condition number cond(H) of the modified Hessian is still greater than t c = 10 6 , then we use H mod = (t c /cond(H))H. Otherwise we use H mod =H. Table 1 Iteration summary for hs93. We need set the subproblem maximum iteration to be 2 × 10 5 .
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• Our (DUST) updating strategy works very well in these experiments. To illustrate the behavior of the penalty parameter updates, we plot ρ values for three sample problems-hs11, hs43, and hs61-in Figure 1 .
• The parameter ω does not require much tuning. We used ω 0 = 10 −2 across all problems and achieved our 92% success rate. We also ran the experiment with ω 0 = 10 −1 and we see the same set of 116 problems solved successfully.
• The coordinate descent algorithm performs poorly on ill-conditioned subproblems. For example, we needed to increase the maximum number of iterations to be 2 × 10 5 to make hs93 converge. Table 1 shows the detailed iteration information. Since the focus of this paper is on the ρ update strategy, we did not fully explore other subproblem solvers that might have performed better. Instead, we simply increased the iteration limit for this problem.
• In a few cases, the Hessian modification strategy described above might not work well. For example, for problems hs70, hs72, and hs75, we had to reduce the modification constant to 10 −8 to achieve convergence. 7. Conclusion. In this paper, we have proposed a penalty-SQP framework for solving nonlinear optimization problems. The novelty of this work is a dynamic penalty parameter updating strategy that is carried out within the QP subproblem solver, so that at the end of the QP solve, a search direction and a new penalty parameter are both obtained. The key idea is to force improvement toward feasibility whenever optimality and complementarity are sufficiently improved. This enables the SQP algorithm to finish penalty parameter updating and infeasibility detection via inexact solves for only one subproblem in each iteration, a feature which is not shared with most contemporary solvers which require two subproblem solves per iteration.
The convergence properties that we have proved for our algorithm guarantees the effectiveness of our updating strategy under reasonable assumptions. The empirical effects of our strategy is demonstrated in numerical results on small CUTEr examples. We remark, however, that the performance could be further enhanced with the development of a more efficient QP subproblem solver and a more robust approach to addressing ill-conditioning of the Hessian approximation. 
