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Актуальность темы исследования. Анализ и классификация алгоритмов
с точки зрения вычислительной сложности является одним из основных
аспектов для понимания внутренней природы задачи и алгоритма ее реше-
ния. Центральным аппаратом такого анализа алгоритмов являются нижние
оценки сложности.
Важной известной проблемой является соотношение классов P и NP .
При этом остается много открытых вопросов о структуре класса P. И, в
частности, известных классов LSPACE и NC, входящих в класс P. Во вто-
рой половине прошлого века были введены различные модели вычисле-
ний с разными вариантами ограничений, которые позволяли решать ряд
вопросов для классификации сложности, к таким моделям относятся вет-
вящиеся программы. Для них было доказано, что LSPACE/poly = BP ,
где LSPACE/poly — это неоднородный класс сложности для машины Тю-
ринга, использующей логарифмическую память и подсказку не более, чем
полиномиального размера, а BP — класс булевых функций, вычислимых
ветвящимися программами полиномиальной сложности. Кроме того, было
доказано, что NC1 = BPconst, где класс NC1 — это класс булевых функций,
вычислимых схемами из функциональных элементов логарифмической глу-
бины (NC1 ⊆ NC), а BPconst — класс булевых функций, вычислимых вет-
вящимися программами полиномиальной сложности константной ширины.
Начиная с 90-х годов интенсивно исследовалась сложность реализации
булевых функций, входящих в класс BPconst. Для целого ряда моделей вет-
вящихся программ были доказаны нижние оценки сложности реализации в
них булевых функций, и на основе этих оценок построены иерархии слож-
ности.
Большие усилия были направлены на исследования моделей ветвящихся
программ с ограничением на количество считываний переменных. Для мо-
дели k раз читающих недетерминированных ветвящихся программ (k-NBP)
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в 1993 году Бородиным и соавторами [3] были получены нижние оценки для
явно заданной функции, показывающие необходимость экспоненциального
размера программы для малых k. Авторы рассмотрели “синтаксическую”
модель, для которой ограничение на количество считывания вводится для
любого пути от начальной вершины до финальных, и “семантическую”, для
которой ограничения вводились только на вычислительных путях. Оценка
была получена для “синтаксической” модели.
• Техника, использованная в [3], основывалась на представлении функ-
ции в виде булевой формулы специального вида. Таким образом про-
цесс вычислений был описан функционально.
В недетерминированном случае рассматривалась более общая модель k-
BP, для которой были доказаны нижние оценки в работах Окольнишнико-
вой [5]. В 1997 году она доказала нижнюю оценку сложности для недетер-
минированной k-BP для явно заданной булевой функции fk ln k/2+C , пока-
зав, что эта функция требует экспоненциального размера для вычисления
в k-BP. На основе этой оценки была доказана иерархия классов булевых
функций, вычислимых недетерминированными k-BP полиномиального раз-




• Техника, использованная Окольнишниковой, схожа с техникой, кото-
рую использовали Бородин и соавторы в работе [3]. Она основывалась
на представлении функции в виде булевой формулы специального вида
и анализе этой формулы.
Оценку Окольнишниковой улучшил Татачар [6] в 1998 году, доказав
нижнюю оценку для функции HSP k+1q . Он показал, что недетерминиро-
ванная k-BP, вычисляющая эту функцию, должна иметь ширину не менее
exp{n1/k+12−2kk−4}, используя этот результат доказал иерархию классов
сложности: NP-(k − 1)BP ( NP-kBP. Таким образом, была доказана более
4
строгая иерархия по сравнению с результатами Окольнишниковой. Данная
иерархия справедлива для k = o(log log n).
• Автор в своей работе использовал модификацию метода, основанного
на коммуникационных протоколах.
Позже Айтаи [1] в 2005 году доказал нижнюю оценку для более общей мо-
дели: ветвящихся программ без ограничений, показав, что функцияN+(Xη)
не может быть вычислена ветвящейся программой длины kn, для k = const
и размера менее, чем 2nε, где ε > 0.
• Автор в своей работе использовал как модификацию метода, основан-
ного на коммуникационных протоколах, так и функциональный под-
ход.
В вероятностном случае для k-BP Хромкович и Заурхов [4] в 2003 го-
ду, доказали нижнюю оценку для функции m − Masked − PJk,n. Таким
образом, они показали, что вероятностная k-BP с (0.5 − ε)-изолированной
точкой сечения, вычисляющая эту функцию, должна иметь размер не менее
2Ω(N
α/k3), где α = 1/(1 + 2log3). На основе полученного результата авторы
доказали иерархию классов сложности: BPP-(k−1)BP ( BPP-kBP. Данная
иерархия справедлива для k ≤ log n/3.
• Авторы в своей работе использовали метод, аналогичный тому, кото-
рый использовал Татачар в работе [6].
Наиболее исследованной моделью ветвящихся программ является один
раз читающая ветвящаяся программа — ветвящаяся программа с тем огра-
ничением, что на каждом вычислительном пути каждая переменная встре-
чается не более одного раза. Другое естественное ограничение — “забы-
вание”, которое требует, чтобы считывание переменных происходило в со-
ответствии с фиксированным порядком. Забывающие один раз читающие
ветвящиеся программы (используемые при тестировании сверхбольших ин-
тегральных схем) называются упорядоченными бинарными диаграммами
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решений (Ordered Binary Decision Diagrams, сокращенно OBDD). Обобще-
нием OBDD является k раз читающие OBDD (k-OBDD). Модели k-OBDD
(k ≥ 1) имеют широкое практическое применение в тестировании СБИС,
а также при построении k-проходных потоковых алгоритмов, используе-
мых при обработке больших объемов данных, поэтому важным вопросом
является построение иерархий классов сложности булевых функций, реа-
лизуемых в этих моделях по параметру k. Неформально можно сказать,
что построение иерархий отвечает на вопрос: “сможет ли модель k-OBDD
решить задачу, если ей дать больше времени?”.
Заметим, что k-OBDD является “синтаксической”.
Для k-OBDD Боллинг и соавторы [2] в 1998 доказали нижнюю оценку
для булевой функции PJk (Pointer Jumping): для (k − 1)-OBDD, вычисля-
ющей функцию PJk, требуется размер не менее 2Ω(n
1/2/k). На основе этой
оценки была доказана иерархия классов булевых функций, вычислимых k-
OBDD полиномиального размера (или, что в данном случае тоже самое,
полиномиальной ширины): P-(k− 1)OBDD ( P-kOBDD. Данная иерархия
справедлива для k = o(n1/2log3/2n).
• Авторы в своей работе применили метод моделирования работы k-
OBDD в коммуникационных протоколах.
Исследования диссертационной работы посвящены уточнению иерархии
классов сложности k-OBDD.
Цель работы. Развитие техники доказательства нижних оценок сложно-
сти для классов булевых функций, вычислимых моделями ветвящихся про-
грамм и двухсторонними автоматами с переменной структурой. На основа-
нии разработанных нижних оценок построение иерархий классов сложно-
сти k-OBDD, уточняющих уже существующие иерархии.
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Методы исследований. В работе используются методы дискретной мате-
матики, математической кибернетики, теории вероятностей и теории чисел.
Научная новизна. В диссертации рассмотрены две техники доказательства
нижних оценок: “Коммуникационное моделирование k-OBDD” и “Функци-
ональное описание k-OBDD”. Эти две техники взаимно дополняют друг -
друга. Получены следующие новые результаты:
1. “Коммуникационное моделирование k-OBDD” — это подход, исполь-
зующий представление k-OBDD в виде специального коммуникацион-
ного вычислителя. Этот подход позволил уточнить оценки числа под-
функций N(f) для булевых функций f , реализуемых в k-OBDD.
• Это уточнение позволяет доказать новые оценки сложности вычис-
ления булевых функций в детерминированной, недетерминирован-
ной и вероятностной k-OBDD (k-OBDD, k-NOBDD, k-POBDD).
• На основе установленных нижних оценок для N(f) доказаны сле-
дующие уточнения иерархий для детерминированной, недетерми-
нированной и вероятностной k-OBDD для константной, полилога-
рифмической и сублинейной ширины.
• На основе анализа числаN(f) для некоторых явно заданных функ-
ций f получены нижние оценки сложности детерминированной и
недетерминированной OBDD, вычисляющей f . Это позволило по-
строить иерархии по ширине для классов булевых функций, вы-
числимых OBDD и NOBDD, а также отношения между классами
для разных моделей.
• В частности, предложен подход, позволяющий получить новые ре-
зультаты для детерминированных и недетерминированных двух-
сторонних автоматов с переменной структурой.
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• Доказаны нижние оценки для характеристических функций язы-
ков, вычислимых детерминированными и недетерминированными
двухсторонними автоматами с переменной структурой.
• Построены иерархии классов булевых функций, которые являются
характеристическими для языков, вычислимых детерминирован-
ными и недетерминированными двухсторонними автоматами с пе-
ременной структурой. Иерархии базируются на доказанных ниж-
них оценках.
Ограничение подхода “коммуникационного моделирования k-OBDD”
состоит в следующем: kw logw < n для детерминированного случая и
kw2 < n для недетерминированного и вероятностного случаев, где w
— ширина k-OBDD. То есть, он подходит только для моделей менее,
чем линейной ширины.
2. “Функциональное описание k-OBDD” — это функциональный подход
для анализа вычислительных процессов в k-OBDD и k-NOBDD. Этот
подход, во-первых, позволяет моделировать процесс вычисления в k-
OBDD с помощью недетерминированной OBDD. Во-вторых, он позво-
ляет описать функцию f , вычислимую k-OBDD (недетерминирован-
ной k-OBDD) в виде булевой формулы специального вида.
• На основе функционального представления процесса вычисления
получена нижняя оценка для некоторых явно заданных функций
f , вычислимых в детерминированной и недетерминированной k-
OBDD.
• На основе этого подхода доказаны уточнения иерархий для детер-
минированной и недетерминированной k-OBDD полиномиальной,
суперполиномиальной и субэкспоненциальной ширины.
Техника “Коммуникационного моделирования k-OBDD” является обоб-
щением идей, представленных в работах [2], [4], [6]. Техника “Функциональ-
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ное описание k-OBDD” является обобщением идей, представленных в рабо-
тах [3], [5].
Теоретическая и практическая значимость. Диссертация носит теоретиче-
ский характер и посвящена исследованиям в области сложности детерми-
нированных, недетерминированных и вероятностных моделей вычислений.
Предложенные подходы и разработанные методы могут найти применение
при анализе сложности задач и алгоритмов в различных моделях.
Апробация работы. Результаты диссертации были представлены на рос-
сийских и международных конференциях и семинарах: X международном
семинаре “Дискретная математика и ее приложения” (Москва, 2010 г.), XI
международном семинаре “Дискретная математика и ее приложения”, по-
священный 80-летию со дня рождения академика О. Б. Лупанова (Москва,
2012 г.), на XVII международной конференции “Проблемы теоретической
кибернетики”. (Казань, 2014 г.), на конференции “6th Workshop on Non-
Classical Models of Automata and Applications NCMA 2014” (Германия, Кас-
сель, 2014 г.), на конференции “16th International Workshop on Descriptional
Complexity of Formal Systems” (Финляндия, Турку 2014), на итоговых кон-
ференциях Казанского федерального университета и на семинарах по клас-
сическим и квантовым вычислениям Казанского федерального университе-
та.
Публикации. По теме диссертации опубликовано 10 работ, в том числе 3
– в журналах, входящих в перечень ВАК.
Структура и объем работы. Диссертация состоит из введения, четырех
глав, заключения и списка литературы из 45 наименований, включая ра-




Метод “коммуникационного моделирования k-OBDD”.
В главе 1 излагается метод “коммуникационного моделирования k-OBDD”.
Это подход представления k-OBDD в виде специального коммуникационно-
го вычислителя. На основе этого подхода доказаны новые оценки сложности
вычисления булевых функций в детерминированной, недетерминированной
и вероятностной k-OBDD (k-OBDD, k-NOBDD, k-POBDD) в терминах ко-
личества подфункций N(f).
Приведем определение количества подфункций булевой функции. Рас-
смотрим булеву функцию f = f(X) и разбиение pi = (XA, XB) переменных
X. Для каждого фиксированного набора σ будем рассматривать отобра-
жение ρ : XA → σ. Подфункцию f |ρ над переменными из множества XB
получаем из функции f , фиксируя переменные изXA в соответствии с отоб-
ражением ρ. Обозначим за Npi(f) количество различных подфункций, по-
лучаемых при рассмотрении всех возможных σ. Рассмотрим некоторую пе-
рестановку θ = (j1, . . . , jn) чисел от 1 до n и множества X(θ, u) = {xj1,...,xju}
для некоторого u ∈ {1, . . . , n−1}, тогда количеством подфункций функции
f назовем величину N(f) = minθmaxu∈{1,...,n−1}N (X(θ,u),X\X(θ,u))(f).
Теорема 1.4.1 Пусть булева функция f(X) представима в k-OBDD ши-
рины w. Тогда N(f) ≤ w(k−1)w+1.
Теорема 1.4.7 Пусть булева функция f(X) представима в k-NOBDD





Теорема 1.4.10 Пусть булева функция f(X) представима в k-POBDD
ширины w. Тогда N(f) ≤
(






Теорема 1.4.1 была опубликована в работах 2 и 5 из списка публикаций,
Теоремы 1.4.7 и 1.4.10 опубликованы в работе 7.
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Ограничение метода. В связи с тем, что по определению количество под-
функций функцийN(f) не может превосходить количество различных вход-
ных наборов, то возникают очевидные ограничения метода: для детермини-
рованной модели: ((k−1)w+1) log2w < n, для недетерминированной моде-
ли: w
(
(k− 1)w+1) < n, для вероятностной модели: (k+1)w2(log2(log2 k+
log2w)) = o(n).
Таким образом, полученный результат улучшает оценки, полученные в
работе Болинга и соавторов в случае, если w < n1/2, и в работах Окольниш-
никовой, Татачара, Хромковича и Заурхофа, в случае w = o(n/(log n)2),
причем наилучшее продвижение получено, если w — константа.
Иерархии для k-OBDD. На основе установленных нижних оценок доказа-
ны следующие уточнения иерархий для детерминированной, недетермини-
рованной и вероятностной k-OBDD.
Пусть k−OBDDw — множество булевых функций, вычислимых k-OBDD
ширины w, а k−OBDDW =
⋃
w∈W k−OBDDw, где W — некоторое мно-
жество. Аналогично определим k−NOBDDW и k−POBDDW для k-
NOBDD и k-POBDD соответственно. В качествеW рассмотрим следующие
множества: константы const = {w : w > 20, w = const}, k = o(n/ log2 n);
полином над логарифмом W ′ = {(log2 n)t1 : t1 = const}, polylog — множе-
ство линейных комбинаций над W ′; sublinearα = {w : w > 20, w ≤ C · nα,
для некоторой константы C}.
В работе доказаны следующие иерархии при указанных ограничениях,
которые следуют из ограничений для нижних оценок:
Следствия 1.4.6, 1.4.9, 1.4.12 Справедливы следующие соотношения:(
k/ log2 log2 n
)
−OBDDconst ( k−OBDDconst,(
k/ log2 log2 n
)
−NOBDDconst ( k−NOBDDconst,(





























где 0 < α < 1/3− ε, ε > 0, k > n2α(log2 n)3, k = o(n1−α/ log2 n).
Таким образом, для детерминированной модели, при ширине менее, чем
n1/3, иерархия справедлива для k больших, чем в лучшей известной ранее
иерархии Боллинг и соавторов [2], в частности наибольшее продвижение
получаем при константной ширине.
Для недетерминированной модели полученный результат улучшил суще-
ствующие результаты для более общей модели, полученный Окольнишнико-
вой [5] и Татачаром [6], уже при ширине менее чем n0.49, также наибольшее
продвижение получаем при константной ширине.
Для вероятностной модели полученный результат улучшил существую-
щий результат для более общей модели [4] уже при ширине менее чем n0.32,
также наибольшее продвижение получаем при константной ширине.
Данные результаты были опубликованы в работе 7 из списка публикаций
по диссертации.
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Иерархии для OBDD и NOBDD. В главе 2 на основе анализа количества
подфункций получены нижние оценки для некоторых явно заданных функ-
ций, вычислимых в детерминированной и недетерминированной OBDD, ко-
торые позволили построить следующие иерархии по ширине для классов
булевых функций, вычислимых OBDD и NOBDD:
Теорема 2.2.1 Для любых целых n, d = d(n), 16 ≤ d ≤ 2n/4, справедли-
вы следующие соотношения: OBDDbd/8c−1 ( OBDDd и NOBDDbd/8c−1 (
NOBDDd.
Кроме того, для сублинейной ширины (при 1 < d ≤ n/2) иерархия уточ-
нена:
Теорема 2.1.1 Для любых целых чисел n, d = d(n) таких, что 1 <
d ≤ n/2, справедливы следующие соотношения: OBDDd−1 ( OBDDd и
NOBDDd−1 ( NOBDDd.
А также получены соотношения между детерминированной и недетер-
минированной моделями:
Теорема 2.2.4 Для любых целых чисел n, d = d(n), и d′ = d′(n) таких,
что d ≤ 2n/4 и O(log42(d+1) log2 log2(d+1)) < d′ < d/8−1, справедливо сле-
дующее: NOBDDblog2(d)c ( OBDDd, OBDDd и NOBDDd′ не сравнимы.
Для сублинейной ширины:
Теорема 2.1.4 Для любых целых n, d = d(n), и d′ = d′(n) таких, что
d ≤ n/2 и O(log22 d log2 log2 d) < d′ ≤ d− 1, справедливы следующие утвер-
ждения: NOBDDblog2(d)c ( OBDDd, OBDDd и NOBDDd′ не сравнимы.
Ранее рассматривались только экспоненциальные различия между клас-
сами для некоторых функций. В данной же работе рассмотрена более тон-
кая иерархия.
Приведенные результаты были опубликованы в работах 1 и 6 из списка
публикаций на тему диссертации.
Иерархия для k-OBDD по ширине. На основе нижних оценок для k-OBDD
доказаны следующие иерархии по ширине для детерминированной, неде-
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терминированной и вероятностной моделей:
Теоремы 2.3.1, 2.3.2, 2.3.3 Для целых чисел k = k(n), w = w(n),
таких, что 2kw(2w + dlog2 ke + dlog2 2we) < n, k ≥ 2, w > 20, 0 < ε <
0.5− δ, δ > 0, выполняются следующие собственные включения:
k−OBDDbw/16c−3 ( k−OBDDw, где w ≥ 64





















Для этой модели также ранее рассматривались только экспоненциаль-
ные различия между классами для некоторых функций. В данной же ра-
боте рассмотрена более тонкая иерархия.
Приведенные результаты были опубликованы в работах 3, 6, 7 и 10 из
списка публикаций на тему диссертации.
Иерархии для двухсторонних автоматов с переменной структурой. В главе
3 подход представления в виде специального коммуникационного вычис-
лителя применен к моделям детерминированных и недетерминированных
двухсторонних автоматов с переменной структурой. На его основе доказаны
нижние оценки для характеристических функций f языков, вычислимых
такими автоматами.
Отметим, что модель двухсторонних автоматов с переменной структу-
рой является близкой к модели k-OBDD. Различные модели ветвящихся
программ иногда называют неоднородными автоматами.
Отличие от классического двухстороннего автомата состоит в том, что
функция переходов зависит от номера обозреваемого символа, кроме того,
количество состояний может зависеть от длины слова. Таким образом, мы
строим для каждой длины слова n свой автомат An. Автомат распознает
некоторый язык L = ∪Li, где Li — все слова длины i из языка L, если есть
последовательность автоматов A1, A2 . . . , такая, что Ai распознает язык Li.
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Определение двухстороннего неоднородного детерминированного авто-
мата с переменной структурой, работающего на входном набореX = (x1, . . . ,
xn) (2DAn) Dn отличается от определения классического двухстороннего
автомата тем, что количество состояний может зависеть от n, функция
перехода зависит не только от обозреваемого символа и состояния, но и
от текущей позиции. Аналогично можно определить недетерминированную
модель 2NAn.
Множество входных наборов X, которое принимает 2DAn(2NAn) Dn, об-
разует язык Ln. С другой стороны, мы можем говорить о функции fn :
{0, 1}n → {0, 1} такой, что fn(X) = 1, тогда и только тогда, когда Dn при-
нимает набор X. Тогда можно говорить, что автомат Dn вычисляет функ-
цию fn. Отметим, что функция fn является характеристической функцией
для языка Ln. В случае, когда мы говорим о булевых функциях, то изме-
нение порядка переменных не изменяет саму функцию (что нельзя сказать
о языке). В связи с этим рассмотрена обобщенная модель 2DAn и 2NAn,
вычисляющая булеву функцию над n переменными: Двухсторонний неод-
нородный детерминированный θ-автомат с переменной структурой, рабо-
тающий на входном наборе X = (x1, . . . , xn), (2DAΘn ) Dθn — это 2DAn, у
которого перед выполнением переменные на входной ленте были размеще-
ны в порядке θ, где θ — некоторая перестановка чисел от 1 до n. Аналогично
можно определить недетерминированную модель 2NAΘn . Для описанных ви-
дов автоматов рассматриваются классы булевых функций, вычислимых ав-
томатами размера d(n): 2DSIZE(d(n)),2NSIZE(d(n)), 2DΘSIZE(d(n)),
2NΘSIZE(d(n)).
Рассматриваемые виды автоматов промоделированы с помощью авто-
матных коммуникационных протоколов, благодаря чему получены нижние
оценки для классов булевых функций, вычислимых рассматриваемыми ав-
томатами:
Теорема 3.2.1 Пусть булева функция f(X) вычислима 2DAΘn размера
d. Тогда N(f) ≤ (d+ 1)d+1.
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Теорема 3.3.1 Пусть булева функция f(X) вычислима 2NAΘn размера
d. Тогда N(f) ≤ 2(d+1)2.
В детерминированном случае оценка применима, когда (d+1) log(d+1) <
n, а в недетерминированном — когда (d+1)2 < n, ввиду того, чтоN(f) < 2n.
Были построены иерархии, базирующиеся на найденных нижних оцен-
ках:
Теоремы 3.2.3, 3.3.3 Пусть d = d(n) — целое число, тогда справедливы
следующие соотношения:
2DΘSIZE (b(d− 4)/13c − 4) ( 2DΘSIZE(d), где (d+1) log(d+1) < n,
2NΘSIZE
(⌊√b(d− 4)/13c − 4⌋) ( 2NΘSIZE(d), где (d+ 1)2 < n.
А также 2DSIZE (b(d− 4)/13c − 4) ( 2DSIZE(d), и в недетермини-
рованном случае справедливо следующее собственное включение:
2NSIZE
(⌊√b(d− 4)/13c − 4⌋) ( 2NSIZE(d).
Кроме того, получен результат о том, что две модели 2DAΘn и 2DAn, а
также 2NAΘn и 2NAn не сравнимы:
Теоремы 3.2.4, 3.3.4 Классы 2DSIZE(d) и 2DΘSIZE(d′) не сравни-
мы при d2(n) < n/2−1, 4 ≤ d′(n) ≤ b(d− 4)/13c−4. Классы 2NSIZE(d) и
2NΘSIZE(d′) не сравнимы при следующих ограничениях: d2(n) < n/2− 1
и 4 ≤ d′(n) ≤
⌊√b(d− 4)/13c − 4⌋.
Приведенные результаты были опубликованы в работе 9 из списка пуб-
ликаций на тему диссертации.
Метод “функционального описания k-OBDD”.
Метод, использованный в первом разделе, оценивает число подфункций.
Эта величина относительно легко считается, однако не выявляет всю струк-
туру функции. В связи с этим разработан альтернативный метод (функци-
ональный подход) представления функции, выявляющий структуру буле-
вой формулы функции. Этот метод позволил доказать нижнюю оценку и
получить уточнение иерархии для k-OBDD для большей (в том числе по-
линомиальной) ширины.
В главе 4 предложен функциональный подход для анализа вычислитель-
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ных процессов в k-OBDD и k-NOBDD. Подход позволяет моделировать
процесс вычисления в k-OBDD с помощью недетерминированной OBDD
большего размера, a также позволяет описать функцию f , вычислимую







где gi,j — функция, представимая в виде OBDD (недетерминированной
OBDD) ширины w. Данный результат представлен в следующей теореме:
Теорема 4.2.1 Пусть f(X) — некоторая булева функция, которую рас-
познает k−NOBDD Ps,t ширины w с порядком чтения θ. Тогда f может
быть вычислена с помощью некоторой NOBDD P ′ ширины w2k−1 с поряд-
ком чтения θ.
На основе этого подхода доказаны следующие уточнения иерархий для
детерминированной и недетерминированной k-OBDD:
Следствия 4.1.2, 4.1.3, 4.1.4, 4.1.6, 4.1.7, 4.1.8 Рассмотрим следу-
ющие множества функций от n переменных: полиномы poly = {w : w =
O(nt), для некоторой t = const}, суперполиномы superpolyα = {w : w =
O(nlog
αn)} и субэкспоненциальные функции subexpα = {w : w = O(2nα)}.
Для них получены следующие иерархии:
bk/log2nc−NOBDDpoly ( k−NOBDDpoly
bk/log2nc−OBDDpoly ( k−OBDDpoly,
где k = o(n/ log2 n).
bk/logα+2nc−NOBDDsuperpolyα ( k−NOBDDsuperpolyα,
bk/logα+2nc−OBDDsuperpolyα ( k−OBDDsuperpolyα,
где k = o(n/ logα+12 n), α = const, α > 0.
bk/(nα log22 n)c−NOBDDsubexpα ( k−NOBDDsubexpα
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bk/(nα log22 n)c−OBDDsubexpα ( k−OBDDsubexpα
где k = o( 2
n1−α
nα log2 n
), 0 < α ≤ 1− ε, ε = const, ε > 0.
Эти иерархии в детерминированном случае улучшают результаты Бол-
линг и соавторов [2], а также в недетерминированном случае улучшают ре-
зультаты, полученные для более общей модели в работе Окольнишниковой
[5] и в работе Татачара [6].
Заметим, что данный метод не позволяет получить более точную иерар-
хию.
Приведенные результаты были опубликованы в работах 4 и 8 из списка
публикаций на тему диссертации.
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