Consider the random quadratic form Tn = 1≤u<v≤n auvXuXv, where ((auv)) 1≤u,v≤n is a {0, 1}-valued symmetric matrix with zeros on the diagonal, and X1, X2, . . . , Xn are i.i.d. Ber(pn). In this paper, we prove various characterization theorems about the limiting distribution of Tn, in the sparse regime, where 0 < pn 1 such that E(Tn) = O(1). The main result is a decomposition theorem showing that distributional limits of Tn is the sum of three components: a mixture which consists of a quadratic function of independent Poisson variables; a linear Poisson mixture, where the mean of the mixture is itself a (possibly infinite) linear combination of independent Poisson random variables; and another independent Poisson component. This is accompanied with a universality result which allows us to replace the Bernoulli distribution with a large class of other discrete distributions. Another consequence of the general theorem is a necessary and sufficient condition for Poisson convergence, where an interesting second moment phenomenon emerges.
Introduction
Let X 1 , X 2 , . . . , X n be i.i.d. Ber(p n ), where 0 < p n 1. 1 Then the well-known Poisson approximation to the Binomial distribution shows that, given a {0, 1}-valued sequence a 1 , a 2 , . . . , a n , the linear statistic
whenever the mean EL n = p n n i=1 a i → λ. Conversely, if 0 < p n 1 is such that p n n i=1 a i = O(1), then whenever L n converges in distribution to a finite random variable, there exists λ ≥ 0, such that L n converges to Pois(λ). In other words, in the sparse regime, where 0 < p n 1 is chosen such that E(L n ) = O(1), the Poisson distribution characterizes the limiting distribution of linear forms in Bernoulli variables.
In this paper we address the analogous question for quadratic forms in Bernoulli random variables: Given a {0, 1}-valued symmetric matrix ((a uv )) 1≤u,v≤n with zeros on the diagonal, consider the Bernoulli quadratic form,
where, as before, X 1 , X 2 , . . . , X n are i.i.d. Ber(p n ). In this case, the sparse regime corresponds to choosing 0 < p n 1, such that E(T n ) = p 2 n 1≤u<v≤n a uv = O(1). (1.2) In this regime the random variable T n = O P (1), therefore, it has distributional limits along subsequences. In fact, using Stein's method for Poisson approximation [2, 3, 4, 11] , it is easy to obtain various sufficient conditions on the matrix ((a uv )) 1≤u,v≤n for which T n is asymptotically Poisson. However, unlike in the linear case, it is easy to construct matrices ((a uv )) 1≤u,v≤n for which T n has a non-Poisson limit:
(1) Take a uv = 1, for all 1 ≤ u = v ≤ n, and choose p n = λ/n (for some λ > 0). Then S n = n u=1 X u D → N ∼ Pois(λ), and
which is a quadratic function of a Poisson random variable. (2) Take b n = √ n and let a uv = a vu = 1, for 1 ≤ u ≤ b n and ub n + 1 ≤ v ≤ ub n + b n . Then
Here, choosing p n = λ/ √ n (for some λ > 0) ensures E(T n ) → λ 2 . Then the random variables J u = ubn+bn v=ubn+1 X v ∼ Bin( √ n , λ √ n ), are independent for 1 ≤ u ≤ b n . This implies, (1.4) where N ∼ Pois(λ) (because bn u=1 X u D → Pois(λ)). In this case, the limit is a Poisson distribution with a random mean, that is, it is a Poisson mixture [22] . 2 The different limits obtained in the examples above raise the question: What are the possible limiting distributions of the Bernoulli quadratic form T n in the sparse regime (1.2)? In this paper, we prove a general decomposition theorem which allows us to express the limiting distribution of T n as the sum of three components: a 'quadratic component', which is a mixture driven by a bivariate Poisson stochastic integral; a 'linear component' which is a Poisson mixture, where the mean of the mixture is itself a univariate Poisson stochastic integral; and an independent Poisson component (Theorem 1.1). Moreover, any distributional limit of T n must belong to the closure of the class defined by the above decomposition (Theorem 1.2). This general result has several interesting consequences, such as a characterization theorem for dense matrices (Corollary 1.3), a second moment phenomenon for Poisson convergence (Corollary 1.4), and a universality phenomenon which allows us to replace the Bernoulli distribution with other discrete distributions (Corollary 1.5). In Section 2 we use these results to compute the limit of T n in various natural examples.
1.1. Limiting Distribution of Bernoulli Quadratic Forms. Hereafter, without loss of generality, we adopt the language of graph theory, and think of the matrix ((a uv )) 1≤u,v≤n as the adjacency matrix of an undirected simple graph on n vertices. To this end, let G n denote the space of all simple undirected graphs on n vertices labeled by [n] := {1, 2, . . . , n}. Given a graph G n ∈ G n with adjacency matrix A(G n ) = ((a uv (G n ))) 1≤u,v≤n , denote by V (G n ) the set of vertices, and by E(G n ) the set of edges of G n , respectively. Then the Bernoulli quadratic form (1.1) (indexed by the graph G n ) becomes T n = 1 2 1≤u,v≤n a uv (G n )X u X v = 1 2 X A(G n )X, (1.5) where X 1 , X 2 , . . . , X n are i.i.d. Ber(p n ) and X = (X 1 , X 2 , . . . , X n ) . The sparse regime (1.2) translates to 0 < p n 1 such that 3 E[T n ] = |E(G n )|p 2 n = Θ(1). (1.6) (Note that if E[T n ] = o(1), then T n P → 0, hence, to obtain non-degenerate limiting distributions it suffices to consider the case E[T n ] = Θ(1).) Remark 1.1. The statistic (1.5) arises naturally in several contexts, such as non-parametric twosample tests [17] , understanding coincidences [14] , and motif frequency estimation in large networks [19] . For instance, in the study of coincidences T n arises as a generalization of the birthday paradox [10, 12, 13] , where the matrix ((a uv )) 1≤u,v≤n corresponds to the adjacency matrix of a friendshipnetwork graph G n , and one wishes to estimate the probability that there are two friends with birthday on a particular day (say January 31). Then taking X 1 , X 2 , . . . , X n i.i.d. Ber(1/365) (assuming birthdays are uniformly distributed over the year), T n counts the number of pairs of friends with birthdays on January 31. This statistic also arises in the problem of estimating frequencies of motifs (small subgraphs) in large graphs [19, 24] . Here, given a large graph G n , the goal is to efficiently estimate (without storing or searching over the entire graph) global characteristics, such as, the number of edges of G n , by making local queries on G n . In the subgraph sampling model [19, 28] , where one has access to the random induced subgraph obtained by sampling each vertex of G n independently with probability p n , the statistic T n /p 2 n , by (1.6) , is an unbiased estimate of the number of edges in G n .
Hereafter, we denote r n = 1/p n , and assume that the vertices of G n are labelled in the nonincreasing order of the degrees d 1 ≥ d 2 ≥ . . . ≥ d n , where d v denotes the degree of the vertex labelled v. To describe the limiting distribution of T n we need to consider limits of the sequence of matrices ((a uv )) 1≤u,v≤n . This can be done using the framework of graph limit theory [8, 9, 23] . To this end, let W be the space of all symmetric measurable functions from [0, ∞) 2 → [0, 1]. Given a graph G n (and a sequence r n → ∞), define the function W Gn ∈ W as follows:
W Gn (x, y) := 1{( xr n , yr n ) ∈ E(G n )} for x, y ∈ 0, n rn 2 0 otherwise.
(1.7)
Moreover, for a graph G n , define the normalized degree-function as d W Gn (x) =´∞ 0 W Gn (x, y)dy. Note that d W Gn (x) := 1 rn n j=1 a xrn j (G n ) for x ∈ 0, n rn 0 otherwise.
( with the infimum taken over all measure-preserving bijections ψ : [0, K] → [0, K], and W ψ 1 (x, y) := W 1 (ψ(x), ψ(y)), for x, y ∈ [0, K].
Equipped with the definitions above we can now state our main theorem. To this end, for p ≥ 1 and a Borel set K ⊆ R d denote by L p (K) the set of all measurable functions from K → R such that K |f (x)| p dx < ∞. Theorem 1.1. Let X 1 , X 2 , . . . , X n be i.i.d. Ber(p n ) and suppose {G n } n≥1 is a sequence of graphs such that (1.6) is satisfied. Assume that the vertices of G n are labelled {1, 2, . . . , n} in nonincreasing order of the degrees and the following hold: (a) lim K→∞ lim n→∞ 
Then
13)
where -Q 3 ∼ Pois(λ 0 ) and Q 3 is independent of (Q 1 , Q 2 ).
-The joint moment generating function of (Q 1 , Q 2 ) is given by: For t 1 , t 2 ≥ 0,
14)
with -´[ 0,∞) 2 W (x, y)dxdy < ∞, -∆(x) := d(x) −´∞ 0 W (x, y)dy, -{N (t), t ≥ 0} is a homogenous Poisson process of rate 1, 4 and φ W,t 1 (x, y) := log(1 − W (x, y) + W (x, y)e −t 1 ).
The proof of this result is given in Section 3. The proof proceeds by decomposing the graph into three parts (based on the degree of the vertices), and a truncated moment-comparison argument, which shows that the moments of a truncated version of T n are close to the moments of another 'approximating' variable, for which the asymptotic distribution can be easily computed. The three parts give rise to the following three components in the limiting distribution of T n : 4 Given a function f ∈ L1([0, ∞) d ),´f (x1, x2, . . . , x d ) d a=1 dN (xa), denotes the multiple Itô stochastic integral of f with respect to the homogeneous Poisson process of rate 1, {N (t), t ≥ 0}. The precise definition of stochastic integration with respect to a Poisson process and methods for computing them are given in Appendix B.
• A quadratic component Q 1 whose moment generating function is given in terms of a bivariate stochastic integral. This is the contribution to T n from the 'dense core' of the graph, that is, edges between the 'high-degree' vertices (degree greater than rn K ) of G n . • A linear component Q 2 , which is the contribution to T n from the edges between the 'highdegree' and 'low-degree' vertices (degree less than rn K ) of G n . Note that the marginal moment generating function of
(1.15) By comparing moment generating functions, it is easy to see that 
We will often use the condition above to verify (1.12). However, the truncated condition in (1.12) is, in general, necessary to include graphs with a few high-degree vertices. (2) Another relaxation, which will again be clear from the proof of Theorem 1.1, is to assume (1.11) and (1.12) hold along a common bijection (permutation of the vertices) from [0, K] → [0, K] (see Lemma 3.5 for a precise statement). Marginally, this allows one to replace the cut-distance || · || ([0,K] 2 ) in (1.11) with the cut-metric δ ([0,K] 2 ) . This generalization will be important for establishing the necessity of the conditions and characterizing the limits of T n (in Theorem 1.2 and Corollary 1.3 below). Nevertheless, to avoid notational clutter, we present Theorem 1.1 under the slightly weaker condition, and discuss this generalization as part of the proof in Section 3.4.
Given the above discussion, it is natural to wonder whether the conditions (1.11) and (1.12) are necessary for the convergence of T n . More generally, one can ask what are the possible limiting distributions of T n ? It is easy to construct examples where T n does not converge in distribution, when the conditions of Theorem 1.1 are not satisfied (see Example 7) . However, the question of determining all possible limiting distributions of T n is more delicate. In the theorem below, we answer this question by showing that whenever T n has a distributional limit, it must belong to the closure of limits of the form (1.14) . To make this precise, denote by F the collection of all functions d : [0, ∞) → [0, ∞) in L 1 ([0, ∞)), and consider the following definition:
where the joint moment generating function of (J 1 , J 2 ) is given by the RHS of (1.14), for some function W ∈ W with´∞ 0´∞ 0 W (x, y)dxdy < ∞ and some function d ∈ F, such that ∆(x) = d(x) −´∞ 0 W (x, y)dy ≥ 0, for all x ∈ [0, ∞). Finally, denote by P(W, F) the closure of P(W, F) under weak convergence. 5 The following theorem shows that whenever T n has a distributional limit, it has component which belongs to P(W, F) plus an independent Poisson random variable. 
The proof of the above theorem is given in Section 4. We compute the limit of T n in different examples in Section 2. Interestingly, in all the examples constructed in Section 4 the limiting distribution of T n belongs to the class P(W, F) itself. This leaves open the intriguing question of whether there are distributional limits of T n which are in P(W, F) but not in P(W, F).
1.2.
Consequences of Theorem 1.1. The limiting distribution in Theorem 1.1 simplifies if the graph sequence {G n } n≥1 has some special structures.
We begin with the case when the graph is dense. Recall a sequence of graphs {G n } n≥1 is said to be dense, if |E(G n )| ≥ Cn 2 , for some constant C > 0, when n is large enough. In this case, the assumption (1.11) characterizes all limits of T n . Here, the linear mixture and the Poisson components vanish, and the limit of T n is determined by the quadratic component. ) . Let X 1 , X 2 , . . . , X n be i.i.d. Ber(p n ) and suppose {G n } n≥1 is a sequence of dense graphs such that (1.6) holds.
Corollary 1.3 (Dense Graphs
(a) Suppose there exists a function W ∈ W, such that, for K > 0 large enough, lim n→∞ ||W Gn − W || ([0,K] 2 ) = 0. Then W vanishes outside a compact rectangle [0, a] 2 for some finite a ≥ 0,
16)
with t 1 ≥ 0, φ W,t 1 (x, y) := log(1−W (x, y)+W (x, y)e −t 1 ), and {N (t), t ≥ 0} is a homogenous Poisson process of rate 1. (b) Conversely, suppose {G n } n≥1 is a sequence of dense graphs such that (1.6) holds, and T n converges in distribution. Then the limit is necessarily of the form (1.16), for some function W ∈ W which vanishes outside [0, a] 2 for some finite a ≥ 0.
The proof of Corollary 1.3 is given in Section 5. In Section 2, we compute the limit in (1.16) in various examples.
Another consequence of Theorem 1.1, is a characterization of when the limiting distribution of T n is a Poisson random variable. This reveals an interesting truncated second moment phenomenon, that is, the convergence of the first two moments of a truncated version of T n determines the convergence in distribution to a Poisson distribution. To this end, for any M > 0, define X u,M := X u 1{d u ≤ M r n } and
( This second moment phenomenon for the Poisson distribution for random quadratic forms complements the well-known fourth-moment phenomenon, which asserts that the limiting normal distribution of certain centered homogeneous forms is implied by the convergence of the corresponding sequence of fourth moments (refer to Nourdin et al. [25, 26] and the references therein, for general fourth-moment theorems and invariance principles and [5, 16] for an example of this phenomenon in random graph coloring). As in the fourth-moment phenomenon for normal approximation, this second moment phenomenon for Poisson approximation exhibits universality (see Section 1.3 below), and we expect this phenomenon to extend beyond the quadratic to general integer-valued homogeneous sums.
Universality. It is natural to ask what happens if one considers quadratic forms in other
integer-valued random variables (not necessarily Bernoulli). More precisely, if X 1 , X 2 , . . . , X n are i.i.d. non-negative integer valued random variables with distribution function F n , then (similar to (1.5)) the F n -quadratic form, indexed by a graph G n , is defined as
where X = (X 1 , X 2 , . . . , X n ) . It turns out that the limiting distribution of a general F n -quadratic form exhibits a universality, whenever X 1 has the property EX 1 P(X 1 =1) = 1 + o(1), that is, the contribution to the expectation is essentially determined by P(X 1 = 1). Corollary 1.5. Suppose {X v } 1≤v≤n are i.i.d. non-negative integer valued random variables with p n := P(X 1 = 1) → 0, such that |E(G n )|p 2 n = Θ(1) (as in (1.6)) and lim n→∞ 1 pn EX 1 = 1. Then if the graph sequence {G n } n≥1 satisfies the assumptions of Theorem 1.1,
where T n is as defined in (1.18) and Q 1 , Q 2 , and Q 3 are as in Theorem 1.1.
This result shows that Theorem 1.1, and, as a consequence, Corollary 1.3 and Corollary 1.4, extend beyond the (sparse) Bernoulli, to include cases like the sparse Poisson, Binomial, Negative Binomial, and Hypergeometric, among others, and complements the well-known universality of the Weiner chaos for centered homogeneous sums [25] .
(1) Sparse Poisson: Suppose X 1 , X 2 , . . . , X n are i.i.d. Pois(θ n ), where θ n → 0. In this case, P(X 1 = 1) = θ n e −θn → 0 and EX 1 = θ n , and so EX 1 P(X 1 =1) = e θn → 1, as required in Corollary 1.5.
(2) Sparse Binomial: Suppose X 1 , X 2 , . . . , X n are i.i.d. Ber(m n , θ n ), where m n and θ n satisfy m n θ n → 0. In this case, P(X 1 = 1) = m n θ n (1 − θ n ) mn−1 → 0, and EX 1 = m n θ n , and so
(1−θn) mn−1 → 1, as required in Corollary 1.5. 6 For a doubly indexed sequence of real numbers {an,m} n,m≥1 , the double limit limm→∞ limn→∞ an,m = a, means lim sup m→∞ lim sup n→∞ an,m = lim infm→∞ lim infn→∞ an,m = a.
(3) Sparse Negative Binomial: Suppose X 1 , X 2 , . . . , X n are i.i.d. NB(m n , θ n ) with
where m n and θ n satisfy m n θ n → 0. In this case, P(X 1 = 1) = m n θ n (1 − θ n ) mn → 0, and EX 1 = mnθn 1−θn , and so EX 1 P(X 1 =1) = 1 (1−θn) mn+1 → 1, as required in Corollary 1.5. (4) Sparse Hypergeometric: Suppose X 1 , X 2 , . . . , X n are i.i.d. HGeom(N n , K n , m n ) with
where (N n , K n , m n ) satisfy N n → ∞, mnKn Nn → 0, and min(m n , K n ) ≥ 1. This implies N n − (m n + K n ) → ∞, and so, for all n large, 0 and 1 are both in the support of X 1 . Further, 
Examples
In this section we use Theorem 1.1 to compute the limiting distribution of T n for various graph sequences. In the examples below, we will often construct graph sequences G n = (V (G n ), E(G n )), where |V (G n )| = n, but |V (G n )| → ∞, as n → ∞. In such cases, the definitions in (1.7) and (1.8) have to be modified, with the number of vertices n replaced by |V (G n )| appropriately, following which the results hold verbatim.
We begin with an application of Corollary 1.3 for dense block graphons.
Example 1. (Dense Block Graphons) Let X 1 , X 2 , . . . , X n be i.i.d. Ber(λ/n), for some λ > 0. Fix κ > 0 and consider a sequence of dense graphs G n converging in cut-metric to the B-block function f : [0, κ] 2 → [0, 1], given by
where c 0 = 0, c B = κ, [B] := {1, 2, · · · , B}, and the constants {b jj , j, j ∈ [B]}, and c 1 , c 2 , . . . , c B are chosen such that b jj = b j j , for j = j ∈ [B] and´κ 0´κ 0 f (x, y)dxdy > 0. 7 Now, given 
. Now, consider the random variable,
where η jj ∼ Bin( N j 2 , b jj ), η jj ∼ Bin N j N j , b jj for j = j , and the collection {η jj : 1 ≤ j, j ≤ B} are independent given {N 1 , N 2 , . . . , N B }. 8 Then it follows that, for t 1 ≥ 0,
{G n } n≥1 is a sequence of graphs converging to the B-block function f (as in (2.1)), then T n D → Q 1 , as defined in (2.3) . For specific choices of f this further simplifies. For example, suppose {G n } n≥1 is a sequence of graphs converging to the 2-block function
otherwise.
Then,
5)
where N 1 ∼ Pois(αλ), N 2 ∼ Pois((1 − α)λ) are independent, and the three summands in (2.5) are independent given N 1 , N 2 . This includes as special cases, the Erdős-Rényi graph and the random bipartite graph. 9 7 This is obtained as the graph limit of a 9 By a simple conditioning argument, Corollary 1.3 and 1.4 can be extended to random graphs by conditioning on the graph, under the assumption that the graph and its coloring are jointly independent (see for example [6, Lemma 4.1] ). In particular, the convergence of Tn in Corollary 1.3 and Corollary 1.4 hold whenever the required conditions hold in probability.
• Dense Erdős-Rényi Graphs: When α = 1, the graphon W reduces to the constant function b 11 . This is attained as the graphon limit when G n ∼ G(n, b 11 ) is a sequence of Erdős-Rényi random graphs such that b 11 ∈ (0, 1] is fixed. In this case, (2.5) simplifies to 6) where N 1 ∼ Pois(λ). In particular, if b 11 = 1, that is, G n = K n is the complete graph, then T n D → N 1 2 (recall (1.3)). • Random Bipartite Graphs: When b 11 = b 22 = 0, then this is attained as the limit of the random bipartite graph G n ∼ G( αn , (1 − α)n , b 12 ), with edge probability b 12 ∈ (0, 1]. Then, (2.5) simplifies to
For more sparser graphs, the limiting distribution is often a Poisson, and Corollary 1.4 can be applied.
Example 2. (Non-Dense Approximately Regular Graphs) Let X 1 , X 2 , . . . , X n be i.i.d. Ber(p n ) and {G n } n≥1 be a sequence of graphs such that lim n→∞ |E(G n )|p 2 n = λ and ∆(G n ) := max v∈V (Gn)
Then for any ε > 0 there exists n large enough, such that d v ≤ εr n , for all v ∈ V (G n ). Hence, for any M ≥ 1 and n large enough T n = T n,M . This implies, Moreover, for all large n, 9) where N (K 1,2 , G n ) = n v=1 dv 2 denotes the number of 2-stars in the graph G n . Note that Var(X 1 X 2 ) = p 2 n − p 4 n and Cov(X 1 X 2 , X 1 X 3 ) = p 3 n − p 4 n . Therefore, lim n→∞ |E(G n )| Var(X 1 X 2 ) = λ, and using N (K 1,2 , G n ) ≤ ε|E(G n )|r n , gives lim sup n→∞ N (K 1,2 , G n ) Cov(X 1 X 2 , X 1 X 3 ) ≤ ε. Then (2.9) implies, lim
since ε is arbitrary. This combined with (2.8) and Corollary 1.4 shows that T n D → Pois(λ), whenever (2.7) holds. This derives the limiting distribution of non-dense (that is, |E(G n )| = o(n 2 )), 'approximately' regular graphs.
• Non-Dense Regular Graphs: Let G n be a sequence of d-regular graphs such that d = o(n) and nd 2 p 2 n → λ. Then r n = 1/p n = Θ( √ nd) and the maximum degree d = o(r n ). Therefore, by the argument above, T n D → Pois(λ). • Non-Dense Erdős-Rényi Graphs: Let G n ∼ G(n, q n ) be a sequence of Erdős-Rényi random graphs such that log n n q n 1 and n 2 qn 2 p 2 n → λ. Then r n = 1/p n = Θ(n √ q n ) and the maximum degree ∆(G n ) = (1 + o P (1))nq n = o(r n ) [20] . Therefore, by the argument above, T n D → Pois(λ).
In the example above, the maximum degree of G n is 'small', and, as a result, condition (b) in Corollary 1.4 holds for the original (un-truncated) random variable T n , as well (see (2.8) and (2.9)). However, the truncation is necessary when there are few vertices with 'large' degree, as illustrated below.
Example 3. Let X 1 , X 2 , . . . , X n be i.i.d. Ber(γ/ √ n). We consider two examples where truncation matters:
(1) Let G n = K 1,n be the n-star. Then |E(G n )| = n and (1.6) is satisfied. In this case, since the degree of the central vertex of the star is n M √ n, for any M ≥ 1, T n,M is identically zero. Hence, condition (b) in Corollary 1.4 holds with λ = 0, which implies T n P → 0. (2) To get a non-zero limiting distribution, take G n to be the disjoint union of a n-star K 1,n and n disjoint edges (
As before, there is no contribution to T n,M from the star-graph, and
This is the sum of independent indicators Z j = X a j X b j ∼ Ber(γ 2 /n), and hence ET n,M = γ 2
and Var(T n,M ) → γ 2 . Then, by Corollary 1.4, T n D → Pois(γ 2 ). Note that, as expected, in both the examples above the convergence is not in
The Poisson mixture arises in the limit of T n for bipartite graph which have many 'high' degree vertices on one of the sides, and is best illustrated by considering a disjoint union of star graphs. 1,n . Note that, |V (G n )| = n 2 +n and |E(G n )| = n 2 . Label the central vertices of the stars 1, 2, . . . , n, the leaves of the vertex 1 as n+1, . . . , 2n, the leaves of the vertex 2 as 2n+1, . . . , 3n, and so on. Let X 1 , X 2 , . . . , X n be i.i.d. Ber(1/n), which ensures E(T n ) = |E(Gn)| n 2 = 1. Fix K ≥ 1, denote by G n,K the induced subgraph of G n on the first Kn vertices. Then
as n → ∞. 10 Therefore, ||W Gn || ([0,K] 2 ) ||W Gn || L 1 ([0,K] 2 ) → 0, that is, condition 1.11 holds with W = 0. Moreover, for every K ≥ 1, there is no edges in G n between the vertices { Kn +1, . . . , n 2 }, which means lim K→∞ lim n→∞´∞ K´∞ K W Gn (x, y)dxdy = 0. Finally, the normalized degree-functional is (recall (1.8)),
This converges to the function
Therefore, the conditions of Theorem 1.1 hold with λ 0 = 0, W = 0, and d(x) = 1{x ∈ [0, 1]} (by the discussion in Remark 1.2 and Observation 3.2). Hence, T n D → Pois(N ), where N ∼ Pois(1), 10 For a, b ∈ R, a b, a b, and a ∼ b means a ≤ C1b, a ≥ C2b, and C2b ≤ a ≤ C1b, for some universal constants C1, C2 > 0, respectively. This is a type of compound Poisson distribution: a special case of the Poisson mixture, where the mean itself is a Poisson random variable (recall (1.4) with λ = 1). One can easily modify the example above to construct graph sequences for which the quadratic component and the Poisson mixture component appear together in the limit:
Construct the graph G n as follows (see Figure 1 ):
• Consider disjoint union of n isomorphic copies of the n-star K (1) 1,n , . . . , K (n) 1,n , with vertices labeled as in Example 4 above.
• Place a complete graph K n on the vertices labeled 1, 2, . . . , n.
• Place a path of length n 2 with vertices labelled n 2 + n + 1, . . . , 2n 2 + n, disjoint from everything else. Here, |V (G n )| = 2n 2 + n and |E(G n )| = n 2 + n 2 + n 2 − 1 ∼ 5 2 n 2 , and, hence, (1.6) holds. Then by arguments similar to Example 4 above, it is easy to check that the conditions of Theorem 1.1 hold with
(2.10)
, and the joint moment generating function of (Q 1 , Q 2 ) is: 12) where N 2 ∼ Pois(1). In other words, with a slight abuse of notation, we can write
where N 1 is independent of N 2 2 + Pois(N 2 ).
By repeating the constructions above, it is possible to have distributions where the range of the integrals in (1.14) are infinite (unlike in the example above, where the range of the integral reduces to [0, 1] because of (2.10)):
32 s . Now, construct the graph G n as follows: • For each s ∈ [ log 4 n ], take b s n disjoint isomorphic copies of the a s n -stars K
b s n ( a s n + 1) = Θ(n 2 ), and
(Note that the choice p n = 1/n implies (1.6) holds.) As before, it can be verified that the conditions of Theorem 1.1 hold with λ 0 = 0,
Combining (2.14) and (2.15), with Theorem 1.1, it follows that T n
This can be rewritten, by comparing moment generating functions, as
where, as before, N s ∼ Pois(4 s ) are independent, and conditional on the sequence {N 1 , N 2 , . . .}, the Poisson and the Binomials above are independent.
We conclude with an example where T n does not have a limit in distribution, showing the necessity of the conditions in Theorem 1.1.
Example 7.
(Non-Existence of Limit) Let X 1 , X 2 , . . . , X n be i.i.d. Ber(1/n). We will construct a graph sequence {G n } n≥1 for which T n does not converge in dsitribution. Let G n be defined as:
• Consider a Erdős-Rényi random graph G(n, 1 4 ) on the vertices labelled 1, 2, . . . , n, and another independent Erdős-Rényi random graph G(n, 1 2 ) on the vertices labelled n + 1, n + 2, . . . , 2n.
• For n odd, attach n disjoint n-stars K
1,n , . . . , K (n) 1,n , with central vertices at 1, 2, . . . , n respectively. • For n even, attach n disjoint n-stars K
1,n , . . . , K (n) 1,n , with central vertices at n + 1, n + 2 . . . , 2n, respectively. Here, |V (G n )| = Θ(n 2 ) and E|E(G n )| = Θ(n 2 ), hence, (1.6) holds. Now, from the arguments in (2.6) and Example 4, it follows that the contribution to T n from the G(n, 1 4 ) and G(n, 1 2 ) components converge to Bin( N 1 2 , 1 4 ) and Bin( N 2 2 , 1 2 ), respectively, where N 1 , N 2 are independent Pois(1). Moreover, the contribution of the n disjoint stars converge to Pois(N 1 ) along the odd subsequence and Pois(N 2 ) along the even subsequence. Therefore, along the odd subsequence,
and along the even subsequence
where N 1 , N 2 are independent Pois(1), and the conditional on N 1 , N 2 , the Poisson and the 2 binomials are independent. Clearly, the distributions in (2.17) and (2.18) are not the same (this can be easily seen by computing their second moments), that is, T n does not converge in distribution. This is because, for all K ≥ 1, the function d W Gn converges in L 1 ([0, K]), to the function d + (x) = 1{x ∈ [0, 1]} along the odd subsequence, and to the function d − (x) = 1{x ∈ [1, 2]} along the even subsequence, respectively. This shows condition (1.12) in Theorem 1.1 does not hold. In fact, in this case it can be shown that there is no permutation of the vertices {1, 2, . . . , 2n} for which conditions (1.11) and (1.12) simultaneously hold, in the permuted graph (recall the discussion in Remark 1.2).
Proof of Theorem 1.1
For positive integers a < b, denote by [a, b] := {a, a + 1, . . . , b}. 11 Throughout we assume that the vertices of G n are labelled {1, 2, . . . , n} in non-increasing order of the degrees. Recall that d v denotes the degree of the vertex labelled v.
Observation 3.1. If the vertices of G n are labelled {1, 2, . . . , n} in the non-increasing order of the degrees
which implies, by (1.6), d Krn rn K , hence (3.1) holds. 11 We will often slightly abuse notation and also use [a, b] to denote the closed interval with points a, b ∈ R, whenever it is clear from the context.
The first step in the proof of Theorem 1.1 is a truncation argument, which shows that vertices with 'large' degree have negligible contribution to T n . To this end, recall the definition of T n,M from (1.17). We begin by showing that the difference between T n and the truncation T n,M above, goes to zero in probability. Proof. Fix n ≥ 1 and M > 1. Then
which goes to zero under the double limit, by assumption (1.6).
This shows that it suffices to derive the limiting distribution of T n,M . Now, fix K ≥ 1, and define V + Gn,K := [ Kr n ] and V − Gn,K := [ Kr n + 1, n], the first Kr n vertices and the last n − Kr n vertices, respectively. Denote by
the subgraphs of G n induced by V + Gn,K and V − Gn,K , respectively. 12 Finally, let G ± n,K be the subgraph of G n formed by the union of edges with one end point in V + Gn,K and the other in V − Gn,K . Note that by definition the subgraphs G + n,K , G ± n,K , and G − n,K partition the edges of G n , that is,
. Therefore, we can decompose T n,M as follows:
and
The proof of Theorem 1.1 involves deriving the joint distribution of the three terms in (3.2) . It has the following main steps:
(1) In Section 3.1 we show that the moments of T − n,K,M are close to an approximating variable W n,K,M obtained by replacing the dependent collection of random variables {X u X v :
(3) In Section 3.3 we show that the moments of T ± n,K,M are close to an approximating variable Z n,K,M , which has more independence structure than T − n,K,M . (4) In Section 3.4 we show that the joint distribution of (T + n,K,M , Z n,K,M ) converges in distribution and in moments under the assumptions of Theorem 1.1, as n → ∞ and for all fixed K, M large enough. (5) To compute the joint distribution of (T + n,K,M , Z n,K,M ) we replace the graph in G + n,K by an inhomogeneous random graph which has the same graph limit as G + n,K (Section 3.5). In this case, limiting moment generating function can be explicitly computed by first taking the expectation with respect to the randomness of the graph. The existence of the limit proved in the earlier section can then be used to show that this has the same limit as (T + n,K,M , Z n,K,M ). (6) The proof of (1.13) is completed in Section 3.6, which entails moving from the joint distribution of (T + n,K,M , Z n,K,M , W n,K,M ) to that of the actual variables (T + n,K,M , T ± n,K,M , T − n,K,M ), by verifying the Stieltjes moment condition [1] and taking limits in the various parameters.
is a collection of independent Bernoulli(p 2 n ) random variables. In the following lemma, we show that T − n,K,M and W − n,K are close in moments. To this end, we need a few notations: For any two graphs H and G, let N (H, G) denote the number of isomorphic copies of H in G.
Then, under the assumptions of Theorem 1.1, for every positive integer a ≥ 1,
Proof. Fix ε ∈ (0, 1). Choose n, K large enough so that max v∈V −
can be done by Observation 3.1. This implies X v,M = X v , for all v ∈ V − Gn,K , when n, K are large enough, and by the the multinomial expansion,
Now, let H be the graph formed by the union of the edges ( 
where the second and third steps use the fact that |V (H)| ≤ 2|E(H)|, since graphs in H a have no isolated vertex. Now, for any connected graph H ∈ H a ,
where the last step uses |E(G − n,K )| r 2 n by (1.6). Therefore, if H ∈ H a has ν(H) connected components, then using the above bound separately on each of the connected components gives,
(3.10)
Using the estimate above and (3.9) gives, Since ε > 0 is arbitrary and cardinality of the set H a is fixed (free of n), the RHS of (3.11) can be made arbitrarily small, and so the LHS of (3.11) converges to 0 under the double limit of n goes to infinity followed by K goes to infinity, which is the first desired result. Finally, from (3.6), (3.8), and (3.10) we have
because, as before, the sum is over a finite index set free of n.
3.2.
Independence in Moments of (T + n,K,M , T ± n,K,M ) and T − n,K,M . In this section, we will show that the mixed moments (T + n,K,M , T ± n,K,M ) and T − n,K,M factorize in the limit. 
Proof. Note that there is nothing to prove if c = 0. Moreover, since T + n,K,M and T − n,K,M are independent for each n and K (they are defined on disjoint sets of vertices of G n ), the case b = 0 follows trivially. Therefore, we assume b and c are both positive.
Let E a,b,c n,K be the collection of (a + b + c)-tuples of the form
On the other hand,
By taking the difference of (3.12) and (3.13) it follows that, in order to prove the lemma, it suffices to show the following two statements: 
16)
If H is the graph formed by the union of the edges ( 
where H a,b,c is the set of all non-isomorphic graphs with at most 2(a + b + c) vertices, none of which is isolated, which contains at least one K 1,2 (the 2-star) as a subgraph. Now, we proceed to bound N a,b,c (H, G n [V M ]): Note that for any connected F ∈ H a,b,c , 
Gn,K } ways and each of the remaining |V (H 1 )| − 3 vertices in at most M r n ways gives the bound
using (1.6). Now, combining (3.18) and (3.19) gives Proof. Note that there is nothing to prove if b = 0, so we assume that b > 0. Let M a,b n,K the collection of (a + b)-tuples of the form
where H 1 is the graph formed by the union of the edges (u 1 , v 1 ), . . . , (u a , v a ), and H 2 is the graph formed by the union of the edges (u 1 , v 1 ), . . . , (u b , v b ). Note that
n,K ⊆ M a,b n,K is the collection of all tuples in M a,b n,K such that
we also have u s = u t . Then, |E(H 2 )| = |{v 1 , . . . , v b }|, and hence, equality holds in (3.23). Therefore, e ∈ M a,b n,K implies that there exist Then
where H a,b is the set of all non-isomorphic graphs with at most 2(a + b) vertices, none of which is isolated, which contains at least one K 1,2 (the 2-star) as a subgraph. Now, as in (3.20) ,
This implies
by Observation 3.1. This completes the proof of the lemma, because the sum in the right hand side of (3.24) is over a finite set (|H a,b ≤ 2 ( 2(a+b) 2 ) ).
Finally, by similar arguments as above and (3.24),
using the bound (3.18) and because the sum is over a finite set.
Combining the above results, we get the following proposition which shows that (T + n,K,M , T ± n,K,M , T − n,K,M ) and ((T + n,K,M , Z n,K,M ), W − n,K ) are close in moments. 
Proof. Note that
where 
The lemma below shows the existence of the limiting mixed moments of (T + n,K,M , Y n,K,M ). We begin with the following definition. Hereafter, we will assume that K ≥ 1 is an integer. Also, denote by W K the set of all symmetric measurable functions from [0, K] 2 → [0, 1]. With these definitions, we now have the convergence of the mixed moments. where H is the graph formed by the union of the edges (u 1 , v 1 ), (u 2 , v 2 ), . . . , (u a , v a ) and the vertices
Since u s ∈ V + Gn,K , there exists x s ∈ [0, K] such that u s = x s r n . This implies by (1.7) and (1.8), . . , b}, for 1 ≤ j ≤ |V (H)|, be the number of times the vertex w j appears in the multi-set {u 1 , u 2 , . . . , u b }. Finally, let z j be such that w j = z j r n . Then using (3.30) and (3.32), for every graph H with at most a edges and at most b isolated vertices and every vector η = (η 1 , η 2 , . . . , η |V (H)| ), there is a non-negative constant c(H, η), such that the sum in (3.29) can be rewritten as
where -B K,n := [0, 1 rn Kr n ] |V (H)| , -z = (z 1 , z 2 , . . . , z |V (H)| ), -ζ n,K (·) is as in (3.30), R n (·) as in (3.31), and t(H, W Gn , z) as in Definition 3.1, -G a,b is the collection of all graphs with at most a edges and at most b isolated vertices and [0, b] |V (H)| := {0, 1, 2, . . . , b} |V (H)| . Note, since the sum in (3.33) is over a finite set (not depending on n) and each term in the integrand is bounded (by a function of H, K, and M ), the integral over B K,n can be replaced by the integral over B K = [0, K] |V (H)| , as n → ∞. Moreover, for every 1 ≤ j ≤ |V (H)|, expanding the term (ζ n,K (z j ) + R n (z j )) η j in (3.33) by the binomial theorem, and using the fact sup x |R n (x)| ≤ p n = o(1), the proof of Lemma 3.5 follows from Lemma 3.6 below. 
where ζ n,K (x) := (d W Gn (x) −´K 0 W Gn (x, y)dy) and ζ K (x) := (d K (x) −´K 0 W K (x, y)dy).
Proof. Define d W Gn ,K (x) :=´K 0 W Gn (x, y)dy and d W,K (x) :=´K 0 W K (x, y)dy. Expanding ζ n,K (u a ) sa = (d W Gn (u a ) − d W Gn ,K (u a )) sa by the binomial theorem, for every 1 ≤ a ≤ |V (H)|, we see it suffices to show that (recall B K := [0, K] |V (H)| ),
for non-negative integers κ 1 , κ 2 , . . . , κ |V (H)| and λ 1 , λ 2 , . . . , λ |V (H)| .
To begin with, define d φ n,K W Gn ,K (x) :=´K 0 W Gn (φ n,K (x), y)dy =´K 0 W Gn (φ n,K (x), φ n,K (z))dz, where the last equality follows by the change of variable y = φ n,K (z). This implies,
35)
by changes of variables u a = φ n,K (z a ), for 1 ≤ a ≤ |V (H)|, where u = (u 1 , u 2 , . . . , u |V (H)| ) and z = (z 1 , z 2 , . . . , z |V (H)| ). Therefore, by (3.34), it suffices to show that 
, φ n,K (z))dz, and from the definition of the cut-distance,
Then, for any integer a ≥ 1 and all f :
where the last step follows by repeating the telescoping argument a − 1 times. Now, repeating this telescoping argument again gives,
Hence, combining (3.37) and (3.39), and the triangle inequality gives,
Note that the RHS above goes to zero as n → ∞, by (3.27). Next, define d K (u a |M ) := d K (u a )1{d K (u a ) ≤ M }, and note that
where the last step follows by a telescoping argument (similar to Observation 3.2 below). Note that RHS above goes to zero as n → ∞, by (3.28). Therefore, taking limit as n → ∞, and combining (3.40) and (3.41), and the triangle inequality, gives (3.36), as required.
The next observation shows that a sufficient condition for (3.28) to hold infinitely often is the L 1 convergence of the function d φ n,K W Gn to d K . To this end, we need a definition. Then any integer a ≥ 1,
Proof. To begin with suppose a = 1. The assumption (3.42) implies, d 15 Then for every sequence there is a further subsequence {n s } s≥1 along which
Hence, along this subsequence, d
Then by the dominated convergence theorem,
proving (3.43) for a = 1.
For a > 1, a telescoping argument gives,
where the second inequality follows by repeating the telescoping argument from the previous step a − 1 times, and the last step uses (3.43) for a = 1.
3.4.2.
Existence of Limit of (T + n,K,M , Y n,K,M ). The existence of the limiting distribution of (T + n,K,M , Y n,K,M ) follows from the above lemma and the Stieltjes moment condition. Note that |V + n,K,M | ≤ K/p n , which implies that Y n,K,M is stochastically dominated by the random variable M Bin( K/p n , p n ). This implies, since µ 0,b,K,M = lim n→∞ E[Y b n,K,M ] exists (by Lemma 3.5), for all b ≥ 1, 
Therefore, by the Stieltjes condition for multivariate distributions [27, Page 21] (recall that the existence of the limiting mixed moments µ a,b,K,M , for all positive integers a, b, follows from Lemma 3.5), implies that (T + n,K,M , Y n,K,M ) converges in distribution and in all mixed moments to some random variable (T + K,M , Y K,M ). This completes the proof.
3.5.
Deriving the Limiting Distribution of (T + n,K,M , Z n,K,M ). Let G n be a sequence of graphs satisfying the assumptions of Lemma 3.5, with the functions W K : [0, K] 2 → [0, 1] and d K : [0, K] → [0, 1]. Denote by
(3.46)
For W K,M , define its L-step piecewise constant approximation (note that it has K 2 L 2 blocks) as follows:
where r (L) and {X n (a)} 1≤a≤KL are mutually independent. For notational brevity, take σ n = K/N = K/ Kr n . For the quadratic term, taking an expectation over the random graph G (K) n,L we get,
where the last equality uses the fact that X u X v is a Bernoulli random variable. Using the definition of W and the Dominated Convergence Theorem (note that the functions φ t 1 ,L,K,M and φ t 1 ,K,M are bounded above by log(1+e −t 1 ) and bounded below by −t 1 ), gives ||φ t 1 ,L,K,M (x, y)−φ t 1 ,K,M (x, y)|| L 1 ([0,K] 2 ) → 0, as L → ∞, for every t 1 ≥ 0 fixed. Then, by Proposition B.2, as L → ∞, Next, we show that the limiting distribution of (T + n,K,M , Y n,K,M ) is same as that of (T + n,L,K,M , Y n,L,K,M ) derived above. 
62)
with t 1 , t 2 ≥ 0, ∆ K,M (·), {N (t), t ≥ 0}, and φ t 1 ,K,M (·, ·) are as defined in Lemma 3.8. Moreover, (T + n,K,M , Z n,K,M ) converge in distribution and in moments, as n → ∞, to (T + K,M , Z K,M ), with joint moment generating function 
where the last step follows by combining (3.33) and Lemma 3.6. The equality of the limiting joint moments in (3.68) and Lemma 3.8, implies, by a diagonalization argument, that for every fixed K, M ≥ 1 and t 1 , t 2 > 0, we can find sequences n j and L j both increasing to +∞ as j → ∞, such that
69)
for all non-negative integers a, b, and For (3.63) we compute the joint moment generating function of (T + n,K,M , Z n,K,M ):
Hence, using (T + n,K,M , Y n,K,M ) D → (T + K,M , Y K,M ), as n → ∞, and the dominated convergence theorem,
Note that, by (3.62), the RHS of (3.71) is the moment generating function of (T + K,M , Y K,M ) evaluated at the points −t 1 and −(1 − e t 2 ). This implies, (T + n,K,M , Z n,K,M ) → (T + K,M , Z K,M ) in distribution and in moments (by uniform integrability, using Lemma 3.4), where the joint moment generating function is given by (3.63).
3.6. Completing the Proof of (1.13) in Theorem 1.1. We now combine the results from the previous sections and complete the proof of (1.13).
Lemma 3.10. Fix M > 0 large enough. Under the assumptions of Theorem 1.1, (T + n,K,M , Z n,K,M ) converges to (T + M , Z M ) under the double limit as n → ∞ followed by K → ∞, in distribution and in moments, where the limiting moment generating function is given by , where φ n,K the identity map from [0, K] to [0, K], for all n ≥ 1. Therefore, by Lemma 3.9, (T + n,K,M , Z n,K,M ) converge in distribution and in moments, as n → ∞, to (T + K,M , Z K,M ). Thus, to prove the lemma it suffices to compute the limiting distribution of (T + K,M , Z K,M ) as K → ∞.
To this effect, using Observation 3.3 below, gives, for any t 1 > 0
Similarly, using (3.73), it can be shown that lim K→∞ ||∆ K,M −∆ M || L 1 ([0,∞) 2 ) = 0. This implies (using the convergence of stochastic integrals in Proposition B.2), as K → ∞, that
Therefore, taking limit as K → ∞ in (3.63) we see that the moment generating function converge to the RHS of (3.72) (using the convergence of the stochastic integrals above and the dominated convergence theorem). This shows, (T + K,M , Z K,M ) D → (T + M , Z M ), as K → ∞, with the joint moment generating function of (T + M , Z M ) given by (3.72) . To see that this convergence is also in moments, recall from Lemma 3.4 that lim sup
Therefore, by uniform integrability, the convergence in moments follows.
Combining the results above we can now derive the limiting distribution of (T + n,K,M , Z n,K,M , W − n,K ), as n → ∞ followed by K → ∞. 
in distribution and in all (mixed) moments, as n → ∞ followed by K → ∞, where W ∼ Pois(λ 0 ) and W is independent of (T + M , Z M ).
Proof. By (3.63) and (3.72), as n → ∞, followed by K → ∞, for t 1 , t 2 ≥ 0, 
Then by uniformly integrability the convergence of the mixed moments follows.
The above lemma implies that T . Proof. The convergence in moments follows from (3.75) . To establish convergence in distribution we need to verify the Stieltjes moment condition. To this end, let G n,M be the graph obtained from G n by removing all vertices with degree greater than M r n along with all the edges adjacent on them. Then observe that, for a ≥ 1,
where H is the graph formed by the union of the edges (u 1 , v 1 ), (u 2 , v 2 ), . . . , (u a , v a ), and H a the collection of all non-isomorphic graphs with at most a edges and no isolated vertices.
is the number of connected components of H, and (1.6), it follows that there exists some constant C 1 > 0 such that, for n large enough, 
where φ W,t 1 (·, ·) and ∆(·) are as defined in the statement of Theorem 1.1. (Note that = Pois(λ 0 ) is independent of (T + , Z). Therefore, using T n = T n,M +o P (1), where the o P (1)-term goes to zero as n → ∞ followed by M → ∞ (recall Lemma 3.1), and Lemma 3.12, it follows that T n D → T + + Z + W , where W ∼ Pois(λ 0 ), W is independent of (T + , Z), and the joint moment generating function of (T + , Z) is given by (3.78 ). This completes the proof of (1.14).
2
The finiteness of the integrals of W and d, required in the proof above, is established below:
With W (·, ·), d(·), φ t 1 as in the statement of Theorem 1.1, the following hold:
Proof. Fixing K ≥ 1, gives 1 y) dxdy, which on letting n → ∞ along with assumption (1.11), giveŝ
Since this holds for every K ≥ 1, letting K → ∞ along with Monotone Convergence Theorem giveŝ
by (1.6) . This completes the proof of (a). The conclusion in part (b) follows immediately by invoking part (a) and noting that 0 ≤ −φ W,t 1 (x, y) t 1 W (x, y).
To show (c), note that by condition (1.12), for K, M large enough,
Taking limit K → ∞ followed by M → ∞ on both sides, gives´∞ 0 d(x)dx lim sup n→∞ |E(Gn)| r 2 n , from which the desired conclusion follows on using (1.6).
Proof of Theorem 1.2
We begin by recalling that W K is the set of all symmetric measurable functions from [0, K] 2 → 
The proof of the proposition is given below in Section 4.1. First, we use it to complete the proof of Theorem 1.2. To this end, suppose (1.6) holds and T n converges in distribution to a random We will now proceed to find a subsequence {n s } s≥1 along which the RHS above will have a limiting distribution in the form (1.13).
To begin with, observe that´∞ K´∞ K W Gn (x, y)dxdy |E(Gn)| r 2 n 1 by (1.6), for n large enough. Therefore, for every K ≥ 1 fixed, there exists a subsequence depending on K such that
exists along that subsequence. Therefore, refining the subsequences at every stage and by a diagonalization argument, there exists a common subsequence {n s } s≥1 along which
for every K ≥ 1. Now, note that
which implies
exists.
Next, applying Proposition 4.1 on the functions in distribution and in moments, where the joint moment generating function of (J 1,K,M , J 2,K,M ) is given by: For t 1 , t 2 ≥ 0, Therefore, there exists a subsequence {K j } j≥1 such that as j → ∞, J 1,K j ,M + J 2,K j ,M → J M , for some random variable J M ∈ P(W, F) (recall Definition 1.2), in distribution and in moments.
Therefore, refining the subsequence in (4.2) and (4.3), and using the independence of T + ns,K j ,M + Z ns,K j ,M and W − ns,K j , it follows that, as s → ∞ followed by j → ∞, T + ns,K j ,M + Z ns,K j ,M + W − ns,K j → J M + J 0 , in distribution and in moments, where J 0 ∼ Pois(λ 0 ) and J 0 independent of J M , for all M ∈ D. Then by the proof of Lemma 3.12, it follows that as, s → ∞ followed j → ∞, Moreover, as before, the partitions can be constructed in such a way that Γ n,L+1 = {γ n,L+1 (i)} a∈[r L+1 ] is a refinement of Γ n,L . Given the partitions Π n,L = {π n,L (i)} i∈[q L ] and Γ n,L = {γ n,L (i)} i∈[r L ] , the class of sets θ n,L (i 1 , i 2 ) := π n,L (i 1 ) γ n,L (i 2 )
, forms a partition of [0, 1], which refines both the partitions Π n,L and Γ n,L (with possibly some empty sets). Relabel the sets {θ n, 
is a refinement of Θ n,L = {θ n,L (i)} i∈[q L r L ] , it follows that {F L } L≥1 is a filtration. Also, the construction implies that for any (x, y) ∈ (0, 1] 2 such that
Thus, both W L and f L are bounded martingales with respect to the filtration {F L } L≥1 , and so they converge almost surely and in L 1 to functions W ∞ and f ∞ , as L → ∞, respectively. Therefore, by the triangle inequality,
where S 1 , S 2 , S 3 are defined as follows:
where the last inequality uses (4.4) and (4.6). Next,
which goes to zero as s → ∞, using the fact that W φ ns,L ns,L and f φ ns,L ns,L converges in L 1 to W L and f L , respectively. Finally,
which goes to zero as L → ∞, using W L L 1
→ W and f L L 1 → f . Putting together the above three bounds with (4.7), and taking limit as s → ∞ followed by L → ∞, the result follows. 2
Proofs of Corollaries
In this section we prove Corollaries 1.3, 1.4, and 1.5. We begin with the proof of (b) ⇒ (c). Denote by K 1,2 , the 2-star graph and let V M := {v ∈ G n :
is the number of 2-stars in the subgraph on G n induced on the vertex set V M . Note that the conditions lim M →∞ lim n→∞ E(T n,M ) = λ and lim M →∞ lim n→∞ Var(T n,M ) = λ mean, lim M →∞ lim n→∞ p 3 n N (
3)
under the same double limit, where we invoke (1.6) to deal with the second term.
We will now verify condition (1.12) in Theorem 1.1. To see this, observe Next, we will show that lim n→∞ ||W Gn || L 1 ([0,K] 2 ) = 0, for every K > 0 (which implies (1.11) holds with W = 0, since lim n→∞ ||W Gn || ([0,K] 2 ) ≤ lim n→∞ ||W Gn || L 1 ([0,K] 2 ) = 0). To this end, we haveˆ[ On letting n → ∞ followed by M → ∞, the first term above converges to 0 by (5.4) , and the second term converges to 0 by (1.6). This implies W Gn converges to 0 on L 1 ([0, K] 2 ), verifying condition (1.11) in Theorem 1.1 with W = 0. Finally, we verify condition (a) of Theorem 1.1. Using (3.1) note that for all K large enough there exists an integer n(K), such that if n > n(K), we have d v < r n , for all v ∈ [ Kr n + 1, n]. In particular, for M > 1 this implies 0 ≤ˆ∞ → Pois(λ), under the double limit as n → ∞ followed by M → ∞. Now, by a diagonalization argument, given any subsequence we can find a further subsequence {n j } j≥1 such that µ a,M := lim j→∞ ET a n j ,M converges, for all a ≥ 1, by uniform integrability, since the moments sup n∈N ET a n,M M,a 1, are bounded (recall (3.77)). Recall from the proof of Lemma 3.12 that the moments {µ a,M } a≥1 satisfy the Stieltjes moment condition. Therefore, along the subsequence, T n j ,M → T M , in distribution and in moments, for some random variable T M . Finally note that the random variables T n j ,M are non decreasing in M , and so the sequence {T M } M ≥1 is stochastically increasing, and converges in distribution to Pois(λ). Then, by the Monotone Convergence Theorem, E(T a n j ,M ) converges to E(Pois(λ) a ), for all integers a ≥ 1, under the double limit. In particular, (b) follows from convergence of the first two moments. 5.3. Proof of Corollary 1.5. Define Y i := X i 1{X i ≤ 1}, for 1 ≤ i ≤ n, and denote by
To begin with, note that the event {|T n − T n | > 0} is contained in the following event: there exists (u, v) ∈ E(G n ) such that either {X u ≥ 2 and X v ≥ 1} or {X u ≥ 1 and X v ≥ 2}. Therefore, by a union bound, P(|T n − T n | > 0) ≤ 2 (u,v)∈E(Gn) P(X u ≥ 2)P(X v ≥ 1) = 2|E(G n )|P(X 1 ≥ 2)P(X 1 ≥ 1)
= |E(G n )|o(p 2 n ), using P(X 1 ≥ 1) ≤ E(X 1 ) = O(p n ) and 2P(X 1 ≥ 2) ≤ E(X 1 ) − P(X 1 = 1) = o(p n ) by the assumption that lim n→∞ It is easy to verify that this is well-defined, that is, if f, g ∈ E d ∩ L 1 (X d ), with f = g almost everywhere Lebesgue, then I d (f ) a.s. = I d (g). The multiple Itô integral for elementary functions also satisfies the following two properties:
• (Finiteness) |I d (f )| < ∞ almost surely, for f ∈ E d ∩L 1 (X d ). To see this note that E[N (A i 1 )× · · · × N (A i d )] = λ(A i 1 ) × · · · × λ(A i d ), where λ(A) denotes the 1-dimensional Lebesgue measure of the set A, whenever all the indices i 1 , i 2 , . . . , i d are distinct. Therefore,
• (Linearity) Given two simple functions f, g ∈ E d ∩ L 1 (X d ),
which is immediate from definitions. Now, we proceed to define multiple Itô integral for general functions in L 1 (X d ). To this end, a straightforward modification of the proof of [18, Theorem 2.1] shows that E d is dense in L 1 (X d ). Therefore, given f ∈ L 1 (X d ), there exists a sequence {f n } n≥1 , with f n ∈ E d , such that lim n→∞´X d |f n (x) − f (x)|dx = 0. (Note that this automatically implies f n ∈ E d ∩ L 1 (X d ), for all n large).
Proposition B.1. Consider a sequence {f n } n≥1 , with f n ∈ E d , such that lim n→∞ ||f n − f || L 1 (X d ) = 0. Then there exists a random variable X defined on (Ω, F, µ) such that I d (f n ) L 1 → X. Moreover, if {g n } n≥1 , with g n ∈ E d , is another sequence such that lim n→∞ ||g n − f || L 1 (X d ) = 0, then the sequence of random variables {I d (f n )} n≥1 and {I d (g n )} n≥1 converge to the same limit in L 1 (Ω).
Proof. Define the sequence {h n } n≥1 as follows: For n ≥ 1, h 2n−1 := f n and h 2n := g n .
Note that lim n→∞ ||h n − f || L 1 (X d ) = 0. Therefore, given ε > 0, there exists N (ε) < ∞ such that if n 1 , n 2 ≥ N (ε), then´X d |h n 1 (x) − h n 2 (x)|dx < ε. This implies, <ε.
This shows that {I d (h n )} n≥1 is Cauchy in L 1 (Ω), and by the completeness of the space L 1 (Ω), the result follows.
Definition B.2. (Multiple Itô integral for general L 1 -functions) The d-dimensional Itô-stochastic integral for a function f ∈ L 1 (X d ) (denoted as I d (f )) is defined as the L 1 limit of the sequence {I d (f n )} n≥1 , where {f n } n≥1 is a sequence such that f n ∈ E d with lim n→∞ ||f n − f || L 1 (X d ) = 0. This is well-defined by Proposition B.1. Also, as in the case of elementary functions, I d (f ) satisfies the following properties:
• (Finiteness) For any f ∈ L 1 (X d ),
To see this, let {f n } n≥1 be a sequence of elementary functions such that lim n→∞ ||f n − f || L 1 (X d ) = 0. Then using (B.2),
The desired conclusion then follows on letting n → ∞ on both sides of the above inequality, since Proof. Note that
where the first step uses linearity of stochastic integrals, and the second step uses (B.4). Taking limit as n → ∞ on both sides, the result follows.
We conclude by computing the 2-dimensional Itô stochastic integral of the block function (2.1). Note that the sum is over a = b, that is, f (L) (x, y) = 0 when x, y ∈ [ a−1 L , a L ], for some 1 ≤ a ≤ L. Therefore, this is the L-step piecewise constant approximation of f , with zeros on the diagonal blocks. By taking L large enough, it follows that f (x, y) = r (where the o L 1 (1)-term goes to zero in L 1 )
