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Abstract
In this paper we consider chemical vapor deposition of pyrolytic carbon from methane in hot
wall reactors. Especially, we deal with the interaction of homogeneous gas-phase and heterogeneous
surface reactions. The resulting mathematical model is composed of a system of reaction–diffusion
equations in a corner domain supplied with the Gibbs–Thomson law, which describes the move-
ment of the free boundary, arising from the carbon deposition. We prove a short time existence and
uniqueness result in Hölder spaces. We achieve this by contraction arguments and transforming the
Gibbs–Thomson law to local coordinates to obtain a nonlinear parabolic equation on a manifold.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Chemical vapor deposition in hot wall reactors is the most frequently used process
to deposit materials with different functional and structural properties. We consider the
deposition of pyrolytic carbon (its concentration will be denoted by C∞) from light hy-
drocarbons such as methane. The methane gas flows through the reactor and is heated up.
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reactions in the homogeneous gas-phase and simultaneously heterogeneous surface reac-
tions. More precisely, in the homogeneous gas-phase the primary reaction step of methane
CH4 will be the formation of the methyl radical CH3 denoted by C1. Possible reaction
products from this radical are C2H6, . . . ,C2H2, summarized as C2. These in turn may form
C4-products, such as C4H6, . . . ,C4H4, which go over to C6-species, i.e., benzene or phenyl
radicals. The final reaction step just produces soot. A scheme of these reactions is presented
below.
The shape of the deposition profile is a consequence of the complex heterogeneous sur-
face reactions and in particular, the interaction between homogeneous and heterogeneous
reactions. It is known that C4 and C6 are the major carbon forming species. A detailed
description of the chemical process may be found in [5].
CH4 −−−−→ C1 k12−−−−→ C2 k24−−−−→ C4 k46−−−−→ C6 −−−−→ soot   
C∞ C∞ C∞ C∞
Reaction scheme and carbon deposition.
The mathematical model of these reaction is presented in Section 2—we end up with a
system of Eqs. (2.5)–(2.6). In fact this is a parabolic system for concentrations in a time
varying domain. For simplicity of the analysis we assumed that the growing pore Ω(t) in
the wall of a chemical reactor occupies a bounded region in R2.
On the free boundary of this region the Gibbs–Thompson relation is imposed which
gives coupling to the original system for concentrations. The Gibbs–Thompson relation is
justified by the physics of the problem. Instead of modeling an energy balance on the free
boundary, we approximate it by the Gibbs–Thomson law, meaning that the energetic po-
tential is described by the curvature. Indeed, we have an isothermal situation here, since the
heat created by the surface reaction is negligible compared with the process temperature.
In this paper we establish existence of local in time solutions of the model (2.5)–(2.6).
This is the content of Theorem 1 in Section 3. Section 3 is devoted to presentation of
assumptions and the main result. The proof is given in Section 4.
Let us mention that our problem resembles the research topic of [1,2]. Our preliminary
treatment of the free boundary is similar to that used there. We also want to use the con-
traction mapping principle to establish existence of solutions. However, the main difficulty
is different, we will explain it below.
We proceed by parameterizing the free boundary and writing a differential equation
for its parameterization. Subsequently, we obtain a system for the concentrations on the
time varying domain. Here comes the main difficulty, which is the free boundary sliding
along a fixed straight line. This results in the Dirichlet–Robin boundary conditions for the
parabolic system on a time varying corner domain. We first transform the system to a fixed
domain.
The standard literature on elliptic or parabolic problems on nonsmooth domains (see,
e.g., [4]) is preoccupied with mixed Neumann–Dirichlet problems. Apparently, the case of
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the contact angle being equal to π/2. Namely, this condition allows us to extend to system
under consideration to a reflected, smooth domain, where only Robin data are prescribed.
Subsequently we may use the standard tools of the parabolic theory; see [6]. We are inter-
ested only in the restriction of solutions on the reflected domain. Details are explained in
Section 4. We succeed only because the contact angle is π/2.
We finish the proof of the main result with the aid of the contraction mapping principle.
2. The model
We consider m species Xi and denote their concentrations by Ci and by C the corre-
sponding concentration vector.
Let Ω(t) ⊂ R2, 0 < t < T ∞, be a bounded and time dependent region (pore). Its
boundary consists of two parts, a time dependent boundary Γ (t) (where carbon is de-
posited) and a time independent part Γ˜ (where gas flows in), i.e.,
∂Ω(t) = Γ˜ ∪ Γ (t). (2.1)
In fact, Γ˜ depends feebly upon time since Γ˜ = ∂Ω(t) ∩ , where  is a fixed line; see
Fig. 1.
We define the noncylindrical domain
DT :=
⋃
t∈(0,T )
(
Ω(t)× {t}), (2.2)
with the free lateral surface
ΣT :=
⋃
t∈[0,T ]
(
Γ (t) × {t}) (2.3)
and its fixed plane
Σ˜T :=
⋃
t∈[0,T ]
(
Γ˜ × {t}), (2.4)
where Ω0 is the initial domain with boundary ∂Ω0 = Γ˜ ∪ Γ0.
Fig. 1. Time dependent domain.
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∂Ci
∂t
−Di∆Ci −Ri(C) = 0 in DT ,
Di
∂Ci
∂n
+ kiCi = 0 on ΣT ,
Ci = 0 on Σ˜T ,
Ci(· ,0)= C0i (·) in Ω0. (2.5)
The movement of the free boundary Γ (t) is given by the Gibbs–Thomson law, which is in
our case
VΓ = −µ
∑
i∈J
kiCi − γ κ, (2.6)
where J ⊆ {1, . . . ,m}, meaning that not all species may enter this condition.
In (2.5) the Di ’s are constant diffusivity coefficients, n denotes the outward unit normal
vector at ∂Ω(t), wherever it is defined, the ki > 0 are surface reaction coefficients. The
Gibbs–Thomson law includes the normal velocity VΓ of the free boundary, the function κ
is in general the sum of principal curvatures at a point on the free interface, but here it is the
curvature of a plane curve. The surface tension γ is assumed to be positive and µ = M/
,
where M is the mol mass and 
 the density of carbon.
Figure 1 suggests that the angle at ∩Γ (t) is π/2. In fact we cannot provide a rigorous
argument supporting the claim that the angle should be π/2. However, for the sake of
simplicity we will assume that. Moreover, we depend essentially on this assumption.
The source terms Ri(C) result from the first order reactions occurring in the homoge-
neous gas-phase. So, they may be written in the general form
Ri(C) =
m∑
j=1
kjiCj −
m∑
j=1
kijCi, (2.7)
where the kij  0, i, j ∈ {1, . . . ,m}, denote the reaction rate constants, which transform
the ith species into the j th one.
The heterogeneous reactions at the free boundary, i.e., the deposition of carbon on ΣT ,
is prescribed by the Robin condition in (2.52).
The formulation of the problem reads as follows:
Definition 1. We call a pair (C,Σ) a solution of (2.5)–(2.6), if there exists an instant of
time Tf > 0 such that
(C,ΣTf ) ∈ C2+δ,(2+δ)/2(DTf )×C3+δ,(3+δ)/2
for some 0 < δ < 1. Moreover, C is a C2+δ,(2+δ)/2-solution to (2.5) on the region DTf ,
whose free boundary is ΣTf with the velocity satisfying (2.6).
The definitions of the function spaces can be found in [3] or [6], for instance. We remark
that in the end δ will be less than 1/2.
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For i = 1, . . . ,m the reaction rates satisfy the natural property
Ri(C) 0 (3.1)
for all C ∈Rm+ if Ci = 0.
Next we assume (see also Fig. 1)
Ω0 ⊂R2 is bounded
∂Ω0 ∈ C0,1,
∇n|x∈Γ˜ = 0 (componentwise),
Γ˜ ⊥ Γ0,
Γ˜ ,Γ0 ∈ C3+δ for some δ ∈ (0,1),
C0i  0 in Ω0 (3.2)
for i = 1, . . . ,m. The regularity of the initial data C0i will be stated below. Besides smooth-
ness of C0i , it is necessary to assume the compatibility on ∂Ω0 ∩ {t = 0}, in order to prove
that are necessary for the existence of a solution in the indicated function spaces. They are
formulated as in [6].
Now we can state the main result.
Theorem 1. Under the assumptions (3.1)–(3.2) the system of Eqs. (2.5)–(2.6) has a unique
local solution in the sense of Definition 1, provided that C0i ∈ C2+δ(Ω0), i = 1, . . . ,m,
and suppC0i ∩ Γ˜ = ∅, hence the usual compatibility conditions are fulfilled.
The role of the last assumption on the supports of data will be visible later. It will
guarantee that the data extended to the reflected domain will keep their smoothness.
The proof of this theorem consists of several steps, which we present in the following
sections.
4. A reduction of the problem
In this section we analyze the motion of the free interface by transforming the Gibbs–
Thomson relation (2.6) to a quasi-linear parabolic equation (with boundary conditions) on
a manifold, following exactly the ideas presented in [2]. Next, by transforming variables we
formulate the system of reaction–diffusion equations (2.5) in a fixed cylindrical domain,
which will be a delicate part of the work.
4.1. Free boundary
Let Γ (t) be the zero level set of a function
φ :R2 × [0, T ] →R.
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outward normal vector n may be represented as
n(x, t) = ∇φ(x, t)|∇φ(x, t)| .
From Dtφ(x, t) = φt(x, t)+ x˙ · ∇φ(x, t) = 0, we get with VΓ (x, t) := x˙ · n(x, t) the repre-
sentation
VΓ = − φt|∇φ| . (4.1)
Since κ(x, t) = ∇ · n(x, t), we have
κ = ∇
( ∇φ
|∇φ|
)
. (4.2)
Now we are going to specify φ. Let us suppose thatM⊂R2 is a smooth one-dimensional
reference manifold with boundary such that Γ0 is a graph of a C3+δ function on M. In
order to explain it we consider I := (0, a)  s → X0(s) ∈M is a smooth parameterization
of M, and N(s) is a normal vector to M at X0(s) depending smoothly upon s ∈ I . Then
we assume that
Γ0 =
{
x ∈R2: x = Λ0(s)N(s) +X0(s)
}
,
where Λ0 is a C3+δ function on I . Moreover, without loss of generality we may consider
M which fits our special needs consistent with (3.23). That is we assume that for some
 > 0,
M∩  = Γ0 ∩  = {C1,C2},
M∩ [0, ] ×R is a sum of two line segments perpendicular to , (4.3)
where C1, C2 are corners of Ω(0), C1 = X0(0), C2 = X0(a), X02(0) < X02(a). We define
X : I × (−L,L) →R2 (4.4)
by
X(s, τ ) := X0(s)+ τN(s). (4.5)
We assume that
|Λ0| L/4,
L > 0 is so small that X is a diffeomorphism. (4.6)
Hence, X maps the region I × (−L,L) onto a neighborhood of Γ0. Let us stress that due
to (4.3) the mapping X has the property X(I × [−L,L]) ⊂ {x1 > 0}.
We define
Y (x) := (Y1(x), Y2(x))T = (s, τ )T ,
which is the inverse function of x = X(s, τ ). For i = 1,2 we define
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( ∂Yi(x)
∂x1
∂Yi(x)
∂x2
)
x=X(s,τ )
, Ai(s, τ ) =
( ∂2Yi(x)
∂x1∂x1
∂2Yi (x)
∂x1∂x2
∂2Yi(x)
∂x2∂x1
∂2Yi (x)
∂x2∂x2
)
x=X(s,τ )
. (4.7)
A family of hypersurfaces {Γ (t)}0tT has the form
Γ (t) = {X(s, τ ) | τ = Λ(s, t), s ∈ I}, 0 t  T , (4.8)
where Λ : I¯ × [0, T ] → [−L,L]. Thus, Γ (t) is the zero level set of
φ(x, t) := Y2(x)−Λ
(
Y1(x), t
)
. (4.9)
Using this we are able to rewrite (4.1) and (4.2) as
VΓ (s, t) = Λt(s, t)|∇xφ|
∣∣∣∣
x=X(s,Λ(s,t))
(4.10)
and
κ(s, t) = − 1|∇xφ|
(
a(s,Λ,Λs)Λss(s, t) + b(s,Λ,Λs)
)
, (4.11)
respectively, where
a(s, τ,p) = α1 · α1 − p
2(α1 · α1)2
1 + p2|α1|2 ,
b(s, τ,p) = pTr(A1)− Tr(A2)− p
2(αT1 A1α1)
1 + p2|α1|2 +
p3(αT1 A1α1)
1 + p2|α1|2 . (4.12)
We note that α2(s, τ ) = N(s) ⊥ α1(s, τ ). Next, for simplicity we take in (2.6) γ ≡ 1 and
we set
u(s, t) := µ
∑
i∈J
kiCi
(
X
(
s,Λ(s, t)
)
, t
)
, (4.13)
where J ⊆ {1, . . . ,m}, and with
c(s, τ,p) = (1 + p2|α1|2)1/2 (4.14)
the Gibbs–Thomson law now reads for s ∈ (0, a), t ∈ (0, T ),
∂Λ(s, t)
∂t
− a(s,Λ,Λs)∂
2Λ(s, t)
∂s2
= b(s,Λ,Λs)− c(s,Λ,Λs)u(s, t),
∂Λ(0, t)
∂s
= ∂Λ(a, t)
∂s
= 0,
Λ(s,0) = Λ0(s), (4.15)
where the boundary conditions (4.152) result from the assumption Γ˜ ⊥ Γ0, which is stated
in (3.24). Moreover, Λ0 is in C3+δ and it satisfies the usual compatibility conditions.
We set
IT := I × (0, T ), (4.16)
and state
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given functions. Then there exists an instant of time 0 < TΛ  T , such that (4.15) has a
unique solution
Λ ∈ C3+δ,(3+δ)/2(I¯TΛ). (4.17)
Proof. In order to show the local existence of a solution, we use a contraction argument.
Let L/12 > η > 0 be small, it will be adjusted later in Section 4.3. Then we define the set
NT :=
{
Λ¯ ∈ C1+δ,(1+δ)/2(I¯T ): ‖Λ¯ −Λ0‖C1+δ,(1+δ)/2  η,
Λ¯(s,0) = Λ0(s)
}
, (4.18)
and consider the mapping
Z :NT →NT , Z(Λ¯) = Λ,
where Λ is the unique solution of
∂Λ(s, t)
∂t
− a(s, Λ¯, Λ¯s)∂
2Λ(s, t)
∂s2
= b(s, Λ¯, Λ¯s)− c(s, Λ¯, Λ¯s)u(s, t),
∂Λ(0, t)
∂s
= ∂Λ(a, t)
∂s
= 0,
Λ(s,0) = Λ0(s) (4.19)
in IT .
(I) The mapping is well defined, since for Λ¯ ∈NT the coefficients in the linear equation
(4.19) belong to C1+δ,(1+δ)/2(I¯T ). Moreover, the coefficient a is strictly positive. Thus,
the theory of linear parabolic equations yields a unique solution Λ ∈ C3+δ,(3+δ)/2(I¯T ),
satisfying the Hölder estimate
‖Λ‖C3+δ,(3+δ)/2(I¯T )  M˜Λ¯
(‖Λ¯‖C1+δ,(1+δ)/2(I¯T ) + 1).
All terms, the constant M˜Λ depends on, are uniformly bounded in NT , therefore we get
‖Λ‖C3+δ,(3+δ)/2(I¯T ) MΛ¯ (4.20)
for some constant MΛ¯ > 0.
(II) Now we use (4.20) to show that Z maps NT into itself. We deduce∣∣Λ(s, t) −Λ0(s)∣∣ ‖Λt‖C0 t MΛ¯T,
|(Λ(s, t) −Λ0(s))− (Λ(s, t ′) −Λ0(s))|
|t − t ′|δ  ‖Λt‖C0 |t − t
′|1−δ MΛ¯T 1−δ,
|(Λ(s, t) −Λ0(s))− (Λ(s′, t)−Λ0(s′))|
|s − s′|δ =
∣∣Λs(ξ, t) −Λ0,s(ξ)∣∣|s − s′|1−δ
 〈Λs〉(δ/2)t |s − s′|1−δtδ/2 MΛ¯L1−δT δ/2
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|(Λs(s, t) −Λ0,s(s))− (Λs(s′, t)−Λ0,s(s′))|
|s − s′|δ =
∣∣Λss(ξ, t) −Λ0,ss(ξ)∣∣|s − s′|1−δ
 〈Λss〉(δ/2)t |s − s′|1−δtδ/2 MΛ¯L1−δT δ/2
for some ξ ∈ (s, s′) and where we set, cf. [6], for instance,
〈u〉(δ/2)t := sup
(s,t)∈I¯T|t |k
|u(s, t) − u(s,0)|
|t − 0|δ/2 , k > 0.
It follows that
‖Λ −Λ0‖C1+δ,(1+δ)/2(I¯T ) MΛ¯(T + T 1−δ + 2L1−δT δ2) → 0
as T → 0. We conclude
‖Λ −Λ0‖C1+δ,(1+δ)/2(I¯T )  η (4.21)
for T > 0 small enough.
(III) Finally, we have to show that Z :NT →NT is a contraction. We consider the two
starting values Λ¯1, Λ¯2 and the corresponding images Λ1,Λ2. We establish the equation
for θ := Λ1 −Λ2, with θ¯ := Λ¯1 − Λ¯2. The mean value theorem yields
∂θ(s, t)
∂t
− a(s, Λ¯2, Λ¯2,s) ∂
2θ(s, t)
∂s2
= f (s, t)∂θ¯(s, t)
∂s
+ g(s, t)θ¯ (s, t),
∂θ(0, t)
∂s
= ∂θ(a, t)
∂s
= 0,
θ(s,0) = 0 (4.22)
in IT and where we have set
f (s, t) :=
1∫
0
[
∂2Λ1(s, t)
∂s2
∂a
∂p˜
(s, Λ¯2, p˜)+ ∂b
∂p˜
(s, Λ¯2, p˜)− u(s, t) ∂c
∂p˜
(s, Λ¯2, p˜)
]
dϑ
and
g(s, t) :=
1∫
0
[
∂2Λ1(s, t)
∂s2
∂a
∂z˜
(s, z˜,Λ1,s) + ∂b
∂z˜
(s, z˜,Λ1,s)
− u(s, t)∂c
∂z˜
(s, z˜,Λ1,s)
]
dϑ,
with the definitions p˜ = ϑΛ1,s + (1 − ϑ)Λ2,s as well as z˜ = ϑΛ1 + (1 − ϑ)Λ2 for ϑ ∈
[0,1]. We note that f,g ∈ Cδ,δ/2(I¯T ). The linear parabolic theory implies the estimate
‖θ‖C2+δ,(2+δ)/2(I¯T ) Mθ¯‖θ¯‖C1+δ,(1+δ)/2(I¯T ),
where M ¯ > 0 depends on ‖Λi‖C3+δ,(3+δ)/2 , i = 1,2.θ
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‖θ‖C1+δ,(1+δ)/2(I¯T )  T γ M˜θ¯‖θ‖C2+δ,(2+δ)/2(I¯T ), M˜θ¯ > 0,
for some γ > 0. Thus, we get
‖θ‖C1+δ,(1+δ)/2(I¯T )  T γ M˜θ¯Mθ¯‖θ¯‖C1+δ,(1+δ)/2(I¯T ).
Choosing 0 < TΛ  T such that T γΛM˜θ¯Mθ¯ < 1, we see that Z :NTΛ →NTΛ is a contrac-
tion, which proves the existence of a unique fixed point. 
From the previous proof we conclude that the solution of (4.15) satisfies
‖Λ‖C3+δ,(3+δ)/2(I¯T ) Mη
(‖u‖C1+δ,(1+δ)/2(I¯T ) + 1), (4.23)
where Mη is uniformly bounded in NTΛ .
If we take, in (4.15), u1, u2 ∈ C1+δ,(1+δ)/2(I¯TΛ), 0 < δ < 1, and consider the respective
solutions Λ1,Λ2 ∈ C3+δ,(3+δ)/2(I¯TΛ) we are able to prove, again using the mean value
theorem, the stability estimate.
Lemma 2. Let u1, u2 ∈ C1+δ,(1+δ)/2(I¯TΛ), then there exists a constant Mu > 0, such that
‖Λ1 −Λ2‖C2+δ,(2+δ)/2(I¯T ) Mu‖u1 − u2‖C1+δ,(1+δ)/2(I¯T ). (4.24)
We note that we subsequently need stability estimates (like above) in C2+δ,(2+δ)/2, they
require for their proof uniform bounds in C3+δ,(3+δ)/2.
4.2. Reaction–diffusion system in a fixed domain
In this section we transform the time dependent domain Ω(t) ⊂ R2 with boundary
∂Ω(t) = Γ˜ ∪ Γ (t), where Γ (t) is a manifold of class C3+δ,(3+δ)/2 to a fixed one, de-
noted by G, which differs slightly from Ω(0). Namely, G is a set bounded by the reference
manifoldM and the line segment with end points X0(0), X0(a). We set
QT := G× (0, T ). (4.25)
In Lemma 3 we construct Φ : Q¯T → D¯T such that for fixed t  0, Φ(· , t) is a diffeo-
morphism. A proper Φ will facilitate our analysis. We note that due to the right angles at
the corners of G the domain being a sum of G and its reflection with respect to the verti-
cal axis is in fact a C3+δ boundary. We wish to consider equation not only on G but also
on the extend region. However, in order to guarantee smoothness of solutions we have to
control the behavior of the coefficients. It turns out that we need to know that Φ(0, y2, t)
is a diagonal matrix. Subsequently, we will see how Φ and its inverse depend upon Λ.
We start with the construction of Φ .
Lemma 3. Suppose Λ ∈ C3+δ,(3+δ)/2(IT ) is given and ‖Λ‖C0(IT )  L/3.
(1) There exists Φ : Q¯T → D¯T of class C3+δ,(3+δ)/2, such that Φ is a diffeomorphism.
(2) Moreover, DyΦ(y, t) is a diagonal matrix for y = (0, y2).
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diffeomorphism. We shall set
G˜ = Ω0 ∪X
(
Γ0 × [0,L]
)
, G∗ = Ω0 \X
(
Γ0 × (−L,0]
)
.
Due to (4.7) the position of the interface Γ (t) at time t is parameterized by
s → X0(s)+Λ(s, t)N(s),
where |Λ(s, t)| <L/3.
We now introduce a smooth cut-off function, η :R→ [0,1]. It satisfies, η(τ) = 0 for
|τ | (15/16)L, η(τ) = 1 for |τ | L/3 and |η′| 24/(14L), η′(τ )τ  0 for all τ ∈R.
We note that if y ∈ G˜ \G∗, then y can be written as
y = X0(s)+N(s)τ. (4.26)
Now, we set
Φ(y, t) =
{
(y, t) if y ∈ G∗,
(X0(s) +N(s)(τ +Λ(s, t)η(τ )), t) if y ∈ G˜ \G∗.
It is clear from the definition that if |τ | (15/16)L, then Φ(y, t) = (y, t). It follows that
Φ has the desired smoothness. It is also clear that due to the choice of η, DyΦ is a linear
isomorphism. Moreover, ∂G is a subset of G˜ \G∗ corresponding to the set {τ = 0}. Hence,
it follows that Φ(· , t)(G) = Ω(t).
In order to calculate DyΦ(y, t) near the set ({0} × R) ∩ G we rewrite Φ using (4.26)
for arguments in G˜ \G∗,
Φ(y, t) = (y +N(s))(Λ(s, t)η(τ ) + (η(τ)− 1)τ ), t).
However, for |y1| = |X01(s)| , due to (4.3) we have N(s) = ±e2, where e2 = (0,1), the
‘+’ is taken for s close to a, and ‘−’ is for s close to 0. Moreover, τ = y2, and s = X−101 (y1)
for s close to 0 or a. Subsequently we consider only the case of s near 0.
We can see (for fixed t)
Φ(y, t) = y − e2
(
Λ
(
X−101 (y1), t
)
η(y2)+
(
η(y2)− 1
)
y2
)
.
It follows that
DyΦ(y, t) = Id − e2 ⊗ e1 ∂
∂y1
(
Λ
(
X−101 (y1), t
)
η(y2)
)
− e2 ⊗ e2 ∂
∂y2
(
Λ
(
X−101 (y1), t
)
η(y2)+
(
η(y2)− 1
)
y2
)
,
where e1 = (1,0). For y1 = 0 due to the boundary condition (3.24) we see
∂
∂y1
Λ
(
X−101 (0), t
)= Λs(0, t) ∂
∂y1
X−101 (0) = 0.
The same conclusion is true for s = a.
Thus, indeed DyΦ(y, t) is a diagonal matrix at y = (0, y2). This proves the second part
of the lemma.
The desired smoothness is follows immediately form the definition of Φ and Ψ . 
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dependence upon Λ of the inverse Ψ , i.e., Ψ satisfies
Ψ
(
Φ(y, t,Λ), t,Λ
)= (y, t), Φ(Ψ (x, t,Λ), t,Λ)= (x, t).
This is explained below.
Lemma 4. The mappings
C2+δ,(2+δ)/2  Λ → Φ ∈ C2+δ,(2+δ)/2, C2+δ,(2+δ)/2  Λ → Ψ ∈ C2+δ,(2+δ)/2
are locally Lipschitz continuous.
Proof. The first assertion is obvious from the very definition of Φ , see (4.26). We shall
deal with Ψ . In order to simplify the notation we will suppress the dependence upon t .
We shall first write Ψ in terms of τ , s. Our starting point is the observation that
σ(τ,Λ) := τ +Λ(s, t)η(τ ) (4.27)
is a strictly increasing function of class C2+δ . This is so, because
dσ
dτ
= 1 +Λ(s, t)η′(τ ) cb > 0,
where |Λη′| (L/3) · (24/(14L)) < 1.
Let us denote by ψ(σ,Λ) the inverse of σ(τ,Λ), i.e.,
ψ
(
σ(τ,Λ)Λ
)= τ and σ (ψ(τ,Λ),Λ) = τ.
Then, for x = X0(s)+N(s)σ the mapping Ψ takes the form
Ψ (x) = X0(s)+N(s)ψ(σ,Λ).
Now, our task is to show that Λ → ψ(· ,Λ) is Lipschitz continuous in the topology of
C2+δ,(2+δ)/2. Let us take Λi , i = 1,2. For the sake of convenience we write ψi = ψ(Λi, σ ),
i = 1,2. Now we consider the difference of (4.27) for Λi , i = 1,2. We obtain
η(ψ1)− η(ψ2) +Λ1(ψ1 −ψ2) = ψ2(Λ2 −Λ1)
or
J (ψ1,ψ2)(ψ1 −ψ2) = ψ2(Λ2 −Λ1), (4.28)
where
J (ψ1,ψ2) =
1∫
0
[
η′
(
tψ1 + (1 − t)ψ2
)+Λ1]dt  cb.
Let us set z = (z1, z2) ≡ (s, τ ) and apply ∂ |β|/∂zβ , 0 |β| 2, to both sides of (4.28),
J (ψ1,ψ2)
∂ |β|
∂zβ
(ψ1 −ψ2) =
∑
|γ ||β|−1
P 1γ (ψ1,ψ2)
∂ |γ |
∂zγ
(ψ1 −ψ2)
+
∑
P 2γ (ψ1,ψ2)
∂ |γ |
∂zγ
(Λ2 −Λ1),|γ ||β|
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‖ψ1 −ψ2‖C2+α  C‖Λ2 −Λ1‖C2+α ,
as desired. 
We rewrite (2.5) in the new coordinates as a system for ui(Ψ (x, t), t) ≡ Ci(x, t) for
i = 1, . . . ,m. We present it in a form which is more suitable for our analysis, i.e.,
∂ui
∂t
−
2∑
k,l=1
Akl
∂2ui
∂yk∂yl
+
2∑
k=1
Bk
∂ui
∂yk
−Ri(u) = 0 in QT ,
∂ui
∂b
+ kui = 0 on ∂G∩ {y1 > 0},
ui = 0 on ∂G∩ {y1 = 0},
ui(· ,0) = u0i in G, (4.29)
where u = (u1, . . . , um) and k > 0 is a constant in a neighborhood of the corners. The ma-
trix A = (Akl)1k,l2 and the vectors B = (Bk)1k2 and b are composed of derivatives
of the domain transformation Ψ ,
Akl(y, t) = ∇xΨk(x, t) · ∇xΨ Tl (x, t)|x=Φ(y,t ),
Bk(y, t) = ∂Ψk
∂t
(x, t) −∆xΨk(x, t)
∣∣∣∣
x=Φ(y,t )
,
b = ∇xΨ (x, t)n. (4.30)
Since Φ,Ψ are of class C2+δ,(2+δ)/2 (even C3+δ,(3+δ)/2), then we conclude that Akl ,
k, l = 1,2, and b are of class C1+δ,(1+δ)/2; Bk , k = 1,2, are of class Cδ,δ/2. Moreover,
we immediately infer from Lemma 4 the following result.
Corollary 1. The coefficients Akl,Bk , k, l = 1,2, and b are Lipschitz continuous function
of Λ.
4.2.1. Equations in the transformed domain
In this subsection we deal with system (4.29) which is transformed to a fixed domain
by means of the diffeomorphism Φ . The difficulty lies in the singular character of the
mixed boundary data on the corner domain G. For this reason we cannot directly apply the
standard theory of parabolic systems [6]. Some preparatory work is necessary.
We have to include our analysis, because we are interested in a mixed Dirichlet–Robin
problem which got less attention in the literature than mixed Dirichlet–Neumann one. For-
tunately, our boundary data are zero and the domain is special.
Our first goal is to establish the following existence result. The main idea is to consider
(4.29) on a reflected domain Ω having smooth boundary. Hence we may apply standard
tools to the problem on the extended domain, finally we shall show that the restriction to
G is the desired solution.
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1, . . . ,m. We assume that Akl , k, l = 1,2, Bk , k = 1,2, b are defined by (4.30). Then, for
any positive T , T < TΛ, there exists a unique solution u ∈ C2+δ,(2+δ)/2(QT ;Rm) of (4.29).
Proof. Due to the presence of right angles on ∂G we will be able to reduce the problem in
question to the case of a region with smooth boundary, where existence and uniqueness of
solutions is known (see [6]).
We first define Ω to be the sum of G and its reflection with respect to {y1 = 0}, i.e.,
Ω = {(y1, y2) ∈R2: (y1, y2) ∈ G or (−y1, y2) ∈ G}.
Due to the presence of the right angles at {y1 = 0} ∩ ∂G, the region Ω belongs to
C3+δ,(3+δ)/2. For a given function f on G we may define its two extensions on Ω ,
fˆ (y1, y2) =
{
f (y1, y2) if (y1, y2) ∈ G,
−f (−y1, y2) if (−y1, y2) ∈ G, (4.31)
f¯ (y1, y2) =
{
f (y1, y2) if (y1, y2) ∈ G,
f (−y1, y2) if (−y1, y2) ∈ G. (4.32)
Obviously, smoothness of the extensions depends on behavior of f near {y1 = 0}.
Keeping in mind the formulas (4.31), (4.32) we define the extensions of the coefficients
to Ω . We set
A˜ii := A¯ii , A˜kl := Aˆkl for k, l = 1,2, k = l,
B˜1 := Bˆ1, B˜2 := B¯2,
b˜ = (b˜1, b˜2), where b˜1 = b¯1, b˜2 = bˆ2.
We have to make sure that
A˜kl, B˜k ∈ Cδ,δ/2(Ω¯T ), k, l = 1,2, b˜ ∈ C1+δ,(1+δ)/2(ST ),
where
ΩT = Ω × (0, T ), ST = ∂Ω × (0, T ).
The facts A˜ii , B˜2 ∈ Cδ,δ/2(Ω¯T ) are obvious. On the other hand, in order to conclude
that A˜kl ∈ Cδ,δ/2(Ω¯T ), k, l = 1,2, k = l we need to know that Akl(0, y2) = 0. Indeed,
Lemma 3(2) yields that ∇Φ is diagonal for y1 = 0 implying that A(0, y2) is diagonal
too, as desired. Similarly, we need to know that B1(0, y2) = 0 in order to conclude that
B˜1 ∈ Cδ,δ/2(Ω¯T ). For this purpose we recall the form of Ψ , namely
Ψ (x, t) = x +N(s)(ψ(s, τ ) − τ ).
Moreover, for y1   we have N(s) = ±e2. Hence, Ψ1(x, t) = x1 and ∆xΨ1 = 0 near the
set {y1 = 0}. Thus, B˜1 is in Cδ,δ/2(ΩT ).
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C2+δ(Ω).
By [6], there exists a unique u˜ in C2+δ,(2+δ)/2(ΩT ) which is a solution to
∂u˜i
∂t
−Li u˜ ≡ ∂u˜i
∂t
−
2∑
k,l=1
A˜kl
∂2u˜i
∂yk∂yl
+
2∑
k=1
B˜k
∂u˜i
∂yk
−Ri(u˜) = 0 in Ω,
∂u˜i
∂ b˜
= −ku˜i on ∂Ω,
u˜(· ,0) = u˜0. (4.33)
We claim that u˜ enjoys the symmetry of the data, i.e., it satisfies
u˜(−y1, y2, t) = −u˜(y1, y2, t). (4.34)
In order to see this we define v(y1, y2, t) = u˜(y1, y2, t)+ u˜(−y1, y2, t). After simple calcu-
lations we can see that v is a solution to (4.33) with zero initial data. Thus, by uniqueness
of solutions it follows that v = 0 and (4.34) is established. Identity (4.34) implies that
0 = u˜(0, y2) for (0, y2) ∈ Ω.
Hence, the restriction u = u˜|G is the desired solution of (4.29). 
We also need to know that the above solution depends continuously upon Λ. This will be
established by the same methods. We consider the system of equations for the differences
vi = u˜1i − u˜2i , i = 1, . . . ,m,
of solutions to (4.33) with different coefficients provided by Λ1,Λ2. Due to (4.33) these
differences satisfy
∂vi
∂t
−Liv =
2∑
k,l=1
([
A1kl −A2kl
] ∂2u2i
∂yk∂yl
)
+
2∑
k=1
[
B1k −B2k
]∂u2i
∂yk
≡ Fi in QT ,
∂vi
∂ b˜1
+ kvi = −Dyu˜2i (b˜1 − b˜2) on ∂G∩ {y1 > 0},
vi(· ,0)= 0 in G.
Another consequence of the parabolic theory, see [6], is the estimate
m∑
i=1
∥∥u1i − u2i ∥∥C2+δ,(2+δ)/2(QT ) MF
(
m∑
i=1
‖Fi‖Cδ,δ/2(QT ) + ‖b˜1 − b˜2‖C1+δ,(1+δ)/2(ST )
)
,
which holds on the extended (reflected) domain Ω and hence on G.
Here MF > 0 depends at most on the coefficients on the left-hand side. We use the
Lipschitz dependence of the coefficients of (4.29) upon Λ (see Corollary 1), to get for later
use the following stability result.
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MΛ > 0, such that
m∑
i=1
∥∥u1i − u2i ∥∥C1+δ,(1+δ)/2(QT ) MΛ(T γ ‖Λ1 −Λ2‖C2+δ,(2+δ)/2(I¯T )), (4.35)
where γ = max{1/2 − δ/2, δ/2}.
4.3. Existence and uniqueness of the complete system
In order to complete the proof of Theorem 1, we again use a contraction argument. Let
µ¯ > 0 be given; then we define the set
MT :=
{
v¯ ∈ [C1+δ,(1+δ)/2(I¯T )]m: ‖v¯‖C1+δ,(1+δ)/2  µ¯,
v¯(s,0) = u0(X(s,Λ0(s)))}, (4.36)
and consider the mapping
K :MT →MT , K(v¯) = v,
whose fixed point will yield the solution to (2.5)–(2.6). K is a composition of three other
mappings
K1 :MT →NT , K2 :NT → C1+δ,(1+δ)/2(ΩT )
and
K3 :C
1+δ,(1+δ)/2(ΩT ) →MT .
The set NT has been already defined in (4.18).
We set K1(v¯) = Λ, where Λ ∈ C3+δ,(3+δ)/2(I¯T ), is a unique solution to Eq. (4.15) after
we write (4.13) in terms of v¯, i.e.,
u(s, t) := µ
∑
i∈J
ki v¯i (s, t).
Now, K2(Λ) = u, where the vector u is a solution of system (4.29). Finally, we set
K3(u) = v,
where the coordinates of the vector v are defined below
vi(s, t) = ui
(
Ψ
(
X
(
s,Λ(s, t), t
)
, t
))
.
Thus, K(v¯) = K3(K2(K1(v¯))) = v.
(I) The mapping K is well defined, since for given v¯ ∈ MT , Eq. (4.15) has due to
Lemma 1 a unique solution given by (4.17). This in turn yields a unique solution to
Eq. (4.29) according to Theorem 2.
(II) Next we show that K maps MT into itself. We summarize some estimates. From
(4.21) we know that the solution of (4.15) satisfies
‖Λ −Λ0‖ 1+δ,(1+δ)/2 ¯  η, (4.37)C (IT )
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(4.23) we know that
‖Λ‖C3+δ,(3+δ)/2(I¯T ) Mη
(‖v¯‖Cδ,δ/2(Q¯T ) + 1), (4.38)
where the constant Mη > 0 just depends on η. Moreover, the linear parabolic theory applied
to (4.29) yields for i = 1, . . . ,m the estimate
‖ui‖C2+δ,(2+δ)/2(QT ) MiA
∥∥u0i ∥∥C2+δ(G), (4.39)
which holds due to Theorem 2 for T  TΛ. The constants MiA depend on the coefficients
Akl,Bk,b defined in (4.30). Thus, we conclude from (4.37) that each MiA is uniformly
bounded in terms of η, this follows from the Lipschitz dependence of Akl,Bk,b on Λ; see
Corollary 1.
We set
µ¯ := 1
2
m∑
i=1
MiA
∥∥u0i ∥∥C2+δ(G)
in (4.36) and choose 0 < Tu  TΛ, such that
m∑
i=1
‖ui‖C2+δ,(2+δ)/2(QTu )  µ¯.
We may now complete the present step by taking Tv¯  Tu such that
m∑
i=1
‖vi‖C1+δ,(1+δ)/2(I¯Tv¯ )  µ¯.
(III) Lastly, we have to show that our mapping is a contraction. For this we combine the
stability estimates (4.24) and (4.35) to get
m∑
i=1
∥∥v1i − v2i ∥∥C1+δ,(1+δ)/2(I¯T ) MT γ
m∑
i=1
∥∥v¯1i − v¯2i ∥∥C1+δ,(1+δ)/2(I¯T ),
where γ defined in Lemma 5.
Finally, we choose Mf ,Tf , 0 <Mf < 1, 0 < Tf  Tv¯ such that
0 < T γf 
Mf
M
.
Thus, we have
m∑
i=1
∥∥v1i − v2i ∥∥C1+δ,(1+δ)/2(I¯Tf ) Mf
m∑
i=1
∥∥v¯1i − v¯2i ∥∥C1+δ,(1+δ)/2(I¯Tf ).
(IV) In order to complete the proof of Theorem 1 we have to indicate Γ (t) and Ci ,
i = 1, . . . ,m. If v is a fixed point of K , then we set Λ = K1(v). Hence, Γ (t) is given by
(4.8) and Ci(x, t) = ui(Ψ (x, t)), where u = K2(K1(v)), is the desired solution. 
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