ABSTRACT. The problem of computing the mean squared error (MSE) of the best linear predictor (BLP) in finite discrete spectrum with an additive white noise models(FDSWNMs) for an observed time series is considered. This is done under the assumption that the corresponding vectors in models for finite observation of this time series are not orthogonal. 
Introduction
We shall consider the problem of prediction of time series which is based on modeling time series by linear regression models. In this approach the best linear predictor (BLP) minimizing the mean squared error (MSE) of prediction, can be found. This method is known in an engineering literature as kriging, see [2] , [1] , [5] , and [6] . For a given time series data we can use different regression models and thus the problem of computation of the MSE of the BLP in different models arises.
We shall compute the MSE of the BLP in a finite discrete spectrum with an additive white noise model (FDSWNM). These models were already studied in [6] and [7] , where it was assumed that the vectors which we get from functions generating these models are orthogonal. Models with orthogonal vectors can be used in many practical applications of time series theory, but it is necessary to study also the situation where the model vectors are not orthogonal.
An FDSWNM for a time series X(·) is given by, see [6] ,
where 
As an example we can consider a time series Y (·) with a finite discrete spectrum, see [4] . This can be written in the form
where
. . , l/2, and its covariance function in this case is given by
Realizations y(·) of time series in this example are simply linear combinations of goniometric functions, but this is not realistic in practise. More realistic situation is that a realization of a white noise is added to this linear combination and thus we get the FDSWNM. This approach is similar to that used in a classical linear regression model.
For this model we get for a finite observation
In this model E[X] = 0 and covariance matrices Σ ν , ν ∈ Υ of X are positive definite and are given by
It should be remarked that for time series Y (·) which was considered in the preceding example the vectors
According to the classical theory, see [2] , the best linear predictor
In [6] the explicit expressions, as functions of vectors v i and variances σ 2 and σ
are given under the assumption that the vectors v i , i = 1, 2, . . . , l, are orthogonal. In this article we derive these expressions for l = 2 and under the assumption that the vectors v 1 , v 2 are not orthogonal.
Mean squared error of the BLP in a nonorthogonal
finite discrete spectrum white noise model
The following lemma gives a basic result for FDSWNMs with two components in the case when the vectors v 1 , v 2 are not orthogonal. Some other useful results on matrix algebra can be found in [3] . 
P r o o f. By a direct computation we can verify that, see [6] ,
then we have
and
After some computation we get
MSE OF THE BEST LINEAR PREDICTOR IN NONORTHOGONAL MODELS
Using this result we get
and the lemma is proved.
This result can be used for computing the BLP, X * (n + d), and its MSE in an FDSWNM. In such a model we have, using (2) and (5),
and, after some computation, we get
which follows from (6), we get
and this expression can be used by computing the BLP, X * (n + d).
To compute the mean squared error of this predictor, which is given by (4), we use the expression
and for r ν Σ
−1
ν r ν we get, using (2) and (8),
After long and tedious computations we can write
Thus, using (4), (9) and (10), the expression for the M SE ν X * (n + d) can be written as
Next we have from (7) 1 − σ 2 1
and, by analogy,
