テストレットの長さが項目反応理論のパラメタ推定に与える影響 by 山野井, 真児 et al.
－ 1 －
兵庫教育大学　教育実践学論集　第15号　2014年 3 月　pp.1－12
１．問題と目的
１） 項目反応理論のモデル　テスト分析の場面におい
て，問題の難しさを表すために正答率，受験者の学力を
表すために合計得点や偏差値が用いられることがある。
このようなテスト分析について，芝 (1991)(1) は，「学力
テストなどでは，いわゆる得点によって学力をあらわす
が，テストの中に含まれる問題の難易によって正答数が
変わるため，学力をあらわす得点も変化する」と，学力
とテスト得点の分離ができない問題について述べている。
　この問題を解決するための手法として，項目反応理論 
(Item Response Theory: IRT) を用いたテスト分析が挙げら
れる。IRT について，芝 (1991)(1) は，「個々のテストの難
易に依存しない尺度で各被験者の学力を推定したり，各
項目の特徴を捉えたり，またテスト得点の理論分布を求
めたりすることが可能になる」という利点を述べてい
る。IRT のモデルの例として，2 パラメータ・ロジスティッ
ク・モデル (2 Parameter Logistic Model, 以下 2PLM) を式 (1)
に示す。
　　　　 　　　　 　  　 (1)
　Pj (θi ) は，能力パラメタ θ i を持つ受験者 i の，項目 j
に対する正答確率を表す。能力パラメタは，テストで測
定される能力を示す。また，ajは項目 jの識別力パラメタ，
bj は項目 j の困難度パラメタを表し，これらのパラメタ
を項目パラメタと呼ぶ。識別力パラメタは，能力パラメ
タが高くなるにつれて正答確率がどの程度急激に変化す
るかを示す値，困難度パラメタは，2PLM の場合，正答
確率が 50% であるときの能力パラメタの値である。
２) 局所独立性の仮定　IRT のモデルを用いるために
は，テストデータに局所独立性が仮定される必要があ
る。局所独立性の仮定について，豊田 (2002)(2) は，「θi
が所与である場合には，項目反応は互いに独立である」
という仮定であると説明している。Yen (1993)(3) は，局
所独立性の仮定が満たされない項目の関係を局所依存 
(Local Item Dependence) と呼び，局所依存が起こる状況
の一つとして文脈への依存 (passage dependence) を挙げて
いる。文脈への依存は，複数の項目が共通の文脈からな
るときに起こり得る。例えば，テスト全体で測定される
能力とは異なる，特定の文脈のみに関する並はずれた背
景知識を持っている者がいる場合や，文脈の中の異なる
項目間で，解答に用いられる情報が相互に影響している
場合に局所依存が起こるというものである。文脈への依
存が考えられるテストとして，英語や国語における大問
形式の読解問題が挙げられる。荒井・前川 (2005)(4) は，
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日本における公的な大規模学力テストについて，大問形
式による出題が多いことを指摘し，このことは，日本の
テスト文化の特徴の一つであると捉えている。石塚・中
畝・内田・前川 (2001)(5) は，IRT において局所独立性の
仮定が前提となることを説明した上で，「我が国のよう
に大問形式で作題された試験には，そのような項目反応
理論に基づく分析が馴染まないと考えられて来た」と述
べている。
　局所依存性の問題を解決する方法の一つとして，大問
に含まれる項目群をテストレット (Wainer & Kiely, 1987)(6) にま
とめて分析するという方法がある。テストレットとは，
項目を一塊の項目群としたものを指す。Wainer & Kiely 
(1987)(6) は，局所独立性の仮定を満たさない項目群をテ
ストレットとして，項目群の合計点を反応データとした
上で多値型モデルによる分析を行うことを提案してい
る。多値型モデルの一つである，段階反応モデル (Graded 
Response Model: GRM, Samejima, 1969)(7) について，式 (2)
から式 (3) に示す。
　　　　              　　　　　　  (2)
　　　　 　　　　　　　   (3)
　Pjk (θi ) は，能力パラメタが θi である受験者 i が，項
目 j を含むテストレットにおいて k 個の項目に正答する
確率を表している。また，P*jk (θi ) は，能力パラメタが
θi である受験者 i が，項目 j を含むテストレットにおい
て k 個以上の項目に正答する確率を表している。a j は，
項目 j を含むテストレットにおける識別力パラメタであ
り，b*jk は，項目 j を含むテストレットにおいて k 個以
上の項目に正答することに対する困難度パラメタである。
３) 局所依存性がある場合のパラメタの推定誤差の問題
　2PLM のように局所依存性を考慮しないモデルを用い
る場合，データに局所依存性があるとき，局所独立性が
満たされる場合と比較して，能力パラメタの推定誤差
が大きくなることが報告されている (Bradlow, Wainer & 
Wang, 1999(8); 登藤 , 2010(9))。また，識別力パラメタ・困
難度パラメタの推定誤差が大きくなることが報告されて
いる (Chen & Wang, 2007)(10)。特に，局所依存性を持つ項
目と局所独立の仮定を満たす項目を両方含むデータに対
し局所依存性を考慮せず分析した場合，局所依存性を持
つ項目の識別力パラメタは過大推定され，局所独立性を
満たす項目の識別力パラメタは過小推定されることが示
されている (Tuerlinckx & De Boeck, 2001)(11)。
　しかし，局所依存性を考慮するモデルを用いる場合に
おいても，データに局所依存性があるとき，能力パラメ
タや項目パラメタの推定誤差が大きくなることが報告さ
れている。DeMars (2006)(12) や登藤 (2012a)(13) では，デー
タに局所依存性が見られる場合に，局所依存性を考慮す
るモデルから得られる能力パラメタの推定誤差につい
て，局所依存性を考慮しないモデルから得られる推定誤
差と比較し，大きな差が見られなかったことを報告し
た。また，登藤 (2012b)(14) では，データに局所依存性が
あるとき，困難度パラメタの推定誤差について，局所
依存性を考慮するモデルと考慮しないモデルとの間に
大きな差が見られなかったことを示している。例えば
DeMars (2006)(12) では，受験者数 2000，項目数 25 の場合
では 2PLM の能力パラメタの推定誤差が 0.23, GRM では
0.25 となり， GRM の推定誤差がわずかに大きくなった
ことを示している。このことについて DeMars (2006)(12) 
は，テストレットに含まれる項目群の合計点を分析の対
象とすることで，情報量が少なくなったことを一つの要
因として考察している。DeMars (2006)(12)，登藤 (2012a)(13)，
登藤 (2012b)(14) の検討した条件において，局所依存性を
考慮するモデルと局所依存性を考慮しないモデルとで，
能力パラメタ，困難度パラメタの推定誤差の大きさが同
程度であることが示された。また，局所依存性を考慮す
るモデルを用いた場合に，能力パラメタの推定誤差がわ
ずかに大きくなる可能性があることが示唆された。した
がって，困難度パラメタの推定誤差が大きく変わらず，
さらに能力パラメタの推定誤差がより小さくなることを
根拠に，テストに局所依存性が想定される場合であって
も局所依存性を考慮しないモデルを用いるほうが推定精
度の観点で優れているという可能性がある。ただし，こ
のことは先行研究で検討されているシミュレーションの
条件の範囲においてのみ考えられるものである。テスト
の性質によっては，局所依存性を考慮するモデルを用い
たほうが能力パラメタや項目パラメタの推定誤差が小さ
くなる場合も考えられる。しかし，どのような場合に局
所依存性を考慮するモデルを用いると，より推定誤差が
小さくなるのかはこれまで明らかになっていない。この
ことは，テスト分析に用いるモデルを選択する場面での
一つの問題として挙げられる。また，シミュレーション
の条件によって，局所依存性を考慮するモデルを用いた
場合のパラメタの推定誤差が特に大きくなる場合が無い
かどうかについても確認する必要がある。したがって，
先行研究に加え，より詳細な条件を設けた上で能力パラ
メタや項目パラメタの推定誤差について検討することが
重要であると考えられる。
　先行研究で検討された条件において不十分であると考
えられる点として，テストレットに含まれる項目数 ( テ
ストレットの長さ ) が最大で 5 項目であったことが挙げ
られる。実際のテストデータにおいては，テストレット
が 5 項目より多い項目数にまとめられる場合がある。例
えば，Wainer & Wang (2000)(15) は TOEFL の問題について，
リーディング問題は 13 項目からなるテストレット，リ
スニング問題は 5 または 10 項目からなるテストレット
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にまとめられたことを報告した。また，石塚他 (2001)(5) 
は，2000 年度の大学入試センター試験の英語の試験問
題について 2 項目から 8 項目からなるテストレットに
まとめて GRM による分析を行った。したがって，現実
のテスト場面では，5 項目以上からなるテストレットが
用いられる場合があることから，5 項目より多いテスト
レットの長さがパラメタの推定誤差の大きさに与える影
響について検討する必要があると考えられる。
　また，登藤 (2012a)(13)，登藤 (2012b)(14) ではテストレッ
トが長くなるにつれて能力パラメタ，項目パラメタの推
定誤差が大きくなることが示されている。しかし，登藤 
(2012a)(13)，登藤 (2012b)(14) では，テストレットの長さの
条件を変化させると同時に，テスト全体に含まれる局所
依存性を持つ項目数も変化していた。そのため，これら
の研究で能力パラメタ，項目パラメタの推定誤差が大き
くなったのは，テストレットが長いことによるものか，
テスト全体に含まれる局所依存性を持つ項目数が多いこ
とによるものかが区別できない。よって，テスト全体に
含まれる局所依存性を持つ項目数を統制した上で，テス
トレットの長さが IRT のパラメタの推定誤差の大きさに
与える影響について検討する必要があると考えられる。
４) 本研究の目的　石塚他 (2001)(5) は，大問形式による
テストについて，「選ばれたテーマによって出来不出来
の個人差が決まってしまう」こと，「最初の設問への正
誤によって続く設問への解答が誘導され易い」という問
題を挙げる一方で，「断片的な知識だけでなく，思考力
を図るのにも適した形式である」という点を指摘してい
る。思考力について中央教育審議会 (2013)(16) は，高等教
育段階で培うべき要素としており，「知識や技能を活用
して複雑な事柄を問題として理解し，答えのない問題に
解を見出していくための批判的，合理的な思考力をはじ
めとする認知的能力」を育むことが重要であると述べて
いる。以上のことを踏まえると，今後，思考力を測定す
るテストが研究場面や実践場面で多くなることが想定さ
れる。このとき，大問形式のテストが実施された場合に，
どのような分析モデルを適用するかが問題となる。
　本研究の目的は，テスト全体に含まれる局所依存性を
持つ項目数を統制し，テストレットの長さの条件によっ
て，局所依存性を考慮する場合と考慮しない場合との間
で，項目パラメタや能力パラメタの推定誤差の大きさに
差が見られるかを検討することである。本研究の意義と
して，大問形式のテストに対して IRT による分析を適
用する際において，テストレットの長さがどの程度の場
合において局所依存性を考慮するモデルを用いることが
IRT のパラメタの推定誤差の大きさという観点から有効
であるのかという知見が得られることが挙げられる。こ
のことにより，思考力や読解力を問う大問形式のテスト
を実施するという実践場面において，より推定精度の高
い分析モデルを選択できることが本研究の意義の一つで
あると考えられる。
２．方法
１) データ生成のモデル　本研究では，モンテカルロ法
を用いたシミュレーションによって，能力パラメタ，項
目パラメタの推定精度について検討する。モンテカルロ
法は解析的に解を求めることが難しい問題においても
実証的に解が求められることや，パラメタの値を操作
することで，複数の要因について検討できるという利
点がある (Harwell, Stone, Hsu & Kirisci, 1996)(17)。ただし，
Harwell et al. (1996)(17) はモンテカルロ法の欠点として，
シミュレーションモデルの条件がどれだけ現実的である
かによって結果が変わることを挙げている。
　シミュレーションによりデータを生成する際に，テス
トレットの長さと局所依存性の強さについて複数の条
件をおいた。シミュレーションの条件については，登
藤 (2012a)(13) および Zu & Liu (2010)(18) を参考に決定した。
また，本研究では，受験者数 1000 人，40 項目のテスト
を想定したシミュレーションを行った。40 項目のうち，
20 項目が局所依存性を持つ項目の数であるとし，ベイ
ズ変量効果モデル (Bayesian Random Effects Model: BREM, 
Bradlow, Wainer & Wang, 1999)(8) にしたがってデータを生
成した。
　BREM は，次の式 (4) で表わされる。
　　　　 　　　  　  　(4)
 
　Pj (θi) は，受験者 i の，項目 j に対する正答確率を表す。
また，aj は項目 j の識別力パラメタ，bj は項目 j の困難
度パラメタを表し，これらのパラメタを項目パラメタと
呼ぶ。θi は受験者 i の能力パラメタを表す。γid(j) は，θi
とは別の受験者 i の能力パラメタを表す。この能力パラ
メタは，項目 j が含まれる大問 d(j) のみに関する能力を
表す。
　γid(j) は事前分布として，
　　　　 　　　　　　  　　　　 　　 (5)
が仮定される。σ2γid(j) は，大問 d(j) における局所依存性の
強さを示す。σ2γid(j)=0 の場合，大問 d(j) に対する γid(j) が
全ての受験者に対して 0 となる。このとき，大問 d(j) に
含まれるすべての項目で局所独立性の仮定が満たされる。
　生成されたデータに対し，局所依存性を考慮しないモ
デルとして 2PLM，局所依存性を考慮するモデルとして
GRM を適用してパラメタの推定を行った。
　局所依存性を考慮しないモデルとして 2PLM を用いた
のは，本研究の先行研究である Tuerlinckx & De Boeck 
(2001)(11)，登藤 (2012a)(13)，登藤 (2012b)(14) が用いている
モデルであり，これらの研究結果との比較を可能にする
ためである。
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　また，局所依存性を考慮するモデルとして GRM を
用いたのは，先行研究である DeMars (2006)(12) や登藤 
(2012a)(13) が用いているモデルであり，結果の比較を
行うためである。また，IRT の分析ソフトウェアであ
る PARSCALE (Muraki & Bock, 1997)(19) や MULTILOG 
(Thissen, 1991)(20)，R の ltm パッケージで GRM に対応し
ていることから，BREM よりも GRM がテストデータの
分析の場面でより広く用いられていると考えられるため
である。
　これら 2 つのモデルのそれぞれから得られるパラメタ
の推定値とパラメタの真値を比較し，パラメタの推定誤
差の大きさについて検討する。
２)シミュレーションモデル　データの発生にはR ver. 2. 
15. 2を用いた。また，2PLM，GRMにおける項目パラメタ，
能力パラメタの推定には IRTPRO ver. 2. 1 (Cai, Thissen & 
du Toit, 2011)(21) を用いた。
　シミュレーションに用いるデータは，BREM により生
成した。式 (4) および式 (5) より，BREM からデータを
生成する際に必要となるパラメタは aj，bj，θi，γid(j)，
σ2γid(j)である。能力パラメタは標準正規分布にしたがい，
1000 人分生成した。困難度パラメタは標準正規分布に
したがって 40 項目分，識別力パラメタは一様分布 U 
(0.5,2.5) にしたがって 40 項目分，生成した。
　識別力パラメタについては，BREM の真値を 2PLM
の分析から得られた推定値と比較可能にするため，Ip 
(2010)(22) に示される項目パラメタの変換を行った。Ip 
(2010)(22) は，BREM の識別力パラメタを次式 (6) に示す
係数λを乗じることにより，2PLM の識別力パラメタと
比較可能にする方法を示している。
　　　　 　　　
　   
　　　　　　　　　　　　　　　　　　　　　　　   
(6)
　なお，BREM と 2PLM の困難度パラメタは比較可能で
あることが Ip (2010)(22) により示されている。
　テストレットパラメタ γid(j) は，N(0,σ2γid(j)) から，テス
トレット 1 つあたり 1000 人分生成した。
３) シミュレーション条件　局所依存性の強さを表す
σ 2γid(j) の値について，σ
2
γid(j)=0.2,0.8,1.4 の 3 条件を設定した。
これらの値は，Li, Bolt & Fu (2005)(23)，Li, Bolt & Fu (2006)(24) 
が実際の大問形式の読解テストの分析から得た σ 2γid(j) の
値の範囲にある。これらの研究から得られた σ 2γid(j) の最
小値は 0.13，最大値は 2.1 である。
　また，テストレットの長さ T について，T=2 であるテ
ストレットが 10 ある条件，T=5 であるテストレットが 
4 つある条件，T=10 であるテストレットが 2 つある条
件の 3 条件を設定した。
　なお，すべての条件において，局所依存性を持つ項目
数は 20，局所独立性を満たす項目数は 20 である。
　テストレットの局所依存性の強さの 3 条件，テスト
レットの長さの 3 条件を組み合わせ，9 つの条件におけ
るシミュレーションデータを生成する。それぞれの条件
のシミュレーションデータを 50 回生成し，パラメタの
推定を行った上で，それぞれのパラメタの推定誤差の大
きさについて検討を行う。
４) パラメタの推定誤差の指標　それぞれのデータに対
して，2 つの分析方法を適用する。
　1 つ目の分析方法は，40 項目全てに対して 2PLM によ
る分析を行うものである。これを 2PLM 単一分析と呼ぶ。
　2 つ目の分析方法は，局所独立性の仮定が満たされる
20 項目については 2PLM による分析を行い，テストレッ
トに含まれる 20 項目については，反応データをテスト
レットに関して合計し，GRM により分析を行う。この
分析を，2PLM+GRM 分析と呼ぶ。
　2PLM 単一分析と 2PLM+GRM 分析のそれぞれから求
めた能力パラメタの推定値と真値について，また，項目
パラメタの推定値と真値について，MD (Mean Difference) 
と RMSE (Root Mean Square Error) を指標として求める。
MD はパラメタの推定値の過大推定または過小推定の程
度を示し，正の値である場合に過大推定の傾向があるこ
とを，負の値である場合に過小推定の傾向があることを
示す。RMSE はパラメタの推定の誤差を示し，値が高く
なるほどパラメタの推定の誤差が大きいことを示す。
　MD と RMSE について，それぞれ式 (7)，式 (8) に示す。
　　　　 　　　  　　　　　　 (7)
　　　　 　　　    　　　　　    (8)
　 λ は能力パラメタまたは項目パラメタのベクトルを示
す。 λ^r は r 回目の推定で得られた能力パラメタまたは項
目パラメタの推定値のベクトルである。また， λ r は r 回
目の推定における能力パラメタまたは項目パラメタの真
値のベクトルである。
　本研究では，パラメタの推定値について，真値と同じ
平均や分散を持つように標準化することは行っていな
い。これは，パラメタの推定値の誤差の大きさや方向性
について，真値と比較することにより検証を行うためで
ある。
　能力パラメタの MD，RMSE については，受験者数に
ついて平均をとったものを平均 MD，平均 RMSE として
能力パラメタの推定誤差の大きさの指標とする。
　また，局所独立性を満たす項目の困難度パラメタ，識
別力パラメタについては，それぞれ 20 項目の平均 MD，
平均 RMSE を求め，項目パラメタの推定誤差の大きさの
指標とする。
　本研究では，局所依存性を持つ項目の困難度パラメ
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タ，識別力パラメタの推定誤差の大きさについて，分析
モデル間の比較を行っていない。2PLM+GRM 分析では，
局所依存項目に対し，反応データを多値データとしてま
とめた上で GRM を適用しているため，BREM や 2PLM
から得られる真値との比較を行うことができないためで
ある。したがって，局所依存項目の識別力パラメタ，困
難度パラメタの推定誤差の大きさについては，2PLM 単
一分析の結果のみを示す。
５) シミュレーションの手順　本研究のシミュレーショ
ンの手続きは，以下のようにまとめられる。
Step1.　能力パラメタ，困難度パラメタ，識別力パラメタ，
γid(j) のそれぞれの真値を乱数から生成する。γid(j) は局
所依存性の強さの条件にしたがい，N(0,σ 2γid(j)) から生
成する。
Step2.　生成されたパラメタの真値をもとに，局所独立
性を満たす 20 項目は 2PLM にしたがい，局所依存性
を持つ 20 項目は BREM にしたがい，正答確率行列 K
を生成する。
Step3.　U(0,1) から一様乱数を生成し，正答確率行列 K
と等しい要素数を持つ一様乱数行列 L を生成する。
Step4.　行列 K，L の各要素を比較し，受験者 i の項目 j
に対する応答が，kij ≥lij ならば 1，kij < lij ならば 0 とお
いた項目反応行列 M を生成する。このとき，項目反
応行列 M の各要素の 1 は正答を，0 は誤答を意味する。
Step5.　Step 4. で生成された項目反応行列 M のうち，テ
ストレットとおいた 20 項目の各要素について，テス
トレットごとに合計し，項目反応行列 N を生成する。
Step6.　 項目反応行列 M を用いて 2PLM 単一分析，項目
反応行列 N を用いて 2PLM+GRM 分析を行い，それぞ
れの項目反応行列から能力パラメタ，項目パラメタの
推定を行う。
Step7.　Step1. から Step6. までを 50 回繰り返す。
Step8.　局所依存項目の識別力パラメタについて，Ip 
(2010)(22) の方法を用いて BREM における識別力パラメ
タの真値を 2PLM における識別力パラメタの推定値と
比較可能になるように変換する。
Step9.　50 回分の 2PLM 単一分析と 2PLM+GRM 分析か
ら得られたパラメタの推定値と，パラメタの真値を比
較し，能力パラメタ，局所独立項目の項目パラメタ，
2PLM 単一分析の局所依存項目の項目パラメタのそれ
ぞれにおいて平均 MD，平均 RMSE を算出する。
　以上の過程から得られた，各条件における平均 MD，
平均 RMSE から，テストレットの長さがパラメタの推定
誤差の大きさに与える影響について検討する。
３．結果
　2PLM 単一分析と 2PLM+GRM 分析から得られた平均
MD について，図 1 に示す。以下に示す図において，局
所依存性の強さの条件について，σ 2 として示している。
σ2=0.2 の場合，局所依存性の強さにおいて σ 2γid(j)=0.2 の
条件であることを示す。
　図 1 より，全ての条件について能力パラメタの平均
MD は，ほぼ 0 であることが示された。能力パラメタの
推定において，局所依存性の強さやテストレットの長さ
によらず，過大推定や過小推定の傾向は示されなかった。
　2PLM 単一分析と 2PLM+GRM 分析から得られた能力
パラメタの平均 RMSE について，図 2 に示す。
　図 2 より，局所依存性が強くなるほど平均 RMSE が大
きくなることが示された。また，σ 2γid(j)=0.8 以上の場合，
テストレットが長くなるほど平均 RMSE が大きくなるこ
とが示された。特に，2PLM 単一分析においてテストレッ
トが長い場合に能力パラメタの平均 RMSE が大きくなっ
た。
図 2　能力パラメタの平均 RMSE
図 1　能力パラメタの平均 MD
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　テストレットの長さが 2 項目である場合，全ての局所
依存性の強さの条件において 2PLM+GRM 分析の平均
RMSE が 2PLM 単一分析の平均 RMSE とほぼ同じ値を示
している。テストレットの長さが 2 項目かつ σ 2γid(j)=0.2
である場合の平均 RMSE は，2PLM 単一分析において
0.282，2PLM+GRM 分析の平均 RMSE において 0.288 と
いう値が得られた。また，テストレットの長さが 2 項目
かつ σ 2γid(j)=1.4 の場合の平均 RMSE は，2PLM 単一分析に
おいて 0.336，2PLM+GRM 分析において 0.334 という値
が得られた。テストレットの長さが 2 項目の場合におい
ては，2PLM 単一分析と 2PLM+GRM 分析の能力パラメ
タの推定誤差の大きさはほぼ変わらないことが示唆され
る。
　テストレットの長さが 10 項目である場合，σ 2γid(j)=1.4 の
場合の平均 RMSE において，2PLM+GRM 分析から得ら
れた値が 2PLM 単一分析から得られた値と比較して，
0.144 小さい値が得られた。
　テストレットが長くなるにつれて，また，局所依存性
が強くなるにつれて，2PLM+GRM 分析の能力パラメタ
の平均 RMSE は 2PLM 単一分析から求めるより値が小さ
くなる傾向が見られた。
　2PLM 単一分析と 2PLM+GRM 分析から得られた局所
独立項目の識別力パラメタの平均 MD を図 3 に示す。
　図 3 より，2PLM 単一分析の場合，テストレットが長く，
局所依存項目の局所依存性が強い場合に，局所独立項目
の識別力が過小推定される傾向があることが示された。
一方，2PLM+GRM 分析においては，テストレットが長く，
局所依存項目の局所依存性が強い場合においても，局所
独立項目の識別力パラメタについて過小推定される傾向
は示されなかった。
　なお，σ 2γid(j)=1.4 かつテストレットの長さが 10 の場合
の 2PLM 単一分析においては，局所独立項目の識別力パ
ラメタの真値が大きくなるにつれて過小推定の程度が大
きくなることが確認された。識別力パラメタの真値と識
別力パラメタの MD の散布図について，図 4 に示した。
　識別力パラメタが 1 未満のときの平均 MD は -0.08，1
から 2 のときの平均 MD は -0.22，2 以上のときの平均
MD は -0.42 となった。一方，2PLM+GRM 分析や，テス
トレットの長さが 2，5 のときの 2PLM 単一分析の場合
においてはこのような傾向は見られず，識別力パラメタ
の真値によらず MD は 0 に近い値をとった。
　2PLM 単一分析と 2PLM+GRM 分析から得られた局所
独立項目の識別力パラメタの平均 RMSE を図 5 に示す。
　図 5 より，局所依存性の強さの条件が σ 2γid(j)=1.4 かつ
テストレットの長さが 10 の場合の 2PLM 単一分析にお
いて局所独立項目の識別力パラメタの平均 RMSE が大き
くなることが示された。2PLM+GRM 分析と比較すると，
2PLM 単一分析から得られた平均 RMSE は約 0.163 大き
い値を示している。
　一方で，局所依存性の強さの条件が σ 2γid(j)=0.8 以下，
またはテストレットの長さが 5 項目以下の条件において
図 3　局所独立項目の識別力パラメタの平均 MD
図 5　局所独立項目の識別力パラメタの平均 RMSE
図 4　局所依存性の強さ 1.4，テストレットの長さ 10 の
2PLM 単一分析の，識別力パラメタ真値と MD の散布図
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は，全ての条件の平均 RMSE が 0.160 に近い値を取っ
ており，2PLM+GRM 分析と 2PLM 単一分析との平均
RMSE の値に大きな差が見られなかった。
　局所独立項目の識別力パラメタの推定誤差の大きさに
ついてまとめる。2PLM 単一分析ではテストレットが長
く，局所依存項目の局所依存性が強い場合に識別力パラ
メタの過小推定が確認された。また，2PLM 単一分析の
場合，2PLM+GRM 分析と比較して，テストレットの長
さが 10，σ 2γid(j)=1.4 の時に平均 RMSE が大きい値を示した。
一方で，2PLM+GRM 分析はテストレットの長さの条件
によらず，局所独立項目について識別力パラメタの過小
推定の傾向を示すことはなかった。また，2PLM+GRM
分析から求められる平均 RMSE についてはテストレット
の長さに関わらず，ほぼ同じ値を示した。
　2PLM 単一分析から得られた局所依存項目の識別力パ
ラメタの平均 MD を図 6 に示す。
　図 6 より，σ 2γid(j)=0.8 以上の条件において，テスト
レットが長くなるにつれて，局所依存項目の識別力パ
ラメタの過大推定の程度が大きくなる傾向が示された。
σ 2γid(j)=0.8 の場合，テストレットの長さが 5 項目のときに
平均 MD は 0.093，10 項目のときに 0.231 となった。また，
σ 2γid(j)=1.4 の場合，テストレットの長さが 5 項目であると
きに平均MDは0.147，10項目であるときに0.460となった。
　ただし， σ 2γid(j)=0.2 の場合は，テストレットの長さが 10
項目の条件においても識別力パラメタの過大推定の程度
は他の条件と比較して特に高くならなかった。また，テ
ストレットの長さが 2 項目である場合，局所依存性の強
さが異なる場合においても平均 MD の値に比較的大きな
差が見られず，最小で 0.020，最大で 0.035 であった。
　2PLM 単一分析から得られた局所依存項目の識別力パ
ラメタの平均 RMSE を図 7 に示す。
　図 7 より， σ 2γid(j)=0.8 以上の条件において，テストレッ
トが長くなるにつれて，局所依存項目の識別力パラメ
タの平均 RMSE が大きくなる傾向が示された。特に，テ
ストレットの長さが 10 項目であるときに平均 RMSE
が大きくなり，σ 2γid(j)=0.8 の条件で平均 RMSE は 0.298，
σ 2γid(j)=1.4 の条件で平均 RMSE は 0.561 となった。
　2PLM 単一分析と 2PLM+GRM 分析から得られた局所
独立項目の困難度パラメタの平均 MD を図 8 に示す。
　図 8 より，全ての条件について平均 MD は，ほぼ 0 で
あることが示された。局所依存性の強さやテストレット
の長さによらず，局所独立項目の困難度パラメタの平均
的な大きさは，真値と推定値とでほぼ同じであることが
示された。 
　ただし，σ 2γid(j)=1.4 かつテストレットの長さが 10 の場
合の 2PLM 単一分析においては，困難度パラメタの真値
によって MD の傾向が異なることが確認された。このこ
とについて，困難度パラメタの真値と困難度パラメタの 
MD の散布図について，図 9 に示した。
　困難度パラメタが 1 以下のときの平均 MD は -0.15，1 以
上のときの平均 MD は 0.18 となった。一方，2PLM+GRM
図 7　局所依存項目の識別力パラメタの平均 RMSE
図 8　局所独立項目の困難度パラメタの平均 MD
図 6　局所依存項目の識別力パラメタの平均 MD
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分析や，テストレットの長さが 2，5 のときの 2PLM 単
一分析の場合においてはこのような傾向は見られず，困
難度パラメタの真値によらずMDは0に近い値をとった。
　2PLM 単一分析と 2PLM+GRM 分析から得られた局所
独立項目の困難度パラメタの平均 RMSE を図 10 に示す。
　図 10 より，テストレットが 10 項目であり，σ 2γid(j)=1.4
である条件において 2PLM 単一分析を行った場合の局所
独立項目の困難度パラメタの平均 RMSE が，他の条件と
比べて比較的高い値を示していることが分かる。一方
で，2PLM+GRM 分析を行った場合は，テストレットの
長さや局所依存性の強さに関わらず，ほぼ同じ値を示し
た。
　テストレットが 10 項目，σ 2γid(j)=1.4 である条件の
2PLM+GRM 分析と 2PLM 単一分析の平均 RMSE の差は，
0.064 であった。
　ただし，局所独立項目の困難度パラメタの平均 RMSE
は，能力パラメタや識別力パラメタにおける平均 RMSE
の値と比較して全体的に低い値である。2PLM 単一分析
と 2PLM+GRM 分析の平均 RMSE の差についても，他の
パラメタの結果と比べて小さい値を示した。
　2PLM 単一分析から得られた局所依存項目の困難度パ
ラメタの平均 MD を図 11 に示す。
　図 11 より，全ての条件において平均 MD の値がほぼ
0 であることから，局所依存性の強さやテストレットの
長さによらず，局所依存項目の困難度パラメタの平均
MD について，過大推定や過小推定の傾向は示されな
かったと考えられる。
　2PLM 単一分析から得られた局所依存項目の困難度パ
ラメタの平均 RMSE を図 12 に示す。
　図 12 より，テストレットが長いほど 2PLM 単一分析に
おける局所依存項目の困難度パラメタの平均 RMSE が
高くなる傾向が見られる。特に σ 2γid(j)=1.4 の場合は平均
RMSE が大きくなり，テストレットの長さが 10 項目で
ある場合は 0.245 と，他の条件と比較して大きい値を示
した。
　局所依存項目の困難度パラメタの平均 RMSE は，局所
独立項目の困難度パラメタの平均 RMSE と比較して大き
い値を示している。ただし，能力パラメタや識別力パラ
図 10　局所独立項目の困難度パラメタの平均 RMSE
図 11　局所依存項目の困難度パラメタの平均 MD
図 12　局所依存項目の困難度パラメタの平均 RMSE
図 9　局所依存性の強さ 1.4，テストレットの長さ 10 の
2PLM 単一分析の，困難度パラメタ真値と MD の散布図
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メタにおける平均 RMSE の値と比較すると全体的に低い
値である。
 ４．考察
１) 先行研究との比較　DeMars (2006)(12) や登藤 (2012a)
(13) では，局所依存性を考慮するモデルと考慮しないモ
デルとで能力パラメタの推定誤差が大きく変わらないこ
とが報告されていた。しかし，本研究では，テストレッ
トの長さや局所依存性の強さによっては，モデル間で能
力パラメタの推定誤差において比較的大きな差が見られ
るという結果が得られた。
　DeMars (2006)(12) では，受験者数が 2000 人のデータ，
テストレットの長さが 5 項目であるデータから能力パラ
メタの平均 RMSE を求めた上で，局所依存性を考慮する
モデルと考慮しないモデルのどちらにおいても，能力パ
ラメタの推定誤差の大きさが同等であると結論付けてい
る。分析モデル間の平均 RMSE の差は，最大で 0.02 で
あった。また，登藤 (2012a)(13) では，受験者数 1000 人
のデータで，5 項目の長さのテストレットが 4 つあり，
σ 2γid(j)=1.4 である条件を検討しているが，GRM，BREM，
2PLM の間に能力パラメタの平均 RMSE に 0.05 以上の差
が見られず，分析モデル間に大きな差が見られなかった
と結論付けている。一方，本研究においては，テスト
レットの長さが 10 項目かつ σ 2γid(j)=1.4 である条件におい
て，2PLM+GRM 分析は 2PLM 単一分析と比較して平均
RMSE に 0.144 の差が示され，能力パラメタの推定誤差
に比較的大きな差が見られた。
　本研究において能力パラメタの平均 RMSE において，
2 値データと多値データに 0.05 より大きな差が見られ
たのは，テストレットの長さが 10， σ 2γid(j)=1.4 の条件の
みであった。この条件において，DeMars (2006)(12) や登
藤 (2012a)(13) で報告されている分析モデル間の能力パラ
メタの平均 RMSE の差より大きな値を示した。先行研究
と本研究から得られた，能力パラメタの平均 RMSE につ
いて，表 1 に示す。表 1 より，テストレットが 5 項目で
ある場合は本研究，先行研究とともに平均 RMSE におい
て分析モデル間の差が小さいが，テストレットが 10 項
目である場合に比較的大きな差が見られることが示され
る。以上のことから，テストレットが 5 項目より長く，
比較的強い局所依存性が予想される場合は，局所依存性
を考慮するモデルを用いる方が，用いない場合より，能
力パラメタにおいてより高い推定精度が得られると考え
られる。また，DeMars (2006)(12) と同様，条件によって
は局所依存性を考慮するモデルを用いる方が，用いない
場合よりも能力パラメタの推定誤差が大きくなる場合が
あることが示された。本研究では σ2=0.2，テストレット
の長さが 2 の条件において，2PLM+GRM 分析の能力パ
ラメタの推定誤差が 2PLM 単一分析の推定誤差より，お
よそ 0.01上回っている。ただし，この差はDeMars (2006)(12) 
がほぼ同等であると解釈した，0.02 の差を下回っている。
今回のシミュレーションにおいて，局所依存性を考慮す
るモデルを用いた時に，用いない場合と比較して能力パ
ラメタの推定誤差が特に大きくなる条件は無かったと考
えられる。
　項目パラメタの推定誤差の大きさについて，登藤 
(2012b)(14) と比較する。登藤 (2012b)(14) では受験者数
が 300 人，5 項目の長さのテストレットが 4 つあり， 
σ 2γid(j)=1.4 である条件を検討している。この条件の場合，
2PLM による分析を行った場合において局所依存項目の
識別力パラメタに約 0.20 の過大推定があることを示し
た。一方，本研究では，テストレットの長さが 5 項目， 
σ 2γid(j)=1.4 の条件において，局所依存項目の識別力パラメ
タについて約 0.15 の過大推定があった。
　本研究の条件では，テスト全体の項目数が 40 項目，受
験者数が 1000 人と，項目数，受験者数が登藤 (2012b)(14) 
より多いことから，やや低い平均 MD が得られたと考
えられる。また，本研究ではテストレットの長さが 10
項目であるときの平均 MD は， σ 2γid(j)=0.8 の条件で 0.231，
σ 2γid(j)=1.4 の条件で 0.460 という値が得られた。これらの
値は，登藤 (2012b)(14)の示した，5項目からなるテストレッ
表１　先行研究と本研究から得られた能力パラメタの平均 RMSE の条件間の比較
－ 10 －
トを条件としたときのおよそ 0.20 の識別力パラメタの
過大推定より大きい。したがって，テストレットが長い
場合において，識別力パラメタがより大きく過大推定さ
れることが示唆される。
　また，登藤 (2012b)(14) では 2PLM による分析における
局所依存項目の識別力パラメタの平均 RMSE と困難度パ
ラメタの平均 RMSE はそれぞれともに，最大でおよそ
0.25 の値を示している。本研究ではテストレットの長さ
が 10 項目の場合に項目パラメタの平均 RMSE の値が 0.25
を上回る条件があった。識別力パラメタの平均 RMSE に
ついて，局所依存性の強さが σ 2γid(j)=0.8 の条件で 0.298，
σ 2γid(j)=1.4 の条件で 0.561 という値が得られた。ただし，
困難度パラメタの平均 RMSE については， σ 2γid(j)=1.4 の条
件において 0.245 という値が得られ，登藤 (2012b)(14) と
同等の大きさであった。
　局所依存性を持つ項目に対して 2PLM を適用した場合
について先行研究と比較すると，テストレットの長さ
が 10 項目かつ σ2γid(j)=0.8 以上の条件において，識別力パ
ラメタの推定誤差は特に大きくなると考えられる。ただ
し，困難度パラメタの推定誤差の大きさは先行研究と同
等の値である。識別力パラメタと比較すると，困難度パ
ラメタはテストレットが長い場合においても，推定誤差
が大きくならないと考えられる。
　また，Tuerlinckx & De Boeck (2001)(11) は，データに局
所依存性が含まれる場合に局所依存性を考慮しないモデ
ルを適用すると，局所依存項目の識別力パラメタは過大
推定され，局所独立項目の識別力パラメタは過小推定さ
れることが報告されているが，本研究ではその知見を支
持する結果が得られた。また，テストレットが長く，局
所依存性が強くなるにつれて，局所独立項目の識別力パ
ラメタがより大きく過小推定され，局所依存項目の識別
力パラメタがより大きく過大推定されることが示された。
　また，これまで，局所独立項目の項目パラメタについ
ては局所依存性を考慮する場合と考慮しない場合との間
の推定誤差の比較は検討されていなかった。本研究で
は，テストレットの長さが 10 項目以上かつ σ 2γid(j)=1.4 の
場合において，局所依存性を考慮する場合に，局所依存
性を考慮しない場合と比較して，局所独立項目の識別力
パラメタの過小推定が見られず，項目パラメタの推定誤
差がより小さくなることが示された。
２) 総合考察　本研究の目的は，テストレットの長さの
条件によって，局所依存性を考慮する場合と考慮しない
場合との間で，項目パラメタや能力パラメタの推定誤差
の大きさに差が見られるかを検討することであった。本
研究の結果から，テストレットの長さによって，局所依
存性を考慮する場合としない場合との間で，能力パラメ
タ，項目パラメタの推定誤差の大きさに差が見られた。
　テストレットの長さが 10 項目，σ 2γid(j)=1.4 の場合にお
いて，局所依存性を考慮するモデルは考慮しないモデル
と比較して，能力パラメタの平均 RMSE において 0.144
低い値が得られた。しかし，それ以外の条件は能力パ
ラメタの平均 RMSE について，分析方法の間の差は 0.05
以下であることが示され，大きな差が見られなかった。
能力パラメタの推定誤差を小さくするという目的から局
所依存性を考慮するモデルを適用するのは，テストレッ
トの長さが 5 項目を上回り，局所依存性が強い場合にお
いて有効であることが示唆される。
　局所独立項目の識別力パラメタの平均 MD については，
テストレットの長い場合や局所依存性が強い場合におい
ても，考慮しない場合と比較して 0 に近い値が得られた。
局所依存性が強くなるにつれ，また，テストレットが長
くなるにつれ，局所依存性を考慮しない場合は局所独立
項目の識別力パラメタが過小推定されるが，局所依存性
を考慮する場合にはその傾向が見られなかった。
　特にテストレットの長さが 10 項目， σ 2γid(j)=1.4 の場合
において，局所独立項目の識別力パラメタの真値が高く
なるにつれて，識別力パラメタの過小推定の程度が大き
くなるという傾向が見られた。この傾向は，テストレッ
トの長さが 2，5 である場合や，局所依存性を考慮する
モデルを用いた場合では見られなかった。
　また，局所独立項目の識別力パラメタの平均 RMSE に
ついては，テストレットの長さが 10 項目， σ 2γid(j)=1.4 の
場合において，局所依存性を考慮する場合，考慮しない
場合よりも 0.162 小さい値が得られた。
　一方，局所独立項目の困難度パラメタの平均 RMSE に
ついては，局所依存性を考慮する場合と考慮しない場合
の差が 0.064 と，比較的小さい値が得られた。局所依存
性を考慮する場合において，局所独立項目の識別力パラ
メタの推定誤差は小さくなるが，困難度パラメタの推定
誤差は比較的小さくならないことが示唆された。ただ
し，困難度パラメタの MD については，テストレットの
長さが 10 項目， σ 2γid(j)=1.4 の場合の 2PLM 単一分析にお
いてのみ，困難度パラメタの真値が 0 より大きい場合は
過大推定，0 より小さい場合は過小推定が起こることが
確認された。
　以上のことをまとめると，一定の局所依存性の強さが
見込まれ，かつテストレットの長さが 10 項目程度であ
る場合には局所依存性を考慮するモデルを用いるほうが
IRT の分析において，能力パラメタや項目パラメタにつ
いて，より高い推定精度が得られると考えられる。また，
局所依存性が弱い場合や，テストレットの長さが短い場
合は，局所依存性を考慮するモデルと，考慮しないモデ
ルとの間で，能力パラメタや項目パラメタの推定精度は
同程度であることが示唆された。
３) 今後の課題　今後の課題として，シミュレーション
において検討する条件について，より詳しく検討するこ
－ 11 －
とが挙げられる。
　まず，データの分析モデルについてである。本研究で
は局所依存性を考慮するモデルとしてGRMを用いたが， 
BREM をはじめとした他のモデルを用いた分析を用いる
ことが考えられる。より多くの分析モデルを適用するこ
とにより，分析モデルが異なる場合においても今回の研
究結果と同様の結果が得られるか，あるいは，よりパラ
メタの推定誤差の小さいモデルはないかということにつ
いて検討することができる。特に，BREM はデータ発生
モデルとして用いたため，分析モデルとして扱うことが
考えられる。データ発生モデルと同じモデルを分析モデ
ルとし，パラメタの推定誤差の大きさを求めることで，
データ発生モデルと同じ分析モデルのパラメタの推定誤
差と比較して，他のモデルはどの程度の推定誤差の大き
さが得られるかについて検討することができる。
　また，本研究で検討したテストレットの長さ，局所依
存性の強さの条件について，より多くの条件を設定した
上で検討することが考えられる。例えば，本研究ではテ
ストレットの長さが 10 項目である場合において局所依
存性を考慮しないモデルのパラメタの推定誤差がより大
きくなるという結果が得られたが，5 項目から 10 項目
の間のテストレットの長さの条件を設けた上で検討する
ことが考えられる。また，今回はテストレットの長さ
が 2 項目である場合には局所依存性が強い場合において
も，局所依存性を考慮するモデルと考慮しないモデルと
の間にパラメタの推定誤差の大きさに差が見られなかっ
た。しかし，極端に高い局所依存性が考えられる場合に
おいても同様の結果が得られるかについては検討の余地
があると考えられる。今回設定した局所依存性の強さは
実際のテストデータから得られた知見をもとにしてお
り，テストの内容は言語，読解，分析推論であった。し
かし，Yen (1993)(3) は数学テストにおいて，同じデータ
に対して似た計算を行う場合や，ある項目の答えを次の
答えに用いる場合に特に強い局所依存性があったことを
示している。そのような場合に，BREM による分析を行
うと σ 2γid(j) の値はどの程度の値を示すのか，2 項目間に
極端に高い局所依存性が見られた場合においても，局所
依存性を考慮しないモデルと考慮しないモデルとの間に
パラメタの推定誤差の大きさに差が見られないかどう
か，項目パラメタの過大推定，過小推定の程度が小さい
かについて検討することが考えられる。また，シミュレー
ションの条件をより多く設定することにより，本研究で
得られた結果が系統だったものになっているかどうかを
確認することができる。例えば，本研究ではテストレッ
トが長くなるほど能力パラメタや項目パラメタの推定精
度が悪化することが示唆されているが，テストレットの
長さが 10 項目を超える場合においても同様に推定精度
が悪化するかどうかについては今後の課題として残され
ている。
　また，テスト全体の項目数，テストレットの長さ，局
所依存項目の割合のうち，本研究ではテスト全体の項目
数と局所依存項目との割合を統制し，テストレットの長
さを変化させる場合のみを検討した。この他，テスト全
体の項目数を変化させるシミュレーションや，局所依存
項目の割合を変化させるシミュレーションも考えること
ができる。これらを検討することで，どの要因がより大
きく能力パラメタや項目パラメタの推定精度に影響する
のかが明らかになると考えられる。
　最後に，本研究で得られた結果が，シミュレーション
によって得られたものであるという課題が残されてい
る。実際のテストデータでは，シミュレーションで生成
したデータよりモデルの適合度が低いことが考えられ
る。また，大問ごとの問題形式への慣れや疲労効果など
の，シミュレーションで想定しなかった要因がパラメタ
の推定精度に影響する可能性がある。本研究から得られ
た結果が，実際のテストデータにおいても同様であるか
どうかについては，更なる検討が必要であると考えられ
る。
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