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Abstract
Matrix completion is about recovering a matrix from its partial revealed entries, and it can often be
achieved by exploiting the inherent simplicity or low dimensional structure of the target matrix. For
instance, a typical notion of matrix simplicity is low rank. In this paper we study matrix completion
based on another low dimensional structure, namely the low rank Hankel structure in the Fourier domain.
It is shown that matrices with this structure can be exactly recovered by solving a convex optimization
program provided the sampling complexity is nearly optimal. Empirical results are also presented to
justify the effectiveness of the convex method.
1 Introduction
This paper considers the problem of matrix completion which is about filling in the missing entries of a
matrix. Letting X\ ∈ Cd×n be the target matrix and Ω ⊂ [d] × [n] be a subset of indices corresponding to
the observed entries, the matrix completion problem can be expressed as:
Find the matrix X\ from PΩ(X\),
where PΩ denotes the sampling operator which only acquires the matrix entries in Ω. Despite the simplicity
of this problem, it has many applications, such as sensor network localization [1], collaborative filtering [2],
and multi-class learning [3].
Without any additional assumptions, matrix completion is an ill-posed problem which does not even have
a unique solution. Therefore computationally efficient solution to this problem is typically based on certain
intrinsic low dimensional structures of the matrix. A notable example is low rank matrix completion where
the target matrix is assumed to be low rank. From the pioneering work of Cande`s and Recht [4], low rank
matrix completion has received plenty of attention both from the theoretical and algorithmic aspects, see
[5, 6, 7, 8, 9, 10, 11] and references therein.
In this paper a different simple structure in the Fourier domain will be exploited for matrix completion.
Let H be a linear operator which maps a vector x ∈ C1×n into an n1 × n2 Hankel matrix,
H(x) =

x1 x2 x3 · · · xn2
x2 x3 x4 · · · xn2+1
x3 x4 x5 · · · xn2+2
...
...
...
. . .
...
xn1 xn1+1 xn1+2 · · · xn
 ∈ Cn1×n2 ,
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X\ X̂\ = FX\ diag(H(X̂\(1, :)), · · · ,H(X̂\(d, :)))
Figure 1: Illustration of the data structure model.
where xi is the ith entry of x and n + 1 = n1 + n2 . Let X̂
\ ∈ Cd×n be the matrix obtained by applying
the Discrete Fourier Transform (DFT) to each column of X\; namely, X̂\ = FX\, where F ∈ Cd×d is the
unitary DFT matrix. We will study matrix completion based on the low rank structure of the Hankel
matrices associated with each row of X̂\, which corresponds to different frequencies in the Fourier domain;
see Figure 1 for an illustration. Specifically, assuming
rank(H(X̂\(i, :))) = r  min(d, n), for all i = 1, · · · , d, (1.1)
we ask when and how we are able to recover the missing entries of X\ from the observed ones. The low rank
Hankel structure in the Fourier domain also arises in many applications, including seismic data de-noising
and reconstruction [12, 13, 14] and the finite rate of innovation model [15, 16].
Motivating example from seismic data analysis In seismology, a signal can be modeled as a superpo-
sition of plane waves in the temporal-spatial domain. For simplicity, consider a 2-dimensional seismic signal
with r dipping events (plane waves),
s(x, t) =
r∑
`=1
u`(t− p` · x), (1.2)
where t denotes the temporal direction, x denotes the spatial direction, u`(·) is a pulse or wavelet function,
and p` is the ray parameter of each waveform. After applying the Fourier transform to each spatial trace,
we have
sˆ(x, ω) =
r∑
`=1
A`(ω)e
−iωp`x, (1.3)
where ω denotes temporal frequency, and A`(ω) represents the amplitude for the `th event given by
A`(ω) =
∫ ∞
−∞
u`(t)e
−iωtdt.
By replacing the spatial variable x with its discrete counterpart x = k∆x for k = 1, · · · , n, we obtain the
discrete signal for one monochromatic temporal frequency ω,
sˆ =
[
sˆ1, · · · , sˆn
]
, where sˆk := sˆ(k∆x, ω) =
r∑
`=1
A`(ω)e
−iωp`k∆x . (1.4)
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Letting y` = e
−iωp`∆x , then a simple algebra yields that the Hankel matrix Hsˆ corresponding to sˆ has the
following Vandermonde decomposition:
H(sˆ) = LDRT,
where the matrices L and R are given by
L =

1 1 · · · 1
y1 y2 · · · yr
...
...
. . .
...
yn1−11 y
n1−1
2 · · · yn1−1r
 , R =

1 1 · · · 1
y1 y2 · · · yr
...
...
. . .
...
yn2−11 y
n2−1
2 · · · yn2−1r
 ,
and D = diag(A1(ω), · · · , Ar(ω)) is a diagonal matrix. If all y`’s are distinct and all A`(ω)’s are non-zeros,
it is not hard to see that H(sˆ) is a low rank matrix when r  min(n1, n2). Therefore, the seismic signal
exhibits a low rank Hankel structure in the Fourier domain for each fixed frequency. In fact, this structure
has been extensively used in seismic data processing, see for example [17, 18, 19, 20, 21, 22].
1.1 Methodology
In low rank matrix completion, one of the most widely studied method is nuclear norm minimization, where
the nuclear norm of a matrix is the sum of its singular values. As the tightest convex envelope of the matrix
rank, minimizing the nuclear norm of a matrix is able to promote the low rank structure. Here we also
attempt to complete X\ by solving a nuclear norm minimization problem,
minimize
X∈Cd×n
d∑
i=1
∥∥H (eTi FX)∥∥∗ subject to PΩ(X) = PΩ(X\), (1.5)
where ei is the i-th standard orthonormal basis of Rd, and eTi FX is just the i-th row of FX.
Note that (1.5) is a convex program which can be solved by some well established software packages.
Therefore we restrict our attention to the theoretical side of the problem and study when the solution to
(1.5) coincides with X\. In a nutshell, our result shows that
X\ can be reconstructed from about O(dr log3(dn)) observed entries by solving (1.5).
When X\ satisfies (1.1), it has O(dr) degrees of freedom which can be counted in the Fourier domain. Thus
the sampling complexity established in this paper is optimal up to a logarithm factor. The details of the
main theoretical result will be presented in Section 3. Next we consider the recovery of a special matrix.
A special example Let X\ be a rank-1 matrix given by
X\ =

1 0 · · · 0
1 0 · · · 0
...
...
. . .
...
1 0 · · · 0
 = 1eT1 ∈ Rd×n. (1.6)
Since the right singular vector of X\ is aligned with the canonical basis, we cannot expect to recover X\
from PΩ(X\) by solving the standard nuclear norm minimization problem,
minimize
X∈Cd×n
‖X‖∗ subject to PΩ(X) = PΩ(X\). (1.7)
Indeed, one can easily show that the solution to (1.7) cannot be X\ unless all the 1’s in the first column of
X\ are observed.
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Figure 2: Rate of successful recovery v.s. Sampling probability for the special example.
To see whether (1.5) can be used to fill in the missing entries of X\, we first test this by Monte Carlo
simulation. Here (1.5) is solved by SDPT3 [23] based on CVX [24, 25]. Assume that each entry of X\ is
observed independently with probability p. In our simulation we set d = 16, n = 47, and test 18 equispaced
values of p from 0.1 to 0.95. For each value of p, 50 trials are tested and a trial is declared to be successful
if the relative reconstruction error is less than 10−3. The rate of successful recovery out of 50 trials against
the sampling probability is presented in Figure 2. As can be seen from the figure, X\ can be successfully
recovered with probability at least 0.9 when p ≥ 0.35. This is essentially because after the Fourier transform
the first column of X\ becomes a 1-sparse vector and the convex program (1.5) reduces to the `1-minimization
method. The following theorem provides a formal justification of this observation.
Theorem 1.1. Suppose d = 2L for a positive integer L, and assume that each entry of the special matrix
X\ is observed independently with probability p. Then X\ can be exactly recovered by (1.5) with probability
at least
(
1− (1− p)d − dp(1− p)(d−1)) /2, which approaches 0.5 when d is sufficiently large.
We include the proof of this theorem in Appendix A since the key idea behind the proof is actually the
same as that for the proof of the main result. Overall, a dual variable needs to be constructed to certify
the optimality of X\. In addition, we would like to emphasize that the special example here merely shows a
different way to exploit the matrix structure, and it by no means suggests that the low rank Hankel structure
in the Fourier domain is more suitable than the low rank structure of the matrix itself for all the matrix
completion problems.
1.2 Related work
In addition to low rank matrix completion, this work is also related to spectrally compressed sensing, low
rank matrices demixing, and tensor completion via t-SVD.
Spectrally compressed sensing This line of research is about reconstructing a spectrally sparse signal
from a small number of time domain samples. It is indeed a special case of the problem studied in this
paper when d = 1. Both convex methods [26, 27, 28] and nonconvex methods [29, 30] have been proposed
and analyzed for spectral compressed sensing. In particular, a method called Enhanced Matrix Completion
(EMaC) is studied in the work of Chen and Chi [26], which seeks a successful recovery by minimizing the
nuclear norm of the Hankel matrix associated with the signal.
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Low rank matrices demixing Demixing problems appear in many applications and low rank matrices
demixing is concerned with the recovery of a few low rank matrices simultaneously from a single measurement
vector. In [31], McCoy and Tropp consider the demixing model of the form y = A
(∑d
i=1 UiXk
)
and they
propose to reconstruct {Xi} by minimizing a sum of the nuclear norms of all the constituent matrices.
Computationally efficient methods have been developed for low rank matrices demxing in [32] and the
exact recovery guarantees have been established based on the Gaussian measurement model. A joint blind
deconvolution and blind demixing problem has been studied in [33, 34], which can be reformulated as a
demixing problem of rank-1 matrices from rank-1 measurements. As we will see later, the problem of
recovering X\ from PΩ(X\) based on (1.1) can also be reformulated as a low rank matrices demixing problem.
Tensor completion via t-SVD A tensor is an N -way array. When N ≥ 3, there are various ways to
define tensor ranks, typically based on different tensor factorizations such as the CANDECOMP/PARAFAC
(CP) factorization [35, 36, 37], the Tucker factorization [38, 39], the Tensor Train factorization [40] , and
the t-SVD factorization [41, 42, 43, 44]. The philosophy behind our work is similar to that behind the
tensor completion model via t-SVD [45, 46, 47], both of which utilize the low rank structure in the transform
domain for data reconstruction. That being said, the t-SVD model cannot be used for matrix completion
but only work for high dimensional tensors as it does not involve another transformation from vectors to
structure matrices. Therefore, our result cannot be covered by those for tensor completion via t-SVD.
1.3 Organization
The remainder of this paper is organized as follows. Notation and preliminaries that are useful for our analysis
are given in Section 2. The exact recovery guarantee of (1.5) and numerical simulations are presented in
Section 3. The proofs of the exact recovery guarantee are provided from Section 4 to Section 6.
2 Notation and Preliminaries
Throughout this paper vectors and matrices are denoted by bold lowercase and bold uppercase letters,
respectively. Moreover, we often consider matrices in the Fourier domain, so there will be a hat over the letter
in this case. Operators are denoted by calligraphic letters. In particular, I denotes the identity operator.
For any matrix X, ‖X‖ , ‖X‖F and ‖X‖∗ denote its spectral norm, Frobenius norm and nuclear norm,
respectively. Given two complex matrices X and Y, their inner product is given by 〈X,Y〉 = trace(XYH).
For a natural number d, we use [d] to denote the set {1, · · · , d}. The conjugate of a complex number x ∈ C
is denoted by x¯.
Recall that H is a linear operator which associates a vector with a Hankel matrix. The adjoint of H,
denoted H∗, is a linear mapping from n1 × n2 matrices to vectors of length n,
[H∗(X)](a) =
∑
j+k=a+1
Xj,k, for any X ∈ Cn1×n2 , 1 ≤ a ≤ n.
Let D2 = H∗H. One can easily verify that D2 maps any vector x ∈ Cn to D2x = {waxa}na=1, where wa
denotes the number of entries on the a-th anti-diagonal of an n1 × n2 matrix,
wa = # {(j, k) | j + k = a+ 1, 1 ≤ j ≤ n1, 1 ≤ k ≤ n2} . (2.1)
Define G = HD−1. Then its adjoint is given by G∗ = D−1H and moreover we have G∗G = I. In addition,
{Ga = G(ea)}na=1 form an orthogonal basis of the set of Hankel matrices, where ea is the a-th standard basis
vector of Rn.
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With G defined as above, let Ĝ be an operator which maps a d×n matrix X to a d-block diagonal matrix
of the form
Ĝ(X) =
G(e
T
1 FX)
. . .
G(eTdFX)
 ∈ Cdn1×dn2 . (2.2)
The adjoint of Ĝ, denoted Ĝ∗, is given by
Ĝ∗(Ẑ) = F−1
(
d∑
i=1
eiG∗(Ẑi)
)
∈ Cd×n, where Ẑ ∈ Cdn1×dn2 is a d-block diagonal matrix. (2.3)
Furthermore, letting
Ĝ(ejeTk ) = Ĝj,k =
e
T
1 FejGk
. . .
eTdFejGk
 ∈ Cdn1×dn2 , (2.4)
we have the following lemma.
Lemma 2.1. The spectral norm of Ĝj,k satisfies ‖Ĝj,k‖ ≤ 1/
√
dwk.
Proof. It follows directly from the facts ‖Gk‖ ≤ 1/√wk and ‖Ĝj,k‖ = max1≤i≤d ‖(eTi Fej)Gk‖.
Let Ẑi = ÛiΣ̂iV̂
H
i be the compact singular value decomposition (SVD) of a rank-r matrix, where
Ûi ∈ Cn1×r, V̂i ∈ Cn2×r and Σ̂i ∈ Rr×r. The sub-differential of ‖ · ‖∗ at Ẑi is given by [48]
∂
∥∥∥Ẑi∥∥∥∗ = ÛiV̂Hi + {Ŵi : ŴHi Ûi = 0,ŴiV̂i = 0,∥∥∥Ŵi∥∥∥ ≤ 1} . (2.5)
It is also known that the tangent space of the fixed rank-r matrix manifold at Ẑi is given by [49]
T̂i =
{
ÛiÂ
H
i + B̂iV̂
H
i : Âi ∈ Cn2×r, B̂i ∈ Cn1×r
}
.
Given any matrix Ŵi ∈ Cn1×n2 , the projection of Ŵi onto T̂i can be computed using the formula
PT̂i(Ŵi) = ÛiÛHi Ŵi + ŴiV̂iV̂Hi − ÛiÛHi ŴiV̂iV̂Hi .
Let Ẑ = diag(Ẑ1, · · · , Ẑd), where each Ẑi is a rank-r matrix with the compact SVD Ẑi = ÛiΣ̂iV̂Hi . Define
T̂ = diag(T̂1, · · · , T̂d). For any d-block diagonal matrix Ŵ = diag(Ŵ1, · · · ,Ŵd), the projection of Ŵ onto
T̂ is given by
PT̂ (Ŵ) =

PT̂1(Ŵ1)
. . .
PT̂d(Ŵd)
 .
Lastly, our analysis relies on the Bernstein inequality, which is stated as follows.
Lemma 2.2 ([50, 26]). Suppose {X`}m`=1 are independent random matrices of dimension d1×d2 and satisfy
E
{
X`
}
= 0 and ‖X`‖ ≤ B. Define
σ2 = max
{∥∥∥∥∥
m∑
`=1
E
{
X`X
H
`
}∥∥∥∥∥ ,
∥∥∥∥∥
m∑
`=1
E
{
XH` X`
}∥∥∥∥∥
}
.
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Then the event ∥∥∥∥∥
m∑
`=1
X`
∥∥∥∥∥ ≤ c(√σ2 log(d1 + d2) +B log(d1 + d2)) (2.6)
occurs with probability at least 1− (d1 + d2)−c1 , where c, c1 > 0 are absolute constants.
3 Main results
To study the recovery guarantee of (1.5), we first reformulate it as a block diagonal low rank Hankel matrix
recovery problem. Given a matrix X ∈ Cd×n, let Ẑ = diag(Ẑ1, · · · , Ẑd) be a d-block diagonal matrix defined
as
Ẑ =
H(e
T
1 FX)
. . .
H(eTdFX)
 =
G(e
T
1 FXD)
. . .
G(eTdFXD)
 ∈ Cdn1×dn2 ,
where D is diagonal matrix with Dii =
√
wi. Then we have the following facts:
(I − ĜĜ∗)(Ẑ) = 0,
d∑
i=1
∥∥H (eTi FX)∥∥∗ = ∥∥∥Ẑ∥∥∥∗ , and PΩ(XD) = PΩĜ∗(Ẑ).
Therefore, (1.5) is equivalent to the following optimization problem in the Fourier domain,
minimize
Ẑ∈Cdn1×dn2
∥∥∥Ẑ∥∥∥∗
subject to (I − ĜĜ∗)(Ẑ) = 0 (3.1)
PΩĜ∗(Ẑ) = PΩĜ∗(Ẑ\),
which will be our primary focus in the later analysis.
Remark 3.1. As we have already mentioned earlier, (3.1) (or equivalently, (1.5)) is indeed a low rank Hankel
matrices demixing problem. This can be seen by defining Ai(Ẑi) = PΩ(F−1eiG∗(Ẑi)) and further noticing
that PΩĜ∗(Ẑ) =
∑d
i=1Ai(Ẑi),
Remark 3.2. Noticing that the (j, k)th entry of Ĝ∗(Ẑ) is given by
[Ĝ∗(Ẑ)]j,k = 〈ejeTk , Ĝ∗(Ẑ)〉 =
d∑
i=1
〈eTi FejGk, Ẑi〉 = 〈Ĝj,k, Ẑ〉,
the last constraint in (3.1) can be reformulated as
〈Ĝj,k, Ẑ〉 = 〈Ĝj,k, Ẑ\〉, (j, k) ∈ Ω.
This means (3.1) is also a low rank matrix recovery problem from a few coefficients in an orthogonal basis
[6]. However, we note that the performance guarantee establish in [6] does not apply here because we also
require the matrix to be Hankel and block diagonal.
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3.1 Exact recovery guarantee
As is typical in the analysis for low rank matrix completion, the recovery guarantee of (3.1) relies on a notion
of incoherence, which is defined as follows. Without loss of generality, we assume n1 = n2 = (n + 1)/2 in
the sequel; that is, H maps a vector of length n to a square Hankel matrix.
Definition 3.1 (Average Case Incoherence Property). Let Ẑ\ be a d-block diagonal matrix. Assume the
compact SVD of its ath-block diagonal is given by Ẑ\a = ÛaΣ̂aV̂
H
a . The matrix Ẑ
\ is said to obey the
incoherence condition with parameter µ0 if
max
1≤i≤(n+1)/2
1
d
d∑
a=1
∥∥∥eTi Ûa∥∥∥2
2
≤ µ0r
n
and max
1≤j≤(n+1)/2
1
d
d∑
a=1
∥∥∥eTj V̂a∥∥∥2
2
≤ µ0r
n
, (3.2)
where ei is the i-th standard basis vector of suitable length.
When d = 1, the average case incoherence property reduces to the standard incoherence property that
has been widely used in [26, 29] for low rank matrix completion. In this case, it means that the energy of
the singular vector matrices is evenly distributed across all the rows so that the singular vectors are weakly
correlated with the canonical basis. In general, Definition 3.1 means that the average of the i-th rows of all
the left singular vector matrices Ûa (respectively, the right singular vector matrices V̂a) is in the same order
for every i. Moreover, if {Ûa, V̂a}da=1 satisfies the worst case incoherence property
max
1≤i≤(n+1)/2
1≤a≤d
∥∥∥eTi Ûa∥∥∥2
2
≤ µ1r
n
and max
1≤j≤(n+1)/2
1≤a≤d
∥∥∥eTj V̂a∥∥∥2
2
≤ µ1r
n
, (3.3)
it follows immediately that the average case incoherence property holds with µ0 = µ1. However, the reverse
direction is not true. As an example, consider the special matrix X\ in (1.6). Multiplying X\ by F from the
left yields
FX\ =

√
d 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 .
Consequently,
Ẑ\ =
H(e
T
1 FX
\)
. . .
H(eTdFX\)
 =

√
de1e
T
1
0
. . .
0
 .
Therefore we have
max
1≤i≤(n+1)/2
1
d
d∑
a=1
∥∥∥eTi Ûa∥∥∥2
2
=
1
d
and max
1≤i≤(n+1)/2
1≤a≤d
∥∥∥eTi Ûa∥∥∥2
2
= 1.
It follows that the worst case incoherence property cannot be satisfied unless µ1 = O(n), but the average
incoherence property may hold with µ0 = O(1) if d is proportional to n.
The following lemma is a direct consequence of the average incoherence property, and the short proof is
provided in Appendix B.
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Lemma 3.1. Let Ẑ\ be a d-block diagonal matrix with the compact SVD of its a-th diagonal block being
given by Ẑ\a = ÛaΣ̂aV̂
H
a . Suppose Ẑ
\ satisfies the average case incoherence condition with parameter µ0.
Then
max
k
1
d
d∑
a=1
∥∥∥GHk Ûa∥∥∥2
F
≤ µ0r
n
and max
k
1
d
d∑
a=1
∥∥∥GkV̂a∥∥∥2
F
≤ µ0r
n
. (3.4)
Furthermore, let T̂ be the induced tangent space of Ẑ\. Then for any 1 ≤ j ≤ d, 1 ≤ k ≤ n, we have∥∥∥(PT̂ Ĝ) (ejeTk )∥∥∥2
F
≤ 2µ0r
n
. (3.5)
We are now in the position to state the main theoretical result, the proof of which occupies a large part
of this paper.
Theorem 3.1. Suppose Ẑ\ satisfies the average case incoherence property with parameter µ0 and the index
set Ω obeys the Bernoulli model with parameter p (i.e., each entry of X\ is sampled independently with
probability p). Then Ẑ\ is the unique optimal solution to (3.1) with high probability provided p & µ0r log
3(dn)
n .
Remark 3.3. Here and in the sequel, the notation & means that its lefthand side is greater than an
absolute positive constant times the righthand side. By high probability, we mean with probability at least
1− c1(dn)−c2 for some absolute constants c1, c2 > 0.
Remark 3.4. Although Theorem 3.1 has been established under the Bernoulli sampling model, the sampling
complexity can be translated to other sampling models, such as the sampling with replacement model, with
a change in the constant factor. For conciseness, here we assume that all Ẑ\i have the same rank. It is worth
noting that the analysis can be easily extended to the setting where each Ẑ\i has a different rank. Since
the average case incoherence property holds for the special matrix in (1.6), Theorem 3.1 also justifies the
successful completion of the matrix, as we have observed from the simulation.
3.2 Extension to higher dimension
Though we have mainly focused on the two-dimensional (2D) matrix completion problem, the model and
analysis are also applicable for higher dimensional array recovery problem. For ease of exposition, we give a
brief discussion of the three-dimensional (3D) case.
For a 3D array X ∈ Cn×s×d, we denote by Xj,k,i the (j, k, i)-th entry of X and use X(j, :, :),X(:, k, :),X(:
, :, i) to denote the j-th horizontal, k-th lateral and i-th frontal slices, respectively. For simplicity, the frontal
slice X(:, :, i) is also denoted by Xi ∈ Cn×s. The (j, k)-th tube of X is given by X(j, k, :) ∈ Cd. Let X̂\ be an
array obtained by applying the DFT to each of its tubes, i.e., X̂\(j, k, :) = FX\(j, k, :) for all (j, k) ∈ [n]× [s].
Let (L1,K1) and (L2,K2) be two pairs of positive numbers satisfying L1+K1 = n+1 and L2+K2 = s+1.
For each frontal slice X̂\i of X̂
\, we can associate a two-level block Hankel matrix with it as follows:
HX̂\i :=

HX̂\i(0, :) HX̂\i(1, :) · · · HX̂\i(K1 − 1, :)
HX̂\i(1, :) HX̂\i(2, :) · · · HX̂\i(K1, :)
...
...
. . .
...
HX̂\i(L1 − 1, :) HX̂\i(L1, :) · · · HX̂\i(n− 1, :)
 ∈ CL1L2×K1K2 , (3.6)
where HX̂\i(j, :) ∈ CL2×K2 is also a Hankel matrix corresponding to the j-th row of X̂\i .
Assuming
rank(HX̂\i) = r  min(L1L2,K1K2) for all i = 1, · · · , n,
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we may reconstruct X\ from its partial revealed entries by solving the following convex program,
minimize
X∈Cn×s×d
d∑
i=1
∥∥∥HX̂i∥∥∥∗ subject to
{
PΩ(X) = PΩ(X\)
X̂(j, k, :) = FX(j, k, :) and X̂i = X̂(:, :, i).
(3.7)
Letting Ẑ\i = HX̂\i for i = 1, · · · , d and
Ẑ\ =
Ẑ
\
1
. . .
Ẑ\d
 ∈ CdL1L2×dK1K2 ,
the following recovery guarantee can be established for (3.7). The proof details are overall similar to that
for Theorem 3.1, and thus are omitted.
Theorem 3.2. Suppose Ẑ\ ∈ CdL1L2×dK1K2 satisfies the incoherence condition (3.2) with parameter µ0 and
the index set Ω ⊂ [n]× [s]× [d] obeys the Bernoulli model with parameter p. If p & µ0r log4(dns)ns , then Ẑ\ is
the unique optimal solution to (3.1) with high probability.
3.3 Numerical experiments
In this section we empirically evaluate the recovery performance of (1.5). Simulations have been performed
for both the 2D and 3D data, and the results are presented in Section 3.3.1 and Section 3.3.2, respectively.
3.3.1 Phase transitions for matrix completion
The experiment setup is the same as that for the special example in the introduction. Two different types
of matrices are tested, one of which is constructed in the following two steps:
• Generate a random matrix X̂\ ∈ C16×47, where each row of X̂\ is a random spectrally sparse signal of
length 47 with r ∈ [1, 24] frequency components. Specifically,
X̂\(i, :) =
[
x(0) x(1) · · · x(46)] , (3.8)
where x(t) =
∑r
k=1 dk exp(2piifkt) for t = 0, · · · , 46. Here, fk is uniformly sampled from [0, 1), and the
complex weight is generated via dk = (1 + 10
0.5ck)eiψk with ψk being uniformly sampled from [0, 2pi)
and ck being uniformly sampled from [0, 1].
• Apply the Inverse Discrete Fourier Transform (IDFT) to each column of X̂\ to get X\, which gives the
test matrix.
Note that based on the Vandermonde decomposition of X̂\(i, :), one can easily see that the matrix constructed
in this way satisfies the low rank Hankel property (1.1). The phase transition diagram for this type of matrix
is presented in the left plot of Figure 3, where the horizontal axis denotes the sampling ratio p = m/(dn) and
the vertical axis denotes the rank r. The color of each cell reflects the empirical success rate. In particular,
white color means that for a fixed pair of (p, r) all of the 50 random matrices can be successfully recovered by
(1.5), while black color indicates that (1.5) fails to recover any of the 50 matrices. The plot shows a nearly
linear scaling between the sampling ratio and the largest rank that (1.5) can achieve a successful recovery
with high probability.
The test matrix constructed as above satisfies the worst case incoherence condition (3.3) [51], and thus
also satisfies the average case incoherence condition (3.2). To further examine the average case incoherence
assumption in Theorem 3.1, we randomly replace two rows of X̂\ in (3.8) with a random vector x ∈ R47
generated in the following way. The entries of x are zeros everywhere except the ones in positions 1 ≤ j, k ≤
47. The position k is chosen uniformly at random from the set {r, 47 − r + 1}. If k = r, the position j
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Figure 3: Phase transition diagram for matrix completion. The horizontal axis is p = m/dn and the vertical
axis is r. Left: test matrix obeys the worst case incoherent condition; Right: test matrix obeys the average
case incoherent condition but does not obey the worst case incoherence condition.
is selected uniformly at random from the set {1, · · · , r − 1}; otherwise the position j is selected uniformly
from the set {47 − r + 2, · · · , · · · , 47}. By this construction, H(x) is a rank r matrix. Moreover, it can be
expressed as
H(x) = √wjGj +√wkGk,
where wj and wk are defined in (2.1). Therefore, H(x) is incoherent with the k-th Hankel basis, and only the
average case incoherence property can be satisfied. The phase transition diagram for this case is presented
in the right plot of Figure 3, which shows that the phase transition curve is still substantially high.
3.3.2 Phase transitions for 3D array completion
The 3D array that obeys the worst case incoherence condition is constructed as follows:
• Generate a random 3D array X̂\ ∈ C9×9×16, where each frontal slice {X̂\`}16`=1 of X̂\ is a 2D random
spectrally sparse signal. That is,
X̂\`(j, k) =
r∑
s=1
dsw
j
sz
k
s , (j, k) ∈ [9]× [9], (3.9)
where ws = e
2piif1s and zs = e
2piif2s . Here, f1s, f2s are uniformly sampled from [0, 1), and the complex
coefficient is generated via dk = (1 + 10
0.5ck)eiψk with ψk being uniformly sampled from [0, 2pi) and ck
being uniformly distributed on [0, 1].
• Apply the IDFT to each tube of X̂\ to get X\, which gives the 3D test array.
To construct the 3D test array which only obeys the average case inherence condition, two frontal slices of
X̂\ in (3.9) are replaced by the matrix H(x), where x ∈ R49 is a vector with zero entries everywhere except
for the two positions 1 ≤ j, k ≤ 49. The positions of j and k are selected in the same way as that for the 2D
case. The phase transition diagrams corresponding to the two different types of 3D arrays are presented in
Figure 4, which exhibit a similar phenomenon to the 2D case.
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Figure 4: Phase transition diagram for 3D array completion. The horizontal axis is p = m/dn and the
vertical axis is r. Left: test array obeys the worst case incoherence condition; Right: test array obeys the
average case incoherence condition but does not obey the worst case incoherence condition.
4 Proof outline of Theorem 3.1
This section is devoted to the proof architecture of Theorem 3.1, while the proofs of the intermediate results
will be deferred to later sections. We follow a route that has been well-established in the proofs of nuclear
norm minimization for various low rank matrix recovery problems [4, 7, 26]. To some extend, the proof is
an extension of the one for the d = 1 case [26]. That being said, there are two impediments of its own for
the general d case. Firstly, the properties of the DFT matrix play an important role in the analysis, which
should be sufficiently utilized. Secondly, the analysis should be carried out very carefully to avoid the use of
the worst case incoherence condition.
4.1 Sufficient conditions for the dual certificate
Similar to the proof of Theorem 1.1, in order to show that Ẑ\ is the optimal solution to (3.1), we do not
need to compare it with all the other feasible points, but only need to show the existence of a dual certificate
to certify the optimality of Ẑ\. The following lemma provides a set of sufficient conditions for a valid dual
certificate.
Lemma 4.1. Suppose 1 ≥ p ≥ 8n and∥∥∥∥1pPT̂ ĜPΩĜ∗PT̂ − PT̂ ĜĜ∗PT̂
∥∥∥∥ ≤ 12 . (4.1)
If there exists a dual certificate Λ = diag(Λ1, · · · ,Λd) ∈ Cdn1×dn2 which obeys
ĜPΩĜ∗(Λ) = ĜĜ∗(Λ), (4.2)∥∥∥PT̂ (Λ)− ÛV̂H∥∥∥
F
≤ 1
n
, (4.3)∥∥PT̂⊥(Λ)∥∥ ≤ 12 , (4.4)
then the d-block diagonal matrix Ẑ\ is the unique optimal solution to (3.1).
12
Proof. Consider any perturbation Ẑ\ + Ŵ, where Ŵ = diag(Ŵ1, · · · ,Ŵd) satisfies
(I − ĜĜ∗)(Ŵ) = 0 and PΩĜ∗(Ŵ) = 0.
Note that for any Ŵi, there exists Si ∈ T̂⊥i such that
〈Si,PT̂⊥i (Ŵi)〉 =
∥∥∥PT̂⊥i (Ŵi)∥∥∥∗ and ‖Si‖ ≤ 1,
which implies that ÛiV̂
H
i + Si ∈ ∂
∥∥∥Ẑ\i∥∥∥∗. Thus we have
d∑
i=1
∥∥∥Ẑ\i + Ŵi∥∥∥∗≥
d∑
i=1
(∥∥∥Ẑ\i∥∥∥∗ + 〈ÛiV̂Hi + Si,Ŵi〉)
=
d∑
i=1
∥∥∥Ẑ\i∥∥∥∗ +
d∑
i=1
∥∥∥PT̂⊥i (Ŵi)∥∥∥∗ +
d∑
i=1
〈
UiV
H
i ,Ŵi
〉
,
where the last term can be split into two terms:
d∑
i=1
〈
ÛiV̂
H
i ,Ŵi
〉
=
〈
ÛV̂H,Ŵ
〉
=
〈
ÛV̂H −Λ,Ŵ
〉
+
〈
Λ,Ŵ
〉
. (4.5)
The application of (4.3) and (4.4) yields that〈
ÛV̂H −Λ,Ŵ
〉
=
〈
ÛV̂H − PT̂ (Λ),Ŵ
〉
− 〈PT̂⊥(Λ),Ŵ〉
≥ −
∥∥∥ÛV̂H − PT̂ (Λ)∥∥∥
F
·
∥∥∥PT̂ (Ŵ)∥∥∥
F
− ∥∥PT̂⊥(Λ)∥∥ · ∥∥∥PT̂⊥(Ŵ)∥∥∥∗
≥− 1
n
·
∥∥∥PT̂ (Ŵ)∥∥∥
F
− 1
2
·
∥∥∥PT̂⊥(Ŵ)∥∥∥∗ . (4.6)
Additionally, the properties of Ŵ imply that〈
Λ,Ŵ
〉
=
〈
(I − ĜĜ∗)Λ + ĜĜ∗(Λ),Ŵ
〉
=
〈
(I − ĜĜ∗)Λ + ĜPΩĜ∗(Λ),Ŵ
〉
= 0. (4.7)
Thus, after substituting (4.6) and (4.7) into (4.5), we obtain
d∑
i=1
∥∥∥Ẑ\i + Ŵi∥∥∥∗ ≥
d∑
i=1
∥∥∥Ẑ\i∥∥∥∗ +
d∑
i=1
∥∥∥PT̂⊥i (Ŵi)∥∥∥∗ − 1n · ∥∥∥PT̂ (Ŵ)∥∥∥F − 12 · ∥∥∥PT̂⊥(Ŵ)∥∥∥∗
=
d∑
i=1
∥∥∥Ẑ\i∥∥∥∗ + 12
d∑
i=1
∥∥∥PT̂⊥i (Ŵi)∥∥∥∗ − 1n · ∥∥∥PT̂ (Ŵ)∥∥∥F
≥
d∑
i=1
∥∥∥Ẑ\i∥∥∥∗ + 12 ∥∥∥PT̂⊥(Ŵ)∥∥∥F − 1n · ∥∥∥PT̂ (Ŵ)∥∥∥F .
Moreover, Lemma C.1 in Appendix C shows that under the condition (4.1) there holds∥∥∥PT̂ (Ŵ)∥∥∥
F
≤ 2
√
2
p
∥∥∥PT̂⊥(Ŵ)∥∥∥
F
.
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Therefore we have
d∑
i=1
∥∥∥Ẑ\i + Ŵi∥∥∥∗ ≥
d∑
i=1
∥∥∥Ẑ\i∥∥∥∗ + 12 ∥∥∥PT̂⊥(Ŵ)∥∥∥F − 1n · 2
√
2
p
∥∥∥PT̂⊥(Ŵ)∥∥∥
F
≥
d∑
i=1
∥∥∥Ẑ\i∥∥∥∗ ,
which certifies the optimality of Ẑ\.
To show the uniqueness of Ẑ\, note that the equality holds only when
∥∥∥PT̂⊥(Ŵ)∥∥∥
F
= 0, which implies
Ŵ = PT̂ (Ŵ). It follows that∥∥∥PT̂ (Ŵ)∥∥∥2
F
= 〈PT̂ (Ŵ), ĜĜ∗(Ŵ)〉 = 〈Ŵ,PT̂ ĜĜ∗PT̂ (Ŵ)〉
= 〈Ŵ,
(
PT̂ ĜĜ∗PT̂ −
1
p
PT̂ ĜPΩĜ∗PT̂
)
(Ŵ)〉+ 〈Ŵ,
(
1
p
PT̂ ĜPΩĜ∗PT̂
)
(Ŵ)〉
= 〈Ŵ,
(
PT̂ ĜĜ∗PT̂ −
1
p
PT̂ ĜPΩĜ∗PT̂
)
(Ŵ)〉+ 〈Ŵ,
(
1
p
PT̂ ĜPΩĜ∗
)
(Ŵ)〉
= 〈Ŵ,
(
PT̂ ĜĜ∗PT̂ −
1
p
PT̂ ĜPΩĜ∗PT̂
)
(Ŵ)〉
≤
∥∥∥∥1pPT̂ ĜPΩĜ∗PT̂ − PT̂ ĜĜ∗PT̂
∥∥∥∥ · ∥∥∥Ŵ∥∥∥2F
≤ 1
2
∥∥∥PT̂ (Ŵ)∥∥∥2
F
,
where the first line follows from (I − ĜĜ∗)Ŵ = 0, the forth line follows from PΩĜ∗(Ŵ) = 0, and the last
line follows from (4.1). This implies that PT̂ (Ŵ) = 0, so Ẑ\ is the unique minimizer.
4.2 Constructing the dual certificate
We will apply the golfing scheme to construct the dual certificate. The scheme was first proposed in [52] and
then has become an indispensable tool in the analysis of convex relaxation methods for low complexity data
recovery problems [4, 5, 6, 26, 7, 53]. In a nutshell, the golfing scheme is a projected gradient iteration but
using fresh measurements in each iteration.
To motivate the golfing scheme for constructing Λ, consider the following constrained least squares
problem:
minimize
Ẑ
∥∥∥PT̂ (Ẑ)− ÛV̂H∥∥∥2
F
subject to Ẑ = ĜPΩĜ∗(Ẑ) + (I − ĜĜ∗)(Ẑ),
which is formed from the conditions (4.3) and (4.2). Here we choose to neglect (4.4) because if Λ is sufficiently
close to ÛV̂H, it is natural to expect (4.4) holds simultaneously. Noting that
(ĜPΩĜ∗)2 = ĜPΩĜ∗, (I − ĜĜ∗)2 = I − ĜĜ∗, and (ĜPΩĜ∗)(I − ĜĜ∗) = 0,
a projected gradient method for the above optimization problem is given by
Ẑk = Ẑk−1 +
(
1
p
ĜPΩĜ∗ + (I − ĜĜ∗)
)
PT̂
(
ÛV̂H − PT̂ (Ẑk−1)
)
,
where 1/p is a rescaling constant for the first projection. Due to the statistical dependence among the
iterates, the convergence analysis of the above iteration is not easy. The golfing scheme proposes to break the
statistical dependence by splitting Ω into a number of independent subsets and then using them sequentially.
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More precisely, the golfing scheme for constructing a dual certificate satisfying (4.2)–(4.4) is given as
follows:
Ẑ0 = 0 ∈ Cdn1×dn2 ,
Ẑk = Ẑk−1 +
(
1
q
ĜPΩk Ĝ∗ + (I − ĜĜ∗)
)
PT̂ (ÛV̂H − PT̂ (Ẑk−1)), for k = 1, · · · , k0, (4.8)
Λ : = Ẑk0 ,
where 1/q is a rescaling constant whose value will become clear immediately. Inspired by the work in [7],
{Ωk}k0k=1 can be constructed in the following way: Set k0 = d2 log(dn)e, and then each Ωk is sampled
independently from each other according to
P
{
(i, j) ∈ Ωk
}
= 1− (1− p)1/k0 =: q.
A simple calculation can show that P
{
(i, j) ∈ ⋃k0k=1 Ωk} = p, meaning that Ω and ⋃k0k=1 Ωk are identically
distributed and we can instead consider the recovery problem with samples from
⋃k0
k=1 Ωk. Therefore, when
constructing the dual certificate via (4.8), different Ωk can be used in each iteration.
4.3 Validating the dual certificate and completing the proof
To complete the proof of Theorem 3.1, we need to show that the dual certificate constructed from (4.8)
obeys the assumptions of Lemma 4.1. Towards this end, we first list several useful lemmas whose proofs will
be presented in Sections 5 and 6.
Lemma 4.2. Suppose Ω is sampled according to the Bernoulli model. If the sample complexity satisfies
p & µ0r log(dn)n , then ∥∥∥∥1pPT̂ ĜPΩĜ∗PT̂ − PT̂ ĜĜ∗PT̂
∥∥∥∥ ≤ 12
holds with high probabilty.
Lemma 4.3. Let Ẑ ∈ Cdn1×dn2 be a fixed d-block diagonal matrix. Then∥∥∥∥(1p ĜPΩĜ∗ − ĜĜ∗
)
Ẑ
∥∥∥∥ .
√
log(dn)
p
∥∥∥Ẑ∥∥∥
Ĝ,F
+
log(dn)
p
∥∥∥Ẑ∥∥∥
Ĝ,∞
holds with high probability. Here and throughout the paper
∥∥∥Ẑ∥∥∥
Ĝ,∞
and
∥∥∥Ẑ∥∥∥
Ĝ,F
are defined as
∥∥∥Ẑ∥∥∥
Ĝ,F
:=
√√√√ ∑
(j,k)∈[d]×[n]
1
dwk
〈
Ẑ, Ĝj,k
〉2
, (4.9)
∥∥∥Ẑ∥∥∥
Ĝ,∞
:= max
(j,k)∈[d]×[n]
∣∣∣∣ 1√dwk
〈
Ẑ, Ĝj,k
〉∣∣∣∣ . (4.10)
Lemma 4.4. Let Ẑ ∈ Cdn1×dn2 be a fixed d-block diagonal matrix. Under the incoherence assumption (3.2),∥∥∥∥(1pPT̂ ĜPΩĜ∗ − PT̂ ĜĜ∗
)
Ẑ
∥∥∥∥
Ĝ,F
.
√
µ0 log(dn)r
n
(√
log(dn)
p
∥∥∥Ẑ∥∥∥
Ĝ,F
+
log(dn)
p
∥∥∥Ẑ∥∥∥
Ĝ,∞
)
holds with high probability.
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Lemma 4.5. Let Ẑ ∈ Cdn1×dn2 be a fixed d-block diagonal matrix. Under the incoherence assumption (3.2),∥∥∥∥(1pPT̂ ĜPΩĜ∗ − PT̂ ĜĜ∗
)
Ẑ
∥∥∥∥
Ĝ,∞
. µ0r
n
(√
log(dn)
p
∥∥∥Ẑ∥∥∥
Ĝ,2
+
log(dn)
p
∥∥∥Ẑ∥∥∥
Ĝ,∞
)
holds with high probability.
Lemma 4.6. Under the incoherence assumption (3.2), we have∥∥∥ÛV̂H∥∥∥
Ĝ,F
.
√
µ0r log(dn)
n
and
∥∥∥ÛV̂H∥∥∥
Ĝ,∞
. µ0r
n
.
We are now in the position to prove Theorem 3.1.
Proof of Theorem 3.1. We only need to validate the assumptions in Lemma 4.1. Note that (4.1) follows from
Lemma 4.2, and it is not hard to see that (4.2) holds by the construction process (4.8). Thus it only remains
to show (4.3) and (4.4).
Validating (4.3) Let Êk = ÛV̂
H − PT̂ (Ẑk). Then a simple calculation yields that
Êk = PT̂
(
ĜĜ∗ − 1
q
ĜPΩk Ĝ∗
)
PT̂ (Êk−1).
If follows that ∥∥∥Êk∥∥∥
F
≤
∥∥∥∥PT̂ (ĜĜ∗ − 1q ĜPΩk Ĝ∗
)
PT̂
∥∥∥∥ · ∥∥∥Êk−1∥∥∥F
≤ 1
2
∥∥∥Êk−1∥∥∥
F
,
where we have used Lemma 4.2 in the last inequality by noting that Ωk is independent of Êk−1 and q =
1− (1− p)1/k0 ≥ p/k0 & µ0r log(dn)n . Thus we have∥∥∥PT̂ (Λ)− ÛV̂T∥∥∥
F
=
∥∥∥Êk0∥∥∥
F
≤
(
1
2
)k0 ∥∥∥ÛV̂T∥∥∥
F
≤ 1
(dn)2
∥∥∥ÛV̂T∥∥∥
F
=
√
dr
(dn)2
≤ 1
n
.
Validating (4.4) Because
Λ =
k0∑
k=1
(
1
q
ĜPΩk Ĝ∗ + (I − ĜĜ∗)
)
Êk−1,
we have
∥∥PT̂⊥(Λ)∥∥ =
∥∥∥∥∥
k0∑
k=1
PT̂⊥
(
1
q
ĜPΩk Ĝ∗ + (I − ĜĜ∗)
)
Êk−1
∥∥∥∥∥
=
∥∥∥∥∥
k0∑
k=1
PT̂⊥
(
1
q
ĜPΩk Ĝ∗ − ĜĜ∗
)
Êk−1
∥∥∥∥∥
≤
k0∑
k=1
∥∥∥∥PT̂⊥ (1q ĜPΩk Ĝ∗ − ĜĜ∗
)
Êk−1
∥∥∥∥ ,
where the second line follows from the fact Êk−1 ∈ T̂ .
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Noticing Êk−1 is independent of Ωk, the application of Lemma 4.3 gives that∥∥∥∥PT̂⊥ (1q ĜPΩk Ĝ∗ − ĜĜ∗
)
PT̂ (Êk−1)
∥∥∥∥ ≤ ∥∥∥∥(1q ĜPΩk Ĝ∗ − ĜĜ∗
)
(Êk−1)
∥∥∥∥
.
√
log(dn)
q
∥∥∥Êk−1∥∥∥Ĝ,F + log(dn)q ∥∥∥Êk−1∥∥∥Ĝ,∞ .
Moreover, by Lemmas 4.4 and 4.5 we have√
log(dn)
q
∥∥∥Êk−1∥∥∥Ĝ,F + log(dn)q ∥∥∥Êk−1∥∥∥Ĝ,∞
=
√
log(dn)
q
∥∥∥∥PT̂ (ĜĜ∗ − 1q ĜPΩk−1 Ĝ∗
)
(Êk−2)
∥∥∥∥
Ĝ,F
+
log(dn)
q
∥∥∥∥PT̂ (ĜĜ∗ − 1q ĜPΩk−1 Ĝ∗
)
(Êk−2)
∥∥∥∥
Ĝ,∞
.
√µ0r log2(dn)
qn
+
µ0r log(dn)
qn
(√ log(dn)
q
∥∥∥Êk−2∥∥∥Ĝ,F + log(dn)q ∥∥∥Êk−2∥∥∥Ĝ,∞
)
≤1
2
(√
log(dn)
q
∥∥∥Êk−2∥∥∥Ĝ,F + log(dn)q ∥∥∥Êk−2∥∥∥Ĝ,∞
)
,
where we have used the assumption q ≥ p/k0 & µ0r log
2(dn)
n for sufficiently large constant in the last line.
Applying this relation recursively yields that∥∥∥∥PT̂⊥ (1q ĜPΩk Ĝ∗ − ĜĜ∗
)
Êk−1
∥∥∥∥ ≤ (12
)k−1(√
log(dn)
q
∥∥∥Ê0∥∥∥Ĝ,F + log(dn)q ∥∥∥Ê0∥∥∥Ĝ,∞
)
.
Finally we have
∥∥PT̂⊥(Λ)∥∥ ≤ k0∑
k=1
(
1
2
)k−1(√
log(dn)
q
∥∥∥Ê0∥∥∥Ĝ,F + log(dn)q ∥∥∥Ê0∥∥∥Ĝ,∞
)
. 1
2
(√
µ0r log(dn)
qn
+
µ0r log(dn)
qn
)
≤ 1
2
,
where we have used Lemma 4.6 in the second inequality.
5 Proof of Lemma 4.2
Lemma 4.2 not only appears in the assumptions of Lemma 4.1, but will also be used in the proof of (4.3).
This section presents a proof of this lemma.
Proof of Lemma 4.2. For any d-block diagonal matrix Ŵ ∈ Cdn1×dn2 , we have(
1
p
PT̂ ĜPΩĜ∗PT̂
)
Ŵ =
∑
j,k
δj,k
〈
Ĝ∗PT̂ (Ŵ), ejeTk
〉(1
p
PT̂ Ĝ
)
(eje
T
k ).
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Similarly, there holds (
PT̂ ĜĜ∗PT̂
)
Ŵ =
∑
j,k
〈
Ĝ∗PT̂ (Ŵ), ejeTk
〉(
PT̂ Ĝ
)
(eje
T
k ).
Therefore we can rewrite
(
1
pPT̂ ĜPΩĜ∗PT̂ − PT̂ ĜĜ∗PT̂
)
(Ŵ) as(
1
p
PT̂ ĜPΩĜ∗PT̂ − PT̂ ĜĜ∗PT̂
)
(Ŵ) =
∑
j,k
Zj,k(Ŵ),
where
Zj,k : Ŵ→
(
1
p
δj,k − 1
)〈
Ĝ∗PT̂ (Ŵ), ejeTk
〉(
PT̂ Ĝ
)
(eje
T
k )
is a self-adjoint operator since〈
Zj,k(Ŵ), Ẑ
〉
=
(
1
p
δj,k − 1
)〈
Ĝ∗PT̂ (Ŵ), ejeTk
〉
·
〈(
PT̂ Ĝ
)
(eje
T
k ), Ẑ
〉
=
(
1
p
δj,k − 1
)〈
Ŵ,PT̂ Ĝ(ejeTk )
〉
·
〈
eje
T
k , Ĝ∗PT̂ (Ẑ)
〉
=
〈
Ŵ,Zj,k(Ẑ)
〉
.
Therefore, we have
∥∥∥∥1pPT̂ ĜPΩĜ∗PT̂ − PT̂ ĜĜ∗PT̂
∥∥∥∥ =
∥∥∥∥∥∥
∑
j,k
Zj,k
∥∥∥∥∥∥
In order to apply the Bernstein inequality (2.6) to bound the spectral norm, we need to bound ‖Zj,k‖ and∥∥∥E {∑j,k Z2j,k}∥∥∥.
For the upper bound of ‖Zj,k‖, a direct calculation yields that
‖Zj,k‖ = sup
‖Ŵ‖
F
=1
∥∥∥Zj,k(Ŵ)∥∥∥
F
≤ 1
p
sup
‖Ŵ‖
F
=1
∣∣∣〈Ĝ∗PT̂ (Ŵ), ejeTk〉∣∣∣ · ∥∥∥(PT̂ Ĝ) (ejeTk )∥∥∥
F
=
1
p
sup
‖Ŵ‖
F
=1
∣∣∣〈Ŵ,PT̂ Ĝ(ejeTk )〉∣∣∣ · ∥∥∥(PT̂ Ĝ) (ejeTk )∥∥∥
F
≤ 1
p
∥∥∥(PT̂ Ĝ) (ejeTk )∥∥∥2
F
≤ 1
p
2µ0csr
n
,
where the last inequality is due to (3.5).
In order to bound
∥∥∥E {∑j,k Z2j,k}∥∥∥, first note that
Z2j,k(Ŵ) = Zj,k
((
1
p
δj,k − 1
)〈
Ĝ∗PT̂ (Ŵ), ejeTk
〉
PT̂ Ĝ(ejeTk )
)
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=(
1
p
δj,k − 1
)〈
Ĝ∗PT̂ (Ŵ), ejeTk
〉
· Zj,k
(
PT̂ Ĝ(ejeTk )
)
=
(
1
p
δj,k − 1
)2 〈
Ĝ∗PT̂ (Ŵ), ejeTk
〉
·
〈
Ĝ∗PT̂ Ĝ(ejeTk ), ejeTk
〉
PT̂ Ĝ(ejeTk )
=
(
1
p
δj,k − 1
)2 〈
Ĝ∗PT̂ (Ŵ), ejeTk
〉
·
〈
PT̂ Ĝ(ejeTk ),PT̂ Ĝ(ejeTk )
〉
PT̂ Ĝ(ejeTk )
=
(
1
p
δj,k − 1
)2 〈
Ĝ∗PT̂ (Ŵ), ejeTk
〉
·
∥∥∥PT̂ Ĝ(ejeTk )∥∥∥2
F
· PT̂ Ĝ(ejeTk ).
Hence, ∥∥∥∥∥∥E
∑
j,k
Z2j,k

∥∥∥∥∥∥ = sup‖Ŵ‖
F
=1
∥∥∥∥∥∥E
∑
j,k
Z2j,k(Ŵ)

∥∥∥∥∥∥
F
≤ 1
p
sup
‖Ŵ‖
F
=1
∥∥∥∥∥∥
∑
j,k
〈
Ĝ∗(ŴT̂ ), ejeTk
〉
·
∥∥∥PT̂ Ĝ(ejeTk )∥∥∥2
F
· PT̂ Ĝ(ejeTk )
∥∥∥∥∥∥
F
≤ 1
p
max
j,k
∥∥∥PT̂ Ĝ(ejeTk )∥∥∥2
F
· sup
‖Ŵ‖
F
=1
∥∥∥∥∥∥
∑
j,k
〈
Ĝ∗(ŴT̂ ), ejeTk
〉
· PT̂ Ĝ(ejeTk )
∥∥∥∥∥∥
F
=
1
p
max
j,k
∥∥∥PT̂ Ĝ(ejeTk )∥∥∥2
F
· sup
‖Ŵ‖
F
=1
∥∥∥∥∥∥PT̂ Ĝ
∑
j,k
〈
Ĝ∗(ŴT̂ ), ejeTk
〉
eje
T
k
∥∥∥∥∥∥
F
≤ 1
p
max
j,k
∥∥∥PT̂ Ĝ(ejeTk )∥∥∥2
F
· sup
‖Ŵ‖
F
=1
∥∥∥∥∥∥
∑
j,k
〈
Ĝ∗(ŴT̂ ), ejeTk
〉
eje
T
k
∥∥∥∥∥∥
F
=
1
p
max
j,k
∥∥∥PT̂ Ĝ(ejeTk )∥∥∥2
F
· sup
‖Ŵ‖
F
=1
∥∥∥Ĝ∗PT̂ (Ŵ)∥∥∥
F
≤ 1
p
max
j,k
∥∥∥PT̂ Ĝ(ejeTk )∥∥∥2
F
≤ 1
p
2µ0csr
n
.
Based on the above two bounds, applying the Bernstein inequality to
∥∥∥∑j,k Zj,k∥∥∥ completes the proof
of Lemma 5.
6 Proofs of Lemmas 4.3 to 4.6
In this section we present the proofs for Lemmas 4.3 to 4.6. These lemmas have been used when establishing
the inequality (4.4).
6.1 Proof of Lemma 4.3
Proof of Lemma 4.3. Notice that(
1
p
ĜPΩĜ∗ − ĜĜ∗
)
Ẑ =
∑
j,k
(
1
p
δj,k − 1
)
〈Ĝ∗Ẑ, ejeTk 〉Ĝ(ejeTk )
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=:
∑
j,k
Ẑj,k,
where Ẑj,k ∈ Cdn1×dn2 are independent d-block diagonal matrices with zero mean. In order to prove
Lemma 4.3 we only need to show that
∥∥∥Ẑj,k∥∥∥ ≤ 1
p
∥∥∥Ẑ∥∥∥
Ĝ,∞
and max

∥∥∥∥∥∥E
∑
j,k
Ẑi,jẐ
H
j,k

∥∥∥∥∥∥ ,
∥∥∥∥∥∥E
∑
j,k
ẐHi,jẐj,k

∥∥∥∥∥∥
 ≤ 1p ∥∥∥X̂∥∥∥2Ĝ,F
since the lemma then follows immediately from the Bernstein inequality (2.6).
The operator norm of Ẑj,k can be bounded as follows∥∥∥Ẑj,k∥∥∥ ≤ 1
p
∣∣∣〈Ĝ∗(Ẑ), ejeTk 〉∣∣∣ · ∥∥∥Ĝ(ejeTk )∥∥∥
≤ 1
p
1√
dwk
∣∣∣〈Ĝ∗(Ẑ), ejeTk 〉∣∣∣
≤ 1
p
max
(j,k)∈[d]×[n]
1√
dwk
∣∣∣〈Ĝ∗(Ẑ), ejeTk 〉∣∣∣
=
1
p
∥∥∥Ẑ∥∥∥
Ĝ,∞
,
where the second line follows from Lemma 2.1.
On the other hand,∥∥∥∥∥∥E
∑
j,k
Ẑi,jẐ
H
j,k

∥∥∥∥∥∥ ≤ 1p
∥∥∥∥∥∥
∑
j,k
∣∣∣〈Ĝ∗(Ẑ), ejeTk 〉∣∣∣2 · Ĝ(ejeTk )(Ĝ(ejeTk ))H
∥∥∥∥∥∥
≤ 1
p
∑
j,k
∣∣∣〈Ĝ∗(Ẑ), ejeTk 〉∣∣∣2 · ∥∥∥∥Ĝ(ejeTk )(Ĝ(ejeTk ))H∥∥∥∥
≤ 1
p
∑
j,k
1
wkd
∣∣∣〈Ĝ∗(Ẑ), ejeTk 〉∣∣∣2
=
1
p
∥∥∥Ẑ∥∥∥2
Ĝ,F
,
where the third line follows from Lemma 2.1. Similarly, we can obtain that
∥∥∥E {∑j,k ẐHj,kẐi,j}∥∥∥ ≤ 1p ∥∥∥Ẑ∥∥∥Ĝ,F,
which completes the proof of Lemma 4.3.
6.2 Proof of Lemma 4.4
The following observation plays a vital role in the proof of Lemma 4.4 as well as in the proof of Lemma 4.6.
Lemma 6.1. For any d-block diagonal matrix Ẑ we have
∥∥∥Ẑ∥∥∥2
Ĝ,F
=
1
d
d∑
i=1
n∑
k=1
1
wk
∣∣∣〈Ẑi,Gk〉∣∣∣2 .
Proof. This lemma follows from a direct calculation:
∥∥∥Ẑ∥∥∥
Ĝ,F
=
d∑
j=1
n∑
k=1
1
dwk
∣∣∣〈Ẑ, Ĝj,k〉∣∣∣2
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=n∑
k=1
1
dwk
d∑
j=1
∣∣∣∣∣
d∑
i=1
〈Ẑi, (eTi Fej)Gk〉
∣∣∣∣∣
2
=
n∑
k=1
1
dwk
d∑
j=1
d∑
i=1
∣∣∣〈Ẑi, (eTi Fej)Gk〉∣∣∣2 + n∑
k=1
1
dwk
d∑
j=1
∑
i6=`
〈Ẑi, (eTi Fej)Gk〉〈Ẑ`, (eT` Fej)Gk〉
=
n∑
k=1
1
dwk
d∑
j=1
d∑
i=1
∣∣∣〈Ẑi, (eTi Fej)Gk〉∣∣∣2 + n∑
k=1
1
dwk
∑
i 6=`
 d∑
j=1
(eTi Fej)(e
T
` Fej)
 〈Ẑi,Gk〉〈Ẑ`,Gk〉
=
n∑
k=1
1
dwk
d∑
j=1
d∑
i=1
∣∣∣〈Ẑi, (eTi Fej)Gk〉∣∣∣2
=
n∑
k=1
1
dwk
d∑
i=1
∣∣∣〈Ẑi,Gk〉∣∣∣2 ,
where in the second to last line we have used the fact that
∑d
j=1 (e
T
i Fej)(e
T
` Fej) = 0 since F is a unitary
matrix, and the last line follows from the fact |eTi Fej |2 = 1/d.
Lemma 6.2. For any pair of (α, β) ∈ [d]× [n] we have
∥∥∥PT̂ (√dwβĜα,β)∥∥∥2Ĝ,F .
√
µ0r log(dn)
n
Proof. Noting that the ith block of PT̂
(√
dwβĜα,β
)
is PTi
(√
dwβe
T
i FeαGβ
)
, it follows from Lemma 6.2
that ∥∥∥PT̂ (√dwβĜα,β)∥∥∥2Ĝ,F = 1d
d∑
i=1
n∑
k=1
1
wk
∣∣∣〈PT̂i (√dwβeTi FeαGβ) ,Gk〉∣∣∣2 .
For any k, a direct calculation yields that
1
d
d∑
i=1
∥∥∥eTkPT̂i (√dwβeTi FeαGβ)∥∥∥22
=
wβ
d
d∑
i=1
∥∥∥eTk (ÛiÛHi Gβ + GβV̂iV̂Hi − ÛiÛHi GβV̂iV̂Hi )∥∥∥2
2
≤ 3wβ
d
d∑
i=1
∥∥∥eTk ÛiÛHi Gβ∥∥∥2
2
+ 3
wβ
d
d∑
i=1
∥∥∥eTkGβV̂iV̂Hi ∥∥∥2
2
+ 3
wβ
d
d∑
i=1
∥∥∥eTk ÛiÛHi GβV̂iV̂Hi ∥∥∥2
2
≤ 9µ0r
n
,
where the last line follows from the fact ‖Gβ‖ ≤ 1/√wβ , the inequality
wβ
d
d∑
i=1
∥∥∥eTkGβV̂iV̂Hi ∥∥∥2
2
=
wβ
d
d∑
i=1
∥∥∥∥∥∥ 1√wβ
∑
p+q=β
eTkepe
T
q V̂iV̂
H
i
∥∥∥∥∥∥
2
2
=
1
d
d∑
i=1
∥∥∥eTβ−kV̂iV̂Hi ∥∥∥2
2
or 0
21
≤ µ0r
n
,
and the incoherence condition. Then the application of Lemma C.2 concludes the proof.
Proof of Lemma 4.4. Define
zj,k =
1√
dwk
〈(
1
p
PT̂ ĜPΩĜ∗ − PT̂ ĜĜ∗
)
(Ẑ), Ĝ(ejeTk )
〉
=
1√
dwk
d∑
α=1
n∑
β=1
(
1
p
δα,β − 1
)〈
Ĝ∗(Ẑ), eαeTβ
〉
·
〈
PT̂ Ĝ(eαeTβ), Ĝ(ejeTk )
〉
,
and let z = [z1,1, · · · , zd,n]T ∈ Cdn. Then one can easily see that
∥∥∥∥(1pPT̂ ĜPΩĜ∗ − PT̂ ĜĜ∗
)
(Ẑ)
∥∥∥∥
Ĝ,F
=
√√√√∑
j,k
1
(dwk)
∣∣∣∣〈(1pPT̂ ĜPΩĜ∗ − PT̂ ĜĜ∗
)
(Ẑ), Ĝ(ejeTk )
〉∣∣∣∣2 = ‖z‖ .
Moreover, if we define zα,β ∈ Cdn as
zα,β =
(
1
p
δα,β − 1
)〈
Ĝ∗(Ẑ), eαeTβ
〉
·

1√
dw1
〈
PT̂ Ĝ(eαeTβ), Ĝ(e1eT1 )
〉
...
1√
dwk
〈
PT̂ Ĝ(eαeTβ), Ĝ(ejeTk )
〉
...
1√
dwn
〈
PT̂ Ĝ(eαeTβ), Ĝ(edeTn)
〉

=:
(
1
p
δα,β − 1
)
sα,β ,
then it follows that ∥∥∥∥(1pPT̂ ĜPΩĜ∗ − PT̂ ĜĜ∗
)
(Ẑ)
∥∥∥∥
Ĝ,F
=
∥∥∥∥∥∥
∑
α,β
zα,β
∥∥∥∥∥∥ .
Firstly, ‖zα,β‖ can be bounded as follows
‖zα,β‖ ≤ 1
p
∣∣∣〈Ĝ∗(Ẑ), eαeTβ〉∣∣∣ ·
√√√√∑
j,k
(
1√
dwk
∣∣∣〈PT̂ Ĝ(eαeTβ), Ĝ(ejeTk )〉∣∣∣)2
=
1
p
∣∣∣〈Ĝ∗(Ẑ), eαeTβ〉∣∣∣ ∥∥∥PT̂ Ĝ(eαeTβ)∥∥∥Ĝ,F
. 1
p
∣∣∣〈Ĝ∗(Ẑ), eαeTβ〉∣∣∣√
dwβ
·
√
µ0r log(dn)
n
. 1
p
√
µ0r log(dn)
n
∥∥∥Ẑ∥∥∥
Ĝ,∞
,
where the third line follows from Lemma 6.2.
Secondly, we have∥∥∥∥∥∥E
∑
α,β
zα,βz
H
α,β

∥∥∥∥∥∥ ≤ 1p
∑
α,β
‖sα,β‖22 =
1
p
∑
α,β
∣∣∣〈Ĝ∗(Ẑ), eαeTβ〉∣∣∣2 · ∥∥∥PT̂ Ĝ(eαeTβ)∥∥∥2Ĝ,F
22
=
1
p
∑
α,β
∣∣∣〈Ĝ∗(Ẑ), eαeTβ〉∣∣∣2
(
1
d
d∑
i=1
n∑
k=1
1
wk
∣∣∣〈[PT̂ Ĝ(eαeTβ)]i,Gk〉∣∣∣2
)
. µ0r log(dn)
pn
∑
α,β
∣∣∣〈Ĝ∗(Ẑ), eαeTβ〉∣∣∣2
dwβ
=
µ0r log(dn)
pn
·
∥∥∥Ẑ∥∥∥2
Ĝ,F
.
Similarly, there holds
∥∥∥E {∑α,β zHα,βzα,β}∥∥∥ . µ0r log(dn)pn · ∥∥∥Ẑ∥∥∥2Ĝ,F.
Finally, applying the Bernstein inequality to
∥∥∥∑α,β zα,β∥∥∥ completes the proof.
6.3 Proof of Lemma 4.5
The following lemma will be used in the proof of Lemma 4.5.
Lemma 6.3. For any two pairs of (j, k), (α, β) ∈ [d]× [n], there holds√
wk
wβ
∣∣∣〈PT̂ (Ĝj,k), Ĝα,β〉∣∣∣ ≤ 3µ0rn .
Proof. By the definition of PT̂ there holds√
wk
wβ
∣∣∣〈PT̂ (Ĝj,k), Ĝα,β〉∣∣∣ = √wkwβ
∣∣∣〈ÛÛHĜj,k + Ĝj,kV̂V̂H − ÛÛHĜj,kV̂V̂H, Ĝα,β〉∣∣∣
≤
√
wk
wβ
∣∣∣〈ÛÛHĜj,k, Ĝα,β〉∣∣∣+√wk
wβ
∣∣∣〈Ĝj,kV̂V̂H, Ĝα,β〉∣∣∣
+
√
wk
wβ
∣∣∣〈ÛÛHĜj,kV̂V̂H, Ĝα,β〉∣∣∣ .
Then it suffices to bound each of the above three terms separately.
For the first term we have√
wk
wβ
∣∣∣〈ÛÛH(Ĝj,k), Ĝα,β〉∣∣∣ = √wk
wβ
∣∣∣∣∣
d∑
i=1
(eTi Fej) · (eTi Feα) · 〈ÛiÛHi Gk,Gβ〉
∣∣∣∣∣
≤ 1
d
d∑
i=1
√
wk
wβ
∣∣∣〈ÛiÛHi Gk,Gβ〉∣∣∣
=
1
d
d∑
i=1
√
wk
wβ
∣∣∣∣∣∣ 1√wk · wβ
∑
p+q=k+1
∑
a+b=β+1
〈ÛiÛHi epeTq , eaeTb 〉
∣∣∣∣∣∣
=
1
d
d∑
i=1
1
wβ
∣∣∣∣∣∣
∑
p+q=k+1
∑
a+b=β+1
〈ÛHi ep, ÛHi eaeTb eq〉
∣∣∣∣∣∣
=
1
d
d∑
i=1
1
wβ
∣∣∣∣∣∣
∑
a+b=β+1,b≤k
〈ÛHi ek−b, ÛHi ea〉
∣∣∣∣∣∣
≤ 1
dwβ
d∑
i=1
∑
a+b=β,b≤k
∥∥∥ÛHi ek−b∥∥∥
2
·
∥∥∥ÛHi ea∥∥∥
2
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≤
√√√√ 1
dwβ
d∑
i=1
∑
a+b=β+1,b≤k
∥∥∥ÛHi ea∥∥∥2
2
·
√√√√ 1
dwβ
d∑
i=1
∑
a+b=β+1,b≤k
∥∥∥ÛHi ek−b∥∥∥2
2
=
√√√√ 1
wβ
∑
a+b=β+1,b≤k
1
d
d∑
i=1
∥∥∥ÛHi ea∥∥∥2
2
√√√√ 1
wβ
∑
a+b=β+1,b≤k
1
d
d∑
i=1
∥∥∥ÛHi ek−b∥∥∥2
2
≤ µ0r
n
.
Additionally, the second term can be bounded in a similar way.
For the third term we have√
wk
wβ
∣∣∣〈ÛÛHĜj,k, Ĝα,βV̂V̂H〉∣∣∣ = √wk
wβ
∣∣∣∣∣
d∑
i=1
(eTi Fej)(e
T
i Feα)〈ÛiÛHi Gk,GβV̂iV̂Hi 〉
∣∣∣∣∣
≤ 1
d
√
wk
wβ
d∑
i=1
∣∣∣〈ÛiÛHi Gk,GβV̂iV̂Hi 〉∣∣∣
=
1
d
√
wk
wβ
d∑
i=1
∣∣∣∣∣∣ 1√wk · wβ
∑
p+q=k+1
∑
a+b=β+1
〈ÛiÛHi epeTq , eaeTb V̂iV̂Hi 〉
∣∣∣∣∣∣
≤ 1
d
√
wk
wβ
d∑
i=1
1√
wk · wβ
∑
p+q=k+1
∑
a+b=β+1
∣∣∣〈ÛiÛHi epeTq , eaeTb V̂iV̂Hi 〉∣∣∣
≤ 1
dwβ
d∑
i=1
∑
p+q=k+1
∑
a+b=β+1
∣∣∣eTaÛiÛHi ep∣∣∣ · ∣∣∣eTb V̂iV̂Hi eq∣∣∣
≤ 1
dwβ
√√√√ d∑
i=1
∑
p+q=k+1
∑
a+b=β+1
∣∣∣eTaÛiÛHi ep∣∣∣2
√√√√ d∑
i=1
∑
p+q=k+1
∑
a+b=β+1
∣∣∣eTb V̂iV̂Hi eq∣∣∣2
≤ 1
dwβ
√√√√ d∑
i=1
n1∑
p=1
∑
a+b=β
∣∣∣eTaÛiÛHi ep∣∣∣2 ·
√√√√ d∑
i=1
n2∑
q=1
∑
a+b=β
∣∣∣eTb V̂iV̂Hi eq∣∣∣2
=
√√√√ 1
dwβ
d∑
i=1
∑
a+b=β
∥∥∥eTaÛiÛHi ∥∥∥2
2
·
√√√√ 1
dwβ
d∑
i=1
∑
a+b=β
∥∥∥eTb V̂iV̂Hi ∥∥∥2
2
=
√√√√1
d
d∑
i=1
∥∥∥GTβÛiÛHi ∥∥∥2
F
·
√√√√1
d
d∑
i=1
∥∥∥GTβV̂iV̂Hi ∥∥∥2
F
≤ µ0r
n
Combining the above bounds together completes the proof the lemma.
Proof of Lemma 4.5. Since(
1
p
PT̂ ĜPΩĜ∗ − PT̂ ĜĜ∗
)
(Ẑ) =
∑
j,k
(
1
p
δj,k − 1
)〈
Ĝ∗(Ẑ), ejeTk
〉
PT̂ Ĝ(ejeTk ),
we have∥∥∥∥(1pPT̂ ĜPΩĜ∗ − PT̂ ĜĜ∗
)
(Ẑ)
∥∥∥∥
Ĝ,∞
= max
α,β
∣∣∣∣∣∣ 1√dwβ
〈∑
j,k
(
1
p
δj,k − 1
)〈
Ĝ∗(Ẑ), ejeTk
〉
PT̂ Ĝ(ejeTk ), Ĝ(eαeTβ)
〉∣∣∣∣∣∣
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= max
α,β
∣∣∣∣∣∣ 1√dwβ
∑
j,k
(
1
p
δj,k − 1
)〈
Ĝ∗(Ẑ), ejeTk
〉
·
〈
PT̂ Ĝ(ejeTk ), Ĝ(eαeTβ)
〉∣∣∣∣∣∣
=: max
α,β
∣∣∣∣∣∣
∑
j,k
Zα,βj,k
∣∣∣∣∣∣ .
For any fixed pair of (α, β), Xα,βj,k are mean-zero independent random variables with∣∣∣Zα,βj,k ∣∣∣ ≤ 1p · ∣∣∣〈Ĝ∗(Ẑ), ejeTk〉∣∣∣ · 1√dwβ
∣∣∣〈PT̂ Ĝ(ejeTk ), Ĝ(eαeTβ)〉∣∣∣
=
1
p
·
∣∣∣〈Ĝ∗(Ẑ), ejeTk〉∣∣∣√
dwk
·
√
dwk√
dwβ
∣∣∣〈PT̂ Ĝ(ejeTk ), Ĝ(eαeTβ)〉∣∣∣
. 1
p
·
∣∣∣〈Ĝ∗(Ẑ), ejeTk〉∣∣∣√
dwk
· µ0r
n
. 1
p
µ0r
n
∥∥∥Ẑ∥∥∥
Ĝ,∞
,
where the third line follows from Lemma 6.3. Moreover,
E
∑
j,k
∣∣∣Zα,βj,k ∣∣∣2
 . 1p∑
j,k
∣∣∣〈Ĝ∗(Ẑ), ejeTk〉∣∣∣2
dwk
·
(µ0r
n
)2
. 1
p
(µ0r
n
)2
·
∥∥∥Ẑ∥∥∥2
Ĝ,F
.
Thus, by the Bernstein inequality (2.6),∣∣∣∣∣∣
∑
j,k
Zα,βj,k
∣∣∣∣∣∣ . µ0rn
(√
log(dn)
p
∥∥∥Ẑ∥∥∥
Ĝ,F
+
log(dn)
p
∥∥∥Ẑ∥∥∥
Ĝ,∞
)
holds with high probability.
Since there are only dn pairs of (α, β), taking a union bound concludes the proof.
6.4 Proof of Lemma 4.6
Proof of Lemma 4.6. By Lemma 6.1 we have
∥∥∥ÛV̂H∥∥∥
Ĝ,F
=
1
d
d∑
i=1
n∑
k=1
1
wk
∣∣∣〈ÛiV̂Hi ,Gk〉∣∣∣2 .
Then the bound for
∥∥∥ÛV̂H∥∥∥
Ĝ,F
follows immediately from Lemma C.2 by noting that
max
k
1
d
d∑
i=1
∥∥∥eTk ÛiV̂Hi ∥∥∥2
2
= max
k
1
d
d∑
i=1
∥∥∥eTk Ûi∥∥∥2
2
≤ µ0r
n
,
where the inequality follows from the incoherence assumption.
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The bound for
∥∥∥ÛV̂H∥∥∥
Ĝ,∞
follows from a direct calculation:
max
j,k
1√
dwk
∣∣∣〈ÛV̂H, Ĝj,k〉∣∣∣ = max
j,k
1√
dwk
∣∣∣∣∣
d∑
i=1
(eTi Fej)〈ÛiV̂Hi ,Gk〉
∣∣∣∣∣
≤ max
j,k
1
d
d∑
i=1
∣∣∣∣ 1√wk 〈ÛiV̂Hi ,Gk〉
∣∣∣∣
≤ max
j,k
1
d
d∑
i=1
∥∥∥ÛHi Gk∥∥∥
F
∥∥∥GkV̂i∥∥∥
F
≤ max
j,k
√√√√1
d
d∑
i=1
∥∥∥ÛHi Gk∥∥∥2
F
·
√√√√1
d
d∑
i=1
∥∥∥GkV̂i∥∥∥2
F
≤ µ0r
n
,
which completes the proof.
Appendix
A Proof of Theorem 1.1
Proof of Theorem 1.1. First note that when X\ has the special form of (1.6), the 2-th to n-th columns of
the solution to (1.5) must be zeros. With a slight abuse of notation, let Ω ⊂ [d] be the subset of indices
corresponding to the observed entries of X\(:, 1). Noting that F1 =
√
de1, the recovery program (1.5) can
be reduced to basic pursuit [54]:
minimize
xˆ∈Cd
‖xˆ‖1 subject to DΩF−1xˆ = DΩF−1(
√
de1), (A.1)
where DΩ ∈ Rd×d is a diagonal matrix of the form
[DΩ]j,k =
{
1, j ∈ Ω and j = k,
0, j 6= k.
In order to show that
√
de1 is the unique optimal solution to (A.1), by [52, Lemma 2.1] or [55, Condition
1], we need to check that the submatrix (DΩF
−1)(:, 1) has full column rank and construct a dual certificate
λ ∈ Rd such that
[FDΩλ]1 = 1,
∣∣[FDΩλ]j∣∣ < 1, for j = 2, · · · , d. (A.2)
Suppose Ω has at least two entries, denoted k1 and k2. The full column rank property of the submatrix
holds since (DΩF
−1)(:, 1) = 1√
d
DΩ1 is a vector. Moreover, assuming
(j − 1)|k1 − k2| 6= qd, 2 ≤ j ≤ d (A.3)
for any positive integer q, we claim that λ =
√
d
|Ω|1Ω satisfies the two conditions listed in (A.2). The first
condition holds since
[FDΩλ]1 =
√
d
|Ω| [FDΩ1Ω]1 =
√
d
|Ω| [F1Ω]1 = 1.
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Letting Ωc = Ω\{k1, k2}, for the second condition, a simple algebra yields that
|(FDΩλ) [j]| =
√
d
|Ω| |Fj,k1 + Fj,k2 + Fj,Ωc |
≤
√
d
|Ω| |Fj,k1 + Fj,k2 |+
√
d
|Ω|
∑
k∈Ωc
|Fj,k|
≤
√
d
|Ω| |Fj,k1 + Fj,k2 |+
|Ω| − 2
|Ω|
=
1
|Ω|
∣∣∣∣exp(−2piid (j − 1)(k1 − 1)
)
+ exp
(
−2pii
d
(j − 1)(k2 − 1)
)∣∣∣∣+ |Ω| − 2|Ω|
=
1
|Ω|
∣∣∣∣1 + exp(2piid (j − 1)(k1 − k2)
)∣∣∣∣+ |Ω| − 2|Ω| ,
which is strictly less than 1 unless there exists a positive integer q such that (j − 1)|k1 − k2| = qd for all
2 ≤ j ≤ d.
It remains to check when (A.3) holds. Noting that when k1 and k2 have different parities, |k1 − k2| is an
odd number, so |k1 − k2| and d = 2L do not have common factors. Therefore for any positive integer q > 0,
q · d
|k1 − k2| =
q · 2L
|k1 − k2|
is either a fraction or an integer multiple of d = 2L. In both cases (A.3) holds since j − 1 ≤ d− 1. Finally,
it is not difficult to show that, under the Bernoulli sampling model, Ω includes at least two indices with
different parities with probability at least
(
1− (1− p)d − dp(1− p)(d−1)) /2. Clearly, when d is sufficiently
large, this value is approximately equal to 0.5.
B Proof of Lemma 3.1
B.1 Proof of (3.4) in Lemma 3.1
For any fixed k, we have
1
d
d∑
a=1
∥∥∥GHk Ûa∥∥∥2
F
=
1
d
d∑
a=1
∥∥∥∥∥∥ 1√wk
∑
i+j=k
eje
T
i Ûa
∥∥∥∥∥∥
2
F
=
1
d
d∑
a=1
1
wk
∑
i+j=k
∥∥∥eTi Ûa∥∥∥2
2
=
1
wk
∑
i+j=k
1
d
d∑
a=1
∥∥∥eTi Ûa∥∥∥2
2
≤ 1
wk
∑
i+j=k
1 ·
(
max
i
1
d
d∑
a=1
∥∥∥eTi Ûa∥∥∥2
2
)
≤ µ0r
n
,
where the last inequality is due to the average case incoherence condition. This completes the proof of the
first part of (3.4) and the second part of (3.4) can be proved similarly.
B.2 Proof of (3.5) in Lemma 3.1
Recalling the definition of T̂ and Ĝ, for each (j, k), we have∥∥∥PT̂ Ĝ(ejeTk )∥∥∥2
F
=
d∑
a=1
∥∥∥PT̂aG(eTaFejeTk )∥∥∥2F
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=
1
d
d∑
a=1
∥∥∥PÛa(Gk) + PV̂a(Gk)− PÛa(Gk)PV̂a∥∥∥2F
=
1
d
d∑
a=1
∥∥∥ÛaÛTaGk + GkV̂V̂T − ÛaÛTaGkV̂V̂T∥∥∥2
F
=
1
d
d∑
a=1
(∥∥∥ÛaÛTaGk∥∥∥2
F
+
∥∥∥GkV̂V̂T∥∥∥2
F
)
≤ 1
d
d∑
a=1
(∥∥∥ÛTaGk∥∥∥2
F
+
∥∥∥GkV̂∥∥∥2
F
)
≤ 2µ0r
n
where the last inequality is due to (3.4).
C Auxiliary technical lemmas
Here we provide two additional technical lemmas which have been used in the proof of the main result. The
proofs of these two lemmas are straightforward extensions of those for the d = 1 case [26]. We include the
proofs to keep the presentation self-contained.
Lemma C.1. Under the condition
∥∥∥ 1pPT̂ ĜPΩĜ∗PT̂ − PT̂ ĜĜ∗PT̂∥∥∥ ≤ 12 ,
∥∥∥PT̂ (Ŵ)∥∥∥
F
≤ 2
√
2
p
∥∥∥PT̂⊥(Ŵ)∥∥∥
F
holds for any d-block diagonal matrix Ŵ which obeys
ĜPΩĜ∗(Ŵ) = 0 ∈ Rdn1×dn2 , and (I − ĜĜ∗)(Ŵ) = 0 ∈ Rdn1×dn2 . (C.1)
Proof. Since Ŵ satisfies (C.1), we have
0 =
∥∥∥∥1p ĜPΩĜ∗(Ŵ) + (I − ĜĜ∗)(Ŵ)
∥∥∥∥
F
=
∥∥∥∥(1p ĜPΩĜ∗ + (I − ĜĜ∗)
)(
PT̂ (Ŵ) + PT̂⊥(Ŵ)
)∥∥∥∥
F
≥
∥∥∥∥(1p ĜPΩĜ∗ + (I − ĜĜ∗)
)
PT̂ (Ŵ)
∥∥∥∥
F
−
∥∥∥∥(1p ĜPΩĜ∗ + (I − ĜĜ∗)
)
PT̂⊥(Ŵ)
∥∥∥∥
F
.
On the one hand,∥∥∥∥(1p ĜPΩĜ∗ + (I − ĜĜ∗)
)
PT̂ (Ŵ)
∥∥∥∥2
F
=
∥∥∥∥1p ĜPΩĜ∗PT̂ (Ŵ)
∥∥∥∥2
F
+
∥∥∥(I − ĜĜ∗)PT̂ (Ŵ)∥∥∥2
F
+
2
p
〈
ĜPΩĜ∗PT̂ (Ŵ), (I − ĜĜ∗)PT̂ (Ŵ)
〉
=
∥∥∥∥1p ĜPΩĜ∗PT̂ (Ŵ)
∥∥∥∥2
F
+
∥∥∥(I − ĜĜ∗)PT̂ (Ŵ)∥∥∥2
F
=
1
p2
〈
ĜPΩĜ∗PT̂ (Ŵ), ĜPΩĜ∗PT̂ (Ŵ)
〉
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+
〈
(I − ĜĜ∗)PT̂ (Ŵ), (I − ĜĜ∗)PT̂ (Ŵ)
〉
≥ 1
p
〈
PT̂ ĜPΩĜ∗PT̂ (Ŵ),PT̂ (Ŵ)
〉
+
〈
PT̂ (I − ĜĜ∗)PT̂ (Ŵ),PT̂ (Ŵ)
〉
=
∥∥∥PT̂ (Ŵ)∥∥∥2
F
+
〈
PT̂ (
1
p
ĜPΩĜ∗ − ĜĜ∗)PT̂ (Ŵ),PT̂ (Ŵ)
〉
≥
∥∥∥PT̂ (Ŵ)∥∥∥2
F
−
∥∥∥∥PT̂ (1p ĜPΩĜ∗ − ĜĜ∗)PT̂
∥∥∥∥ · ∥∥∥PT̂ (Ŵ)∥∥∥2F
≥ 1
2
∥∥∥PT̂ (Ŵ)∥∥∥2
F
,
where the third line follows from the property (ĜPΩĜ∗)(I − ĜĜ∗) = 0, and the last line follows from the
assumption.
On the other hand,∥∥∥∥1p ĜPΩĜ∗PT̂⊥(Ŵ) + (I − ĜĜ∗)PT̂⊥(Ŵ)
∥∥∥∥
F
≤
∥∥∥∥1p ĜPΩĜ∗PT̂⊥(Ŵ)
∥∥∥∥
F
+
∥∥∥(I − ĜĜ∗)PT̂⊥(Ŵ)∥∥∥
F
≤ 1
p
∥∥∥PT̂⊥(Ŵ)∥∥∥
F
+
∥∥∥PT̂⊥(Ŵ)∥∥∥
F
≤ 2
p
∥∥∥PT̂⊥(Ŵ)∥∥∥
F
,
where the third line follows from the fact that ĜPΩĜ∗ is a projection operator.
Combining two parts together, we complete the proof.
Lemma C.2. Suppose a d-block diagonal matrix Ẑ ∈ Cdn1×dn1 satisfies
max
p
1
d
d∑
i=1
∥∥∥eTp Ẑi∥∥∥2
2
≤ B, (C.2)
where Ẑi ∈ Cn1×n1 is the ith block of Ẑ and n1 = (n+ 1)/2. Then
1
d
d∑
i=1
n∑
k=1
1
wk
∣∣∣〈Ẑi,Gk〉∣∣∣2 . B log(n1).
Proof. Note that
1
d
d∑
i=1
n∑
k=1
1
wk
∣∣∣〈Ẑi,Gk〉∣∣∣2 = 1
d
d∑
i=1
n∑
k=1
1
wk
∣∣∣∣∣∣ 1√wk
∑
p+q=k+1
〈Ẑi, epeTq 〉
∣∣∣∣∣∣
2
≤ 1
d
d∑
i=1
n∑
k=1
1
wk
∑
p+q=k+1
∣∣∣〈Ẑi, epeTq 〉∣∣∣2
=
1
d
d∑
i=1
n1∑
k=1
1
wk
∑
p+q=k+1
∣∣∣〈Ẑi, epeTq 〉∣∣∣2 + 1d
d∑
i=1
n∑
k=n1+1
1
wk
∑
p+q=k+1
∣∣∣〈Ẑi, epeTq 〉∣∣∣2 .
We follow the splitting scheme in [26, Lemma 12] to bound each term.
Without loss of generality, assume n1 is a power of 2. We divide [n1] into log(n1) groups: Wa = {k :
wk ∈ [2a−1, 2a)}, a = 1, · · · , log(n1). For the first term we have
1
d
d∑
i=1
n1∑
k=1
1
wk
∑
p+q=k+1
∣∣∣〈Ẑi, epeTq 〉∣∣∣2 = 1d
d∑
i=1
logn1∑
a=1
∑
k∈Wa
1
wk
∑
p+q=k+1
∣∣∣〈Ẑi, epeTq 〉∣∣∣2
29
≤ 1
d
d∑
i=1
logn1∑
a=1
∑
k∈Wa
1
2a−1
∑
p+q=k+1
∣∣∣〈Ẑi, epeTq 〉∣∣∣2
≤ 1
d
d∑
i=1
logn1∑
a=1
1
2a−1
2a−1∑
k=1
∑
p+q=k+1
∣∣∣〈Ẑi, epeTq 〉∣∣∣2
≤ 1
d
d∑
i=1
logn1∑
a=1
1
2a−1
2a−1∑
k=1
∑
p+q=k+1
∣∣∣eTp Ẑieq∣∣∣2
=
1
d
d∑
i=1
logn1∑
a=1
1
2a−1
2a−1∑
p=1
2a−1−p∑
q=1
∣∣∣eTp Ẑieq∣∣∣2
≤ 1
d
d∑
i=1
logn1∑
a=1
1
2a−1
2a−1∑
p=1
∥∥∥eTp Ẑi∥∥∥2
=
logn1∑
a=1
1
2a−1
2a−1∑
p=1
(
1
d
d∑
i=1
∥∥∥eTp Ẑi∥∥∥2
)
≤ 2B log(n1),
where the second line follows from wk ≥ 2a−1 when k ∈ Wa.
The second term can be bounded similarly which concludes the proof.
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