Abstract-The certainty equivalence and polynomial approach, widely used for designing adaptive controllers, leads to "simple" adaptive control designs that guarantee stability, asymptotic error convergence, and robustness, but not necessarily good transient performance. Backstepping and tuning functions techniques, on the other hand, are used to design adaptive controllers that guarantee stability and good transient performance at the expense of a highly nonlinear controller. In this paper, we use elements from both design approaches to develop a new certainty equivalence based adaptive controller by combining backstepping based control law with a normalized adaptive law. The new adaptive controller guarantees stability and performance, as well as parametric robustness for the nonadaptive controller, that are comparable with the tuning functions scheme, without the use of higher order nonlinearities.
I. INTRODUCTION
T HE "certainty equivalence" adaptive linear controllers with normalized adaptive laws have received considerable attention during the last two decades [5] , [8] , [15] . These controllers are obtained by independently designing a control law that meets the control objective assuming knowledge of all parameters, along with an adaptive law that generates on-line parameter estimates that are used to replace the unknowns in the control law. The normalized adaptive law could be a gradient or least squares algorithm [5] , [8] , [15] . The control law is usually based on polynomial equalities resulting from a model reference or pole assignment objective based on linear systems theory. An important feature of this class of adaptive controllers is the use of error normalization, which allows the complete separation of the adaptive and control laws design. Since the "normalizing signal" depends on closed-loop signals, the performance bounds are hard to quantify a priori, and there is no systematic way of improving them. In fact, it was shown in [19] that the performance of these controllers can be quite poor. With asymptotic performance characterized in the form of an or mean-squared-error (MSE) bound, the undesirable phenomena such as bursting [6] cannot be prevented. Efforts to improve performance include the use of fixed compensators [18] , [1] to depress the effect of estimation error, and the introduction of "dynamic certainty equivalence" which avoids Manuscript received April 7, 1998 ; revised March 24, 1999 and June 16, 1999 . Recommended by Associate Editor, M. Krstic. This work was supported in part by NASA under Grant NAGW-4103 and in part by NSF under Grant ECS-9877193.
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direct error normalization by imposing a passive identifier with "higher order tuners" [13] , [16] , [2] . All these controllers, however, involve an increase of controller order, especially the "dynamic certainty equivalence" controller. Moreover, all these controllers are "direct adaptive controllers" which directly estimate the controller parameters. This may increase the number of parameters to be estimated relative to the number of actual unknowns as the controller usually contains more parameters than the plant for higher relative degree plants, and a priori knowledge about the plant parameters is generally not readily usable.
In [10] and [9] , an adaptive control approach that deviates from the traditional certainty equivalence ones was introduced by employing integrator backstepping, nonlinear damping, and tuning functions, which results in a relatively complex controller structure. The design procedure is performed recursively, and the adaptive law is determined without error normalization. The resulting controller guarantees good transient performance in the ideal case, and the performance bounds can be computed and reduced systematically [12] . The adaptive law estimates the unknown plant parameters directly, allowing full utilization of a priori knowledge and eliminating the possible overparameterization introduced by traditional "direct" approach [8] , [9] . Another remarkable feature of the new controller is the parametric robustness when adaptation is switched off [10] . These properties are achieved, however, at the expense of a highly nonlinear controller, even though the plant is linear. Higher order nonlinear terms can potentially lead to difficulty in proving robustness at the presence of high-frequency unmodeled dynamics, especially those that lead to fast nonminimum phase zeros and change in high-frequency gain sign [22] . In such a case, the tuning function's design can only guarantee local stability when these "undesirable" unmodeled dynamics are present [7] . Moreover, since the tuning functions design is Lyapunov-based, it excludes the flexibility of choosing among different types of adaptive law.
In this paper, we use elements from both design approaches to develop a new certainty equivalence adaptive controller by combining a backstepping control law with a normalized adaptive law. All conditions equal, the new controller guarantees performance that is comparable with the tuning functions adaptive backstepping controllers of [10] and [9] , without introducing higher order nonlinear terms, extra parameter estimates, or increasing controller order. Despite the presence of a normalizing signal, the and performance bounds are computable and can be reduced systematically via appropriate choice of design parameters. Similar parametric robustness and performance of the nonadaptive controller as shown in [12] are also achieved.
The paper is organized as follows: In Section II, we introduce the new design procedure that gives a class of adaptive controllers with various control and adaptive laws and prove stability of the resulting adaptive control system. In Section III, we establish performance bounds and parameter convergence properties and explain how performance can be systematically improved. Section IV shows the parametric robustness and performance when adaptation is switched off. Before concluding the paper in Section VI, we present some simulation results to demonstrate the properties of the new controller in Section V.
Notations 
II. ADAPTIVE CONTROL DESIGN
The plant under consideration is the following singleinput/single-output (SISO) linear time invariant (LTI) system: (1) with the following standard assumption.
Assumption: The plant parameters are unknown constants; an upper bound for the nominal plant order the plant relative degree and the sign of the high frequency gain are known; the plant is minimum phase, i.e., is Hurwitz. The control objective is to design an output feedback control law, such that all the closed-loop signals are uniformly bounded, and the plant output asymptotically tracks a given reference signal with known, bounded derivatives. The adaptive controller is designed based on the certainty equivalence principle. The control law is designed by employing backstepping, while the adaptive law is chosen by using a certain plant parameterization independent of the controller parameters.
A. Filter Design and Plant Parameterization
We introduce the standard filters as used in traditional adaptive controllers [8] , [15] : (2) where is a Hurwitz matrix defined by
Based on the plant input-output relation (1), we can get a representation of the tracking error in terms of the filter signals as follows: (4) where
is the initial condition of the state of the plant (1) in its observer canonical form, and $ represents the inverse Laplace transform.
Equation (4) gives a standard bilinear parameterization in terms of the unknown parameters for the tracking error The filter structure (2) involves a total of signals, compared with the signals in the Kresselmeier observer filters used in [10] and [9] , which involves -filters and -filters. Though the overall orders are the same for both filter structures our filter design greatly reduces the complexity of the filter structure and subsequently the controller structure by reducing the number of signals involved considerably.
B. Backstepping Control Law Design
To demonstrate the use of backstepping, we ignore the trivial relative degree case and assume that 1) Design Procedure-Initialization: A unique feature of our backstepping design relative to that of [9] is that instead of targeting at the tracking error directly from the first step, as is mostly done for backstepping design [11] , we change our control objective to achieve convergence to zero of the estimated tracking error based on (4) (8) where are the estimates of In subsequent design steps, we continue to replace wherever it appears with its estimate Since this is a certainty equivalence design, we treat as if they were the true parameters and consequently do not attempt to eliminate the terms containing through "tuning functions." Nor do we attempt to apply "nonlinear damping" to achieve independent input-to-state-stability which may lead to higher order nonlinear terms.
In view of (8) 
With the first error signal defined, we can proceed to Step 1. For convenience, we introduce the variable
Step 1: Using (6), (8) , (2), and we compute as follows: (11) where (12) (13) Differentiating and substituting in (11), we get (14) where (15) In the known parameter and nonadaptive case, would be zero and would be exponentially decaying. So we would treat as the "virtual" control and design the first stabilizing function to be (16) where (17) (18) (19) are design constants, and is an arbitrary constant matrix. We refer to the term as the "stabilizing damping" which places the dynamics to a desired one. On the other hand, the parameter dependent terms, which we refer to as the "normalizing damping," is used to normalize the effect of the uncanceled and terms. We will explain what this normalization means later in the section. The two types of damping carry different missions and will be used over and over again in the following steps.
As is not the control input, the design does not stop here. The difference becomes the second error signal, and the error dynamic equation for is (20) The subsequent steps 2 through follow a unified procedure which can be performed recursively as follows.
Step 2: : The following design steps will be described in a recursive manner. After finishing step we will have obtained stabilizing functions (21) where is an vector of continuously differentiable functions of
The stabilizing functions are so chosen that the dynamics of the th error system is (22) where are continuously differentiable with respect to
To proceed to step we differentiate and substitute in (21), (22) , and (11) . Following some straightforward arrangements, we arrive at (23) where (24) (25) (26) (27) and are again design constants. From (23), we see that to stabilize the sub-system, we can select the th stabilizing function in the form of (21) with which results in the error dynamic equation (22) for Now we have finished step and have inductively proven (21), (22) for
We can proceed to the next step.
Step : In step , the control appears after differentiating By following the derivation of step we can easily reach (28) where are functions of defined the same way as (24)-(27) for
Since the control input is now available for design, we can choose the same way we chose the stabilizing functions to cancel the undesirable terms, i.e., An alternative control law is to consider the fact that this is the last design step, the control law will be fixed herein and no further differentiation will occur. Hence we are allowed to choose the control to cancel and as well, both of which are available. Specifically, we choose the following control law:
where the "normalizing damping" term, due to the elimination of and becomes unnecessary, so that we can set This finishes the control law design. We observe that during the intermediate design steps, the signals are absent from the stabilizing functions and their positions have been completely replaced by the new variables which is different from the tuning functions design [9] . This is important for the performance results of Section III to be valid. (4) is the standard bilinear equation error model that appears in many adaptive control systems [8] , [15] , based on which a gradient based adaptive scheme is available that takes the form of [8] , [15] (32) where are constant adaptive gains, and is the normalizing signal, which is used to guarantee A typical choice is which has been considered in [20] . Here we employ a slightly different version of the normalizing signal (33) where is a design constant, which we refer to as the normalizing coefficient, that determines the strength of normalization. The normalizing property of is described by (34) where As the value of approaches zero, the normalizing property of diminishes. The advantage of the adaptive law (32) based on bilinear parameterization is that we circumvent the requirement of inverting an estimated parameter by estimating the parameter and its inverse simultaneously. In return, it has the drawback of estimating an extra parameter, and it excludes a least square (LS) based adaptive law.
C. Normalized Adaptive Law 1) Adaptive Law with Bilinear Parameterization: Equation
2) Adaptive Law with Linear Parameterization: By way of a linear parameterization, we can avoid estimating and at the same time, which is typically done in most standard "indirect" adaptive control schemes. Specifically, we estimate only one of the two unknowns and obtain the other one by inversion. However, it requires such a parameter estimate to be bounded away from zero, which is achieved with parameter projection if we have additional knowledge on the bound of the true parameter. In particular, we assume the following.
Assumption: An upper bound of the value of the high-frequency gain, is known. Alternatively, we can also assume knowledge of a lower bound of which was considered in [20] . The knowledge of means that
Hence we can use parameter projection to ensure the estimate of is bounded from below by Then we can invert to obtain
The resulting parameter error for is This way we are able to obtain a linear parameterization from (9) as follows: (35) where (36) Considering that we can choose the following update law for based on the linear parameterization (35): (37) where is the adaptation gain matrix. In the case of a gradient scheme, is constant. In the case of a LS scheme, is determined by the following dynamical equation: is a large constant. The projection operator projects the estimate of from the boundary of and the operator is to set when projection of is in effect in the LS scheme. Based on certainty equivalence, our controller design does not involve implementation of in the stabilizing functions. Therefore is not further differentiated, and unlike the tuning functions scheme, differentiability of the projection operator is not an issue.
The normalizing signal is chosen to be the same as in the bilinear case. Since is ensured by parameter projection, the normalizing property of is described by (39) 3) The Known High Frequency Gain Case: Going one step further, if we have complete knowledge of the high-frequency gain then the adaptive law is further simplified. That is, we drop both and from the list of unknown parameters. The control law is again totally unchanged, except we set whereas the adaptive law is simplified to
where is the adaptation gain matrix similar to that of the linear parameterization case.
The known high-frequency gain case is of particular interest as many performance, passivity, or parametric robustness results are obtained under this assumption [1] , [12] , [9] , [11] .
4) Stability and Performance of Adaptation System: The above adaptive laws (32), (37), (40) guarantee the following stability and performance properties regardless of the stability of the closed-loop control system.
Lemma 1 (Performance of Adaptive Law):
The adaptive law (32), (37), or (40) for the equation error model (4) guarantees that Specifically, the following performance bounds hold:
where (43) and are defined in Table I .
Proof: We first consider the adaptive law with bilinear parameterization. Consider the Lyapunov function (44) and its derivative along the solution of (37) (45) where the last inequality is a result of completion of squares. Therefore is nonincreasing, i.e., which implies from which (41) follows. Integrating (45) leads to (42). Moreover, as a direct consequence of error normalization. Finally, together with and imply The proof for the adaptive law with linear parameterization is the same by adopting the Lyapunov function for the unknown high-frequency gain case and in the known high-frequency gain case.
D. Error System Property
The error system equation resulted from the control law (31) can be written in the following compact form: 
and (48) in the case of control law (29), or
in the case of control law (31). The homogenous part of the error state equation (46) is exponentially stable due to the uniformly negative definite (or screw symmetric) The terms and due to the output mismatch and the adaptation, now act as perturbations to the -system.
Using (46), and the definition of with completion of squares, we evaluate the derivative of (50) where in the case of control law (31) and in the case of control law (29).
We now consider the last term of (50) It is interesting to notice that is independent of the filter parameter vector as compared to that defined in (53).
Essentially, the terms perform similar tasks as the terms. By appropriately choosing we are able to eliminate the dependency of with respect to the design parameters and the parameter estimates. We defer the discussion on this to the performance analysis section.
Proceeding from (50), we have (56) where (57) Integrating (56) gives (58) Further integrating the first inequality of (58) gives (59) Inequalities (58) and (59) directly relate the and norms of the backstepping error with the norm of the parameter estimation error through a simple relation where the effect of design parameters is clear: if and is independent of the design parameters and the parameter estimates, then there exist upper bounds of the quantities that are computable a priori and only decrease with increasing
E. Stability Analysis
We are now in the position to state and prove the stability properties of the proposed adaptive controller. The idea is to consider the two components of namely and and establish an inequality for involving the normalized estimation error that is suitable for applying the Bellman-Gronwall lemma.
The partial regressor can be written in the following transfer function form: (60) where is the strictly proper transfer function matrix from to Substituting in (10) and applying Lemma 6 (61)
In view of (61) Therefore the inequalities similar to (58) and (59) still hold. However, the quantities do not provide much insight, because they now depend on the closed-loop behavior, including the parameter estimates as well as all the design parameters, in a complex manner, and we are no longer able to predict what will happen to as the parameter estimates are updated or as the design parameters are changed.
Remark 2: Using the "normalizing damping" instead of "nonlinear damping," we manage to preserve the linearity of control law (31) or (29)
i.e., Such preservation of linearity is crucial for proving stability when error normalization is used as it allows us to arrive at an integral inequality in terms of that is suitable for applying the Bellman-Gronwall lemma. Such "linearity" of control law is also crucial for robustness with respect to high-frequency unmodeled dynamics [8] , [22] .
III. PERFORMANCE AND PARAMETER CONVERGENCE
In this section, we study the performance of the new adaptive control system with or without persistent excitation (PE).
A. Transient Performance
For traditional adaptive linear controllers with normalized adaptive law, the unnormalized performance bounds are usually proportional to the size of the normalizing signal which may grow as design parameters are tuned toward improving performance of the normalized performance bounds. Consequently, these adaptive controllers lack computable performance that can be systematically improved. For the proposed adaptive controller, however, an upper bound of the normalizing signal can be determined that does not grow as the design parameters tune to reduce the normalized performance bounds. which is again independent of and strictly decreasing with respect to or Practically, since the adaptation gain can be very large, the resulting can also be very large. Therefore should be chosen small to avoid extremely high gain.
Known High-Frequency Gain Case: In this special case, the defined in (55) does not involve the filter coefficients hence we can choose where the last two rows and columns of associated with the adaptation of and are zeros, and
From the above analysis, the choice of the damping coefficients, namely do not depend explicitly on any state variables. Therefore these "normalizing damping" terms are not aimed at, as the "nonlinear damping"s of [11] are, damping out the effect of these perturbation terms by way of nonlinear gains. In contrast, the purpose of these coefficients is to normalize the coefficients of the terms to eliminate the parameter dependency of these coefficients. Proof: The proof of (85) follows by substituting (42), (59), (58) into the following inequality: (87) and plugging in the bound of (42). The performance (86) is shown by applying (74) and (76) to the following inequalities: (88) and plugging in the bounds (41) and (42) developed in Lemma 1, and the inequality which is a direct consequence of the normalizing property of .
The performance is only available when the high-frequency gain is known. We recall that the tuning functions scheme has the same limitation [12] .
Let us now discuss the roles of various design parameters in performance improvement.
1) Reference signal and filter initialization:
As we see from the definitions of the constants involved in the performance bounds, the nonzero initial condition of may be an increasing function of However, by simply zeroing the initial condition of the reference model so that then regardless of the initial condition of the plant. This greatly simplifies the complex filter initialization process that is required for the tuning functions design [9] . Alternatively, for nonzero we can choose which also leads to a similar process as the tuning functions design. The effect of however, cannot be eliminated due to the unknown plant parameters. This is one drawback compared with the tuning functions design. 2) Adaptation gain : Large adaptive gain which attenuates the effect of initial parameter error is vital for good performance. This means that fast adaptation is needed to minimize the energy of the tracking error caused by the initial parameter error. Meanwhile, the condition number of the adaptation gain matrix needs to be kept small (e.g., a constant adaptation gain, 3) Filter parameter : A large is critical for both the and performance in two senses. First, for nonzero plant initial condition, in order to guarantee performance, we must fix the ratio of so that when we increase we proportionally increase Otherwise, increasing with fixed could lead to increasing due to nonzero initial condition, which in turn results in increasing This is, however, not necessary when the plant initial condition is zero such that Second, suppose we fix but increase alone. Though the effect on is limited, it has a deterministic effect on the improvement of the performance shown in (86). Particularly when we increase the value of correspondingly, the size of can be arbitrarily reduced.
4) Damping coefficients
: The role of is to attenuate the or tracking error due to the backstepping error We have shown that are not necessary for stability. However, as appear in the denominator in all the performance bounds, it is essential that are chosen nonzero to achieve the performance bounds (85), (86). Moreover, increasing can lead to improvement in performance, especially the performance, as evident from (86). 5) Normalizing coefficient : Decreasing leads to weaker normalization, which renders smaller normalizing signals and hence improved performance. As which is the unnormalized case. We point out that if we had not used the normalizing damping terms then we would not have been able to find an upper bound for the normalizing signal that is as straightforward as the one shown in Lemma 2. Not only are we unable to predict the possible effect on as we tune the design parameters, but we are also unable to establish performance bounds even for the normalized tracking error due to the complex relation of the backstepping error and the parameter estimation error We notice that hence large or small implies stronger "normalizing damping," and consequently, large feedback gain.
It is interesting to see from the first term of (86) that though good may result in good performance, it is not required. In essence, large leads to a fast filter, which increases the controller bandwidth and feedback gain. A large will result in a small estimation error for all time, therefore undermines the adaptation process, leading to slower adaptation. So fast adaptation can be counteracted by high gain feedback. This point is manifested in the next section where adaptation is completely switched off.
We also observe that the tracking error differs from the error signal used for backstepping by the estimation error This mismatch, however, does not prevent us from establishing performance for the tracking error as the effect of can be reduced by employing fast adaptation and fast filter.
4) Performance Comparison with Tuning Functions Design:
To compare the performance of the new controller with the tuning functions controller, we consider the performance bounds derived in [12] with the conditions shown as follows:
where are constants determined by the chosen filter and the initial conditions, which, however, cannot be systematically decreased with the filter design. We observe that increasing can lead to improvement in both and performance, and increasing can result in further improvement in performance only. Increasing the adaptation gain may help to further improve performance through, for example, limited reduction in Detailed discussion on the role of adaptation can be found in [12] . However, it is unclear how the filter design can play a role in further performance improvement.
We point out that the new controller can achieve the same level of performance as promised by the tuning functions design, though the way they achieve such performance is different, i.e., the parameters used to shape the performance are different. Table II compares the two approaches. In the table, the word "primary" and "secondary" refers to irreplaceable and replaceable role, respectively, in achieving arbitrary reduction in performance bounds, whereas "limited" refers to limited reduction in performance bounds.
Another difference is the process of filter initialization. The tuning function's scheme employs a complex signal tracking process for filter initialization to achieve complete elimination of the effect of nonzero initial conditions. With our controller, the initial condition of is automatically set to zero if we use zero initial condition for all filters and the reference model. However, we are unable to initialize the filters so that the effect of nonzero initial conditions of the plant can be completely eliminated from the tracking error. This is caused by the fact that the tuning functions design starts with the tracking error, while the new controller design starts with the "estimated" tracking error. This effect, though, is exponentially decaying to zero which can be made to die arbitrarily fast with large initial control effort. When plant has nonzero initial condition, our controller may experience high initial control effort due to high gain, whereas the tuning functions design may not require large control effort due to "nonlinear damping."
B. Parameter Convergence
Finally, we establish the parameter convergence property of the new adaptive controller.
Theorem 4 (Parameter Convergence): Assume that the two plant polynomials and in (1) The parameter estimate converges asymptotically to a fixed constant (not necessarily equal to the true value If in addition the reference signal is SR of order then the parameter error converges asymptotically to Furthermore, if then for sufficiently large the convergence rate for is exponential. Proof: We prove only the last case. The first two cases follow closely.
We have shown that hence which implies that converges to a fixed constant not necessarily equal to
Next we consider the regressor vector which we express as
It is straightforward to verify that the transfer functions in are linearly independent. Hence when the reference signal is SR of order the first term of in (91) Since neither nor nor is a growing function of therefore (97) can always be satisfied by design. This means that the closed loop is exponentially stable, which is stronger than the asymptotic stability that is obtained in traditional overparameterized adaptive system.
As a consequence of the backstepping design, the new adaptive controller also possesses stronger parameter convergence property as it can guarantee exponential convergence, as compared with traditional linear adaptive schemes with bilinear parameterization, which has at most asymptotic convergence. are the closed-loop sensitivity functions with respect to respectively. Since are stable, according to the Small Gain theorem [3] , the closed-loop system described by (105) is stable if (109) where (110) and in reaching (109) we have used the fact that It is now obvious that if i.e., the uncertainty on the high frequency gain is strictly smaller than the value of the high frequency gain itself, then by choosing and such that (111) (112) (109) will be satisfied, and closed-loop stability will be guaranteed. As a special case, when the high-frequency gain is known precisely so that then (109) degenerates to which can be satisfied simply by choosing the filter to be sufficiently fast.
IV. PARAMETRIC ROBUSTNESS
Note that when then we are only able to obtain the MSE performance defined as (113) This means that the tracking error will not converge to zero asymptotically. However, if then and asymptotic tracking can be achieved. These nonadaptive properties are summarized by the following theorem. and using (100) and As in the adaptive case, the performance bounds given in (114) and (115) or (116) can be improved by increasing the value of , or But the achievable performance is limited by how small the parameter error is. The case where the high-frequency gain is known exactly so that is a special case considered in [10] , [12] , in which parametric robustness and nonadaptive performance are established. Under such assumption, and with zero initial condition, the performance bounds can be further simplified that allow systematic improvement. This can be easily seen from (114) and (115) by setting Specifically, both the MSE (or and the performance can be arbitrarily improved by increasing the value of i.e., using faster filters.
V. NUMERICAL EXAMPLE
In this section, we use a numerical example to illustrate the new adaptive controller and the effect of different parameters on the closed loop performance. Consider the following plant transfer function:
where is known but are considered unknown. The control objective is to make the closed loop follow the reference model (121) All the initial conditions are set to zero, and we consider only the control law (29) with the gradient adaptive law where
The filter polynomial is chosen to be We note that since the reference signal is SR of order and we are estimating parameters. Therefore we expect parameter estimates convergence to their true values.
The baseline set of parameters are chosen to be The results are shown in Fig. 1 . A large transient is observed, and the tracking error settles in about 20 s when the parameter estimates settle.
For comparison of performance, we consider different parameter settings. In the first case, reducing the strength of normalization ten times improves the transient overshoot by more than 10 times (Fig. 2) . In the second case, increasing the adaptation gain ten times results in even more dramatic reduction in transient overshoot (more than 25 times), and the speed of parameter convergence is also faster. In the mean time, the tracking error settles in about 15 s, showing an improvement of performance. In the third case, we retain the original adaptation gain and normalization coefficient but increase the value of to 10, 20, 1, respectively, then from Fig. 2 we can see that the transient overshoot is restrained to be nearly 0.007 more than 50 times as good as the previous case. However, the convergence is very slow-continued simulation shows that it takes over 3000 s to achieve a ten times lower magnitude of the tracking error. This verifies that faster filter and larger damping coefficients undermine the role of adaptation dramatically. If we switch off the adaptation, then the first two cases result in instability, whereas with the third case, stability is maintained, but performance is not as good as with the adaptive case (Fig. 2) . Moreover, the tracking error does not tend to zero anymore. This demonstrates the parametric robustness and nonadaptive performance of the new controller.
Finally, we simulate a case where we estimate and by applying a bilinear parameter estimator. For no particular reason, the parameters are chosen to be As Fig. 3 shows, both the tracking error and the parameter errors converge quickly after a brief transient overshoot. Since performance is not guaranteed, we cannot get rid of the spike. However, by increasing the adaptation gain we can reduce the settling time which represents partially the performance.
VI. CONCLUSION
In this paper, we propose a new linear adaptive design approach. The new controller combines a backstepping control law with a traditional equation error model based adaptive law via certainty equivalence. The resulting adaptive controller possesses nice properties of both the traditional certainty equivalence adaptive controllers and the tuning functions adaptive backstepping controller: linear, separation of control and adaptive law design and freedom of choice of adaptive law, direct estimation of plant parameters, use of error normalization, computable performance bounds, parametric robustness, and least possible controller order.
A significant contribution of this paper is that we can establish performance while preserving linearity of the control law and error normalization in the adaptive law. The use of error normalization has been responsible for the difficulty in quantifying performance for traditional certainty equivalence adaptive linear controllers. Consequently, performance improvement are mostly obtained by way of eliminating normalization [16] , [2] , [12] . For the new controller, with the use of "normalizing damping" in the backstepping design, we eliminate the dependency of the size of the normalizing signal on the design constants or parameter estimates, leading to an upper bound of the normalizing signal that can be computed a priori. This ensures the performance of the unnormalized error signals once performance of the normalized error signals is established. This is accomplished without introducing additional dynamic compensator like [18] and [1] . Error normalization was initially introduced in [4] to obtain a stable parameter estimator independent of the closed-loop stability to achieve controller-estimator separation. Later it was shown that such "static" error normalization contributes to the robustness of the resulting adaptive control system [14] . A stronger form of normalization is the "dynamic" normalization introduced in [17] and later developed in [8] , which further strengthens the robustness of the adaptive controller. Since the new controller preserves the two key properties-linearity and error normalization-we expect the same level of robustness for the new controller as the traditional certainty equivalence adaptive controller as described by [8] , the ability to guarantee global signal boundedness in the presence of input unmodeled dynamics that is only required to be small in the low frequency range. In [21] , such robustness property was established for a similar adaptive controller using a simple modification to the adaptive law with parameter projection and dynamic normalization. Following [14] , it is also possible to show robustness of the new controller with parameter projection only. With the tuning functions design, however, due to nonlinearity, it is unclear how to modify the controller design to achieve this level of robustness, or even it is possible, as controllers with higher order nonlinear terms are generally unable to guarantee robustness with high frequency unmodeled dynamics in the global sense [22] .
APPENDIX INPUT-OUTPUT STABILITY
Lemma 6 [3] , [8] 
and (124) 
