mobile robot towards an unknowingly maneuvering target and further escorting it with a desired margin 1 on the basis of a single measurement that decays away from the target, like the strength of the infrared, acoustic, or electromagnetic signal, or minus the distance to the target. Such navigation is of interest in many areas [4, 13, 25] ; it carries a potential to reduce the hardware complexity and cost and to improve target pursuit reliability. To the best of our knowledge, rigorous analysis of such a navigation law was offered in [25] for only a very special case of the field -the distance to a moving Dubins-like car. However the results of [25] are not applicable to more general dynamic fields. This paper is aimed at filling the above gaps concerned with dynamic fields, while disembarrassing boundary tracking control from the intricacies related to gradient estimation and sideways fluctuations. To this end, we consider an under-actuated non-holonomic Dubins-car type mobile robot. It travels with a constant speed over planar curves of bounded curvatures and is controlled by the upper limited angular velocity. The tracked boundary is given by a generic dynamic scalar field. The robot has access to only the field value at the current location and the rate at which this reading evolves over time via, e.g., numerical differentiation.
The proposed navigation law is non-demanding with respect to computation and motion. It develops some ideas set forth in [26] ; e.g., gradient estimates and systematic exploration maneuvers are not employed. Whereas the results of [26] are not applicable to unsteady fields, the objective of this paper is to show that the ideas from [26] basically remain viable for generic dynamic fields.
The extended introduction and discussion of the proposed control law are given in the paper submitted by the authors to the IFAC journal Automatica. This text basically contains the proofs of the technical facts underlying justification of the convergence and performance of the proposed algorithm in that paper, as well as illustrations of the main theoretical results, which were not included into that paper due to the length limitations. To make the current text logically consistent, we reproduce the problem statement and notations.
Problem Setup and the Control Algorithm
A mobile robot travels in a plane with a constant speed v and is controlled by the time-varying angular velocity u limited by a given constant u. There is an unknown and dynamic scalar field D(t, r), i.e., a quantity D ∈ R that depends on time t and point r ∈ R 2 in the plane. Here r := (x, y) ⊤ stands for the pair of the absolute Cartesian coordinates x, y in R 2 . It is required to drive the robot to the spatial isoline D(t, r) = d 0 where the field assumes a given value d 0 and to subsequently drive the robot in a close proximity of this isoline so that the robot circulates along it. The robot has access to the field value d(t) := D(t, x, y) at the robot's current location x = x(t), y = y(t) and to the rateḋ(t) at which this measurement evolves over time t, via, e.g., numerical differentiation of d(t). However, neither the partial derivative
The kinematic model of the robot is as follows:
where θ is the orientation angle of the robot. These equations are classically used to describe, for example, wheeled robots and missiles (see e.g. [22, 23, 31] and the literature therein). It is required to design a controller such that D[t, x(t), y(t)] → d 0 as t → ∞.
In this paper, we examine the following navigation law:
where sgn a is the sign of a (sgn 0 := 0) and χ(·) is a linear function with saturation:
Here γ > 0 and δ > 0 are design parameters. For the discontinuous controller (2.2), the desired dynamics [33] is given byḋ(
Since it is unrealistic to desire largeḋ, saturation is a reasonable option.
Quantities characterizing dynamic fields
To judge the feasibility of the control objective and to tune the controller, we need some characteristics of the unsteady field D(·) or their estimates. Now we introduce the relevant quantities, along with employed notations.
• r -a point on the plane;
• ·; · -the standard inner product in the plane;
• R β = cos β − sin β sin β cos β -the matrix of counter-clockwise rotation through angle β;
• ∇ = 
• λ d * (·) (t, r) -the front velocity of the isoline:
is dropped in the last three notations;
• α(t, r) -the front acceleration of the spatial isoline
at time t at the point r: • ρ(t, r) -the density of isolines at time t at point r: • v ρ (t, r) -the evolutional (proportional) growth rate of the above density at time t at point r:
• τ ρ (t, r) -the tangential (proportional) growth rate of the isolines density at time t at point r:
• n ρ (t, r) -the normal (proportional) growth rate of the isolines density at time t at point r:
Now we show that under minor technical assumptions, these quantities are well-defined, and offer relationships that explicitly link them to D(·). Lemma 3.1. If D(·, ·) is twice continuously differentiable in a vicinity of (t, r) and ∇D(t, r) = 0, the quantities from Sec. 3 are well-defined and the following relations hold at (t, r)
Proof. The first claim and (3.5), (3.6) follow from the implicit function theorem [19] . With (3.5), (3.6) in mind,
which gives the first formula in (3.7). Furthermore,
where (a) holds since
In the Frenet frame (T T T , N N N ), we have
By equating the coefficients prefacing T T T dt in the last two expressions, we get the second formula in (3.7). Furthermore,
where (b) follows from the first formula in (3.7). The first equation in (3.9) is well known, the second one follows from the transformation
the third equation in (3.9) is established likewise.
Assumptions and the Main Theoretical Result
To simplify the matters, we suppose that the operational zone of the robot is characterized by the extreme
and contains the required isoline
An extended discussion and justification of the following assumptions and results are presented in the main text supported by this paper.
Proposition 4.1. Suppose that the moving robot remains on the isoline D[t, r(t)] ≡ d 0 , in a vicinity of which, the field is twice continuously differentiable and ∇D(·, ·) = 0. Then at any time the front speed of the isoline at the robot's location does not exceed the speed v of the robot
2) the robot's velocity v = ve, e = (cos θ, sin θ) ⊤ has the form
and the following inequality is true ±2ω + αv
In ±, the sign + is taken if the robot travels along the isoline so that the domain {r : D(t, r) > d 0 } is to the left, and − is taken otherwise. 
where (4.6) is true with the both signs in ±.
Since the robot's path is smooth, it is reasonable to exclude isoline singularities. A common guarantee of their nonoccurrence is that the field has no critical points [32] . Assumption 4.2. At any time, the zone (4.1) does not contain critical points r of the field, i.e., such that ∇D = 0. Moreover, this property does not degrade: there is b ρ > 0 such that ρ(t, r) = ∇D(t, r) ≥ b
The next assumption is typically fulfilled in the real world, where physical quantities take bounded values. 
Under the control law (2.2), the robot moves with u ≡ ±u during an initial time interval. This motion is over the initial circle C in ± , which is the respective path from the initial state given in (2.1). The last assumption requires that the encircled closed discs D in ± (also called initial) lie in the operational zone (4.1), and the maximal turning rate of the robot exceeds the average angular velocity of the field gradient, at least on some initial time interval. By sacrificing conservatism, the requirements (4.8) to the controller parameters can be transformed into an explicit form, which decrypts how small they may be. For example, let us pick ζ ∈ (0, 1) and confine the choice of (µ * , γ) to the "semi-strip" 0 < µ * ≤ v 2 + ζ∆ 2 λ − v, γ > 0 to ensure the first two inequalities in (4.8). Then σ(µ * ) ≥ ∆ λ √ 1 − ζ and so (4.8) holds whenever
So recommended parameters lie in the portion of the above semi-strip that is cut off by the upper piece of the hyperbola explicitly described by the last relation provided that < is replaced by = in it.
Remark 4.1. The last claim of Theorem 4.1 implies that the behavior of the field outside the zone (4.1) does not matter. Moreover, Theorem 4.1 remains true even if the field is defined not everywhere outside (4.1), which is of interest for some theoretical fields like c r −1 .
The fact that (4.8) holds for all small enough δ provides a guideline for experimental tuning of the controller. To analytically tune it, estimates of the field parameters concerned in (4.8) should be known. Various types of knowledge about the field give rise to various specifications of (4.8). The next section offers relevant samples.
Some Particular Scenarios

Dynamic Radial Field with Time-Invariant Profile
Let it be known that the field is radial D(t, r) = cf ( r − r 0 (t) ) with time-invariant profile f : (0, ∞) → R. Then spatial isolines are circles with radii determined by the associated field levels d * . This opens the door for analytical computation of many field parameters from Section 3 and underlies transformation of (4.8) to a more explicit form. This may be used to acquire fully analytical conditions of isoline tracking for various special field profiles, which will be illustrated in the next two subsections.
Let the profile f be twice continuously differentiable and decay f ′ (z) < 0; we initially assume that f is known. Conversely both field "intensity" c > 0 and its moving center r 0 (·) are unknown but obey some known bounds:
The objective is to advance to the field isoline I with the given level d 0 and to subsequently track I. The control objective is well posed in the face of uncertainties only if the desired field value d 0 lies in the field range for any c ∈ [c − , c + ], or equivalently d 0 /c ± ∈ Im f . The following specification of Proposition 4.1 shows that irrespective of the control law, the robot should be maneuverable enough to achieve the control objective, and details the required level of maneuvearbility.
Proposition 5.1. Suppose that the robot is able to remain on the dynamic isoline D[t, r(t)] ≡ d 0 if the field uncertainties satisfy (5.1). Then the robot's speed is no less than the maximal feasible speed of the field center v ≥ v 0 , and the following inequality holds for any v n ∈ [0, v 0 ], where R − := min{f
Proof: An elementary calculus exercise, along with Lemma 3.1, shows that 
This holds for anyṙ 0 ,r 0 satisfying the bounds from (5.1). Minimizing and maximizing over feasibler 0 shows that
Minimizing and maximizing over feasibleṙ 0 yields that
Since the expression following ± is nonnegative, the sign − can be dropped in ±. It remains to note that as c ranges over the feasible interval from (5.1), the parameter R runs over the interval with the end-points
The following corollary of Theorem 4.1 shows that slight enhancement of the above necessary conditions is enough for the controller (2.2) to succeed. Specifically, we in fact sharpen inequality (5.2) from ≤ to < and extend it from the isoline on the transient by reducing R − in (5.2). Suppose also that for some ∆ u > 0, (5.2) holds for all v n ∈ [0, v 0 ] with u replaced by u − ∆ u and R − given by
Then there exist parameters γ, δ such that whenever (5.1) holds, the controller (2.2) brings the robot to the desired isoline: d(t) → d 0 as t → ∞. Specifically, this is true if
Inequalities (5.5) are feasible and can be satisfied by taking small enough µ := γδ. Full knowledge of the field profile f (·) is not in fact required: it suffices to know estimates R 1) . Meanwhile, the gradient ∇D(t, r in ) rotates through an angle that does not exceed π thanks to the first equation in (5.3) , and so the first requirement of Assumption 4.4 is satisfied with k = 2. Since D ± ⊂ {r : r − r in ≤ 2v/u}, for t ∈ [0, T 2 ], r ∈ D ± , we have owing to (5.1),
and similarly r − r 0 (t) ≤ R 
It remains to note that this transforms (4.8) into (5.5) and apply Theorem 4.1.
The following remark shows that by sacrificing conservatism, the key condition (5.2) can be simplified.
Remark 5.1. Inequality (5.2) is true whenever
This holds since the addends in the left-hand side are upper bounds for the respective addends in (5.2). Now we discuss more particular scenarios, where the tracking conditions can be further specified. 
Approaching and escorting an unknowingly maneuvering target based on range-only measurements
A pursuer robot should approach an unknowingly maneuvering target r 0 (t) using only measurements of the relative distance between them and should subsequently follow the target at the pre-specified range R 0 , while always maintaining the constant speed v; see In [25] , such problem was solved in the case where more information about the target is available: the target is a kinematically constrained Dubins-like car (2.1) with a known range u of angular velocities that moves at a constant speed obeying a known upper bound. 
