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Let (M, g) be a smooth compact Riemannian manifold without
boundary of dimension n 2. For 1 < p < q0 = min{2,√n }, Djadli
and Druet (2001) [13] proved the existence of extremal functions
to the following sharp Riemannian Lp-Sobolev inequality:
‖u‖p
Lp∗ (M)  K (n, p)
p‖∇u‖pLp(M) + B0(p, g)‖u‖pLp (M),
where p∗ = npn−p and K (n, p)p and B0(p, g) stands for, respectively,
the ﬁrst and second Sobolev best constants for this inequality.
Let then Eg(p) be the corresponding extremal set normalized
by the unity Lp
∗
-norm. In contrast what happens in the whole
space Rn for 1 < p < n and in the Euclidean sphere Sn for p = 2,
we establish the C0-compactness of Eg(p) for any 1 < p < q0.
Moreover, we address the question from a uniform viewpoint on p.
Precisely, we prove that the set
⋃
1+εpq0−ε Eg(p) is C
0-compact
for any ε > 0. The continuity of the map p ∈ [1,q0) → B0(p, g) is
discussed in detail since it plays a key role in the proof of the main
theorem.
© 2010 Elsevier Inc. All rights reserved.
1. An overview and the main theorem
A lot of attention has been paid to so-called sharp Sobolev type inequalities, very often in con-
nection with concrete problems from geometry and physics (cf. Aubin [1,2], Beckner [5], Brezis and
Nirenberg [6], Carlen and Loss [8], Carleson and Chang [9], Escobar [18], Hebey and Vaugon [23],
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966 E.R. Barbosa, M. Montenegro / J. Differential Equations 249 (2010) 965–988Lieb [29], Lieb and Thirring [30], Moser [33], Struwe [37], Talenti [38], Trudinger [40], among others).
Particularly, considerable work has been devoted to the study of extremal functions to these inequal-
ities in recent decades. Such functions are connected, for instance, with the computation of ground
state energy in some physical models and with isoperimetric inequalities (cf. Aubin [1], Brouttelande
[7], Collion, Hebey and Vaugon [11], Demyanov and Nazarov [12], Djadli and Druet [13], Druet [15],
Druet, Hebey and Vaugon [17], Hebey [20,21], Humbert [24], Yuxiang Li [26], Zhu [41]).
The goal of the present paper is to discuss the compactness of extremal functions to sharp Rieman-
nian Lp-Sobolev inequalities on smooth compact Riemannian manifolds without boundary. Before we
go further and exhibit our target problem, a little bit of notation and overview should be presented.
For n 2, 1 p < n and p∗ = npn−p , the Euclidean Lp-Sobolev best constant is given by
K (n, p)p := sup
{ ‖u‖p
Lp∗ (Rn)
‖∇u‖pLp(Rn)
: u ∈ Lp∗(Rn) \ {0}, |∇u| ∈ Lp(Rn)}.
Independently, Aubin [1] and Talenti [38] showed that
K (n, p)p = 1
n1+
p
n
(
p − 1
n − p
)p−1(
Γ (n + 1)
Γ ( np )Γ (n + 1− np )ωn
) p
n
for 1< p < n, and
K (n,1) = lim
p→1+
K (n, p)p = n−1ω−
1
n
n ,
where ωn and Γ denote, respectively, the volume of the unit Euclidean n-ball and the usual Gamma
function. Moreover, they also showed that the supremum is attained and that, for 1 < p < n, the
corresponding maximizers are explicitly given, modulo nonzero constant multiple, by
uλ,x0(x) = λ
n
p∗ v0
(
λ(x− x0)
)
,
where λ > 0, x0 ∈Rn and
v0(x) =
(
1+ (n(n − p))−1K (n, p)−p |x| pp−1 )− np∗ .
The function v0 is characterized as the unique solution of the equation
−p v = K (n, p)−p vp∗−1 in Rn,
where p denotes the Euclidean p-Laplace operator, satisfying v0 ∈ D1,p(Rn), 0 < v0  1, v0(0) = 1
and ‖v0‖p∗ = 1. In other words, the set of extremal functions to the sharp Euclidean Lp-Sobolev
inequality
( ∫
Rn
|u|p∗ dx
) p
p∗
 K (n, p)p
∫
Rn
|∇u|p dx,
normalized by the unity Lp
∗
-norm, is given exactly by E(p) := {±uλ,x0 : λ > 0, x0 ∈Rn}.
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clearly
‖uλ,x0‖∞ =max
x∈Rn
uλ,x0(x) = λ
n
p∗ → +∞
as λ → +∞.
Consider now a smooth compact Riemannian manifold (M, g) without boundary of dimension
n  2. We denote by H1,p(M), 1  p < ∞, the standard ﬁrst-order Sobolev space deﬁned as the
completion of C∞(M) under the norm
‖u‖H1,p(M) =
(∫
M
|∇u|pg dvg +
∫
M
|u|p dvg
) 1
p
,
where dvg is the Riemannian volume element of the metric g .
The Sobolev embedding theorem ensures that the inclusion H1,p(M) ⊂ Lp∗(M), with 1 p < n, is
continuous. So, there exist constants A, B ∈R such that, for any u ∈ H1,p(M),
(∫
M
|u|p∗ dvg
) p
p∗
 A
∫
M
|∇u|pg dvg + B
∫
M
|u|p dvg . (I pg (A, B))
The ﬁrst Lp-Sobolev best constant to (I pg (A, B)) is deﬁned as
A0(p, g) := inf
{
A ∈R: there exists B ∈R such that (I pg (A, B)) is valid}
and, by Aubin [1], its value is K (n, p)p . In particular, A0(p, g) does not depend on the geometry and
is continuous with respect to the parameter p on the interval [1,n).
The ﬁrst sharp Riemannian Lp-Sobolev inequality on H1,p(M) states that
(∫
M
|u|p∗ dvg
) p
p∗
 K (n, p)p
∫
M
|∇u|pg dvg + B
∫
M
|u|p dvg (I pg,opt)
for some constant B ∈ R. The validity of (I pg,opt) has been established by Hebey and Vaugon [23] for
p = 2, independently, by Aubin and Li [3] and Druet [14] for 1 < p < 2, and by Druet [15] for p = 1.
In addition, as pointed out by Druet [14], the validity of (I pg,opt) fails in general for p > 2, for instance,
when the scalar curvature of (M, g) is positive somewhere.
For 1 p  2, one deﬁnes the second Lp-Sobolev best constant to (I pg (A, B)) as
B0(p, g) = inf
{
B ∈R: (I pg,opt) is valid}.
It is clear that, for any u ∈ H1,p(M),
(∫
M
|u|p∗ dvg
) p
p∗
 K (n, p)p
∫
M
|∇u|pg dvg + B0(p, g)
∫
M
|u|p dvg . ( J pg,opt)
This inequality is referred as the second sharp Riemannian Lp-Sobolev inequality. Note that ( J pg,opt) is
sharp with respect to both the ﬁrst and second best constants in the sense that none of them can be
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u0 ∈ H1,p(M) that satisﬁes
(∫
M
|u0|p∗ dvg
) p
p∗ = K (n, p)p
∫
M
|∇u0|pg dvg + B0(p, g)
∫
M
|u0|p dvg .
Unlike the ﬁrst best constant, the second one relies strongly on the geometry as can be seen from the
inequality
B0(p, λg) = λ− p2 B0(p, g).
Remark also that B0(p, g) is bounded below by vg(M)−p/n as can be directly seen from ( J pg,opt) by
taking u = 1.
Denote by Eg(p) the set of extremal functions up to ( J
p
g,opt) normalized by ‖up‖p∗ = 1. As
was proved by Djadli and Druet [13], the set Eg(p) is non-empty whenever 1 < p < q0, where
q0 = min{2,√n }. From another viewpoint, their result establishes the existence of a solution for the
following critical problem
{
−p,gu = K (n, p)−p |u|p∗−2u − γp,g |u|p−2u in M,
‖u‖p∗ = 1
(1)
with γp,g = K (n, p)−p B0(p, g), where p,gu = divg(|∇u|p−2g ∇u) denotes the p-Laplace operator
associated to the metric g . For example, when (M, g) is the Euclidean sphere (Sn,h), one has
B0(2,h) = vh(Sn)−2/n and the corresponding extremal set Eh(2) is characterized, modulo a scalar
factor and/or a rotation on Sn , by u = 1 and u = (β − cos r)−n/2∗ , where β > 1 is a constant and r is
a distance of the metric h to a given point on Sn .
An interesting question concerns with the compactness of Eg(p) (or equivalently, of the set of
solutions of (1)). Compactness type problems in nonlinear elliptic PDEs on compact Riemannian man-
ifolds have been extensively focused by several authors and important advances have been recently
obtained, we mention for instance [16,25,27,28,19] for p = 2 and [10] for p = 2. We here are inter-
ested in the study of C0-compactness of Eg(p). Remark that, in parallel to the Euclidean case, this
set can no longer be compact as shows the example Eh(2) corresponding to the Euclidean sphere.
Surprisingly, the set Eg(p) becomes compact when 1 < p < q0. We address the question to Eg(p)
(or to (1)) in a broader sense with p ranging. Precisely, we consider the C0-compactness problem of
extremal functions (or of solutions of (1)) uniformly on p in compact subsets of (1,q0).
Our main result is the following:
Theorem 1.1. Let (M, g) be a smooth compact Riemannian manifold without boundary of dimension n  2.
The set
⋃
1+εpq0−ε Eg(p) is compact in relation to the C
0-topology for any ε > 0 small enough.
The proof of Theorem 1.1 will be presented in Section 3. Part of it involves some well-known
tools such as blow-up analysis in PDEs and concentration estimates (cf. [3,13,14,22], among others).
However, some important technical diﬃculties arise in the discussion of C0-compactness of extremal
functions to sharp Riemannian Lp-Sobolev inequalities, partly caused by our will to treat the problem
of uniform way on p and by the absence of information about the behavior of B0(p, g) with respect
to p. We begin the proof by taking a sequence (up) with up ∈ Eg(p) for p ∈ [1+ ε,q0 − ε]. From the
deﬁnition of Eg(p), it easily follows that ‖up‖H1,p(M) is bounded on p. Let q ∈ [1 + ε,q0 − ε] with
p → q, up to a subsequence. We easily show that up converges to u in H1,q(M) as p → q. The next
step is to prove that u is nonzero. Otherwise, we perform a concentration reﬁned analysis on the
sequence (up) in order to obtain a contradiction. Such an analysis relies strongly on the behavior of
B0(p, g) on p. So, we are asked to another question:
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In Section 2, we answer positively this question in the sense that the map p ∈ [1,q0) → B0(p, g) is
continuous and this conclusion is enough to our purposes. Part of the above-mentioned concentration
analysis requires a suitable version of the asymptotically sharp Lp-Sobolev inequality. For complete-
ness, we include it in Appendix A. After showing that u is nonzero, we prove that ‖u‖q∗ = 1 by
using a concentration-compactness principle closely related to the well-known principle of Lions (cf.
[31,32]) which is in the same appendix. Finally, we show that the sequence (up) is uniformly bounded
and this clearly leads to the C0-compactness of (up). The proof of the uniform estimate on (up) is
made by contradiction and again evokes blow-up analysis. The continuity of B0(p, g) at p = 1 is due
to Druet [15]. The proof of the continuity at p ∈ (1,q0) is made by contradiction and is inspired in
the work of Djadli and Druet [13]. If the conclusion fails, we are led to two possible alternatives. One
of them is directly eliminated and the other one implies the existence of minimizers, concentrating
at a unique point, for a family of functionals. The proof is then achieved thanks to a concentration
study such as that above-referred. The continuity of B0(p, g) at p = 2 is an interesting open question.
Recently, the authors [4] studied the continuity of B0(p, g) in relation to geometry with p ∈ (1,q0]
ﬁxed. Moreover, a complete answer on sharpness of topology on the metric space was given for p = 2.
2. The essential tool and the PDEs setting
This section is devoted to the study of the continuity of B0(p, g) on p.
Proposition 2.1. Let (M, g) be a smooth compact Riemannianmanifold without boundary of dimension n 2.
The map p ∈ [1,q0) → B0(p, g) is continuous.
We must initially present the PDEs setting involved in the proof of this result. Suppose by con-
tradiction that B0(p, g) is discontinuous at some point p ∈ [1,q0). In this case, there exist a constant
ε0 > 0 and a sequence (pα) ⊂ [1,q0) such that pα → p as α → +∞ and, for any α > 0,
∣∣B0(pα, g) − B0(p, g)∣∣> ε0.
Then, at least, one of the following situations holds:
B0(p, g) − B0(pα, g) > ε0 or B0(pα, g) − B0(p, g) > ε0
for inﬁnitely many α. If the ﬁrst one holds, majoring B0(pα, g) by B0(p, g)−ε0 in the sharp inequality
( J pαg,opt), we get
(∫
M
|u|p∗α dvg
) pα
p∗α  K (n, pα)pα
∫
M
|∇u|pαg dvg +
(
B0(p, g) − ε0
) ∫
M
|u|pα dvg .
Letting now α → +∞ in this inequality, we easily derive a contradiction. If the second alternative
holds, that is
B0(pα, g) > B0(p, g) + ε0 (2)
for inﬁnitely many α, we introduce for α > 0 the functional
Jα(u) =
∫
|∇u|pαg dvg +
(
B0(p, g) + ε0
)
K (n, pα)
−pα
∫
|u|pα dvg
M M
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∫
M |u|p
∗
α dvg = 1}. By the deﬁnition of B0(pα, g) and (2), we have
λα := inf
u∈Λα
Jα(u) < K (n, pα)
−pα , (3)
which implies the existence of a nonnegative minimizer vα ∈ Λα corresponding to λα . In addition,
the Euler–Lagrange equation satisﬁed by vα is
−pα,g vα +
(
B0(p, g) + ε0
)
K (n, pα)
−pα vpα−1α = λαvp
∗
α−1
α . (Eα)
By usual elliptic PDEs theory (cf. [39,34]), it follows that vα ∈ C1(M) and vα > 0 on M .
Our aim is to show that it is impossible to exist such a sequence (vα) of minimizers. If p = 1, as
was proved by Druet (cf. [15]), one knows that (vα) converges uniformly to v . Thus, taking the limit
in (3), we produce the following contradiction:
K (n,1)
∫
M
|∇v|g dvg +
(
B0(1, g) + ε0
) ∫
M
|v|dvg 
(∫
M
|v| nn−1 dvg
) n−1
n
.
Assume then that p ∈ (1,q0). From the inequality
∫
M
|∇vα |pαg dvg +
(
B0(p, g) + ε0
)
K (n, pα)
−pα
∫
M
vpαα dvg = λα < K (n, pα)−pα  c0, (4)
where
c0 := max
1pq0
K (n, p)−p .
For ﬁxed t ∈ (1, p), we ﬁnd a number α(t) > 0 such that the sequence (vα)αα(t) is bounded in
H1,t(M). In particular, there exists v ∈⋂1<t<p H1,t(M) such that, up to a subsequence,
vα ⇀ v weakly in H
1,t(M)
for any 1< t < p, and
vα → v strongly in Lθ (M)
for any 1 θ < p∗ . By (4), we also have
∫
M
|∇vα |tg dv g  vg(M)1−
t
pα
(∫
M
|∇vα |pαg dvg
) t
pα
 vg(M)1−
t
pα c
t
pα
0  vg(M)
1− 1p∗ cp0
for any 1< t < p and α > 0 large, so that (vα) is bounded in H1,p(M). Arguing now with the Egorov
lemma, as was made by Saintier in [35], we get
∫
|∇vα |pα−2g ∇vα · ∇ϕ dvg →
∫
|∇v|p−2g ∇v · ∇ϕ dvg (5)M M
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−p,g v +
(
B0(p, g) + ε0
)
K (n, p)−p vp−1 = λvp∗−1. (E)
Since 0 λ K (n, p)−p , if v ≡ 0, then ( J pg,opt) and (E) yield
(∫
M
vp
∗
dvg
) p
p∗
< K (n, p)p
∫
M
|∇v|pg dvg +
(
B0(p, g) + ε0
)∫
M
vp dvg
= K (n, p)pλ
∫
M
vp
∗
dvg 
∫
M
vp
∗
dvg,
so that ‖v‖p∗ > 1. On the other hand, by the Fatou lemma,∫
M
vp
∗
dvg  lim inf
∫
M
v
p∗α
α dvg = 1,
which contradicts the previous inequality. We then assume that v = 0 on M . Our goal now is to study
concentration properties of (vα) as α increases. First, we assure that
λα → K (n, p)−p . (6)
Since v = 0 on M , we have
lim
α→+∞
∫
M
vpαα dvg = 0.
Choosing p = pα and u = vα in Lemma A.1, letting α → +∞ and after ε → 0, we derive
lim inf
α→+∞
∫
M
|∇vα |pαg dvg  K (n, p)−p .
So, (6) follows directly from
∫
M
|∇vα |pαg dvg  λα < K (n, pα)−pα .
We next list a number of claims concerning with ﬁne properties of the sequence (vα). We say that
x ∈ M is a point of concentration of (vα) if, for any δ > 0,
limsup
α→+∞
∫
Bg (x,δ)
v
p∗α
α dvg > 0.
Claim 1. Up to a subsequence, the sequence (vα) possesses exactly one point of concentration x0 .
Proof of Claim 1. The existence of, at least, one point of concentration comes directly from the com-
pactness of M and ‖vα‖p∗α = 1 for all α > 0. Conversely, let x0 be a point of concentration of (vα).
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Bg(x0, δ/2). Multiplying (Eα) by ηpα vkα , k > 1, and integrating over M , one has
−
∫
M
ηpα vkαpα,g vα dvg +
(
B0(p, g) + ε0
)
K (n, pα)
−pα
∫
M
ηpα vk+pα−1α dvg
= λα
∫
M
ηpα v
k+p∗α−1
α dvg . (7)
Integrating by parts, we can estimate the ﬁrst integral above as
−
∫
M
ηpα vkαpα,g vα dvg  k
∫
M
ηpα vk−1α |∇vα |pαg dvg −
∫
M
vkα |∇vα |pα−1g
∣∣∇(ηpα )∣∣g dvg .
Now, for each ε > 0, there exists a constant Cε > 0, independent of α, such that
∫
M
∣∣∇(ηv k+pα−1pαα )∣∣pαg dvg 
(
k + pα − 1
pα
)pα
(1+ ε)
∫
M
ηpα vk−1α |∇vα |pαg dvg
+ Cε‖∇η‖pα∞
∫
M
vk+pα−1α dvg .
Plugging the two preceding inequalities into (7), we deduce that
∫
M
∣∣∇(ηv k+pα−1pαα )∣∣pαg dvg  (1+ ε)k
(
k + pα − 1
pα
)pα
λα
∫
M
ηpα v
k+p∗α−1
α dvg
+ (1+ ε)
k
(
k + pα − 1
pα
)pα ∫
M
vkα |∇vα |pα−1g
∣∣∇(ηpα )∣∣g dvg
+ Cε‖∇η‖pα∞
∫
M
vk+pα−1α dvg . (8)
By Hölder’s inequality, we have
∫
M
ηpα v
k+p∗α−1
α dvg 
(∫
M
(
ηv
k+pα−1
pα
α
)p∗α dvg
) pα
p∗α
( ∫
Bg (x0,δ)
v
p∗α
α dvg
)1− pα
p∗α
(9)
and
∫
M
vkα |∇vα |pα−1g
∣∣∇(ηpα )∣∣g dvg  pα‖∇η‖∞
(∫
M
|∇vα |pαg dvg
) pα−1
pα
(∫
M
vkpαα dvg
) 1
pα
. (10)
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(∫
M
(
ηv
k+pα−1
pα
α
)p∗α dvg
) pα
p∗α 
(
K (n, pα)
pα + ε)∫
M
∣∣∇(ηv k+pα−1pαα )∣∣pαg dvg
+ Dε
∫
M
vk+pα−1α dvg . (11)
Eq. (Eα ) also gives
(∫
M
|∇vα |pαg dvg
) pα−1
pα

(
λα
∫
M
v
p∗α
α dvg
) pα−1
pα
 K (n, pα)1−pα . (12)
Combining now (8)–(12), one arrives at
Aα
(∫
M
(
ηv
k+pα−1
pα
α
)p∗α dvg
) pα
p∗α  Bα
∫
M
vk+pα−1α dvg + Cα
(∫
M
vkpαα dvg
) 1
pα
, (13)
where
Aα = 1− (1+ ε)
2
k
(
k + pα − 1
pα
)pα
λαK (n, pα)
pα
( ∫
Bg (x0,δ)
v
p∗α
α dvg
)1− pα
p∗α
,
Bα = K (n, pα)pα (1+ ε)Cε‖∇η‖pα∞ + Dε
and
Cα = pα (1+ ε)
2
k
(
k + pα − 1
pα
)pα
‖∇η‖∞K (n, pα).
On the other hand, one knows that
limsup
α→+∞
( ∫
Bg (x0,δ)
v
p∗α
α dvg
)1− pα
p∗α = a > 0,
where a  1, since ‖vα‖p∗α = 1. We claim that a = 1 for any δ > 0. In fact, suppose by contradiction
that 0 < a < 1 for some δ > 0. In this case, we can choose ε > 0 small enough and k > 1 close to 1
such that Aα > A, k + pα − 1 < p∗ − ε0 and kpα < p∗ − ε0, where A and ε0 are positive constants
with ε0 small enough and both independent of α. Thus, (13) reveals that
lim
α→+∞
∫
M
(
ηv
k+pα−1
pα
α
)p∗α dvg = 0.
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lim
α→+∞
∫
Bg(x0,
δ
2 )
v
p∗α
α dvg = 0,
which contradicts the fact that x0 is a concentration point. Therefore,
limsup
α→+∞
∫
Bg (x0,δ)
v
p∗α
α dvg = 1
for all δ > 0 and so we conclude that (vα) admits exactly a unique concentration point. 
Claim 2. Let x0 be the unique point of concentration of the sequence (vα). Then,
lim
α→+∞ vα = 0 in C
0
loc
(
M \ {x0}
)
. (14)
Proof of Claim 2. By (13), for each Ω  M \ {x0} ﬁxed, we ﬁnd constants ε,C0 > 0 such that
∫
Ω
v
p∗α(1+ε)
α dvg  C0.
Applying now the De Giorgi–Nash–Moser iterative scheme (cf. [36]) to Eq. (Eα), we get (14). 
Let xα ∈ M be a maximum point of vα and set
μα = vα(xα)−
p∗α
n .
By Claims 1 and 2, one has xα → x0 and μα → 0 as α → +∞.
Claim 3. For any R > 0,
lim
α→+∞
∫
Bg (xα,Rμα )
v
p∗α
α dvg = 1− εR ,
where εR is such that εR → 0 as R → +∞.
Proof of Claim 3. Let expxα be the exponential chart at xα with respect to the metric g . Clearly, there
exists δ > 0, independent of α, such that expxα is a diffeomorphism from B(0, δ) ⊂Rn onto Bg(xα, δ).
For each x ∈ B(0, δμ−1α ), set
gα(x) = (expxα )∗g(μαx)
and
ϕα(x) = μ
n
p∗α
α vα
(
expxα (μαx)
)
.
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gα → ξ in C2loc
(
R
n), (15)
where ξ stands for the Euclidean metric. As one easily checks,
−pα,gαϕα +
(
B0(p, g) + ε0
)
K (n, pα)
pαμ
pα
α ϕ
pα−1
α = λαϕp
∗
α−1
α (16)
and
0 ϕα  1. (17)
So, (17) and standard elliptic PDEs estimates (cf. [39]) applied to (16) provide
ϕα → ϕ in C1loc
(
R
n). (18)
In particular, ϕ(0) = 1, since ϕα(0) = 1, and
lim
α→+∞
∫
B(0,1)
ϕ
pα
α dvgα =
∫
B(0,1)
ϕp dx > 0.
Letting now α → +∞ in (16) and using (6), (15) and (18), one obtains
−p,ξ ϕ = K (n, p)−pϕp∗−1. (19)
Moreover, we have ϕ ∈ D1,p(Rn). This last claim follows directly from
∫
B(0,δμ−1α )
|∇ϕα |pαgα dvgα =
∫
B(x0,δ)
|∇vα |pαg dvg  c0,
where again
c0 = max
1pq0
K (n, p)−p .
We next show that
∫
Rn
ϕp
∗
dx = 1. (20)
Since ϕ ∈ D1,p(Rn), from (19), we have
K (n, p)p
∫
Rn
|∇ϕ|p dx =
∫
Rn
ϕp
∗
dx,
and, by the deﬁnition of K (n, p),
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Rn
ϕp
∗
dx
) p
p∗
 K (n, p)p
∫
Rn
|∇ϕ|p dx,
so that ∫
Rn
ϕp
∗
dx 1.
The assertion (20) then derives from (18) and
∫
B(0,δμ−1α )
ϕ
p∗α
α dvgα =
∫
B(x0,δ)
v
p∗α
α dvg  1.
Finally, Claim 3 follows from
∫
Bg(xα,Rμα)
v
p∗α
α dvg =
∫
B(0,R)
ϕ
p∗α
α dvg
and ∫
B(0,R)
ϕ
p∗α
α dvg →
∫
B(0,R)
ϕp
∗
dx. 
Claim 4. There exists a constant C > 0, independent of α, such that for any x ∈ M and α > 0 large,
dg(x, xα)
n
p∗α vα(x) C,
where dg denotes the distance with respect to g.
Proof of Claim 4. Set
wα(x) = dg(x, xα)
n
p∗α vα(x)
and suppose that Claim 4 fails. In this case,
lim
α→+∞‖wα‖∞ = +∞,
up to a subsequence. Let yα ∈ M be a maximum point of wα . By Claim 2, one has yα → x0, since
vα(yα) → +∞. Moreover,
lim
α→+∞
dg(yα, xα)
μα
= +∞, (21)
since
wα(yα) = dg(yα, xα)
n
p∗α vα(yα) dg(yα, xα)
n
p∗α ‖vα‖∞ 
(
dg(yα, xα)
μ
) n
p∗α
.
α
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Ωα = vα(yα)
p∗α
n exp−1yα
(
Bg(xα, δ)
)
.
For each x ∈ Ωα , deﬁne
hα(x) = (expyα )∗g
(
vα(yα)
− p∗αn x
)
and
ψα(x) = vα(yα)−1vα
(
expyα
(
vα(yα)
− p∗αn x
))
.
We claim that (ψα) is uniformly bounded on B(0,2) for α > 0 large enough. In fact, for each x ∈
B(0,2),
dg
(
xα,expyα
(
vα(yα)
− p∗αn x
))
 dg(xα, yα) − 2vα(yα)−
p∗α
n
= (1− 2wα(yα)− p∗αn )dg(xα, yα),
so that, for α > 0 large,
dg
(
xα,expyα
(
vα(yα)
− p∗αn x
))
 1
2
dg(xα, yα). (22)
Then,
ψα(x) = vα(yα)−1vα
(
expyα
(
vα(yα)
− p∗αn x
))
 2
n
p∗α dg(xα, yα)
− n
p∗α vα(yα)
−1wα
(
expyα
(
uα(yα)
− p∗αn x
))
 2
n
p∗α dg(xα, yα)
− n
p∗α vα(yα)
−1wα(yα) = 2
n
p∗α ,
so that, for α > 0 large,
‖ψα‖L∞(B(0,2))  2
n
p∗α . (23)
On the other hand, ψα satisﬁes
−pα,hαψα +
(
B0(p, g) + ε0
)
K (n, pα)
−pα vα(yα)−
pα p∗α
n ψ
pα−1
α = λαψ p
∗
α−1
α in Ωα.
In particular,
−pα,hαψα  λαψ p
∗
α−1
α in Ωα. (24)
Note also that
hα → ξ in C2
(
B(0,2)
)
.
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1 = ψα(0) sup
B(0,1)
ψα  C
∫
B(0,2)
ψ
p∗α
α dvhα = C
∫
Bg (yα,2vα(yα)−
p∗α
n )
v
p∗α
α dvg
for some constant C > 0, independent of α. The desired contradiction is then achieved by showing
that the right-hand side integral converges to 0 as α → +∞. By Claim 3, it is suﬃcient to conclude
that
Bg
(
yα,2vα(yα)
− p∗αn )∩ Bg(xα, Rμα) = ∅.
But this fact follows directly from
wα(yα)
p∗α
n = dg(xα, yα)vα(yα)
p∗α
n  2+ Rvα(yα)
p∗α
n μα
= 2+ Rvα(yα)
p∗α
n ‖vα‖−
p∗α
n∞ ,
which clearly holds for α > 0 large. 
Claim 5. For any δ > 0,
lim
α→+∞
∫
M\Bg (x0,δ) v
pα
α dvg∫
M v
pα
α dvg
= 0.
Proof of Claim 5. Thanks to Claim 2, the De Giorgi–Nash–Moser iterative scheme applied to (Eα )
provides
∫
M\Bg (x0,δ)
vpαα dvg 
(
sup
M\Bg (x0,δ)
vα
)(∫
M
vpα−1α dvg
)
 C‖vα‖pα
∫
M
vpα−1α dvg
for some constant C > 0, independent of α. So, after integrating (Eα ), we ﬁnd∫
M\Bg (x0,δ)
vpαα dvg  C1‖vα‖pα
∫
M
v
p∗α−1
α dvg .
We now analyze two possibilities. If p∗α − 1 pα , by Hölder’s inequality,∫
M\Bg (x0,δ) v
pα
α dvg∫
M v
pα
α dvg
 C2‖vα‖p
∗
α−pα
pα → 0.
Else, if p∗α − 1 > pα , an interpolation argument combined with ‖vα‖p∗α = 1 yield∫
M\Bg (x0,δ) v
pα
α dvg∫
M v
pα
α dvg
 C3‖vα‖(n−p
2
α)/pα
pα → 0
since pα → p and 1 < p2 < n. 
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Let δ > 0 be a small number and consider a smooth cutoff function η such that 0 η  1, η = 1 in
(0, δ), η = 0 in (2δ,+∞) and |∇η| c/δ for some constant c > 0, independent of δ. Deﬁne ηα(x) =
η(dg(x, xα)). In what follows, several possibly different positive constants independent of α will be
denoted by C . Since xα → x0 as α → +∞, the Cartan expansion of g in normal geodesic charts
centered at xα gives, for α > 0 large,
∣∣∇(ηαvα)∣∣pα (x) ∣∣∇(ηαvα)∣∣pαg (x)(1+ Cdg(x, xα)2) (25)
and
(
1− Cdg(x, xα)2
)
dvg  dx
(
1+ Cdg(x, xα)2
)
dvg . (26)
Clearly, (25) and (26) imply
∫
Bg(xα,2δ)
(ηαvα)
p∗α dx 1−
∫
M\Bg (xα,δ)
v
p∗α
α dvg − C
∫
Bg (xα,2δ)
v
p∗α
α dg(x, xα)
2 dvg . (27)
By Claim 2,
∫
M\Bg (xα,δ)
v
p∗α
α dvg = o
(‖vα‖pαpα ),
and, by Claim 4,
∫
Bg(xα,2δ)
v
p∗α
α dg(x, xα)
2 dvg  Cδ2−pα‖vα‖pαpα .
Then, (27) yields
( ∫
B(xα,2δ)
(ηαvα)
p∗α dx
) pα
p∗α  1− o(‖vα‖pαpα )− Cδ2−pα‖vα‖pαpα . (28)
Note also that (25) and (26) provide
K (n, pα)
pα
∫
B(xα,2δ)
∣∣∇(ηαvα)∣∣pα dx
 K (n, pα)pα
∫
B(xα,2δ)
∣∣∇(ηαvα)∣∣pαg dvg + C
∫
B(xα,2δ)
∣∣∇(ηαvα)∣∣pαg dg(x, xα)2 dvg . (29)
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K (n, pα)
pα
∫
Bg(xα,2δ)
∣∣∇(ηαvα)∣∣pαg dvg  1−
∫
M\Bg (xα,δ)
v
p∗α
α dvg −
(
B0(p, g) + ε0
) ∫
Bg (xα,δ)
vpαα dvg
+ Cδ−pα
∫
M\Bg (xα,δ)
vpαα dvg + C
∫
M\Bg (xα,δ)
|∇vα |pαg dvg .
It now follows, from Claim 5 and previous estimates, that
K (n, pα)
pα
∫
Bg (xα,2δ)
∣∣∇(ηαvα)∣∣pαg dvg
 1− (B0(p, g) + ε0)
∫
Bg (xα,δ)
vpαα dvg + C
∫
M\Bg (xα,δ)
|∇vα |pαg dvg + o
(‖vα‖pαpα ).
Consider a smooth function ζ such that 0 ζ  1, ζ = 0 in (0, δ), ζ = 1 in (δ,+∞) and set ζα(x) =
ζ(dg(x, xα)). Taking ζ
p
α vα as a test function in (Eα ), integrating by parts and using Young’s inequality,
one obtains
∫
M
ζ
pα
α |∇vα |pαg dvg 
∫
M
ζ
pα
α v
p∗α
α dvg + C
∫
M\Bg (xα,δ/2)
vpαα dvg

∫
M\Bg (xα,δ/2)
v
p∗α
α dvg + C
∫
M\Bg (xα,δ/2)
vpαα dvg
= o(‖vα‖pαpα ),
so that
∫
M\Bg (xα,δ)
|∇vα |pαg dvg = o
(‖vα‖pαpα ). (30)
Therefore,
K (n, pα)
pα
∫
Bg (xα,2δ)
∣∣∇(ηαvα)∣∣pαg dvg
 1− (B0(p, g) + ε0)
∫
Bg (xα,δ)
vpαα dvg + o
(‖vα‖pαpα ). (31)
Taking now ηpαα vαdg(x, xα)2 as a test function in (Eα ), with ηα given in the beginning of this proof,
integrating by parts and again using Young’s inequality, we ﬁnd
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Bg (xα,2δ)
η
pα
α |∇vα |pαg dg(x, xα)2 dvg

∫
Bg (xα,2δ)
v
p∗α
α dg(x, xα)
2 dvg + C
∫
M\Bg (xα,δ)
vα|∇vα |pα−1g dvg
+ C
∫
Bg (xα,2δ)
dg(x, xα)
2−pαηαvαηpα−1α |∇vα |pα−1g dg(x, xα)pα−1 dvg

∫
Bg (xα,2δ)
v
p∗α
α dg(x, xα)
2 dvg + C
∫
M\Bg (xα,δ)
vpαα dvg + C
∫
M\Bg (xα,δ)
|∇vα |pαg dvg
+ 1
2
∫
Bg (xα,2δ)
η
pα
α |∇vα |pαg dg(x, xα)2 dvg + C
∫
Bg (xα,2δ)
dg(x, xα)
2−pα vpαα dvg,
so that
∫
Bg (xα,2δ)
∣∣∇(ηαvα)∣∣pαg dg(x, xα)2 dvg  Cδ2−pα‖vα‖pαpα + o(‖vα‖pαpα ). (32)
Putting together (28)–(32) and the Euclidean Sobolev inequality
( ∫
Bg(xα,2δ)
(ηαvα)
p∗α dvξ
) pα
p∗α  K (n, pα)pα
∫
Bg (xα,2δ)
∣∣∇(ηαvα)∣∣pα dvξ ,
we get
(
B0(p, g) + ε0
) ∫
Bg (xα,δ)
vpαα dvg  Cδ2−pα‖vα‖pαpα + o
(‖vα‖pαpα ).
Dividing both sides of this inequality by ‖vα‖pαpα , letting α → +∞ and again using Claim 5, we con-
clude that
(
B0(p, g) + ε0
)
 Cδ2−p
for any δ > 0, which clearly contradicts the positivity of the left-hand side above. This ends the
proof. 
3. Proof of the main theorem
Let (up) ⊂ ⋃1+εpq0−ε Eg(p) be a sequence of extremal functions, where ε > 0 is a ﬁxed
number. Then, up to a subsequence, p → q for some q ∈ [1 + ε,q0 − ε]. By deﬁnition, up satisﬁes
‖up‖p∗ = 1 and
−p,gup + B0(p, g)K (n, p)−pup−1p = K (n, p)−pup
∗−1
p . (33)
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positive or negative on M . We then can assume that up > 0 on M for all p. Arguing now exactly as in
the beginning of the proof of Proposition 2.1, one concludes that (up) is bounded in H1,q(M). So, we
also can assume that up ⇀ u weakly in H1,q(M), strongly in Lq(M) and u  0. Letting p → q in (33),
applying Proposition 2.1 and a convergence similar to (5), one ﬁnds the equation for u:
−q,gu + B0(q, g)K (n,q)−quq−1 = K (n,q)−quq∗−1. (34)
Again, the elliptic PDEs theory applied to this equation provides u ∈ C1(M) and either u ≡ 0 or u > 0
on M . We claim that u > 0 on M . Proceeding by contradiction, suppose that u = 0 on M . Then,
lim
p→q‖up‖p = 0.
Reasoning now exactly as in the proof of Proposition 2.1, one obtains the ﬁve claims for the se-
quence (up). In particular, Claim 5 states, for any δ > 0,
lim
p→q
∫
M\Bg (x0,δ) u
p
p dvg∫
M u
p
p dvg
= 0. (35)
Moreover, computations similar to those ones made in the proof of Proposition 2.1 yield
B0(p, g)
∫
Bg (xp ,δ)
upp dvg  Cδ2−p‖up‖pp + o
(‖up‖pp)
for some constant C > 0, independent of δ and p. Dividing both sides of this inequality by ‖up‖pp and
using (35), one ﬁnds
B0(q, g) = lim
p→q B0(p, g) Cδ
2−q
for any δ > 0. Since q < 2 and B0(q, g) > 0, we then derive a contradiction. Thus, we conclude that
u > 0 on M . The next step is to show that u ∈ Eg(q). At ﬁrst, there exist bounded nonnegative mea-
sures μ and ν such that, up to a subsequence,
|∇up|pg dvg ⇀ μ, up
∗
p dvg ⇀ ν.
By Lemma A.2, there exist at most a countable set {x j} j∈T and positive numbers {μ j} j∈T and {ν j} j∈T
such that
μ |∇u|qg dvg +
∑
j∈T
μ jδx j , ν = uq
∗
dvg +
∑
j∈T
ν jδx j
with K (n,q)qμ j  νq/q
∗
j for all j ∈ T , where δx j denotes the Dirac mass centered at x j . We claim that
T = ∅. Otherwise, we choose k ∈ T and a cutoff function ηε ∈ C∞0 (Bg(xk,2ε)) such that 0 ηε  1,
ηε = 1 in Bg(xk,2ε) and |∇ηε|g  c/ε for some constant c > 0, independent of ε. Taking ηεup as a
test function in (33), on the one hand,
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p→q
(∫
M
|∇up|p−2g ∇gup · ∇g(ηεup)dvg + B0(p, g)K (n, p)−p
∫
M
ηεu
p
p dvg
)
= lim
p→q
(
K (n, p)−p
∫
M
ηεu
p∗
p dvg
)
= K (n,q)−q
∫
M
ηε dν, (36)
and on the other one,
lim
p→q
(∫
M
|∇up|p−2g ∇gup · ∇g(ηεup)dvg + B0(p, g)K (n, p)−p
∫
M
ηεu
p
p dvg
)
= lim
p→q
(∫
M
up|∇up|p−2g ∇gup · ∇gηε dvg +
∫
M
ηε|∇up|pg dvg + B0(p, g)K (n, p)−p
∫
M
ηεu
p
p dvg
)
= lim
p→q
(∫
M
up|∇up|p−2g ∇gup · ∇gηε dvg
)
+
∫
M
ηε dμ + B0(q, g)K (n,q)−q
∫
M
ηεu
q dvg . (37)
Note that as ε → 0,
limsup
p→q
∣∣∣∣
∫
M
up|∇up|p−2g ∇gup · ∇gηε dvg
∣∣∣∣
 c limsup
p→q
[(∫
M
|∇up|pg dvg
) p−1
p
( ∫
Bg (xk,2ε)\Bg(xk,ε)
|∇ηε|ng dvg
) 1
n
( ∫
Bg (xk,2ε)\Bg(xk,ε)
up
∗
p dvg
) 1
p∗ ]
 c
[
1
εn
v g
(
Bg(xk,2ε) \ Bg(xk, ε)
)] 1n
lim
p→q
( ∫
Bg(xk,2ε)\Bg(xk,ε)
up
∗
p dvg
) 1
p∗
 c
( ∫
Bg (xk,2ε)\Bg(xk,ε)
uq
∗
dvg +
∑
j∈T
ν jδx j
(
Bg(xk,2ε) \ Bg(xk, ε)
)) 1q∗ → 0.
Then, letting ε → 0 in (36) and (37), we get
μk = K (n,q)−qνk,
so that
μk  K (n,q)−q.
This leads to the following contradiction:
K (n,q)−q = lim
p→q
(∫
M
|∇up|pg dvg + B0(p, g)K (n, p)−p
∫
M
upp dvg
)

∫
|∇u|qg dvg + B0(q, g)K (n,q)−q
∫
uq dvg +
∑
j∈T
μ j > μk  K (n,q)−q.
M M
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in the proof of the Brezis–Lieb lemma yields ‖up − u‖p∗ → 0 as p → q. We now are ready to prove
the C0-compactness of the sequence (up). This conclusion obviously follows from a uniform estimate
on (up). Suppose, by contradiction, that ‖up‖∞ → +∞ as p → q. Let xp ∈ M be a maximum point of
up and set μp = ‖up‖−p
∗/n∞ . Consider the exponential chart expxp : B(0, δ) → B(xp, δ) centered at xp
with δ > 0 small enough and independent of p. For each x ∈ B(0, δμ−1p ), deﬁne
gp(x) = exp∗xp g(μpx)
and
vp(x) = μn/p
∗
p up
(
expxp (μpx)
)
.
Clearly, vp satisﬁes
−p,gp v p + B0(p, g)K (n, p)−pμpp vp−1p = K (n, p)−p vp
∗−1
p . (38)
Standard elliptic estimates applied to (38) give vp → v in C1loc(Rn). In particular, v = 0, since
vp(0) = 1 for all p. On the other hand, for each R > 0 ﬁxed, we can write
∫
B(0,R)
vp
∗
dx =
∫
B(0,R)
vp
∗
p dvgp + o(1) =
∫
B(xp ,Rμp)
up
∗
p dvg + o(1)
=
∫
B(xp ,Rμp)
|up − u|p∗ dvg + o(1),
where o(1) is taken as p → q. Since ‖up − u‖p∗ → 0, we ﬁnd
∫
B(0,R)
vq
∗
dx = 0,
so that v = 0 on Rn , which is an obvious contradiction. This ends the proof. 
Appendix A
We begin with the following asymptotically sharp Lp-Sobolev inequality uniform on p:
Lemma A.1. Let (M, g) be a smooth compact Riemannian manifold of dimension n 2. For each ε > 0 small,
there exists a constant Dε > 0, depending only on ε and g, such that for any p ∈ [1,n − ε] and u ∈ H1,p(M),
(∫
M
|u|p∗ dvg
) p
p∗

(
K (n, p)p + ε)∫
M
|∇u|pg dvg + Dε
∫
M
|u|p dvg .
Proof of Lemma A.1. Since M is compact, we can choose a ﬁnite atlas (Ωk,ψk) on M , k = 1, . . . ,m,
such that the components of g on each chart satisﬁes
(1− ε1)δi j  gij  (1+ ε1)δi j, (39)
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there exists a constant C > 0, independent of p, such that
∣∣∇(η1/pk )∣∣g  C, k = 1, . . . ,m. (40)
For ε1 > 0 small enough and p ∈ [1,n − ε] arbitrary, from (39), we have
(∫
M
∣∣η1/pk u∣∣p∗ dvg
) p
p∗

(
K (n, p)p + ε/2)∫
M
∣∣∇(η1/pk u)∣∣pg dvg (41)
for all u ∈ C∞(M) and k = 1, . . . ,m. So,
(∫
M
|u|p∗ dvg
)p/p∗
=
(∫
M
(∣∣up∣∣)p∗/p dvg
)p/p∗
= ∥∥|u|p∥∥Lp∗/p(M) =
∥∥∥∥∥
m∑
k=1
ηk|u|p
∥∥∥∥∥
Lp∗/p(M)

m∑
k=1
∥∥ηk|u|p∥∥Lp∗/p(M) =
m∑
k=1
(∫
M
(
η
1/p
k u
)p∗
dvg
)p/p∗

(
K (n, p)p + ε/2) m∑
k=1
∫
M
∣∣∇(η1/pk u)∣∣pg dvg

(
K (n, p)p + ε/2)∫
M
m∑
k=1
(
ηk|∇u|pg + pap|∇u|p−1g
∣∣∇(η1/pk )∣∣gη (p−1)pk |u|
+ ap|u|p
∣∣∇(η1/pk )∣∣pg)dvg,
since ap = max{1,2p−2} satisﬁes for t  0,
(1+ t)p  1+ papt + aptp .
Fix ε0 > 0 such that for any p ∈ [1,n − ε],
(
K (n, p)p + ε/2)(1+ ε0) (K (n, p)p + ε).
Independently, the Young inequality gives
pxp−1 y  λ(p − 1)xp + λ1−p yp
for all λ, x, y  0. Letting x = |∇u|g , y = |u| and λ = ε0m(p−1)apC , where C is given in (40), we ﬁnd
mpapC |∇u|p−1g |u| ε0|∇u|pg + Bp|u|p,
where
Bp =mapC
(
ε0
m(p − 1)a C
)1−p
.
p
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(∫
M
|u|p∗ dvg
) p
p∗

(
K (n, p)p + ε/2)(1+ ε0)
∫
M
|∇u|pg dvg + Dp
∫
M
|u|p dvg

(
K (n, p)p + ε)∫
M
|∇u|pg dvg + Dp
∫
M
|u|p dvg,
where
Dp =
(
K (n, p)p + ε/2)(Bp +mapC p).
Since
Dε = sup
p∈[1,n−ε]
Dp < +∞,
we conclude the proof. 
As a consequence of Lemma A.1, we derive the following concentration-compactness principle:
Lemma A.2. Let (M, g) be a compact Riemannian manifold of dimension n  2 and 1 < q < 2. Let (up) be a
sequence such that up ⇀ u in H1,q(M), |∇up |pg dvg ⇀ μ and |up|p∗ dvg ⇀ ν , where μ and ν are bounded
nonnegative measures. Then, there exist at most a countable set {x j} j∈T and positive numbers {μ j} j∈T and
{ν j} j∈T such that
μ |∇u|qg dvg +
∑
j∈T
μ jδx j , ν = |u|q
∗
dvg +
∑
j∈T
ν jδx j
with K (n,q)qμ j  νq/q
∗
j for all j ∈ T , where δx j represents the Dirac mass centered at x j .
Proof of Lemma A.2. Set wp = up − u, so that wp ⇀ 0 in H1,q(M). Deﬁne θ = ν − |u|q∗ dvg . By the
Brezis–Lieb lemma,
|wp|p∗ dvg ⇀ θ.
In addition, up to a subsequence, we have
|∇wp|pg dvg ⇀ λ
for some bounded nonnegative measure λ. We have only to show that there hold reverse Hölder
inequalities for the measure θ with respect to λ. The rest of the proof is standard. By Lemma A.1, for
each ε > 0 there exists a constant Dε > 0, independent of p, such that
‖u‖pp∗ 
(
K (n, p)p + ε
2
)
‖∇gu‖pp + Dε‖u‖pp
for all u ∈ H1,p(M). Taking u = ϕwp in the inequality above, where ϕ ∈ C1(M), one ﬁnds
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M
|ϕ|p∗ |wp|p∗ dvg
)p/p∗

(
K (n, p)p + ε
2
)∫
M
∣∣∇(ϕwp)∣∣pg dvg + Dε‖ϕwp‖pp

(
K (n, p)p + ε
2
)∫
M
|ϕ|p|∇wp|pg dvg + Cε
∫
M
|ϕ∇wp|p−1g |wp∇ϕ|g dvg
+ Cε
∫
M
|wp∇ϕ|pg dvg + Dε‖ϕwp‖pp

(
K (n, p)p + ε)∫
M
|ϕ|p|∇wp|pg dvg + C˜ε max
M
{|∇ϕ|pg + |ϕ|p}‖wp‖pp .
Since ‖wp‖p → 0, it follows from the previous inequality that
(∫
M
|ϕ|q∗ dθ
)q/q∗

(
K (n,q)q + ε)∫
M
|ϕ|q dλ
for any ε > 0, so that the reverse Hölder inequality
(∫
M
|ϕ|q∗ dθ
)q/q∗
 K (n,q)q
∫
M
|ϕ|q dλ
holds. 
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