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Abstract
Support Vector Machines in a
Real Time Tracking Architecture
Benjamin Castaneda
Supervising Professor: Dr. Juan C. Cockburn
The standard approach to tracking an object of interest in a video stream is to use an object
detector, a classifier and a tracker in sequential order. This work investigates the use of
Support Vector Machines (SVM) as classifiers for real-time tracking systems, combining
them with Kalman Filter predictors. Support VectorMachines have been proved successful
in a variety of classification tasks such as recognizing faces, cars, handwriting and others.
However their use has been hampered by the complexity and computational time involved
in the training and classification stages. In recent years new methods and techniques for
training and classification of Support Vector Machines have been discovered making pos
sible their utilization in real-time applications. These methods have been explored and im
proved resulting in a framework for fast prototyping and development of real-time tracking
systems. New optimal and sub-optimal methods for parallel SVM training based on biased
and unbiased versions of the Sequential Minimal Optimization algorithm are presented.
They provide a trade-off between time performance and accuracy. Time performance in
the classification stage is significantly improved by reducing the number of support vectors
with almost no loss in accuracy. New methods to allow the reduction with different kernels
are presented. The effectiveness of the approach developed is demonstrated in a face track
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Glossary
Biased Optimal Blocked Parallelization (BOBP) A parallel algorithm for training
SVMs based on the biased version of Piatt's SMO algorithm. The result of the
training process is the global minimum of the SVM training problem. It was
developed by Etin and Elias in 2001.
Biased Sub-Optimal Blocked Parallelization (BSOBP) A parallel algorithm for
training SVMs based on the biased version of Piatt's SMO algorithm. The
result of the training process is a feasible point of the SVM training problem
but it is not the global minimum. It was developed by Etin and Elias in 2001.
Chunking - SMO (ChSMO) A new parallel algorithm for training SVMs based on the
biased version of Piatt's SMO algorithm and the Chunking algorithm. The re
sult of the training process is the global minimum of the SVM training problem.
Chunking A sequential algorithm for training Support Vector Machines developed by
Vapnik. It is based on the idea of discarding non-support vectors early in the
training process.
Kalman Filter The Kalman filter is an algorithm for sequentially updating a linear pro
jection for a dynamic system that is in state-space representation. In this work,
Kalman Filters are used as optimal estimators for tracking purposes.
Karush-Kuhn-Tucker conditions (KKT conditions) Necessary and sufficient con
ditions for the termination of a SVM training process with an optimal solution.
Modified Biased Sub-Optimal Blocked Parallelization (MBSOBP) A new par
allel algorithm for training SVMs based on Etin's BSOBP algorithm. The result
of the training process is a feasible point of the SVM training problem but it is
not the global minimum.
Osuna's Algorithm A method for training SVMs by dividing the QP training problem
in a series of smaller QP sub-problems which size is fixed. It was developed by
Osuna in 1997.
xin
Quadratic Programming Problem (QP problem) An optimization problem in which
the objective function is convex and quadratic and it is subject to linear con
straints. The solution of the optimization problem is unique. Training Support
VectorMachines amounts to solving a Quadratic Programming Problem.
Reduced Support Vector Problem (RSVP) The problem of approximating a Sup
port VectorMachine Classifier with another one which has less number of sup
port vectors and similar performance in accuracy.
Sequential Minimal Optimization (SMO) A method for training SVMs by analyt
ically optimizing two vectors at a time instead of using a numeric quadratic
problem solver. It was developed by Piatt in 1998.
Support Vector (SV) A feature vector selected through optimization for inclusion in a
Support Vector Machine model.
Support Vector Machine (SVM) A machine learning algorithm based statistical learn
ing theory developed by Vapnik and Chervonenkis.
SVMLight A method for training SVMs by dividing the QP training problem in a se
quence of smaller QP sub-problems which size is determined by heuristics. It
was developed by Joachims in 1999.
SVM Training Problem Finding the parameters for a Support Vector Machine model.
Training a Support Vector Machine amounts to solving a Quadratic Program
ming minimization problem.
Unbiased Sub-Optimal Blocked Parallelization (USOBP) A new parallel algorithm
for training Support Vector Machines based on the unbiased version of Piatt's
SMO algorithm. The result of the training process is a feasible point of the QP
training problem but it is not the global minimum.
Chapter 1
Introduction
Human-Computer Interaction has received lately renewed interest due to advances in tech
nology. Applications, which could have been considered fiction a decade ago, are now
possible due to smaller, cheaper and more powerful computing devices. For example,
smart rooms could have smart cameras in charge of tracking the user so his/her gestures
and movements are evaluated as input commands. It is apparent that visual tracking should
be a fundamental capability of the system, and since the interaction between the room and
the user is required, this should be accomplished in real-time.
A common approach to tracking an object in a video stream is to use an object detector, a
classifier and a motion estimator or tracker in sequential order. The object detector scans a
frame from the video stream and selects the candidates to be analyzed by the classifier. The
classifier evaluates every candidate assigning it a measure that indicates the likeliness of the
candidate to be the object searched. The candidate with the best score is then locked and
the tracker is used to follow it through the field of view. This standard tracking architecture,
represented in Figure 1.1, has been successfully implemented in a variety of applications
[20,39,25,38,23, 17,2].
f Object Position J
Figure 1.1: Standard Tracking Architecture
The classifier plays an important role in the overall performance of the tracking system. A
poor classifier will lead to bad detection accuracy and false locks.
In recent years, Support Vector Machines have been a breakthrough in the machine learn
ing community. They have been proved effective in a variety of tasks related to classifica
tion such as Character Recognition, Image Rotation Detection, Gesture Recognition, Face
Recognition, Bioinformatics, and Spam Classification (See [43, 13, 8]).
SupportVector
Machines'
performance in accuracy and generalization makes them an ideal
candidate for this standard tracking architecture. However, in order to obtain their best
performance, different issues should be addressed: feature selection, tuning, training and
classification complexity. The first two influence directly the classifier accuracy and gener
alization properties. The last two have an impact on the implementation of SVMs.
The features given as input to the classifier are of extreme importance to its accuracy. If
the wrong set of features are used, not even the best classifier would be able to perform
correctly. Selecting the correct input is problem dependent and the overall performance of
the system depends on this step.
Support Vector
Machines'
performance is also affected by the selection of its two parame
ters: the kernel and the limiting value. The meaning and influence of these two parameters
over the classifier accuracy is explained in Chapter 2. Tuning or finding the correct param
eters is also problem dependent.
As a supervised learning machine, Support Vector Machines need to be trained. The train
ing process amounts to solving a Quadratic Programming (QP) problem. Due to the size of
the problem, standard QP solvers cannot be used. This training complexity has limited the
widespread usage of support vector machines. Even though new training algorithms have
been developed recently, their time performance is problem dependent and the computa
tional time needed is still large.
The training process gives as a result a set of vectors, called support vectors, which char
acterize the decision function of the classifier. The computational time involved in the
evaluation of the classifier is directly proportional to the number of support vectors. This
number is problem dependent but empirical results have shown that it is approximately be
tween 10% and 20% of the number of training vectors in the training set. Since the usual




time performance in test phase is less than other classifiers such as Neu
ral Networks.
This work explores the use of Support Vector Machines (SVMs) as classifiers in real-time
tracking systems. From the issues presented above, it addresses the ones which can be ap
plied to any visual tracking problem, namely reducing the training time and computational
time involved in classification. As a result, this work presents a framework for real-time
visual tracking applications using SVMs.
Training SVMs involves solving a quadratic optimization problem. Since the training sets
are usually very large, the computational complexity involved in training has limited its
application to practical problems, specially in the area of image processing. Current ad
vances in parallel computing are bringing to the user cost effective tools to attack complex
problems such as this one. In this work the use of parallel computing techniques to reduce
the training time was investigated.
New optimal and sub-optimal Parallel trainers based on Piatt's Sequential Minimal Opti
mization (SMO) algorithm are proposed and compared to previous work on the subject.
The Unbiased Sub-Optimal Blocked Parallelization introduces the use of the unbiased ver
sion of the SMO algorithm in parallel trainers. It presents a trade-off between accuracy
and time performance and it is specially useful for large training sets. The Modified Biased
Sub-Optimal Blocked Parallelization modifies the miscalculation of a SVM parameter in
a previous algorithm improving its accuracy. Finally, the SMO-Chunking algorithm is in
troduced. It combines previous sequential training methods in order to create an Optimal
parallel trainer.
The computational time in test phase of a Support VectorMachine is improved by reducing
the number of support vectors. This work examines the two main approaches to reducing
the number of support vectors: 1 ) Subsetmethods and 2) Reduced Set methods. The former
aims at selecting a subset of support vectors {,%} from the set of support vectors {xj} that
describe the SVM after training. The latter aims at finding a set of vectors, not necessarily
support vectors, that approximate, in feature space, the decision boundary of the original
SVM.
In this work, three new approaches which belong to the class of Subset methods are pre
sented: 1) The Modified Exact Simplification method which allows a trade-off between
accuracy and the number of support vectors by introducing a tolerance parameter into the
algorithm presented in [9]; 2) the Simulated Annealing method which allows to specify a
priori the number of support vectors Nz in the reduced set; and 3) the Explicit Mapping
method which uses standard linear algebra techniques to reduce the number of support vec
tors in a high dimensional space.
In addition to the above three algorithms, two approaches based on the Reduced Set meth
ods are introduced: 1) The Polynomial Kernel Reduction method which implements the
application of the iterative algorithm of [36, 34] to polynomial kernels, and 2) the Standard
Optimization Method which provides a general algorithm to find a reduced set of vectors,
regardless of the kernel used.
This work also presents the implementation of a real-time face tracker to study the inte
gration of Support Vector Machines into a visual real-time tracking architecture. Face-
tracking was selected among other tracking applications because it represents a prototype
visual tracking problem and it has a large number of applications, specially in the fields of
surveillance and human computer interaction. This application gives a test-bed to assess
the feasibility of using SVMs in a real-time tracking architecture and to measure the impact
of reducing the number of support vectors.
Chapter 2 presents the basic ideas behind Support Vector Machines and the necessary the
oretical background for Chapters 3, 4 and 5. It also describes the face tracking problem
and the tracking architecture used in this application. Chapter 3 addresses the SVM train
ing problem. It presents parallel optimal and sub-optimal training alternatives in order to
reduce the time involved. Chapter 4 explores techniques to reduce the number of support
vectors of an already trained support vector machines improving classification time per
formance. Chapter 5 shows the application of support vector machines in a face tracking
system. It also presents the combination of SVMs and Kalman filters in a tracking archi
tecture. Finally, Chapter 6 presents the conclusions for this work.
Chapter 2
Background Theory
In this chapter the fundamental background of Support VectorMachines necessary for this
work will be introduced. Then, an experimental system for the evaluation of real-time face-
tracking applications will be described. This real-time face-tracking system will be used
to study experimentally the integration of Support Vector Machines to real-time tracking
systems, one of the primary contributions of this work.
2.1 Support Vector Machines
2.1.1 Support VectorMachines as Classifiers
Support Vector Machines (SVM) are learning systems that classify a given input in two
classes, trained with a learning algorithm from optimization theory that implements a learn
ing bias. One of its advantages over other classifiers is that is has a strong theoretical
foundation on statistical learning theory. In this section, a brief description of SVM as a
classifier will be given. For further details see [13, 7, 8].
To introduce the basic ideas behind SVM consider the problem of classifying two linearly
separable classes (x and o) as shown in Figure 2.1.
Figure 2.1: SVM decision boundary
Given a data set { xiy yt } where Xi G X is a vector in a given input space and yt G {1,-1}
is the associated label for the classification. The objective is to find a hyperplane, {W, x)b,
where W and b are parameters to be determined by the learning (optimization) algorithm
and {W, x) = WTx, that is, (-, -) denotes inner products. For this classifier, the decision
rule is:
f(x) = sgn((W,x)-b) (2.1)
A geometric illustration of the linear classification problem is shown Figure 2. 1 . This figure
shows that the problem is ill-posed; there can be infinitely many solutions to this problem.
To make the problem well posed one could impose additional constraints. For example,
we would like to choose the hyperplane that minimizes the generalization error, that is,
the one that would do a good job classifying new samples. In [41] it was shown that such
hyperplane is the one which maximizes the distance between itself and the closest points
(vectors) from both classes. These vectors are called support vectors (the bold markers in
Figure 2.1).
The mathematical foundation for SVMs was developed by Vapnik [41]. He proved that
the best hyperplane is the one that minimizes the norm ofW and can be found solving the
following quadratic optimization problem:
min -(W,W) subject to yi{(W, Xi) - b) > 1; i = 1, . . . , TV (2.2)
w 2
where N is the number of vectors in the data set.





where a{ is the Lagrange multiplier associated to the i vector. Typically in the opti
mization process, the majority of the Lagrange multipliers are usually zero. The non-zero
multipliers are associated to the support vectors. Therefore, W can be written as:
Ns
i=l
where 7VS is the number of support vectors (x,). Using (2.3) the decision rule (2. 1 ) becomes
f(x) = sgn I (^2 iViXi,x)-b\ = sgn I ^ aiyi(xu x)-b\ (2.4)
i=I / \i=l
The real power of Support Vector Machines is that they can also be applied to nonlinear
classification problems. To deal with non-linearly separable classes, a non-linear mapping
$ : X i + T is used to map the input space (X) into a higher dimensional space, called the
feature space {T), where the data becomes linearly separable (see Figure 2.2). Under this
mapping the decision rule (2.4) transforms into:
N,




K(xux) = (<f>(xi),$(x)) = Hxi)T<!>(x),
10
(2.5)
is the kernel induced by the mapping $. This kernel encapsulates the inner product in
the feature space. As a consequence, the classification problem resembles a linear prob
lem and the computation involved in it is not affected by the dimension of the feature space.





$ = X ^T
$ is the mapping function between input space and feature space
Figure 2.2: Example of non-linear mapping
In practical applications the success of the classification depends on the kernel chosen
which becomes a design parameter. The most commonly used kernels are:
Gaussian: K{a,b) exp( )
Polynomial: K(a, b) = {aTb +
d)p
where a, 6 G X are vectors in the input space and d G R, o G R and p G N are parameters.
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2.1.2 Training Support Vector Machines
Part of the design of a SVM involves a training stage where learning takes place. In the
case of linearly separable problems training amounts to finding the bias b and weight vector








where , are slack variables that allow margin failure and C is the limiting value parameter
which trades between wide margin and a small number of margin failures. The intro
duction of a limiting value imposes the following additional constraint on the Lagrange
multipliers:
0<i < C,i = l,...,N (2.7)
For the general non-linear classification the training problem becomes
min |Eii Eli yiVjK(xux^a^ + C Y^=x 6
Q,0,S
J




&, i = 1, .., N (2.8)
0<oti<C, i=l,...,N
The dual form of the minimization problem in (2.8) is preferred since it does not show the
slack variables:
miri |Eii Ef=i yiVjK(xu *;)<*<<*;
-
E,"i a.
subject to t=i j/,a, =0, i = l,..,N (2.9)
0<ai<C, z=l,...,A
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Solving (2.9) gives the support vectors and their associated Lagrange multipliers a{. Fi
nally, the bias b is found as:
b =^ aiyiK(xu xk) - Vk (2-10)
i=l
where xk is any support vector such that 0 < o^ < C.
2.1.3 Output Evaluation
Once the support vectors (x^), their associated Lagrange multipliers (ai) and the bias pa
rameter (6) have been found through the training process, the classification of a new sample
is achieved by evaluating the decision function (2.5). However, in most practical applica
tions, the score function is used instead:
N3
u(x)
= y^ aiyiK(xi, x) - 6 (2-11)
The absolute value of the score function provides a notion ofdistance to the decision bound
ary, which in turn can be used as a confidence measure. The bigger the distance the larger
the confidence that the sample has been classified correctly.
From (2.1 1), it can be seen that the time complexity involved in classifying a new sample
is directly proportional to the number of support vectors (Ns). Other factors that influence
the evaluation time of a new sample is the dimension of the input space (X) and the kernel
of choice.
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2.2 A Real-time Face-tracking System
In this section a face-tracking system based on Support Vector Machines will be described.
The objective is to investigate how SVMs can be used for real-time visual tracking and
evaluate experimentally the impact of this work. Among all the possible applications, real
time face tracking was selected for two reasons: firstly, it represents a good prototype for
visual tracking problems and secondly, it has a large number of practical applications, in
cluding surveillance and human computer interfacing.
A practical face tracking application should detect and track faces on complex backgrounds,
be insensitive to head orientation, scale changes, illumination changes, partial occlusions
and shadows [32]. The real-time requirement adds a constraint on the algorithms and meth
ods to use. Since the objective of this work is to focus on the use of SVMs as classifiers in
a tracking architecture, the problem was limited to tracking faces of people looking into the
camera at a known fixed distance from the camera, without occlusion and with controlled
illumination.
There is a vast literature on face tracking and face detection. A recent assessment of
the state of the art in this topic can be found in [32] and [44]. The latter divides the
face detection techniques in four groups: Knowledge-based methods, Feature invariant
approaches, Template matching methods and Appearance-based methods. The feature in
variant methods detect features such as skin color or face aspect ratio that tend to be similar
[45, 35, 16, 38]. The appearance based methods deal with recognizing important charac
teristics of faces such as mouth and eyes and is based on Machine Learning and Training
[39, 34, 20, 33].
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Recent results reported in [14] show that face detection with a component-based approach
is superior to other approaches. They have also been working with SVMs as classifiers.
Inspired by these results a face tracking system that detects and tracks two facial features:
eyes and lips, from a color video stream was designed and implemented. It uses a combi
nation of Feature Invariant and Appearance Based methods. The architecture and imple
mentation details are described next.
2.2.1 Tracking Architecture
The architecture consists of several tracking modules, one per each feature, and a Data Fu
sion Stage (see Figure 2.3). Each of the modules can be configured independently in order
to take advantage of the characteristics of a specific feature. The data fusion algorithm





Figure 2.3: Feature Based Tracking Architecture
15
A visual trackingmodule is composed of pre-processing, classification and motion estima
tion stages, and has two operational modes: Detection and Tracking. In detection mode, the
pre-processing and classifier combination is used to obtain an initial position of the feature
of interest with high confidence. Then the module is switched to tracking mode, where
a motion estimator is used to track the feature detected by the classifier. Both modes of
operation give as a result a list of vectors (/j, Si,Xi) containing a candidate identifier (/;), a
score indicating the likelihood of the candidate to be the actual feature (s^ and its position
(Xi).
The data fusion stage combines temporal and spatial information from different modules
to determine the position of the tracked features and to decide whether the detection mode
or the tracking mode of each module should be used. The current and previous data from
the list of vectors given by the modules is used to restrict the number of candidates to be
classified, and to weight the candidates in order to have the most accurate classification and
to choose the mode of operation (detection or tracking). Once the final position of the in
dividual features has been determined, they are used to update the motion estimators from
the different modules.
2.2.2 Face Tracking Implementation
The pre-processing stage consists of two steps. The first step uses a combination of skin
color segmentation [35], density maps [19] and geometric filtering to extract face candidate
regions from a frame. The second step extracts facial features candidates from each face
candidate region. The facial feature candidates are obtained by using a combination of skin
color information and the fact that facial features are of lower intensity than the rest of the
16
face [38]. More details of the pre-processing stage can be found in [24].
A Kalman Filter was designed for motion estimation and combined with a template match
ing technique. For each feature, two Kalman Filters were used, one per coordinate axis.
For example, each eye has its own pair of filters. Its implementation is discussed with more
detail in Chapter 5. The data fusion stage was designed on biometric heuristics based on
the geometric relationships between eyes and lips.
The focus of this work on using Support VectorMachine classifiers as feature detectors. In
this particular case, the features are eyes and lips. Therefore, two SVMs were designed:
one to recognize eyes, and another to recognize lips.
2.2.3 SVMs in the Face Tracking System
As mentioned in the introduction, several issues have to be addressed in order to obtain the
best performance out of a SVM. This work is centered on speeding up training and classi
fication. Improving time performance in these two aspects would enable the use of SVM
in real-time applications. To tackle these problems it is necessary to solve the tuning (pa
rameter selection) and feature selection (input space selection) problem for the particular
application at hand, in this case, eye and lip detection. It is also necessary to build a data
set as input for the classifier.
Feature selection is a problem which deserves deeper analysis. Raw intensity images [2]
as well as transformed images (e.g. using Haar wavelet transform [20]) have been used. In
order to keep the problem simple, the raw intensity image was selected as the input space.
17
Once this decision was made, we proceeded to build the training and test sets.
Since the classifier needed to distinguish among facial features, we created a Facial Feature
Data set (FFDS). It consisted of 10 x 20 pixel images grouped in five classes: eyes, lips,
eyebrows, nostrils and hair. Two programs were written to perform this task. The first
one followed the algorithm described in the pre-processing stage to obtain facial feature
candidates. For each facial feature candidate, a 10x20 image was extracted and classified
by a human operator. The second program was designed to guarantee the integrity of the
data sets; the already classified features grouped by class were shown to an operator who
verifies the classification. 13 subjects from different ethnicity went through this process, in
which they were asked to move while looking at a video camera. Only small movements
such as yaw, roll and pitch of5 degrees were allowed. The FFDS was then divided in a
training set consisting of 15, 308 images and a test set with 5, 347 images.
The parameters for the lip SVM and eyes SVM classifiers still needed to be tuned. To
choose the kernel {K) and the limiting value (C), experiments were performed with linear,
polynomial and radial basis function (RBF) kernels using a smaller training set (5, 000 sam
ples) and varying C from 0.01 to 100. A summary of the results is given in Table 2.1. The
best performance was obtained using a polynomial kernel of second degree and C
= 0.01.
Finally, training the two classifiers using the whole training set from the FFDS led to 2, 415
support vectors in the case of eyes and 2, 261 support vectors in the case of lips (see Ta
ble 2.2). The Matlab support vectormachines toolbox [6] was used in all the experiments.
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SVM Kernel C #SV %Tr. Set %Test Set
Eyes Polynomial 2 1 692 100.0 96.1
0.01 775 99.4 97.4
100 694 100.0 96.1
Polynomial 3 1 753 100.0 97.1
0.01 753 100.0 97.1
100 754 100.0 97.1
Linear 1 1417 91.3 92.3
0.01 2271 87.1 89.0
100 1254 91.6 92.4
Lips Polynomial 2 1 855 100.0 96.1
0.01 998 99.0 96.6
100 854 100.0 96.1
Polynomial 3 1 916 100.0 96.8
0.01 916 100.0 96.8
100 915 100.0 96.8
Linear 1 2344 85.3 83.8
0.01 2889 78.7 80.7
100 1955 86.3 85.4
Table 2. 1 : Results of the tuning experiments













Training SVMs involves solving a quadratic optimization problem. Since the training sets
are usually very large, the computational complexity involved in training has limited its
application to practical problems, specially in the area of image processing. Several train
ing algorithms that address this issue have been proposed. However, their application to
large and dense training data sets with high dimensionality is still a challenge and may take
several days of training depending on the hardware available.
Current advances in parallel computing are bringing to the user cost effective tools to attack
complex problems such as this one. In this work, the use of parallel computing techniques
to reduce the training time was investigated.
In this chapter the development of parallel algorithms for training SVMs will be presented.
Of all the current approaches to training, the Sequential Minimal Optimization (SMO) algo
rithm [29] was selected for parallelization due to its good computational time performance
and the use of a closed form solution for the Quadratic Programming (QP) optimization.
The chapter is organized as follows: Section 3.1 gives an overview of the current train
ing algorithms. Section 3.2 provides the description of the SMO algorithm. Section 3.3
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analyzes previous work on parallelizing the SMO algorithm, while Section 3.4 introduces
new approaches to the problem. Section 3.5 presents experimental results and Section 3.6
closes the chapter with a discussion.
3.1 Support VectorMachine Training
From (2.9) in Chapter 2, the training problem consists of finding the Lagrange multipliers
at such that:






subject to 0 < at < C, (3.2)
TV
X>ai = o (3-3>
i=l
where ?/, {1, 1} is the classification label for the
ith
training sample and C is the limit
ing value parameter which trades off between wide margin and a small number of margin
failures.
Equation (3. 1 ) describes a quadratic programming (QP) optimization problem. QP prob
lems are NP-Complete with a computational complexity of order 0(Nk) where iV is the
size of the training set and A; is a positive real number.
An optimal solution to the problem described by equation (3.1) is characterized by the
necessary and sufficient Karush-Kuhn-Tucker (KKT) conditions given below:
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c^
= 0 <& yiUi > 1,
0 < an < C O y{Ui = 1, (3.4)
cvj = C o- yjW, < 1








In practice, standard QP solvers cannot be applied to SVM training due to the large size of
the problem. Equation (3.1) involves a matrix that has
N2
elements, where N is the num
ber of elements in the training set. Furthermore, the training elements usually belong to a
high dimensional input space (X). The most important approaches to solve this problem
are described next.
In [40], Vapnik presented the chunking algorithm. It is based on the idea that the minimiza
tion problem (3.1) remains the same if the vectors associated to a zero Lagrange multiplier
(non-support vectors) are removed. The algorithm divides the QP problem in a sequence of
sub-problems of smaller size whose goal is to identify the non-support vectors and discard
them. At each step, the algorithm solves a QP problem consisting of the support vectors
from the previous step and a pre-defined number M of new elements until all the vectors
from the training set have been optimized. Therefore, the size of the sub-problem increases
in each step. This algorithm reduces the time complexity of the problem to almost 0(N2)
where Ns is the final number of support vectors in the set. However, it still cannot handle
large-scale training problems.
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In 1997, Osuna et al. [27] presented an algorithm in which the QP problem was also di
vided in a sequence of sub-problems following Vapnik's ideas. Osuna et al. demonstrated
that if there is at least one sample that violates the KKT conditions in each of the sub-
problems, then its optimization still reduces the overall objective function (3.1). In Osuna's
algorithm the size of the sub-problem to be solved is fixed. At each step, a number M
of samples are removed and M samples that violate the KKT conditions are added to the
previous sub-problem. This algorithm still requires a QP solver subroutine.
In 1999, Joachims [15] followed the same ideas presented by Osuna etal. and incorporated
some heuristics for rapid convergence to create the
SVMh9ht
algorithm. In this algorithm,
the size of the sub-problem is not fixed but selected by heuristics. Computational improve
ments such as kernel caching and incremental updates of the gradient and termination cri
teria were also introduced.
Almost at the same time that Joachims presented SVMll9ht, Piatt proposed the Sequential
Minimal Optimization algorithm in [31]. Following Osuna's ideas [27], Piatt selects the
size of the sub-problem as the smallest possible: 2. The main advantage of SMO is that the
QP problem of each sub-problem can be solved analytically avoiding the use of numerical
QP optimization.
3.1.1 SMO advantages
The Sequential Minimal Optimization (SMO) algorithm is one of the fastest algorithms for

















AdultLin 13.7 217.9 20711.3 1.8 2.1 3.1
AdultLinD 21.9 N/a 21141.1 1 n/a 3
WebLin 339.9 3980.8 17164.7 1.6 2.2 2.5
WebLinD 4589.1 N/a 17332.8 1.5 n/a 2.5
AdultGaussK 442.4 284.7 11910.6 2 2 2.9
AdultGauss 5233 737.5 n/a 2 2 n/a
AdultGaussKD 1433 N/a 14740.4 2.5 n/a 2.8
AdultGaussD 1810.2 N/a n/a 2 n/a n/a
WebGaussK 2477.9 2949.5 23877.6 1.6 2 2
WebGauss 2538 6923.5 n/a 1.6 1.8 n/a
WebGaussKD 23365.3 N/a 50371.9 2.6 n/a 2
WebGaussD 24758 N/a n/a 1.6 n/a n/a
MNIST 19387.9 38452.3 33109 n/a n/a n/a
Table 3.1: Comparison of SMO, SVMIight and Chunking algorithms in time and scaling.
Source [30]
can solve large QP problems without any matrix storage and without using a numerical
QP optimization subroutine. These characteristics make the SMO algorithm ideal for large
size problems. It is also less susceptible to numerical precision problems since it does not
utilize any matrix computations. Furthermore, the algorithm is simple and can be easily
implemented following the pseudo-code given by Piatt [31].
3.2 SequentialMinimal Optimization
SMO iterates over all the training data, until the Karush-Kuhn-Tuckeroptimality conditions
of the QP problem are satisfied. The problem is solved by analytically optimizing sub-sets
of two Lagrange multipliers at a time. Figure 3.1 shows SMO's main routine. The sub
routine examineExample determines if the example being examined violates the KKT

























else if (numChanged= 0)
examineAll
= 1
Figure 3. 1 : SMO Main Routine
The two main contributions introduced by SMO are: 1 ) the analytic method for optimizing
two Lagrange multipliers, and 2) the heuristics for selecting which multipliers to optimize.
3.2.1 Analytical optimization of two Lagrange multipliers
Given two Lagrange multipliers ai and a2, they both have to satisfy the constraints (3.2)
and (3.3). A geometric interpretation of these constraints is shown in Figure 3.2. The
bound constraint (3.2) limits the multipliers to be inside the box while equation (3.3) forces










Figure 3.2: Training Constraints for 2 Lagrange multipliers
The algorithm uses the second derivative of the objective function along the diagonal line,
rj
= K(xi,xi) + K(x2, x2)
-










where Et = u^ y is the error on the r training example.
Then the algorithm limits the value of
a"6"'
to be between the ends of the diagonal, H and
L, as follows:
a













If yx ^ y2, the ends of the diagonal can be computed as described in (3.7), otherwise as
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described in (3.8).
L = max(0, a2
-
Oi), H = min(C,C = a2
-
ax) (3.7)
L = max(0, a2 + ax
-
C), # = min(C, a2 = ax) (3.8)
Then,
a"6











have been calculated, they are used to compute the bias (b). If
a"eu'
is not at the bound, b is computed using (3.10). If
a^ew
is not at the bound, b is computed




are at bound then (3. 1 2) is used.










a2)K(x2, x2) + b (3.1 1)
, (fri + b2
Onew = ~ (J-1^)
3.2.2 Selecting two multipliers
Once SMO has found one Lagrange multiplier (ax) that violates the KKT conditions, it
uses the following heuristics to choose the second multiplier to maximize the size of the
step taken during the joint optimization. First, it tries to select a non-bound multiplier a2
which maximizes \ Ex
- E2 |. If the previous heuristic does not lead to positive progress,
then SMO starts iterating through the non-bound multipliers until it finds one that leads to
positive progress. If the previous heuristic fails, it iterates through all the lagrange multi
pliers until it finds one that leads to positive progress. If all the heuristics fail, then a\ is
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skipped. In normal conditions, only the first two heuristics are used.
3.2.3 Unbiased SMO
Piatt also presented an unbiased SMO algorithm. In this case, the bias (b) is fixed at zero.




ls computed, it is clipped between 0 and C. The Unbiased SMO algorithm
would lead to a sub-optimal solution since the margin achieved will not necessarily be
maximum. Details on implementation can be found in [31].
3.3 PreviousWork on SMO Parallelization
Previous work on SMO parallelization can be divided in optimal and sub-optimal ap
proaches. In the present context, a sub-optimal approach gives a solution which is a feasible
point of the QP minimization problem, but it is not the global minimum. Sub-optimal ap
proaches have been referred as non-optimal solutions in previous work. As opposed to
sub-optimal approaches, an optimal one gives the global minimum of the QP training prob
lem as the result of the training process.
In 2001, Etin et al. [10] attempted to parallelize the SMO algorithm. They primarily fo
cused on the biased version of SMO and proposed optimal and sub-optimal approaches.
Etin's optimal algorithm divided the training problem into sub-problems to be optimized
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by each processor. The results from each sub-problem will then be used as a starting point
for a final optimization in one processor. The sub-optimal approach replaces the final opti
mization step by a heuristic rule to combine the results from each sub-problem.
In 2002, Woitaszek [43] followed the ideas presented in [10] and implemented Etin's sub-
optimal approach. He also proposed an interleaved parallelization approach in which every
processor optimized a subset of the training problem and then exchanged some elements
of its subset with another processor. The details of Etin's and Woitaszek's approaches are
presented next.
3.3.1 Interleaved Parallelization (IP)
This approach was presented in [43]. This algorithm divides the QP training problem in
a series of steps. Each step involves solving n QP sub-problems, where n is the
number
of processors. The training set, containing TV samples, is logically subdivided into 2n seg
ments. The division of the training set into segments is done as shown in Figure 3.3. The
training set is separated into positive and negative samples,
which in turn are divided in the
number of segments needed (2n for the IP approach). The final segments are composed
of one sub-set of positive samples and one sub-set of negative samples. Therefore, each
segment would approximately have the same ratio of
positive vs. negative samples.
Each processor optimizes a sub-problem containing two of the segments in every
step. Af
ter one step is finished, one of the segments is
exchanged with a segment from another
































Figure 3.3: Division of the training set in n segments








Slepl Seg1 Seg 2 Seg 3 Seg 4 Seg 5 Seg 6
Step 2 Seg 1 Seg 3 Seg 2 Seg5 Seg4 Seg 6
Step 3 Seg1 Seg 4 Seg 2 Seg 6 Seg 3 Seg 5
Step 4 Segl Seg 5 Seg 2 Seg 4 Seg 3 Seg 6
Step 5 Seg1 Seg 6 Seg 2 Seg 3 Seg 4 Seg 5
Figure 3.4: Three processor Interleaved Parallelization
Initially, ail processors have the same bias (6) and error cache values {E{). At the end of
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each step, the appropriate error cache values are sent with each segment to the correspon
dent processor, and b is computed as the arithmetic mean of all the biases in the different
processors. This new value of the bias might cause the previously verified samples to vi
olate the KKT conditions, and therefore, one more step is taken for verification. If KKT
violators are detected the optimization process starts from the beginning.
Even though this method of parallelization was aimed to obtain an optimal solution, the
conclusions presented in [43] clearly indicate that it increases complexity and introduces
communication overheads. The global bias parameter also represents a problem since it
induces instability and prevents it from converging.
33.2 Biased Sub-Optimal Blocked Parallelization (BSOBP)
This approach was presented in [43] and [10]. The N training samples are divided into n
segments as shown in figure 3.3. Each processor performs a local SMO over one segment
obtaining a group of local support vectors and a local bias.
The final solution is achieved by
gathering all the local support vectors into the
global set of support vectors. To obtain the
global bias, each processor multiplies its local bias value by the number of support vectors
on that processor. The result is added across all processors and then divided by the total
number of support vectors. Figure 3.5 shows how the approach works with four processors.
This method intends to reduce the computation complexity of the previous one by com
promising its accuracy and generalization. Some
samples may violate the KKT conditions
due to the change in bias from the local value to the global average. These violations are
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Processor 1 Processor 2 Processor 3 Processor 4
Figure 3.5: Biased Sub-Optimal Blocked Parallelization
ignored, decreasing the algorithm's accuracy but substantially increasing its time perfor
mance. This approach was evaluated on 4 processors in [43] and on 2 processors in [10].
Both of their results agreed on the fact that this method is useful if the overall accuracy
can be compromised. The effect of this approach on the number of support vectors is not
mentioned.
3.3.3 Biased Optimal Blocked Parallelization (BOBP)
This approach was presented in [10]. Like in the BSOBP method (Section 3.3.2), the TV
training samples are divided into n segments, one per processor. Each processor performs
a local SMO over its segment obtaining a group of local support vectors and a local bias.
After the weighted average bias is computed, the sub-optimal solution computed so far is
utilized as an initial point for a final optimization step in one processor. The idea behind
this method is that the sub-optimal solution will be closer to the optimal one, and therefore,
the final optimization will require less time. Figure 3.6 shows the BOBP approach with
four processors.
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Processor 1 Processor 2 Processor 3 Processor 4










Figure 3.6: Biased Optimal Blocked Parallelization
According to the results presenting in [10], computing the error cache function for all the
samples to perform the final optimization step has a computational complexity of 0{N2).
This computation in big data-sets may result in a considerable delay before starting the fi
nal SMO optimization, introducing parallelization overhead. Without this overhead, Etin's
results showed an improvement in the time performance of the algorithm, however it was
much less than the sub-optimal method improvement.
3.4 New Approaches
In this section, three new algorithms are proposed to improve the performance of SVM
parallel training. The first one introduces the use of the unbiased version of SMO to obtain
sub-optimal solutions. The second one improves the sub-optimal algorithm presented in
Subsection 3.3.2. The third alternative explores the combination of the Chunking [40] and
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SMO algorithms.
3.4.1 Unbiased Sub-Optimal Blocked Parallelization (USOBP)
In previous efforts, both [10] and [43] have only considered biased versions of SMO. Unbi
ased SMO has not been explored mainly because it leads to a sub-optimal solution. How
ever, the BSOBP (Section 3.3.2) approach sacrifices accuracy and optimality in order to
achieve a better time performance. In cases where a sub-optimal solution is acceptable, an
unbiased SMO could be used.
For this approach, the N training samples are divided into n segments as shown in Fig
ure 3.3. Each processor performs a local unbiased SMO over one segment obtaining a
group of local support vectors. The final solution is achieved by gathering all the local
support vectors into the global set of support vectors.
Since the value of b is fixed at zero, this approach should present a better time performance
than the BSOBP approach. First of all, it does not require to calculate a global bias value.
Secondly, it can modify one Lagrange multiplier at a time, saving the time needed to select
the second multiplier for the optimization process.
According to the experiment results (see Section 3.5), the Unbiased Sub-Optimal
Blocked
Parallelization performs better than BSOBP when the number ofvectors processed by each
processor is larger. This means that this approach is more suitable for large training data
sets and for a small number of processors.
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3.4.2 Modified Biased Sub-Optimal Blocked Parallelization (MBSOBP)
This method modifies the computation of the bias (6) in the BSOBP approach (Subsec
tion 3.3.2). In [10, 43], a heuristic rule was introduced to calculate the final global bias
value of the sub-optimal SVM. This heuristic may work when the gaussian or lineal ker
nels are used, but it performs poorly with a polynomial kernel.







Where Ns\ and Ns2 are the local number of support vectors in processor 1 and 2 respec





Therefore the global solution has the form:
Ufinal
= Ui+U2 bfinai (3.17)
According to (3.16), bfinal <bi + b2 and bfinai G [61, 62] assuming 6,
< b2. Since the local
solutions, (3.14) and (3.15), are independent, ideally, they both will show a classification
output close to1 (depending if it is positive or negative). Using (3.16) as the bfinal value
would favor a positive result as the output. Furthermore, depending on local bias values
and on the number of processors being used, the final output could always be forced to take
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a positive value. To avoid these complications, MBSOBP computes the final bias value as




The modification presented in this approach is expected to improve the results of a biased
sub-optimal algorithmwhen used with a large number of processors and with other kernels,
specially polynomials.
Accuracy results presented in Table 3.5, Section 3.5 show that the modified algorithm (MB
SOBP) outperforms the original one (BSOBP), while their time performances are similar.
3.4.3 Chunking SMO (ChSMO)
The previous new approaches (USOBP, MBSOBP) are sub-optimal solutions to the SVM
training problem. However, for some applications, optimality is a fundamental constraint.
Therefore an optimal Chunking SMO approach is proposed. The basic idea behind this
approach is to reduce the number of samples in the final optimization according to the de
composition ideas presented by Vapnik [40]. The Training problem is divided in stages.
In the initial stage, the training set (N) is divided in n segments according to the division
process shown in Figure 3.3. For this approach, the number of processors (n) needs to be
a power of 2. Each processor performs a biased SMO. In the second stage, n/2 processors
participate by performing SMO over a new subset composed of the resulting support vec
tors from itself and from another processor from the previous stage as showed in Figure 3.7.
Only the resulting support vectors are transferred to the following stages, until finally the
last optimization is performed in only one processor.
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Figure 3.7: Chunking SMO approach
Results presented in Section 3.5 show that the speed-up of this algorithm is much lower
than the one achieved by sub-optimal algorithms. However, the final solution is optimal in
correspondence with the the SVM theory. The results also show that the time complexity
involved in the algorithm depends on the number of support vectors (Ns) in the optimiza
tion; a value which cannot be known a priori.
37
3.5 Results
The code implemented byWoitaszek in [43] was modified to evaluate the three SMO paral
lel algorithms proposed in this chapter (USOBP, MBSOBP, ChSMO) as well as two previ
ous efforts: BSOBP and BOBP. IP was not implemented because the conclusions presented
in [43] clearly stated that the approach did not converge. The algorithms were written in
C++ and run on a Beowulf Cluster at the Laboratory for Applied Computing [21] at the
Rochester Institute of Technology. Each of the cluster nodes has two Pentium III 1.4 GHz
with 5 12MB ofRAM connected with GigabitEthernet. The algorithms were benchmarked
using 1 to 32 processors.
The Adult UCI database (AUD) [3] was used as a training set and trained with a RBF ker
nel. The task of the classifier was to predict whether that household has an income greater
than USD 50, 000. In order to compare the results with those obtained by [43, 10] and [31],
the database was modified as suggested in [31]. The database consists of 14 attributes;
8 are categorical and 6 are continuous. The continuous attributes were discretized yield
ing a total of 123 binary attributes. A variance value of 10 and the limiting value (3.2) of
C = 0.05 were chosen for the RBF kernel. Using the standard implementation of SMO, the
training led to 8, 419 support vectors, achieving 86.60% ofaccuracy in 145, 212.51 seconds.
For the sub-optimal approaches, the lip classification problem using the facial feature test
set (FFTS, Subsection 2.2.3) was also used to assess their performance in an image pro
cessing application using a second degree polynomial
kernel with C = 0.01. 2, 261 support
vectors with an accuracy of 98.60% was obtained by using the SMO implementation in the
MATLAB support vector machine toolbox [6].
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3.5.1 Results on Sub-OptimalSolutions (BSOBP,MBSOBP andUSOBP)
The main advantage of the sub-optimal solutions is the impressive speed-up achieved when
compared to the sequential version. Figure 3.8 and Table 3.2 show the speed-up for the
Adult UCI database as compared to the training time of the standard SMO. It is important
to note that this comparison is being made between two different algorithms. It cannot be
considered as a true speed-up value since a sub-optimal and therefore different solution for
the SVM training is obtained.
n BSOBP MBSOBP USOBP
1 1.00 1.00 5.93
2 3.93 3.93 17.33
4 18.10 18.10 71.02
8 102.93 102.93 22339
16 392.46 392.46 660.19
32 1504.20 1504.20 1639.03




















1 2 4 8 16 32
Number of Processors
- (M)BSOBP
- - - USOBP
Figure 3.8: Sub-optimal approaches: Speed-up for the Adult UCI database
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Although in these results, the speed-up of the unbiased method is greater than the biased
ones, the progression in speed-up indicates that with a higher number of processors the
MBSOBP and BSOBP approaches would have better performance. The speed-up for the
BSOBP and MBSOBP approaches scale as 0{n21), while the speed-up for the USOBP
approach scales as 0(nL6).
Incrementing the number of processors leads to reducing the computation time per pro
cessor and incrementing the time for communication. Therefore, the communication over
heads will slow down the overall performance of these algorithms when n increases. This
effect starts to be noticeable in the three algorithms when using 32 processors.
n BSOBP MBSOBP USOBP
1* 366029534.62 366029534.62 49489000.00
2* 38497505.60 38497505.60 8883547.98
4+ 4046551.81 4046551.81 1282954.43
8 431086.68 431086.68 352233.74
16 48044.11 48044.11 65135.74
32 4613.87 4613.87 7346.80
Table 3.3: Training time in seconds using sub-optimal approaches for the facial feature data
set.
* Predicted for all approaches, + predicted for BSOBP and MBSOBP
Table 3.3 shows the training time in seconds for the FFDS. In this case, the training time for
the biased approaches scale as 0(n~325) while the unbiased one scales 0(n~248). These
results agree with ones from the Adult UCI database (see Table 3.2). The USOBP approach
has a better time performance with less number of processors, while the biased methods are
better with a higher n. This also suggests that the USOBP would have a better performance
with larger data sets.
These results indicate that there is a relationship between the speed-up scaling factor of
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the sub-optimal parallel algorithms with respect to the number of processors n: 0(nkl),
and the training time scaling factor of the sequential SMO with respect to the size of the
training set N: 0(Nk2). According to the results, A^ ~ k2. This fact can be deduced from
the way the sub-optimal algorithms are structured. These algorithms divide a QP problem
of size N in sub-problems of size N/n. Assuming SMO scales as 0(Nk) with respect
to the size of the training set, the speed-up scales as: 0((I^,\k) = 0(nk). For the Adult
database, the sequential biased SMO algorithm training time scaled as 0(N2) depending
on the size of the training set [31, 10]. Table 3.2 shows that the biased parallel algorithm
scales as 0(n21).
AUD FFDS
n BSOBP MBSOBP USOBP BSOBP MBSOBP USOBP
1 0.00% 0.00% 0.65% - - -
2 3.16% 3.16% 3.50% - - -
4 7.47% 7.47% 7.78% - - 38.20%
8 12.33% 12.33% 12.55% 88.00% 88.00% 65.34%
16 18.57% 18.57% 19.05% 112.11% 112.11% 90.08%
32 25.56% 25.56% 26.55% 120.46% 120.46% 94.15%
Table 3.4: Increment in the number of support vectors for the sub-optimal approaches
One downside of these approaches is the increment in the number of support vectors. Fig
ure 3.9 and Table 3.4 show this increment for Adult UCI Database and the Facial Feature
Data Set. In the first database, the incrementwhen using 32 processors is of approximately
25%. For the Facial Feature Data Set, the increment obtained goes up to 120%. This incre
ment in the number of support vectors was not reported previously. It becomes an important
issue when the goal is to use SVMs as a real-time classifier.
Table 3.5 and Figure 3.10 show the percentage of accuracy lost in comparison with the op






-Adult (M)BSOBP -Adult USOBP -Lip(M)BSOBP -Lip USOBP
Figure 3.9: Increment in the number of support vectors for sub-optimal approaches
increases. The increase rate seems to be problem dependent, and it is bigger in the case of
the polynomial kernel. The loss in accuracy of the BSOBP method for the lip classification
data set was not illustrated in Figure 3.9 since the results show a loss over 60%. This is due
to the way BSOBP calculates the final bias value.
AUD FFDS
n BSOBP MBSOBP USOBP BSOBP MBSOBP USOBP
1 0.00% 0.00% 0.01% - - -
2 0.35% 1.28% 0.65% - - -
4 1.05% 1.31% 1.30% - - 0.12%
8 1.68% 1.91% 1.90% 63.33% 1.95% 2.36%
16 2.36% 2.47% 2.41% 63.33% 4.38% 5.22%
32 3.09% 2.92% 2.87% 62.08% 335% 8.53%
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Figure 3.10: Loss in accuracy for the sub-optimal approaches
3.5.2 Results on Optimal Solutions (BOBP and ChSMO)
The BOBP approach did not present any improvement in speed-up. The
problem described
in [10] related to the computation of the error cache function (j) results
in a negative
speed-up as shown in Figure 3.1 1







Table 3.6: Speed Up in the Adult UCI Database for the
optimal approaches
The proposed ChSMO algorithm presents an optimal solution
with a better time perfor
mance than BOBP. It has a positive speed-up, although it is considerably
less than the ones
achieved by the sub-optimal approaches. It is
important to note that ChSMO inhents its
properties from the normal chunking algorithm. It performs





Figure 3.11: Optimal Approaches: Speed-up for the Adult UCI database
of support vectors) / (total number of samples) is smaller (< 10%). The modified adult
training set used contained 22, 697 samples, and from this number, almost 40% are
support
vectors (8, 419). Therefore, it was expected that its time performance saturated quickly as
shown in Figure 3.11.
3.6 Summary and Discussion
In this chapter, the parallelization of Piatt's Sequential
Minimal Optimization algorithm
was investigated as an answer to complex Support Vector Machine training. The
parallel
training methods presented were divided in two
groups: Optimal and sub-optimal methods.
The following remarks summarize this chapter:
1. The sub-optimal approaches showed great speed-up properties,
however at the same
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time, they increase the number of support vectors and lose accuracy and generaliza
tion properties. If training time is the main constraint in the problem to solve, then
they are definitely the best algorithms to use. However, they are not suitable when
the SVM classifier is intended for a real-time application. The loss in accuracy as
well as the increment in the number of support vectors seem to be dependent on the
particular problem and on the way the training set is sorted. It is also important to
note that the sub-optimal solutions present a loss in generalization which is indirectly
represented in the loss in accuracy. However, a better metric is needed to measure
the generalization properties of the sub-optimal SVM solution.
2. A new sub-optimal parallel training algorithm has been presented. The Unbiased
sub-optimal Blocked Parallelization performs better than previous biased algorithms
(BSOBP) when dealing with small number of processors or with big training data
sets.
3. An improvement in the computation of the bias parameter was introduced to a pre
vious sub-optimal parallel training algorithm. Accuracy results presented in Ta
ble 3.5 suggest that the modified algorithm (MBSOBP) outperforms the original one
(BSOBP).
4. In the case of the Optimal parallel approaches, a combination of SMO with the
chunking algorithm was proposed. Results showed a poor speed-up of approximately
3 when 32 processors were used (three orders ofmagnitude less than the sub-optimal
approaches). The ChSMO approach proved to be sensitive to the number of support
vectors vs. number of total samples ratio.
5. Optimal Parallel training is still a challenge. Previous parallelization approaches and
the new ones presented in this chapter addressed the parallel training problem at
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a functional level. A deeper mathematical analysis of the problem is necessary in
order to develop a SVM parallel trainer which should not necessarily be based on




Support Vector Machines are slower than neural networks and other classifiers during the
test phase. This constitutes a major obstacle for the use of SVMs in applications that re
quire real-time performance. The time complexity involved in the test phase is proportional
to the number of Support Vectors (Ns). In turn, Ns is also proportional to the number of
samples used in the training phase (N). Furthermore, the expected value of the generaliza
tion rate is bounded by EN {error} < N{NS}/N, where the expectation is taken over all
training sets of size N. Therefore, reducing N to improve time performance is not accept
able, since having a bigger training data set will lead to a better classification performance.
In this work the aim is to improve the time performance of SVMs by reducing the number
of support vectors of a SVM after training. There are two main approaches to the reduction
of the number of support vectors: 1) Subset methods and 2) Reduced Set methods. The
former aims at selecting a subset of support vectors {z*} from the set of support vectors
{xt} that describe the SVM after training. The latter aims at finding a set of vectors, not
necessarily support vectors, that approximate, in feature space,
the decision boundary of
the original SVM.
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In this chapter three new approaches which belong to the class of Subset methods are pre
sented: 1) The Modified Exact Simplification method which allows a trade-off between
accuracy and the number of support vectors by introducing a tolerance parameter into the
algorithm presented in [9]; 2) the Simulated Annealing method which allows to specify a
priori the number of support vectors Nz in the reduced set; and 3) the Explicit Mapping
method which uses standard linear algebra techniques to reduce the number of support vec
tors in a high dimensional (feature) space.
In addition to the above three algorithms two approaches based on the Reduced Setmethods
are introduced: 1) The Polynomial Kernel Reduction method which applies the iterative al
gorithm of [36, 34] to polynomial kernels, and 2) the Standard Optimization Method which
provides a general algorithm to find a reduced set of vectors, regardless of the kernel used.
The chapter is organized as follows. First, the problem of reducing the number of support
vectors is defined. Current approaches and previous work on the reduction of support vec
tors are summarized next. Then, the new proposed methods are presented and evaluated
experimentally. Finally the results are compared and discussed.
4.1 The Reduced Support Vector Problem





where Ns is the number of support vectors x{ G X, w{ E R are the weights associated to
each vector, b G R is the bias parameter and K(-, -) is the kernel chosen.





where Nz is the number of vectors z* G X in the reduced set,^el and (eM, such that
Nz <C Ns and the degradation in performance of the classifier in terms of accuracy and
generalization is minimized.
This is an approximation problem that can be posed as a minimization problem as follows:
The decision boundary of (4.1) is defined implicitly by:
Ns
q, = YJwMxi) (4.3)
where ^ G T is characterized by the support vectors x{ G X, wt G R and $(x) Gf is the
non-linear mapping implicitly defined by the kernel of choice.




with Nz <C Ns, Pi G R, and the reduced set of vectors z* G X.
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where || || denotes the Euclidian Norm.
4.2 CurrentApproaches
There are two main approaches to solving the reduced support vector problem:
1. Subset Methods.
2. Reduced SetMethods.
The Subset methods select a reduced set of vectors {zt} from the current set of support
vectors {xj, i.e., {zt} C {a;,}. The associated weights /?; to each vector z* and the bias (
are chosen to minimize (4.5). One way to do this was presented in [9] where linearly de
pendent support vectors in the feature space are discarded without losing generalization nor
accuracy in the trained support vector machine. The details of this method are presented in
Section 4.2.1.
The main idea behind the Reduced Set methods is to find zt G X, not necessarily support
vectors, which define an approximation to the decision boundary (4.4) thatminimizes (4.5).
In [36, 5], Burges et al. developed this idea and proposed an iterative algorithm to find the
reduced set vectors. The details are presented in Section 4.2.2.
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The rest of the section presents the previous work on the reduced support vector problem.
Two methods are presented: 1) The Exact Simplification [9] which is a Subsetmethod; and
2) the Gaussian Kernel Reduction which belongs to the second type of approaches.
4.2.1 Exact Simplification
This method was proposed in [9] and belongs to the Subset methods. It reduces the number
of support vectors by discarding the ones which are linear dependent in feature space. The
details of this method are presented next.
Assuming that the support vector xk is linearly dependent on the other support vectors in
the feature space:
Ns
K{x,xk) = J2 ciK(x'xi) (4_6)
where c, are scalar constants. Then (4.1) can be written as:
Ns Ns
u(x)








= ^2 WiK(x,Xi)-b (4.7)
i=l,i^k
where dt = (wkCi)/wi and w, = wt(l + dt).
This approach suggests that all the linearly dependent support vectors in the
feature space
can be eliminated from the score function without losing the accuracy or generalization of
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Figure 4.1: Exact Simplification Algorithm
Figure 4. 1 shows the flow diagram for the Exact Simplification method. The algorithm
maintains a set of linearly independent support vectors X in the feature space. Given the
set of support vectors arranged in a random order (SV), the algorithm initializes I with the
first vector SV(l). Then the algorithm starts iterating through all the remaining support
vectors (e.g. from 2 to Ns). At each iteration t, the algorithm checks if SV(t) is linearly
independent from the vectors in I. If it is, then SV(t) is added to I, otherwise, the weights
associated to the vectors in / are changed according to (4.7).
In order to perform the linear independence check, the size of the matrix M is compared
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to its rank. Given the extended set ISV = [/ SV(t)] containing Nt + 1 vectors s{, M is a
(Ni + 1) x (Ni + 1) matrix with elements: MM = K(ru sf) where r{ G
A"
are random vec
tors in the input space. If the rank ofM and its size are equal, then SV(t) is independent.
The advantage of this method is that the properties in terms of accuracy and generaliza
tion of the SVM classifier are maintained. The approximated decision boundary
*'
(4.4) is
equal to the original boundary ^ (4.3).
According to the results presented in [9], the amount of reduction achievable by this method
is both problem and kernel dependent. Therefore, there is no control over the number of
vectors in the reduced set, which means that the number of reduced vectors (Nz) cannot be
fixed a priori. Moreover, there may be no reduction if there is no linear dependence among
the support vectors. For example, in the case of the lip classification for the facial feature
database collected in [24], there was no reduction at all since the support vectors proved to
be linearly independent in the feature space. These limitations are addressed in Section 4.3.
4.2.2 Gaussian Kernel ReductionMethod
The idea of using a reduced set of vectors {zt} to create a decision boundary
\l>'
to min
imize (4.5) was first introduced by Burges in 1996 [5]. These vectors are not part of the
training samples, and therefore they are not support vectors. Burges proposed an analytical
method to compute them in the case of homogenous polynomial kernels and an iterative
unconstrained minimization method for other cases.
Burges'
idea was improved in [36]
where Scholkpf et al. presented an iterative method to find the reduced set vectors empha
sizing the simplification of gaussian kernels. The improved method was used in [34] for a
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hierarchical face recognition system using SVMs. The details of this method are presented
below.
Scholkpf et al. proposed an iterative solution for (4.5):
min||^-*'||2
where || || denotes the Euclidian Norm.
First, they consider the case approximating <S> with one vector z. Then (4.5) will transform
into:
^^M^-^-^-wM)
which is equivalent to:
(* -
$(z))2
max/L n J\\ (4-9)
Once z is found through (4.9), the associated weight (3 is computed by:
0 = - ^-^ (4 10)
In order to calculate higher order reduced set vectors zm, m > 1, the algorithm in Fig
ure 4.2 is followed. tym is introduced as the decision boundary to minimize in every itera















Figure 4.2: Gaussian Kernel Reduction Method: Iterative Algorithm













where to is the iteration number, Nx =
Ns+m 1, (c^, . . . ,ujvi) = (toi, . . . , w^s, 0i,. , /?m-i),
and(xi,--.
,Xnx)
= (xi,...,xNzu . . , zm_i).
1 2




In [36, 34], Scholkpf et al. and Blake et al. applied this approach using gaussian kernels.
For this type of kernels, the following procedure is presented to obtain one reduced vector.






In order to find the maximum, we have:
0 =
V2(*-$(z))2
0 = 2(tf $(z))Vz(tf - $(z)) (4.13)







0 = JTwiexpi-Wxi-ztf/^Kxi-z) (4.14)
56










v^JV. _ , 2, ox (4-15)
Considering the right hand of (4.15) as a function #(zn), then (4.15) is only guaranteed to
converge when | g'(zn) |< 1. In the case of (4.15) this requirement is not always met. It
will only converge when the initial guess for z is within the neighborhood of the solution.
For this reason, several initial guesses must be taken.
Results obtained with this method showed a significant reduction in the computational time
in the test phase of the Support Vector Machine. In [36], the number of evaluated vectors
was reduced to 10% of the original number, losing less than 1% in accuracy. Blake et al.
[34] presented results for face recognition using 100 reduced set vectors while the original
SVM had 8, 291 support vectors with almost no loss in accuracy.
A limitation on the algorithm is that the number of vectors needed in the reduced set to
avoid any significant loss in accuracy cannot be determined a priori, and it is problem de
pendent. This algorithm has only been implemented for gaussian kernels.
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4.3 ProposedMethods
The main approaches to the reduced support vector problem are: Subset methods and Re
duced Set methods. While the first group of solutions attempts to select a reduced set of
vectors {zi} from the current set ofsupport vectors {xj, the second group finds vectors, not
necessarily support vectors, which define an approximation to the decision boundary (4.4)
that minimizes (4.5).
In the Subset methods, Downs et al. [9] presented the Exact Simplification method. It an
alyzed the linear independence of the support vectors in the feature space. They proposed
to discard the linearly dependent ones without losing generalization nor accuracy in the
trained support vector machine. This method has no control over the number of vector in
the reduced set, which means that the number of reduced vectors (Nz) cannot be fixed a
priori. Moreover, there may not be any reduction if there is no linear dependence among
the support vectors.
These limitations are addressed by the Modified Exact Simplification method and the Sim
ulated Annealing method presented in this section. The Modified Exact Simplification
extends the idea presented in the Exact Simplification method in order to allow some con
trol over the final number of vectors in the subset (Nz), establishing a trade-off between
accuracy and the number of support vectors. The Simulated Annealing Method allows to
specify a priori the number of support vectors Nz in the reduced set, and then uses the
simulated annealing algorithm to search for them. One more Subset method is
presented:
The Explicit mapping. It uses standard linear algebra techniques to reduce the number of
support vectors in the feature space and helps to illustrate the issues of reducing the number
of support vectors in a high dimensional space.
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In the Reduced Set methods, an iterative algorithm to find a reduced set of vectors was
presented in [36] and [34]. This algorithm has only been implemented with gaussian ker
nels. In this work, the Polynomial Kernel Reduction is presented. It applies this iterative
algorithm to polynomial kernels. For this purpose, an iterative fixed-point equation to find
one reduced vector for a polynomial kernel is deduced.
Even though, the polynomial and gaussian kernels are the most commonly used, there are
other types of kernels, and even a kernel can be created for a particular application. For
this reason, the Standard Optimization Method is presented. Its main purpose is to provide
a general algorithm to find a reduced set of vectors, regardless of the kernel used.
A description of the data sets used to test the proposed methods is presented next. Then,
the proposed methods are introduced and evaluated.
4.3.1 Data Sets used for testing
Two data sets are used to test the proposed methods. In order to continue with the face
tracking application as explained in the
introduction chapter, the facial feature database
gathered in [24] is used for lip classification as a real image processing
data set. This
database contains 10 x 20 pixel images for eyes, lips, eyebrows, nostrils and hair. A Support
VectorMachine was trained using lips as positive
samples while the others were considered
negative. The SVM training used a second degree polynomial
kernel and resulted in 2, 261
support vectors, reporting 98.60% accuracy for the training
set and 90.30% accuracy for
the test set.
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A simple data set was also created to help in the proof of concept of the different methods.
This data set was created following indications from [28]:
One Thousand 2-dimensional points were created at random. The range for each
dimension varied from -1 to 1. (e.g. x = (a, b)/a, b G [ 1, 1])
Each point was classified as: sign(sin(a + b))
The simple data set size and dimensions are small enough to help us understand the issues
ofmapping the input space into a high dimensional feature space. The simple data set was
classified using the SMO algorithm with a second degree polynomial kernel in order to be
consistent with the lip classification problem. Figure 4.3 shows both classes of the data set













Figure 4.3: Simple Data Set
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4.3.2 ExplicitMapping
This approach is the first attempt to understand the problem of reducing the number of
support vectors. Even though its usefulness is very limited, it helps to identify the issues
ofmapping into a higher dimensional space and to consolidate the basic concepts of vector
spaces. The use of kernels encapsulates the inner product in the high dimensional space
allowing the classification of non-linear problems as linear ones. However it hides the map
ping <j>, and therefore it is not known explicitly.
The main idea in this approach is to define a mapping (f> that satisfies the kernel of choice.
This mapping depends on the dimension of the input space as well as on the selected ker
nel. Once <f> is known, it is used to map every support vector into the feature space. Then,
following the ideas presented in [9], it is possible to check for linear dependence of the
vectors, allowing to discard the unnecessary ones.
In the case of the simple data set (see Section 4.3. 1 , the dimension of the input space is two
and the kernel chosen is a polynomial of second degree. Assuming two vectors a, b G R2,
a = [ai,
a2]T




K{a,b) = (ax6i + a2b2 +
l)2
K(a, b) = (ai&i + a2b2f + 2(albl + a2b2) + 1
K(a,b) =
a\b2
+ 2ala2blb2 + a22b22 + 2albl + 2a2b2 + l (4.16)
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Therefore, the following mapping ($) is proposed:
$(a) = [a2, a2, V2au V2a2, \[2axa2, 1] (4.17)
It can be extended to an input space ofM dimensions as follows:
$(a) = [fi,T,r,l] (4.18)
where O = [a2, . . , a2M], T = [y/2alt . . . , y/2aM], and T = ^a^-i j; i = 1, . . . , M-
l,j = i,...,M.




P = 2M+^ ^ + 1 (4.19)
Once $ is defined, the support vectors are computed in the feature space and the algorithm
shown in Figure 4.4 is followed. The set of independent support vectors in the feature space
(I) is initialized with the first support vector. Then, linear dependence is verified sequen
tially. Each vector is checked for linear dependence or independence against J. For this
purpose, the matrix M is formed. Every vector in X and the vector to test SV(t ) constitutes
a column in M . The rank ofM will show if the vector being checked is independent or de
pendent. If the rank is equal to the number of columns in M, then the vector being checked
is independent and it is added to J, otherwise the weights of the support vectors belonging




$(xk) = J2 iHxi) (4-20)
d{ = (wkCi)/wi, i=l,...,N{
Wi = Wi(l + di),i = l,...,Ni
where
tt>,- is the modified weight for the independent support vector ijGl and Nt the num
ber of vectors in X. Equation 4.20 describes a system of equations which can be solved to
find q.
In the case of the simple data set, the dimension of the feature space is 6, and therefore
only 6 independent vectors in the feature space are necessary to represent the 106 support
vectors. These vectors form the reduced set (see Figure 4.5 and compare to Figure 4.3).
Although this approach performed a significant reduction from 106 vectors to only 6 in the
simple data set, its usefulness reduces when dealing with a more realistic data set. When
applied to the lip classification problem with the facial feature database, the dimensionality
of the feature space (20, 301) and the number of support vectors (2, 261) makes the process
of checking linear dependence computationally expensive. The dimension of the feature
space increases rapidly depending on the dimension of the input space. In the case of the
second degree polynomial kernel, the increment has a complexity of 0(N2), where N is
the dimensionality of the input space. Therefore, explicitly computing the vectors in the
feature space limits the applicability of this method to simple problems (e.g. with low di
mensional input space using a low degree polynomial kernel).
Another drawback of this method is that it requires to find an explicit mapping that fits to
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Figure 4.4: ExplicitMapping
the kernel of choice. This represents a relative straight forward task for the polynomial
kernels, but it certainly represents a difficult one for other kernels such as gaussians.
Despite the limitations of this approach, it shows clearly the issues of reducing the number
of Support vectors in high dimensional spaces. It also demonstrates that explicit computa
tion of the vectors in feature space increases the computational complexity of the problem,
and therefore it is not feasible for most applications.
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Figure 4.5: Linearly Independent Support Vectors in Feature Space for the Simple Data Set
4.3.3 Modified Exact Simplification
In [9], Downs et al. found the linearly dependent support vectors in the feature space and
discarded them. Instead of using an explicit mapping (j>, they used the kernel to form a se
ries of equation to find linear dependency as explained in (4.6). A limitation presented by
the Exact Simplification algorithm is that it cannot control the amount of vectors reduced.
Furthermore, if the support vectors being reduced are linearly independent, then there is
no reduction at all. The Modified Exact Simplification (MES) extends the idea presented
in the Exact Simplification method in order to allow some control over the final number of
vectors in the reduced set (Nz), allowing a trade-off between accuracy and Nz.
The goal of the Modified Exact Simplification (MES) is to identify the vectors which are
pseudo-dependent and discard them. To define the concept ofpseudo-dependent, let's con
sider Figure 4.6 where SV\, SV2, SV3 G
M3
are support vectors in the feature space.
SV1 = [1,0,0], SV2 = [0, 1,0] and SV3 = [1, 1,0.2]. SV12 is the projection of SV3 in
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the subspace spanned by SVl and SV2, and 0 G [0,7r/2] is the angle between SV3 and









Figure 4.6: Angle 6
X
The analysis ofpseudo-dependence is done in the feature space indirectly by the use of the
kernel as presented in [9]. The Exact Simplification algorithm can be considered a partic
ular case of the Modified Exact Simplification in which the pre-defined tolerance has been
set to 0.
MES uses the angle 0 to approximate the support vectors to a reduced (pseudo-independent)
subset according to the procedure shown in Figure 4.7. The
pseudo-independent subset
(J) is initialized with the first support vector. Then, every support vector is checked for
pseudo-dependence. If 0 < p then the approximated vector is considered close enough
to the original one and the weights of vectors in X are modified accordingly (see (4.20)).
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Figure 4.7: Modified Exact Simplification Method










In order to find the coefficients c,-, a random set of vector r, G
A'
is used to form a system
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of equations of the form:
AC = B (4.22)
WhereAisa2NxNmatrix with elements A{j = K(ru xj), i = l,..., 2N{, j = 1, . . . , Nt,
is a column vector with B{ = K(ruxk), i= 1, . . . , Nt; and C is a column vector of size
Nt. N{ is the number of vectors in X. Then, equation 4.22 is solved for C in the least
squares sense defining the coefficients c, for the best approximation spanned by vectors in
X. Note that the system of equations ( 4.22) has 2Nt equations to avoid the case in which
some of the random vectors (rj) are parallel in the feature space.
The angle 0 is calculated as:




This method was applied to the simple data set and the lip classification problem using the
facial feature database. Because of the small dimension of the simple data set, the results
are not much different from the Explicit Mapping method. Six vectors were found to be
independent. This result did not change while varying the values of p between 0.1 and
0.001 degrees.
MES was applied to the lip classification problem using the facial feature data set. Results
are reported in terms of accuracy and number of support vectors while varying the toler
ance p from 0.005 to 0.04 degrees. Recalling from Chapter 2, the lip SVM classifier was
composed of 2, 261 support vectors and had a classification accuracy of 98.60% for the
training set and 91.30% for the test set.
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Table 4. 1 shows the results when the support vectors were presented to the algorithm in the
order they had after the training stage. Table 4.2 shows the results when the support vectors
were sorted according to the absolute value of their associated weights (wj) in a descending









0.005 98.70% 90.27% 2155
0.010 96.56% 88.63% 1721
0.015 87.63% 82.79% 1335
0.020 77.94% 70.30% 1021
0.030 59.45% 59.57% 607
0.040 56.13% 58.57% 435









0.005 98.68% 90.67% 2182
0.010 97.57% 89.19% 1721
0.015 84.43% 75.39% 1323
0.020 77.53% 67.50% 1003
Table 4.2: Modified Exact Solution results using sorted support vectors
As expected, increasing the value of p leads to a lesser number of
pseudo-independent vec
tors and to a lesser performance in accuracy. A value of p less than 0.02 degrees
loses
all performance in classification, p
= 0.005 degrees presents almost no loss in accuracy.
However, it also maintains most of the support vectors.
This method is also sensitive to the order in which the support
vectors are presented to the
algorithm. To analyze this effect, MES is applied to a sorted set of
support vectors. The
support vectors were sorted according to the absolute
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Figure 4.8: Modified Exact Simplification Method: Results for the Lip Classification Prob
lem
the support vectors does not seem to give an advantage per se. These results suggest that
the accuracy achieved is related to the number of pseudo-independent vectors found, pre
senting clearly the trade-off between accuracy and reduction.
This method presents the advantage of computing linear pseudo-dependence indirectly
through the kernels. Therefore, it can be used easily with any kernel of choice. An ex
plicit mapping is not needed, avoiding
expensive computations in the feature space. It also
allows to establish a trade-off between accuracy and the number of support vectors based
on the tolerance p. Among its limitations, MES cannot fix the number of vectors in the in
dependent set (J) a priori, and it cannot achieve a significant reduction without sacrificing
performance in accuracy and generalization.
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4.3.4 Simulated AnnealingMethod
In the last two approaches, the final number of vectors in the reduced set cannot be fixed
a priori. As explained before, the time complexity of the test phase of a Support Vector
Machine is proportional to the number of support vectors. For some applications (specially
real-time ones), it might be of importance to fix the maximum number of support vectors
to be used in the test phase.
The idea of the Simulated Annealing Method is to specify a priori the number of support
vectors Nz in the reduced set. From all the possible combinations of subsets containing A^,
the objective is to select the subset that characterizes a decision boundary (4.4) which min
imizes (4.5). In order to find this subset, a search using the simulated annealing algorithm
has been implemented and described in Figure 4.9.
The algorithm needs as parameters: the number of vectors in the reduced set Nz, an itera
tion limit: tmax, a relative large temperature: q > 0, the number of iterations the tempera
ture would not change: tstm, the percentage in which the temperature decreases after tstm
iterations: per, an objective function F and the threshold for the objective function: tol.
The algorithm starts by choosing a subset of Nz vectors at random S from all the support
vectors and initializing the incumbent solution Sf
< S and the solution index t < 0. Then,
the process iterates for tmax times or until the value of the objective function becomes less
than tol. At each iteration, the algorithm randomly interchanges a vector in the current S
with one outside S to form a new set St+l. If St+i gives a better value in the objective
function or has a probability of exp(-AObj/q) then it is
accepted as a successful change.
If the objective function value of St+i is superior to that of the incumbent solution, then
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Figure 4.9: Simulated Annealing Method
Sf
< St+i- If t
stui iterations has passed since the last temperature change, then a temper
ature reduction occurs: q
<
q x per
An important element of the this algorithm is the choice of an objective function. Comput
ing the objective function should be done quickly since the overall time complexity of the
Simulated Annealing method depends on it. The accuracy of the training set (or any other








1 if y{ = v(x{)
0 otherwise
(4.25)





where Nz is the number of reduced vectors, ft 6 R, ( G 18 and the reduced set of support
vectors Zi G {x,}.
The computation of v(x) requires to have the weights ft associated to each reduced vector
Zi as well as the bias parameter .
According to [36], the optimal weights can be computed by as:
p = (KzyLKzxa (4.26)
where Kf3
= K{zi)Zj) and Kg = K(zu Xj).
T4ie bias value can then be obtained my maximizing (4.24). However, the computation
of C requires itself a search algorithm to find an optimal value. In order to avoid this last
computation, (4.5) is consider as the objective function:
Itf-tf'l (4.27)
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where * is defined in (4.3) and
*'
is defined in (4.4). The weights ft are calculated accord
ing to (4.26) and is no longer required.
The objective function (4.27) measures how close the approximated boundary is to the real
one and correlates very well to the misclassification rate
(100%
accuracy) obtained, as
shown in Figure 4. 10. However, it needs the classification of an entire training set. There
fore, depending on the training set, it may require a large amount of computation.
This method was tested with the simple data set, with the following initialization: tmax
1500, q = 250, per = 0.95, tstiu = 10 and tol IE 20. In this case, the tolerance has
been considered practically zero to allow the algorithm to run tmax iterations. Table 4.3
presents the results in terms of number of support vectors, value of the objective function
and accuracy of the training set. Figure 4.10 presents the value of the objective function












Table 4.3: Simulated AnnealingMethod: Results for the Simple Data Set
The results for 1, 2 and 3 vectors were checked by doing an extensive search of the simple
data set obtaining the same vectors and weights.
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Figure 4.10: Simulated Annealing Method: Results for the Simple Data Set
rate. In the case of 6 vectors, the approximated boundary and the real one are the same.
This result agrees with the previous methods which indicated that the dimension of the
feature space is 6 and therefore the boundary can be represented with any 6 independent
vectors in the feature space. Note that even though the accuracy with 4, 5 and 6 vectors is
the same, there is a difference between the approximated boundary and the real one, which
may be translated into loss of
generalization.
Even though, the simulated annealing method shows good results for the simple data set,
this approach is not viable for practical applications such as the lip classification problem
using the facial feature
database. The computational cost of evaluating the objective func
tion at each iteration as well as the dimensions of a practical problem would require too
much computational power. A possible solution is to create a parallel version of the algo
rithm. The main advantage of this approach is that it fixes the number of reduced vectors a
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prion.
4.3.5 Polynomial Kernel Reduction
The Polynomial Kernel Reduction (PKR) belongs to the group of reduced set methods. In
contrast with the previous proposed methods, this approach uses an iterative algorithm to
find a set of reduced vectors z{ G X which are not necessarily support vectors. These re
duced vectors define an approximation to the decision boundary (4.4) thatminimizes (4.5).
In [36] and [34] an iterative algorithm is presented to find a reduced set of vectors. In
previous work, this algorithm has only been implemented with gaussian kernels. The Poly
nomial Kernel Reduction method applies this algorithm to polynomial kernels using an
iterative fixed-point equation to find one reduced vector with this type of kernels. The de
duction of this equation is presented in detail. This approach is tested with a second degree
polynomial to be consistent with the lip classification problem presented in Chapter 2.
The derivation of the iterative fixed-point equation is presented next. Then, a review of the
algorithm and issues about its implementation are addressed.
Following the ideas presented in Section 4.2.2, equations (4.3) to (4.11), the goal is to
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Using (4.30), a fixed-point iteration can be defined to find z:
(zTz + d)(Z^1wl(xJz + dr-ixi)
(Z^MxTz + d))
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For the particular case, being examined in the lip classification application, d = 1 and
p
= 2.
Provided a starting point, this equation finds a vector z which maps into a principal com
ponent of the decision boundary in the feature space. However, this equation presents the













Figure 4. 1 1 : Polynomial Kernel Reduction
In order to calculate higher order reduced vectors zm, m > 1, the algorithm presented in
Section 4.2.2 is followed. A high level view of the algorithm is presented in Figure 4.1 1. In
each iteration, the algorithm finds the reduced vector z which minimizes ||^m ft&(z)||2.
















where Nx = Ns+m-l, (uju . . .,wWl) = (Wl, ...,wN -ft, . . . , -0m-i), and (xi, - , Xnx)
(xi, . . .,xNs, zuldots, zm_l).
At each iteration, the algorithm uses (4.31) to find the reduced vector z. The weigh associ
ated with this vector is computed according to (4. 10):
The procedure will end when ||*
^'||2
is less than a pre-defined tolerance p, orm Nz.
The implementation of the iterative equation (4.31) is the most important part of the algo
rithm. Issues on its implementation are discussed next. Figure 4.1 2 shows the flow diagram
of the subroutine to find z.
This implementation presents the usual parameters of an iterative algorithm: the maximum
number of iterations (Itermax) and the tolerance (tol). The selected tol defines a radius in
the input space in which the vector z is considered to have converged. In implementation
terms, the convergence criterion is to compute the infinity norm of zn+l zn less than tol.
After Itermax iterations, the algorithm will reset and start with a new initial point.
The second block in the flow diagram deals with the selection of the starting points to find
z. Burges observed that the vectors of the reduced set are found in the neighborhood of the
support vectors [5]. Following this observation, the first support vector is used as the first
starting point. If the algorithm fails, then the second is used and so on until the algorithm
converges or all the support vectors have been evaluated. This is a modification introduced

























Figure 4.12: Polynomial Kernel Reduction: Subroutine to find z
equation failed.
In order to test this modification, the algorithm's performance with support vectors as start
ing points was compared to the algorithm's performance when using random vectors as
starting points. The training and test set of the lip classification problem were used for
the comparison. Results in terms of closeness to the original boundary (||^ <&'||2), and
number of iterations, are presented in Table 4.4 and Figure 4. 13.
While the results in performance are similar using both support vectors and random vec
tors as starting points, the number of iterations is consistently lower using support vectors.









1 8.7066 8.7061 70 102
2 8.0439 8.0434 68 106
3 7.4336 7.4331 190 834
4 6.9312 6.9307 264 1784
5 6.4923 6.4918 625 9112
6 6.0595 6.0590 766 15047
7 5.6784 5.6780 1324 60457
8 5.3420 5.3415 8654 119765
9 5.0206 5.0201 10211 534812
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Figure 4.13: Comparison between support vectors and random vectors as starting points in
the Lip Classification Problem
This experiment gave another important result. The vectors found when using support vec
tors (zsv) and random vectors (zrv) as starting points
represent parallel vectors in feature
space: <&(zTV)
= j$(zsv), where 7 G R. Using (4.23) as a measure of closeness, the angle
formed by the vectors is less than 0.001 degrees. The difference can be attributed to the
tolerance used in convergence (tot). This explains the similar results in (||* - #'||2) of both
approaches.
Another parameter introduced into the implementation of the subroutine to find z (see Fig
ure 4.12) is theMaximum norm (NormMax). The algorithm starts with a given value for
NormMax. If the infinity norm of z is greater than NormMax, it fails and the algorithm
returns to select another starting point Due to themaximum norm parameter, the algorithm
will find the reduced vectors which infinity norm is bounded by MaxNorm.
This modification is introduced because the infinity norm of z has a tendency to increase
according to the number of reduced vectors previously found. According to (4.31) and in
the particular case ofK(a, b) = (aTb+ 1)2, the norm of the vector z depends on the inverse
of ||*TO|| (see (4.33)). Since the Polynomial Kernel Reduction method reduces ||*m|| with
every reduced vector found, then the infinity norm of z has a tendency to increase. How
ever, from previous experiments, it was found that the algorithm gave as result a direction
in the feature space rather than a vector (e.g. the algorithm gave as a result parallel vectors
in the feature space). From the different z* G X, it is desirable to find the vector z with the
smallest infinity norm possible. Although having the reduced set vectors bound in norm
increases the number of iterations, it reduces numerical instabilities in the process.
_
(ZnZn + iXESl^f^n + jjfi)
zn+r- ~
(^(^+1)2)




The results of the final version of the algorithm using the simple data set and the facial
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feature data set are presented next. Table 4.5 shows the results of the Polynomial Kernel
Reduction method on the simple data set. The results agree with the ones presented in the
Modified Exact Simplification and the Simulated Annealing methods. The simple data set
can be represented with two vectors with practically no loss in accuracy. The performance
in terms of accuracy achieved by Polynomial Kernel Reduction with only one reduced vec
tor outperforms the one obtained by the Subset methods.
Number Accuracy







Table 4.5: Polynomial Kernel Reduction: Results for the Simple Data Set
Figure 4.14 presents the reduced set vectors and their result in terms of accuracy and gen
eralization (represented by ||* *'||2) for the Lip Classification Problem. The accuracy
achieved with 37 vectors for the training test is 98.33% and 89.53% for the test set. These
values are very close to the original support vector machine which had 98.65% and 90.30%
with 2, 261 support vectors. The number of vectors in the reduced set is 1.63% of the num
ber of vectors in the original set.
4.3.6 Standard Optimization Method
In [36], an iterative algorithm to find a reduced set of vectors was introduced. An appli
cation of this algorithm using gaussian kernels was presented in [34]. The Polynomial
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Figure 4.14: Polynomial Kernel Reduction: Performance Results for the Lip Classification
Problem
Both implementations are kernel dependent. Even though, the polynomial and gaussian
kernels are the most commonly used, there are other types of kernels, and even a kernel can
be created for a particular application. The goal of the Standard Optimization Method is
to provide a general algorithm to find a reduced set of vectors, regardless of the kernel used.
As well as the previous approach, the standard optimization method (SOM) finds the vec
tors (z{) which best minimize (4.5). Since the algorithm wants to be kernel independent,
a fixed-point cannot be derived like in previous methods . Instead, SOM uses standard
unconstrained optimization methods provided by Matlab's Optimization Toolbox: fminunc
and fminsearch. The matlab function fminunc is based on the quasi-Newton method and
uses the BFGS formula for updating the approximation of the Hessian matrix. Formore in
formation about this optimization method see [4, 11, 12] and [37]. The functionfminsearch
is a direct search method that does not use numerical or analytic gradients as infminunc. It











Figure 4.15: Standard Optimization Method Algorithm
The Standard Optimization Method follows the algorithm described in Section 4.2.2 and
shown in Figure 4.15. The main difference is the way the vector z is computed. In the
first version of the Standard Optimization Method, the function fminunc is used. Support






Accuracy in the training and test set, as well as closeness to the original decision bound
ary
(||\I>
vl/'||) are reported in Figure 4.16. The results are not as good as for the PKR
method. It took 250 reduced vectors to achieve similar accuracy and generalization results
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to the ones obtained with 29 vectors using the Polynomial Kernel Reduction method. In
order to improve these results, the matlab optimization functionfminsearch is added to the
algorithm. To find z, fminunc is used to perform a gradient based search for the minima.
A support vector is provided as a starting point. The resulting z is then used as starting
point forfminsearch which perform an iterative search. Figure 4.17 shows a comparison of
performances among the Polynomial Kernel Reduction (PKR), the Standard Optimization
Method using only fminunc (SOM1), and the Standard Optimization Method using
finin-
unc and fminsearch (SOM2). The performance is reported in terms of ||^ \&'||, which
represents the closeness of the boundary characterized by the reduced set of vectors to the
original SVM decision boundary. Results show that SM02 outperforms SMOl. They also
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Figure 4.17: Comparison of the Polynomial Kernel Reduction and the Standard Optimiza
tion Method. Results for the Lip Classification Problem
4.4 Summary and Discussion
This chapter addressed the reduced support vector problem. The solution of this problem
aims at reducing the computational
cost involved in the test phase of a Support Vector
Machine. Two main approaches exist to the problem: Subset methods and Reduced Set
methods. Previous work on both approaches were reviewed and new methods were pro
posed. The following remarks summarize the chapter.
1. The contributions of this work to the Subset methods are: the Implicit Mapping
method, the Modified Exact
Simplification method and the Simulated Annealing
method. The Implicit Mapping method is a useful method to illustrate the reduced
support vector problem and the issues of working with a high dimensional space.
The Modified Exact Simplification provides a way to reduce the number of support
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vectors according to a tolerance parameter. However reduction of vectors also com
promises accuracy. The Simulated Annealing method provides the ability to fix the
number of reduced vectors a priori.
2. The Reduced Set methods are superior. This was expected since this kind ofmethods
finds vectors whose representation in the feature space is a principal component of
the decision boundary. Therefore this approach is preferred to solve the reduced
support vector problem. Depending on the kernel, the Gaussian Kernel Reduction
Method (Gaussian), the Polynomial Kernel Method (Polynomial) or the Standard
OptimizationMethod (other kernels) could be applied.
3. A contribution of this work to the reduced set methods is the deduction of a fixed-
point iteration equation to find a reduced vector when a polynomial kernel is used.
This equation is used in the Polynomial Kernel Reduction method, which is an appli
cation of the approach given in [36, 34] to polynomial kernels instead of a gaussian
kernels.
4. The Standard Optimization Method based on optimization functions from theMatlab
Optimization toolbox shows that standard methods can be used to reduce the number
of vectors in the classification stage of a Support VectorMachine. Its performance
was close to the one presented by the Polynomial Kernel Reduction, and it can be
improved by tuning the tolerance parameters of the optimization routines for each
particular problem.
5. The squared of the Euclidian norm of the difference between the original and the ap
proximated boundaries, \\$
-
\I>'||2, can be considered as a measure of generalization
performance. One of the main advantages of support vector machines is that it cre
ates a decision boundary $ which shows good generalization or capacity to classify
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correctly new samples. ||^
*'||2
shows how close is the approximated boundary
characterized by the reduced set (*') to the original boundary (#) established by the
support vector machine. In that sense, the closer the boundaries are, the more the
generalization properties of the original SVM are kept.
6. A library ofMatlab functions has been created to reduce the number of support
vec





This chapter presents the implementation of a face-tracking system based on Support Vec
tor Machines. The goal is to analyze the integration of Support Vector Machines into a
visual real-time tracking architecture. Face-tracking was selected among other tracking
applications because it represents a prototype visual tracking problem and it has a large
number of applications, specially in the fields of surveillance and human computer interac
tion.
In order to define the real-time tracking architecture to be used, a study of different imple
mentations was performed. The real-time requirement imposes several constraints on the
variety of techniques available. Most of these techniques were not designed for real-time
applications. Since the main intention is to integrate Support Vector Machines, which are
considered computationally expensive classifiers, it is necessary that the tracking architec
ture has a motion estimator to limit the area of search for the features of interest reducing
the amount of computation required. Another important consideration was the selection of
the features to track. It was recently reported in [14] that detecting facial features such as























Figure 5.1: Feature Based Tracking Architecture
The feature-based architecture (see Figure 5.1) has been designed specifically to meet the
requirements presented above. Instead of tracking the whole face, lips and eyes are se
lected as features to be tracked independently. The architecture consists of several tracking
modules, one per each feature, and a Data Fusion Stage. Each of the modules can be con
figured independently in order to take advantage of the characteristics of a specific feature.
The data fusion algorithm exploits the relationships among different features to improve
the overall (face) detection, tracking and reacquisition.
A visual tracking module is composed of pre-processing, classification and motion estima
tion stages, and has two operational modes: Detection and Tracking. In detection mode, the
pre-processing and classifier combination is used to obtain an initial
position of the feature
of interest with high confidence. Then the module is switched to tracking mode, where
a motion estimator is used to track the feature detected by the classifier. Both modes of
operation give as a result a list of vectors (/,, Si,Xi) containing a candidate identifier (ft), a
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score indicating the likelihood of the candidate to be the actual feature (sj) and its position
(Xi).
The data fusion stage combines temporal and spatial information from different modules
to determine the position of the tracked features and to decide whether the detection mode
or the tracking mode of each module should be used. The current and previous data from
the list of vectors given by the modules is used to restrict the number of candidates to be
classified, and to weight the candidates in order to have the most accurate classification and
to choose the mode of operation (detection or tracking). Once the final position of the in
dividual features has been determined, they are used to update the motion estimators from
the different modules.
Support Vector Machines are integrated into the architecture as feature classifiers. The
motion estimator is divided into two functions: Prediction and Verification. The predictor
would narrow down the search area for the feature being tracked. The verifier would find
the position of the feature inside the search area. In the current implementation, these func
tions are performed by a combination of Kalman filters and template matching.
This chapter describes the use of Kalman filters as predictors in the feature-based archi
tecture. The basic theory of Kalman filters is presented in Section 5.1, while Section
5.2
describes the selection of the Kalman filter parameters for the face tracking problem. Sec
tion 5.3 presents the results of combining Support Vector Machines
and the motion esti
mator. This section also presents the impact of reducing the number of support vectors in
the overall time performance of the feature-based architecture. Section 5.4 finalizes the
chapter with summary and discussion.
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5.1 Kalman filter Theory
Kalman filters have been used extensively in Computer Vision research in several applica
tions related to object tracking; including face [17], eye [1], and gesture tracking [18]. The
Kalman filter is an optimal estimator. The discrete filter can be implemented recursively
[26] and can be divided in two stages: A prediction (Time Update) and correction (Mea
surement Update) stage. In a visual tracking system, the prediction of the Kalman filter is
used to reduce the area where the classifier should look for the position of the object being
tracked.
In its classical formulation [42], the discrete Kalman filter addresses the problem of esti
mating the state x e
Rn
of a system governed by the linear stochastic difference equation:
Xk = AXfc_! + Buk_1 + w (5.1)
and a measurement z G
Km
Zk = HXk + v (5.2)
where:
w is a white noise random process that represents the uncertainty in the plant model
v is a white noise random process that represents the measurement noise
v and w are independent processes.
A is an n x n matrix that relates the state vector at time step k
- 1 to the current step k
B is an n x / matrix that relates the system inputs u E
Rl
to the state x
H is an m x n matrix that relates the state to the measurements Zk
Defining
Xr~
to be the a priori state estimate at step k given knowledge of the process prior
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to step k, and Xk to be the a posteriori state estimate at step k given the measurement Zk,
then we have:
A priori Error: e7 = Xk X7
A posteriori Error: ek = Xk
Xj~
A priori estimate error covariance: Pr = E[e7e7 \
A posteriori estimate error covariance Pk = E[ekekT]







is the Kalman filter gain.
The Kalman filter gain K is obtained by solving a linear quadratic optimal estimation
problem, given by the following Riccati equation:






where P is the error covariance Q = E[wwT] is the process noise covariance matrix and
R = i?[?ryT] is the measurement noise covariance.
The Kalman filter gain K describes the behavior of the filter and determines if the mea
surement Zk or the predicted measurement
Xj~
is trusted more to find the real state Xk.
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Figure 5.2: Kalman filter recursive implementation
The iterations start with the initial conditions Pq and x7 , which are provided to the cor
rection stage. The correction stage then computes the Kalman gain, updates the estimate
and the error covariance. These results are used by the prediction stage to generate the
prediction (e.g. the prediction of the feature's position in the next frame).
5.2 Kalman filter Parameter Selection
One Kalman filter was designed for each motion coordinate of the features in the image
plane. In the case of eyes, each one has its own pair of filters. Therefore, six filters were de
signed to predict motion in only one direction. The selection of parameters for the Kalman
filters is presented next.
Selecting the parameters of the Kalman filter means to define:
1. The state X.
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2. The state-space matrices A, B, H.
3. The error covariance matrices: Q and R.
4. The initial conditions P77 and 7, .
In the current implementation, the guidelines proposed by Kohler in [1 8] were followed. He
derived the parameter selection for aKalman filter used in a visual tracking application for a
human computer interface. Hemodelled themotion ofa given object as the superposition of
the motion of a massless particle with constant velocity and white noise acceleration. Since
it is not possible to predict how the face or the person is going to move, it is acceptable to
represent the arbitrary motion of the face as white noise. The discrete representation of this
model is described as:
Sfc+i
= sk + vkAt + wa (5.4)
where sk is the position of the object (lips or eyes), vk is its velocity and wa is a random
variable representing white noise acceleration.





where s is the position of the feature and v is its velocity. The model in (5.4) can be





B = [0] (5.7)
96
Since we are interested in measuring the position of the object z, the matrix H should
extract this information from the state vectorX. Therefore, H is defined as:
H = 1 0 (5-8)
Choosing the process noise covariance matrix Q and the measurement noise covariance R
is a difficult task and depends on the particular application. The difficulty is increased by
the fact that the Kalman filter depends on information extracted from an image and there
fore is influenced by the algorithms and techniques used for this this task.
In the current implementation, Kalman filters are used to estimate the position of the feature
under tracking in the next frame. This position defines a search window where template
matching is used to obtain the measurement of the position of the
feature z in the image.
The template used has a size of 10 x 20 pixels and the search window covers 20 pixels
from the estimated position.
R represents the error in the measurement of the object's position. The measurement is
given by the output of the templatematching in the search window. The
highest correlation
value in the search window above 95% is considered as z. According to experimental data
the sub-image selected usually has a correlation value over
98%. Given the high correlation
values and the area of the search window, the final measurement z should have less than one
pixel error. Assuming that the measurement error appears to be an error
of1 pixel with

















where a is the maximum acceleration of the object of interest, and At is the difference in
frames. In our particular application, a was determined by performing experiments with










In the case of the initial conditions X0 and P0 , Kohler showed that they do not need to be
precise since they will be updated by the Kalman filter. Xq is defined as:
*o = (5.13)
where s7 is the initial position detected by the Support Vector Machine classifier. Since
the velocity cannot be determined from this model,
it is considered to be zero, although it
may be different in practice.
Given s, the maximum distance that the object can move and v,
its maximum velocity, the
maximum position error xk
- x7 will be s/2. Let's assume that the distance the feature
travels varies according to a gaussian distribution
with standard deviation 2as = s/2. Let's







In our experiments, the following values were found for s and v.
P<r"l6 (5-14)
s = 6 pixel @15fps














This section presents the timing results of using Support VectorMachines in the tracking
architecture described in Chapter 2. Three people were asked to participate in the experi
ments with the face tracking application. Five videos per person were timed and analyzed.
Each of the videos lasted approximately 2 minutes yielding information for 50000 frames.
#SV Min(ms) Max(ms) Avg(ms) Avg Time/point(ms)
Eyes 2415 45.58 167.00 102.28 1.21
Lips 2261 34.09 197.74 72.73 1.13
Table 5.1: SVM Classification Time
Table 5.1 shows the maximum, minimum and average time in milliseconds to perform
a classification with the support vectors resulting from the SMO training as presented in
Chapter 2. The average time to classify a single feature candidate is also presented. Both
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classifiers, for eyes and for lips, need more than one millisecond per candidate. Their
average classification time in both cases exceeds 33.3 milliseconds, which means these
classifiers would not be able to achieve real-time performance by themselves.
#SV Avg(ms) Avg fr on track
Eyes 2415 7.54 26.76
Lips 2261 6.46 26.98
Table 5.2: SVM and Kalman Filters Tracking Time
Table 5.2 summarizes the time performance of the support vector machines classifiers in
combination with Kalman filters and template matching. The classifier is used to detect
the initial position of the feature. This initial step may introduce a noticeable delay in the
video stream, which is then recovered in the subsequent frames where template matching
is used. The average time per frame for this latter step is 4.1 milliseconds. Therefore, the
average process time per frame is reduced to less than 8 milliseconds in both features.
The feature-based architecture includes a latter step of data fusion, which basically com
bines the information of all the features to improve reacquisition when the track of one
of them is lost. This final stage helps to reduce the number of candidate features to be
evaluated when reacquiring one feature, improving time performance. Figure 5.3 presents
the average distribution of the computation in the feature-based architecture based on the
two-minute videos.
Even though, support vector machines are used on average once every 20 frames, the com
plexity of evaluating them takes 42% of the computation time.
The computational time
spent in the motion estimation step is similar (46%), however the motion estimator sub
routine is called 20 times more often than the support vector machines and its computation
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Tracking application: Distribution ofComputation using Support Vectors
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Figure 5.3: Distribution of Computation
is divided among 20 frames in average while support vector machines concentrate in only
one frame. The pre-processing stage and the data fusion stages combined take 12% of the
computation. Reducing the computational time spent in SVM classification would clearly
improve the overall time performance of the tracking architecture.
Following the ideas presented in chapter 4, the support vectors for both classifiers were
reduced until the metric ||*m|| fell below 1. The results show that with far less number
of vectors, the accuracy in test and training sets are similar to the accuracy of the original
SVM (see Table 5.3 below).
Table 5.4 shows the improvement in time performance when the reduced support vectors
are used. These results even suggest that SVM classifiers could be used in every frame and
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#SV Accuracy Training Set Accuracy Test Set
Eyes 2415 98.8 91.1
Lips 2261 98.7 91.1
Eyes 40 98.7 90.4
Lips 37 98.3 89.5
Table 5.3: Results of reducing the number of Support Vectors
real time performance could still be achieved. Table 5.5 shows the results of integrating
the classifiers with Kalman filters and template matching. The average time per feature is
now less than 4 milliseconds. Comparing with the results showed in Table 5.2, the average
time per frame has been lowered by half in each feature.
#SV Min(ms) Max(ms) Avg(ms) Avg Time/point(ms)
Eyes 40 0.9139 3.3485 2.0509 0.0242
Lips 37 0.6850 3.9729 1.4613 0.0228
Table 5.4: Reduced Support Vectors Classification Time
#SV Avg(ms) Avg fr on track
Eyes 40 3.9241 24.6875
Lips 37 3.8981 23.9143
Table 5.5: RSV and Kalman Filters
With the introduction of the reduced support vectors into the feature-based architecture, the
distribution of the computation changes significantly (see Figure 5.4). The computational
time spent in the classifiers is reduced from 42% to 1.4%.
5.4 Summary and Discussion
In this chapter, Support VectorMachines have been successfully integrated to a tracking ar
chitecture. This architecture combines computational expensive classifiers such as SVMs
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Tracking Application: Distribution of Computation using Reduced Support Vectors
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Figure 5.4: Distribution ofComputation using Reduced Support Vectors
with motion estimators to reduce the overall computational cost. Even though experimen
tal results indicate that real-time performance could be achieved in average, there would
almost be no time remaining for other processes. The frames where Support Vector Ma
chines are used show a significant delay. Once the feature is locked, the subsequent frames
are processed much faster.
Reducing the number of support vectors is problem dependent. The trade-off between re
duction (e.g. time performance) and accuracy and generalization performance will vary
according to the particular characteristics
of the data set. However, the methods presented
in this work can be applied to a large variety of applications.
In our particular application for face tracking, the classification performed by the original
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SVM without reducing the number of support vectors took 42% of the total computation
in the tracking architecture. This percentage was lowered to less than 2% by reducing the
number of support vectors involved in the classification process. The Polynomial Kernel
Reduction algorithm (see Section 4.3.5) was used. The number of support vectors was re
duced by 98% of the original one. Due to the reduction in the computational cost of the
classifier, the detection and tracking of the three features (2 eyes and the lips) can be per
formed at every frame.
Support Vector Machines are used as feature detectors in the tracking architecture imple
mented. Reducing the computational cost of SVM classification gives additional time for
other tasks. This is critical if an application runs in real-time. This additional time can
be allocated to the pre-processing, motion estimation or data fusion stages. In the case of
the face tracking application presented, new issues can be addressed: Pre-processing could
have an additional step for shape recognition, different input spaces for the SVM could be
evaluated, a particle filter could be integrated into the data fusion stage, just to mention a
few suggestions.
The face tracking application implemented in this work represents a prototype of the use
of Support Vector Machines as classifiers in tracking applications. It also illustrates the
impact of reducing the number of support vectors in the
overall time performance of the
tracking system. This application clearly shows that the use of
Support VectorMachines in





In this work we have investigated the feasibility of using Support Vector Machines as clas
sifiers in real-time visual tracking systems. The focus has been on reducing the training
time and reducing the computational time involved in classification.
To reduce the training time, parallel computing techniques were applied to develop several
parallel algorithms based on Piatt's Sequential Minimal Optimization (SMO) algorithm.
As a result, three new parallel algorithms were developed:
1. The Unbiased Sub-Optimal Blocked Parallel Algorithm introduces the use of the
unbiased version of the SMO algorithm in parallel trainers. It presents a trade-off
between accuracy and time performance. Experimental results show that this algo
rithm provides a better time performance than other sub-optimal algorithms when the
number of training samples per processor is large.
2. The Modified Biased Sub-Optimal Blocked Parallel Algorithm modifies the calcula
tion of the global bias parameter in a previous algorithm presented in [10]. Results
show that this modification improves the performance in terms of accuracy.
3. The SMO-Chunking Parallel Algorithm is a new optimal parallel trainer which com
bines the SMO and the chunking algorithms. It achieves an optimal solution to the
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training problem, although its time performance mainly depends on the final number
of support vectors found.
Overall, sub-optimal training algorithms showed significant speed-up properties. However,
they increase the number of support vectors and lose accuracy and generalization proper
ties. If training time is the main constraint, then these algorithms are better. However, they
are not suitable when the SVM classifier is intended for a real-time application due to the
large number of support vectors.
In the case of the SMO-Chunking algorithm, even though it presents an optimal solution,
its speed-up is a function of the of the number of support vectors rather than the number of
processors.
To reduce the computational time during the testing phase different approaches to reduce
the number of support vectors after training were investigated. Two main approaches 1)
Subsetmethods and 2) Reduced set methods were investigated and several algorithms were
developed and experimentally tested. The results are summarized below:
1. The Modified Exact Simplification algorithm allows trade-off between accuracy
and the number of support vectors by introducing a tolerance parameter into the
algorithm presented in [9].
2. The Simulated Annealing algorithm presents the main advantage of specifying a pri
ori the number of support vectors Nz in the reduced set.
3. The Explicit Mapping algorithm uses standard linear algebra techniques to reduce
the number of support vectors in a high dimensional (feature) space. This method
is useful to illustrate the problem of reducing the number of support vectors and the
issues of working with a high dimensional space.
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4. The Polynomial Kernel Reduction algorithm is an application of the iterative algo
rithm of [36, 34] to polynomial kernels.
5. The Standard Optimization Method solves the reduced support vector problem by
nonlinear optimization. It was implemented using the Matlab Optimization toolbox
and can be applied to any kernel.
Comparing the reduction performance of both approaches, the Reduced Set methods per
formed better. Therefore, in order to reduce the number of support vectors of a given SVM,
it is suggested to use these methods depending on the kernel: the Gaussian Kernel Re
duction method (Gaussians), the Polynomial Kernel method (Polynomials) or the Standard
Optimization Method (other kernels).
Using these techniques a real-time face tracking system based on SVM was implemented
and tested. The tracking system architecture also uses a combination ofKalman filters and
template matching for motion estimation.
Results show that the use of Support Vector Machines in real-time tracking applications is
feasible. It also demonstrated that a significant reduction on the number of support vectors
can be achieved without compromising classification accuracy significantly. In our particu
lar application for face tracking, the classification performed by the original SVM without
reducing the number of support vectors took 42% of the total computation in the tracking
architecture and less than 2% after the reduction was performed.
Reducing the computational cost of SVM classification gives additional time for other
tasks. This is critical in in real-time. Furthermore, this additional time can be allocated
to the pre-processing, motion estimation or other stages of the visual tracking system.
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6.1 Future Work
The following problems can be identified as suitable for further research
1. Parallel reduced support vector training. Instead of performing parallel training fol
lowed by reduction of support vectors a simultaneous parallel training with support
vector reduction should be investigated. In order to do this a more in depth study of
the properties of the reduced support vectors and their parallelization is necessary
2. Kernel design. In this work, the impact of selecting a kernel for classification was
not addressed. Most of the applications found in the literature, select the kernel by
trial and error with the most common ones being gaussian and polynomial. A study
on the issues involved in selecting and appropriate kernel and designing a kernel for
a particular application is worth considering.
3. Generalization Measure. One of the main advantages of support vector machines is
that it creates a decision boundary *]/ which shows good generalization or capacity
to classify correctly new samples. The squared of the Euclidian norm of the differ
ence between the original and the approximated boundaries presented in Chapter 4,
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