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De nos jours, les systemes technologiques sont devenus tres complexes (materiel informa-
tique, logiciel, systeme de telecommunication, usine manufacturiere, etc), et cette com-
plexity croit continuellement de sorte que les anciennes techniques intuitives utilisees pour 
leur conception, leur etude et leur realisation deviennent inadaptees. A cause de cette com-
plexity croissante, la probability pour qu'une erreur (ou panne) inattendue survienne est 
de plus en plus grande. Plus encore, quelques erreurs peuvent provoquer des accidents tres 
graves causant des pertes economiques ou humaines. C'est dans ce cadre que les methodes 
formelles ont ete developpees pour 1'analyse, la conception et la realisation des systemes 
logiciels et electroniques quelque soit leur complexity. Ainsi, l'etude des systemes a evene-
ments discrets (SED) a ete introduite avec l'objectif de developper des methodes formelles 
pour repondre a des besoins pressants, tels que le controle, le diagnostic, le pronostic, le 
test et la verification des comportements discrets des systemes technologiques. 
Cette these considere et generalise les etudes du controle et du diagnostic decentralises des 
SED. Le principe commun du controle et du diagnostic decentralises des SED est la prise 
de decision decentralisee, qui est basee sur l'utilisation d'une architecture decentralisee. 
Cette derniere est constitute de plusieurs decideurs locaux qui observent partiellement 
un SED et prennent des decisions locales qui sont ensuite fusionnees par un module de 
fusion D. Ce dernier, en se basant sur une f'onction de fusion, calcule a partir des decisions 
locales une decision globale. Le systeme englobant les decideurs locaux et le module de 
fusion s'appelle un decideur decentralise. L'ensemble de tous les decideurs decentralises 
ayant D comme module de fusion est appele D -architecture. 
La principale contribution de cette these est de proposer une nouvelle approche de prise 
de decision decentralisee, appelee multi-decision et qualifiee de multi-decisionnelle. Le 
principe de la multi-decision est base sur l'utilisation de plusieurs (disons p) decideurs 
decentralises (DJDJ)J=I,...,P qui fonctionnent simultanement et en parallele. Chaque DD3 a 
une architecture decentralisee parmi celles qu'on trouve dans la litterature. C'est-a-dire 
que chaque DD3 est constitue d'un ensemble de decideurs locaux (Z?ec^)J=i n dont les 
decisions locales sont fusionnees par un module de fusion D3 afin d'obtenir une decision 
globale. Dans l'architecture multi-decisionnelle, les decisions globales des p ( D D J ) J = I Y ..IP 
sont fusionnees par un module D afin d'obtenir une decision effective qui respecte une 
propriete desiree Pr. L'interet de la multi-decision est que l'architecture ((DZ>')J=i P ,D) 
constitute des differents (DD3)J=iv..iP et de D generalise chacune des architectures DD3. 
C'est-a-dire que l'ensemble des SED auxquels on peut appliquer ((DD')J=i„..,p, D) englobe 
les differents SED auxquels on peut appliquer les differents DD3 separement. 
Nous avons etudie I'approche multi-decisionnelle sur deux exemples de prise de decision : 
le controle supervise et le diagnostic. On obtient alors le controle et le diagnostic multi-
decisionnels. Dans les deux cas, I'approche multi-decisionnelle necessite une decomposition 
de langages infinis (c.a.d., contenant un nombre infini de sequences), qui est connue comme 
etant un probleme difficile. Pour resoudre ce probleme, on a propose, dans le cas particulier 
1 
11 
des langages reguliers, une methode qui transforme la decomposition d'un langage infini 
X en une decomposition d'un ensemble fini d'etats marques. Pour arriver a cela, on a du 
s'imposer une restriction en ne considerant que les decompositions de X qui respectent une 
condition specifique. Cette condition presente l'avantage de rendre les conditions d'exis-
tence de solutions verifiables. Nous avons ainsi deveioppe des algorithmes pour verifier 
les conditions d'existence de solutions pour le controle et le diagnostic multi-decisionnels. 
Ces algorithmes ont le meme ordre de complexite que les algorithmes qui verifient les 
conditions d'existence de solutions pour le controle et le diagnostic decentralises. II est 
important de noter que les conditions d'existence obtenues pour une architecture multi-
decisionnelle ((DD7)J=1 p, D) sont moins contraignantes que celles obtenues pour chacune 
des architectures DLP. 
Mots-cles : systemes a evenements discrets (SED), automates a etats finis, prise de de-
cision decentralisee sur des SED, controle supervise decentralise de SED, diagnostic 
decentralise de SED, prise de decision multi-decisionnelle sur des SED, controle su-
pervise multi-decisionnel de SED, diagnostic multi-decisionnel de SED. 
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CHAPITRE 1 
INTRODUCTION 
Le sujet de la presente these porte sur le controle supervise decentralise et le diagnostic 
decentralise des systemes a evenements discrets modelises par des automates a etats finis. 
Nous avons opte pour une these par articles. Dans cette introduction, nous presentons 
dans un premier temps les theories du controle supervise et du diagnostic decentralises des 
systemes a evenements discrets. Dans un deuxieme temps, nous formulons la problematique 
de la these et ses objectifs. Enfin, nous presentons les resultats obtenus et nos contributions. 
1.1 Systemes a evenements discrets (SED) 
Le comportement des systemes a evenements discrets (SED) est caracterise par une dyna-
mique evenementielle, dans le sens ou le comportement du systeme presente une succession 
d'evenements qui se manifestent pendant des intervalles de temps qui ne sont pas neces-
sairement reguliers. L'occurrence d'un evenement est soit instantanee (pas de duree) ou 
un evenement est interprets comme une action d'une certaine duree (courte ou longue). 
Chaque evenement se manifeste pendant un laps de temps tres court pour signaler un 
changement d'etat du systeme. Un evenement se definit comme une action produite par 
le systeme ou par son environnement et subie par le systeme. 
L'etude formelle des SED s'est averee necessaire avec la croissance de l'industrialisation, 
et avec l'apparition des systemes informatiques de plus en plus complexes. En effet, c'est 
dans le but d'etudier les interactions des systemes informatiques complexes, que I'etude 
formelle des SED a pris forme [Hoare, 1985; Milner, 1980]. La modelisation et I'etude des 
comportements discrets sont souvent effectuees par la theorie des langages, les machines 
a etats finies, les reseaux de Petri et l'algebre de processus. La modelisation peut etre 
effectuee au niveau logique (en considerant seulement l'ordre logique des evenements), au 
niveau temporel (en introduisant le temps), ou au niveau stochastique (en introduisant les 
probabilites). 
Comme exemple de SED on peut citer : 
Un protocole de communication, avec comme exemples d'evenements : emission d'un 
message (par exemple demande de connexion), reception d'un message (par exemple 
1 
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message d'acceptation de connexion) et demande de service. Nous pouvons citer comme 
exemple de sequence d'evenements (comportement) : "emission message m'V'emission 
message n"."reception message n"."reception message m". 
Un systeme de telephonie, avec comme exemples d'evenements • decroche, raccroche, 
debut de sonnerie et compose un chiffre. Nous pouvons citer comme exemple de sequence 
d'evenements : "debut de sonnerie"."decroche"."raccroche". 
Une ligne d'assemblage d'un systeme de production, avec comme exemples d'evene-
ments : "piece A prete", "piece B prete", "detection de la presence d'une piece par un 
capteur" et "assemblage des deux pieces A et B". Nous pouvons citer comme exemple 
de sequence d'evenements : "piece A prete"."piece B prete'V'detection de la presence des 
pieces A et B"."assemblage des pieces A et B". 
L'etude formelle d'un SED est souvent elaboree en utilisant les automates a etats finis 
(AEF) et les reseaux de Petri. Dans cette these, nous optons pour les AEF. Un AEF est 
un graphe de transitions permettant de modeliser un SED par des etats (etats du SED) 
et des transitions correspondant aux occurrences des evenements. Formellement, un AEF 
G est defini comme un quintuple G = (Q,T,,8.qo,Qm), avec : 
Q : ensemble fini d'etats; 
E : ensemble fini d'evenements (ou alphabet); 
qo : etat initial; 
Qm : ensemble des etats finaux ou marques (Qm C Q); 
8 : Q x £ —> Q : fonction de transition entre etats. 
A chaque etat de G, la fonction de transition 8 definit les evenements dont l'occurrence 
est possible et l'etat atteint suite a l'occurrence de chacun de ces evenements. Ainsi, 
a partir de l'etat initial, on peut parcourir une sequence d'etats de l'AEF qui depend 
de la sequence d'evenements executes. L'ensemble de toutes les sequences (ou traces) 
d'evenements executees par un AEF G est appele langage de G, que Ton note C(G) C E*, 
ou £* est l'ensemble des mots sur E, mot vide e inclus. L'ensemble des sequences qui 
atteignent les etats marques est appele langage marque et note Cm(G). On a Cm{G) C 
C{G). 
Comme exemple, considerons le SED modelise par l'AEF de la figure 1.1, qui contient trois 
etats : au repos (R), en marche (A/) et en panne (P). Les transitions entre ces etats sont 
indiquees par les evenements suivants : mettre en marche (m), finir le travail (/) , tomber 
en panne (p) et etre repare (r). Au depart la machine est au repos (etat R), la transition 
entre cet etat et l'etat ou la machine entre en fonction (M) est indique par l'evenement 
m. Si la machine finit son travail, elle retourne a l'etat de repos R, ce qui est indique par 
l'evenement / . Si par contre, la machine tombe en panne, alors elle se trouvera dans l'etat 
1.2. CONTROLE ET DIAGNOSTIC DES SED 
P par la manifestation de I'evenement p. Si la machine est reparee 
l'etat P a l'etat R par la manifestation de I'evenement r. 
Figure 1.1 Exemple d'un SED modelise par un AEF. " /? ' est l'etat initial et 
Qm = {R}. 
1.2 Controle et diagnostic des SED 
1.2.1 Prise de decision dans les SED 
La prise de decisions est un sujet tres important qu'on retrouve dans plusieurs domaines. 
Nous nous interessons ici a la prise de decision dans les SED qui peut se resumer comme 
suit. On considere un SED qu'on appellera procede qui evolue par l'execution d'evenements. 
et un module qu'on appellera dectdeur dont la tache est d'observer revolution du procede 
et de prendre des decisions respectant une propriete desiree Pr. Selon les exemples, les 
decisions prises par le decideur peuvent infiuencer ou pas le comportement du procede. 
Void trois exemples de prises de decisions : 
Dans le controle [Cassandras et Lafortune, 1999; Kumar et Garg, 1995; Wonham, 2008] : 
le decideur est un superviseur, dont les decisions consistent a inhiber ou autonser des 
evenements controlables. La propriete desiree Pr habituellement utilisee est que le pro-
cede controle soit conforme a une specification donnee, c.a.d., il ne doit executer que 
des sequences d'evenements autorisees par la specification. 
Dans le diagnostic [Sampath et al.< 1995] : le decideur est un diagnostiqueur dont les 
decisions consistent a indiquer l'occurrence ou la non occurrence d'un comportement 
indesirable (par exemple, une panne ou une faute) du procede. Un exemple de propriete 
Pr desiree est que toute faute executee par le procede soit indiquee dans un delai borne 
(noter qu'il y a d'autres proprietes qui seront discutees dans cette introduction). 
Dans le pronostic (Kumar et Takai, 2008] : le decideur est un pronostiqueur dont les 
decisions consistent a predire l'occurrence ou la non-occurrence d'un comportement 
indesirable du procede. Un exemple de propriete Pr desiree est que toute faute soit 
predite. 
3 
alors elle passera de 
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Le decideur tente de respecter la propriete desiree a partir de l'information qu'il obtient 
en observant le comportement du procede. Cette observation peut etre totale (le decideur 
observe tous les evenements executes par le procede) ou partielle (seulement une partie 
des evenements est observee). L'observation partielle est habituellement modelisee par un 
masque qui ne laisse passer que les evenements observables (voir schema de la figure 1.2). 
Dans des recents travaux [Kumar et Takai, 2006, 2009; Takai et Kumar, 2006, 2008; Wang 
et ai, 2004, 2005, 2007], il a ete montre que la technique de prise de decision utilisee dans 
le controle des SED peut etre adaptee pour le diagnostic des SED. Dans [Wang et a/., 
2004, 2005, 2007], les auteurs ont etudie le diagnostic des SED en considerant plusieurs 
architectures qui ont ete utilisees dans le cadre du controle des SED [Yoo et Lafortune, 
2002a, 2004]. Dans [Kumar et Takai, 2006, 2009; Takai et Kumar, 2006, 2008), les auteurs 
ont etudie le diagnostic des SED par le principe de l'inference qui a ete deja etudie dans le 
controle [Kumar et Takai, 2005, 2007]. Dans ces differentes references, la meme technique 
de prise de decision a ete utilisee dans le controle et dans le diagnostic. 
Notons que dans notre these, nous ne manquerons pas d'exploiter judicieusement cette 
analogie entre le controle et le diagnostic, ce qui nous a permis d'obtenir des resultats 
interessants dans ces deux sujets. En effet, l'approche suivie dans cette these permettra 
de presenter le controle et le diagnostic dans des cadres formels assez similaires. 
Apres avoir explique que le controle et le diagnostic peuvent etre vus comme deux cas 
particuliers de prises de decisions, nous allons dans les deux sections suivantes (1.2.2 et 












Figure 1.2 Schema standard d'un systeme de prise de decision 
1.2.2 Controle supervise des SED 
Principe general du controle 
La theorie du controle s'interesse principalement a L analyse et a la conception de systemes 
de controle. Controler un systeme veut dire infiuencer son comportement pour atteindre un 
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but desire. De nos jours, les systemes de controles sont partout, on les trouve par exernple 
dans les microprocesseurs. les robots et les avions. Le systeme a controler, aussi appele 
procede, execute une certaine fonction qui a partir de signaux d'entree genere des signaux 
de sortie. Le comportement externe du procede est ainsi defini par des signaux de sortie en 
reponse a des signaux d'entree. En general, le comportement d'un procede consiste en une 
partie desirable et une partie indesirable. Dans ce cas, il est necessaire de restreindre son 
comportement afin de n'executer que la partie desirable, parfois appelee specification. Le 
probleme du controle consiste a concevoir une loi de controle appropriee pour choisir les 
signaux d'entree de telle sorte que le comportement engendre par le procede sous controle 
(comportement controle) satisfait la specification. Le controle peut s'effectuer dans quatre 
principaux domaines, a savoir : (1) domaine temporel, (2) domaine en s ou transformer 
de Laplace, (3) domaine des frequences et (4) domaine d'evenements discrets. Pour plus 
de details sur le controle dans les differents domaines, voir [Dorf et Bishop, 2001; Franklin 
et al., 1994; Wonham, 2008]. Dans cette these, on s'interesse au quatrieme domaine qu'on 
appelle aussi le controle supervise des SED. 
Controle supervise des SED 
La theorie du controle supervise (ou plus simplement controle) des SED a ete elaboree 
par Ramadge et Wonham en utilisant la theorie des langages et les AEF [Ramadge et 
Wonham, 1987; Wonham et Ramadge, 1987] (pour plus de details voir [Cassandras et 
Lafortune, 1999; Kumar et Garg, 1995; Wonham, 2008]). En resume, cette theorie est basee 
sur le principe suivant. On dispose d'un SED a controler, que nous appellerons procede, 
modelise par un AEF G. Ce dernier decrit le comportement sans contrainte du procede. 
Soient C(G) le langage prefixe-clos et Cm{G) le langage marque associes a G. On utilisera 
le terme G aussi bien pour 1'AEF lui-meme que pour le procede qu'il modelise. L'ensemble 
E des evenements de G est divise en deux sous-ensembles : Ec, ensemble des evenements 
controlables et Euc, ensemble des evenements incontrolables, tels que E = Ec U Euc et 
Ec n Euc = 0. 
Le principe de la theorie du controle des SED est de contraindre (ou de controler) G afin 
qu'il respecte une specification modelisee par un AEF S. Soient C(S) le langage prefixe-clos 
et Cm(S) le langage marque associes a S. Le controle est accompli par un superviseur Sup 
modelise par un AEF (ce dernier etant aussi designe par Sup) qui, en interagissant avec 
G, le contraint a n'executer que les comportements acceptes par S. Le calcul de la decision 
d'un superviseur d'autoriser ou d'inhiber un evenement a £ Ec est base sur deux ensembles 
£„ et Va. Considerons une specification S de langage marque K — Cm(S) C Cm{G). On 
a alors K = L(S) C C{G), ou 7f = {s e E*| 3u € E* t.q. su G K) est le prefixe cloture 
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de K. £a est l'ensemble des traces s £ K telles que so est une trace du procede G (c.a.d., 
so G £(<?)) autorisee par la specification (c.a.d., so G K). Et Va est l'ensemble des traces 
s G K telles que so est une trace du procede G (c.a.d., so G C(G)) non autorisee par la 
specification (c.a.d., so & K). Apres chaque sequence s d'evenements executes par G, Sup 
autorise tout evenement o G £ c accepte par C(S) (c.a.d., o tel que s G £a) et inhibe tout 
evenement o G Ec accepte par C{G) et non accepte par C{S) (c.a.d., o tel que s G Va). 
Les evenements incontrolables sont toujours autorises. Le controle effectue par Sup sur G a 
pour but de restreindre le comportement de G par l'interdiction d'evenements controlables 
afin que G respecte S. Le systeme englobant le procede G et le superviseur Sup forment 
un nouveau systeme, note Sup/G. Soit C{Sup/G) le langage prefixe-clos et Cm(Sup/G) le 
langage marque associes a Sup/G. Les objectifs de controle sont que Sup/G doit satisfaire 
les deux objectifs suivants : 
Sup/G doit etre non bloquant, c.a.d., qu'il doit toujours pouvoir atteindre un etat marque 
a partir de n'importe quel etat de Sup/G. Formellement, Cm(Sup/G) = C{Sup/G). 
Sup/G doit toujours respecter la specification S, c.a.d., Cm(Sup/G) C Cm(S). 
Une specification S (ou £m(S)) est dite controlable par rapport a G et Euc (ou controlable, 
si le contexte est clair) si C(S).T,UC n C{G) C C(S), c.a.d., C(S) peut etre obtenu a partir 
de G en inhibant seulement les evenements controlables. Une specification S (ou Cm(S)) 
est dite Cm(G)-close si £(S) n Cm(G) = Cm(S), c.a.d., toute sequence s acceptee par S 
(c.a.d., s G C(S)) et atteignant un etat marque de G (c.a.d., s G Cm(G)) atteint aussi un 
etat marque de 5 (c.a.d., s G Cm(S)). 
Dans [Ramadge et Wonham, 1987; Wonham et Ramadge, 1987], il a ete prouve que si 
S est controlable et £m(G)-clos, alors il existe un superviseur non bloquant Sup tel que 
Cm(Sup/G) = Cm(S). 
Dans le cas ou S n'est pas controlable ou n'est pas £m(G)-clos, le probleme qui se pose 
dans la theorie du controle des SED est d'obtenir un Sup non bloquant qui soit le plus 
permissif possible, a savoir qu'il permet d'obtenir le comportement le moins restrictif 
parmi tous les comportements controlables et £m(G)-clos de G qui respectent S (c.a.d., 
Cm{Sup/G) C Cm(S). Comme £m(G)-cl6ture est fermee par l'union, et en montrant que 
la controlabilite est fermee par l'union, les auteurs dans [Ramadge et Wonham, 1987] out 
montre l'existence et Funicite du comportement le moins restrictif. lis ont propose un 
algorithrne a point fixe permettant de construire le comportement le moins restrictif a 
partir de G et S. 
La theorie developpee par Ramadge et Wonham a donne lieu a diverses extensions. Parmi 
ces extensions, on trouve le controle a observation partielle, le controle modulaire, le 
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controle hierarchique et le controle decentralise. Dans cette these, on s'interessera plus 
specialement au controle decentralise. Le controle a observation partielle a ete intense-
ment etudie par les chercheurs dans le domaine du controle des SED, et son etude pre-
sente un preliminaire important pour le controle decentralise. On parlera dans la prochaine 
sous-section de ce type de controle. Le controle decentralise sera presente dans la section 
1.3.2. 
Controle a observation partielle des SED 
Ce type de controle des SED se presente dans les situations ou le superviseur doit prendre 
des decisions sans avoir acces a toutes les informations requises. C'est le cas de plusieurs 
systemes, comme les systemes repartis, ou le superviseur n'a acces au systeme qu'a travers 
un ou plusieurs sites locaux, ce qui ne permet au superviseur d'avoir acces qu'a des infor-
mations partielles. Et quelques fois, ce sont des facteurs qui surgissent pendant le controle 
(par exemple une panne d'un capteur du SED) qui peuvent rendre quelques informations 
inaccessibles pour le superviseur. C'est dans ce contexte que la notion d'observation par-
tielle intervient pour decrire la situation ou le superviseur est incapable d'observer certains 
evenements au cours du controle du SED [Cieslak et ai, 1988; Lin et Wonham, 1988b]. 
Par consequent, l'alphabet E du SED se repartit en deux sous-ensembles, celui des eve-
nements observables E0 et celui des evenements inobservables Euo, tels que E = E0 U Euo 
et E 0 n Euo = 0. II s'agit alors de concevoir un superviseur Sup qui permet d'atteindre les 
deux objectifs deja presentes (Sup/G non bloquant et Cm{Sup/G) C Cm(S)). Mais le pro-
bleme qui se pose, c'est que Sup doit atteindre ces objectifs alors qu'il a une observability 
seulement partielle du procede. Ce probleme est ainsi appele le probleme d'observation du 
controle supervise avec tolerance zero (POCSTZ). Un schema de controle en boucle fermee 
sous observation partielle resolvant le POCSTZ est represente a la figure 1.3, ou le masque 
P correspond a une projection naturelle P : E —> E0 qui ne laisse passer que les evene-
ments de E0, c.a.d., pour chaque sequence s, P(s) est obtenue a partir de s en excluant les 
evenements qui n'appartiennent pas a E0 (c.a.d., les evenements de Euo = E\E0). Toute 
sequence s sera done observee par le superviseur sous la forme de sa projection dans E0, 
P(s). Deux sequences s\ et s2 qui ont la meme projection dans E0 (c.a.d., P(si) = P(s2)) 
ne seront pas distinguees par le superviseur. Par consequent, les memes decisions d'inhibi-
tions d'evenements sont prises par Sup apres les executions de si ou s2. Une condition sur 
la specification est done necessaire pour tenir compte de cette contrainte sur Sup. C'est 
ainsi que la notion du langage observable est introduite pour decrire un langage K qui 
peut etre obtenu en effectuant sur G des decisions d'autorisation/inhibition d'evenements 
telles que lorsque deux sequences S\ et s2 de K ont la meme projection (P(si) = P(s2)), 
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alors les memes decisions sont prises apres Si et s2. Formellement, on dit qu'un langage K 
est observable par rapport a G et P (ou observable, si le contexte est clair) si et seulement 
si pour toutes sequences Si,s2 G K telles que P(s\) — P{s2), on a 
V<T G S, SXG G # A s2<x G £(G) => S2CT G K, et 
si G A" A s2 G ~K Pi £m(G) => s2 e K, et 




P(s) p s 
V 
Procede 
Figure 1.3 Action du superviseur en boucle fermee sous observation partielle 
Les auteurs dans [Lin et Wonham, 1988a] ont demontre que le POCSTZ peut etre resolu 
si et seulement si la specification K est controlable par rapport a G et Euc, observable 
par rapport a G et P et £m-close, mais aucune methode de calcul de superviseur n'est 
proposee. Le probleme qui se pose, c'est que l'observabilite n'est pas fermee par l'union, 
l'union de deux langages observables n'etant pas necessairement observable. Une solution 
partielle a ete proposee en suggerant la notion de normalite [Lin et Wonham, 1990]. Etant 
donne la projection P : E —> S0, on dit qu'un langage K C C(G) est normal si K = 
C(G) D P~1(P(K)). Intuitivement, K est dit normal s'il est le plus grand langage parmi 
les langages qui ont la meme projection que K. Vu que la normalite implique l'observabilite 
(alors que la reciproque n'est pas toujours vraie) [Brandt et al., 1990; Lin et Wonham, 
1988a] et que la normalite est fermee par l'union, on peut trouver pour une specification K 
qui n'est pas normale, le plus grand comportement inclus dans K qui soit normal et done 
observable. Toutefois, ce comportement normal n'est pas necessairement le comportement 
observable le moins restrictif. Par contre, l'observabilite est fermee par l'intersection de 
langages prefixe-clos. Ainsi, si on considere l'ensemble POG,P{K) des langages contenant K 
(K peut etre non observable) qui sont prefixe-clos et observables, alors le plus petit langage 
contenant K, qui est prefixe-clos et observable par rapport a G et P, existe (unique) et on 
le note inf POG,p{K). 
Jusque la, on a considere que pour une specification S donnee, un objectif essentiel du 
controle est d'avoir Cm(Sup/G) C Cm(S). II y a aussi eu d'autres travaux plus generaux 
ayant un objectif base sur deux specifications A (minimale) et E (maximale), c.a.d., A C 
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Cm(Sup/G) C E. Pour plus de detail, voir [Brandt et al., 1990; Kumar et ai, 1991; Lin 
et Wonham, 1988a]. 
Controle distribue des SED 
Les SED distribues (ou concurrents) sont des systemes qui sont obtenus par combinaison 
de composants interagissant entre eux. De tels SED sont generalement complexes au sens 
oii ils possedent un grand nombre d'etats, concevoir un superviseur pour un tel systeme 
serait done une tache tres complexe, voire impossible dans plusieurs cas. L'approche la 
plus souhaitable est de concevoir un superviseur localement pour chaque composant sans 
calculer explicitement le systeme global a controler. Dans ce cadre, etant donne un objectif 
de controle global, il faudrait que celui-ci soit atteint par la combinaison des differents 
superviseurs locaux. Pour plus de details sur ce type de controle, voir [Abdelwahed, 2002; 
Abdelwahed et Wonham, 2002; Akesson et al, 2002; de Queiroz et Cury, 2000a,b; Gaudin 
et Marchand, 2004; Jiang et Kumar, 2000; Khoumsi, 2005; Lafortune, 2007; Minhas et 
Wonham, 2003; Willner et Heymann, 1991]. 
1.2.3 Diagnostic des SED 
Principe general du diagnostic 
Le diagnostic des defauts (ou fautes) des systemes industriels et informatiques a fait l'objet 
de nombreux travaux dans les dernieres annees. C'est une procedure qui permet la detec-
tion d'un defaut, de definir son origine et de determiner ses causes. Un defaut d'un systeme 
industriel ou informatique est caracterise par un changement inattendu du fonctionnement 
normal du systeme. Un tel defaut perturbe le comportement du systeme causant ainsi une 
deterioration de la performance et meme amenant le systeme vers des situations dan-
gereuses. Un systeme qui execute un comportement fautif est dit defaillant, dans le cas 
contraire on dit que le systeme est normal ou sain. 
Le diagnostic des defauts se base sur la comparaison des comportements reels du systeme 
avec les comportements sains ou defaillants. L'etude du diagnostic des defauts a connu un 
essor considerable avec la complexite croissante des systemes industriels qui sont de plus 
en plus exigeants en termes de contraintes, de securite, de fiabilite, de disponibilite et de 
performances. De nos jours, les systemes sont en effet de plus en plus complexes et ont 
done tendance a tomber en panne en depit des precautions de fabrication et manipulation. 
Ces pannes peuvent engendrer des consequences tres graves dont on peut citer comme 
exemples : des accidents d'avions, des fuites de radiations suite a des pannes dans les 
centrales nucleaires et des coupures de courant [Perrow, 1984]. L'une des solutions adoptees 
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pour remedier aux risques de pannes est de construire un module de diagnostic pour 
detecter les defaillances et pannes, empecher leur propagation et limiter leurs consequences. 
Plusieurs methodes ont ete proposees dans la litterature pour etudier le diagnostic des 
defauts. Ces methodes se divisent en deux sous-groupes. 
Methodes sans modele Les methodes non fondees sur un modele mathematique sont 
dites des approches sans modele. On trouve par exemple les tests statistiques et l'analyse 
des signatures, voir [Dubuisson, 2001; Hamscher et al., 1992a; Pouliezos et Stavrakakis, 
1994; Rich et Venkatasubramanian, 1987; Zwingelstein, 1995]. Dans ce type de methodes, 
le systeme a diagnostiquer est considere comme une "boite noire" avec entrees et sorties. 
Elles utilisent uniquement un ensemble de mesures ou de connaissances heuristiques sur 
le systeme. En se basant ainsi sur des regies qui etablissent des associations empiriques 
entre effets et causes, il est possible de lier les symptomes aux defauts. 
Methodes avec modele Les methodes fondees sur un modele sont caracterisees par 
l'etude d'un modele mathematique qui englobe un comportement normal et un autre 
defaillant. On peut avoir un modele quantitatij, exprime par exemple par des equations 
differentielles ou des fonctions de transfert [Frank, 1996; Gertler, 1998; Willsky, 1976]. 
On peut aussi avoir un modele qualitatif, exprime par exemple par des automates a etats 
finis, des reseaux de Petri et des expressions logiques [Bavishi et Chon, 1994; Darwiche 
et Provan, 1996; Hamscher et al., 1992a; Lin, 1994; Viswanadham et Narahari, 1992]. 
Parmi ces methodes, on trouve aussi les methodes de I'intelligence artificielle (e.g., la 
representation des connaissances et la theorie des decisions [Baroni et al., 1999; Frank, 
1990; Hamscher et al, 1992b; Lamperti et Zanella, 2002; Lee et al., 1985; Reiter, 1987]) ou 
des methodes inspirees du controle des SED sous observation totale ou partielle [Cardoso 
et al, 1995; Sampath et al., 1996; Su et Wonham, 2000]). Dans cette these, on s'interesse 
plus precisement a la demiere categorie, qu'on designera par approche avec modele SED. 
Diagnostic des SED 
II existe plusieurs etudes qui se sont interessees au diagnostic des SED modelises par les 
AEF. II est a noter que le diagnostic est etudie seulement dans le contexte de l'observation 
partielle (autrement, les defauts seront toujours detectables). Etant donne une faute (ou 
un defaut) / , C(G) englobe un comportement sain, qu'on note H, et un comportement 
defaillant, qu'on note T. Ce dernier est I'ensemble des traces caracterisees par l'occurrence 
de la faute / , c.a.d., T = {s e C(G)\ 3u,v € E* : s = ufv}. Alors que H est I'ensemble 
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des traces non defaillantes, c.a.d., ne contenant pas / . Nous avons C(G) = H U T et 
HO J7 = 0. Dans le cas ou plusieurs fautes distinctes sont a considerer, la meme procedure 
est suivie pour diagnostiquer chacune d'elles. Done par soucis de clarte, une seule faute 
est consideree. la generalisation est triviale. 
Notons que H est necessairement prefixe-clos, parce que si une trace s est saine, alors 
tout prefixe de s est sain. Alors que T est necessairement postfixe-clos par rapport C(G), 
dans le sens ou F.Y.* D C{G) C T. Plus precisement, si une trace s est defaillante, alors 
toute extension de s est defaillante. Le diagnostic est effectue par un diagnostiqueur DlAG 
dont la fonction est d'observer le procede a travers un masque P represente par une 
projection naturelle P: S —• E0 et d'emettre un diagnostic. Une detection d'une presence 
(resp., absence) de / est dite un diagnostic positif (resp., negatif). Un schema general du 
diagnostic des SED est represente dans la figure 1.4. Notons l'analogie avec le schema de 
controle de la figure 1.3. 




P(s) P s 
Procede 
Figure 1.4 Schema standard du diagnostic des SED 
On trouve trois architectures principales pour etudier le diagnostic des SED. 
Architecture centralisee Le SED est diagnostique par un seul diagnostiqueur cen-
tralise qui observe le SED et emet un diagnostic concernant l'occurrence ou pas d'un 
defaut. Pour plus de details sur cette architecture, voir [Sampath et ai, 1998, 1995, 1996; 
Zad et o/., 1998). L'etude de I'architecture centralisee est un cas particulier de l'etude de 
I'architecture decentralisee. Ainsi toutes les etudes concernant I'architecture decentralisee 
(etudiee en detail dans cette these) sont valables aussi pour I'architecture centralisee. 
Architecture distribuee Dans le cas des systemes complexes physiquement distribues 
ou representes par plusieurs sites, plusieurs facteurs comme les delais de communications, 
les erreurs de communications et les pertes d'inforrnations pendant les communications 
peuvent etre des sources de defaillances. Comme exemple de tels systemes, on trouve les 
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reseaux de communications, les systernes reseautiques, le trafic routier et les unites de 
fabrication. La methode la plus adequate pour detecter les defaillances des SED distribues 
est de construire un diagnostiqueur distribue. Plus precisement, pour chaque site, un 
diagnostiqueur local collecte des informations locales relatives a ce site. Ces informations 
peuvent etre envoyees a d'autres diagnostiqueurs locaux. Vu la structure complexe et 
distribute du SED a diagnostiquer, le fait d'envoyer les informations locales a un systeme 
central pour etre analysees et emettre un diagnostic, peut generer des erreurs a cause des 
delais de communications et des pertes de donnees. Ainsi, la meilleure procedure pour 
diagnostiquer un tel systeme est de permettre a chaque diagnostiqueur d'engendrer un 
diagnostic local en se basant sur ses observations locales ainsi que sur les observations 
des autres diagnostiqueurs locaux. Pour plus de details sur le diagnostic distribue voir 
[Aghasaryaiu et al., 1997; Boel et van Schuppen, 2002; Debouk et al, 2000; Fabre et aL, 
2002; Qiu et Kumar, 2005; Sengupta, 1998; Su et al., 2002]. 
La troisieme architecture est F architecture decentralisee. Comme elle fait l'objet de cette 
these, elle sera traitee avec plus de details dans la section qui suit. 
1.3 Controle et diagnostic decentralises des SED 
1.3.1 Architecture decentralisee de prise de decision 
Nous avons vu dans la section 1.2.2 le principe general de la prise de decision pour les 
SED. Dans cette section, on s'interesse plus particulierement a la prise de decision dans 
le cadre d'une architecture decentralisee. Un schema general de la prise de decision dans 
une architecture decentralisee est illustre dans la figure 1.5, ou plusieurs decideurs lo-
caux (Z)ecJie{i „} observent un procede et cooperent afin de prendre une decision globale 
qui respecte une propriete Pr donnee. Chaque decideur local Dect observe localement le 
procede en observant un ensemble d'evenements E0)l. Soit alors E0 = U»=i... n^°.» Ven-
semble des evenements pouvant etre observes par au moins un decideur local. Chaque Decx 
prend aussi une decision locale appartenant a un ensemble de decisions LD. Plus precise-
ment, Dec% est une fonction Decx : E*2 —> LD. Les decisions locales des n decideurs locaux 
(Z?ecji<t<n sont fusionnees par un module de fusion D afin de calculer une decision globale. 
Le module D est une fonction D : LDn —* {<f>, 0,1}, ou <j> correspond au deux situations 
suivantes. Dans la premiere situation, le decideur ne peut pas prendre de decision certaine 
(0 ou 1), par exemple en raison d'un manque d'informations necessaires. Dans la seconde 
situation, la decision (0 ou 1) n'a pas d'importance, c'est-a-dire n'a pas d'influence sur le 
respect de la propriete desiree. Le systeme englobant les decideurs locaux (Z?ec,),
€
{i „} et 
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le module de fusion D est appele decideur decentralise. Les decisions locales et le module 
de fusion doivent done garantir que la decision globale respecte la propriete Pr. Dans les 
deux sous-sections suivantes, on presente une introduction aux architectures decentrali-
sees, respectivement pour le controle et le diagnostic des SED. Pour le cas du pronostic, 















Figure 1.5 Prise de decision decentralisee 
1.3.2 Controle decentralise 
Le controle decentralise a ete intensement etudie depuis de nombreuses annees [Cieslak 
et al., 1988; Jiang et Kumar, 2000; Kumar et Takai, 2007; Lin et Wonham, 1988a, 1990; 
Overkamp et van Schuppen, 2001; Prosser et al., 1997; Ricker et Rudie, 2000, 2003; Rudie 
et Wonham, 1992; Tripakis, 2004; Yoo et Lafortune, 2002a, 2004). Le controle decentralise 
s'avere adequat dans plusieurs situations, parmi celles-ci on trouve le cas ou le procede 
a controler est represente par une collection de sites (systemes en reseaux, telecommu-
nications,...), ou si un superviseur ne peut se connecter au SED a controler qu'a travers 
certains points d'entrees. L'objectif du controle decentralise est de synthetiser des supervi-
seurs locaux selon leurs observations afin d'aboutir a un objectif de controle souhaite. Le 
controle decentralise est une generalisation du controle a observation partielle dans le sens 
ou plusieurs superviseurs locaux (au lieu d'un seul superviseur) observent et controlent le 
procede. II est a noter que les superviseurs n'observent pas et ne controlent pas necessai-
rement les memes evenements. 
Formellement, soit un procede G et n superviseurs locaux (5wpJ1<!<„. Chaque superviseur 
Supz controle un ensemble d'evenements ECi!. Soit alors Ec = U,=i „EC,, l'ensemble des 
evenements pouvant etre controles par au moins un superviseur local. Chaque Supt observe 
un ensemble d'evenements E 0 ! a travers la projection naturelle P, : E* —• E* . Soit alors 
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£o = U,=i,. ,n^o.i l'ensemble des evenements pouvant etre observes par au moins un super-
visee local. L'objectif du controle decentralise est de synthetiser des superviseurs locaux 
(Supl)i<t<n dont les decisions locales sont fusionnees pour synthetiser une decision globale 
permettant de respecter un objectif de controle. La fusion est effectuee via un module de 
fusion selon une fonction qui peut etre avec memoire (e.g., AEF) ou sans memoire (e.g., 
fonctions booleennes). L'ensemble englobant les projections (P,)J=i >n, les superviseurs 
locaux et le module de fusion forment ce qu'on appelle un superviseur decentralise. Selon 
les references qui ont etudie le controle decentralise, les fonctions qui definissent le module 
de fusion, les decisions locales et les projections forment ce qu'on appelle architecture ou 
technique. 
La premiere architecture proposee dans le cadre du controle decentralise est dite architec-
ture conjonctive et permissive (T explication de ces termes est donnee dans cette section) 
ou plus simplement architecture C&P [Cieslak et al., 1988; Jiang et Kumar, 2000; Rudie 
et Wonham, 1992; Yoo et Lafortune, 2002a]. Comme son nom I'indique, cette architecture 
permet de fusionner les decisions locales conjonctivement. Done le but est de synthetiser n 
superviseurs locaux (Sup,)i<t<„ afin d'obtenir £m(Ai SupJG) = K, ou /\ t Supt represente 
le superviseur decentralise forme par les superviseurs locaux et le module de fusion conjonc-
tive, et K est une specification donnee. Cieslak et al. [Cieslak et al., 1988] ont etudie ce 
probleme pour les comportements prefixe-clos, puis la generalisation a ete faite par Rudie 
et Wfonham [Rudie et Wonham, 1992]. En plus de la controlabilite et la £m(G)-cloture 
de K, les auteurs de [Rudie et W7onham, 1992] ont introduit la notion de coobservabilite 
que doit respecter K pour s'assurer de l'existence de la solution. La coobservabilite est 
une caracteristique generalisant l'observabilite dans le sens ou il faut plusieurs supervi-
seurs locaux pour la realiser. En effet, un langage K est dit coobservable si au moins 
un superviseur local peut prendre la decision de l'inhibition d'un evenement sans ambi-
guite. Formellement, considerons deux superviseurs locaux Supl et Sup2 qui controlent 
(respectivement, observent) les alphabets £C)i et Sc,2 (respectivement, E0)1 et S0|2), avec 
Pi • £* —> S Q ! et F2 : E* —> E*2 qui sont des projections naturelles. Si on doit inhiber 
un evenement controlable a G Ec au niveau d'une sequence s € C(G) (c.a.d., sa g K, 
autrement dit s G T>„), alors il doit exister un i e {1.2} tel que (P~1Pl(s)).a D K = 0 
et a G Ec>1. Lorsqu'une telle propriete est respectee, on dit que K est coobservable (ou 
CoODS) par rapport a G et Pi,..., Pn. Le meme resultat a ete trouve par Jiang et Kumar 
dans un cadre plus general [Jiang et Kumar, 2000]. 
En plus de l'objectif de controle £m(At SupJG) = K, il y a aussi eu d'autres travaux plus 
generaux ayant un objectif base sur deux specifications A (minimale) et E (maximale). 
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c.a.d., A C £m(/\j SupJG) C E. Pour plus de detail, voir [Jiang et Kumar, 2000; Rudie 
et Wonham, 1992]. 
Les auteurs de [Prosser et al., 1997] ont presente la premiere alternative pour etudier le 
controle decentralise avec plusieurs regies de fusion. Dans la suite de cette section, on 
discutera des differentes regies de fusion deja etudiees dans la litterature. Par exemple 
dans le cas de l'architecture C&P, les regies qui permettent d'obtenir les decisions locales 
et la decision globale sont obtenues comme suit : 
1. Chaque superviseur local est permissif dans le sens ou il n'inhibe un evenement que 
lorsqu'il est sur que cet evenement n'est pas accepte par la specification. 
2. Les decisions locales sont fusionnees par intersection (ou conjonctivement), pour ob-
tenir la decision globale. Plus precisement, un evenement est autorise si et seulement 
si il est localement autorise par tous les superviseurs locaux. 
Les auteurs dans [Yoo et Lafortune, 2002a] ont propose l'architecture D&A (pour Disjonc-
tive et Anti-permissive) qui est le complementaire de l'architecture C&P. Plus precisement, 
les regies qui permettent d'obtenir les decisions locales et la decision globale sont obtenues 
comme suit : 
1. Chaque superviseur local est anti-permissif dans le sens ou il n'autorise un evenement 
que lorsqu'il est sur que cet evenement est accepte par la specification. 
2. Les decisions locales sont fusionnees par union (ou disjonctivement) pour obtenir la 
decision globale. Plus precisement, un evenement est inhibe si et seulement si il est 
localement inhibe par tous les superviseurs locaux. 
Les langages realisables sous les architectures C&P et D&A sont dits respectivement CfeP 
coobservables (ou C&P COOBS) et D&A coobservables (ou D&A COOBS). Les auteurs de 
[Yoo et Lafortune, 2002a] ont aussi etudie une architecture plus generate qui combine et 
generalise les architectures C&P et D&A. L'idee principale est de partitioner I'ensemble 
des evenements controlables Ec en deux sous-ensembles disjoints ECiA et ECjV, c.a.d., Ec = 
ECiAUECiV et ECiAnECjV = 0. Les architectures C&P et D&A sont respectivement appliquees 
aux evenements de EC>A et ECiV. Les auteurs de [Yoo et Lafortune, 2002a] ont montre qu'une 
partition (ECjA,Ec,v) peut etre trouvee telle que la classe des langages realises par cette 
architecture generale englobe celles des langages realises par les architectures C&P et D&A. 
Un langage realisable sous cette architecture generale est dit C&PVD&A coobservable (ou 
C&PVD&A COOBS). 
II a ete montre dans [Rudie et Willems, 1995] que la complexite de la verification de la 
C&P coobservabilite est polynomiale en terme du nombre d'etats et de transitions du 
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precede. En adaptant l'algorithme de [Rudie et Willems, 1995], les auteurs dans [Yoo et 
Lafortune, 2002a] ont montre que la complexite de la verification de la D&A coobservabilite 
est polynomiale en terme du nombre d'etats et de transitions. Les auteurs dans [Yoo 
et Lafortune, 2002a] ont montre que pour une partition EC>A et EcV donnee de £c, la 
complexite de la verification de C&PVD&A COODS est polynomiale en terme du nombre 
d'etats et de transitions. En outre, ils ont montre que si une telle partition existe, alors 
elle peut etre calculee en un temps polynomial. 
Les auteurs dans [Yoo et Lafortune, 2004] ont utilise une architecture conditionnelle qui 
generalise l'architecture C&PVD&A de [Yoo et Lafortune, 2002a] en autorisant les super-
visees locaux a prendre des decisions conditionnelles telles que : 
autoriser a € Ec si aucun autre superviseur n'inhibe a, 
inhiber a e Ec si aucun autre superviseur n'autorise a. 
Les auteurs [Yoo et Lafortune, 2004] ont montre que la classe des langages realises par l'ar-
chitecture conditionnelle englobe celle des langages realises par l'architecture C&PVD&A 
de [Yoo et Lafortune, 2002a]. Dans ce cadre, les auteurs dans [Yoo et Lafortune, 2004] ont 
defini les notions de C&P coobservabilite conditionnelle (ou C&P COND-COOBS) et D&A 
coobservabilite conditionnelle (ou D&A COND-COODS) pour decrire les classes de lan-
gages qui sont realisables sous les architectures conditionnelles. Une classe de langages qui 
englobent les deux precedentes classes, appelee C&PVD&A coobservabilite conditionnelle 
(ou C&PVD&A COND-COOBS) a ete definie de telle sorte qu'un langage est C&PVD&A 
COND-COOBS s'il existe une partition £c,Cond-A et T,Ctccmd-v de Ec de telle sorte que le 
langage est C&P COND-COOBS par rapport a £Cic0nd-A e t D&A COND-COOBS par rap-
port a ECicoW-v- II a ete etabli dans le meme article les relations qui existent entre les 
differentes classes de langages coobservables sous les differentes architectures. Le resume 
de ces relations est montre dans la figure 1.6. II a ete montre dans [Yoo et Lafortune, 2004] 
que la complexite de la verification de la C&P COND-COOBS (ou D&A COND-COOBS) est 
polynomiale en terme du nombre d'etats et de transitions. II a ete aussi montre que pour 
une partition Ecc0nd-A et T>c,Cond-v donnee de Sc, la complexite de la verification de la 
C&PVD&A COND-COOBS est polynomiale en terme du nombre d'etats et de transitions. 
En outre, ils ont montre que si une telle partition existe, alors elle peut etre calculee en 
un temps polynomial. 
Dans [Ricker et Rudie, 2000, 2003], une approche a ete proposee qui permet a chaque 
superviseur local d'utiliser ses observations ainsi que les observations des autres supervi-
seurs locaux pour prendre une decision locale. Les auteurs [Kumar et Takai, 2005] ont 
propose une approche par inference plus generate qui permet d'amenager plus efficace-
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Figure 1.6 Relation entre les differentes classes de langages coobservables 
ment les informations de tous les superviseurs locaux. L'idee principale est que chaque 
superviseur local associe a sa decision un niveau d'ambiguite. En particulier, une decision 
avec un niveau d'ambigui'te nul veut dire que e'est une decision d'autoriser ou d'inhiber 
sans ambiguite. Le principe est que quand le module de fusion recoit plusieurs decisions a 
partir des superviseurs locaux, il selectionne la decision locale "gagnante", c.a.d., la deci-
sion avec le niveau d'ambigui'te le plus bas. L'architecture est dite N-inference si le degre 
d'ambigui'te de toute decision locale gagnante est inferieur ou egal a N, et un langage rea-
lisable sous une architecture AMnference est dit N-inference coobservable. II a ete montre 
dans [Kumar et Takai, 2005, 2007] que la technique de decision par inference generalise 
les architectures C&P (ou D&A) COODS et C&P (ou D&A) COND-COOBS de [Yoo et 
Lafortune, 2002a, 2004], dans le sens ou 0-inference coobservabilite correspond a C&P (ou 
D&A) COOBS et 1-inference coobservabilite correspond a C&P (ou D&A) COND-COOBS. 
En plus de decrire une methode pour effectuer les calculs entre deux niveaux d'ambigui'tes, 
les auteurs dans [Kumar et Takai, 2005, 2007] ont montre que la complexite pour passer 
d'un niveau d'ambigui'te a un autre est polynorniale en terme du nombre d'etats et de 
transitions. Cependant, le probleme majeur de l'inference par ambigui'te est la complexite 
de sa verification. Au fur et a mesure que le niveau d'ambigui'te augmente, le nombre 
d'etats augmente exponentiellement. 
Notons que pour toutes les architectures et techniques discutees jusqu'ici, la complexite est 
exponentielle en terme du nombre de superviseurs locaux. Dans [Khoumsi et Chakib, 2007, 
2008b], les auteurs ont propose une technique qui consiste a ce que chaque superviseur 
local transmet ses observations au module de fusion lorsqu'il ne peut pas prendre de 
decision certaine (c.a.d., ^ 4>). Une telle approche permet une generalisation de toutes les 
architectures et techniques proposees dans la litterature. Cependant, la verification de la 
condition de coobservabilite pour cette approche est indecidable en general dans le cas des 
langages infinis. En considerant des langages finis, une condition de coobservabilite, qui 
18 CHAPITRE 1. INTRODUCTION 
definit la classe de langages realisables sous cette technique, a ete etudiee dans [Khoumsi 
et Chakib, 2008b]. Notons qu'il a ete montre dans [Tripakis, 2004] que le probleme du 
controle decentralise est indecidable en general. 
1.3.3 Diagnostic decentralise 
Dans l'architecture decentralisee, le SED est diagnostique par plusieurs diagnostiqueurs 
locaux ou chacun observe localement et partiellement le SED. Chaque diagnostiqueur local 
emet un diagnostic local concernant I'occurrence d'un defaut. Les diagnostics locaux sont 
ainsi fusionnes par un module de fusion [Debouk et al., 2000; Kumar et Takai, 2006, 2009; 
Qiu et Kumar, 2004, 2006; Su et Wonham, 2000; Takai et Kumar, 2006; Wang et al, 2004, 
2005, 2007]. 
Formellement, soit un precede G et n diagnostiqueurs locaux (Diagl)\<l<n. Chaque diag-
nostiqueur Diagl observe l'ensemble des evenements E0]i a travers la projection naturelle 
Pt : E* —> E* j . Soit alors E0 = U,=i nE0], l'ensemble des evenements pouvant etre ob-
serves par au moins un diagnostiqueur local. Chaque Diagt emet un diagnostic local et 
l'ensemble des diagnostics locaux sont fusionnes pour synthetiser un diagnostic global per-
mettant de respecter un objectif de diagnostic. La fusion est effectuee par un module de 
fusion selon une fonction qui peut etre avec memoire (e.g., AEF) ou sans memoire (e.g., 
fonctions booleennes). L'ensemble englobant les projections (Pi),=i,...,n, les diagnostiqueurs 
locaux et le module de fusion forment ce qu'on appelle un diagnostiqueur decentralise. II y 
a trois objectifs de diagnostic qui ont ete largement etudies dans la litterature, a savoir : 
0 1 : Le diagnostiqueur decentralise doit detecter I'occurrence d'un defaut apres un delai 
borne. 
0 2 : A chaque execution non defaillante, le diagnostiqueur doit emettre un diagnostic 
negatif apres un delai borne. 
0 3 : Si aucun defaut n'a ete execute, alors le diagnostiqueur doit diagnostiquer avec 
certitude que le systeme etait non defaillant dans un passe borne. 
Dans [Debouk et al., 2000], les auteurs ont developpe quelques methodes du diagnostic 
decentralise, chacune est basee sur un protocole de communication entre les diagnosti-
queurs locaux. L'un d'eux est appele le Protocole 3, pour lequel chaque diagnostiqueur 
local opere sans communication avec les autres. lis prennent des diagnostics locaux a 
propos de I'occurrence d'un defaut, et envoient leurs diagnostics a un module de fusion 
qui calcule par disjonction un diagnostic global. Les auteurs dans [Debouk et al., 2000] 
ont considere l'objectif O l ou le langage qui peut etre diagnostique selon cet objectif est 
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dit "diagnostiquable sous le Protocole 3". Qiu et Kumar [Qiu et Kumar, 2004, 2006] ont 
etudie le meme objectif ou le langage qui peut etre diagnostique sous l'objectif O l est 
appele codiagnostiquable (ou CODIAG). Les auteurs de [Qiu et Kumar, 2006] ont etudie 
aussi l'objectif 0 2 , un langage diagnostiquable sous les deux objectifs O l et 0 2 est dit 
fortement codiagnostiquable. 
Dans [Wang et ai, 2004], les auteurs ont etudie les deux objectifs O l et 0 2 , les langages 
pouvant etre diagnostiques correctement sous ces deux objectifs ont ete respectivement 
nommes F-codiagnostiquable (ou plus simplement F-CODIAG) et NF-codiagnostiquable 
(ou plus simplement NF-CODIAG). Les auteurs de [Wang et al., 2004] se sont inspires 
du controle supervise des SED [Yoo et Lafortune, 2002a, 2004] pour etudier le diagnos-
tic decentralise des SED. Ainsi, ils ont etabli une correspondance entre les architectures 
conjonctives et disjonctives de [Yoo et Lafortune, 2002a, 2004] et les notions F-CODIAG et 
NF-CODIAG, respectivement. Comme pour le controle, les auteurs ont defini la notion de 
codiagnostiquabilite pour definir la classe de langages qui sont diagnostiquables sous une 
architecture generate qui regroupe les architectures conjonctive et disjonctive. En divisant 
l'ensemble des fautes E/ en deux sous-ensembles, £^A et E/,v, un langage est dit FVNF-
CODIAG s'il est F-CODIAG par rapport a E/)A et NF-CODIAG par rapport a E/,v Dans 
le meme article [Wang et ai, 2004], les auteurs ont etudie (comme dans le controle) une 
architecture conditionnelle ou chaque diagnostiqueur local emet un diagnostic qui depend 
des autres diagnostics locaux. Ainsi, les decisions comme "positive si aucun autre n'emet 
negative" et "negative si aucun autre n'emet positive" ont ete considerees. Dans ce cadre, 
les auteurs dans [Wang et ai, 2004] ont defini les notions de F-CODIAG conditionnelle (ou 
F-COND-CODIAG) et NF-CODIAG conditionnelle (ou NF-COND-CODIAG) pour decrire les 
classes de langages qui sont diagnostiquables sous les architectures conditionnelles. Une 
classe de langages qui englobent les deux precedentes classes, appelee CODIAG condition-
nelle ou plus simplement FVNF-COND-CODIAG, a ete definie de telle sorte qu'un langage 
est FVNF-COND-CODIAG s'il existe une partition E/,cond-A et ^f,c<md-v de E/ de telle 
sorte que le langage est F-COND-CODIAG par rapport a E^ond-A et NF-COND-CODIAG 
par rapport a E/,c<»id-v- II a ete etabli dans le meme article les relations qui existent 
entre les differentes classes de langages diagnostiquables sous les differentes architectures, 
le resume de ces relations est montre dans la figure 1.7. 
Cependant, les deux notions de F-codiagnostiquabilite (ou codiagnostiquabilite dans [Qiu 
et Kumar, 2006]) et NF-codiagnostiquabilite (ou la deuxieme condition de la codiagnos-
tiquabilite forte dans [Qiu et Kumar, 2006]) ne sont pas equivalentes dans I'architecture 
centralisee. Pour resoudre ce probleme, les auteurs dans [Wang et a/., 2005] ont considere 






Figure 1.7 Relation entre les differentes classes de langages codiagnostiquables 
selon les objectifs O l et 0 2 
les classes de langages qui sont diagnostiquables en considerant I'objectif 0 3 au lieu de 
0 2 pour detecter un comportement non defaillant. L'architecture qui est utilisee pour 
detecter les comportements non defaillants est une architecture disjonctive (comme pour 
I'objectif 02 ) , c.a.d., les decisions locales sont fusionnees disjonctivement. Les langages 
diagnostiquables sous cette architecture sont dits NF-CODIAG (n'a pas le meme sens que 
dans [Wang et al., 2004]). La meme demarche utilisee dans [Wang et al., 2004] a ete sui-
vie pour etablir les notions de F[NF]-CODIAG, CODIAG, F[NF]-CODIAG conditionnelle 
et FVNF-COND-CODIAG. Le diagramme de relations entre les differentes classes de lan-
gages est le meme que dans [Wang et al, 2004] (voir la figure 1.7 en considerant I'objectif 
0 3 au lieu de 02) , a l'exception du fait que les notions F-CODIAG et NF-CODIAG sont 
equivalentes dans le cas centralise. 
Dans [Wang et al., 2007], les auteurs ont defini un cadre general pour etudier le diagnostic 
decentralise. Selon leur approche, n diagnostiqueurs locaux Diagt, i = l...n, sont utilises 
pour detecter un defaut / , ou chaque Diagl fait un diagnostic local ht qui est un element 
d'un ensemble LD de decisions locales. Les diagnostics locaux sont fusionnes par un module 
de fusion selon une fonction globale D : LDn —> {positive, negative}. Les auteurs ont 
introduit la notion de D-codiagnostiquabilite pour decrire les langages pour lesquels il 
existe des fonctions de diagnostics locaux (/ij)l=i,....n telles que les objectifs O l et 0 3 sont 
respectes. lis ont etudie les deux cas suivants : 
\LD\ = 1, ce cas regroupe F-CODIAG de [Wang et al., 2004, 2005] et NF-CODIAG 
de [Wang et al., 2005]. Ces deux notions sont respectivement appelees A-CODIAG et 
V-CODIAG dans [Wang et al, 2007]. 
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\LD\ = 2, ce cas regroupe F-COND-CODIAG de [Wang et al, 2004, 2005] et NF-COND-
' CODIAG de [Wang et al, 2005]. Ces deux notions sont respectivement appelees A-COND-
CODIAG et V-COND-CODIAG dans [Wang et al, 2007]. 
En adoptant la formulation definie dans [Wang et al., 2007], la relation entre les architec-
tures decentralisees elaborees dans le controle des SED et le diagnostic des SED est plus 
explicite. En effet, les architectures conjonctive et disjonctive dans le controle peuvent etre 
aisement projetees dans le diagnostic en remplagant la decision "autoriser" (un evenement) 
par (un diagnostic) "positif" et la decision "inhiber" (un evenement) par (un diagnostic) 
"negatif". La meme demarche est vraie pour les architectures conditionnelles. 
Sengupta et Tripakis dans [Sengupta et Tripakis, 2002] ont etudie le cas ou le module de 
fusion peut etre n'importe quelle fonction arbitraire sans memoire et les decisions locales 
comme etant les traces observees. lis definissent la diagnostiquabilite conjointe (en anglais, 
joint diagnosability) comme une caracterisation de la classe de langages diagnostiquables 
sous ces conditions, et ils ont montre que la diagnostiquabilite conjointe est indecidable. 
Un algorithme de complexite polynomiale en terme du nombre d'etats et de transitions du 
procede a ete developpe pour verifier si un langage peut etre diagnostique sous l'objectif 
O l [Qiu et Kumar, 2006]. Un test de codiagnostiquabilite forte (c.a.d., en considerant les 
objectifs O l et 02) de complexite polynomiale en terme du nombre d'etats et de transi-
tions du procede, a ete etudie dans [Qiu et Kumar, 2006] (voir aussi [Qiu et Kumar, 2004)). 
En s'inspirant de l'algorithme de verification de F-CODIAG de [Qiu et Kumar, 2004), les 
auteurs de [Wang et al, 2005, 2007] ont elabore un algorithme, de complexite polyno-
miale en terme du nombre d'etats et de transitions, pour la verification de NF-CODIAG 
selon l'objectif 0 3 . Dans [Wang et al, 2007], un algorithme, de complexite polynomiale 
en terme du nombre d'etats et de transitions, pour la verification de F-COND-CODIAG (ou 
A-COND-CODIAG) et NF-COND-CODIAG (ou V-COND-CODIAG) a ete propose. Cepen-
dant, dans toutes les architectures et techniques etudiees, la complexite est exponentielle 
en terme du nombre de diagnostiqueurs locaux. 
En s'inspirant de la technique de controle de [Kumar et Takai, 2005, 2007], les auteurs dans 
[Kumar et Takai, 2006, 2009] ont propose une technique appelee inference par ambiguite 
qui generalise les cas speciaux \LD\ = 1 et \LD\ = 2 de [Wang et al, 2007]. L'idee 
de leur approche est basee sur le fait que chaque diagnostiqueur local associe un niveau 
d'ambigui'te a chaque diagnostic local. Le module de fusion selectionne le diagnostic local 
''gagnant", c.a.d., ayant le plus petit degre d'ambigui'te. Si deux diagnostiqueurs locaux 
emettent deux diagnostics differents avec le meme degre d'ambigui'te minimal, alors le 
diagnostic effectif est <b qui veut dire que le diagnostiqueur decentralise est incertain. 
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L'architecture est dite N -inference si le degre d'ambigui'te de toute decision locale gagnante 
est inferieur ou egal a TV. Dans [Kumar et Takai, 2006] les auteurs ont considere I'objectif 
O l , et un langage diagnostiquable conformement a cet objectif avec l'architecture TV-
inference est dit TV-inference F-diagnostiquable. Dans [Kumar et Takai, 2006, 2009], le 
diagnostic global peut etre positif, negatif ou incertain (represente par la decision </>). 
L'approche de l'inference par ambiguite permet aussi d'atteindre I'objectif suivant : 
0 4 : Le diagnostiqueur n'engendre pas de fausse alarme, c.a.d., un diagnostic positif n'est 
pas emis avant l'occurrence d'un defaut et un diagnostic negatif n'est pas emis apres 
l'occurrence d'un defaut. 
II faut noter que dans [Kumar et Takai, 2006, 2009) si le diagnostic global (j> est remplace 
par 0 (negatif), alors I'objectif de [Wang et al., 2005, 2007] devient equivalent a celui de 
[Kumar et Takai, 2006, 2009]. Les auteurs dans [Kumar et Takai, 2006, 2009] ont compare 
l'architecture TV-inference avec les autres architectures dans les cas particuliers TV = 0 
et TV = 1. Ainsi, ils ont montre que la 0-inference F-diagnostiquabilite est equivalente a 
la codiagnostiquabilite de [Qiu et Kumar, 2006] (F-CODIAG de [Wang et al, 2004, 2005, 
2007) et A-CODIAG de [Wang et al., 2007]). II a ete aussi montre que la 1-inference F-
diagnostiquabilite est plus forte que la F-COND-CODIAG (ou A-COND-CODIAG) [Wang 
et al, 2004, 2005, 2007]. 
Dans [Takai et Kumar, 2006], la technique de l'inference par ambiguite a ete utilisee dans 
le but d'obtenir I'objectif suivant : 
0 5 : Apres toute execution saine de longueur suffisamment longue, un diagnostic global 
negatif doit etre emis. 
En outre, par construction du diagnostiqueur decentralise par inference, I'objectif 0 4 
(aucune fausse alarme) est assure (comme dans [Kumar et Takai, 2006, 2009]). Un lan-
gage diagnostiquable conformement a I'objectif 0 5 avec l'architecture TV-inference est dit 
TV-inference NF-diagnostiquable. Pour comparer l'approche par inference avec les autres 
etudes et approches, les auteurs ont considere les proprietes de l'architecture TV-inference 
dans les cas particuliers ou TV = 0 et TV = 1. Ainsi, ils ont montre que la propriete 0-
inference NF-diagnostiquabilite est plus faible que NF-codiagnostiquabilite dans [Wang 
et al, 2004] (ou la deuxieme condition de la codiagnostiquabilite forte dans [Qiu et Ku-
mar, 2006]). II a ete aussi montre dans [Takai et Kumar, 2006] que la propriete 0-inference 
NF-diagnostiquable est plus forte que NF-CODIAG de [Wang et al, 2005] (ou V-CODIAG 
de [Wang et al., 2007]). De meme, il a ete montre dans [Takai et Kumar, 2006] que la 
propriete 1-inference NF-diagnostiquable est plus forte que NF-COND-CODIAG de [Wang 
et a/., 2005] (ou V-COND-CODIAG de [Wang et al, 2007]). En considerant les objectifs 
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O l dans [Kumar et Takai, 2006, 2009] et 0 5 dans [Takai et Kumar, 2006, 2010], les au-
teurs ont montre que la complexite pour passer d'un niveau d'ambigui'te a un autre est 
polynomiale en terme du nombre d'etats et de transitions. 
Xotons que pour toutes les architectures et techniques discutees dans le cadre du diagnos-
tic decentralise, la complexite est exponentielle en terme du nombre de diagnostiqueurs 
locaux. La technique de l'inference par ambiguite permet la diagnostiquabilite d'une plus 
large classe de langages. Cependant, le probleme majeur de l'inference par ambiguite est 
la complexite de sa verification. Au fur et a mesure que le niveau d'ambiguite augmente, 
le nombre d'etats augmente exponentiellement. 
1.4 Problematique, motivations et objectifs de la these 
1.4.1 Etude des SED : necessite et defis 
De nos jours, les systemes technologiques sont devenus tres complexes (materiel informa-
tique, logiciel, systeme de telecommunication, usine manufacturiere, etc), et cette com-
plexite croit continuellement de sorte que les anciennes techniques intuitives utilisees pour 
leur conception, leur etude et leur realisation deviennent inadaptees. Plus specialement, 
les logiciels et les materiaux informatiques connaissent une croissance encore plus mar-
quante dans leurs tailles et fonctionnalites. Par exemple, un vehicule moderne contient 
typiquement entre une douzaine a environ 100 unites electroniques, et quelques millions 
de lignes de code [Cook et al., 2007]. En 2007, on estimait qu'en 2010, le nombre de lignes 
de code estime devrait atteindre l'ordre de centaines de millions [Sangiovanni-Vincentelli, 
2007]. A cause de cette complexite croissante, la probability pour qu'une erreur (ou panne) 
inattendue survienne est de plus en plus grande. Plus encore, quelques erreurs peuvent 
provoquer des accidents tres graves causant des pertes economiques ou humaines. II de-
vient done primordial de developper des methodes formelles d'analyse, de conception et 
de realisation des systemes logiciels et electroniques quelque soit leur complexite. Cela fa-
vorise le developpement d'outils logiciels supportant ces methodes formelles pour verifier 
ou garantir automatiquement l'exactitude des systemes tres complexes. Dans ce cadre, 
Fetude des SED a ete introduite avec I'objectif de developper des methodes formelles pour 
repondre a des besoins pressants, tels que le controle, le diagnostic, le pronostic, le test et 
la verification des comportements discrets des systemes technologiques. 
Un des problemes les plus importants (sinon le plus important) auxquels sont confronted 
les concepteurs de methodes formelles pour les SED, e'est la complexite (en temps d'exe-
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cution et en memoire utilisee) qui peut croitre d'une maniere inacceptable (par exemple 
exponentielle). Lors du developpement d'une methode formelle, il faut done toujours s'as-
surer que sa complexite se trouve dans des limites acceptables. 
Dans cette these, nous nous interessons en particulier au controle et au diagnostic. Dans 
ces deux domaines, on est confronte au probleme de complexite qui est en partie du a 
la composition d'automates. II est done important de developper des methodes evitant le 
plus possible les compositions d'automates. 
Dans la majorite des cas, les systemes technologiques modelises en SED se presentent sous 
une forme distribute ou plusieurs SED fonctionnent ensemble pour realiser un compor-
tement general. La meilleure approche pour controler ou diagnostiquer de tels SED est 
Fapproche decentralisee, car autrement on devrait proceder a une composition des sous-
systemes du SED distribue. Cependant, le controle et le diagnostic decentralises des SED 
doivent faire face a trois defis majeurs qui mettent en question leur efficacite. 
1. Le premier defi est de developper des methodes de construction de decideurs (super-
visees ou diagnostiqueurs) avec des complexites de calcul acceptables. Bien que les 
architectures decentralisees permettent de reduire la complexite due a la composi-
tion d'automates, il reste d'autres operations engendrant la complexite, telles que la 
projection d'automates sur des sous-alphabets. 
2. Le second defi est d'obtenir des conditions de coobservabilite et de codiagnostiqua-
bilite les moins contraignantes possibles. II s'agit de developper des architectures de 
decideurs (superviseurs ou diagnostiqueurs) pouvant traiter des cas qui ne pouvaient 
pas etre traites par des architectures existantes. 
3. Le troisieme defi est de developper des methodes non complexes de verification des 
conditions de coobservabilite et de codiagnostiquabilite. 
Dans cette these, nous nous interessons particulierement aux deuxieme et troisieme defis. 
1.4.2 Limitations des architectures decentralisees existantes 
Un probleme important relatif au controle et au diagnostic est que chaque architecture 
developpee peut traiter un ensemble limite de langages defini par une propriete de coob-
servabilite ou codiagnostiquabilite associee a I'architecture en question. Afin de repousser 
cette limitation, des architectures et techniques de plus en plus generates ont ete develop-
pees. Le fait qu'une architecture A est plus generale qu'une architecture B, se traduit par 
le fait que la condition de coobservabilite ou codiagnostiquabilite relative a A est moins 
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contraignante que celle relative a B. Par consequent, il existera des cas ou la coobserva-
bilite ou diagnostiquabilite relative a A est respectee alors que celle relative a B ne Test 
pas. Dans la section 1.3, nous avons presente les differentes versions de coobservabilites et 
de codiagnostiquabilites qui ont ete etudiees dans la litterature. 
Un autre probleme majeur relatif au controle et au diagnostic des architectures decentrali-
sees est la complexite de la verification de la coobservabilite et de la codiagnostiquabilite. 
En effet, que se soit pour le controle ou le diagnostic decentralises, dans toutes les archi-
tectures et techniques etudiees, la complexite est exponentielle en terme du nombre de 
superviseurs ou diagnostiqueurs locaux. La technique de I'inference par ambiguite permet 
la realisation et la diagnostiquabilite d'une plus large classe de langages. Cependant, le 
probleme majeur de I'inference par ambiguite est la complexite de sa verification. Au fur 
et a mesure que le niveau d'ambigui'te augmente, le nombre d'etats augmente exponen-
tiellement. Ainsi, on voit que le prix a payer pour avoir des classes de langages plus larges 
est une complexite plus elevee. 
1.4.3 Objectifs poursuivis 
Comme on l'a explique dans la sous-section precedente, l'etude du controle et du diag-
nostic decentralises fait face a un dilemme : trouver des conditions de coobservabilite et 
codiagnostiquabilite les plus generales possibles, mais dont la verification n'est pas trop 
complexe. L'objectif de la presente these est de resoudre ce dilemme le mieux que nous 
pouvons. Cela consiste en deux objectifs qui correspondent respectivement aux second 
et troisieme defis exprimes dans la section 1.4.1. Voyons ces deux objectifs un peu plus 
precisement : 
1. Depuis l'apparition de la technique de I'inference par ambiguite en 2005 [Kumar 
et Takai, 2005], aucune architecture plus generate n'a ete proposee. Notre premier 
objectif dans cette these est justement de proposer une nouvelle approche qui nous 
a permis de developper des architectures dite multi-decisionnelles qui sont plus ge-
nerales que toutes celles existantes, incluant l'architecture par inference. 
2. Notre second objectif est de developper une methode efficace pour verifier les co-
observabilite et codiagnostiquabilite associees aux architectures multi-decisionnelles 
que nous avons developpees. Par "methode efficace", nous voulons dire une me-
thode de verification de coobservabilite et codiagnostiquabilite dont la complexite 
(en temps de calcul et en memoire utilisee) n'est pas plus elevee que les methodes 
de verification developpees pour des architectures decentralisees moins generales. 
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1.5 Contributions, resultats et organisation de la these 
1.5.1 Con t r i bu t i ons 
Principe de I'approche multi-decisionnelle dans la prise de decision 
Nous avons discute dans la section 1.3 du principe de la prise de decision dans les architec-
tures decentralises (la figure 1.5 presente un schema general d'un decideur decentralise). 
L'objectif de chaque decideur decentralise est de prendre des decisions globales qui res-
pectent un objectif (ou propriete) Pr donne. II y a differents types d'objectifs, voir la 
section 1.2 pour les differents types d'objectifs lies au controle, au diagnostic et au pro-
nostic des SED. 
La principale contribution de cette these est de proposer une nouvelle approche, appe-
lee multi-decision ou multi-decisionnelle. Le principe de la multi-decision est base sur 
l'utilisation de plusieurs (disons p) decideurs decentralises (DI>7)J=ii...ip qui fonctionnent 
simultanement et en parallele. Les decisions globales des decideurs decentralises sont fu-
sionnees afin d'obtenir une decision effective, comme illustre dans la figure 1.8. Chaque 
DD3 a la structure de la figure 1.5, c.a.d., il regroupe un ensemble de decideurs locaux 
{Dec3l)l£i dont les decisions locales sont fusionnees par un module de fusion DJ afin d'ob-
tenir une decision globale respectant une propriete Pr1. Chaque decideur decentralise DD3 
peut done etre note ((Dec^)te/,DJ). Les decisions globales des p (DD>)J=i p sont fusion-
nees par un module D afin que la decision effective respecte la propriete desiree Pr. Le 
decideur obtenu est dit multi-decisionnel et peut etre note DD = ((DDJ)J=i P ,D) = 
(((Dec^)t€/,DJ)J=i, .,P,D). L'architecture obtenue est dite multi-decisionnelle et notee D-
( D \ . . . . D p ) . 
Le fait d'utiliser plusieurs architectures decentralisees revient a considerer une seule ar-
chitecture decentralisee dont chaque decideur local engendre plusieurs decisions locales au 
lieu d'une seule. D'ou l'utilisation du terme "multi-decision". 
Principe de I'approche multi-decisionnelle dans la prise de decision dans le controle 
des SED 
Le calcul des decisions locales et globales des superviseurs decentralises, dependamment 
de l'architecture ou technique appliquee, fait appel aux ensembles £a et Va (voir la section 
1.2.2). Pour plus de details sur les prises des decisions locales et globales dans le controle 
decentralise, voir [Kumar et Takai, 2005, 2007], L'utilisation de Sa et Va est implicite dans 
[Yoo et Lafortune. 2002a, 2004). 
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Figure 1 8 Schema general d'un decideur multi-decisionnel 
Dans le cas du controle supervise, l'approche multi-decisionnelle est appelee controle multi-
decisionnel. Les decideurs decentralises DD3 de la figure 1.8 sont appeles superviseurs 
decentralises et notes Sup3. Les decideurs locaux Dec3, sont appeles superviseurs locaux 
et notes Sup3. Ainsi, le controle multi-decisionnel consiste a utiliser plusieurs (disons p) 
superviseurs decentralises (Sup3)j=i,
 )P fonctionnant en parallele Chaque superviseur de-
centralise Sup3 est done defini par un ensemble de superviseurs locaux {Sup3l)l=i< >n et un 
module de fusion D3, et il est ainsi note Sup3 = ((Supl)t=i< n , D3). Les decisions globales 
de tous les superviseurs decentralises (5wpJ)J=i) iP sont ensuite fusionnees selon une fonc-
tion de fusion D afin d'obtenir une decision effective qui sera appliquee au precede. Le 
systeme compose des superviseurs decentralises (Sup3)J=it iP et de la fonction de fusion 
D est appele superviseur multi-dectsionnel qu'on note Sup = ((Sup3)J=it ,P ,D), et qui a 
pour but de controler le precede afin de realiser une specification donnee. L'architecture 
obtenue est notee D-(D1,. ., Dp). 
Nous avons etudie les cas ou la decision effective est obtenue en fusionnant les decisions 
globales des differents p superviseurs decentralises (Sup3)J=it ,p, disjonctivement (D = V) 
ou conjonctivement (D = A). Dans le cas D = V, pour chaque a G T.c, on utilise une 
decomposition {£*,...,£%} de £a telle que chaque superviseur decentralise Sup3 prend 
sa decision en se basant sur le couple {£30,Va) au lieu de (£a,X><,). Dans le cas D = A, 
pour chaque a G Ec, on utilise une decomposition {£>*,... ,£>£} de T>a telle que chaque 
superviseur decentralise Sup3 prend sa decision en se basant sur le couple (£CT,2%) au lieu 
&*{£„.V„). 
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Principe de I'approche multi-decisionnelle dans la prise de decision dans le diag-
nostic des SED 
Concernant le diagnostic decentralise, le calcul des diagnostics locaux est base sur les 
ensembles T et H (voir la section 1.2.3). Le calcul des diagnostics locaux et globaux 
depend de I'architecture ou technique appliquee. Pour plus de details sur les prises des 
decisions locales dans le diagnostic decentralise, voir [Kumar et Takai, 2006, 2009; Takai 
et Kumar, 2006; Wang et ai, 2004, 2005, 2007]. 
Dans le cas du diagnostic, I'approche multi-decisionnelle est appelee diagnostic multi-
decisionnel. Les decideurs decentralises DD3 de la figure 1.8 sont alors appeles diagnos-
tiqueurs decentralises et notes Diag3. Les decideurs locaux Dec3 sont appeles diagnos-
tiqueurs locaux et notes Diag3.. Ainsi, le diagnostic multi-decisionnel est base sur l'uti-
lisation de plusieurs (disons p) diagnostiqueurs decentralises (Diag3)J=ii,,,tP fonctionnant 
en parallele. Chaque diagnostiqueur decentralise Diag3 est done defini par un ensemble 
de diagnostiqueurs locaux (Diag3)l=1^^n et un module de fusion DJ, et il est ainsi note 
Diag3 = ((Diag3t)l=i n , D3). Les diagnostics globaux de tous les diagnostiqueurs decentra-
lises (Diag3)j=1„..:P sont ensuite fusionnes selon une fonction de fusion D afin d'obtenir un 
diagnostic effectif. Le systeme compose des diagnostiqueurs decentralises (Diag3)J=i:„^p 
et de la fonction de fusion D est appele diagnostiqueur multi-decisionnel, qu'on note 
Diag = ((Diag3)J=iz...tP,D), et qui a pour but de diagnostiquer le procede dans le but 
de respecter un objectif de diagnostic. L'architecture obtenue est notee D-(D 1 , . . . , Dp). 
Nous avons etudie les cas ou le diagnostic effectif est obtenu en fusionnant les diagnos-
tics globaux des differents diagnostiqueurs decentralises (Diag3)J=ii...,p, disjonctivement 
(D = V) ou conjonctivement (D = A). Dans le cas D = V, on utilise une decomposition 
(Tl,..., J79) de T telle que chaque diagnostiqueur decentralise Diag3 fait un diagnostic 
en se basant sur le couple (lF3,Ti) au lieu de {!F,H). Dans le cas D = A, on utilise une 
decomposition (H1,. •. ,7ip) de H telle que chaque diagnostiqueur decentralise Diag3 fait 
un diagnostic en se basant sur le couple (F,W) au lieu de (J:,'H). 
1.5.2 Resul ta ts 
Controle multi-decisionnel 
Le controle multi-decisionnel a ete etudie en detail dans le cas ou les architectures des 
superviseurs decentralises sont bien definies. Plus precisement, le cas ou I'architecture est 
une C&P, D&A , C&P conditionnelle, D&A conditionnelle ou inference par ambigui'te. 
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La reference [Chakib et Khoumsi, 2008b] contient la premiere tentative pour l'utilisation 
du principe multi-decisionnel afin de generaliser I'architecture C&P. La nouvelle architec-
ture est dite C&P multi-decisionnelle. On utilise une decomposition {£*....,£%} de £a 
et l'operateur de fusion D = V. La notion de C&P p-coobservabilite a ete definie pour 
caracteriser la classe de langages realisables sous I'architecture C&P multi-decisionnelle. 
Une specification K est dite C&P p-coobservable si, pour chaque a 6 Ec, il existe une 
decomposition {£l ££} de £„ telle que. pour chaque £3a. (££,Va) est C&P COOBS. 
Le principe du controle multi-decisionnel est base sur des decompositions des langages 
£a et T>a. Comme la decomposition d'un langage infini pose, en general, un probleme de 
decidability, on a propose dans [Chakib et Khoumsi, 2008a,b], dans le cas des langages re-
guliers, une methode qui transforme le probleme de la decomposition d'un langage regulier 
infini (en l'occurrence £„ ou Va) en un probleme de decomposition de l'ensemble d'etats 
marques d'un AEF A acceptant £a ou T>a. On a ainsi defini une notion de coobservabilite 
multi-decisionnelle forte par rapport a A, pour caracteriser la classe de langages realisables 
sous les architectures multi-decisionnelles, en considerant des decompositions {£#,..., £%} 
de £„ ou {T>1,...,!)?} de PCT, qui respectent la condition suivante : £3a (ou T>1) contient 
toutes les traces menant a un ou plusieurs etats marques de l'AEF acceptant £a (ou T>a). 
Dans [Chakib et Khoumsi, 2008a], on a propose une methode qui permet, a partir d'un 
AEF A\ acceptant £a, pour lequel £a n'est pas C&P p-coobservable par rapport a A\, de 
calculer un autre AEF Ai pour lequel £a est C&P p-coobservable par rapport a A2-
Dans la reference [Chakib et Khoumsi, 2008a] (presentee au chapitre 2), en plus de I'archi-
tecture C&P multi-decisionnelle, on a etudie le controle multi-decisionnel dans le cas des 
architectures D&A et C&PVD&A. La notion de D&A p-coobservabilite a ete definie pour 
caracteriser la classe de langages realisables sous I'architecture D&A multi-decisionnelle. 
Une specification K est dite D&A p-coobservable si, pour chaque a e Ec. il existe une 
decomposition {T>1,... ,T>P} de Va telle que. pour chaque VJa, (f^X^) est D&A Co-
oes. L'architecture C&PVD&A multi-decisionnelle a ete definie pour generaliser les deux 
architectures C&P multi-decisionnelle et D&A multi-decisionnelle. L'idee principale est 
de partitionner l'ensemble des evenements controlables Ec en deux sous-ensembles dis-
joints EC)A et Ec,v, c.a.d., Ec = ECiA U Ec,v et ECiA n Ec>v = 0. Les architectures C&P 
multi-decisionnelle et D&A multi-decisionnelle sont respectivement appliquees aux evene-
ments de ECiA et ECjV. Ainsi, la classe de langages realisables par I'architecture C&PVD&A 
multi-decisionnelle englobe les classes de langages realisables par les architectures C&P 
multi-decisionnelle et D&A multi-decisionnelle. Nous proposons aussi dans ce chapitre, 
une methode qui permet de transformer un AEF, pour qui la condition de coobservabi-
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lite multi-decisionnelle n'est pas satisfaite, en un autre AEF pour qui cette condition est 
satisfaite. 
Dans la reference [Chakib et Khournsi, 2011b] (presentee au chapitre 3) on a propose 
la forme genenque du controle multi-decisionnel, qui consiste a utiliser des superviseurs 
decentralises qui fonctionnent en parallele et dont les decisions sont fusionnees par un 
module de fusion. Nous avons identifie des conditions suffisantes qui rendent une archi-
tecture decentralisee eligible pour etre utilisee dans une architecture multi-decisionnelle. 
Nous avons effectue une etude generique de l'approche multi-decisionnelle en considerant 
plusieurs architectures eligibles fonctionnant en parallele. Ainsi, nous avons etudie en de-
tail les cas ou la decision finale est obtenue en combinant les decisions globales de tous 
les superviseurs decentralises Sup3 (j E {l,...,p}) soit disjonctivement (D = V) soit 
conjonctivement (D = A). Dans le cas D = V (resp., D = A), pour chaque a G Ec, 
nous utilisons une decomposition (£*,... , £p) de £a (resp., {T>1,... , X>p) de T>a) telle que 
chaque superviseur decentralise Sup3 prend sa decision en se basant sur {£3a,T>0) (resp., 
(£(7, XV)). Nous avons etudie en detail le cas D = V (c.a.d., decomposition de £a), mais 
nous avons explique comment les resultats peuvent etre adaptes au cas D = A (c.a.d., 
decomposition de V„). Dans le cas D = V, nous avons defini la notion de V-(DX , . . . , Dp)-
COOBS, qui est utile pour caracteriser la classe de langages realisables sous l'architecture 
V-(DX,..., Dp). En plus, nous avons montre que la classe de langages realisables sous l'ar-
chitecture V-(DX , . . . . Dp) englobe la classe de langages realisables sous l'architecture DJ, 
pour chaque j € { 1 , . . . ,p}. Dans le but de montrer l'efficacite de notre approche, nous 
avons applique l'approche multi-decisionnelle au cas special ou plusieurs (disons p) InfN -
superviseurs (j = 1 • • • p) a inference par ambiguite fonctionnent en parallele et dont les 
decisions globales sont fusionnees disjonctivement. 
Dans la reference [Chakib et Khoumsi, 2011c] (presentee au chapitre 4), on a propose une 
methode (et l'algorithme correspondant) qui verifie si {£a,V„) est V-(InfNl,- • • ,Inf N )-
COOBS par rapport a un AEF At0 donne acceptant ^„ ,oup est un entier (inferieur ou egal 
au nombre des etats marques de l'AEF Aca) calcule par l'algorithme. La meme methode 
nous permet d'obtenir un algorithme qui verifie si (£„, T>a) est A-(InfNi ,• • • ,InfN )-CoOBS 
par rapport a un AEF Av„ donne acceptant T>a, ou p est un entier (inferieur ou egal au 
nombre des etats marques de l'AEF Av„) calcule par l'algorithme. Nous avons montre 
que la complexite de l'algorithme, dans le pire des cas, n'augmente pas avec le nombre 
des superviseurs decentralises fonctionnant en parallele. Plus precisement, la complexite de 
verification de la coobservabite selon l'architecture multi-decisionnelle est, dans le pire cas, 
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du meme ordre de grandeur que celle de la verification de la coobservabite selon une des 
architectures decentralisees en parallele qui constituent Tarchitecture multi-decisionnelle. 
Diagnostic multi-decisionnel 
Dans la reference [Khoumsi et Chakib, 2008a], le principe multi-decisionnel a ete elabore 
pour le diagnostic des SED selon les objectifs O l , 0 4 et 0 5 (voir la section 1.3.3). Ainsi, 
la notion de F-p-CODlAG a ete definie pour caracteriser la classe de langages diagnosti-
quables selon les objectifs O l et 0 4 . Le couple {T, H) est dit F-p-CoDlAG s'il existe une 
decomposition {Hl,..., Hp) de H telle que, pour tout W, (F, W) est F-CODIAG. La no-
tion de NF-p-CODlAG a ete definie pour caracteriser la classe de langages diagnostiquables 
selon les objectifs 0 4 et 0 5 . Le couple {F, H) est dit NF-p-CoDlAG s'il existe une decom-
position {J71,..., J7?} de T telle que, pour tout J71, (J73 ,Ti) est NF-CODIAG. La propriete 
FANF-p-CODIAG a ete introduite pour caracteriser la classe de langages diagnostiquables 
selon les objectifs O l , 0 4 et 0 5 . Le couple (J7, H) est dit FANF-p-Co-DlAG s'il est a la fois 
F-p-Cc-DIAG et NF-p-CODIAG. Comme les conditions de F-p-CODlAG et NF-p-CODlAG 
et FANF-p-CODlAG sont basees sur des decompositions de langages, generalement infinis, 
des versions plus fortes de ces conditions ont ete definies pour resoudre ce probleme. Ainsi, 
une condition a ete introduite pour transformer les decompositions des langages T et H 
en des decompositions des ensembles d'etats marques d'AEF acceptant respectivement T 
et W. 
Dans la reference [Chakib et Khoumsi, 2009], l'approche multi-decisionnelle est etudiee 
dans un cadre generique dans le but de generaliser toutes les architectures fonctionnant en 
parallele. Plus specifiquement, on a etudie le cas ou tous les diagnostiqueurs decentralises 
{Diag2)3=x p diagnostiquent le precede selon l'architecture D&A, et leurs diagnostics 
sont fusionnes conjonctivement, c.a.d., D = A, afin que le diagnostic effectif respecte les 
objectifs O l et 0 4 . L'architecture obtenue est notee A-Vp. 
Dans la reference [Chakib et Khoumsi, 2011a] (presentee au chapitre 5), on a etudie le 
diagnostic multi-decisionnel dans un cas plus general. Plus precisement, les architectures A-
(InfNi,- • • .InfN ) et V-(Inf Nl,- • •, Inf N ) ont ete definies pour decrire le cas ou p diagnosti-
queurs decentralises {DiagJ)J=it,^p prennent leurs decisions selon la technique de l'inference 
par ambiguite, c.a.d., chaque Diag3 prend sa decision selon l'architecture A'j-inference, ou 
Nj est un entier donne. Ces diagnostiqueurs decentralises fonctionnent en parallele et 
leurs diagnostics globaux sont fusionnes conjonctivement (c.a.d., D = A) dans le cas de 
l'architecture A-(InfNl,- • • ,InfN ) ou disjonctivement (c.a.d.. D = V) dans le cas l'archi-
tecture V-(/n/iV],- • • ,InfN ). Nous avons defini et etudie la notion de A-(InfNi,• • • ,InfN )-
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CODIAG (resp., V-(InfNl,- • • Jnf N )-CODIAG) pour caracteriser la classe de langages diag-
nostiquables selon l'architecture A-(Inf
 Ni,- • • ,InfN ) (resp., \/-(InfNr- - • Jnf N )). Dans le 
cas D = A, on a montre que l'existence d'une decomposition (H1,... ,HP) de H telle que 
chaque DiagJ respecte les objectifs O l et 0 4 par rapport a {F.W), est une condition ne-
cessaire et suffisante pour que le diagnostiqueur multi-decisionnel Diag = ((DiagJ):ej, A) 
respecte les objectifs O l et 0 4 par rapport a {T.'K). Le meme resultat a ete obtenu dans 
le cas D = V en considerant une decomposition {Tx,..., J79) de T. 
On a propose dans [Chakib et Khoumsi, 2009, 2011a; Khoumsi et Chakib, 2008a], dans le 
cas des langages reguliers, une methode qui transforme le probleme de la decomposition 
d'un langage regulier infini (en l'occurrence T ou Ti) en un probleme de decomposition de 
l'ensemble d'etats marques d'un AEF A acceptant T ou H. On a ainsi defini une notion 
de coobservabilite multi-decisionnelle forte par rapport a A, pour caracteriser la classe de 
langages diagnostiquables sous les architectures multi-decisionnelles, en considerant des 
decompositions {P1,...,f} de T ou {H1,...,HP} de H, qui respectent la condition 
suivante : J73 (ou W) contient toutes les traces menant a un ou plusieurs etats marques 
de l'AEF acceptant T (ou H). 
Un algorithme a ete propose dans la reference [Chakib et Khoumsi, 2011a] (presentee 
au chapitre 5), pour verifier si (!F, H) est V-(/n/Nl,- • • Jnf N )-CODIAG par rapport a un 
AEF Ajr donne acceptant T, ou p est un entier (inferieur ou egal au nombre des etats 
marques de l'AEF A?) calcule par Palgorithme. La m€me procedure nous permet d'obtenir 
un algorithme qui verifie si {T^H) est A-(InfNl,---JnfN )-CODIAG par rapport a un 
AEF An donne acceptant H, ou p est un entier (inferieur ou egal au nombre des etats 
marques de l'AEF An) calcule par l'algorithme. Nous avons montre que la complexite 
de ralgorithme, dans le pire des cas, n'augmente pas avec le nombre des diagnostiqueurs 
decentralises fonctionnant en parallele. Plus precisement, la complexite de verification de 
la diagnostiquabilite selon l'architecture multi-decisionnelle est, dans le pire des cas, du 
meme ordre de grandeur que celle de la verification de la diagnostiquabilite selon une des 
architectures decentralisees en parallele qui constituent l'architecture multi-decisionnelle. 
1.5.3 Organisation 
Nous presentons une these par articles. Sur les quatre articles inclus dans la these, un 
est publie dans une conference internationale avec comite de lecture, un article accepte 
dans un journal international avec comite de lecture, et deux articles sont soumis a des 
journaux internationaux avec comite de lecture. La these est structuree en deux parties. 
La premiere partie est constitute des chapitres 2 a 4 et contient nos contributions au 
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controle multi-decisionnel. La seconde partie est constituee du chapitre 5 et contient nos 
contributions au diagnostic multi-decisionnel. Considerons chaque chapitre. 
1. Le chapitre 2 presente l'application du controle multi-decisionnel aux architectures 
D&A et C&PvD&A. Ce chapitre est un article presente a la conference CASE'08 
[Chakib et Khoumsi, 2008a]. 
2. Le chapitre 3 etudie en detail le cas general et generique du controle multi-decisionnel. 
Dans ce chapitre, on etudie aussi plus specifiquement le controle multi-decisionnel 
pour mettre en parallele des architectures par inference. Ce chapitre est un article 
accepte au journal "IEEE Transactions on Automatic Control" [Chakib et Khoumsi, 
2011b). 
3. Le chapitre 4 presente un algorithme de verification de la coobservabilite multi-
decisionnelle dans le cas d'architectures par inference en parallele. Ce chapitre est 
un article soumis au journal "IEEE Transactions on Automatic Control" [Chakib et 
Khoumsi, 2011c]. 
4. Le chapitre 5 etudie le diagnostic multi-decisionnel pour mettre en parallele des 
architectures par inference. Un algorithme de verification de la codiagnostiquabilite 
multi-decisionnelle dans le cas d'architectures par inference en parallele est presente 
dans ce chapitre. Ce dernier est un article soumis au journal "Journal of Discrete 
Event Dynamic Systems : Theory & Applications" [Chakib et Khoumsi, 2011a]. 
5. La conclusion est presentee au chapitre 6 avec les contributions et les perspectives 
de nos travaux. 
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CHAPITRE 2 
Architecture C&PVD&A multi-decisionnelle pour 
le controle decentralise de SED 
Article : Hicham Chakib and Ahmed Khoumsi, Multi-Decision C&FND&A Architecture 
for the Decentralized Control of Discrete Event Systems, IEEE Conference on Automation 
Science and Engineering (CASE), Washington, Etats-Unis, 23-26 aout, 2008. 
Avant-propos 
Auteurs et affiliation : 
Hicham Chakib : etudiant au doctorat, University de Sherbrooke, Faculte de genie, 
Departement de genie electrique et de genie informatique. 
Ahmed Khoumsi : professeur, Universite de Sherbrooke, Faculte de genie, Departement 
de genie electrique et de genie informatique. 
Date d'acception : 25 mai 2008 
Etat de l'acceptation : version finale publiee 
Revue : Conference on Automation Science and Engineering (CASE) 
Reference : IEEE Conference on Automation Science and Engineering (CASE), Wa-
shington, Etats-Unis, 23-26 aout, p. 187-193, 2008 
Titre frangais : Architecture C&PVD&A multi-decisionnelle pour le controle decentralise 
deSED 
Contribution au document : Le principe du controle multi-decisionnel est base sur le 
fait que chaque superviseur local emet un ensemble de decisions (que nous avons appelees 
micro-decisions) au lieu d'une seule decision. Dans la reference [Chakib et Khoumsi, 2008b], 
nous avions developpe une premiere version de controle multi-decisionnel pour generaliser 
l'architecture de controle Conjonctive et Permissive (C&P). Maintenant, nous presentons 
une version amelioree pour generaliser les architectures C&P, D&A et C&PvD&A. Nous 
proposons aussi dans ce chapitre, une methode qui permet de transformer un AEF, pour 
qui la condition de coobservabilite multi-decisionnelle n'est pas satisfaite, en un autre AEF 
pour qui cette condition est satisfaite. 
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Resume frangais : Dans cet article, nous etudions le controle multi-decisionnel, presente 
dans la reference [Chakib et Khoumsi, 2008b], applique aux architectures C&P, D&A et 
C&PVD&A. Le nouveau principe est base sur le fait que chaque superviseur local emet 
un ensemble de micro-decisions, au lieu d'une seule decision. Pour chaque architecture, 
on definit la notion de m-coobservabilite, qui est utilisee pour caracteriser la classe de 
langages realisables par l'une des architectures multi-decisionnelles. Des varietes fortes 
et decidables- de la m-coobservabilite ont ete definies afin de resoudre le probleme de la 
decomposition des langages infinis. La decidabilite de ces nouvelles varietes est assuree 
dans le cas des langages reguliers. 
Note : A la suite des corrections demandees par les membres du jury, le contenu de cet 
article differe de celui qui a ete accepte. 
Abstract : In this paper, we study the multi-decision decentralized control frame-
work, introduced in [Chakib et Khoumsi, 2008b], within the context of C&P, D&A and 
C&PVD&A architectures. The new framework is based on the fact that each supervisor 
issues a tuple of so-called micro-decisions instead of a single decision. For each architec-
ture, we define the notion of m-coobservability, which is useful to characterize the class 
of achievable languages. Stronger and decidable varieties of m-coobservability are defined 
in order to cope with the problem of decomposing infinite languages encountered in veri-
fying the m-coobservability. The decidability of the new varieties is ensured in the case of 
regular languages. 
2.1 Introduction 
This paper studies decentralized supervisory control (or more briefly, decentralized control) 
of discrete event systems (DES), where several supervisors cooperate according to their 
observations in order to determine the adequate enabling/disabling decisions to be applied 
to a plant so that it respects a given global specification. 
The decentralized control of DES has been studied intensively [Cieslak et al., 1988; Jiang 
et Kumar, 2000; Lin et Wonham, 1988a, 1990; Overkamp et van Schuppen, 2001; Prosser 
et al., 1997; Ricker et Rudie, 2000; Rudie et Willems, 1995; Rudie et Wonham, 1992]. 
The first decentralized control architecture that has been proposed is referred to as the 
C&P (for Conjunctive and Permissive) architecture [Rudie et Wonham, 1992; Yoo et 
Lafortune, 2002a]. The paper [Prosser et al, 1997] presents the first alternative in the 
study of decentralized control with different fusion rules. 
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In decentralized control, each supervisor takes local decisions, based on its local observation 
of the plant, consisting of disabling or enabling events. The local decisions taken by all 
the supervisors are fused in order to generate the actual decision that will be applied to 
the plant. With the C&P architecture : 1) each supervisor is permissive, since it locally 
disables an event iff it is certain that the event is rejected by the specification ; and 2) the 
local decisions of the supervisors are fused by intersection (or conjunctively), in order to 
generate the actual decision. 
The authors of [Yoo et Lafortune, 2002a] have proposed the D&A (for Disjunctive and 
Anti-permissive) architecture which is complementary with the C&P one. In fact, the 
above two points 1 and 2 become : 1) each supervisor is anti-permissive, since it locally 
enables an event iff it is certain that the event is accepted by the specification; and 2) the 
local decisions of the supervisors are fused by union (or disjunctively), in order to generate 
the actual decision. 
The authors in [Yoo et Lafortune, 2002a] also propose a general architecture where the set 
Ec of controllable events is partitioned into two disjoint sets EC>A and ECiV, to which are 
applied the C&P and D&A architectures, respectively. The authors of [Yoo et Lafortune, 
2002a] show that the class of languages achievable by the general architecture strictly 
includes those of the C&P and D&A architectures. 
In a more recent work, the authors of [Yoo et Lafortune, 2004] propose a conditional archi-
tecture which generalizes the general architecture of [Yoo et Lafortune, 2002a). In [Takai 
et Ushio, 2005], the authors propose a new decentralized supervisory control architecture 
using dynamic default control instead static default control. A knowledge-based concept 
has been introduced in [Ricker et Rudie, 2000, 2003] where the local decision of each su-
pervisor is based on the evaluation of supervisors ambiguities. And the authors of [Kumar 
et Takai, 2005] propose an inference-based framework which generalizes the architectures 
of [Yoo et Lafortune, 2004] and [Ricker et Rudie, 2000, 2003]. 
The main purpose of the multi-decision control framework is to minimize the informa-
tion lost when local supervisors transform an observed sequence into a local decision. 
Under the multi-decision control framework, each supervisor generates a multi-decision 
{dec\,dec2, • • • ,decm) for each controllable event. The multi-decisions of all supervisors 
all fused in order to generate the actual decision which is applied to the plant. The 
multi-decision framework is intended to be applied to any of the decentralized control 
architectures cited above. In [Chakib et Khoumsi, 2008b], we studied the multi-decision 
control when applied to the C&P architecture of [Rudie et Wonham, 1992; Yoo et Lafor-
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tune, 2002a]. In [Khoumsi et Chakib, 2008a], the framework has been applied to the fault 
diagnosis. 
In this article, we generalize our multi-decision framework to the D&A architecture as well 
as the general (also called C&PVD&A) architecture. Moreover, the problems related to 
the decomposition of infinite languages are solved in a more optimal way than in [Chakib 
et Khoumsi, 2008b]. 
The organization of the present paper is as follows. Notation and preliminaries are pre-
sented in Section 2.2. Section 2.3 summarizes [Chakib et Khoumsi, 2008b], that is, it 
presents the multi-decision control when applied to the C&P architecture. Specific varie-
ties of C&P m-coobservable languages are defined in Section 2.4 in order to solve in a 
more optimal than in [Chakib et Khoumsi, 2008b] the problem of decomposing infinite 
languages encountered in the multi-decision control. In Section 2.5, we study the multi-
decision control when applied to D&A architecture as well as the C&PVD&A architecture 
of [Yoo et Lafortune, 2002a]. Finally the conclusion is presented in Section 2.6. 
2.2 Notation and Preliminaries 
We consider a DES plant modeled by an automaton G = (Q, E, 5, q0, Qm), where Q is the 
set of states, E is the finite set of events, a partial function S : Q x E —> Q is the transition 
function, go £ Q is the initial state, and Qm C Q is the set of marked states. Let E* be 
the set of all finite traces of elements of E, including the empty trace e. The transition 
function S can be generalized to S : Q x E* —• Q in the usual way. The generated and 
marked languages of G, are denoted by C and Cm, respectively. 
We say that a sequence t G E* is a prefix of a sequence s € E*, denoted by t < s, if 
there exists a sequence A € E* such that s = t\. We denote by K the set of all prefixes of 
sequences of a language K C E*. K is said to be prefix-closed if K — K. Given K C £ m 
and a € E, we denote by €„(K) = {s€K\ saEK} the set of sequences of K after which a 
is permitted by K. Similarly, we define by Va{K) = {s£K\ saeC\K} the set of sequences 
of K after which a is accepted by C and forbidden by K. 
The problem of decentralized control treated in this paper is performed by n supervisors 
(Sup^i^n. Each Supt has its own set of observable events E0>, and own set of controllable 
events E c i . The supervisors together can then observe E0 = E0ji U • • • U E0,„ and control 
Ec — ECii U • • • U ECj„. The sets of unobservable and uncontrollable events are denoted, 
respectively, by Euo = E \ E0 and Euc = E\EC. We denote by / = {!,... ,n} the indexing 
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set of all supervisors. For any a G £c, we define by Ia = {i € I\a G £c,,} the indexing 
set of supervisors controlling a. We denote by Pt : £* —• £*_, the natural projection that 
hides the events of £ \ £0i, from any sequence s G £*. 
A language K C Cm is said £m-closed if K = K n £m , and is said controllable w.r.t. £ 
and £u c if X£ u c n £ C K". 
The notion of C&P (resp., D&A) co-observability has been defined formally for the C&P 
(resp., D&A) architecture in [Yoo et Lafortune, 2002a]. For the purpose of our study, let 
us define them equivalently by using £a{K) and T>a{K) as follows : 
Definition 2.2.1 A language K C £ m is said to be C&P co-observable w.r.t. C, £0,i, 
£c,i> •", E0,n, £c,n iffVs S T>a(K) and V<r G £c, 3i G la such that : 
[(Pt~1Pt(s)n£a(K) = 0] A {a G £«,,]. (2.1) 
Definition 2.2.2 A language K C £ m is said to be D&A co-observable w.r.t. C, £0,i, 
£c,i, • • •, E0j„, Ec,n zif Vs G Sa(K) and Ver G Ec, 3i G 7a SUC/J i/iai : 
[(PT'Pris) n P„(t f ) = 0] A [a G £c,,]. (2.2) 
2.3 C & P Multi-Decision Control and C & P 
Multi-Coobservability 
In this section, we summarize [Chakib et Khoumsi, 2008b] by introducing the multi-
decision control framework when applied to the C&P architecture of [Rudie et Wonham, 
1992; Yoo et Lafortune, 2002a]. We consider a plant modeled by £ and £ m , and a spe-
cification modeled by K, and we assume that for each a G Ec, we are given a partition 
( # , El...., £™°) of £a(K). That is, £„(K) = ^ U £ , 2 U - U ^ and the subsets <% are 
non-empty and disjoint with each other. Note that these subsets E3a depend on K and a. 
For simplicity of notation, K is not indicated in £3a. 
2.3.1 Mult i-Decision Control 
Each supervisor Supt (i = 1 , . . . ,n) generates tuples of so-called micro-decisions instead of 
single decisions. Since we study the multi-decision control when it is applied to the C&P 
architecture, we obtain what is called : C&P multi-decision architecture. In the C&P 
multi-decision architecture, each supervisor Supt generates a m^-tuple (Supl(Pl(s),a), 
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• • • ,Sup™°(Pl(s),a)), where each Sup3t(P,(s),cr) is an enable/disable decision related to £3a 
and is called the j t h micro-decision of Supv The objective is that for each j G { 1 , . . . ,ma}, 
the fh micro-decisions 5up^(P,(s),a) (i € { l , . . . , n} ) issued by the n supervisors will 
be combined such that the resulting decision SJ(s,cr) enables a if1 it is permitted in E3a. 
Formally, according to the conjunctive and permissive rules, we have : 
Vj G { l , . . . ,m a } ,V i€ { l , . . . , n } : 
Supi(Pl(s),a) = l^[P-1Pt(s)n£i^}V[aeE\i:c,l (2.3) 
Vj e { ! , . . . ,m„} :S ' ( s , a ) = / \ Sup?(P,(s),a) (2.4) 
l < 2 < n 
The global decision Sup(s, a) issued by the fusion system that will be applied to the plant 
is computed by : 
Sup{s,a) = \J SJ(s,a) (2.5) 
Note that for each a G Sc, we have used a value ma. Let us denote by m the biggest of 
these values ma considering all the events of Sc. The obtained supervisor will be denoted 
Sup and called C&P m-decision supervisor. From Eqs. 2.4 and 2.5, the C&P multi-decision 



















Figure 2.1 The C&P multi-decision architecture 
The prefix-closed language C{Sup/G) generated by the system G under the control of the 
C&P m-decision supervisor Sup can be defined as follows : 
1. c G C{Sup/G), 
2. [seC(Sup/G)}A[saeC}A[Sup(s,a) = l] <& sa G C(Sup/G). 
LThe onfy j / does not necessarily hold. 
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The corresponding marked language is defined by Cm(Sup/G) = C(Sup/G)nCm- A C&P 
m-decision supervisor Sup is called nonblocking if Cm(Sup/G) = C(Sup/G). 
2.3.2 Class of C&P ra-Coobservable Languages 
In this subsection, we present necessary and sufficient conditions for the existence of su-
pervisors that achieve a given desired specification in the context of C&P multi-decision 
control. For this purpose, we need to introduce the notion of C&P m-coobservabihty 
Definition 2.3.1 Given an integer m > 1, a language K C Cm is said to be C&P 
m-coobservable w.r.t. C, S0)1, ECil, •••, E0i„, Ec>n, if for each a € Ec, there exists an 
integer ma (s.t., 1 < ma < m), and a partition (£*,... ,£™") of £a{K) such that, 
Vj € {1, . . ,m„} : 
f | F r 1 ^ ( ^ ) n P f f ( A - ) = 0 (2.6) 
tela 
For brevity, in the sequel we will omit the expression "w.r.t. C, E0ji, Ec>i, • • •, E0,n, Ec,„". 
Let us now define the C&P mu/i?-coobservabilty, a weaker notion of C&P m-coobservability. 
Definition 2.3.2 A language K C Cm is said to be C&P multt-coobservable if there exists 
an integer m > 1 such that K is C&P m-coobservable. 
The next Theorem relates C&P m-coobservability of a specification K with existence of 
C&P m-decision supervisor Sup that can control the plant so that it respects K. 
Theorem 2.3.1 Consider K C Cm where K ^ 0 and an integer m > 1. The following 
two points are equivalent : 
1. There exists a partition (S^,... ,£™°') of every £<?{K) (where a € Ec and ma < m) 
s.t. the C&P m-decision supervisor Sup defined by Eqs. (2.3)-(2.5) is nonblocking 
and satisfying Cm{Sup/G) — K and C{Sup/G) = K, 
2. K is controllable w.r.t C and Euc, C&P m-coobservable and Cm-closed. 
The gain obtained with the multi-decision is demonstrated in [Chakib et Khoumsi, 2008b]. 
In fact, it is proved that given G, E01 and EC>1, i = 1 , . . . ,n, the class of languages obtained 
under the C&P multi-decision architecture strictly includes the class obtained with the 
C&P architecture of [Rudie et Wonham, 1992; Yoo et Lafortune, 2002a]. 
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2.4 Decidable and Stronger Varieties of C & P Mult i -
Coobservability 
Checking the C&P multi-coobservability of K C Cm requires to determine (for every 
a 6 Sc) whether there exists a partition (££,. . . ,£™") of £a(K) that respects Eq. 2.6. 
In general, the number of partitions of £a{K) is infinite, and thus, it may be necessary 
to check an infinite number of partitions before to determine whether K is C&P m-
coobservable. A solution to tackle this problem is to consider stronger varieties of the 
C&P m-coobservability where the number of partitions to be checked is finite. For this 
purpose, we use for every a € Se : 
Requirement 1 : define an equivalence relation between the sequences of £„{K) such 
that the number of equivalence classes is finite; 
Requirement 2 : require that every £3a contains one or several equivalence classes. 
An example of equivalence relation is the Kerode relation Ml C £a(K) x £a{K) defined 
as follows. 
(s, t) e Ml * • VA G S* : sX e £a{K) <*t\e £„{K). 
We denote by Me = (Mg )0-€EC the tuple of Nerode relations related to the controllable 
events. In particular, when Ec = {a}, we have Me = A/"/. It is worth noting that K and 
£a{K) are regular languages, and thus, can be defined by finite state automata. Let Atf° 
be the minimal automaton recognizing £a(K). This automaton is noted with the index 
Mf because each of its marked states represents an equivalence class of Ml- If Ml is the 
selected equivalence relation for Requirement 1, we deduce from Requirement 2 that each 
£3a is defined by one or several marked states of -4/v?. Therefore, the finite number of states 
implies that we have to check a finite number of partitions. 
Notat ion 2.4.1 Given two equivalence relations % and V, 1Z is said to be stronger than 
V, denoted 71 < V, if : 
(s,t) eK=>{s,t)e V. 
In order to increase the number of possible partitions, we need to define, for every a € Ec, 
an equivalence relation 1Z"£ C £„{K) x £a(K) which is stronger than Ml- Hence, each 
equivalence class of 7££ is a subset of an equivalence of Ml- We thus define An°e as the 
(non-minimal) automaton which recognizes £a[K') and whose each marked state represents 
an equivalence class of W£. The interest of using TZ% < Ml is that Requirements 1 and 2 
permit more partitions of £a(K) with W£ than with Ml-
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Hereafter, we define by He = ( T ^ a e ^ a tuple of equivalence relations related to the 
controllable events such that TZ£ < A/"/. In particular, when Ec = {a}, we have IZs = IZs-
Let us now define the C&P m-coobservability w.r.t. TZe, a stronger variety of the C&P 
m-coobservability : 
Definition 2.4.1 Consider K C Cm and a tuple of finite equivalence relations IZe = 
{'R£)(7e^c- K is said to be C&P m-coobservable w.r.t. 1Ze if for each a £ Ec, there exists 
an integer ma (s.t., 1 < ma < m) and a partition {£^,... ,£™°) of £a(K) such that : 
Vj € {1, • • ,m„}, £3a satisfies Eq. 2.6 and : 
V(s,i)eft? sz£l<*t€S3a. (2.7) 
Definition 2.4.2 Given a tuple of finite equivalence relations He — (^)<76EC) a language 
K C Cm is said to be C&P multi-coobservable w.r.t. Tie if there exists an integer m > 1 
such that K is C&P m-coobservable w.r.t. Tie. 
Let ETI" denote the set of equivalence classes of 7££. The next Proposition sets a necessary 
and sufficient condition for a language to be C&P multi-coobservable w.r.t. Tig. 
Proposition 2.4.1 Given a tuple of finite equivalence relations IZe = {'R-"£)(J^Y,C, a lan-
guage K C Cm is C&P multi-coobservable w.r.t. Tic iff, VCT€EC, VAGE-H* • 
f)p-1pl{A)nvir(K) = ®. (2.8) 
From Proposition 2.4.1, we deduce the following corollary. 
Corollary 2.4.1 Let Vs = {"Ve)cr£T.c be a tuple of finite equivalence relations such that, 
for every a £ Ec, TV£ <V% < Nj?. If K C Cm is C&P multi-coobservable w.r.t. Vc, then 
K is C&P multi-coobservable w.r.t. Tie-
The following example proves that the converse of Corollary 2.4.1 is not true. 
Example 2.4.1 We consider the prefix-closed plant G of Fig 2.2, the prefix-closed spe-
cification K C L is obtained by forbidding a at states 6 and 7 (represented by dashed 
transitions). We take E0)1 = {ai,b\,C\,d\}, E0i2 = {02,^2, Q2, d2} and EC)i = Ec,2 = {&} 
The (minimal) automaton Ajy* is obtained by marking only State 8. Therefore, X = 
{&ia2, c2aia2,C2aifr2d1,&1&2di,aia2di, ^2^102^1} £ Ew> is an equivalence class of' N£ cor-
responding to State 8, and we have b\b2 £ f\=i 2 Pt~lPi(X) n P , ( ^ ) ^ 0. We deduce from 
Proposition 2.4-1 that K is not C&P multi-coobservable w.r.t. Ms- And from Theorem 
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2.3.1, we deduce that the C&P m-decision supervisor Sup defined by Eqs. (2.3)-(2.5) is 
blocking or such that Cm(Sup/G) ^ K or C(Sup/G) ^ K. 
Figure 2.2 Plant and specification. The latter is obtained by forbidding the 
dashed transitions 
Let us now represent the same specification by the non-minimal automaton of Fig. 2.3. 
Note that the dashed transitions (from states F, I, K and L) are not contained in K. 
£a{K) contains the sequences leading to states M, G and N. Let us consider the relation 
TZa£ < Ml having three equivalence classes Y\, Y2 and Y3 corresponding, respectively, to 
the three states M, G and N. These three equivalence classes are defined as follows : 
Y\ = {d2bia2di,aia2di,bib2di,C2aib2di}, Y2 = {fr^} and Y% = {c2aia2}. It is easy to 
check that f)l=h2 K*pt(Yj) n£>ff(K) = 0 for all j e {1,2,3}. Therefore, by Proposition 
2 4-1, K «5 C&P 3-coobservable w.r.t. IZe, and thus, K is C&P multi-coobservable w.r.t 
n£. 
Figure 2.3 Example of a specification having the same language as the speci-
fication of Fig. 2.2 
C&P m-coobservability w.r.t. lis is decidable (because the number of partitions to be 
checked is finite) and permits to define the following sufficient (and not necessary in 
general) condition for the existence of supervisors. 
Proposition 2.4.2 Consider K C Cm where K ^ 0 and a tuple of finite equivalence 
relations lZe = (7?.|)<T€se. / / K is : 1) controllable w.r.t. C and Euc, 2) C&P multi-
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coobservable w.r.t. 1Z£, and 3) Cm-closed, then there exists a partition (£*,... ,£™a) of 
every £a{K) (where a e Ec and ma < m) s.t. the C&P m-decision supervisor Sup defined 
by Eqs. (2.3)-(2.5) is nonblocking and satisfying Cm(Sup/G) = K and C(Sup/G) — K. 
Now, for any a 6 S e and any Tf£ < Ng, we define an equivalence relation Vnf which will 
be useful further to define a stronger relation than TZ%. We define the equivalence relation 
Vv.'( Q £*{K) x S0{K) as follows : 
(s, t) e Vn%. t3>VA € E-Kf, Vi e Ia, we have : 
PTlPxi.s) n A ^ 0 «» P~lP%{t) n A ± 0. 
It is easy to show that V-R.% is an equivalence relation from the fact that We is an equivalence 
relation. Intuitively, if two sequences s and t are in relation under Vn%, then for any i € Ia, 
the subset of states y C Qn<r (where Qn°. is the set of states of the automaton £-R<>) not 
distinguishable by the supervisor Supl is the same after the execution of s or t. Hence, by 
considering Supz as an observer of G, P,(s) and Pt(t) lead to the same state in Supz for all 
i € I„. 
In the following proposition, we give a necessary (and not sufficient) condition for a lan-
guage to be C&P multi-coobservable w.r.t. TZg. 
Proposition 2.4.3 / / a language K C Cm is C&P multi-coobservable w.r.t. TZs, then, 
VX € Ep we have : 
f 
xnea{K) ^ l ^ l n v a ( K ) = 0. 
Now, for any equivalence relation Ti.% < A/"/, we define an equivalence relation Mn°e such 
that M.TII — ^ ? - ^ n e motivation is to obtain more possibilities for partitioning £„{K) 
than with 72.|, and thus, we can achieve more languages (see Corollary 2.4.1). Given a 
language K C Cm, for any 1Ve < A/"/, we define Mn% as follows : VCT € Ec, 
(s, t) e Mn? & (s, t) € We and (s, t) G Tnf • 
Hereafter, a tuple of relations {Mw.)ae?,c is denoted by M.n£• From Corollary 2.4.1 and 
the fact that M-R°. < Us, we state the next corollary, which justifies the interest of defining 
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Corollary 2.4.2 Consider a tuple of finite equivalence relations TZs = (7££)<,6£e. / / a 
language K C £ is C&P multi-coobservable w.r.t. He, then it is C&P multi-coobservable 
w.r.t. Mne. 
Example 2.4.1 proves that the converse of Corollary 2.4.2 is not true, since we can easily 
check that the relation 7££ used is exactly M.^?. 
Given any equivalence relation 1Za£ < Ng defined in £a(K), we have developed an automata-
based algorithm which checks C&P multi-coobservabilities w.r.t. TZe and Mnt- • This al-
gorithm is not presented here for space limit. 
Note that in [Chakib et Khoumsi, 2008b] we have tackled the problem of decomposing 
infinite languages by using a single equivalence relation TZ which is defined in K and does 
not depend on a. Consequently, the approach proposed here is better than [Chakib et 
Khoumsi, 2008b] in the following sense : The existence of a single relation 1Z on K for 
which we have C&P multi-coobservability w.r.t. 1Z, guarantees the existence of a tuple 
IZe — (IZDuzXc for which we have C&P multi-coobservability w.r.t. IZe- But the converse 
is not true. 
2.5 C & P V D & A Multi-Decision Control Framework 
In this section, we show how the multi-decision is applied to the D&A architecture, and 
then we study its application to the C&PVD&A (also called general) architecture, which 
comprises the C&P and D&A architectures. 
2.5.1 Class of D & A multi-Coobservable Languages 
The D&A architecture is dual to the C&P one, in the sense that we obtain one from 
the other by essentially switching between enable and disable and between Sa{K) and 
Va{K). And the D&A multi-decision architecture will be obtained by partitioning Va{K) 
instead of £a(K). Hence, we assume that for every a e Ec, we are given a partition 
In the D&A multi-decision architecture, for every a € Ec, each Sup, generates ma micro-
decisions {Sup\{Px{s),o),..., 5upJn"(Pj(s), a)). The anti-permissive decision strategy of 
the D&A architecture implies that the j t h micro-decision of Supt disables a € Ec iff: the ob-
servation of Supt may correspond to an execution of V:a. Formally : Vj e {!,... ,ma), Vi e 
2.5. C&PVD&A MULTI-DECISION CONTROL FRAMEWORK 47 
{ l . . . . , n } . 
SutfiP^s).*) = 0 « [\p-lPt{s)M>>a ± 0] A [a G Ec,,]] V [a G Ec\SCi!] (2.9) 
The disjunctive fusion rule of the D&A architecture implies that the decision SJ(s,a). 
resulting from the combination of the n j t h micro-decisions Sup3l{Pl(s), a) (i G { 1 , . . . ,n}), 
is computed as follows : 
Vj€{ l , . . . ,m < r }:SJ(s ,<7)= \ / Sup>(Pt(s),a) (2.10) 
l<z<n 
The global decision Supv(s, a) issued by the fusion system that will be applied to the plant 
is computed by : 
Supv(s,a)= / \ &(s,a) (2.11) 
Equation 2.11 expresses the fact that an event o G Ec is disabled, i.e. Supv(s,a) = 0, if 
at least one of the micro-decisions S3(s,a) disables it. While a is enabled if all the micro-
decisions enable it. Note that, the D&A multi-decision architecture can be schematized as 
the C&P multi-decision architecture shown in Fig. 2.1 by switching the modules OR and 
AND 
Next, we will directly define D&A m-coobservability w.r.t TZ-p = (T^-p^eSc such that 
ftp <J^v- ^"ote t h a t ^v a n d ^v a r e defined like A/"/ and 11%, but over T>a(K) instead 
of £a(K). We define An°, as the (non-minimal) automaton which recognizes Va(K) and 
whose each marked state represents an equivalence class of VJj,. 
Definition 2.5.1 Consider KC£m, a tuple of finite equivalence relations %-p — (^ -X))<TGEC 
and an integer m>\. K is said to be D&A m-coobservable w.r.t. TZv, £, £0,i> Ec,i> • • •, 
S0,n, E c n , if, for each a G Sc, there exists an integer ma (s.t., 1 < ma < m) and a 
partition {£>*,... ,V™"} ofVa{K) such that, Vj G { 1 , . . . ,ma}, we have : 
p) P-xPt(Vi) n Sa{K) = 0, (2 12) 
i€i„ 
\/{s,t) CRZ : seV^teVi. (2.13) 
For simplicity, the term "w.r.t £, £0,i, EC)i, • • •, E0>n, Ec,n" can be omitted. 
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Definition 2.5.2 Consider a language KC.£m. K is said to be D&A multi-coobservable 
w.r.t TZ-p if there exists an integer m>\ such thatK is D&A m-coobservable w.r.t. TZ-p-
In the next theorem, we relate the D&A m-coobservability w.r.t. TZ-p with the existence 
of D&A m-decision supervisor Supv that can control the plant so that it respects K. 
Theorem 2.5.1 Consider K C £m where K ^ 0 and an integer m > 1. If K is control-
lable w.r.t. £ and Euc, D&A m-coobservable w.r.t TZ-p and Cm-closed, then there exists 
a partition {T>1,... ,T>™°} of every T>a{K) (where a G Ec and m„ < m) s.t. the D&A 
m-decision supervisor Supy defined by Eqs. (2 9)-(2.11) is nonblockmg and satisfying 
Cm(Supw/G) = K and £{Supv/G) = K. 
The next Proposition sets a necessary and sufficient condition for a language to be D&A 
multi-coobservable w.r.t. TZ-p-
Proposition 2.5.1 K C £m is D&A multi-coobservable w.r.t. TZ-p iff, Vcr G Ec, MA G 
ETI° , we have : 
P\Pl-1Pl(A)n£<7(K) = ®. (2.14) 
tela 
In the next example, we show a situation when a specification is D&A multi-coobservable 
w.r.t. MMV and not C&P multi-coobservable w.r.t M.j^t. 
Example 2.5.1 Consider the specification of Fig. 2.4, which is complementary with the 
one of Fig. 2.2 (used in Section 2.4), m the sense that one is obtained from the other by just 
switching between £a{K) and Va{K). In Example 2.4-1, the specification of Fig. 2.2 was 
shown to be C&P 2-coobservable w.r.t. Mxt (Me — Mg). We can then easily deduce that 
the new specification is D&A 2-coobservable w.r.t. M.xv. More precisely, the equivalence 
classes of M/s* are given by : Ad,\ — {b\a2}, A*,2 = {a,\a2di,b\b2d\,d2b\a2d\,C2a\b2di} and 
Ad,3 = {c2a\a2} which correspond to the sets of sequences reaching the states G, M and N 
(Fig 2.3), respectively. We have for all Adj (j G {1,2,3}), f\=1,2 Pt~* Pi(Ad,j)r\£a(K) = 0, 
then K is D&A multi-coobservable w.r.t. Mj^v. 
Let us now show that the new specification is not C&P 2-coobservable w.r t. M.^t. The 
equivalence classes of M.x° are given by : Ae<i = {ai&2}, A€j2 = {a\a2,b\b2,d2bia2, 020162}, 
^e,3 = {^2^1^} and v4e/i = {a^Ci, b\b2c\, d2b\a2Ci, c2aib2ci} which correspond to the sets 
of sequences reaching the states F,I,K and L (Fig. 2.3), respectively. We have b\a2 G 
n = i 2 P^Pii^ei) n V„{K) ^ 0, which means that K is not C&P multi-coobservable 
w.r.t MM( • 
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Figure 2.4 Plant and specification. The latter is obtained by forbidding the 
dashed transition 
From the fact that the new specification is not C&P 2-coobservable w.r.t. M.^£, we can 
easily deduce that the specification of Fig. 2.2 is not D&A 2-coobservable w.r.t. Mj^^. 
To recapitulate, we have found an example (Fig. 2.2) which is C&P 2-coobservable w.r.t. 
Mtfe and not D&A 2-coobservable w.r.t. Mjyv, and an example (Fig. 2.4) which is D&A 
2-coobservable w.r.t. Mu-o a n d not C&P 2-coobservable w.r.t. Mx£. 
In the general case where we have more than one controllable event, we can have the 
situation where the specification is C&P multi-coobservable for some controllable events 
and D&A multi-coobservable for others. This fact has motivated to study the so-called 
C&PVD&A multi-decision architecture defined in the following subsection. 
2.5.2 Class of C & P V D & A multi-Coobservable Languages 
The C&PVD&A multi-decision architecture is based on partitioning the set of controllable 
events in two subsets ECiA and Ec>v such that Ec = Ec,AUEcA/ and ECjAnECiV = 0. We obtain 
a so-called C&PVD&A multi-decision architecture by applying the rules of C&P (resp. 
D&A) multi-decision to the events of ECjA (resp. ECjV). Hence, we assume that for every 
a 6 EcA , we are given a partition (£*,£%,..., £™a) of £„(K), and for every a € Ec V , we are 
given a partition (T>l,T>l,... ,V™°) of Va(K). Therefore, for every a G EC)A, the decisions 
are computed using Eqs. 2.3-2.5, and for every a G EC|V, the decisions are computed using 
Eqs. 2.9-2.11. For clarity, we give again all these equations in the following. Equations 
2.15-2.16 correspond to Equations 2.3 and 2.9 and compute each j t h micro-decision of 
each Supt : 
ae EC,A : V; G {l,...,m (y},V? € { l , . . . , ra} , 
Surf's), <r) = l* [Pr^.W n £i ^ 0] v W e Ec,A\ECil U Euc]. (2.15) 
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a £ Ec,v : Vj G {1 mff},Vi G { l , . . . , n } . 
5upf (P,(s), a) = 0 <* [P . -^ .W n 2?i ^ 0 A a G E J V [a G Ec .v\EcJ. (2.16) 
Equation 2.17 puts together Equations 2.4 and 2.10 and combines the n j t h micro-decisions : 
Q}( x / A i < , < n ^ ( P , ( * ) , f f ) if<7GEc.A; 
5J(s,cr) = < - - (2.17) 
\\lx<x<nSw{{ns),a) ifdGEc.v. 
Equation 2.18 puts together Equations 2.5 and 2.11 and computes the actual decision that 
is applied to the plant : 
c f \ JVi<J<m„5,(*» f f) i f ^ e E C i A ; 
^ P G ( s > c r ) = < (2-18) 
l A i < , < m „ S J M i f ^ e E c , v . 
Hence, the C&PVD&A multi-decision architecture can be schematized by incorporating 
two modules, one performing the C&P multi-decision architecture for all a G EC,A and the 
other performing the D&A multi-decision architecture for all a G ECjV. 
Note that for each a G Ec, we have used a value ma. Let us denote by m the biggest of 
these values ma considering all the events of Ec. The obtained supervisor will be denoted 
SupG and called C&PvD&A m-decision supervisor. 
For a given partition {ECiA,Ec>v} of Ec, for all i G Ia, we define ECiAjl = ECiJ n Ec A the 
set of locally controllable events to which we apply the rules of C&P multi-decision, and 
Ec v,j — ECiI n Ec,v the set of locally controllable events to which we apply the rules of 
D&A multi-decision. 
Since we are interested by decidable notions (as already explained for the D&A multi-
decision), we directly define C&PVD&A m-coobservability w.r.t. Tie and TZ-p (the term 
C&PvD&A can be omitted) that will be a condition for the existence of C&PVD&A 
m-decision supervisor, where IZc = {TZ%)azT,c A a n d TZv — ( ^ c W v ' 
Definition 2.5.3 Consider K C Cm and an integer m > 1. K is said to be m-coobservable 
w.r.t. TZs, TZ-p, C, E0ii, Ec_i, •• •, E0)„, EC(„, if, there exists a partition {EC]A,ECiV} o/E c 
such that : 
1. K is C&P m-coobservable w.r.t. TZs, C, E0i!, EC,A,I> •••, E0,n, ECiAi„, 
2. K is D&A m-coobservable w.r.t. TZ-p, C, E0il, ECiVl, ••-, E0i„, Ec>v,„. 
For simplicity, the term "w.r.t. L. E 0 j , Ec,i, • • •, E0,n, Sc,n" can be omitted. 
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A partition {EcA,Ec,v} of Ec can be found as follows. EC,A (resp., EC)V) may contain only 
events a G Ec for which there exists a partition of Sa(K) (resp., Va{K)) that satisfies Eqs 
2 6-2.7 (resp., Eqs. 2.12-2.13). And thus, for every a G Ec that respects both requirements 
(related to ECiA and ECiV), we have the choice to put it in either EC)A and ECjV. Let us now 
define the multi-coobservabily w.r.t. Tie and TZp a weaker notion of m-coobservability 
w.r.t. 7£f and Tip. 
Definition 2.5.4 Consider K C Cm. K is said to be multi-coobservable w.r.t. Tie andTZp 
if, there exists an integer m> 1 such that K is m-coobservable w.r.t. Tie andTZp 
Theorem 2.5.2 Consider K C £ m where K ^ 0, tuples of finite equivalence relations 
71s = (T^VEECA andTZp = (TZv)a£^cV, and an integer m > 1. If K is controllable w.r.t. 
C and Euc, m-coobservable w.r.t. TZs and TZp, and Cm-closed, then there exist a partition 
{El,.. ,£™a} of every £a{K) (a G Y,c>e,ma < m) and a partition {£>*,... ,T>™°} of every 
V(T(K) (a G T,c,d,Tna < m) s.t. the C&PMD&A m-decision supervisor SupG defined by 
Eqs. (2.15-2.18) is nonblockmg and satisfying Cm{SupG/G) = K and C{SupG/G) = K. 
Corollary 2.5.1 Consider K C Cm where K ^$. If K is controllable w.r.t. C and Euc, 
multi-coobservable w.r.t. TZs and TZ-p, and Cm-closed, then there exist an integer m > 1, a 
partition {£*, .., £™° } of every £a(K) (a G Ec,e, ma < m) and a partition {Vla,..., V™° } 
of every Va{K) (a G Hc^.ma < m), such that the C&PVD&A m-decision supervisor 
SupG defined by Eqs. (2.15)-(2.18) is nonblockmg and satisfying Cm{SupG/G) = K and 
C(SupG/G) = K. 
The next corollary is a consequence of the definitions of C&PVD&A m-coobservability 
and multi-coobservability w.r.t. Tie and TZ-p. 
Corollary 2.5.2 Consider K C Cm. If K is C&P multi-coobservable w.r.t. TZs or D&A 
multi-coobservable w.r.t. Tip then it is C&PVD&A multi-coobservable w.r.t. TZs and Tip. 
Let us consider an example which proves that the converse of Corollary 2.5.2 is not true, 
and thus, the C&PVD&A architecture is more general than the C&P and D&A architec-
tures. More precisely, we will give a specification which is C&PVD&A multi-coobservable 
w.r.t. Mxt and Mxv but neither C&P multi-coobservable w.r.t. M.xe nor D&A multi-
coobservable w.r.t. M.HT<-
Example 2.5.2 We consider the specification K of Fig. 2.5 that combines two previous 
examples : 1) the specification of Fig. 2.2 (where a is renamed T) which is C&P 2-
coobservable w.r.t. Mxt ; and 2) the specification of Fig. 2.4 which is D&A 2-coobservable 
w.r t. Mjjv. We can deduce that the new specification is C&PMD&A 2-coobservable w.r.t. 
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.MA/;, and Mjj-p, with ECiA = {r} and Ec,v = {c}. /< can be easily deduced that the new 
specification is neither C&P multi-coobservable w.r.t. MM£ nor D&A multi-coobservable 
w.r.t. Mj\rv, from the fact that the specification of Fig. 2.2 (resp. Fig. 2.4) has been shown 
to be not D&A (resp., not C&P) multi-coobservable w.r.t. Mj^v (resp.Mj^t.) (see Example 
2.5.1). 
Figure 2.5 Plant and specification. The latter is obtained by forbidding the 
dashed transitions 
2.6 Conclusion 
We have studied the multi-decision control framework dealing with decentralized supervi-
sory control. In this framework, each supervisor issues a tuple of micro-decisions instead 
of a single decision. We have opted to apply the multi-decision control in the case of 
CfeP, D&A and C&PVD&A architectures. For every architecture, we have defined and 
studied the notion of m-coobservability, which is useful to characterize the class of lan-
guages achievable by the multi-decision control. Depending on the considered architecture, 
the m-coobservability is based on partitioning Sa{K) or T>a(K) or both. Since the veri-
fication of the multi-coobservability is potentially undecidable (due to infinite number of 
partitions), we have defined stronger and decidable varieties of multi-coobservability for 
each architecture, by using specific equivalence relations. 
As a future work, we will investigate more efficient methods for obtaining decidable versions 
of multi-coobservability. Another interesting issue is to apply the multi-decision control 
to the inference-based architecture. And last but not least, we will study the complexity 
aspect of all our developed methods. 
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qui consiste a utiliser des superviseurs decentralises fonctionnant en parallele et dont les 
decisions sont fusionnees disjonctivement ou conjonctivement. Nous avons identifie des 
conditions suffisantes qui rendent une architecture decentralisee eligible pour etre utilisee 
dans une architecture multi-decisionnelle. Nous avons effectue une etude generique de 
l'approche multi-decisionnelle-en considerant plusieurs architectures eligibles fonctionnant 
en parallele, et nous avons aussi considere en detail le cas particulier ou plusieurs Inf
 N -
superviseurs a inference par ambigui'te fonctionnent en parallele. 
Note : A la suite des corrections demandees par les membres du jury, le contenu de cet 
article differe de celui qui a ete accepte. 
Abstract : This article deals with decentralized supervisory control, where a set of 
local supervisors cooperate in order to achieve a given global specification by controlling a 
discrete event system. We propose a new framework, called multi-decision control, whose 
basic principle consists in using several decentralized supervisory control architectures 
working in parallel and whose decisions are combined disjunctively or conjunctively. We 
have identified sufficient conditions that make a decentralized architecture eligible to be 
used in the multi-decision framework. We have studied the generic framework consisting 
of several eligible architectures running in parallel, and we have also considered in detail 
the particular case of several inference-based Inf
 N -supervisors running in parallel. 
3.1 Introduction 
This paper deals with decentralized control of DES, where a set of local supervisors coope-
rate according to their observations in order to restrict the behaviour of a plant so that it 
respects a given global specification. Each local supervisor has a local observation of the 
plant and takes local decisions without communicating with the other local supervisors. 
And the local decisions taken by the various supervisors are merged in order to issue an 
effective decision. 
We propose a multi-decision framework whose basic principle consists in using several exis-
ting decentralized architectures working in parallel. For example, we can have a conjunctive 
and a conditionally disjunctive architectures [Rudie et Wonham, 1992; Yoo et Lafortune, 
2002a. 2004] running in parallel. The global decisions of all these decentralized archi-
tectures are fused disjunctively or conjunctively in order to obtain an effective decision 
that is applied to the plant. The motivation of multi-decision framework is to obtain an 
architecture that generalizes all the decentralized architectures that compose it. 
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The paper is organized as follows. Discussion about related work is given in Section 3.2. 
Section 3.3 introduces the decentralized control and presents pertinent definitions and re-
sults. Section 3.4 presents the motivation and principle of multi-decision control, where 
several decentralized control architectures are running in parallel and their global deci-
sions are combined disjunctively or conjunctively. In Subsection 3.4.1, we identify sufficient 
conditions that make a decentralized architecture eligible to be used in the multi-decision 
framework. The case of disjunctive combination is considered in detail in Subsection 3.4.2. 
Then, we explain in Subsection 3.4.3 how the results of Subsection 3.4.2 can be adapted 
to the case of conjunctive combination. In Section 3.5, we illustrate the multi-decision 
by studying the particular case of several inference-based architectures running in paral-
lel and combined disjunctively. Section 3.6 presents several interesting properties of the 
multi-decision framework. In multi-decision, we are confronted with the problem of decom-
posing infinite languages. In Section 3.7, we propose an approach of how to tackle that 
decomposition problem. Section 3.8 discusses the verification of coobservabihty for the 
inference-based architecture of Section 3.5, using the decomposition approach of Section 
3.7. The conclusion is presented in Section 3.9. The proofs are presented in an appendix. 
3.2 Related work 
There are many prior articles studying decentralized control of DES [Cieslak et al., 1988; 
Jiang et Kumar, 2000; Kumar et Takai, 2007; Lin et Wonham, 1988a; Overkamp et van 
Schuppen, 2001; Prosser et al., 1997; Ricker et Rudie, 2000, 2003; Rudie et Willems, 1995; 
Rudie et Wonham, 1992; Takai et Ushio, 2005; Tripakis, 2004; Yoo et Lafortune, 2002a, 
2004]. It has been shown in [Tripakis, 2004] that the decentralized control problem is in 
general undecidable. The first architecture that has been proposed in decentralized control 
is referred to as the C&P architecture [Rudie et Wonham, 1992; Yoo et Lafortune, 2002a]. 
The paper [Prosser et al., 1997] presents the first alternative in the study of decentralized 
control with different fusion rules. 
In all existing decentralized control architectures, each local supervisor continuously ob-
serves the plant and takes local decisions. The local decisions taken by the local supervisors 
are fused in order to generate the actual decision that is applied to the plant. The authors 
of [Yoo et Lafortune, 2002a] have proposed the D&A architecture which is complementary 
with the C&P one. The authors in [Yoo et Lafortune, 2002a] also propose a general ar-
chitecture that combines and generalizes the C&P and D&A ones. The authors of [Yoo et 
Lafortune, 2004] use a conditional architecture, which generalizes the general architecture 
of [Yoo et Lafortune, 2002a]. 
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The authors of [Takai et Ushio. 2005] propose a new decentralized supervisory control 
architecture using dynamic default control instead of static one, where the default decisions 
are updated dynamically. 
In [Ricker et Rudie, 2000, 2003], an approach is proposed where each local supervisor can 
take decisions based on its ambiguities together with the ambiguities of the other local su-
pervisors. The authors of [Kumar et Takai, 2005, 2007] propose a general m/erence-based 
framework for managing ambiguities. Note that the disjunctive and conjunctive architec-
tures of [Yoo et Lafortune, 2002a] are specific cases of the inference-based framework, when 
the ambiguity is restricted to be 0. And the conditional architecture of [Yoo et Lafortune, 
2004] is a specific case of the inference-based framework, when the ambiguity is restricted 
to be < 1. 
In [Chakib et Khoumsi, 2008a,b], the multi-decision control has been defined in the special 
case where several disjunctive or several conjunctive architectures are running in parallel, 
without any mention and study of its generic form. Actually, it was defined in an ope-
rational way which does not show that several architectures are working in parallel. For 
this reason, [Chakib et Khoumsi, 2008a,b] does not permit to understand the fundamental 
aspects of multi-decision. Note that the multi-decision approach has also been studied in 
the decentralized diagnosis of DES [Chakib et Khoumsi, 2009; Khoumsi et Chakib, 2008a] 
and prognosis of DES [Khoumsi et Chakib, 2009]. 
3.3 Decentralized supervisory control of DES 
3.3.1 Supervisory control of DES 
We consider a plant described over an alphabet E by a prefix-closed language C C E* and 
a marked language £ m C £, and a specification described by a language K C £m. We 
consider that the plant is also modeled by a finite state automaton (FSA) G accepting 
r 
We say that a trace t G E* is a prefix of a trace s G E*, if there exists a trace A G E* such 
that s = (A. We denote by K the set of all prefixes of traces of a language K C T,*, i.e., 
K = {s G E* | 3t G K, s is a prefix of t}. K is said prefix-closed if K = K. 
The alphabet E is partitioned into Ec and Euc, the sets of controllable and uncontrollable 
events, respectively. For every controllable event a G Ec, we denote by £a{K) = {s G 
K\ saeK} the set of traces of K after which a is accepted by K. Similarly, we denote by 
3.3. DECENTRALIZED SUPERVISORY CONTROL OF DES 57 
Va{K) = {s G K\ so G £\K} the set of traces of K after which a is accepted by £ and 
forbidden by K. When a single specification K is used, K can be omitted in Sa{K) and 
Va{K). 
A supervisory system (supervisor for short) Sup restricts the behavior of the plant so that 
it conforms to K, by taking effective enabling/disabling decisions. By effective decision, 
we mean the decision that is actually applied to the plant. Let then Sup(s,o) G {^ >, 0,1} 
denote the effective enabling/disabling decision taken on an event a G £ after the execution 
of a trace s G £. Sup(s,o) = 1 (resp. 0) means that a is enabled (resp. disabled) after 
the execution of s. A decision Sup(s, o) = <j> means a "don't care" or "unsure" decision. A 
fundamental property that is respected by the effective decision Sup(s, o) of any supervisor 
is : 
Vs € £,V<7 G T,uc : Sup(s,o) = 1. 
Definition 3.3.1 Given a language K C £ m ; a supervisor Sup is said admissible w.r.t. 
K if for every a G Ec, Vs € £CT U 2?a, Sup(s, a) ^ (/>. 
In the sequel, the terms "w.r.t. (22, D)v and "w.r.t. /C" can be omitted if it is clear from the 
context. The prefix-closed language C(Sup/G) generated by the plant under the control 
of an admissible supervisor Sup is defined as follows : 
- e G C(Sup/G), 
[s E C(Sup/G) A so G £ A Sup(s,o) = 1] «*• [so G C{Sup/G)\. 
The corresponding marked language is defined by Cm(Sup/G) = C(Sup/G) D Cm. A 
supervisor Sup is called nonblocking if £m(Sup/G) = £(Sup/G). 
The ultimate objective of supervisory control is to satisfy the following conditions : 
£{Sup/G) = K, (3.1) 
£m(Sup/G) = K. (3.2) 
To satisfy Conds. (3.1) and (3.2), Sup acts upon the plant by enabling every event which 
is authorized by the specification, and disabling every event which is authorized by the 
plant and forbidden by the specification. Formally, Va G T,c 
s G £a => Sup(s,o) — 1, (3.3) 
s e P ^ Sup(s,o) = 0. (3.4) 
Definition 3.3.2 Given a language K C £m, a supervisor Sup is said : 
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consistent w.r.t. (E,D), where E C £a and D C T>a for some a G Ec, if Sup sa-
tisfies Conds. (3.3) and (34) w.r.t. (E,D), i.e., Vs G E, Sup{s.a) = 1, and Vs € 
D, Sup{s,a) = 0, 
consistent w.r.t. K if, VCT G EC , Sup is consistent w.r.t. {£a,T>a). 
Recall the usual notions of £m-closure and controllability. 
Definition 3.3.3 A language K C £ m is said Cm-closed if K = K n £ m . 
Definition 3.3.4 A language K C £ m is said controllable w.r.t. C and Euc if KT,ucnC C 
K. 
In the sequel, the term "w.r.t. £ and Suc" will be omitted when referring to controllability. 
3.3.2 Decentralized supervisory control principle 
Decentralized control [Kumar et Takai, 2007; Rudie et Wonham, 1992; Yoo et Lafortune, 
2002a, 2004) is performed by n local supervisors (£«p,)i<t<„. Each Supt has its own set of 
observable events E0jl and own set of controllable events ECii. We define E0 = E0?i U • • • U 
E0i„, Ec = Ec>1 U • • • U Ec,n, Euo = E \ E0 and Euc = E \ Ec. We denote by / = { 1 , . . . , n} 
the indexing set of all supervisors. For any controllable event a G Ec, we define by I„ = 
{i G I\ 0" G EC],} the indexing set of local supervisors controlling a. and na = \Ia\ denotes 
the number of local supervisors controlling a. We denote by Pt : E* —• E* t the natural 
projection that hides the events of E \ E0i! from any trace s G E*. The inverse projection 
is defined as P " 1 ^ ) = { { £ E * : P,(t) = s}. 
In decentralized control, each local supervisor Supt, i € /, is a function Supz : E* 2 x E c - > 
LD, that associates a local decision Supl{Pl{s),a) G LZ) to every controllable event a 
and every observed trace Px{s~). LD is a finite .arbitrary set of local decisions. A particular 
decision, denoted (j>, accounts for silent decision, meaning that the local supervisor is 
unsure or doesn't care. The effective decision that is applied to the plant is obtained 
by combining the local decisions of the n local supervisors (Supl)iei using a so-called 
coordinating operator D : LDn —> {</>,0,1}, we say that D is denned over LD. The 
system enclosing the tuple of local supervisors (5up t) t€/ and the coordinating module D 
is called a decentralized supervisor, and denoted by ((Supt)lGi, D). The effective decision 
Sup(s.a) G {^,0,1} of a decentralized supervisor Sup = ((Supt)l£i,D) is computed as 
follows : 
Sup(s, a) = D((5«p,(P,(a), a ) ) i e / J (3.5) 
(3.5) means that Sup(s,a) is computed by applying the operator D to all Supt(Pt{s),a). 
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Definition 3.3.5 A D-supervisor is a decentralized supervisor defined by (3.5) for a gi-
ven D and any local supervisors (Supt)iej. The set of all D-supervisors is called a D-
architecture. 
For example, we have the conjunctive architecture (A-architecture) and the disjunctive 
architecture (V-architecture) of [Rudie et Wonham, 1992; Yoo et Lafortune, 2002a], the 
conditional conjunctive architecture (COND-A-architecture) and conditional disjunctive 
architecture (COND-V-architecture) of [Yoo et Lafortune, 2004), and the ^-inference ar-
chitecture (/n/jv-architecture) of [Kumar et Takai, 2007]. 
3.4 Architectures running in Parallel 
Increasing the set of languages that are achievable under control has often been an im-
portant criterion when it comes to the development of control architectures, and more 
specifically decentralized architectures. With this idea, the objective of multi-decision is 
to be applied to a decentralized architecture A in order to obtain a new architecture B 
that generalizes A, in the sense that the set of languages achievable with B contains the set 
of languages achievable with A. The basic idea is to increase the information transmitted 
from the local supervisors (Supt)l£j to the fusion operator D. An extreme solution is that 
each Supt takes, and transmits to D, a decision on enabling/disabling an event a € Ec only 
when it is certain of its decision. When Sup% is unsure of the decision to take, it informs 
D of what it has observed. When all (Supl)iei are unsure on the decision to take on an 
event a G Ec, then D combines their observations in order to obtain a richer information 
and take a decision on a. This solution has been developed in [Khoumsi et Chakib, 2007, 
2008b]. Its limitation is that it turns out undecidable when it is question of checking a 
notion of n-observability and a more restrictive notion of n-normality [Khoumsi et Chakib, 
2008b]. The decidability is obtained when the plant or specification language is finite, but 
in general this is an unrealistic restriction. 
The objective of multi-decision is to provide a less extreme but decidable solution. The 
basic principle is that in each site i, we will use several, say p, local supervisors (Supl)jej, 
where each Sup{ generates a local decision. Therefore, in each site i, we have p different 
local decisions. That is why we use the term "multi-decision". This is equivalent to say 
that we have p decentralized supervisors (5up ;) j e{ l i ,.)P} running in parallel and whose 
global decisions are fused into an effective decision. Hereafter, the number of decentralized 
supervisors is denoted by p, and we denote by J — {l,...,p} the indexing set of the 
decentralized supervisors running in parallel. Therefore, each decentralized supervisor SupJ 
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achieves its control according to a given decentralized architecture as shown in Subsection 
3.3.2 and (3.5), but with a superscript j . That is, for every j G J, Sup3 = ((Sup3t)l&r, DJ) 
contains n local supervisors (Sup3)iei and a coordinating module DJ. The global decision 
issued by Sup3, following the execution of a trace s E £, is computed by the following 
equation, which corresponds to (3.5) with a superscript j added to Sup, Supt and D : 
Sup3(s,a) = DJ((Surf(/>(s).<7)){l€M) (3.6) 
The global decisions of the decentralized supervisors (Sup3)j€j are combined using a co-
ordinating module D in order to obtain an effective decision that satisfy Conds. (3.1) 
and (3.2). D is defined as a function D : {<f>, 0,1}P —> {</>,0,1}. The system enclosing 
the tuple of local supervisors (Sup3)l€ijeJ, the fusion operators (D3)jeJ and the global 
fusion operator D is called a multi-decision supervisor, and denoted by ((5wp-7)j€j.D) = 
(((Supl)ie[,D3)]€j,D). The effective decision of Sup = ((Sup3)jej, D), Sup(s,a)e {4>,0,1}, 
is computed as follows : 
Sup(s,a) = D((Sup3{s,o-))beJ}) (3.7) 
Eq. (3.7) means that the effective decision Sup(s, a) is computed by applying the operator 
D to all the global decisions Sup3(s,a). 
Definition 3.4.1 A D-(DX,... ,DP) -supervisor is a multi-decision supervisor defined by 
(3.6) and (3.7) for given D and (Sup3)jeJ. The set of all D-(DX,..., Dp)-supervisors is 
called a Z)-(D , . . . , Dp)-architecture. 
When all the D-'-supervisors Sup3 (for j € J) correspond to the same decentralized ar-
chitecture i/i, we obtain an architecture which is denoted D-tpp, while Sup is called D-ipp-
supervisor. 
Recall that the global decisions Sup3(s,cr) (= 0, 1 or <j>), j G J, are just intermediate 
results used to compute Sup(s,a), the latter being the effective decision actually applied 
to the plant. 
Let us for example take p = 2, D1 = V, D2 = COND-A, and D = A. This means that 
we have a disjunctive (D1) and a conditionally-conjunctive (D2) architectures running in 
parallel and whose global decisions are fused conjunctively (D) for obtaining the effective 
decision. And thus we have the A-(V,COND-A)-architecture. 
The multi-decision control consists therefore in using p DJ-supervisors Sup3 (for j G J) 
running in parallel and whose global decisions are fused by an operator D in order to 
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Figure 3.1 Multi-decision control framework 
obtain an effective decision (see Fig. 3.1). We state in the following lemma the relation of 
the consistency of a nonblocking and admissible supervisor Sup with a controllable and 
£m-closed language K and the achievement of K by Sup. 
Lemma 3.4.1 Consider K C Cm and a supervisor Sup. The following assertions are 
equivalent • 
1. Sup is nonblocking and admissible and such that Cm{Sup/G) — K and C{Sup/G) = 
K, 
2. K is controllable and Cm-closed, and Sup is consistent w.r.t. K. 
Consider C and K as in Section 3.3.1, and (£0,J)Z=I, ,n as in Section 3.3.2. For the purpose 
of our study, we use the following definition of coobservability. 
Definition 3.4.2 We call coobservability any property defined on pairs (E, D), for any 
a G ECJ E C £a and D C Va. Given a coobservability denoted COOBS, we say that (E, D) 
is COOBS w.r.t. C, E0YI, ..., E0,n to mean that COOBS is satisfied by (E, D). 
In the sequel, the term "w.r.t. £, E0)i, ..., E0i„" will be omitted, except for some special 
cases. Note that Def. 3.4.2 also holds for a centralized architecture, by taking E0 instead 
of ( E 0 | j ) t = i t iTl. 
3.4.1 Eligible architectures 
In this section, we define the notion of eligibility that specifies sufficient conditions that an 
architecture should respect for being acceptable to be used as one of the architectures in 
parallel that compose any multi-decision system. Shortly, if a decentralized architecture is 
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eligible, then it can be used in the multi-decision framework. Eligibility is formally denned 
as follows. 
Definition 3.4.3 Given a fusion operator D, the corresponding D -architecture is said 
eligible (implicitly, for multi-decision), if there exists a coobservabihty property associa-
ted with D, denoted D-coobservabihty (or D-COOBS,), such that the following eligibility 
condition ELC is satisfied : 
ELC-a • For every D-supervisor Sup, Va € Sc, VE C £(rt VD C V„, we have : if Sup is 
consistent w.r.t. {E,D) then (E,D) is D-COODS. 
ELC-b : There exists a D-supervisor SUP such that, Va G T,c, \/E C £a, VZ) C T>„, we 
have : if(E.D) is D-CoOBS then SUP is consistent w.r.t. (E,D). 
Note that by ELC, we mean the two parts ELC-a and ELC-b. Based on ELC, we define 
the notion of D-coobservabihty of a language under eligible architectures. 
Definition 3.4.4 Given a fusion operator D and the corresponding eligible D-architecture, 
a language K C Cm is said D-coobservable (or D-COOBS^ if, VCT € Hc, (£„,!)<,) is D-
COOBS. 
At the present state of our study, we consider two cases of D when p > 1 : D is disjunctive 
(V) or conjunctive (A), which will be considered in Sections 3.4.2 and 3.4.3, respectively. 
Actually, the terms "disjunctive" and "conjunctive" are used with an abuse of the language, 
in the following sense : By disjunctive, we mean that Sup(s,a) = 0 if all SupJ(s,a) = 0, 
Sup(s,a) — 1 if at least one SupJ(s,a) = 1, and Sup(s,a) = cp otherwise. By conjunctive, 
we mean that Sup(s, a) = 1 if all Sup3(s, a) = 1, Sup(s, a) = 0 if at least one SupJ (s, a) = 
0, and Sup(s,o) = 4> otherwise. 
Remark 3.4.1 As we will see, the two cases D = A and D = V are based on decomposing 
the sets T>a and £a, respectively. So far, we have identified and thoroughly studied these 
two fusion operators D — A and D = V, but we see no reason why other values of D 
could not be used. The mam question is how to realize a multi-decision architecture for 
other operators D. This is an open problem. At the end of the conclusion, we propose to 
investigate this point in a near future. 
3.4.2 D is disjunctive 
When D is disjunctive, we are in the presence of a so-called disjunctive multi-decision 
architecture, denoted V-(D1, ., Dp), and any possible supervisor under this architecture is 
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called disjunctive multi-decision supervisor denoted V-(D1 Dp)-supervisor. The latter 
consists of a set of p DJ-supervisors SupJ (for j £ J) running in parallel and whose global 
decisions are fused disjunctively The effective decision Sup(s,o) is obtained as follows • 
V<7 G E. Vs € C. 
' o If, V? G J, Sup3(s,a) = 0 , 
If, Sj G J,5UPJ(S,CT) = 1, (3.8) 
(j> otherwise. 
Sup(s, a) = 
: 
The principle of disjunctive multi-decision architecture is based on considering, for every 
a G Ec, a decomposition {£\,..., £p) oi£a such that £a = £JU. . .U£p. Note that we use the 
word decomposition instead of partition because the various £3a are not necessarily disjoint 
with each other. For the sake of simplicity and without loss of generality, we consider that 
all £a are decomposed into the same number of sublanguages, that is, we use the same 
number p for all a G Ec, instead of a distinct pa for each a G Ec. This may necessitate 
that some £3a are empty. In the latter case {£3a = 0), we can take any supervisor Sup3 such 
that Sup3 (s, a) — 0 for every s G C. 
Definition 3.4.5 For a given p > 1. let V - EL Ap-architecture mean a (disjunctive) multi-
decision architecture consisting of p eligible architectures (hence the acronym ELA) fused 
disjunctively. And by V-ELA-1-architecture, we mean any (disjunctive) multi-decision ar-
chitecture consisting of one or more eligible architectures fused disjunctively. 
Considering V-ELAp-architecture, for which are defined (D- ?-COODS) J €J , we define coob-
servability related to the V-ELAp-architecture as follows : 
Definition 3.4.6 Consider a V-ELAp-architecture consisting of p eligible architectures 
(B3)^j and K C £ m . For every a G ECJ (£„,?)<,) is said V-(D1 , . . . , Dp)-CoOBS if there 
exists a decomposition {£„,...,£%} of £„ such that, Vj G J (£3a,Va) is DJ-CoOBS. K is 
saidV-{D\.. , D P ) -COOBS if We Ec, {£a,Va) is V-(D\ . . . , D P ) -COOBS. 
In the case where the architectures and/or their number are unspecified, we obtain the 
following weaker notions : 
Definition 3.4.7 Given a G Ec, (£a,T>a) is said V-ELAP-COOBS if it is V-(D\ . . . ,DP)-
COOBS for some eligible architectures (DJ)i<,<p. (£a,Va) is said V-ELA-1 -COOBS if it is 
\Z-ELAP-COOBS for some p> 1. K is said \/-ELAP-COOBS (resp., V-ELA-1-COOBS) if, 
V<7 G Ec, {£a,Va) is y-ELAp-COQBS (resp., V-ELA-1-COOBS). 
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We have the following theorem that relates the decomposition of £„ and the consistency 
of a V-(D1,...,Dp)-supervisor w.r.t. {£<,,Va). 
Theorem 3.4.1 Consider K C Cm, DJ-supervisors (SupJ):l€j, and a G T,c. The V-
(D 1 , . . . , Dp)-supervisor Sup = ((Sup:)j
€
j, V) is consistent w.r.t. (S^.V^) if and only if 
there exists a decomposition { £ j , . . . , £p} of £a such that, Vj G J, the DJ-supervisor Sup3 
is consistent w.r.t. (£l,T>a). 
By using Lemma 3.4.1 and Theorem 3.4.1, we obtain the following theorem that states 
necessary and sufficient conditions for a language to be achievable under a disjunctive 
multi-decision architecture. 
Theorem 3.4.2 Consider a M -ELAP -architecture consisting of p eligible architectures 
(DJ)jej, and a language K C Cm. There exists a nonblocking and admissible V-(D1, . . . , 
Dp)-supervisor Sup = ((Sup3)jej,\/) such that C(Sup/G) = K and Cm{Sup/G) — K if 
and only if K is Cm-closed, controllable and V-(D1 , . . . , Dp)-CoOBS. 
By considering the case where we have a single eligible D-architecture (instead of several 
(DJ)j
€
7 architectures in parallel), Theorem 3.4.2 becomes the following Corollary 3.4.1, 
which states that D-COODS (in addition to the controllability and the £m-closure) cha-
racterizes the class of languages that are achievable under the D-architecture. The proof 
of Corollary 3.4.1 is omitted since it is a particular case of Theorem 3.4.2. 
Corollary 3.4.1 Consider an eligible architecture D and a language K C Cm. There 
exists a nonblocking and admissible D-supervisor Sup such that £m(Sup/G) = K and 
C(Sup/G) = K if and only if K is controllable, Cm-closed and D-COOBS. 
3.4.3 D is conjunctive 
When D is conjunctive, we are in the presence of a so-called conjunctive multi-decision 
architecture, denoted A-(D1 , . . . , Dp); and any possible supervisor under this architecture 
is called conjunctive multi-decision supervisor, which is denoted A-(D1 , . . . , Dp)-supervisor. 
The conjunctive multi-decision architecture can be developed by adapting the disjunctive 
multi-decision architecture of Subsection 3.4.2 by the following essential modifications, for 
each a G £e : 1) we decompose Va instead of £„ ; and 2) we compute the effective decisions 
by using (3.9) instead of (3.8), that is, we replace the V operator by the A operator. VCT G £, 
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= 0, (3.9) 
Remark 3.4.2 By using the above points 1) and 2), all the notions and results that can 
be obtained for D = V (i.e., for the disjunctive multi-decision architecture) can be adapted 
quite easily for D = A (i.e., for the conjunctive multi-decision architecture). That is why 
we have not developed the latter case. 
Due to remark 3.4.2, in the following sections 3.5-3.8, we will consider uniquely the dis-
junctive multi-decision architecture (for simplicity, the term "disjunctive" will be omitted). 
More precisely, we will study our multi-decision framework in the case where D = V. In 
order to clarify our idea, we will apply in Section 3.5 the multi-decision framework in the 
case of the inference-based architecture studied in [Kumar et Takai, 2007]. The reason 
why we have decided to apply the multi-decision to the inference-based architecture, is 
because, to the best of our knowledge, the inference-based architecture is the most general 
decentralized architecture before the development of our multi-decision framework. For 
example, it has been proved in [Kumar et Takai, 2007] that the disjunctive, conjunctive, 
conditionally disjunctive, and conditionally conjunctive architectures [Rudie et Wonham, 
1992; Yoo et Lafortune, 2002a, 2004] are special cases of the inference-based architecture. 
So, the main objective of Section 3.5 is to prove the effectiveness of our multi-decision 
framework by showing that it permits to generalize the inference-based architecture. Fur-
thermore, the inference-based ambiguity principle is more suitable when heterogenous 
decentralized supervisors are considered, it suffices to consider decentralized supervisors 
Sup3 with ambiguity levels iV,, j e J, that are not necessarily the same. 
3.5 Inference-based multi-decision architecture 
In this section, we study the inference-based multi-decision architecture. An inference-
based multi-decision supervisor Sup — ((Sup3)]£j,\/) consists on p inference-based de-
centralized supervisors (Sup3):}ej running in parallel and whose global decisions are fused 
disjunctively (D = V) for obtaining an effective decision that is actually applied to the 
plant. Each inference-based decentralized supervisor Sup3 consists of n inference-based 
local supervisors {Sup\)l^i, and its decisions are computed using the inference-based ar-
chitecture introduced in [Kumar et Takai, 2007]. First of all, we will present in the following 
subsection the inference-based architecture, and we prove its eligibility. 
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3.5.1 Inference-based architecture 
Inference-based supervisor 
Each inference-based decentralized supervisor Sup consists of n inference-based local su-
pervisors (Supt)lSi, and its decisions are computed using the results of [Kumar et Takai, 
2007] as follows. After the execution of s e A-, each Supt has observed Pl(s) and issues a 
local decision c,(P,(s),<r) for each a 6 Sc. An ambiguity level nt(Pt(s),<r) is associated to 
each local decision. Formally : 
Supl{Pl{s),a) = ( c ^ P . ^ W P , ^ ) , * ) ) , (3.10) 
The generic global decision of each Sup was defined by (3.6). In the present case of 
inference-based decentralized supervisor Sup, its global decision is computed as follows 
[Kumar et Takai, 2007) : W e £c,Vs e K, 
Sup(s,a) = < 
1, itVieIa;[n(s,a) = nl(Pl{s),a)=>cl(Pl{s),o-) = 1], 
0, i fVi€ / f f ;Ka ,a ) = n,(PI(a),tT)=J-c(Pl(5),<7) = 0], (3.11) 
4>, otherwise. 
Where n(s,a) denotes the minimal ambiguity level of local decisions of Sup, i.e., 
n(s, a) = minn,(P,(s),<7). (3.12) 
lei* 
Definition 3.5.1 Given an integer N > 0, an inference-based decentralized supervisor 
(i.e., defined by (3.10)-(3.12)) is said A^-inferring (w.r.t. K), and denoted Inf
 N-supervisor, 
if for any a € Ec, min{n^,n^} < N, where nda = max{se^|saeiCASup(, „)=0} n(s, a) and 
Kr = maX{s€K\streCASup(s,v) = l} n{S,o). 
Note that N is the maximal ambiguity level that is used in a /n/^-supervisor. 
Computing the local decisions c^P^s)^) and n t(P,(s),a) 
We proceed as in [Kumar et Takai, 2007], but for a convenient presentation of the inference-
based multi-decision (in the following Section 3.5.2), we use languages (E,D) such that 
E C £a and D C T>a, instead of {£„, Va). We define inductively a monotonically decreasing 
sequence of language pairs {E[k\, D[k\) as follows. 
Basis : E[0] = E and D[0] = D, 
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Inductive step : for k > 1, 
E[k + 1] = E[k] n f j p-lpt{D[k)), 
l€l„ 
D[k + l} = D[k}nf]Pl-lPl(E[k}). 
The decisions of every Sup are defined by (3.10)-(3.12) from (ct(Pt(s),a),nl(Pt(s),a))ieja. 
Now we propose a method of [Kumar et Takai, 2007] to compute c,(Pj(,s),<7) and rtt(Pj(s), 
a), for ^ G 7CT. More precisely, using the sequence (E[k\, D[k}) of language pairs, every 
local supervisor Supt (i G I„) computes, for every s G K and a G Ec, n2(Pi(.s), er) and 
c,(Pt(s),cr) as follows. 
<(P,(S) , a) = min{* G Z + | P . - ^ . W n D[A] = 0}, 
n?(P,(s), a) = min{A: G Z + | P-1Pl(s) n £7[A;] = 0}. 
A local decision is issued by comparing the two ambiguity levels, rfl{Pl{s),a) and 
ni{Pi{s)iCT); giving preference to the smallest one. This is formalized as follows. For every 
a G Sc, the decision and ambiguity level of a local supervisor Supl following an observation 
Pj(s), i.e., Supl(Pl(s),a) = (cl(Pl(s),a),nl(Pl(s),a)), is computed as follows ; 
cl(Pl(s).cr)={ 
0, if nf (Pt(s), a) <nt(Pl(s). a), 
1, i f< (P t ( S ) , a )<nf (P l ( S ) . a ) , (3.14) 
d>, otherwise, 
and 
nt(Pt(s),(T) = min{nf(P1(5))a),nf(P,(s),<7)}. (3.15) 
We have not explained in detail the (3.10)-(3.15) because they have been taken from the 
inference-based framework of [Kumar et Takai, 2007). 
Eligibility of the inference-based architecture 
In order to show that the inference-based architecture is eligible, we define the notion of 
Inf
 N-COOBS (or N-inference-coobservability) as introduced in [Kumar et Takai, 2007). 
For a convenient presentation of the inference-based multi-decision (in Section 3.5.2), we 
do not use exactly the definition of [Kumar et Takai, 2007]. We rather generalize it by the 
use of subsets E C £a and D C T>a instead of £„ and Va, respectively. 
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Definition 3.5.2 Consider K C Cm, a G Ec, E C £a and D C Va. (E, D) is said Inf N-
coobservable (or Inf
 N-COOBS) if E[N + 1] = 0 or D[N + 1] = 0. K is said Inf
 N-Coons 
if. Va G Ec, (£a.Va) is Inf N-COOBS. 
We have the following lemmas 3.5.1 and 3.5.2 that state respectively that the inference-
based architecture satisfy the conditions ELC-a and ELC-b. From these two lemmas, we 
then deduce lemma 3.5.3 by definition of the eligibility. 
Lemma 3.5.1 Consider K C Cm and a InfN-supervisor Sup. For every event a G Ec, 
E C £„ and D C T>a, if Sup is consistent w.r.t. (E, D) then (E, D) is Inf N-CoOBS. 
Lemma 3.5.2 Consider K C Cm and the InfN-supervisor SUP given by (3.13)-(3.15). 
For every event a G Ec, E C £a and D C Va, if (E, D) is Inf N-CoOBS then SUP is 
consistent w.r.t. (E,D). 
Lemma 3.5.3 The inference-based architecture is eligible. 
3.5.2 Parallel inference-based architectures running in parallel 
Recall that a V-(D\ . . . , Dp) architecture consists of p DJ-architectures running in parallel 
and whose global decisions are fused disjunctively. When the p architectures are inference-
based with respective ambiguities Ni,..., Np, we are in the presence of an inference-based 
multi-decision architecture, denoted V-(InfNl,..., InfN )-architecture. Any corresponding 
supervisor Sup = ((Sup)jeJ, V) consists on p Inf N -supervisors (SupJ)jej, and is denoted 
V-(InfNl,..., Inf N )-supervisor. For each Inf N -architecture, the local decisions are com-
puted by using (3.10) but with a superscript j , i.e., 5up^(P,(s), a) = (cJl(Pl(s),a),n:'l(Pl(s). 
a)), and the global decision SupJ(s,a) is computed by using (3.11) but with a superscript 
j . The effective decision Sup(s, a) of the V-(InfNl,..., Inf N )-supervisor is computed by 
combining disjunctively the global decisions (Sup3(s,a))jej using (3.8). 
As already explained in Subsection 3.4.2, we will use a decomposition {£„,... ,£%} of £a 
for every o G Ec. This decomposition is a practical rule for computing the inference-based 
local decisions as described in (3.13)-(3.15) for every Inf
 N -architecture, by taking E = £3a 
and D = T>„. Hence, the sequence of language pairs (£l[k],Vl[k}) are computed as follows. 
For k = 0, £j[0] = £1 and Z£[0] = V„. For k > 1, £^[k 4- 1] = £}[k] n n, e /„ Pf ^ . (X" M) 
and VJa[k+l] = £>£[&]nf\€/^ P~lPt(£3a[k]). For simplicity, j is omitted when p — 1 (i.e.. no 
decomposition). Before studying the existence of solutions for the inference-based multi-
decision architecture, we illustrate the multi-decision framework, applied to the inference-
based architecture, in the following example. 
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Figure 3.2 Plant and specification. The latter is obtained by forbidding the 
dashed transitions 
Example 3.5.1 Figure 3.2 presents a plant G controlled by two local supervisors, the 
first one observes £0ii = {a\,b\,c\}, while the second observes £0,2 = {02^21 c2i^2}; and 
Ec,i = ECi2 = {o~}. The specification is obtained by erasing the two dashed selfloops. We 
consider that all states of the plant and the specification are marked, which implies that 
(3.1) and (3.2) are equivalent. T>a = {cid2, c2ai,b2ai} is accepted by the FSA obtained 
from the specification by removing states 4, 6, 8 and 9, and marking states 7 and 10. 
£<r = {aid20~*,a\a2o-*,b2b\a*,ciC2(T*} is accepted by the FSA obtained from the specification 
by removing states 3, 7 and 10, and marking states 6, 8 and 9. Let us consider the cases 
p — 1 and p = 2. 
Case p = 1 ; Since j takes the single value 1, it will be implicit in all equations. We 
have £<,[0] = £a and T>a[0] = T>a, and there is no Inf' N-supervisor satisfying Conds. 
(3 1) and (3.2), \/N € Z + . Indeed, after the execution of trace Cid2, the language pairs 
{£a[k],T>a{k})k>Q are then computed as follows : First step (k = 1), we compute T>a[l] = 
{b2ai,C2ai,Cxd2} and £a[l] = {a^cr*, CiC2a*}. Second step (k = 2), we compute Va[2] — 
{0201,01.^ 2} and £a[2] = £a[l}. Third step (k = 3), we compute 2?CT[3] = T>a[2] and 
f f f[3]=f a[2]=£ f f[l] . 
We obtain Va[k] — Va[2] = {c2ai, Cid2}, Vfc > 2, and £a[k] = £a{l\ — {aid2a*, CIC2CT*}, 
Vk > 1. Since, Mk > 2, cxd2 e Va\k], we have, Vi = 1,2, Vfc > 1, P~lPl(cid2) nV„[k] ^ 0. 
And from (3.13), nel(Pl{cxd2).a) is infinite. Moreover, Vfe > 1, Pf1Pi(cid2) H £a[k] = 
{CIC2CT*}7 Pz1 P2(cld2) D £a[k] = {M2cr*}- Therefore, V? = 1,2, Vfc > 1, P~1Pl{c1d2) n 
£a{k] T^0. And from (3.13), n^(Pl(cid2),o-) is infinite Since nf\Pi{c\d2), 0) and 
n
e
l(Pi{cid2),a) are infinite, we deduce by (3.14) that, Vi = 1,2, cl(Pl(cid2).cr) = </>. Then, 
by (3.11), Sup(s,a) = <p, which violates Cond. (3.4), and thus, there is no Inf
 N-supervisor 
that can enforce the plant to conform to the specification. 
Case p = 2 ; Consider the decomposition {£*,£%} of £„ where £\ = {aid2a*,a^c*, 
62^ 10"*} and £"1 = {ciC2<7*}. The language pairs (£^[k},T>Ja[k})k>o are then computed as 
follows : 
For j = 1 : 
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First step (k = 1), we compute T>la[\\ = {b2ai} and £1{l] = {aid2a*}. 
Second step (k = 2), we compute Vla[2\ = 0 and £$[2] = 0. 
For j = 2 : 
First step (k = 1), we compute T>1[1] = 0 and ££[1] = {cic2a*}. 
Second step (k = 2), we compute T>1\2} = 0 and £2[2] = 0. 
Therefore, Vla[k) = £la[k} = £2{k] = 0, VJfc > 2, and V2a[k) = 0, Vfc > 1. Using (3.10)-
(3.15), Table 3.1 (resp., Table 3.2) presents the local and global decisions taken by the 
Inf\-supervisor Sup1 (resp., Inf
 0-supervisor Sup2) for all traces where a decision on event 
a is relevant, i.e., traces at the term of which a is permitted by the plant (formally, traces 
of £„ U T>a). Note that, for j € {1, 2), the expressions n{3, ne{3 and Sup\ (resp., n2J> n23 
and Sup2) are computed for Pi(s) (resp., P2(s)) and Sup3 is computed for s. Table 3.3 
presents the effective decisions computed using (3.8), taken by the V-(/n/x, Inf 0)-supervisor 
that combines disjunctively the decisions of Sup1 and Sup2. We see in Table 3.3 that 
Sup(s,a) = 1 for all traces s € £a, and Sup(s,a) = 0 for all traces s G T>a, which 
corresponds to satisfying Conds (3.3) and (3.4)- We will explain in Section 3.5.3 why we 
have selected exactly N\ = 1 and N2 = 0. 
This example illustrates the fact that the set of languages achievable by the mulh-decision 
inference architecture (for p > 1) includes the set of languages achievable by the inference 
architecture of [Kumar et Takai, 2007] (corresponding to p = 1). 
Trace 
s = c\d2 
s — c2a\ 





























































Tableau 3.1 Local and global decisions taken by the 7n/1-supervisor Sup1 (on 
a e Ec) computed by (3 10)-(3.15) for the plant and specification of Fig. 3.2 
w.r.t. (£l,Va), for £\ = {axd2a*,axa2o*,b2bxa*}. 
3.5.3 Existence of solutions for the inference-based multi-decision 
architecture 
In this section, we introduce the notion of V-(InfNl,..., Inf N )-COOBS in order to charac-
terize the class of languages achievable under the control of a nonblocking and admissible 
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Trace 
S = C\d2 
s = c2ai 
























































Tableau 3.2 Local and global decisions taken by the 7ra/0-supervisor Sup2 (on 
a G Sc) computed by (3.10)-(3.15) for the plant and specification of Fig. 3.2 
w.r.t. {£lVa), tor S2 = {clC2a*}. 
Trace 
s = cxd2 
s — c2ax 
s = b2ai 
s G a,\d2o* 
s G a\a2o* 
s G b2bi<T* 

























Tableau 3.3 Global and effective decisions taken by the V — (7n/0 , /n/i)-
supervisor (on a G Ec) computed by applying (3.8) to the decisions Supi(s) 
and Sup2(s) of Tables 3.1 and 3.2. 
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V-(InfNl , Inf N )-supervisor. By using the notion of Inf N-CoOBS defined in Definition 
3.5.2, we introduce in the following definition the notion of V-(InfNi,..., Inf N )-CoODS. 
Definition 3.5.3 Consider K C Cm, and a 6 Sc. {£a,T>lx) is said V-(InfNl,..., Inf N )-
COODS if there exists a decomposition (£*,...,£%) of £„ such that, Vj G J, {£l,Va) is 
Inf
 Nj-CoOBS. {£a,Va) is said V-/n/|^-CoOBS if it is V-(InfNl,..., Inf Np)-CoOBS for 
some p > 1 and some positive integers Ni,.. .,NP < N. K is said V-(InfNl,..., Inf N)-
COODS if, VCTGSC, {£a,Va) is V-(InfNl,..., Inf Np)-CoOBS. K is said V-Zn/I^-COOBS if, 
\faeT,c, {£a,Va) is V-/n/|]v-CooBS. 
Since the inference-based architecture is eligible, as shown in Lemma 3.5.3, the following 
corollary, which is a straightforward result of Theorem 3.4.2, states necessary and sufficient 
conditions for a language to be achievable under the \/-(InfNi,..., Inf N ) architecture. 
Corollary 3.5.1 Given a language K C Cm, there exists a nonblockmg and admis-
sible V-(Inf
 Nl,.,., Inf N )-supervisor Sup = ((SupJ)jej, V) such that C(Sup/G) = K and 
Cm(Sup/G) — K if and only if K is Cm-closed, controllable and V-(Inf Nl,..., Inf N ) -
COOBS. 
Let us return to the example 3.5.1 where £a is represented by the automaton Aea obtained 
from the automaton of Fig. 3.2 by removing the states 3, 7 and 10, and marking the states 
6, 8 and 9. From Def. 3.5.2, we have that {£a,V„) is not InfN-COOBS, because Va[k) = 
{c2ai,cid2} ^ 0, V/c > 2, and £a[k] = {a^a^c^e*} ^ 0, \/k > 1. From Corollary 3.5.1, 
we deduce that there exists no /n/^-supervisor that can enforce the plant to conform 
to the specification. Note that this result was observed in the case p = 1 of Example 
3.5.1. If we use the decomposition {£*,£%} of £a where £\ = {a1d2cr*,a1a2a*, 62^1^*} and 
£l = {cic2er*}, corresponding to states (8,9) and 6, respectively, we compute T>1[2] = 0 and 
Vl[l] = 0. From Defs. 3.5.2 and 3.5.3, {6a,Va) is V-(/n/1,/n/0)-CooBS. K is controllable 
because it is obtained from the plant by forbidding a € Ec in some states. K is also 
£m-closed because £ and K are prefix-closed. From Corollary 3.5 1, we deduce that there 
exists a V-(/«/1,/n/0)-supervisor that can enforce the plant to conform to the specification. 
Such a V-(/n/j,/n/0)-supervisor was in fact computed in the case p = 2 of Example 3.5.1 
of Subsection 3.5.2, and was represented in Tables 3.1, 3.2 and 3.3. 
By comparing Defs. 3.4.6-3.4.7 with Def. 3.5.3, and since the inference-based architecture 
is eligible, we deduce straightforwardly (and hence, the proof is omitted) the following 
proposition 
Proposition 3.5.1 If K C £m is V-Jn/IJy-CoOBS then it is V-ELA-1 -COOBS. 
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3.6 Some properties related to multi-decision architec-
tures 
We have identified many properties related to the coobservabilty of the V-ELA-1 archi-
tecture. In this section, we have selected some of the most relevant properties. In the next 
proposition, we state a necessary condition for a language to be V-ELA^-CoOBS. 
Proposition 3.6.1 If a language K C £ m is V-ELA-1-COOBS then, Va G Ec, Vs,£ 6 K 
s.t. so; to- G £, we have : [Vi G 7a, Pt(s) = P,(t)} => [s G £a O t G £„]. 
3.6.1 Comparison wi th other architectures 
The existence of eligible architecture D such that K is D-COOBS is simply obtained 
from the definition of V-ELA-'-CoOBS by restricting ourself, for each a G Ec, to the 
trivial partition {£a}. Hence, we deduce straightforwardly (thus, the proof is omitted) 
the following proposition which implies that any V-ELA-1 architecture permits to achieve 
more languages than any eligible decentralized architecture. 
Proposition 3.6.2 If K C £m is not V-ELA-1-COOBS, then K is not D-COOBS for any 
eligible architecture D. 
If we apply Prop. 3.6.2 to the particular case of inference-based architecture (which is 
eligible, from Lemma 3.5.3), we have : if K is Inf
 N-COOBS then it is V - E L A - ^ C O O B S . It 
is proved in [Kumar et Takai, 2007] that each of C&P-COOBS, D&A-COOBS, COND-C&P-
COOBS and COND-D&A-COOBS implies Inf
 N-CoOBS. Then, we deduce straightforwardly 
(and hence the proof is omitted) the following proposition : 
Proposition 3.6.3 If K C £ m is not V-ELA-1 -COOBS, then K is none of the following : 
C&P-Coons, D&A-COOBS, COND-C&P-COOBS, COND-D&A-COOBS or Inf
 N-COOBS. 
Now we compare the centralized architecture under partial observation with the V-ELA-1 
architecture. Consider the natural projection P: E* —• E* that models the partial observa-
tion of a centralized architecture. After the execution of a trace s, a centralized supervisor 
has observed P(s) and issues a decision dec(P(s)) G {1,0, (/)}. Observability is defined by : 
Definition 3.6.1 [Lin et Wonham, 1988b] K is said observable w.r.t. C, E0 if and only 
if, VCT G EC , VS, t G K, s.t. s<7, ta G £ ; [P{s) = P{t)} =• [s G Ea <=> t G £„]. 
The following proposition states that the centralized architecture permits to control more 
languages than the disjunctive multi-decision architecture. 
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Proposition 3.6.4 If K C £m is not observable w.r.t. C, E0, then K is not V-ELA-1-
COOBS w.r.t. C, E0,i, . . . , E0i„. 
Note that the converse of Proposition 3.6.4 is not true. Consider for example the language 
plant £ = {aaia20-, j3a2aia} and a specification K = {aaia^cr, (3a2(i\}, where E0 = {ai,a2} 
and Ec = {a}. K is observable w.r.t. C and E0, because the single supervisor of a cen-
tralized architecture observes the order in which a\ and a2 are executed, and thus, can 
correctly decide if a must be enabled or disabled. Let us show that the specification is 
not V-ELA-^COOBS w.r.t. C, E„i = {a\} and E0i2 = {02}. In fact, since aaia2 G Sa, 
/3a2fli G T>a and Pl(aa\a,2) = Pt(/3a2ai) (i — 1,2), we have, from Proposition 3.6.1, K is 
not V-ELA-^COOBS. 
In the following proposition we compare the disjunctive multi-decision architecture with 
the eligible architectures in the case where n = 1. 
Proposition 3.6.5 When a single local supervisor is used (n = 1, centralized architectures 
in parallel), then the following assertions are equivalent : 
1. K is D-COOBS for some eligible architecture D, 
2. K is V-ELA-1-COOKS, 
3. K is observable. 
Proposition 3.6.5 means that the multi-decision framework is irrelevant when n = 1, that 
is, it is useless to take p > 1 when n = 1. More precisely, several centralized supervisors 
in parallel produce the same observability as a single centralized supervisor. 
3.6.2 Closure under union and intersection 
If a language K is V - E L A - ' - C O O B S then there exist an integer p > 1 and some eli-
gible architectures D 1 , . . . , Dp such that K is V-(D1 , . . . , DP)-COOBS, which is a necessary 
condition for the existence of a multi-decision supervisor. Hence, it is relevant to determine 
how to tackle the situation where a language K is not V-ELA^-COOBS. Traditionally, 
depending on the exact objective, the idea is to determine whether there exists a supremal 
sublanguage or an infimal superlanguage of K which is V - E L A - ^ C O O B S . The existence 
of supremal and infimal languages is related implicitly to the closure under union and 
intersection of classes of languages. We therefore provide some algebraic properties of V-
ELA-1-coobservability such as closure under intersection and union. We have the following 
proposition related to the closure of V - E L A - ^ C O O B S under union of languages. 
Proposition 3.6.6 V - J E I ^ - ' - C O O B S is not preserved under union of languages. 
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Proposition 3.6.6 can be proved by the following example. Let £ = {aaia2cr1 (3a2a\a} and 
a specification K = {cm^c,/Jc^aj}, where KC;1 = £c,2 = {&}, £ o l = {ai} and E o 2 = 
{a2}. We have K is not V - E L A - ' - C O O B S since for aaxa2 € Ea and /?a2ai G PCT we have 
P ^ a a ^ ) = Pi{,da2ai), i = 1, 2. Thus, by Proposition 3.6.1, K is not V-ELA^-COOBS. Let 
us decompose K into ZG = {aai<i2(T} and ^2 = {fiaia2}, and thus, K = K\ UK2. K\ and 
#2 are /n/0-CoOBS (and thus V-ELA-^COOBS, from Prop. 3.6.3) because Va{Kx) = 0 
and £a(K2) — 0, respectively. 
The closure of the V-ELA-^COOBS under the intersection is in general not preserved 
except for a special case. Before showing that V-ELA-'-CoOBS is not preserved in general, 
we treat the special case where V - E L A - ^ C O O B S is preserved under the intersection of 
prefix-closed languages. 
Theorem 3.6.1 Given two prefix-closed languages K\ and K2 such that K\ is V-ELAP1-
COOBS and K2 is V-ELAP2-COOBS, then Kx n K2 is V-ELAP,P2-COOBS. 
Intuitively, consider a prefix-closed K\ (resp., K2) that can be achieved under the control 
of pi (resp., p2) eligible architectures running in parallel and combined disjunctively. From 
Theorem 3.6.1, we can deduce that Kx n K2 can be achieved under the control of pxp2 
eligible architectures running in parallel and combined disjunctively. Note that, the proof 
of Theorem 3.6.1 is constructive in the sense that it permits to construct, from multi-
decision architectures A\ and A2 for which two prefix-closed languages L\ and L2 are 
respectively /I1-C0OBS and A2-CoOBS, a multi-decision architecture A for which L\ n L2 
is ,4-CoOBS. 
Now we present a result which states that V-ELA-^COOBS is not necessarily preserved 
under intersection of Kx and K2 when K\ or K2 is not prefix-closed. 
Proposition 3.6.7 V -EL A-1 -COOBS is not preserved under intersection of languages. 
The proof of the above proposition can be illustrated in the following example. For ECil = 
£c.2 = i 0 ' } ' ^0,1 = Wi} and £0,2 — {^2}, consider £ = {aa2aia, aia2aa, aia2a/3} and spe-
cifications K\ = {aa2a\0-,a\a2,a\a2aa}, K2 = {aa2aicr,aia2,aia2aP} and K — K\C\K2 = 
{aa2aiO, axa2}. We have £a{K{) = ^(/C2) — {aa2aia,a\a2] and Va{K\) — Va(K2) = 0, 
hence Kx and K2 are 7n/0-CoOBS, and then K\ and K2 are V - E L A - ^ C O O B S . We have 
Sa{K) = {aa2ai} and Va(K) = {axa2}, and since F,(aa2ai) = Pifaia?) (i — 1,2), we 
have, from Prop. 3.6.1, K is not V-ELA-'-CoOBS. 
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3.7 Multi-decision architectures with finite decompo-
sitions 
From Theorem 3.4.2, determining the existence of a nonblocking and admissible V-(D , 
. . . , Dp)-supervisor necessitates to determine whether K is £m-closed, controllable and 
V-(D1, . . , Dp)-CoODS. £m-closure and controllability are classical notions that can be 
checked in the usual way since they do not depend on the control architecture. It remains 
therefore to determine whether K is V-(D1 , . . . , D P ) -COOBS. From Def. 3.4.6, we have to 
answer the following question : 
Question 1 . Does there exist a decomposition (£*,... ,£%) of £„ such that, V? € J, (£^,T>a) 
ssDJ-CoOBS? 
What makes Question 1 difficult is that £a is in general infinite and decomposing infi-
nite languages is known to be a challenging problem. We propose here a solution that 
transforms the problem of decomposing an infinite regular language into a problem of 
decomposing a finite set of states in a FSA. Our solution for decomposing £a is based on 
the use of a FSA A£„ accepting £a, that is, every trace s G £a leads to a marked state of 
Aca. We consider uniquely the decompositions satisfying the following assumption 
A l : Given a FSA Ac„ accepting £a, the only eligible decompositions {£], , £p) of £a 
are such that every £3a consists of the traces leading to one or several marked states of 
Aea. In other words, every £3a corresponds to a subset of the set of marked states of Aea. 
The important thing is that with Assumption A l , and assuming regular languages, the 
number of eligible decompositions becomes finite. With A l , we have transformed the 
problem of decomposing an infinite regular language into a problem of decomposing a 
finite state set 
Remark 3.7.1 The present assumption Al is less restrictive than the assumption used 
in [Chakib et Khoumsi, 2008a, b], in the sense that the latter permits less decompositions. 
This is due to the fact that the present Al can be based on a nondetermmistic FSA, while 
the assumption used in [Chakib et Khoumsi, 2008a, b] is expressed in a form which implies 
that the associated FSA is necessarily deterministic. 
We have the following definition to specify that a language is V-(D1, .. , D P ) - C O O B S for 
decompositions satisfying A l w.r.t a specific FSA Aza. 
Definition 3.7.1 Consider K C Cm, and a tuple of FSAs [^ff]creEc- (£a,'Da) is said 
V-(D\ . , Dp)-CoOBS w.r.t. Ac„, if there exists a decomposition {£xa,..., £%} of £„ satis-
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fymg Al w.r.t. A£a such that, Vj G J, {£Ja.T>a) is DJ-CoOBS. K is said V-(D\ .. , Dp)-
COOBS w.r.t. [A£a}aeEc, if, VCT G EC, (£ff.Z?a) zs V-(D\. . .,DP)-COOBS w.r.t A£a. 
The stronger notion of V - E L A - ^ C O O B S (i.e., w.r.t. a FSM) can be adapted straightfor-
wardly as in Definition 3.4.7. And as in Definition 3.4.6, we obtain the stronger notions of 
V-(D\ . . . , D P ) - C O O B S and V - E L A - ' - C O O B S for a language K. 
We have the following theorem that states a practical necessary and sufficient condition 
for (£a,Va) to be V - E L A - ' - C O O B S w.r t. a FSA. For that, we denote by £* the set of 
traces reaching the state x of a FSA A£o accepting £„. Then, the specific decomposition 
(in fact a partition) {£*', .. ,££"} satisfies Assumption A l . 
Theorem 3.7.1 Consider a FSA A£a accepting £a, and let {xi,.. .,xp} be the set of 
marked states of A£a. {£a,T>a) is V'-ELA-1-COOBS w.r.t. A£„ if and only if for every 
marked state x} of A£a, (£%',Va) is DJ-CoOBS for some eligible architecture D3. 
By considering only decompositions satisfying A l w.r.t. a FSA Aea, P is bounded by the 
number of marked states of Ae„. The following corollary is deduced from Theorem 3 4 2. 
Corollary 3.7.1 Consider eligible architectures (D J ) j e j , a language K C Cm and tuple of 
FSAs [-^Jo-e^. IfK is Cm-closed, controllable and V-(D1,.. , D P ) - C O O B S w.r.t. {A£a\oeY,c, 
then there exists a nonblockmg and admissible V-(D1 , . . . , Dp)-supervisor Sup = ((SupJ)jej, 
V) such that C{Sup/G) = K and Cm{Sup/G) = K. 
The following Remark 3.7.2 can be seen as a proof of Corollary 3 7 1. Such intuitive proof 
is sufficient since the deduction of Corollary 3.7.1 from Theorem 3.4.2 is quite easy to 
understand. 
Remark 3.7.2 If we compare Theorem 3 4.2 and Corollary 3.7.1, we see that the lat-
ter contains a sufficient condition (use of if) while the former contains a necessary and 
sufficient condition (use of iff/ This is due to the fact that in Corollary 3.7.1, we have 
used Assumption Al, which is not actually necessary for the existence of V-(D1,. . . , Dp)-
supervisor. Assumption Al has been added for solving the problem of decomposing infinite 
languages. 
3.8 On the verification of V-/n/|j^-Coobs 
In relation with the study of the disjunctive inference-based multi-decision architecture, 
we have studied how to check its corresponding coobservability. We have developed an 
algorithm that checks whether (£a,T>a) is V-Zn/I^-COOBS w.r t. a given FSA Aeff, and if 
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yes, computes a specific decomposition satisfying Assumption A l . (As already mentioned, 
the decomposition of £a is transformed into a decomposition of the set of marked states 
of the automaton Aea representing £„.) 
An article which has just been finalized presents such algorithm and studies its complexity 
in terms of memory and computation. Let us give a brief outline of such study. In fact, 
the algorithm works on the two points in parallel, that is, for a given a € Ec, it constructs 
gradually a partition {£\,... ,£%} of £a verifying a specific condition C. Our approach is 
justified by the fact that if for a partition {£*,... ,£%} of £a satisfying condition C, there 
exists £3a such that (£l,T>„) is not InfN-CooBS, then {£a,Va) is not V-Zn/l^-CooBS 
w.r.t. the given FSA Asa. Note that condition C is satisfied by the trivial partition where 
each £3a corresponds to a marked state of Aea- We have used the multi-marking principle of 
[de Queiroz et al., 2005] to construct partitions (£*,... ,£%) of £a and determine whether 
£3a [k] or V3a [k] is empty, for k > 0 and j < p. 
We have compared the complexities of the algorithm in the following two cases : 1) £a is not 
decomposed, 2) decomposition is permitted. We obtain the same worst-case complexity, 
in terms of Big-oh notation, for the two cases. Consequently, the worst case complexities 
for checking V-Zn/l^-CooBS and the Inf
 N-COOBS are comparable. Intuitively, this result 
may be surprising. A possible explanation is that we have restricted the set of possible 
decompositions in two ways : 
1. We compute a specific decomposition satisfying A l (Section 3.7). In this way, we 
have eliminated the decompositions that do not satisfy A l w.r.t. a given FSA. The 
number of these eliminated decompositions may be infinite, while the number of the 
remaining eligible decompositions is certainly finite. 
2. Our algorithm considers only certain partitions respecting a given condition C, such 
that if we have not coobservability for these partitions, there exists no decomposition 
respecting A l for which we have coobservability. 
In the following explanations, we consider uniquely the particular case where the construc-
ted partition (£*,..., £%) is such that each £3a corresponds to a single marked state of Aea • 
We use the multi-marking principle of [de Queiroz et al., 2005] to determine whether £3a{k) 
or T^lk) is empty, for k > 0 and j < p. For each j 6 J, a color (say c3) is associated 
to the state of Ae„ that is reached by traces of ££. And cP ^  c3' when j ^ f, that is, 
two distinct £30 and £{, have different colors. On the other hand, Va has a single marking 
since it is not decomposed. This multi-marking (or multi-coloration) of At„ is then easily 
propagated on {Aea\\\,Ava\\\), {<Aea[2\, Ava\2]), ••••> as follows : each color is propagated as 
we usually propagate the simple-marking of states. Note that, we use the synchronous 
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composition with multi-marking to compute {Ae„[k+i], A-p^ik+i]) fr°m {Ae„[k), Ava[k\) • A 
formal definition of the synchronous composition /I1HA2 of two multi-marked FSA Ai and 
A2, where -AiH^ is also a multi-marked FSA, is given in [de Queiroz et ai, 2005]. Then, 
for k > 0 and j < p, we have that £3a[k] (resp. V3a\k}) is empty if and only if Asa\k\ (resp., 
Ar>a\k\) has no state of color d>. Indeed, the verification of V-Zn/I^-COOBS turns out to 
simply check if the states of Ae,[k\ and Av„\k\ are colored. 
3.9 Conclusion 
We have developed a new framework, called multi-decision control, that is intended to be 
applicable to any existing decentralized architecture in order to generalize the latter. The 
basic principle of multi-decision control consists in using several decentralized supervisors 
Sup3 {j € J) running in parallel. Each decentralized supervisor Sup3 performs its local 
and global decisions according to a given eligible decentralized architecture DJ. The global 
decisions of all decentralized supervisors Sup3 are then combined according to a binary 
operator D in order to obtain the effective decision that is actually applied to the plant. 
We have then defined the notion of multi-decision supervisor Sup = {{Sup3)j€j,'D) that 
has for goal to control the plant in order to achieve a given specification. 
We have identified sufficient conditions that make a decentralized architecture eligible to 
be used in the multi-decision framework. Then, we have studied more thoroughly the cases 
where the final decision is obtained by combining the global decisions of all decentralized 
supervisors Sup3 (j € { 1 , . . . ,p}) either disjunctively (D = V) or conjunctively (D = A). 
In the case D = V (resp., D = A), for every a e Ec, we use a decomposition {Si,.. • ,S%) 
of Sa (resp., {T>1,... , Z>p) of Va) such that each decentralized supervisor Sup3 carries out 
its decisions based on {S^V^) (resp., {S,?,!)3,)). Then, we have continued our study for 
D = V (i.e., decomposition of S„), but we have explained how it can be adapted to the 
case D = A (i.e., decomposition of Va). 
In the case D = V, we have defined the notion of V-(D1 , . . . , Dp)-CoOBS, which is useful 
to characterize the class of achievable languages under the V-(D : , . . . ,DP) architecture. 
Moreover, we have shown that the class of languages achievable under the V-(D1 , . . . , Dp) 
architecture englobe the class of languages achievable under the D3 architecture, for any 
J € { l , . . . , p } . 
In order to show the applicability of our framework, we have illustrated the multi-decision 
framework in the special case where several (say p) inference-based InfN -supervisors {j = 
1. . . p) running in parallel and whose global decisions are fused disjunctively. 
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A difficult problem inherent to the multi-decision approach is the decomposition of infinite 
languages. We solve this problem by transforming the problem of decomposing an infinite 
regular language {£„ or Va) into a problem of decomposing the finite state set of an 
automaton accepting the regular language in question. We thus define the decidable notion 
of V(or A)-(D\ . . . , D P ) -COOBS w.r.t. some FSA. 
As a future work, we will investigate more efficient methods for obtaining decidable ver-
sions of the multi-decision framework. We will investigate if it is possible to solve the 
decomposition problem by weakening Assumption A l . We also plan to study thoroughly 
the multi-decision framework when applied to other instances of decision-making, such as 
diagnosis and prognosis of DES. And as we have mentioned in Remark 3.4.1, other fusion 
operators than the disjunctive and conjunctive ones should be investigated. Maybe, we 
can find a fusion operator D which implies a decomposition of £a and Va in the same 
time. 
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Contribution au document : Dans la contribution precedente (chapitre 3), nous avons 
developpe, entre autres, le controle multi-decisionnel par inference, c'est-a-dire le controle 
multi-decisionnel avec des architectures par inference fonctionnant en parallele. 
Dans la presente contribution, nous developpons une methode efficace (avec 1'algorithme 
correspondant) pour verifier si une specification est coobservable selon le controle multi-
decisionnel par inference. Par efficace, nous voulons dire que la methode developpee n'est 
pas plus complexe (en temps de calcul et en memoire utilisee) que des methodes develop-
pees pour des architectures de controle moins generates. 
Resume frangais : Cet article etudie le controle multi-decisionnel defini dans [Chakib 
et Khoumsi, 2011b], ou plusieurs superviseurs decentralises fonctionnent en parallele et 
cooperent dans le but de realiser une specification donnee. Les auteurs dans [Chakib et 
Khoumsi, 2011b] ont etudie en detail le controle multi-decisionnel fonde sur 1'inference 
par ambigui'te, c.a.d., plusieurs superviseurs decentralises qui utilisent la technique de 
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l'inference par ambigui'te sont utilises en parallele. Generalement, la realisabilite d'une 
specification est reliee a une notion de coobservabilite. Dans cet article, on propose un 
algorithme qui verifie si une specification est coobservable dans le contexte du controle 
multi-decisionnel base sur l'inference par ambigui'te. On montre que notre algorithme a, 
dans le pire cas, une complexite de verification de la coobservabilite multi-decisionnelle qui 
n'augmente pas avec le nombre de superviseurs decentralises fonctionnant en parallele. Plus 
precisement, dans le pire cas, on obtient le meme ordre de complexite qu'avec la methode 
de l'inference par ambigui'te de [Kumar et Takai, 2007]. 
Note : A la suite des corrections demandees par les membres du jury, le contenu de cet 
article differe de celui qui a ete soumis. 
Abstract : This article deals with the multi-decision decentralized supervisory control 
framework (or more briefly multi-decision control) defined in [Chakib et Khoumsi, 2011b], 
where a set of decentralized supervisors work in parallel and cooperate in order to achieve 
a given global specification by controlling a discrete event system. The authors of [Chakib 
et Khoumsi, 2011b] studied in detail the inference-based multi-decision control, that is, 
the case where inference-based decentralized supervisors with different ambiguity levels 
are used in parallel. As usual, the achievability of a specification is related to a notion 
of coobservability. In the present paper, we propose an algorithm that checks if a given 
specification is coobservable in the context of inference-based multi-decision control. We 
show that with our algorithm, the worst-case computational complexity for checking coob-
servability in the multi-decision framework is not increased by the number of decentralized 
supervisors in parallel. That is, in the worst case we obtain the same order of complexity 
as in the inference-based framework of [Kumar et Takai, 2007]. 
4.1 Introduction 
This paper deals with decentralized control of DES [Cieslak et al., 1988; Jiang et Kumar, 
2000; Kumar et Takai, 2007; Lin et Wonham, 1988a, 1990; Overkamp et van Schuppen, 
2001; Prosser et al., 1997; Ricker et Rudie, 2000, 2003; Rudie et Willems, 1995; Rudie et 
Wonham, 1992; Takai et Ushio, 2005; Yoo et Lafortune, 2002a, 2004], where a set of local 
supervisors cooperate according to their observations in order to restrict the behaviour of 
a plant so that it respects a given global specification. Each local supervisor has a local 
observation of the plant and takes local decisions without communicating with the other 
4.1. INTRODUCTION 83 
local supervisors. And the local decisions taken by the various supervisors are merged in 
order to issue an effective decision about enabling or disabling some controllable events. 
Recently, the authors of [Chakib et Khoumsi, 2008a,b, 2011b] have proposed a multi-
decision control framework whose basic principle consists in using several existing decen-
tralized architectures working in parallel. For example, we can have a conjunctive and a 
conditionally disjunctive architectures [Rudie et Wonham, 1992; Yoo et Lafortune, 2002a, 
2004] running in parallel. The global decisions of all these decentralized architectures are 
combined adequately in order to obtain an effective decision. The motivation of multi-
decision framework is to obtain an architecture that generalizes all the decentralized ar-
chitectures that compose it. 
The authors of [Chakib et Khoumsi, 2011b] have first studied thoroughly the case where 
the supervisors in parallel are of a generic class of decentralized architectures qualified as 
eligible. Then, they have studied the more specific case of several decentralized inference-
based supervisors whose global decisions are combined disjunctively. They defined a notion 
of coobservability for each developed architecture (the generic one, and the specific one), 
that characterizes specifications for which there exists a supervisor that can generate 
decisions which force the plant to conform to the specification. In the present paper, we 
study the coobservability of the specific case (i.e., inference-based supervisors running in 
parallel and combined disjunctively). Our purpose is to develop a method that checks if a 
specification is coobservable, and then to determine the computational complexity of the 
developed method. 
The paper is organized as follows. Section 4.2 introduces the decentralized supervisory 
control of DES and presents pertinent definitions and results necessary for our framework. 
Sections 4.3 and 4.4 present the contributions of [Chakib et Khoumsi, 2011b] related 
to the specific case of inference-based supervisors combined disjunctively, which are use-
ful for the understanding of the present article. Section 4.3 presents the motivation and 
principle of multi-decision control. Sections 4.4 to 4.6 study the case of inference-based 
architectures whose global decisions are combined disjunctively, but their contents can be 
straightforwardly adapted to the case of conjunctive combination, because the two cases 
are symmetrical with each other. Section 4.4 studies the case of inference-based architec-
tures which are combined disjunctively, with an emphasis on a corresponding notion of 
coobservability. In section 4.5, we develop a method that checks if a given specification is 
coobservable for the architecture of Section 4.4. In the same section, we show that with 
our method, the worst-case computational complexity for checking coobservability is not 
increased by the number of decentralized supervisors in parallel. That is, in the worst case 
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we obtain the same order of complexity as with the inference-based framework of [Kumar 
et Takai, 2007]. In Section 4.6, we present an algorithm that implements (correctly) the 
method of Section 4.5. Section 4.7 illustrates our verification method by an example. The 
conclusion is presented in Section 4.8. And last but not least, the proofs are presented in 
an appendix. 
4.2 Preliminaries on decentralized control of DES 
We consider a plant modeled by a finite state automaton (FSA) G = (Q,T,,8,qo,Qm), 
where Q is a finite set of states, E is a finite set of events, a partial function S : Q x E —> Q 
is the transition function, qo G Q is the initial state, and Qm C Q is the set of marked 
states. Let E* be the set of all finite traces of elements of E, including the empty trace 
e. The transition function 5 can be generalized to 8 : Q x E* —• Q in the usual way. The 
generated and marked languages of G, denoted by £ and £TO, respectively, are defined by 
£ — {s G E*| 5(qo, s) is defined} and Cm = {s G £ | S(q0, s) G Qm}- Note that, £ m C £. 
We say that a trace t G E* is a prefix of a trace s G E*, if there exists a trace A G E* such 
that s = tX. We denote by K the set of all prefixes of traces of a language K C E*. K is 
said prefix-closed if K = K. 
We consider a specification modeled by a language K C Cm. The languages C, Cm and 
K are defined over the same alphabet E, which is partitioned into Ec and Euc, the sets of 
controllable and uncontrollable events, respectively. For every controllable event a G Ec, 
we denote by E„ = {s G K\ saeK} the set of traces of K after which a is accepted by K. 
Similarly, we denote by V„ — {s € K\ sa G C\K} the set of traces of K after which a is 
accepted by £ and forbidden by K. 
A supervisory system (supervisor for short) Sup restricts the behavior of the plant so 
that it conforms to K, by taking effective enabling/disabling decisions that are applied to 
the plant. Let then Sup(s,a) G {<j>, 0,1} denote the effective enabling/disabling decision 
taken on an event a G E after the execution of a trace s G £. Sup(s,a) = 1 (resp. 0) 
means that a is enabled (resp. disabled) after the execution of s. A decision Sup(s, a) = 4> 
means a "don't care" or "unsure" decision. A fundamental property that is respected by 
the effective decision Sup(s,a) of any supervisor is : Sup(s,a) = 1, for any s G £ and 
a G Euc. A supervisor Sup is said admissible w.r.t. K if for every a G Ec, Ms G £a U Va, 
Sup(s, a) ^ <f>. The prefix-closed language C(Sup/G) generated by the plant under the 
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control of an admissible supervisor Sup is defined as follows : 
e G C(Sup/G), and [s G £{Sup/G) A sa G £ A Sup(s, a) = 1] *• [so- G C{Sup/G)]. 
The corresponding marked language is defined by Cm{Sup/G) — C(Sup/G) l~l £ m . A 
supervisor 5wp is called nonblocking if Cm(Sup/G) — C(Sup/G). 
Decentralized control [Kumar et Takai, 2007; Rudie et Wonham, 1992; Yoo et Lafortune, 
2002a, 2004] is performed by n local supervisors (5upt)i<,<n. Each Supt has its own set 
of observable events E0ij and own set of controllable events Ec,t. The local supervisors 
together can then observe E0 = E0)1 U • • • U E0i„ and control Ec = ECii U • • • U Ec>n. The 
sets of unobservable and uncontrollable events are denoted, respectively, by Euo = E \ E0 
and Euc — E \ Ec. We denote by / = {1, • • • , n} the indexing set of all supervisors. For 
any controllable event a G Ec, we define by Ia = {% G / | a G EC,J the indexing set of 
local supervisors controlling a, and na = \Ia\ denotes the cardinality of Ia. We denote 
by Pt : E* —* E* x the natural projection that hides the events of E \ E0i, from any trace 
s G E*. The inverse projection is defined as P~1(s) = {t G E* : Pt(t) = s}. 
In decentralized control, each local supervisor Supv i G / , is a function Supt : E* x x Ec —> 
LD, that associates a local decision 5up,(P,(s), <r) G L.D to every controllable event a and 
every observed trace Pi(s). LD is an arbitrary finite set of local decisions including 4>. The 
latter accounts for silent decision, this situation can occur when the local supervisor is 
not sure about the decision it can take following the observation of Pi(s), we say that the 
local supervisor is unsure. The silent decision can also refer to a don't care situation. The 
effective decision that is applied to the plant is obtained by combining the local decisions 
of the n local supervisors (Supt)ieI using a so-called fusion operator D : LDn —> {(/), 0,1}, 
we say that D is defined over LD. The system enclosing the tuple of local supervisors 
(5upJ,e/ and the coordinating module D is called a decentralized supervisor, and denoted 
by {{Supl)iei, D). The effective decision Sup(s, a) G {<{>, 0,1} of a decentralized supervisor 
Sup = ((Supt)tei, D) is computed as follows : 
Sup(s,a) = D((5Up,(P,(s),<7)){ieM) (4.1) 
Eq. (4.1) means that Sup(s, a) is computed by applying the operator D to all Supl(Pl(s), a). 
Definition 4.2.1 A D-supervisor is a decentralized supervisor defined by (4-1) for a given 
coordinating module D and any local supervisors (Supt)iei. The set of all D-supervisors is 
called a D -architecture. 
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For example, we have the conjunctive architecture (A-architecture) and the disjunctive 
architecture (V-architecture) of [Rudie et Wonham, 1992; Yoo et Lafortune, 2002a], the 
conditional conjunctive architecture (COND-A-architecture) and conditional disjunctive 
architecture (COND-V-architecture) of [Yoo et Lafortune, 2004], and the ^-inference ar-
chitecture (7n/w-architecture) of [Kumar et Takai, 2007]. 
4.3 Multi-decision decentralized supervisory control : 
several architectures running in parallel 
In the multi-decision control, we have several (say p) decentralized supervisors 
(5upJ)Jg{i>.. ,p} running in parallel and whose global decisions are fused into an effective 
decision using an operator D. Hereafter, we denote by J = {l,--- ,p} the indexing set 
of the decentralized supervisors running in parallel. Each decentralized supervisor Sup3 
achieves its control according to a given decentralized architecture as shown in Section 
4.2 and (4.1), but with a superscript j . That is, for every j € J, Sup3 = {{Sup\)iei, D3) 
contains n local supervisors {SupD^j and a coordinating module D ;. The global decision 
issued by Sup3, following the execution of a trace s e £, is computed by the following 
equation, which corresponds to (4.1) with a superscript j added to Sup, Supt and D : 
Sup3(s,a) = iy((5«pf(P,(s), f f)){ t€M) (4.2) 
The global decisions of all the decentralized supervisors (Sup3).,ej are combined using an 
operator D in order to obtain an adequate effective decision. D is defined as a function 
D : {4>, 0,1}P —> {<fi, 0,1}. The system enclosing the tuple of local supervisors (Sup{)l£ij&j, 
the fusion operators (D3):ej and the global fusion operator D is called a -multi-decision 
supervisor, and denoted by ((Sup3)jej,D) = ({(Sup3)t€i, D3)jej, D). The effective decision 
of a multi-decision supervisor Sup = ((Sup3)3£j,'D), Sup(s,a) € {0,0,1}, is computed as 
follows : 
Sup(s,a) = D((Sup3(s,a))b€j}) (4.3) 
Eq. (4.3) means that the effective decision Sup(s, a) is computed by applying the operator 
D to all the global decisions Sup3(s,a). 
Definition 4.3.1 A D-(Dl, • • • , Dp)-supervisor is a multi-decision supervisor defined by 
(4-2) and (4-3) for given D and (Sup3)jej. The set of all D-{Dl, ••• , Dp)-supervisors is 
called a D-(Dl, • • • , Dp)-architecture. 
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When all the D-'-supervisors Sup3 (for j € J) correspond to the same decentralized archi-
tecture ip, we obtain a so-called D-ipp architecture, while Sup is called D-ipp supervisor. 
Let us for example take p = 2, D1 = V, D2 = COND-A, and D = A. This means that 
we have a disjunctive (D1) and a conditionally-conjunctive (D2) architectures running in 
parallel and whose global decisions are fused conjunctively (D) for obtaining the effective 
decision. And thus we have a A-(V,COND-A) architecture and supervisor. 
At the present state of our study, we have considered two cases of D when p > 1 : D 
is disjunctive (V) or conjunctive (A). In the case D = V, we are in the presence of a 
V-(D\ • • • , Dp) architecture. The corresponding V-(D1, • • • , Dp)-supervisor consists of a 
set of p DJ-supervisors Sup3 (for j 6 J) running in parallel and whose global decisions are 
fused disjunctively. By disjunctive, we mean : 
[o if, 
Sup{s,a) = < 1 if, 
Vj€ J, Sup3 {s, a) = 0 , 
3jeJ,Sup>(s,a) = l, (4.4) 
otherwise. 
This case is based in considering, for each a € Ec, a decomposition (£„, • • • , £p) of £a such 
that £a = £I U • • • U £%. We use the word decomposition instead of partition because the 
various S3a are not necessarily disjoint with each other. 
The case D = A can be obtained by adapting straightforwardly the disjunctive case, 
because the two cases are symmetrical with each other (see [Chakib et Khoumsi, 2011b] for 
more details). The following sections 4.4-4.6 study the case of inference-based architectures 
whose global decision are combined disjunctively. 
4.4 Inference-based multi-decision architecture 
In this section, we study the inference-based multi-decision architecture. An inference-
based multi-decision supervisor Sup = ((Sup3)jej,\/) consists on p inference-based de-
centralized supervisors (Sup3)jej running in parallel and whose global decisions are fused 
disjunctively (D = V) for obtaining an effective decision that is actually applied to the 
plant. The inference-based architecture of [Kumar et Takai, 2007) is summarized in the 
next subsection. 
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4.4.1 Inference-based architecture 
Inference-based supervisor 
Each inference-based decentralized supervisor Sup consists of n inference-based local su-
pervisors (Supt)iei, and its decisions are computed using the results of [Kumar et Takai, 
2007] as follows. After the execution of s G K, each Supt has observed P2(s) and issues a 
local decision cl(Pl(s),a) for each a G Ec. An ambiguity level nl{Pl{s),a) is associated to 
each local decision. Formally : 
Sup,(P(s),a) = (cI(P,(s),ff).n,(P,(s),<7)). (4.5) 
The generic global decision of each Sup was defined by (4.2). In the present case of 
inference-based supervisor Sup, its global decision is computed as follows [Kumar et Takai, 
2007] : V(r€Ec,Vse~K, 
i l, if Vie Iy,[n{s,a) = nt(Pt{s),a) => ct(Pt(s),a) = 1], 0, ifVt€/<,;[n(a)<7) = n,(P,(s),<r)=»c l(/>t(a),<r)=0]) (4.6) 
4>, otherwise. 
Where n(s, a) denotes the minimal ambiguity level of local decisions of Sup, i.e., 
n(s,a) = min n4(P,(s),cr) (4.7) 
Definition 4.4.1 Given an integer N > 0, an inference-based decentralized supervisor 
(i.e., defined by (4.5)-(4-7)) is said ^-inferring (w.r.t. K), and denoted InfN-supervisor, 
if for any a G £c , mm{nda,nea} < N, where nda = max{ s €^ | s a e £ A S u p ( s a ) = 0 } n(s,a) and 
n
e
a = maX|s€^|S(7€£A5up(SiCT)=1jn(s,(T). 
Note that N is the maximal ambiguity level that is used in a /n/^-supervisor. 
Computing the local decisions ^(P^s),^ and ^{P^s)^) 
We proceed as in [Kumar et Takai, 2007], but for a convenient presentation of the inference-
based multi-decision (in the following Section 4.4.2), we use languages {E,D) such that 
E C £a and D C Va, instead of (£„, Va). We define inductively a monotonically decreasing 
sequence of language pairs (E[k], D[k]) as follows. 
Basis : E[Q] = E and D[0] = D, 
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Inductive step (k > 1) : E[k + 1] = E[k] n f|,
€
/„ PTlpi(D[k]) and D[k + 1] = D[fc] n 
The decisions of every Sup are defined by (4.5)-(4.7) from (C,(P,(S),<T),n,(P,(s), <7)),
€
/„. 
Now we present a method of [Kumar et Takai, 2007] to compute ct(Pt(s), a) and n,(P,(s), <r), 
for i € Ia- More precisely, using the sequence (E[k], D[k]) of language pairs, every local su-




t(Pt(s),a) = mm{k e Z + | P r ^ . W n ^ W = 0}. 
(4.8) 
nf (P,(s), <T) = min{A € Z + | P ^ P ^ ) n E\k\ = 0 } -
A local decision is issued by comparing the two ambiguity levels, n*(Pt(s), a) and nf(Pt(s), 
a), giving preference to the smallest one. This is formalized as follows. For every a € £c , 
the decision and ambiguity level of a local supervisor Supt following an observation P,(s), 
i.e., Supl(Pl(s),a) = (cl(Pl(s),a),nt(Pl(s),a)), is computed as follows : 
C,(P,(«) ,<T) = < 
0, iindl(Pl(s),o)<nl{Pl{s),a), 




We have not explained in detail the (4.5)-(4.10) because they have been taken from the 
inference-based framework of [Kumar et Takai, 2007]. 
4.4.2 Parallel inference-based architectures running in parallel 
Recall that a V-(D1,--- , Dp) architecture consists of p D-'-architectures running in pa-
rallel and whose global decisions are fused disjunctively. When the p Inf
 N -supervisors 
are inference-based with respective ambiguities Ni,--- ,NP, we are in the presence of 
an inference-based multi-decision architecture, denoted V-(/n/Ar1, • • • , Inf N )-architecture. 
Any corresponding supervisor Sup—((Sup)jej, V) consists on p InfN -supervisors (Sup3)jej. 
and is denoted V-(InfNl, • • • , Inf N )-supervisor. For each Inf N -supervisor, the local deci-
sions are computed by using (4.5) but with a superscript j , i.e., Sup>l(Pl(s),(r)=(c'l(Pl(s),cr), 
n
J
l(Pl(s),a)), and the global decision SupJ(s,a) is computed by using (4.6) but with a 
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superscript j . The effective decision Sup(s,a) of the V-(InfN , • • • , Inf N )-supervisor is 
computed by combining disjunctively the global decisions (SupJ'(s,a))jej using (4.4). 
As already mentioned in Section 4.3, we will use a decomposition {£^, • • • ,£%} of £a for 
every a € Ec. This decomposition is a practical rule for computing the inference-based 
local decisions as described in (4.8)-(4.10) for every Inf
 N -supervisor, by taking E = £3a 
and D = Va. Hence, the sequence of language pairs {£3a[k], T>3a [k]) are computed as follows. 
For * = 0, £}[0) = Si and 2^[0] = Va. For k > 1, £3a[k + 1] = £3a[k] n n , e /„ C ' ^ ^ W ) 
and T>i[k + 1] = T>3a[k\ n f]ieIa P~lPt{£3a\k\). For simplicity, j is omitted when p = 1 (i.e., 
no decomposition). 
4.4.3 Existence of solutions 
In this subsection, we introduce and study the notion of V-(InfNl, • • • , Inf N )-CoOBS in 
order to characterize the class of languages achievable under the control of a nonblocking 
and admissible V-(/n/N , • • • , Inf N )-supervisor. 
For a convenient presentation of the inference-based multi-decision (in Section 4.4.2), we 
do not use exactly the definition of [Kumar et Takai, 2007]. We rather generalize it by the 
use of subsets E C £a and D C T>a instead of £a and X>a, respectively. 
Definition 4.4.2 Consider K C Cm, a € Ec, E C £a, D C P^ anc/ an integer N > 0. 
(£,£>) is jsaid /n/jv-coobservable for Inf
 N-COOBS) if E[N + 1] = 0 or D[JV + 1] = 0. AT 
is .said InfN-CoOBS if, VCT € Ec, (£CT,£>a) is InfN-CoOBS. 
Based on the notion of Inf
 N-COOBS of Definition 4.4.2, let us define the notion ofV-(InfNl. 
• • •, Inf
 Np)-COOBS. 
Definition 4.4.3 Consider K C Cm, and a e Ec. (£a,T>a) is said V-(InfNl, • • • , Inf N )-
COOBS w.rJ. a decomposition (£,£,••• ,££) o/ £a if, Vj G J, (<%,£>CT) is InfN -COOBS. 
{£,j,Va) is said V-(InfNl, • • • , Inf N )-CoOBS if there exists a decomposition (£*, • • • ,£%) 
of£„ such that (£a,Va) is V-(InfNl,--- . Inf Np) -CoOBS w.r.t. (£*,••• ,£§)• 
Definition 4.4.4 Given an integer N > 0, {£a,Va) is said V-Jn/Ijy-COOBS if it is V-
(InfNl, • • • , Inf N )-CoOBS for some p > 1 and non-negative integers Nu • • • , Np < N. 
(£a, Va) is said V-Inf ' |Q-C00BS if it is V-Zn/Ij^-COOBS for some unspecified integer M > 
0. 
Note that by Definition 4.4.4, V-Zn/I^-COOBS implies V-Inf ^-COOBS. 
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It has been shown in [Chakib et Khoumsi, 2011b] that there exists a V-(InfNi,- • • JnfN )-
supervisor forcing the plant to conform to K if and only if K is controllable and £m-closed, 
and (£a.T>a) is V-(InfNr- • • JnfNp)-Coons for every a e £c. 
£m-closure and controllability are classical notions in supervisory control of DES that can 
be checked in the usual way, since they do not depend on the control architecture. It 
remains therefore to determine whether (£a,T>a) is V-(InfNl>- • • ,InfN )-CoOBS for every 
According to Def. 4.4.3, we have to answer the following question for every a € S c : 
Question 1 : Does there exist a decomposition (£], • • • , £%) of <fa and some N\, • • • , Np < N 
such that, Vj € J, (E3a,Va) is /n/^-CooBS, i.e., E3a[N3 + 1] = 0 or V^Nj + 1] = 0? 
What makes Question 1 difficult is that £a is in general infinite and decomposing infi-
nite languages is known to be a challenging problem. We propose here a solution that 
transforms the problem of decomposing an infinite regular language into a problem of 
decomposing a finite set of states in a FSA. Our solution for decomposing E„ is based on 
the use of a FSA Ae„ accepting £„, that is, every trace s & £a leads to a marked state of 
Aea. We consider uniquely the decompositions satisfying the following assumption : 
A l : Given a FSA Ata accepting £„, the only eligible decompositions (£*, • • • ,£%) of £a 
are such that every £{, consists of (all and only) the traces leading to one or several marked 
states of Aea. In other words, every £3a corresponds to a subset of the set of marked states 
oiA£a. 
With Assumption A l , and assuming regular languages, the number of eligible decomposi-
tions becomes finite. Indeed, with A l , we have transformed the problem of decomposing 
an infinite regular language into a problem of decomposing the finite state set of a FSA. 
We have the following definition to specify that (£a,T>a) is V-(InfNi, • • • , InfN ) -COOBS 
for decompositions satisfying A l w.r.t. a specific FSA Ae, accepting £a. 
Definition 4.4.5 Consider a G T,c and a FSA As„ accepting £a. {£a,Va) is said V-
(Inf
 Ni, • • • . InfN )-CoOBS w.r.t. Ac„, if there exists a decomposition {<?J, • • • ,£%} of £a 
satisfying Al w.r.t. Ae„ such that, Vj G J, (£l,Va) is InfN -COOBS (see Def. 4-4-%)-
The Definition is generalized as well to V-Zn/^-CoOBS (and V-/n/|o-CooBS) w.r.t. Aea. 
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4.5 Checking coobservabiUty and constructing decom-
position of Sa 
We have seen that the notion of coobservabiUty is relevant to determine the existence of 
supervisors forcing the plant to conform to a specification. We have seen three versions of 
coobservabiUty in Defs. 4.4.3 and 4.4.4 : 
V-(InfNl ,••• , Inf Np)-Coons for given p > 1 and Nt, • • • ,NP>0; 
V-/n/|o-CooBS meaning V-(InfNl, • • • , InfN )-CoOBS for some unspecified p > 1 and 
Nu--- ,NP>0; 
V-Zn/IJv-CooBS meaning V-(InfNl, • • • , InfN ) -COOBS for some unspecified p > 1 and 
Nu--- ,NP<N. 
Contrary to V-Zn/Ig-COOBS, the parameters p and Ni,--- ,NP must be specified in V-
(InfNl, • • •, Inf N )-CoOBS, which makes V-(InfNl, - - • , Inf N )-C00BS more restrictive 
than V-/n/|o-CooBS. But the problem with V-/n/|o-CoOBS is that JVI,• • • ,NP are not 
bounded, which makes it undecidable in general. That is why we have defined the (deci-
dable) V-in/ljy-CooBS by limiting the possible values N\,- •• ,NP to be checked. In this 
section, we are indeed interested by V-Jn/I^-COOBS. More precisely, we propose au au-
tomata based method that checks for every a e Ec, if (£CT, !)„) is V-Zn/ljy-CooBS w.r.t a 
given FSA Ata (accepting £a). (In the sequel, the notion of V-Zn/^-CoOBS is implicitly 
w.r.t. a given FSA Aea.) And when the method determines that (£„,Va) is \Z-Inf^lN-
COOBS, it computes a corresponding decomposition (in fact, a partition) of E„. For that 
purpose, we first need to compute the pairs {£a[k},Va[k})k>o, or more precisely automata 
accepting them. This is the subject of Subsection 4.5.1. 
4.5.1 Comput ing automata accepting £a[k] and Va[k], for k > 0 
Let AK = (R, £,£, foi Rm) be a finite trim acceptor of K C £m , which means that 
C-mi-A-K) — K and C(AK) = K. For every a € Sc, an automaton accepting £„, noted 
As, = {X, E , Q , X 0 , Xm), is obtained from AK by replacing the marked state set Rm with 
Xm = {x € R\£,(x,a) is defined} and then removing the states from which no state of 
Xm is reachable. Complexity of computing Aea is 0 ( | JR | • |EC|)-
Recall that the plant is modeled by an automaton G = (Q,Jl,5,qo,Qm). Computing an 
automaton Ava — {Y, £,/?, Vo, Vm) accepting T>a requires the construction of the syn-
chronous composition of G and AK, noted G||.4/f = (H,T,,~/,ho,Hm). The automaton 
AT>„ is obtained from G||.4/< by replacing the marked states set Hm with Ym = {(q, r) G 
H 16(q, a) is defined, 
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£(r,a) is not defined}, and then removing the states from which no state of Ym is rea-
chable. Complexity of computing AT>, is 0( |Q | • \R\ • |£|). 
Let Ae.[k) = {X[k}^,a[k},x0[k},Xm[k}) and AVa\k\ = {Y[k},Y.,$[k},y(i[k],Ym[k)) be the 
automata accepting £a[k] and Va[k), respectively, for k > 0. Recall that £a{0] = £a and 
Va[0] = V„. We have just shown how to compute Ae^ — Aca and -4x>„[o] = Av„- Let us 
now show how to compute inductively Ae^ik+i] and At>„[k+i} from Aea[k] and Av<,[k]-
Since £a[k + 1] = £a[k] D f\e/„ P^1 Pi^^k]), ^^[fc+i] is computed as follows. For each 
i G /CT, we compute the projection Pi(Ava[k]) as indicated in [Barrett et Couch, 1979; 
Hopcroft et Ullman, 1979]. Note that the result of projection may be nondeterministic, we 
do not determinize it for avoiding computational complexity. Then, the inverse projection 
of Pi(A-D^[k}), i-e., P~lPl(Ati,\k]) is obtained by simply adding self-loop transitions labeled 
by events of £\£0,t at each state of Pt(Ava[k\)- After that, a synchronous composition is 
applied between all P~1Pi(At>„[k}), i G h, and Ae„[k). The set of marked states of A£„{k+\} 
is obtained in the usual way. Av,[k+i] is computed with a similar approach. We denote by 
^mffc] and Ym[k] the set of marked states of Ae„\k\ and Ava[k], respectively. Emptiness of 
£a[k] (resp. Vn{k]) is equivalent to emptiness of Xm[k] (resp. Vm[fc]). 
We have the following lemmas that evaluate the orders of \X[k + 1]|, \Y[k + 1]), \a[k + 1]| 
and \P[k + 1]| from \X[k}\ and |V[Ar]j, and evaluate the complexity for computing As^k+i] 
and A-p„[k+i\ from Aea[k] and Ava\k\- That is, we consider one step, from k to k + 1, for 
k > 0 . 
Lemma 4.5.1 \X[k + l}\ is in 0(\X[k]\- \Y[k}\n°) and \a[k +1}\ is in 0(\X{k}\2- \Y[k}\2n° • 
|S|) 
= 0(|X[& + 1]|2- |£|). Symmetrically, |y[fc+l] | is in 0{\Y[k}\ • \X[k}\n°) and \(3[k+ 1]| is 
in 0{\Y\k)\2 • \X[k}\2n° • |£|) = 0{\Y[k + 1]|2 • |E|). 
Lemma 4.5.2 Computing Aea[k+\\ from A^^k] and Av„{k\ is performed in 0{\a[k + 1]|) = 
0(|X[A;]|2 • |F[fc]|2ri" • |S|). Symmetrically, computing Av„[k+i] from Aea[k\ and Av„\k] is 
performed in O(\0[k + 1]|) - 0(\Y[k}\2 • \X{k}\2n° • |E|). 
For every k > 1, each state u G Xm[fc] can be expressed in the form (u\, • • • ,un„,^n„+i). 
where ut C Y[k — 1] and Utr\Ym[k — 1] ^ 0, for i G l„ = {1, • • • ,na}, and una+x G Xm[k — i\. 
Symmetrically, each state v G Ym[k] can be presented in the form (ui,--- ,vna,vnc,+i), 
where vt C X[/c — 1] and u, D Xm[k — 1] ^ 0, for i G 1„, and fn,+i G ym[A: — 1]. 
Having seen how to compute {As,\k\, Av„{k])k>o, we can now show how to check if (£a, T>„) 
is V-Zn/I^-COOBS w.r.t. Aea. In Subsection 4.5.2, we consider the particular case where 
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p = 1 (no decomposition of £„) and N = 0 (no inference). In Subsection 4.5.4, we consider 
the general case where p > 1 and N >0. For the following, recall that Xm and Ym are the 
marked states of As„ and Ava. respectively; and Xm [k] and Ym [k] are the marked states 
of Ae^k] and Ava[k)~ respectively. 
4.5.2 Checking if (£a)Va) is 7n/0-Coobs 
Let us first check the basic case where we have coobservability without decomposing £„ 
or T>a (no multi-decision) and without inference, i.e., (£„,!)„) is 7n/0-CoODS. That is, the 
aim is to check whether £a[l] or T>a[l] is empty, i.e., Xm[l] or Ym[l] is empty. The following 
proposition is deduced from Lemma 4.5.2 by taking k = 0. 
Proposition 4.5.1 Checking if [£a,Va) is Inf0-COOBS (i.e., if £a[l] = 0 or T>a[l] = 0j 
is performed in 0((|A:|2"" • \Y\2 + \Y\2n°\X\2) • |E|). 
For checking if (£a,Va) is V-Zn/I^-COOBS w.r.t. Aea, we first need to define the notion 
of multi-marking. 
4.5.3 Mul t i -marking in Asa\k\ and Ava\k\ 
When (£a, T>a) is not 7n/0-CooBS, the aim is to check whether there exists a decomposition 
{£l,--- ,£%} of £a respecting A l w.r.t. A£a such that {£<,,Va) is V-(InfNi, • • • , Inf Np)-
COOBS for some p > 1 and some Nu- • • ,NP < N. We use the notion of multi-marking of 
[de Queiroz et al., 2005] to construct partitions {£l, • • • ,£%) of £„ and determine whether 
£Ja[k] or VJa[k] is empty, for k > 0 and j < p. Let {X^, • • • ,X^} be a decomposition of 
Xm, a state v G Ym[k] (or v G A f^A;]) is said X ^ -marked if v remains marked when only 
the states of X3m (instead of Xm) are marked in Ae„. This multi-marking is determined 
inductively in Xm[k] and Ym[k] (marked states of Ae^k] and At>„[k], respectively), k > 1, 
as follows : 
Consider a state u — {u\,--- ,uUa,un<j+i) G Xm\l) and thus, un<T+\ G Xm. The state u 
is XJm-marked if un<7+i G XJm. 
Consider a state v — (v\, • • • ,vna,vn<7+\) G Ym[\] and thus, Vi € 1„, vx fl Xm ^ 0. The 
state v is A^-marked if, Vi G ICT, vt D X^ ^ 0. 
Consider a state u = [v\, • • • ,vn<j,vng+i) G Vm[A;], k > 2, and thus, Vi G ICT, vt DXm[k — 
1] 7^  0 and UTV+I G VTO[fc — 1]. The state v is X^-marked if, Vi G Ia , vt contains a 
X^-marked state of Xm[k — 1] and un<7+i is a X^-marked state of Ym[k — 1]. 
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Consider a state u = (uj, • • • ,un„,un<T+i) G Xm[fc], k > 2, and thus, Mi G 1 ,^ u ,n Ym[fc — 
1] ^ 0 and un<7+1 G X„,[fc - 1]. The state u is A^-marked if, Vz G la, uz contains a 
X^-marked state of Ym[k — 1] and un<r+l is a A^-marked state of Xm[k — 1]. 
Note that a state may be at the same time A^-marked and A^-marked for i =£ j . The 
multi-marking can be interpreted as follows : A state in Xm[fc] (resp. Ym[A:]) is A^-marked 
if and only if it is reached by trace(s) of £3r[k] (resp., T>l[k}). Therefore, ££[k] (resp. V3a[k}) 
is empty if and only if Xm[A;] (resp., Ym[fc]) contains no A^-rnarked state. 
Given X C Xm, we denote by ATm[fc]|,v C ATm[fc] and Ym[fc]|;r C Ym[k] the /^-marked states 
of Xm[k] and Ym[k], respectively. A decomposition {£*, • • • ,£%} of £„ is formally related 
to its corresponding decomposition {X^, • • • , X^} of Xm as follows : 
£i = {s€K\a(xo,s)€X>m}. (4.11) 
Note that, for each decomposition {X^, • • • , X*^} of Xm, the decomposition D = {£^, • • • , 
£%} of £CT, for which every £3a G D is given by (4.11), satisfies A l . Indeed, each £3a contains 
all and only the traces leading to the states contained in X3m. Hence, whenever we say 
that a decomposition D = {£*, • • • ,£%} of £„ satisfies A l , this means that there exists a 
decomposition {X^, • • • , Xf^} of Xm such that every X3m G D is given by (4.11). 
The following proposition shows how the languages £3a[k] and T>3a{k), Mk > 1, are obtained 
from (4.11). 
Proposition 4.5.2 Consider a decomposition {X^,--- ,X^} of Xm. By considering the 
decomposition {£„,••• ,£„} of £a such that each £3a is given by (4-11), £3a[k] and T>3a[k}, 
Mk > 1, are computed as follows : 
£3M = {s G X*\a[k](xQ[k],s) G Xm[k]\x,J, 
Vi[k] = {se E*\0[k](yo[k},s) G Ym[k]\x]J. 
4.5.4 Checking if (£a,Va) is V-Jn/I^-Coobs w.r.t. Aea 
Let us now show how the multi-marking can be used to check whether {£„, T>a) is M-Inf^N-
COOBS w.r.t. Ata. For that purpose, we target to find a decomposition {X^, • • • , A"£j of 
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Xm such that, Vj G J, X2m satisfies the following condition, 
Vfa,--- ,vna,vn.+1) G Fm[ l] |v , ,V(oi,--- , a „ J G («i nX£J x ••• x (yn, n X £ J : 
"iUwi-i- (413) 
Before explaining Condition (4.13), recall that a state of Ym[l] is in the form (t>i, • • • ,vn„. 
v
n„+\) where vt n Xm ^ 0, Vz G Iff, and ^n<7+i G Km. Recall also that for a decomposition 
{X^,--- , X£j of Xm and for a j G J, a state v G Vm[l] is X,Jn-marked if all its vl, 
i = !,••• ,na, contain an X^-marked of Xm. Condition (4.13) requires that for every 
v G Ym[l] and every j G J, if all its vt, i = !,••• ,n„, contain states of X3m, then all 
these Vt contain in fact the same single state x G X3m and no other state of X3m. The 
relevance of (4.13) is due to the fact that if a state v G Ym[l\ is X^-marked for some j in a 
decomposition (X3n)-l€j such that v% nX/n = {#}, Vi G 1CT, then every other decomposition 
of Xm has one of its element, say X, such that v is .^-marked and vt (1 A" = {rr}, Vi G ICT, 
if x G «Y. Note that (4.13) is satisfied by the trivial partition (X^)J=1...|xmj such that each 
X3m is a singleton. 
If for a decomposition (X^) j e J satisfying (4.13), Ym[l] has no X^-marked state, i.e., 
ym[l]|xj = 0, for every j G J, then every corresponding T>Ja[l] is empty, that is, every 
(£J,T>ff) is Jn/o-CooBS. Consequently, {£<j,T>a) is V-(/n/0,--- , Jra/0)-CooBS. 
In the case where {£„,!)„) is not Inf0-COOBS, if for a decomposition satisfying (4.13), 
Ym[l] has at least one X^-marked state for some j , thus we have VJa[l] ^ 0 for the £Ja 
corresponding to X3m. Therefore, (£^,Va) is not Jn/0-COOBS for some j G J. In this case, 
we have to check if (£3,Va) is Inf N-COOBS for some N > 0. Before that, we show in the 
following lemma an important result that will be used to show the relevance of (4.13). 
Lemma 4.5.3 Consider a decomposition D = {X^,, ••• , X £ j of Xm satisfying (4-13). 
VA; > 1, Vv G XTO[fc] U yin[fe], if v is X3m-marked for some X^ G D, then there exists 
x G X3m such that v is {x}-marked and not X-marked, Wf C X3m s.t. X ^ {x}. 
We have the following theorem which implies that V-Zn/I^-COOBS of {£a,V<,) needs to 
be checked uniquely in a decomposition satisfying (4.13). 
Theorem 4.5.1 Consider an integer N > 0, a FSA Aea accepting £„ and a decomposi-
tion {X^, X£} of Xm satisfying (4-13). If {£a,Va) is not \/-Inf %1N+1-CoOBS w.r.t. 
{£l,... ,£%}, where £3a is given by (4-U), then (£a,Va) is not V-/ri/|^-CoOBS w.r.t. As,. 
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Given a decomposition (X3n):!ej satisfying (4.13), we compute iteratively for each j G J : 
{•A.ea[k\, AVa\k]) until k = N + 1, or Aea\k\ or AVa\k\ has no A^-marked states, Vj G J : 
For each j G J • (££, 2?CT) is /rc/;._1-CoOBS if Asa[k\ or -Ap^ has no AT^-marked state, for 
k < N. (£a,Va) is V-Zn/l^-CooBS w.r.t. ^4fo, if, Vj e J, we have found some N3 < N 
such that {£3a,V„) is /n /^ -COODS. Otherwise, (£a,Va) is not V-/n/|^-CoOBS. 
(£l,T>a) is not Jn/>0-COOBS if for some k < N, Ae,\k\ and Aea[k+i\ have the same 
non-empty A^-marked language (an A^-marked language is the set of traces leading 
to an A^-marked state), and Ava\k\ and Av„[k+i] have the same non-empty A^-marked 
language (£a,Va) is not V-Zn/Ig-COOBS if we have found some j G J such that (££, Va) 
is not Zn/>0-COOBS. 
Consider a decomposition (A"^)jej and let us evaluate the computational complexity for 
checking whether (££,£>„) is 7n/fc-CoOBS, Vj G J and for some k G Z+. That is, whether 
£]a\k + 1] or T>3a[k + 1] is empty, Vj G J. We are interested by the worst case for a single 
step k of inference. By "single step k", we mean, Vj G J, «4^rw and -^jrw are assumed 
computed. By "worst case", we mean that, Vj € J, A£J,k^ and Apjty are assumed non-null, 
and thus, A£,<k+l, and ADl,k+l, need to be computed before to know whether they are 
null. Wre have the following proposition which can be deduced from Lemma 4.5.2 : 
Proposition 4.5.3 Consider a decomposition (X3n)jej and a step k of inference. Assu-
ming that Aea[k\ and A-p„[k\ are computed, the complexity for checking whether £3a{k + 1] 
or T>3a[k + 1] is empty, Vj G J, is in the worst case in the following order • 
0((\X[k + 1]|2 + \Y[k + 1]|2) • |E|) = 0{{\X\k}\2n" • \Y[k)\2 + \Y{k]\2n° • \X[k}\2) • |£ |) . 
4.5.5 Procedure of decomposition of Xm 
We have noted that (4.13) is satisfied by the trivial partition (A^) J=i p where each X3m is 
a singleton, and thus, p = \Xm\. To reduce execution time and memory space during the 
execution of control, it is preferable to find a non trivial partition satisfying (4.13) with a 
smaller p, if any. Let us propose a procedure that computes such a non trivial partition 
(X3m)j<zj, if any. Before presenting our partition procedure, we need to define Elig(^). 
Definition 4.5.1 Consider X C Xm such that X satisfies (4-13). Elig(A') contains all the 
states of Xm \ X that can be added individually to X without violating (4-13). Formally, 
Elig(#) = {x G Xm\X | X U {x} satisfies (4.13)}. 
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In the sequel, Elig({x}) is written Elig(x). Note that, Elig(0) = Xm. Our partition proce-
dure will construct every X3m by moving iteratively some states from Xm to X3m; let then 
Zm denote the current remaining part of Xm (i.e., states of Xm that have not yet been 
moved to a X^). The basic principle for constructing X^ is as follows : 
1. Initializations : (a) Zm *— Xm, (b) X^ <— 0, 
2. While Elig(X^) n Zm ± 0 : 
We select randpmly a state x G Elig(A^) C\ Zm, 
We move x from Zm to X^, that is : X^ <— X^ U {x}, Zm <— Zm\ {x}. 
The construction of X^ is completed when the while-loop terminates, i.e., when Elig(X4)n 
Zm = 0. Note that this while-loop terminates in finite time because the computed sets 
Elig(X4) H Zm are finite and define a monotonically decreasing sequence of state sets. The 
above procedure guarantees that the computed X^ satisfies (4.13) and that (4.13) is not 
satisfied as soon as we add any other state to X^. 
The other X3m , j > 1, are constructed by repeating the above procedure without Substep 
1(a). The construction of the partition is complete when Zm = 0. 
The set Elig(A') has been defined in Def. 4.5.1, let us now see how it is computed for any 
X C Xm. We define for every v = {vu ... ,vn<,,vn,+i) G Ym[l], and X C Xm, IDV(X) by : 
!Dv{X) = {iei,\vtnx = Q}, (4.14) 
therefore, ID„(0) = 1 .^ In the next lemma we present a property of ID„(.),Vu G Ym[l]. 
Lemma 4.5.4 Given two subsets W, Z C Xm, we have : ID„(WU2) = ID„(W)nlD„(Z). 
The following lemma states a new reformulation of (4.13) by using the function ID„(.) : 
Lemma 4.5.5 A subset X C Xm satisfies (•i-13) iff : 
Vt- G Vm[l] : IDV{X) = 0 =*- \X n ( J v,| = 1 (4.15) 
We will now show how the functions IDV(.), Vv G Ym[l], can be used for computing Elig(Af), 
for X C Xm. We will present an inductive computation method : 
Basis : When X is a singleton {x}, Elig(x) can be computed as follows : 
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Proposition 4.5.4 Given a marked state x G Xm, 
Elig(x) = Xm \ [{x} U [ j [ J ^ U | J fl vt) (4.16) 
v€Ym[l] ieh v£Ym[l] ielDv(x) 
IDt(x)=fl lDv(x)jt^ 
Inductive step : Elig(A" U {x}) can be computed from Elig(A') and Elig(:r) as follows : 
Proposition 4.5.5 Given a subset X C Xm satisfying (4-13), for every x G Elig(^) we 
have : 
EUg(*U{x}) = (Elig(*)nElig(:r))\[ ( J f | «,]. (4.17) 
v€ym[l] zelDtt-fUix}) 
IDJA-U{i})#l„ 
Let us evaluate the complexity of the above 2-step partition procedure. For that purpose, 
we first need to evaluate the complexities of computing : ID„(x) and Elig(x). 
Lemma 4.5.6 Given x G Xm and v G Vm[l], the complexity for computing lDv(x) is 
bounded by 0{na • \X\). 
Lemma 4.5.7 Given x G Xm, the complexity for computing Elig(x) is bounded by 
0(na-\Ym[l}\-\X\2). 
Lemma 4.5.8 Consider x G Xm, X C Xm, and assume we are given Elig(A') and Elig(x). 
The complexity for computing Elig(XD {x}) (by (4.17)) is bounded by 0(na-\Ym[l]\-\X\2). 
Proposition 4.5.6 The complexity of our partition procedure is bounded by 
0(na-\Ym[l}\-\X\3). 
4.5.6 Conclusion on the complexity of our framework 
Let us compare the computational complexity of our multi-decision framework with the 
complexity of the inference-based framework of [Kumar et Takai, 2005]. We have evaluated 
the complexities of the operations of our framework throughout this section 4.5. The most 
costly "new" operations that have been added to the framework of [Kumar et Takai, 2005] 
to construct our multi-decision control are : 
In Subsection 4.5.5 : the partition procedure; 
In Subsection 4.5.4 : the procedure for checking emptiness of ££[k + 1] and T>l[k + 1], 
Vj G J, in one step k, that is, Aec[k) and Ava\k\ are given. For brevity, we will call it 
"checking procedure". 
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Consider the operation for computing .^[jt+i] and Av„[k+i] from As^^) and Av„[k), which 
is a part of both frameworks ([Kumar et Takai, 2005] and ours). Let us compare its 
complexity (evaluated in lemma 4.5.2 of Section 4.5.1) with the complexities of the above 
two procedures (partition and checking) : 
1. The complexity of lemma 4.5.2 is higher than the complexity of the partition proce-
dure evaluated in Proposition 4.5.6 (Section 4.5.5). 
2. The complexity of lemma 4.5.2 is higher than the complexity of the checking proce-
dure evaluated in Proposition 4.5.3 (Section 4.5.4). 
Consequently, in terms of Big-Oh, the complexity of our multi-decision framework is com-
parable to the complexity of the inference-based framework of [Kumar et Takai, 2005]. 
Intuitively, this result may be surprising. A possible explanation is that we have restricted 
the set of possible decompositions in two ways : 
1. We have used a finite state-based approach by using assumption A l (Sect. 4.4). 
In this way, we have eliminated the decompositions that do not satisfy A l w.r.t. a 
given FSA. The number of these eliminated decompositions may be infinite, while 
the number of the remaining eligible decompositions is certainly finite. 
2. We have developed a procedure that computes a single partition, which guarantees 
that if we have not coobservability for this partition, then there exists no decompo-
sition for which we have coobservability. 
Therefore, computing -4x>„[i] is in general more complex in comparison to computing 
a partition that satisfies (4.13). Hence, the overall complexity to compute a partition 
satisfying (4.13), and then checking if (£a,Va) is V-Inf%N-CoOBS, is in the order of 
0{\Y\2-\X\2n° -\Z\). 
4.6 Algorithm for computing a partition of Ea and che-
cking V-Jn/^-Coobs 
Algorithm 1 (represented in the next page) implements our results of Section 4.5. That is, 
for a € Ec, it constructs a partition of Xm satisfying (4.13) and then checks if (£a,T>a) is 
V-/n/|5v-CooBS. Therefore, the algorithm must be executed for every a € Ec. Based on 
results presented throughout Section 4.5, the following theorem states the correctness of 
our algorithm. 
Theorem 4.6.1 Algorithm 1 is correct in the sense that each of its three outputs is gene-
rated if and only if it is true. 
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Input: G, K, N. 
Initialization : np <— 1; 
Compute Ava, Ae„, AT>„[I) and Ae„{\} ; /* See Subsection 4 .5 .1 */ 
if [Ym[l] = 0] V [Xm[l] = 0] then return u(Ea.Va) is 7n/0-CoOBS"; /* See Subsection 
4.5 .2 */ 
/* Compute IDt,(x) and Elig(x) as explained in Subsection 4.5.5 */ 
foreach x € Xm do 
foreach v € Ym[l] do Compute ID„(x) ; /* by using (4.14) */ 
Compute Elig(x) ; /* by using (4.16) */ 
end 
/* Compute p a r t i t i o n as explained in Subsection 4.5 .5 */ 
Zm * Xm, j < 1; 
while Zm ^ 0 do 
Select some x in Zm\ 
Zm <— Zm\{x), Xdm +— X3m U {x}; /* the selected x i s moved from Zm to X^ 
*/ 
while Elig(X4) n Zm ^ 0 do 
foreach v G Vm[l] do 
| ID„(X^U{x}) = ID„(X^)DlD„(x) ; /* Using Lemma 4.5 .4 */ 
end 
Select some x in Elig(A^) D Zm\ 
X3m <— X3m U {x} ; Zm <— Zm\{x} ; /* the selected x i s moved from Zm to 
XJ */ 
Compute Elig(XJ,) ; /* Using (4.17) */ 
end 
end 
/* Check if {£a,T>a) i s V-Zn/l^-CooBS as explained in Subsection 4 .5 .4 */ 
N P a r « - { l , . . . , p } ; 
for k <- 1 to N do 
foreach j G NPar do 
| if [VUA:]!;^ = 0] V [Xm[k}\x?n = 0] then N0 <- /c - 1; Remove j from NPar; 
end 
if [NPar = 0] then return "(£„, Va) is V-Inf Nl,..., Jn/^-CoOBS"; 
if k< N then 
j Compute ^^[fc+i], ^^[fc+i] ; /* See Subsection 4 .5 .1 */ 
else 
| Return u(£a,Va) is not V-Zn/I^-COOBS"; 
end 
end 
Algorithm 1: Constructing a partition of Xm and checking if {£a:T>„) is /n/0-CooBS or 
V-Zn/Dv-CoOBS 
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4.7 Example 
Consider the plant G of Fig. 4.1, the specification is obtained by forbidding the dashed 
transitions. Supervisor Sup1 observes E0il — {ay,bi,ci}, Supervisor Sup2 observes E0,2 = 
{a2, 62, c2}, and both supervisors control ECji = SCi2 = {a}. The automaton Ac is obtained 
from the automaton of Fig. 4.1 by marking the four states Xm = {x \x 2 , x 3 , x 4 } and 
removing states 6, 7, 8, 9, y2 and y3. The automaton At>„ is obtained from the automaton 
of Fig. 4.1 by marking the three states Ym = {j/\y2 ,y3} and removing states 1, 2, 4, 7, 8, 
9, x1, x2, x3 and x4. 
Figure 4.1 Plant and specification. The latter is obtained by forbidding the 
dashed transitions 
The FSA A^m has its states defined by (u\,v.2,v) where u\ D Ym ^ 0, u2 n Ym ^ 0, 
and v € Xm. Aea{i\ is represented on Fig. 4.2 where each state (ui,u2,i>) is represented 
by a three-part square containing u\, u2 and v, respectively. After the execution of event 
h- Ae„[i] may be in two equivalent states ({1,4}, {4, y1}. 4) or ({1,4}, {6}, 4), which are 
distinct by their second parts {4,?/1} and {6}. The two states are represented by a single 
three-part square where their distinct second parts {4, y1} and {6} are stacked in the 
second part of the square. The marked states are shaded. 
In a similar way, the automaton Ava[i], represented on Fig. 4.3, has its states defined by 
(vi,V2,u) where viC\Xm ^ 0, vzr\Xm •£ 0, and u G Ym. Each state (t>i,u2,u) is represented 
by a three-part square containing Vi, v2 and u, respectively. The same approach is used to 
represent several equivalent states reached by the same sequences. 
Note that with our representation of states in three-part squares, (4.13) is not satisfied 
if in a marked state v of -4z>„[i] (i.e., v G ym[l]), we have elements a £ Xm and b e Xm 
(a ^ 6), in parts 1 and 2 respectively, such that a and b are in the same X3m. 
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Figure 4.3 Ava[i] for the example of Figure 4.1 
Let us show how the procedure of Section 4.5.5 is used to partition Xm. For that purpose, 
we first compute ID„({x}) for every x G Xm (i.e., marked states of Aea) and every v € 














































Tableau 4.1 Computing ID„({x}) for a' 1 states v € Ym[l] and i £ l „ 
the functions ID„(.), for every v G Vm[l], and the Equation (4.16), we compute the sets 
Elig(x) of eligible states for every marked state x G Xm : 
x = x
1
 : We compute 
A = xm n (J |J t* = 0, 
w€Vm[l] »ei„ 
ID^(a:1)=0 
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B = Xmn | J p | i;! = A ' m n(^ 0 u4 2 U/i l 6 ) = {x3}u{x2}U{x2,x3} = {z2,j;3}. 
t>6>'m[l] t€lD„(xl) 
Then, we obtain Elig(x1) = Xm\ {{x1} U A U B) = {x4}. 
x = x
2
 : We compute 
A = Xmn ( J \JVl = Xmn(h\4\jhli) = {x2,x3}, 
ID„(x2)=0 
B = Xmn ( J p | V , = Xmn(h\2Uh\3UhlsUh^Uh^7) = {x ' ,x 4 }. 
veYm[l} t€lD,.(x2) 
ID„(x2)#I„ 
Then, we obtain Elig(x2) = Xm\ [{x2} UAuB] = Xm\ {x1, x2, x3, x4} = 0. 
x = x
3
 : We compute 
A = Xm n | J (J v, = 0, 
ueKm[i] tei„ 
ID t,(x3)=0 
5 = A-mn | J p ut = A'mn(/iJ0u/ii1u^4u^5u^6u^7) = {x1^2^4}. 
veVm[l] 2€lD„(x3) 
ID„(x3)#!„ 
Then, we obtain Elig(x3) = Xm\ [{x3} UAuB) = Xm\ {x \x 2 ,x 3 ,x 4 } = 0. 
x = x
4
 : We compute 
A = xmn (J | J i>, = 0, 
«6Vm[l] i£3„ 
IDt,(x4)=0 
5 = A-mn |J p ul = xmn(^1u^3u/i{5u/i}7) = {x2,x3}. 
v€ym[l] i€lD,,(x4) 
ID„(x4)#B<, 
Then, we obtain Elig(x4) = Xm\ [{x4} U A U 5] = Xm \ {x2, x3,x4} = 0. 
Let us now explain the construction of each X^, using the automaton Ava[i] °f Fig. 
4.3 and the following intuitive expression of (4.13) : The latter requires that for every 
v = (vj, V2, w) of Ym[i\ and every j € J, if both parts 1 and 2 of v (i.e., v\ and 1*2) contain 
states of X^, then all these parts contain in fact the same single state of X3m and no other 
state of X3m. 
a) Construction of X^ : Initially X^ = 0 and Zm = Xm. We select x1 € Elig(0) f)Zm = 
Zm and move it to X^, we obtain X^ = {x1} and Zm = {x2 ,x3 ,x4}. We compute 
Elig(X1n) n Zm — Elig(xx) n Zm = {x4}. Therefore, x4 is the only state of Zm that can 
be added to X^ without violating (4.13). Therefore, we take X^ = {x^x4} and we 
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have Zm = {x2,x3}. Let us explain intuitively why x4 can be put with x1, and why x2 
and x3 cannot : 
If we move x2 to Xm = {x1}, Xm becomes { x \ x 2 } . Condition (4.13) is violated 
because in the marked state h12 = ({x1}, {x2},y2) of Ym[l], both parts 1 and 2 
contain distinct states of X1^ : x1 and x2, respectively. Therefore, x2 is not moved to 
Xm. 
If we move x3 to Xm = {x1}, X^ becomes {x^x 3}. Condition (4.13) is violated 
because in the marked state hw = ({x1}, {x3},y3) of Km[l], parts 1 and 2 contain 
distinct states of X1^ : x1 and x3, respectively. Therefore, x3 is not moved to Xm. 
If we move x4 to Xm — {x1}, X^ becomes { x \ x 4 } . Condition (4.13) is satisfied 
because there is no marked state of Vm[l] whose both parts 1 and 2 contain elements 
of Xm. Therefore, we move x4 to X^ and obtain Xm = {x^x 4}. 
b) Construction of X2 : Initially Xm = 0 and Zm = {x2 ,x3}. We select x2 G Elig(0) n 
Zm — Zm and move it to Xm, we obtain Xm = {x2} and Zm = {x3}. We compute 
Elig(X^) n Zm = Elig(x2) n Zm = 0 from the fact that IDfti4(x2) = 0. Therefore, no 
state of Zm can be added to X2n without violating Condition (4.13). Therefore, we take 
Xm = {x2} and we have Zm = {x3}. 
Let us explain intuitively why x3 cannot be put with x2 : If we move x3 to X2^ = {x2}, 
Xm becomes {x2,x3}. Condition (4.13) is violated because in the marked state h14 — 
({y^x^x 3 } , {x2},yx) of Vm[l], parts 1 and 2 contain distinct states of Xm : x3 and x2. 
respectively. Therefore, x3 is not moved to Xm. 
c) Construction of X^ : We take X^ — {x3} because x3 is the only remaining state in 
Zm. 
To recapitulate, we have Xm = {x^x 4}, X^ = {x2} and Xm = {x3}. We will thus apply 
the triple-marking : (X^)J=1,2,3 to the marked states of Ae„[k\ and Ava\k] as explained 
in Subsection 4.5.4. Then, we check how the X^-marking is propagated to Ava[\] of Fig. 
4.3. Note that with our representation of states in three parts, a marked state u of A-pa[i\ 
(i.e., u G Ym[l]) is X^-marked if both parts 1 and 2 of u contain states of Xm. We thus 
understand visually that hu is X^-marked and no other state is X^-marked. Therefore, 
VWIJUA, = Vm[111x3. = 0, and Ym[l)\x>m = { M ^ 0. Hence, (#,!>„) and (£3 ,P„) are 
7n/0-CooBS. and (£2,Va) is not Inf 0-COOBS. We now have to check whether (£2,£>CT) 
is /n/j-Cooos. For that purpose, we compute Aea[2] (see Fig. 4.4) and check if it has 
X^-marked states, that is, states whose both first and second parts contain h14 and whose 
part is g8 or gn (because /i14 is the only X^-marked state of AT>„[I], while g8 and gn 
are the X^-marked states of Asa[i\)- In fact, Ae„\2] has no X^-marked state, and thus, 
Xm[2}\X2m = 0. Therefore, (£2,Va) is 7n/rCoOBS. 
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To recapitulate, (£],£><,), (<f^,PCT), and (£%,Va) are 7n/0-CoOBS, 7n/rCoODS, and Inf0-
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Figure 4.4 -4^[2] computed from Asa\i] and «4p„[i] of Figures 4.2 and 4.3, /i'1 J' 
stands for {/i\... ,h3} 
4.8 Conclusion 
This paper is concerned with the verification of the coobservability in the context of the 
multi-decision control framework defined in [Chakib et Khoumsi, 2011b]. In the present 
paper, we consider more particularly the disjunctive inference-based multi-decision control, 
that is, the case where inference-based decentralized supervisors with different ambiguity-
levels are used in parallel and whose global decisions are combined disjunctively. But it has 
been shown in [Chakib et Khoumsi, 2011b] that any result obtained with the disjunctive 
combination can be easily adapted for the conjunctive combination. 
The achievability of a specification in the context of (disjunctive) inference-based multi-
decision control is related to specific notions of coobservability, namely V-(InfNl,..., 
InfN )-COODS and V-Inj'IQ-COODS (if p and Nx , Np are not specified and not boun-
ded) of a specification. We have also defined the more applicable notion of V-Jn/I^-COOBS 
for which Ni,... ,Np are bounded by N. Then, we have developed a method and its cor-
responding algorithm which checks if a given specification is V-Zn/I^-COOBS. We show-
that with our algorithm, the worst-case computational complexity for checking V-Zn/I^-
COOBS is not increased by the number of decentralized supervisors in parallel. That is, 
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we obtain the same order of complexity as in the inference-based framework of [Kumar et 
Takai, 2007]. 
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Contribution au document : Dans les chapitres 3 et 4, nous avons developpe le controle 
multi-decisionnel. Plus precisement, une contribution essentielle du chapitre 3 a ete d'utili-
ser le controle multi-decisionnel pour generaliser les architectures de controle par inference. 
Et au chapitre 4, nous avons developpe une methode efficace pour verifier si une specifi-
cation est coobservable selon le controle multi-decisionnel par inference. 
Dans [Khoumsi et Chakib, 2008a], nous avons developpe le diagnostic multi-decisionnel 
pour generaliser quelques architectures de diagnostic existantes dans la litterature. Dans 
[Chakib et Khoumsi, 2009], nous avons utilise le diagnostic multi-decisionnel pour genera-
liser une classe generique d'architectures de diagnostic dites eligibles. Nous avons etudie 
ensuite plus specifiquement le diagnostic multi-decisionnel pour generaliser une classe par-
ticuliere d'architectures eligibibles : les architectures disjunctives. 
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La presente contribution utilise le diagnostic multi-decisionnel pour generaliser les archi-
tectures de diagnostic par inference. Et ensuite, nous developpons une methode efficace 
pour verifier si une specification est codiagnosticable selon le diagnostic multi-decisionnel 
par inference. 
Resume fran^ais : Cet article etudie le diagnostic decentralise, ou un ensemble de diag-
nostiqueurs cooperent pour detecter des defauts dans des SED. Nous proposons une ap-
proche, appelee diagnostic multi-decisionnel, dont le principe de base consiste a utiliser 
plusieurs architectures de diagnostic decentralisees fonctionnant en parallele. On presente 
en premier lieu une forme generique du diagnostic multi-decisionnel, ou plusieurs archi-
tectures de diagnostic decentralisees fonctionnent en parallele et combinent leurs decisions 
globales disjonctivement ou conjonctivement. Nous etudions ensuite le diagnostic multi-
decisionnel base sur l'inference par ambigui'te, c.a.d., dans le cas ou chaque architecture 
decentralisee utilisee en parallele est basee sur la technique de l'inference par ambigui'te. 
On developpe une methode qui verifie si une specification donnee est diagonalisable sous 
l'architecture de l'inference par ambigui'te multi-decisionnelle. Et nous montrons qu'avec 
notre methode, la complexite de calcul pour verifier la codiagnostiquabilite pour notre 
architecture a inference par ambigui'te multi-decisionnelle est dans le meme ordre de gran-
deur que la complexite de verifier la codiagnostiquabilite pour l'architecture k inference 
par ambigui'te de [Kumar et Takai, 2009]. 
Note : A la suite des corrections demandees par les membres du jury, le contenu de cet 
article differe de celui qui a ete soumis. 
Abstract : This article deals with decentralized diagnosis, where a set of diagnosers 
cooperate for detecting faults in a discrete event system. We propose a new framework, 
called multi-decision diagnosis, whose basic principle consists in using several decentralized 
diagnosis architectures working in parallel. We first present a generic form of the multi-
decision diagnosis, where several decentralized diagnosis architectures work in parallel and 
combine their global decisions disjunctively or conjunctively. We then study in more detail 
the inference-based multi-decision diagnosis, that is, in the case where each of the decen-
tralized architectures in parallel is based on the inference-based framework. We develop a 
method that checks if a given specification is diagnosable under the inference-based multi-
decision architecture. And we show that with our method, the worst-case computational 
complexity for checking codiagnosability for our inference-based multi-decision architec-
ture is in the same order of complexity as checking codiagnosability for an inference-based 
architecture of [Kumar et Takai, 2009). 
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5.1 Introduction 
This paper deals with the detection of faults (or fault diagnosis) in discrete event systems 
(DES). A fault is a deviation from an expected behavior. The fault diagnosis (or more 
shortly : diagnosis) in DES aims at detecting a fault within a bounded delay after its 
occurrence, by observing the DES behavior. The possibility to detect a fault is captured by 
the notion of (fault) diagnosability in DES introduced in [Sampath et al, 1995], Polynomial 
tests for diagnosability are given in [Jiang et al., 2001] and [Yoo et Lafortune, 2002b]. The 
property of diagnosability in DES is related to the ability to infer, from observed event 
traces, about the occurrence of certain unobservable events (the faulty events). For DES 
modeled by regular languages, diagnosability can be verified by constructing the diagnoser 
corresponding to the finite-state automaton model of the system. Diagnosers are kinds of 
observers that carry failure information by means of labels attached to states. 
We consider the case of several local diagnosers that cooperate for detecting faults. Each 
local diagnoser has a partial observation of the plant, the latter denoting the system to 
be diagnosed. Previous work on cooperating diagnosers includes the distributed diagnosis, 
where the local diagnosers communicate with each other [Debouk et al., 2000; Qiu et 
Kumar, 2005; Sengupta, 1998], and the decentralized diagnosis, where the local diagnosers 
communicate with a global coordinator [Debouk et al., 2000, 2003]. 
In this paper, we consider the decentralized diagnosis architecture, where each local diag-
noser has a local observation of the plant and makes local diagnoses without communica-
ting with the other local diagnosers. And the local diagnoses made by the various local 
diagnosers are fused in order to issue a global diagnosis. 
We propose a multi-decision framework whose principle consists in using several decen-
tralized architectures working in parallel. For example, we can have a disjunctive and a 
conditionally conjunctive architectures [Wang et al., 2005, 2007] running in parallel. In 
this paper, we study in more detail the inference-based multi-decision, that is, the case 
where each of the architectures in parallel is inference-based [Kumar et Takai, 2009]. This 
is not restrictive, because it has been shown in [Kumar et Takai, 2009] that the inference-
based architecture is more general than the previously developed architectures. The global 
diagnoses of all these decentralized architectures are fused adequately in order to obtain 
an effective diagnosis. The motivation of multi-decision framework is to obtain an archi-
tecture that generalizes all the decentralized architectures that compose it. Hence, our 
inference-based multi-decision framework generalizes the inference-based architecture of 
[Kumar et Takai, 2009]. 
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The organization of the present paper is as follows. Discussion about related work is given 
in Section 5.2. Section 5.3 introduces some preliminaries about the decentralized diagno-
sis. Section 5.4 presents the principle of multi-decision for the decentralized diagnosis (or 
more briefly, multi-decision diagnosis). The remaining sections (i.e., 5.5-5.10) study the 
so-called conjunctive inference-based multi-decision architecture, that is, several inference-
based architectures of [Kumar et Takai, 2006, 2009] which are fused conjunctively. Section 
5.5 presents in detail this architecture, while Section 5.6 studies its existence of solutions 
and Section 5.7 studies some of its properties. In Section 5.8, we develop a method that 
checks if a given specification is diagnosable under the considered architecture. In the 
same section, we show that with our method, the worst-case computational complexity for 
checking codiagnosability is not increased by the number of decentralized diagnosers in 
parallel. That is, checking codiagnosability for our inference-based multi-decision architec-
ture is in the same order of complexity as checking codiagnosability for an inference-based 
architecture of [Kumar et Takai, 2009), although the former framework is more general 
than the latter one. Section 5.9 contains an algorithm that implements the method of 
Section 5.8, and Section 5.10 illustrates this method in an example. The conclusion is 
presented in Section 5.11. And last but not least, the proofs are presented in an appendix. 
5.2 Related work 
In [Debouk et al., 2000), the authors developed several decentralized diagnosis methods, 
each one based on a distinct communication protocol between the local diagnosers. They 
make diagnoses about the occurrence of faults, and then their diagnoses are merged by 
simple memoryless Boolean disjunction operations. 
In [Qiu et Kumar, 2006], the authors suggested the following technique for managing 
ambiguity. A diagnosis decision is issued by a local diagnoser only when it is unambiguous 
about it. The authors of [Qiu et Kumar, 2006] introduce the codiagnosability meaning 
that : for each faulty trace executed by the plant, there is at least one local diagnoser 
that can unambiguously state this faulty execution, within a bounded delay. The authors 
of [Wang et al., 2004, 2005] introduced the notion of conditional codiagnosability that is 
weaker than codiagnosability. 
The authors of [Wang et al., 2007] defined the decentralized diagnosis in a general fra-
mework, where n local diagnosers Diagl, i = 1 , . . . ,n, are used for detecting a fault / , 
each Diagl taking a local diagnosis ht that belongs to an arbitrary set LD of local diag-
noses. The local diagnoses are fused by using a global function D. The global diagnosis 
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can be either positive (fault detected) or negative (no fault detected). They target the fol-
lowing two objectives : "no missed detection", i.e., every fault occurrence is followed after 
a bounded delay 8 by a positive diagnosis; "no false detection", i.e., a positive diagnosis 
guarantees that a fault has occurred The authors of [Wang et ai, 2007] introduce the D-
codiagnosabihty to describe the languages for which there exist local diagnosis functions 
(^i)t=i, ,n such that every sufficiently long faulty trace is correctly diagnosed globally by 
fusing the local diagnoses (/i,),=i, ,„ using the global function D. They studied the fol-
lowing cases : \LD\ = 1, corresponding to conjunctive codiagnosabihty and disjunctive 
codiagnosabihty ; and \LD\ = 2, corresponding to conditionally conjunctive codiagnosabi-
lity and conditionally disjunctive codiagnosabihty. 
Sengupta and Tripakis in [Sengupta et Tripakis, 2002] studied the case where the coordi-
nating site could be any arbitrary memoryless function and local diagnoses may belong to 
an infinite set. They called joint diagnosabihty the class of languages diagnosable under 
these assumptions and they proved that joint diagnosabihty is undecidable. 
Kumar and Takai in [Kumar et Takai, 2006, 2009] proposed the inference-based ambiguity 
that generalizes the special cases \LD\ — 1 and \LD\ = 2 of [Wang et ai, 2007]. Each 
local diagnoser uses its observations of the plant behavior to issue its diagnosis decision 
together with a level of ambiguity for that diagnosis decision. The principle is that when 
the coordinating site receives several concurrent diagnoses from the local diagnosers, it 
will select the diagnosis with the lowest ambiguity level. 
The authors of [Kumar et Takai, 2006, 2009] target the same "no missed detection" as 
[Wang et ai, 2007], but with the introduction of 4>, they reformulate a new "no false 
detection" as follows : a positive (resp. negative) diagnosis guarantees that a fault (resp. 
no fault) has occurred. Note that if in [Kumar et Takai, 2006, 2009] the global diagnosis 
4> is replaced by 0, then the objectives of [Wang et ai, 2007] become equivalent to those 
of [Kumar et Takai, 2006, 2009]. 
In [Takai et Kumar, 2006], the K-inference framework has been used for a variety of non-
failure diagnosis which targets the following objective : after a sufficiently long healthy 
execution, the diagnosis system must be able to determine that until now no fault has 
occurred. We can find other variants of objectives related to the absence of faults, e.g., 
[Qiu et Kumar, 2006; Wang et ai, 2004]. 
In [Khoumsi et Chakib, 2008a], the multi-decision diagnosis has been defined uniquely in 
the special case where several disjunctive or several conjunctive architectures are running 
in parallel, without any mention of its generic form. In [Chakib et Khoumsi, 2009], the 
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multi-decision diagnosis has been studied in its generic form, that is, with any set of 
existing decentralized architectures running in parallel. 
Note that the multi-decision has also been studied in the decentralized supervisory control 
of DES [Chakib et Khoumsi, 2008a,b] and prognosis of DES [?]. 
5.3 Preliminaries on decentralized diagnosis of DES 
5.3.1 Diagnosis of DES 
The plant to be diagnosed is modeled by a finite state automaton (FSA) G = (Q, E, 6, qo), 
where Q is a finite set of states, E is a finite set of events, a partial function S : Q x E —> Q 
is the transition function and qo G Q is the initial state. Let E* denote the set of all finite 
traces of elements of E, including the empty trace e. The transition function 5 can be 
generalized to 6 : Q x E* —> Q in the usual way. For any event trace s G E*, |s| denotes 
the length of s. We say that a trace t G E* is a prefix of a trace s G E*, denoted by t < s, if 
there exists a trace A € E* such that s — tX. We denote by K the set of all prefixes of traces 
of K C E*, i.e., K = {t G E*| 3s G K s.t. t < s}. K is said to be prefix-closed if K = K. 
The generated (prefix-closed) language of G is defined by £ = {s G E*| 8(q0, s) is defined}. 
Let Z+ denote the set of strictly positive integers. 
Given a fault / , C consists of a non-faulty language, denoted H, and a faulty one, denoted 
T. The faulty behaviour T is the set of faulty traces characterized by the occurrence of 
/ , i.e., T = {s G £ | 3u,v G E* : s = ufv}. While H is the set of non-faulty (or healthy) 
traces, i.e., not containing / . We have £ = H U f and H fl T — 0. In the presence of 
several faults which must be distinguished, we have to do the same study for each fault. 
Therefore, we consider uniquely a single fault / . 
Note that, by construction, H and T are regular languages. Moreover, H is necessarily 
prefix-closed, because if an execution s is healthy, then its "past" (i.e., the set of prefixes 
of s) is healthy. We introduce T\ to denote the set of faulty traces for which the fault / is 
followed by at least / events, i.e., ^r; = {sG^ r:3u,uGE*, |u| >l,s = ufv}. 
The detection of the presence (resp., absence) of / will be called positive (resp., negative) 
diagnosis. We consider that a diagnoser indicates positive and negative diagnoses using the 
values 1 and 0, respectively. For the sake of simplicity, we make the following assumptions 
[Sampath et al., 1995] : 
A l : C is live, i.e., there is a transition at each state of G. 
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A2 : Every cycle of G must contain at least one event observable at some site. 
Assumption A l can be relaxed easily as discussed in [Sampath et al., 1995]. Assumption 
A2 ensures that the system will not generate arbitrarily long traces of unobservable events, 
which would prevent diagnosis within bounded delays. 
A diagnoser Diag observes the behavior of the plant and takes an effective positive/negative 
diagnosis decision (or more simply : diagnosis). By effective diagnosis, we mean the final 
diagnosis. (We will see that in decentralized diagnosis some diagnoses are just intermediate 
results which are used to compute the effective diagnosis.) Let then Diag(s) G {0,0,1} 
denote the effective positive/negative diagnosis made after the execution of a trace s € C. 
The fact that Diag(s) = 1 (resp. 0) means that after the execution of s, the diagnoser has 
determined that the fault / has (resp., has not) occurred. While Diag(s) = 4> means a 
"don't care" or "unsure" decision. 
In this study we adopt the objectives of [Kumar et Takai, 2006, 2009] defined by Conds. 
(5.1)-(5.3). 
3 / e Z + , V s e Ti : Diag(s) = 1, (5.1) 
Vs € T : Diag(s) ^ 0, (5.2) 
Vs G n : Diag{s) ^ 1. (5.3) 
Cond. (5.1) corresponds to the "no missed detection" objective and means that a fault 
occurrence is followed after a bounded delay (defined by a bounded number / of events) by 
a positive diagnosis. Conds. (5.2) and (5.3) correspond to the "no false detection" objective 
of [Kumar et Takai, 2006, 2009] : Cond. (5.2) means that a negative diagnosis (0) is never 
generated after a fault occurrence, and Cond. (5.3) means that a positive diagnosis (1) 
is never generated before the first occurrence of a fault. When the three conditions hold, 
we say that Diag satisfies Conds. (5.1)-(5.3) with respect to (or, "w.r.t.") (J7, H). We say 
that a diagnoser Diag "has no missed detection" if it satisfies Cond. (5.1), and Diag "has 
no false detection" if it satisfies Conds. (5.2) (w.r.t. T) and (5.3) (w.r.t. H). 
Remark 5.3.1 It is worth noting that the proposed multi-decision framework can be easily 
adapted for more ambitious objectives, such as those in [Kumar et Takai, 2009; Qiu et 
Kumar, 2004; Takai et Kumar, 2006; Wang et al, 2004]. 
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5.3.2 Decentralized diagnosis principle 
In a decentralized diagnosis [Kumar et Takai, 2009; Sampath et a/., 1998, 1995], n local 
diagnosers {Diagt)l€[ observe the plant and cooperate with each other in order to synthesize 
a correct diagnosis verdict, where / = { 1 , . . . , n} is the indexing set of all diagnosers. The 
local diagnosers then report their diagnoses about fault occurrence; these local diagnoses 
are fused at a coordinating site in order to issue a positive or negative effective diagnosis. 
Each Diagl has a partial view of the plant, that is, its set of observable events is E0i, C E. 
Let E0 = \J1<l<n E0,i and Euo = E \ E0. Therefore, an event of E0 is observable by at least 
one diagnoser, and no diagnoser can observe an event of Euo. We denote by Pt : E* —*• E*, 
the natural projection that erases the events of E\E 0 ) t from any trace s € E*. The inverse 
projection is defined as Pt~1(s) = {t € E* : Pl{t) = s}. We assume that / is unobservable, 
i-e., / C Euo, since an observable fault is trivially diagnosed by just observing it. 
Each Diagx,i G /, is a function Diagt : E* —> LD, that associates a local diagnosis 
Diagl(Pl(s)) € LD to every observed trace Pt{s). LD is an arbitrary set of local diagnoses 
including </>. The effective diagnosis is obtained by combining the local diagnoses of the 
n local diagnosers (Diagt)iei using a fusion operator D : LDn —* {<j>, 0,1}, we say that 
D is defined over LD. The system enclosing the local diagnosers (Diagt)l€j and D is 
called a decentralized diagnoser, and denoted by ((Diagt),€i, D). The effective diagnosis 
Diag(s) e {0,0,1} of a decentralized diagnoser Diag = ((Diagt)t€j,D) is computed as 
follows : 
Diag(s) = D((Z?i^I(P1(s)))J€/). (5.4) 
Eq. (5.4) means that Diag(s) is computed by applying the operator D to all Diagt(Pl(s)). 
Definition 5.3.1 An architecture obtained using a fusion operator D and local diagnosers 
{Diagt)i£[ is called D-architecture, and the corresponding decentralized diagnoser defined 
by Eq. (5.4) is called D -diagnoser. 
For example, we have the conjunctive architecture (A-architecture) and the disjunctive 
architecture (V-architecture) of [Qiu et Kumar, 2006; W7ang et a/., 2004, 2007], the condi-
tional conjunctive architecture (COND-A-architecture) and the conditional disjunctive ar-
chitecture (COND-V-architecture) of [Wang et a/., 2005, 2007], and the Ar-inference archi-
tecture (/n/^-architecture) of [Kumar et Takai, 2006, 2009; Takai et Kumar, 2006]. 
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5.4 Multi-decision decentralized diagnosis : several ar-
chitectures running in parallel 
The multi-decision decentralized diagnosis principle is based on using several (say p) de-
centralized diagnosers (Diag3)je^i p} running in parallel and whose global diagnoses are 
fused into an effective diagnosis. We call this scheme multi-decision diagnosis. Hereafter, 
J = { l , . . . , p } . Therefore, each decentralized diagnoser Diag3 achieves its diagnosis ac-
cording to a given decentralized architecture as shown in Subsection 5.3.2 and Eq. (5.4), 
but with a superscript j . That is, for every j € J, Diag1 — ((Diag3)iej,D3) contains n 
local diagnosers (Diag3t)l€j and a coordinating module D3. The global diagnosis issued by 
Diag1, following the execution of s G C, is computed by Eq. (5.5), which corresponds to 
Eq. (5.4) with a superscript j added to Diag, Diagt and D : 
Diag3(s) = DJ((Dza^(P t(S))) !6 /). (5.5) 
The global diagnoses of all the decentralized diagnosers (Diag3)jej are then fused using 
a coordinating module D in order to obtain an effective diagnosis that must satisfy 
Conds. (5.1)-(5.3). D is defined as a function D : {<j>, 0, \}p -* {0,0,1}. The system 
enclosing {Diag[)l&ij&j, (D3)jej and D is called a multi-decision diagnoser, and denoted 
by ((Diag3)jej,'D) = (((Diag3t)iej, D3)jej,D). The effective diagnosis of a multi-decision 
diagnoser Diag = ((Diag3)j€j,'D), Diag(s) G {0,0,1}, is computed as follows : 
Diag(s)=D((Diag3(s))jeJ). (5.6) 
Eq. (5.6) means that the effective diagnosis Diag(s) is computed by applying the operator 
D to all the global diagnoses Diag3(s). 
Definition 5.4.1 An architecture consisting of coordinating modules (D3)jej and a global 
coordinating module D is called D-{Dl,..., Dp) architecture, and the corresponding multi-
decision diagnoser defined by Eqs. (5.5) and (5.6) is called D-(D 1 , . . . , Dp)-diagnoser. 
When all the D-'-diagnosers Diag3 (for j G J) correspond to the same decentralized archi-
tecture V, we obtain a so-called D-^ p architecture, while Diag is called D-^p-diagnoser. 
Let us for example take p = 2, D1 = V, D2 = COND-A, and D = A. This means that 
we have a disjunctive (D1) and a conditionally-conjunctive (D2) architectures running in 
parallel and whose global diagnoses are fused conjunctively (D) for obtaining the effective 
diagnosis. And thus we have a A-(V,COND-A) architecture and diagnoser. 
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The multi-decision diagnosis consists therefore in using p DJ-diagnosers Diag3 (for j G J) 
running in parallel and whose global diagnoses are fused by an operator D in order to 
obtain an effective diagnosis. At the present state of our study, we consider two cases of 
D when p > 1 : D is conjunctive (A) or disjunctive (V). Actually, the terms "conjunctive" 
and "disjunctive" and their corresponding symbols "A" and "V" are used with an abuse of 
the language, in the following sense : 
By conjunctive, we mean that Diag(s) = 1 if all Diag3(s) = 1, Diag(s) = 0 if at least 
one Diag3(s) = 0, and Diag(s) — (p otherwise. 
By disjunctive, we mean that Diag(s) = 0 if all DiagJ(s) = 0, Diag(s) = 1 if at least 
one Diag3(s) = 1, and Diag(s) = 4> otherwise. 
The two cases are based on decomposing the sets H and T, respectively. They are outlined 
in the following subsections 5.4.1 and 5.4.2, respectively. 
5.4.1 D is conjunctive 
When D is conjunctive, we are thus in the presence of a A-(D\ . . . .Dp) architecture. The 
corresponding A-(D1 , . . . , Dp)-diagnoser consists of a set of p decentralized DJ-diagnosers 
Diag3 (for j G J) running in parallel and whose global diagnoses are fused conjunctively. 
More precisely, the effective diagnosis Diag(s) is obtained by adapting Eq. (5.6) for D = A, 
that is, ( 1 tf,VjeJ,Dtag3{s) = l, 0 if, 3j e J,Diag3(s) = 0, (5.7) 
<f> otherwise. 
Let us see in more detail how this is realized. We consider a decomposition (hi1, • • • , W) 
of 7i such that H — H1 U • • • U W. Note that we use the word decomposition instead of 
partition, because the various W are not necessarily disjoint with each other. We have the 
following proposition that relates the decomposition of Ti and the satisfaction of Conds. 
(5 l)-(5.3) w.r.t. {T,H) by a A-fD1 Dp)-diagnoser. 
Proposition 5.4.1 Consider languages T andTi, and D3-diagnosers (Diag3)-iej. The A-
(D 1 , . . . , Dp)-diagnoser Diag — ({Diag3)jej, A) satisfies Conds. (5 l)-(5.3) w.r.t. (T,7i) 
if and only if there exists a decomposition {Hl, • •. ,HP} of H such that, Vj e J, the 
D3-diagnoser Diag3 satisfies Conds. (5.1)-(5.3) w.r.t. (FjH3). 
The proof of Proposition 5.4.1 is given in the appendix. 
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5.4.2 D is disjunctive 
D = V is dual to D = A, in the sense that we obtain one from the other by switching 
between conjunction and disjunction, and between decomposing ft and decomposing J-'. 
That is, when D is disjunctive, the effective diagnosis Diag(s) is computed as follows, 
if, Vj e J,Diag3{s) = 0. 
if,3jeJ,Diag3{s) = l, (5.8) 
otherwise. 
We consider a decomposition (J71,..., J^) of T such that T = Tx U • • • U T9, where the 
various T3 are not necessarily disjoint with each other. We have the following proposition 
that relates the decomposition of T and the satisfaction of Conds. (5.1)-(5.3) w.r.t. (T, ft) 
by a V-(D\ . . . , Dp)-diagnoser. 
Proposition 5.4.2 Consider languages T and ft, and D3-diagnosers {Diag3)jej. The V-
(D1 ,Dp)-diagnoser Diag — ((Diag3)jeJ,\/) satisfies Conds. (5.1)-(5.3) w.r.t. (T.ft) 
if and only if there exists a decomposition {Tl,..., JFP] of T such that, Vj G J, the 
D3-diagnoser Diag3 satisfies Conds. (5.1)-(5.S) w.r.t. {J73, ft). 
The proof of Proposition 5.4.2 is given in the appendix. 
5.4.3 Discussion and continuation of the article 
ft and T are infinite languages in general, and decomposing an infinite set (e.g., language) 
into a finite number of subsets satisfying some properties is known to be a challenging 
problem. A solution to this decomposition problem will be proposed in Section 5.6 in 
the special case where D = A and all D3 are inference-based architectures of [Kumar et 
Takai, 2009]. But note that the proposed solution is easily adaptable for D = V, by the 
following essential modifications : 1) we decompose T instead of ft; and 2) we compute 
the effective decisions by using Eq. (5.8) instead of Eq. (5.7), that is, we replace the A 
operator by the V operator. For this reason, and for avoiding an excessively long article, 
in the remaining sections, we will clarify our multi-decision diagnosis in a particular case 
of Subsection 5.4.1. More precisely, we study the case where D = A and all D3 have 
the inference-based architecture of [Kumar et Takai, 2009). The obtained architecture 
is denoted A-(InfN,....InfN ) . where p > 1 and each Nj > 0 is the ambiguity level 
of D-7, for j = 1 • • -p. When the values of Aj and p are not specified, the architecture 
is denoted A-AI/IQ, where "> 1" means "for some p > 1" and "> 0" means "for some 
0 
Vs e C, Diag{s) = < l 
4> 
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Ni Np > 0". Our choice that each of the decentralized diagnosers in parallel has an 
inference-based architecture, is dictated by the fact that the inference-based architecture 
is a generalization of all known decidable decentralized architectures [Kumar et Takai, 
2009]. Indeed, A and V architectures of [Qiu et Kumar, 2006; Wang et al., 2004, 2007] are 
special cases of inference-based architectures where the maximal ambiguity is N = 0, and 
the conditional architectures of [Wang et al, 2005, 2007] are special cases of inference-
based architectures where the maximal ambiguity is N = 1. Furthermore, the inference-
based ambiguity principle is more suitable when heterogenous decentralized diagnosers are 
considered, it suffices to consider decentralized diagnosers Diag3 with ambiguity levels N-,, 
J € J, that are not necessarily the same. 
5.5 Multi-decision inference-based architecture 
5.5.1 Multi-decision inference-based diagnosers 
An inference-based multi-decision diagnoser Diag = ((Diag3)jej, A) consists of p inference-
based decentralized diagnosers (Diag3)J&j running in parallel whose global diagnoses are 
fused conjunctively (D = A) for obtaining an effective diagnosis. Each inference-based 
decentralized diagnoser Diag3 consists of n inference-based local diagnosers {Diag3%)ieI, and 
its diagnoses are computed using the results of [Kumar et Takai, 2009] as follows. After the 
execution of s € C, each Diag{ has observed Pl(s) and issues a local diagnosis c^(F,(s)). 
An ambiguity level n3t{P%(s)) is associated to each local diagnosis, i.e., LD = {0,1,4>} x Z + . 
Formally : 
Dia9i(Pt(s)) = (r?(P t(s))X(P,(5))). (5.9) 
Let n3(s) denote the minimal ambiguity level of local diagnoses of decentralized diagnoser 
Diag3, i.e., 
n
3{s) = mm nUP^s)). (5.10) 
tei 
The generic global diagnosis for each Diag3 was defined by Eq. (5.5). In the present case 
of inference-based diagnoser Diag3, its global diagnosis is computed as follows [Kumar et 
Takai, 2009] : 
f 1, if Vz e I; [n3(s) = n?(P,(s)) => (tt(Pt{s)) = 1], 
VseC.Diag>{s) = \o, if Vi e /; [n3(s) = r^(Pt(s)) => c?(P,(s)) = 0], (5.11) 
I <f>, otherwise. 
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Definition 5.5.1 An inference-based decentralized diagnoser (i.e., defined by Eqs. (5.9)-
(5.11)) Diag3 is said Nj-inferring, and denoted Inf
 N -diagnoser, if : 
1. Vs € C : Diag3(s) ^ 4> =» n3(s) < N}, and 
2. Vs,s' G £ ; [Diag3(s) ^4>An3(s') < n3(s)} => Diag3(s') ^ &. 
An inference-based multi-decision diagnoser Diag = ((Diag3):jej,A) consisting of p Inf N -
diagnosers (Diag3)jej, is denoted A-(Inf N ,... ,InfN )-diagnoser. 
Note that Nj is the maximal ambiguity level that is used in a Inf
 N -diagnoser. The ef-
fective diagnosis Diag(s) of the A-(InfN ,..., Inf N )-diagnoser is computed by combining 
conjunctively the global diagnoses (DiagJ(s))jeJ of Eq. (5.11) using Eq. (5.7). 
5.5.2 Decomposing H and comput ing the local diagnoses cJl(Pl(s)) 
and niiPiis)) 
As already explained in Subsection 5.4.1, we will use a decomposition {Ti1,..., 'Hp} of H. 
This decomposition is a practical rule for computing the inference-based local diagnoses 
Diag3l(Pl{s)) of Eq. (5.9), i.e., c>(P,(s)) and n'(P,(s)). 
Given a decomposition {Ti1,... ,HP} of H, for each j e J w e apply to {T^W) the fra-
mework of [Kumar et Takai, 2009] as follows. For each j G J, we define inductively a 
monotonically decreasing sequence of language pairs (T3[k],H3[k}) as follows : 
F[0] = F,H3[0}=H1, 
vfc > o: F[k + \}=T3[k] nf]p~lpl{W[k}),w[k+ \)=w[k\ npip- 1 ^^^]) . 
iei tei 
(5.12) 
For simplicity, j is omitted when p = 1 (i.e., no decomposition). The global diagnoses of 
every Diag3 are defined by Eqs. (5.9)-(5.11) from (cJ(P,(s)),n:J(P,(s)))lG/. Now, we use a 
method of [Kumar et Takai, 2009] to compute (cJ(P,(s)), n3l(P1(s)))ieIjeJ which guarantees 
that every Diag3 is Aj-inferring. For each j € J, using the sequence (Jr3[k},H3[k})0<k<Nr 
every local diagnoser Diag3 computes, for every s € C : 
n^iP^s)) = min{* G Z + | [Pt{s) £ Pz(n3[k})} V [k = AT, + 1]}, (5.13a) 
nfJ(P,(5)) = min{Ar G Z + | [Pt(s) £ Pl(FJ[k})\ V [k = N} + 1]}. (5.13b) 
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A local diagnosis is issued by comparing the two ambiguity levels, n, (Pt(s)) and nt J(P t(s)), 
giving preference to the smallest one. This is formalized as follows : 
c?(P.W) 
0, ifn^(P!(S))<nfJ(Pt(5)), 
1, i{n{J(Pt(s))<n^(P,(s)), (5.14) 
<P, i fn^(P,(s)) = n^(P t(5)) , 
and 
n'(P,(s)) = min{n^(P,(s)),nf J(P t(s))}. (5.15) 
Note that we adapted the equations of [Kumar et Takai, 2009] with an index or superscript 
j , since every Diag3 is a A^-inference diagnoser. See [Kumar et Takai, 2009] for more detail 
on the inference-based framework. 
Remark 5.5.1 An inference-based diagnoser is by definition a decentralized diagnoser 
that satisfies Eqs. (5.9)-(5.11). Thus, "an inference-based diagnoser satisfying Eqs. (5.13)-
(5.15)" means "a decentralized diagnoser satisfying Eqs. (5.9)-(5.15)". But for the sake of 
clarity, we have opted to always indicate uEqs. (5.9)-(5.15)" instead of "Eqs. (5.13)-(5.15)", 
even if we mention "inference-based diagnoser". 
We have the following lemma which is an an adaptation of Lemma 2 of [Kumar et Takai, 
2009] by considering W instead of H (see [Kumar et Takai, 2009] for the proof). 
Lemma 5.5.1 [Kumar et Takai, 2009] Given a subset W C H, the inference-based de-
centralized diagnoser defined by Eqs. (5.9)-(5.15) w.r.t W is an InfN -diagnoser (see De-
finition 5.5.1). 
We have the following proposition which is a straightforward consequence of Definition 
5.5.1 and Lemma 5.5.1 (and thus, the proof is omitted). 
Proposition 5.5.1 Given a decomposition {H1,... ,HP} of ri, the multi-decision diag-
noser defined by Eqs. (5.9)-(5.15) and (5.7) is a A-(InfNl,... ,InfN )-diagnoser. 
Example 5.5.1 Figure 5.1 presents a plant G such that E0ii = {a\,b\,d\,e} and S0>2 = 
{a2,b2,d2,C2,e}. We have H = {a^e*, b^e*. dxd^e*, dic2e*} and T = {alfb2e*,bifd2e*, 
bifc%e*, difa2e*}. Let us consider the cases p = 1 and p — 2. 
Case p — 1 ; Since j takes the single value 1, it will be implicit in all equations. We have 
^"[0] = T and W[0] = 7i, and there is no Inf
 N-diagnoser satisfying Conds. (5.1)-(5.3), 
V7V 6 Z + . To show it, let us compute the languages pairs (F[k],7i[k])k>o. 
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First step (k = 1) : Ti[l] = {a1a2e*,6162e*, did2e*, diC2e*} and F[l] = ^"[0]. 
Second step (k = 2) : H[2] = H[l] and T[2} = T[l] = JF[0]. 
Therefore, we obtain • VA; > 1, H[k] = {aia2e*, fci^e*, did2e*, dic2e*}, and, VA: > 0, J-[k\ = 
{alfb2e*,bifd2e*,bifc2~eT, dJa^F}. 
We consider the trace a\fb2ez G ^ F[k], and thus, we have, V? = 1,2, VA; > 0, Fj(a1/fe2e's) € 
Px{H[k\). And from Eq. (5.13), n{{Pl{axfb2ez)) = N + l.VN e Z + . Moreover, VA: > 0, 
Vi = 1,2, Pl{ajb2ez) 6 Pt{Jr[k]) And from Eq. (5.13), n^(Pl{a1fb2ez)) = N + 1, VN e 
Z+. Since, VN e Z+, n^P.ftn/^e*)) = n{(Pl{alfb2ez)) = N + l, we deduce by Eq. (5.14) 
that, Vt = 1,2, cl(Pl(aifb2ez)) = cf>. Then, by Eq. (5.11), Vz € Z+ , Diag(ajb2ez) = <t>, 
which violates Cond. (5.1), and thus, there is no Inf
 N-diagnoser that can make the right 
diagnosis, i.e., that can respect Conds. (5.1)-(5.3). 
Case p — 2 : Consider the decomposition {Hl,H2} ofH where Hl — {aia2e*, b\b2e*, d\) 
and H2 = {did2e*,dir2e*}. (^[k], 7i3[k])k>o are then computed as follows : 
For j = 1 ; 
First step (k = 1) : ^ [ l ] = {aifb2e* ^difai^if} andHl[l} = {a\a2e*,b\b2e*, d{\. 
Second step (k = 2) : ^[2] = {a\fb2e* ,b\f, di/ai"} and 7i'[2] = {aia^^i , 6162}-
Third step (k = 3) : ^ [ 3 ] = {ajh,bif,difaa} and ft1 [3] = 0. 
For j = 2 : 
First step {k = 1) ; ^ [ 1 ] = 0 and H2[l] = {dld2e\dlc2e*}. 
Using Eqs. (5.9)-(5.15), Table 5.1 (resp., Table 5.2) presents the local and global diagnoses 
taken by the Inf2-diagnoser Diag1 (resp., Inf0-diagnoser Drag2). Note that, for j € {1, 2}, 
the expressions n{3, n{3 and Diag{ (resp., n23, n2 and Diag3,) are computed for P\(s) 
(resp., P2(s)) and Diag3 is computed for s. Using Eq. (5.7), Table 5.3 presents the effective 
diagnoses taken by the A-(Inf2, Inf0)-diagnoser that combines conjunctively the diagnoses 
of Diag1 and Diag2 We see in Table 5.3 that Diag(s) ^ 1 for all traces s € H (thus, 
Cond. (5 3)) and Diag(s) ^ 0 for all traces s € T (thus, Cond. (5.2)), and Diag(s) = 1 
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for all traces s € T2 (thus, Cond. (5.1)). We will explain in Section 5.6 why we have 
selected exactly the Inf2-diagnoser Diag1 and the Inf0-diagnoser Diag2, that is, Nx = 2 
and N2 = 0. 
Trace executed 
s = s 
s € axf 
s€bxf 
se dj 
s = axa2 
s = bxb2 
s = dxd2 
s = dic2 
s = axfb2 
s = bxfd2 
s = bjc2 
s = dja2 
s € a\a2e+ 
s € bib2e+ 
s = did2e+ 
s = dic2e+ 
s € aifb2e+ 
s G b\fd2e+ 
s = bifc2e+ 




















































































































































Tableau 5.1 Local and global diagnoses taken by the 7n/2-diagnoser Diag1 
computed by Eqs. (5.9)-(5.15) for the plant of Fig. 5.1, w.r.t. (^r,H1), for H1 = 
{axa2e*,b\b2e*, dx). 
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Trace executed 
s = e 
s e a i / 
sebj 
sedif 
s = a\a2 
s = bib2 
s — d\d2 
s = dxc2 
s = ajb2 
s = b1fd2 
s = bjc2 
s = dJa-2 
s G a\a2e+ 
s € b\b2e+ 
s 6 d\d2e+ 
s e d\c2e+ 
s e difb2e+ 
s 6 b\fd2e+ 
s G hfc2e+ 

































































































































Tableau 5.2 Local an 
computed by Eqs. (5.9) 
{did2e*,dic2e*\. 
d global diagnoses taken by the 
5.15) for the plant of Fig. 5.1, w 
Ai/o-diagnoser 
r.t. (f,H2), for 
Diag2 
n2 = 
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Trace executed 
S = £ 
s G a x / 
se bj 
se dj 
s = aia2 
S = 6162 
s = d\d2 
s — d\c2 
s = axfb2 
s = bifd2 
s = bifc2 
s = dja2 
s £ a\a2e+ 
s € bib2e+ 
s G d\d2e+ 
s <£ d\c2e+ 
s G aifb2e+ 
s € bifd2e+ 
s G hfc2e+ 
s G difa2e+ 


































































w the A -Tableau 5.3 tive by — (7n/2, Inf0)-
diagnoser computed by applying Eq. (5.7) to the diagnoses Diagl(s) and 
Diag2(s) of Tables 5.1 and 5.2. 
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5.6 Existence of solutions for the f\-Inf^N architecture 
In this section, we characterize the class of languages for which the fault can be detected 
in bounded delay by a /\-(InfNl,...,InfN )-diagnoser. For that, we have the following 
lemma which is an adaptation of Lemma 3 of [Kumar et Takai. 2009] by considering W 
instead of H (see [Kumar et Takai, 2009] for the proof). 
Lemma 5.6.1 [Kumar et Takai, 2009] Given a subset W C H and an integer Nj, the 
Inf
 N -diagnoser defined by Eqs. (5.9)-(5.15) satisfies Conds. (5.2) and (5.3) w.r.t. (J7, W). 
The following proposition shows that no false detection is made by the multi-decision 
decentralized diagnoser defined by Eqs. (5.9)-(5.15) and (5.7) for a given decomposition 
{H1,...,HP}. 
Proposition 5.6.1 Given a decomposition {Hl,... ,HP} of H and integers iVj,..., Np, 
the A-(InfNl,..., Inf N )-diagnoser defined by Eqs. (5.9)-(5.15) and (5.7) satisfies Conds. 
(5.2) and (5.3) w.r.t. (F,H). 
The proof of Proposition 5.6.1 is given in the appendix. 
In order to define the class of diagnosers that have no missed detection (i.e., satisfy 
Cond. (5.1)) w.r.t. T, we present in the next definition the notion of iV-inference F-
codiagnosability (or 7n/Ar-F-CODiAG) as introduced in [Kumar et Takai, 2009]. Definition 
5.6.1 is an adaptation of Definition 2 of [Kumar et Takai, 2009], where we consider subsets 
W instead of H. 
Definition 5.6.1 [Kumar et Takai, 2009] Consider a decomposition (Ti1,... ,HP) ofH, 
and integers Ni,..., Np. For every j G J, (T,W) is said Inf N -F-codiagnosable (or 
Inf
 Nj-F-CODlAG) if there exists l3 € Z + such that ^[Nj + 1] n TX] = 0. 
By using the notion of /n/^-F-CODlAG defined in Definition 5.6.1, we define the notions 
of A-(InfNl,..., /n/yvp)-F-CODIAG, A-Inf%lN and A-Inf^. 
Definition 5.6.2 Given Nu. ..,Np€ Z+, {T, H) is said A-(InfNi,..., Inf Np)-F-CODlAG 
w.r.t. a decomposition {H1,...,W) ofH if, Vj € J, (T',W) is InfNJ-F-CODIAG. {J7,H) 
is said A-(InfNl,..., Inf N )-F-CODlAG if there exists a decomposition (H1,..., W) ofH 
such that {FiU) is A-(Inf
 Nv ..., Inf Np)-F-Cov>\AG w.r.t. {H1,..., Hp). 
Definition 5.6.3 Given an integer N, (f,H) is said A-Inf^lN-F-CODlAG if it is A-
(InfNl, ••• , Inf Np)-F-COD\AG for some p > 1 and N1,...,NP < N. {F.H) is said 
A-Inf^Q-F-CODlAG if it is A-Inf%\rF-CODlAG for some unspecified M e Z + . 
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We will explain in Section 5.8 that A-Zn/ljy-F-CODIAG is more useful than A-Inf^-F-
CODIAG. 
We have seen in Lemma 5.6.1 that the InfN -diagnoser defined by Eqs. (5.9)-(5.15) satisfies 
Conds. (5.2)-(5.3) (i.e., no false detection) w.r.t. {T, W). The following Lemma 5.6.2 states 
this InfN -diagnoser satisfies also Cond. (5.1) (i.e.. no missed detection) w.r.t. T. if {T, W) 
is InfN -F-CODIAG. This lemma is an adaptation of Lemma 4 of [Kumar et Takai, 2009] 
• by considering W instead of H (see [Kumar et Takai, 2009] for the proof). 
Lemma 5.6.2 [Kumar et Takai, 2009] Given a subset W C 7i and an integer N}, if 
(F^W) is Inf
 N -F-CODIAG then the Inf N -diagnoser given by Eqs. (5.9)-(5.15) satisfies 
Cond. (5.1) w.r.t. T. 
We have seen in Proposition 5.6.1 that the A-(InfNl,..., Inf N )-diagnoser defined by Eqs. 
(5 9)-(5.15) and (5.7) satisfies Conds. (5.2)-(5.3) (i.e., no false detection) w.r.t. (T,H). 
The following Proposition 5.6.2 states that this A-(InfN,...,InfN )-diagnoser satisfies 
also Cond. (5.1) (i.e., no missed detection) w.r.t. T, if {J-,H) is A-(InfNl,...,InfN )-F-
CODIAG 
Proposit ion 5.6.2 Given a decomposition (H1, • ,"HP) ofH, if {J-,7i) is A-(InfNi,... , 
Inf
 N )-F-CODIAG w.r.t. (H1,..., Hp), then the A-(InfNi,... , Inf N )-diagnoser given by 
Eqs. (5.9)-(5.15) and (5.7) satisfies Cond. (5 1) w r.t. T. 
The proof of Proposition 5.6.2 is given in the appendix. 
The following Theorem 5.6.1 states a necessary and sufficient condition under which there 
exists a Inf
 N -diagnoser that makes the right diagnoses for (F^W). This theorem is an 
adaptation of Theorem 1 of [Kumar et Takai, 2009] by considering W instead of H (see 
[Kumar et Takai, 2009] for the proof). 
Theorem 5.6.1 [Kumar et Takai, 2009] Consider a subset 7iJ C H and an integer N3. 
(J7, W) is Inf
 N -F-CODIAG if and only if there exists a Inf N -diagnoser DiagJ that satisfies 
Conds. (5.1)-(5.3) w.r.t. {T,W)-
We state in the next theorem a necessary and sufficient condition under which there exists 
a A-(InfN},. ., Inf N )-diagnoser that makes the right diagnoses for (T, H). 
Theorem 5.6.2 (JF, H) is A-(InfNl,..., Inf N )-F-CODIAG if and only if there exists a A-
(InfNl,- • • ,InfN )-diagnoser Diag — {(Diag3)j£j,A) that satisfies Conds. (5.1)-(5.3) w.r.t. 
The proof of Theorem 5 6.2 is given in the appendix. 
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From Theorem 5 6.2, determining the existence of a A-(Inf
 Nl, • • • , Inf N )-diagnoser satis-
fying Conds. (5.1)-(5 3), for some integers p > 1 and N\,..., Np, necessitates to determine 
whether (T, H) is A-(InfNl , Inf N ) -F-CODIAG. Hence, according to Def. 5.6.2, we have 
to answer the following question : 
Question 1 : Does there exist a decomposition (H1,..., Hp) of H and some Ni,...,Np 
such that, Vj e J, {F,W) is Zn/^-F-CODiAG, i.e., F[N3 + l ] n ^ = 0 for some I, <E Z + ? 
What makes Question 1 difficult is that H is in general infinite and decomposing infi-
nite languages is known to be a challenging problem. We propose here a solution that 
transforms the problem of decomposing an infinite regular language into a problem of de-
composing a finite set of states in a FSA Hence, our solution for decomposing H is based 
on the use of a FSA An accepting H, that is, every trace s € H leads to a marked state 
of An- We consider uniquely the decompositions satisfying the following assumption : 
A3 : Given a FSA An accepting H, the only eligible decompositions (H1,... ,HP) of Ji 
are such that every W consists of (all and only) the> traces leading to one or several 
marked states of An- In other words, every HJ corresponds to a subset of the set of 
marked states of An-
With Assumption A3, we have transformed the problem of decomposing an infinite regular 
language into a problem of decomposing the finite state set of a FSA. 
Remark 5.6.1 Assumption A3 is less restrictive than the assumption used in [Chakib et 
Khoumsi, 2009; Khoumsi et Chakib, 2008a], in the sense that the latter permits less decom-
positions. This is due to the fact that Assumption A3 can be based on a nondetermmistic 
FSA, while the assumption used in [Chakib et Khoumsi, 2009; Khoumsi et Chakib, 2008a] 
is expressed in a form which implies that the associated FSA is necessarily deterministic. 
The following Definitions 5.6.4 and 5.6.5 are adaptations of Definitions 5.6.2 and 5.6.3 for 
decompositions satisfying Assumption A3 w.r.t. a specific FSA An accepting H. 
Definition 5.6.4 Consider integers Ni,...,Np, and a FSA An accepting H. (T,H) is 
said A-(InfNl,...,InfN )-CODIAG w.r.t. An, if there exists a decomposition {H1,.. , 
7ip} of H satisfying Assumption A3 w.r.t. An such that, (J7,7i) is A-(InfNl,..., InfN )-
CODIAG w.r.t. {H\.. ,HP} (see Definition 5.6.2). 
Definition 5.6.5 Consider an integer N, and a FSA An accepting 7i. (T, Ti) is said 
A- Inf\xN-F'-CODI AG w.r.t. An if it is A-(InfNl,..., Inf Np)-F-Com AG w.r.t An for some 
p > 1 and some Nl,...,Np < N. {T.H) is said A-Inf^-F-CODIAG w.r.t. An if it is 
A-Inf%\rF-CODlAG w.r.t. An for some unspecified M £ Z+ . 
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The following corollary is a straightforward result obtained from Theorem 5.6.2 (and thus, 
its proof is omitted). 
Corollary 5.6.1 Given a FSA An accepting H, if {T,7i) is A-(InfNl,...,InfN )-F-
CODIAG w.r.t. An, then there exists a A-(Inf
 N ,... ,InfN )-diagnoser Diag that satisfies 
Conds, (5.1)-(5.3) w.r.t. (^,H). 
Remark 5.6.2 If we compare Theorem 5.6.2 and Corollary 5.6.1, we see that the latter 
contains a sufficient condition while the former contains a necessary and sufficient condi-
tion. This is due to the fact that in Corollary 5.6.1, we have used Assumption A3, which is 
not actually necessary for the existence of A-(Inf
 N , . . . , Inf N )-F-diagnoser. Assumption 
A3 has been added for solving the problem of decomposing infinite languages. 
Let us return to the example 5.5.1. From Def. 5.6.1, we have that [T, H) is not Inf
 N-
F-CODIAG, because F[k\ = {axfbtf?,bxfd2e*,difa2e*}, Vk > 1, and thus, VI, k <E Z + , 
Ti n T[k] ^ 0 . From Theorem 5.6.1 (applied for p = 1), we deduce that there exists no 
/rcf/v-diagnoser that can make the right diagnosis, i.e., that can respect Conds. (5.1)-(5.3). 
Note that this result was observed in the case p = 1 of Example 5.5.1 of Subsection 5.5.2. 
Consider now an automaton An accepting Ti, which is obtained from Fig. 5.1 by remo-
ving states Fl, i = 1, . . . ,6, and marking the remaining states. We use the decomposition 
{Til,Ti2} oiH where Hl = {a\a2e* ,bxb2e*, d{\ and H2 — {did2e*,dic2e*}. This decompo-
sition satisfies Assumption A3 w.r.t. An- We compute ^nF1^} = 0 and ^ n j ^ l ] = 0. 
From Definitions 5.6.1 and 5.6.2, (F,W) is A-(/n/2,/n/0)-F-CODIAG. From Theorem 5.6.2 
(or Corollary 5.6.1), we deduce that there exists a A-(/n/2,/ra/0)-diagnoser that can make 
the right diagnosis. Such a A-(/n/2,/rj/0)-diagnoser was in fact computed in the case p = 2 
of Example 5.5.1 of Section 5.5.2, and was represented in Tables 5.1, 5.2 and 5.3. 
5.7 Some properties related to the f\-Inf%\ architecture 
The following lemma states the effect of inclusion between subsets of W on the Inf
 N-F-
codiagnosability. 
Lemma 5.7.1 Consider a decomposition {Hx,... ,HP} of H. For every v\,v2 6 J such 
that TV* C H"2, ifiT^H"2) is Inf
 N-F-CODIAG then (JF, W>) is Inf N-F-CODIAG. 
The proof of Lemma 5.7.1 is given in the appendix. 
Intuitively, if we consider a decomposition {Ti1,... ,HP} of H and some N > 0 such 
that all {T.W) are /n/^-F-CODIAG, then for every other decomposition {J1, •. • ,Jq] 
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of H such that every J1 is a subset of some W, we have that all {T,Ji) are InfN-F-
CODIAG. Furthermore, consider a decomposition {Hl,... ,W) of H which may contain 
some "incorrect" W, i.e., such that {T.W) is not /n/^-F-CODIAG. By decomposing every 
"incorrect" W. we might obtain a good decomposition, i.e., a decomposition for which 
each (T,W) is 7ra/A-F-CoDlAG. 
The following proposition states necessary and sufficient conditions for {T-H) to be A-
Zn/I^-F-CODIAG or A-Zn/I^-F-CODIAG w.r.t. a FSA. For that, we denote by C(An,x) 
the set of healthy traces reaching the state x of a FSA An accepting H. 
Proposition 5.7.1 Consider an integer N and a FSA An accepting ~H. {!F,'H) is A-
/n/ljy-F-CoDlAG (resp., A-Inf^N-F-CoDlAG) w.r.t. An iff, for every marked state x of 
An, {T,C{An,x)) is InfNx-F-CODlAG for some Nx < N (resp., > 0). 
The proof of Proposition 5.7.1 is given in the appendix. 
Consider the particular decomposition (in fact, a partition) {Ti1, • • •, 7ip} of H where each 
W corresponds to a single state x of An, and conversely, each state x of An corresponds 
to a single W. The correspondence between W and x means that W contains (all and 
only) the traces leading to x. This is in fact the "most refined" partition in the sense that 
decomposing any W of this partition will violate Assumption A3. And by using Lemma 
5.7.1, we deduce that if this "most refined" partition contains some W such that (J7, W) is 
not Inf
 N-F-CODlAG, then every other decomposition respecting Assumption A3 contains 
some W such that (J:,'H:>) is not Inf^-F-CODIAG. And by using Proposition 5.7.1, we 
deduce that (F,H) is not A-Zn/I^-F-CODIAG w.r.t. An-
Next, we show the impact of the structure of the FSAs on the set of languages diagnosable 
under I\-Inf\lN architecture. 
Proposition 5.7.2 Consider two (equivalent) FSAs An,\ and An,2 accepting Ti. Assume 
that for every marked state x of An,\, there exists a marked state y of An,2 such that 
£(AH,i,x) C C(An,2,y)- IfiFM) is A-Inf^lN-F-CoDlAG w.r.t. An,2, then it is A-Inf^lN-
F-CODIAG w.r.t. An,i-
The proof of Proposition 5.7.2 is given in the appendix. 
From Proposition 5.7.2, we deduce straightforwardly (hence, the proof is omitted) the 
following result. 
Proposition 5.7.3 Consider two FSAs An,\ and An,2 accepting H, such that An,\ is 
obtained by splitting some states of An,2 in the sense that : each state of An,2 is equivalent 
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to one or more states of An.i- If {T,7i) is A-Inf^-F-CODIAG w.r.t. An.2, then it is A-
Inf\lN-F'-Co-DIAG w.r.t. AH,\-
Since {H} forms a trivial decomposition of H, we also deduce straightforwardly the follo-
wing result from Proposition 5.7.2. 
Proposition 5.7.4 / / {F,H) is InfN-F-CODI.\G then it is A-Zn/I^-F-CODIAG w.r.t. 
every FSA accepting Ji. 
From [Kumar et Takai, 2009}, Inf
 N-F-CODIAG is a generalization of F-codiagnosability of 
[Wang et ai, 2005] (which is named codiagnosability in [Qiu et Kumar, 2006] and diagno-
sability under Protocol 3 in [Debouk et ai, 2000]), and of conditional F-codiagnosability 
[Wang et ai, 2005]. Therefore, from Proposition 5.7.4, we have that A-Jn/I^-F-CODIAG 
is a generalization of those codiagnosabilities as well. 
Next, we compare A-Zn/I^-F-CODIAG with the diagnosability property that characterizes 
the class of languages diagnosable under the centralized architecture with partial obser-
vation [Sampath et ai, 1995]. The centralized architecture is the framework for which 
one diagnoser observes partially the plant and issues an effective diagnosis. Formally, the 
observability is defined as follows. 
Definition 5.7.1 [Sampath et ai, 1995] {T^Ti) is said diagnosable if: 
31 e Z + , V s e f , : « e P^Pis) n £ ^ « 6 f , 
where P is the natural projection from E to S0. 
Proposition 5.7.5 If (!F,H) is A-InfI^-F-CODIAG then (JF, H) is diagnosable. 
The proof of Proposition 5.7.5 is given in the appendix. 
To prove that the converse of Proposition 5.7.5 is not true, we consider the plant C of Fig. 
5.2 where E0>i = {a\} and EG,2 = {^2}- We have Ji = \a\,a2(i\c*} and T = {aifa2c*}. 
(J7, H) is diagnosable because the single diagnoser of a centralized architecture observes 
the order in which a\ and a2 are executed, and thus, when it observes a\a2 it is sure 
that the fault has occurred. Let us show that (^r,H) is not A-Zn/l^-F-CoDlAG, i.e., for 
every decomposition {H1, . . • ,HP} of H, there exists j £ J such that T3[N + 1] D JF( ^ 
0, V7V e Z+ . In fact, for every decomposition {H1,... ,W} of Ti, there exists j € J 
such that a2axcl £ W for some / > 1. Since Pi(aifa2cf) = P^a-zaic1"1) = alcl~1 and 
P2(a1/a2c'-1) = P2(a2a1c1-1) = a2J-\ we have, ViV G Z + and Ml > 1, a2aX(*-x e W[N+l] 
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aija2c1-1 eF[N + 1], or more precisely a1fa2(J~l G F3[N + 1] n Tx. Therefore, {T,H) is 
not A-Zn/I^-F-CODIAG. 
c c 
Figure 5.2 Plant C which is diagnosable and not A-Zn/l^-F-CoDiAG 
5.8 Checking codiagnosabihty and constructing decom-
position of H 
We have seen that the notion of codiagnosabihty is relevant to determine the existence of 
diagnosers. We have seen three versions of codiagnosabihty in Definitions 5.6.2 and 5.6.3 : 
A-(InfNl, Inf Np)-F-CODlAG for given p > 1 and Nx,..., Np > 0; 
A-Zn/I^-F-CODIAG meaning A-(InfNl,..., Inf N )-F-CODIAG for some unspecified p > 
1 and Nu...,Np>0; 
A-Zn/I^-F-CODIAG meaning A-(InfNl,..., InfN )-F-CODIAG for some unspecified p > 
1 and NU...,NP< N. 
Contrary to A-Zn/I^-F-CODIAG, the parameters p and Ni,...,Np must be specified 
in A-(InfNl, • • •, Inf N )-F-CODIAG, which makes A-(InfNl,...,Inf N )-F-CODIAG more 
restrictive than A-Tn/I^-F-Co-DIAG. But the problem with A-Zn/I^-F-CODIAG is that 
N\,..., Np are not bounded, which makes it undecidable in general. That is why we have 
defined the (decidable) A-Jn/l^-F-CoDlAG by limiting the possible values N\,..., Np to 
be checked. In this section, we are indeed interested by A-/n/|^-F-CODlAG. More preci-
sely, we propose au automata based method that checks if (J7, H) is A-/n/<N-F-CoDiAG 
w.r.t a given FSA An (accepting H). (In the sequel, the notion of A-/n/|^-F-CoDiAG 
is implicitly w.r.t. a given FSA An-) And when the method determines that {J-, 7i) is 
A-Zn/Ijv-F-CODIAG, it computes a corresponding decomposition (in fact, a partition) of 
Ti. For that purpose, we first need to compute the pairs {Ti[k],f[k])k>o, or more precisely 
automata accepting them. This is the subject of Subsection 5.8.1. 
5.8.1 Computing automata accepting F[k] and H[k], for k > 0 
Recall that the plant is modeled by an automaton G = (Q, E, 6, </o)- The FSAs accepting H 
and T are denoted respectively An — (X, H,a,xo,Xm) and AF = (Y, E,/3, yo, Ym). Xm and 
Ym are the marked states of respectively An and Ayr, i.e., H = {s € E*| a(x0,s) G Xm) 
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and T = {s e Yl*\P(y0,s) € Ym}. Ti and T are constructed as follows. We consider the 
FSA AHF with two states, H and F, where H is the initial state. F is reached from H 
through a transition labeled by the faulty event / . H is self-looped by transitions labeled 
by the events of E \ / , and F is self-looped by transitions labeled by the events of E. 
Note that G\\AH,F is universal in the sense that its language is E*. We compute the 
synchronous composition G| |J4// ;F [Hopcroft et Ullman, 1979], and thus, every state of 
G\\AH.F is identified in the form (x,H) or (x,F), where a: is a state of G. G\\AH,F and 
G accept the same language, but G\\AH.F has the particularity to distinguish the states 
reached by traces of Ji and J7, respectively. Indeed, the states reached by traces of H (resp. 
T) are those identified in the form (x,/ /) (resp. (x, F)). An is obtained from G\\AH<F 
by marking states (x, H) and removing states (x, F). An is obtained from G||i4//,.F by 
marking states (x, F) and removing states (x, H) from which no state (x, F) is reachable. 
Complexity of computing An and Ayr are in (9(|Q|.|E|). 
Let AU[k\ = (X[k},Z,a[k},x0[k},Xmlk}) and Am = {Y{k],E, f3[k},y0[k},Ym[k}) be the 
automata accepting H[k] and F[k\, respectively, for k > 0. Recall that H[0] = H and 
.F[0] = J7. We have just shown how to compute An[o] = An and Ar[o) = A?. Let us now 
show how to compute inductively An\k+\) and Ar\k+\\ from An[k\ and Ajr[k\- Since H[k + 
1] = H[k] n p | t 6 / P~1Pi(7i[k}), An[k+i] is computed as follows. For each i € /, we compute 
the projection Pi{An\k)) as indicated in [Barrett et Couch, 1979; Hopcroft et Ullman, 
1979]. Note that the result of projection may be nondeterministic, we do not determinize 
it for avoiding computational complexity. Then, the inverse projection of Pt{An\k\), ie., 
P~xPl{Ajr[k\) is obtained by simply adding self-loop transitions labeled by events of E \ E o i 
at each state of Pi(Ayr^). After that, a synchronous composition is applied between all 
P~lPi{Aj:[k])* i € /, and An\k\- The set of marked states of An[k+i] is obtained in the 
usual way. Ar[k+\\ is computed with a similar approach. We denote by Xm[fc] and Ym[k] 
the set of marked states of An\k] and A?[k\, respectively. Emptiness of H[k] (resp. F[k]) 
is equivalent to emptiness of Xm[k] (resp. Km[fc]). Given W C H, Ani is obtained from 
An by deleting states and transitions that lead to traces not in W, the above procedure 
to compute An\k\ and Aj^k], ^A: < 1, can be adapted straightforwardly to compute Ani\k) 
and Aj:j[k}, where W[k] and T*[k] are given by Eqs. (5.12). 
We have the following lemmas that evaluate the orders of \Y[k + 1]|, \X[k + 1]|, \(3{k + 1]| 
and \a[k + 1]| from |V[Ar]| and |X[A;]|, and evaluate the complexity for computing A?[k+i\ 
and An[k+i\ from A?[k) and An\k\- That is, we consider one step, from k to k4-1, for k > 0, 
where n = \I\. 
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Lemma 5.8.1 |X[Jt+l]| is inO{\X[k\\.\Y[k\\n) and\a[k+l}\ is inO(\X[k}\2.\Y[k}\2n.\Z\) = 
0{\X[k + 1]|2.|E|). Symmetrically, \Y[k + 1]| is in 0(\Y[k]\.\X[k]\n) and \j3[k + 1]| is in 
0(\Y[k]\*.\X[k]\*».\X\) = 0(\Y[k + 1]|2.|£|). 
The proof of Lemma 5.8.1 is given in the appendix. 
Lemma 5.8.2 Computing An[k+i] from An[k] and A^} is performed in 0{\a{k + 1]|) = 
0(|A'[A:]|2.|y [A:])2™.^ !). Symmetrically, computing A?\k+i\ from An[k] and Af\k] is perfor-
med m 0(\3[k + 1]|) = 0(|r[Jfc]|2.|X[fc]|2n |£|) 
The proof of Lemma 5 8.2 is given in the appendix. 
Each state u € Ym[k] can be expressed in the form (u\,.. ., un, u„+\), where ut C X[k — 1] 
and ul (~l Xm[k — 1] ^ 0, for i G /, and un+\ € Ym[k — 1], Vfc > 1. Symmetrically, each 
state v € Xm[k) can be presented in the form (v\,... ,vn,vn+i), where vt C Y[k — 1] and 
Vi n Ym[k - 1] ^ 0, for i € /, and vn+1 e Xm{k - 1}. 
Having seen how to compute (An[k],Ajr[k\)k>o, w© can now show how to check if (^,71) 
is A-Zn/I^-F-CODIAG w.r.t. An- The following theorem tests for the Inf
 N-COD\AG. The 
theorem is an adaptation of Theorem 2 of [Kumar et Takai, 2009] by considering W, 
T3[N + 1] and A^J\N+I\, instead of H, T{N + 1] and «4JF[JV+I] (see [Kumar et Takai, 2009] 
for the proof) 
Theorem 5.8.1 Consider a decomposition {H1,... ,HP} of H, the pair (T, W) is not 
Inf
 N-F-CODIAG if and only if there exists a cycle of faulty states in the acceptor AFJ[AT+I] 
ofF3[N + l\. 
In Subsection 5.8 2, we consider the particular case where p = 1 (no decomposition of 7i) 
and N = 0 (no inference). In Subsection 5.8.4, we consider the general case where p > 1 
and N > 0. 
5.8.2 Checking if (T,H) is 7n/0-Codiag 
Let us first check the basic case where we have codiagnosability without decomposing H or 
T (no multi-decision) and without inference, i.e., (J7, H) is Inf
 0-F-CODI AG. That is, the 
aim is to check whether H[l] or F[\] is empty, i.e., Vm[l] or Xm[l] is empty. The following 
proposition is deduced from Lemma 5.8.2 by taking k = 0. 
Proposition 5.8.1 Checking if {Jr,'H) is Inf
 0-F-CODIAG (i.e., there exists a cycle of 
faulty states in Ar\\\) is performed in 0( |y | 2 . |X| 2 n . |S | ) . 
The proof of Proposition 5.8.1 is given in the appendix. 
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For checking if (J7, H) is A-Zn/^-F-CODlAG w.r.t. An, we first need to define the notion 
of multi-marking. 
5.8.3 Mul t i -marking in A-H\k) and A^jfe] 
When (!F,Ti) is not 7n/0-CODIAG, the aim is to check whether there exists a decom-
position {Hl,.... Hp} of H respecting Assumption A3 w.r.t. An such that (•?-", H) is 
A-(InfNl,..., In}N )-F-CODlAG for some p > 1 and some Ni,... ,NP < N. We use the 
notion of multi-marking of [de Queiroz et al., 2005] to construct partitions (Hl,... ,HP) of 
H and determine whether W[k] or F3[k\ is empty, for k > 0 and j < p. Let { X ^ , . . . , X£J 
be a decomposition of Xm, a state w G Xm[fc] (or w G Vm[A;]) is said X3m-marked if w 
remains marked when only the states of X3m (instead of Xm) are marked in An- This 
multiple-marking is determined inductively in Im[fc] and Ym[k] (marked states of An\k] 
and Ajr[k\, respectively), k > 1, as follows : 
Consider a state u = [u\,... ,un,un+i) G Xm[l] and thus, un+i G Xm. The state u is 
X^-marked if un+i G X^. 
Consider a state v — (u l 7 . . . , vn, vn+i) G Ym[l] and thus, \/i € I. vtr\ Xm ^ 0. The state 
v is X^-marked if, Vz G I, vt D X3m ^ 0. 
Consider a state v = (v\,... ,vn,vn+i) £. Ym[k], k > 2, and thus, Vz G /, VtnXm[k—1] ^ 0 
and vn+i G Ym[k — 1]. The state v is X^-marked if, Vz G /, vx contains an X^-marked 
state of Xm[k — 1] and vn+1 is an X^-marked state of Ym[k — 1], 
Consider a state u = (u i , . . . ,un,un+l) G Xm[fc], k > 2, and thus, V? G /, uznym[A; — 1] 7^  
0 and un + 1 G Xm[fc — 1], The state u is X^-marked if, Vz G /, ttj contains an X^-marked 
state of Ym{k — 1] and un + 1 is an X^-marked state of Xm[k — 1]. 
Note that a state may be at the same time X^-marked and X^-marked for i ^ j . The 
multiple marking can be interpreted as follows : A state in Xm[Ar] (resp. Km[fc]) is X3m-
marked iff it is reached by trace(s) of W[k] (resp., f3[k}). Therefore, W[k) (resp. ^FJ[k}) 
is empty iff Xm[k) (resp., Vm[fc]) contains no X^-marked state. 
Let X3m C Xm, Xm[k]\x] C Xm[k] and Vm[fc]|Yj C Ym[k] denote the X^-marked states of 
Xm[k] and Ym[k], respectively. A decomposition {Hl,... ,HP} of H is formally related to 
its corresponding decomposition {X^,..., X£j of Xm as follows : 
W = {s£K\a(x0,s)eX3n}. (5.16) 
Note that, for each decomposition {X^, •. • , X?,} of Xm , the decomposition D = {7il,... , 
W) of H, for which every X3m G D is given by Eq. (5.16), satisfies Assumption A3. Indeed, 
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each W contains all and only the traces leading to the states contained in XJm. Hence, 
whenever we say that a decomposition D = {W1 , . . . , Hp} of 7i satisfies Assumption A3. 
this means that there exists a decomposition {X}n,..., X^} of Xm such that every X3m € D 
is given by Eq. (5.16). 
The following proposition shows how the languages W[k) and T3[k}. Vfc > 1, are obtained 
from Eq. (5.16). 
Proposition 5.8.2 Consider FSAs A? and An, and a decomposition {X}n,..., X^} of 
Xm. By considering the decomposition {Ti1,... ,T-ip} ofH such that each W is given by 
Eq. (5.16), W[k) and ^F3[k], VA: > 1, are computed as follows : 
W[k] = {s G E*\a[k}(x0[k],s) € Xm[k]\x,J, (5.17) 
F[k] = {se Z*\m(yo[k},s) G Ym[k]\x,J. 
The proof of Proposition 5.8.2 is given in the appendix. 
5.8.4 Checking if [T,U) is A-Zn/^-F-Codiag w.r.t. AH 
By using Theorem 5.8.1, the following theorem tests for the A-Zn/l^-F-CoDlAG of a pair 
(F,H) (w.r.t. &FSA AH). 
Theorem 5.8.2 Consider FSAs Ayr and An, and a decomposition {X^,..., X^} of 
Xm. (Jr,'H) is not A-Tn/I^-F-CODIAG w.r.t. AH if and only if for every decomposi-
tion D — {X^,... fX^} of Xm satisfying Assumption A3, there exists a cycle of faulty 
states through which an X3m-marked state is reached in Ar[N+\], for some X3m € D. 
The proof of Theorem 5.8.2 is given in the appendix. 
The existence of cycles of faulty states can be expressed by the function Cj{.) defined as 
follows. 
Definition 5.8.1 Given a state v 6 Y[k], V& > 1, Cj{v) denotes the set of traces reaching 
v through a cycle of faulty states of A?[k). 
Note that, C/(v) depends implicitly on k. Let us show how the multi-marking can be used 
to check whether {J7, H) is A-Jn/I^-F-Co-DIAG w.r.t. AH- For that purpose, we target to 
find a decomposition {X^.... ,Xf^} of Xm such that, Vj € J , X3m satisfies the following 
condition. 
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\/v = (vu ..., vn, vn+1) G Vm[l]|_Vj5i s.t. Cf(v) ^ 0, 
V(a, , . . . , an) G K n X3J x • • • x (t»„ n *£,) : | \J {a,}| = 1. ( 5 ' 1 8 ) 
l€l 
Cond. (5.18) requires that, Vj G J, for every v G Vm[l] such that C/{v) ^ 0, if all its 
vt, i = l , . . . , n , contain states of A^, then all these vt contain in fact the same single 
state x G X3m and no other state of X3m. Note that Cond. (5.18) is satisfied by the trivial 
partition {^m)j=i,...,\xm\ such that each Xm is a singleton. 
In the case where (J7,/H) is not 7n/0-F-CODlAG, if there exists a decomposition {Ti1,..., 
W} of H satisfying Cond. (5.18) such that, for some j , Ym[l] has at least one A^-marked 
state reached by traces through a cycle of faulty states, then, from Eqs. (5.16) and (5.17) 
and Theorem 5.8.1, (J7, W) is not 7n/0-F-CODIAG. In this case, we have to check if (J7, W) 
is 7n/Ar-F-CoDiAG for some N > 0. Before that, we show in the following lemma an 
important result that will be used to show the relevance of Cond. (5.18). 
Lemma 5.8.3 Consider a decomposition D = {X^,... ,Xm} of Xm satisfying Cond. 
(5.18). Vk > 1, Vu G Ym[k], if Cj(v) ± 0 and v is Xm-marked for some Xm G D, then 
there exists x G Xm such that v is {x}-marked and not X-marked, VX C X3m s.t. X ^ {x}. 
The proof of Lemma 5.8.3 is given in the appendix. 
We have the following theorem which states that A-/n/|]v-F-CoDlAG of (J7, H) needs to 
be checked uniquely in a decomposition satisfying Cond. (5.18). 
Theorem 5.8.3 Consider a FSA An accepting H, an integer N G Z+ and a decomposi-
tion {Xm,... ,Xm} of Xm satisfying Cond. (5.18). {T, H) is A-InfglN-CODlAG w.r.t. An 
if and only if (J7,%) is A-Inf<N-CODlAG w.r.t. {fi1,... ,7~tp}, where Ti3 is given by Eq. 
(5.16). 
The proof of Theorem 5.8.3 is given in the appendix. 
Given a decomposition {X3m):)ej satisfying Cond. (5.18), by computing iteratively 
{Ajr[k\, An[k)) until k = N + 1, we have : 
(F,W) is /n/fc-F-CODIAG if in Aj:\k+i] there is no reachable cycle of faulty states 
through which an A^-marked state is reached. (J7, H) is A-Zn/I^-F-CODIAG if, Vj G J, 
we have found some Nj < N such that {T,H3) is Inf
 N -F-CODIAG. Otherwise, {T,H) 
is not A-Tn/I^-F-CODIAG. 
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{T.W) is not 7n/>0-F-CODlAG if for some k < N, Au\k\ and An\k+i\ have the same 
non-empty A^-marked language (an X^-marked language is the set of traces leading 
to an A^-marked state), and A?\k} and A?\k+\\ have the same non-empty A^-marked 
language, and in ArJ\k+\), there exists a cycle of faulty states through which an X3m-
marked state is reached. (JF, 7i) is not A-Zrc/Ijy-F-CODIAG if we have found some j 6 J 
such that {F,W) is not 7n/>0-F-CoDlAG. 
Consider a decomposition (X^^j and let us evaluate the computational complexity for 
checking whether (F\W) is 7n/fe-F-CoDlAG, Vj G J and for some k G Z + . We are 
interested by the single step k of inference. By "single step A;", we mean Vj G J, W[k] 
and ^[A;]] (rather, their automata A-H)[k] and A^j\k}) are assumed computed. We have the 
following proposition which can be deduced from Lemma 5.8.2 : 
Proposition 5.8.3 Consider a decomposition (XJn)jeJ and a step k of inference. Assu-
ming that An[k\ and Af^} are computed, the complexity for checking whether in Ajr{k+\\ 
there is no reachable cycle of faulty states through which an X3m-marked state is reached, 
Vj G J, is in the worst case in 0(\Y[k + 1]|2.|E|) = 0(|X[/c]|2".|y[/t]|2.|S|). 
The proof of Proposition 5.8.3 is given in the appendix. 
5.8.5 Procedure of decomposition of Xm 
We have noted that Cond. (5.18) is satisfied by the trivial partition (X3m)]=i p where 
each XJm is a singleton, and thus, p — \Xm\. To reduce execution time and memory space 
during the execution of diagnosis, it is preferable to find a non trivial partition satisfying 
Cond. (5.18) with a smaller p, if any. Let us propose a procedure that computes such a 
non trivial partition {X3m)jej, if any. Before presenting our partition procedure, we need 
to define Elig(A'). 
Definition 5.8.2 Consider X C Xm such that X satisfies Cond. (5.18). Elig(A') contains 
all the states of Xm\X that can be added individually to X without violating Cond. (5.18). 
Formally, 
Elig(A') = {x€ Xm\X | X U {x} satisfies Cond. (5.18)}. 
In the sequel, Elig({a:}) is written Elig(x). Note that, Elig(0) = Xm. Our partition proce-
dure will construct every XJm by moving iteratively some states from Xm to X]m; let then 
Zm denote the current remaining part of Xm (i.e., states of Xm that have not yet been 
moved to a XJm). The basic principle for constructing X^ is as follows : 
1. Initializations : (a) Zm <— Xm, (b) X^ <— 0. 
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2. While Elig(A^) n Z m / 0 : a ) We select randomly a state x G Elig(A^) f~l Zm, and 
b) we move x from Zm to X^, that is : X^ «— X^ U {x}, Zm <— Zm \ {x}. 
The construction of X^ is completed when the while-loop terminates, i.e., when Elig(X^n)n 
Zrn — 0. Note that this while-loop terminates in finite time, because the computed sets 
Elig(AT^) n Z m are finite and define a monotonically decreasing sequence of state sets. The 
above procedure guarantees that the computed X^ satisfies Cond. (5.18) and that Cond. 
(5.18) is not satisfied as soon as we add any other state to X^. 
The other X3m , j > 1, are constructed by repeating the above procedure without Substep 
1(a). The construction of the partition is complete when Zm = 0. 
The set Elig(A') has been defined in Def. 5.8.2, let us now see how it is computed for any 
X C Xm. We define for every v = (vi,..., v„, u„+i) € Ym[l], and X C X, IDV(X) by : 
lDv(X) = {i€l\vtnX = Q}, (5.19) 
therefore, IDr(0) = /. In the next lemma we present a property of ID„(.), Vu G Ym[l}. 
Lemma 5.8.4 Given two subsets W, Z C Xm, we have : IDv(Wl)Z) = IDv(W)nID„(Z). 
The proof of Lemma 5.8.4 is given in the appendix. 
The following lemma states a new reformulation of Cond. (5.18) by using the functions 
ID„(.) : 
.Lemma 5.8.5 A subset X C Xm satisfies Cond. (5.18) iff: 
Vv€ ym[l] s.t. Cf(v) ^ 0 : ID„(AT) = 0 =• | # n | J v , | = 1. (5.20) 
l€l 
The proof of Lemma 5.8.5 is given in the appendix. 
We will now show how the functions ID„(.), Vt> G Y^l ] , can be used for computing Elig(A'), 
for X C Xm. We will present an inductive computation method : 
Basis : When A" is a singleton {x}, Elig(x) can be computed as follows : 
Proposition 5.8.4 Given a marked state x G Xm, 
Elig(x) = Xm \ [{x} U (J ( J u » u (J p | vt). (5.21) 
veYm[l] »€/ v£Ym[l] t€lD„(x) 
ID„(z)=0 ID„(z)^/ 
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The proof of Proposition 5.8.4 is given in the appendix. 
Inductive step : Elig(^f U {x}) can be computed from Elig(A') and Elig(x) as follows : 
Proposition 5.8.5 Given a subset X C Xm satisfying Cond. (5.18), for every x G 
Elig(A') we have : 
Elig(^U{x}) = (El ig(^)nElig(x)) \ [ ( J f ) u,]. (5.22) 
veYm{\\: i€\Dv(XU{x}) 
lDv(XU{x})ytl 
The proof of Proposition 5.8.5 is given in the appendix. 
Let us evaluate the complexity of the above 2-step partition procedure. For that purpose, 
we first need to evaluate the complexities of computing lDv(x) and Elig(:r). 
Lemma 5.8.6 Given x G Xm and v G V^n[l], the complexity for computing ID„(.x) is 
bounded by 0{n.\X\). 
The proof of Lemma 5.8.6 is given in the appendix. 
Lemma 5.8.7 Given x G Xm, the complexity for computing Elig(x) is bounded by 
0{n.\Ym{l)\.\X\2). 
The proof of Lemma 5.8.7 is given in the appendix. 
Lemma 5.8.8 Consider x G Xm, X C Xm, and assume we are given Elig(A') and Elig(x). 
The complexity for computing Elig(Xu{x}) (by Eq. (5.22)) is bounded by 0(n. \Ym[l}\.\X\2). 
The proof of Lemma 5.8.8 is given in the appendix. 
Proposition 5.8.6 The complexity of our partition procedure is bounded by 
0(n.\Ym{l]\.\X\3). 
The proof of Proposition 5.8.6 is given in the appendix. 
5.8.6 Conclusion on the complexity of our framework 
Let us compare the computational complexity of our multi-decision framework with the 
complexity of the inference-based framework of [Kumar et Takai, 2009]. We have evaluated 
the complexities of the operations of our framework throughout this section 5.8. The most 
costly "new" operations that have been added to the framework of [Kumar et Takai, 2009] 
to construct our multi-decision diagnosis are in Subsection 5.8.5, the partition procedure, 
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and in Subsection 5.8.4, the procedure for checking, Vj € J, if there exists a cycle of faulty 
states in Ajr,[k+i], in one step k, that is, A-n[k] a n d A?\k] are given. For brevity, we will 
call it "checking procedure". 
Consider the operation for computing An\k+\\ and A^+i] from An\k\ and A^t] , which 
is a part of both frameworks ([Kumar et Takai, 2009] and ours). Let us compare its 
complexity (evaluated in lemma 5.8.2 of Section 5.8.1) with the complexities of the above 
two procedures (partition and checking) : 
1. The complexity of lemma 5.8.2 is higher than the complexity of the partition proce-
dure evaluated in Proposition 5.8.6 (Section 5.8.5). 
2. The complexity of lemma 5.8.2 is in the same order of the complexity of the checking 
procedure evaluated in Proposition 5.8.3 (Section 5.8.4). 
That is, the complexity of the inference-based framework of [Kumar et Takai, 2009] is in 
the same order of the complexities of the new operations that have been added to [Kumar 
et Takai, 2009] to construct our multi-decision framework. Consequently, in terms of Big-
Oh, the complexity of our multi-decision framework is comparable to the complexity of 
the inference-based framework of [Kumar et Takai, 2009]. Intuitively, this result may be 
surprising. An explanation is that we have restricted the set of possible decompositions in 
two ways : 
1. We have used a finite state-based approach by using Assumption A3 (Section 5.5). In 
this way, we have eliminated the decompositions that do not satisfy Assumption A3 
w.r.t. a given FSA. The number of these eliminated decompositions may be infinite, 
while the number of the remaining eligible decompositions is certainly finite. 
2. We have developed a procedure that computes a single partition, which guarantees 
that if we have not codiagnosability for this partition, then there exists no decom-
position for which we have codiagnosability. 
Therefore, computing Aj^\] is in general more complex in comparison to computing a 
partition that satisfies Cond. (5.18). Hence, the overall complexity to compute a partition 
satisfying Cond. (5.18), and then checking if {T.'H) is A-Zn/^-F-CODlAG, is in the order 
ofO(|r|2 . |A:|2n . |S|). 
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5.9 Algorithm for computing a partition of H and che-
cking A-Jn/I^-F-Codiag 
Algorithm 2 implements our results of Section 5.8. That is, it constructs a partition of 
Xm satisfying Cond. (5.18) and then checks if (F,H) is A-/n/|^-F-CoDlAG. Based on 
results presented throughout Section 5.8, the following theorem states the correctness of 
our algorithm. 
Theorem 5.9.1 Algorithm 2 is correct in the sense that each of its three outputs is gene-
rated if and only if it is true. 
The proof of Theorem 5.9.1 is given in the appendix. 
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Input: G, N. 
Initialization : np <— 1; 
Compute Ayr, AH, A?^} and An[i] ; / * Subsection 5.8 .1 */ 
if VfGFm[l],C/(f) = 0 then return U(^",H) is 7n/0-CODiAG"; /* Subsection 5.8.2 */ 
/* Compute IDt,(x) and Elig(x) as explained in Subsection 5.8.5 */ 
foreach x £ Xm do 
foreach v e Ym[l] do Compute ID„(x) ; /* by using Eq. (5.19) */ 
Compute Elig(x) ; /* by using Eq. (5.21) */ 
end 
/* Compute p a r t i t i o n as explained in Subsection 5.8.5 */ 
Zm <~ Xm, jf <— 1, Xm <— 0; 
while Zm ^ 0 do 
Select some x in Zm\ 
Zm *— Zm\{x), X3m <— X]m U {x}; /* the selected x i s moved from Zm to XJm 
*/ 
while Elig(A^) n Zm ± 0 do 
Select some x in Elig(AT4) H Zm; 
foreach u € Vm[l] do 
| ID„(X£, U {a:}) = ID„(X^)nlD„(x) ; /* Using Lemma 5.8.4 */ 
end 
A^ <— X^ U {x} ; Zm *— Zm\{x} ; /* the selected x i s moved from Zm to 
ATJ */ 
Compute Elig(X^) ; /* Using Eq. (5.22) */ 
end 
J+-3 + 1; 
end 
p*- r, 
/* Check if (J-~,7i) is A-Zn/l^-F-CODiAG as explained in Subsection 5.8.4 */ 
NPar<-{l,...,p}; 
for k <- 1 to N do 
foreach j € NPar do 
if there is no cycle of faulty states in A^i^] then Nj <— k — 1; Remove j from 
NPar; 
end 
if [NPar = 0] then return "(JF, H) is A-(InfNl,..., InfNp)-ComAG"; 
if k < N then 
j Compute An[k+i], Arffc-H] ; /* Subsection 5.8.1 */ 
else 
[ Return u(f,H) is not A-Zn/l^-F-CODlAG"; 
end 
end 





We continue with Example 5.5.1 for which the plant is represented in Fig. 5.1. The au-
tomaton AH is obtained from the automaton of Fig. 5.1 by marking the states Xm = 
{H\H2,H3,H4, Hb,H6.H7} and removing states F\ F2, F\ F4 , F 5 and F 6 . The au-
tomaton AT is obtained from the automaton of Fig. 5.1 by marking the states Ym — 
{Fl.F2, F3 , F\ F5 , F6} and removing states H\ H6 and H7. 
Recall that the marked states of An\\\ are identified in the form u — (u\,... ,un, u„+i), 
where uz C Y[k — 1] and ut nYm[k — 1} ^  0, for i € /, and un+i € Xm[k — 1]. For our 
example, An[\\ is represented in Fig. 5.3. The marked states Xm[l] = {H{\2 < i < 13} 
are presented in the form H[ = (FPUP2- , F91-92- ,Hr), where F"1'"2' denotes the set 
{F"1, F"2,...} C Ym and Hr € Xm. In a similar way, the automaton A^i] , represented 
on Fig. 5.4, has its marked states Ym[l] = {F/|5 < i < 16} are presented in the form 
F{ = (Hpi**< , #" •«• ,F r ) , where H"1-"'- denotes the set {HV\H"\...} C Xm and 
F r e Ym. For example, a trace s reaching a state H{ = (FPl,P2 ' , F91'92- ,Hr) means 
that s reaches the state Hr G Xm in An, and there exists traces ii and t-i that reach 
marked states in respectively {FP l , FP 2 , . . .} C Vm and {F91, F9 2 , . . .} C Ym, such that 
F1(5) = P1((1)andF2(s) = P2(i2). 
Hj=(Fl'J,F1'J'«H2) d, H1J=(F3'4-5,rl'3-«/HJ) 
2
=rt* - ( F l - s 6J Hl=(F>f,F 
Hl'MF1,2,F' ,H') HsMF^•t^F\H,) 
H"=(F2,F\H*) 
H'-fF'-'F'/H'; H^CF'-'F* ,tf') 





T 3 ^ 
Figure 5.3 -4H[I] for the example of Figure 5.1 
Let us show how the procedure of Section 5.8.5 is used to partition Xm. For that purpose, 
we first compute lDv({x}) for every x € Xm (i.e., marked states of An) and every v e Ym[l] 
(i.e., marked states of A^\\\), which is represented in Table 5.4. 
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F1 '=(H3 ' t f7 ,F 'J F>1=(H,,,H',F*) 
F'WHMf'JF5) 





















































































































Then, by using the functions ID„(.), for every v € Vm[l], and Equation (5.21), we compute 
the sets Elig(x) for every marked state x 6 Xm : 
x = H1 : We compute 
A = xmn \J (Jv, = 0, B"=xmn (J f| vt 
veYm[i]-. i e / 
ID„(//1)=0 
v€Ym{l}: ie\Dv(Hl) 
Then, we obtain Elig(//1) = Xm\ {{H1} UAuB} = {H2, H3, H\ H5, H6, H7, Hs}. 
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x = H2 : We compute 
A = xmn (J \Jvt = ®, B = xmn (J f| v. = 0. 
v£Ym[l] »€/ veYm[l\ t€lD t(H2) 
ID,.(//2)=0 ID„(tf2)#/ 
Then, we obtain Elig(//2) = Xm\ [{H2} U A U B] = {Z/1, / /3 , //4 , # 5 , / /6 , tf7, # 8 } . 
x = H3 : We compute 
A = xmn (J Uu, = 0, B = xmn |J f| u, = 0. 
«eym[i] i€ / ver m [ i ] i€iD„(//3) 
ID„(//3)=0 ID„(/ / 3 )#/ 
C/(t>)^0 Cf(v)^t<l) 
Then, we obtain Elig(//3) = Xm\ [{H3} U A U B] = {H\H2, H\ H5, H\ H7, Hs}. 
x = H4 : We compute 
A = Xmn | J \Jvt = {H4},B = Xmn (J f| i;t = {//6,//7}. 
t>€Vm[i] »€/ ueym[i] xeiD.fH4) 
IDv(//4)=0 ID„( / / 4 )^ / 
Then, we obtain Elig(#4) = Xm \ [{H4} U A u B ] = {H\H2,H3,H5}. 
x = H5 : We compute 
v, = A = xmn (J \Jvt = Q>, 5 = x™n u n 
weym[i] 16/ veym[i] ieiD„(//5) 
ID„(//5)=0 ID„(/ / 5 )#/ 
Then, we obtain Elig(//5) = Xm \ [{tf5} U A U S] = {Hl,H2,H3,H4,Hb, H7}. 
x = H6 : We compute 
/l = xmn |J U^ = 0' 8 = xmn |J f| t;t = {//4}. 
«eym[i] J € / «eym[i] J € I D „ ( / / 6 ) 
ID„(//6)=0 ID V ( / / 6 )^ / 
Then, we obtain Elig(//6) = Xra \ [{#6} U A U B) = {H\H2, H3, H5, H7}. 
x = H7 : We compute 
A = xmn (J [>* = 0< 5 = * - n U fl u. = {^4}-
t>eym[i] «e/ t>€ym[i] !€iD„(//7) 
IDL(//7)=0 ID„(/ / 7 )#/ 
C/(v)^0 C,(fM0 
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Then, we obtain Elig(//7) = Xm \ [{H7} U A U B] = {H\H2, H3,H5,H6}. 
Let us now explain the construction of each X]m, using the automaton -4JF[I] of Fig. 5.4 
and the following intuitive expression of Cond. (5.18) : The latter requires that for every 
v = (vi,v2,iv) G Ym[l] (such that C/(v) ^ 0), Vj G J, if both parts 1 and 2 of v (i.e., t'i 
and V2) contain states of X3m, then all these parts contain in fact the same single state of 
X* and no other state of XI,. 
Construction of X^ : Initially Xlm = 0 and Zm = Xm. We select Hl G Elig(0) n Zm = 
Zm and move it to X^, we obtain Xlm = {H1} and Zm = {H2,H3,H4,H\ H6, H7}. We 
compute Elig(X^) n Zm = Elig(//1) n Zm = {H2,H3,H\H5,H6,H7}. Therefore, every 
state of Zm can be added to X^ without violating Cond. (5.18). For example, we select to 
add H2 and obtain Xlm = {H\H2} and we have Zm = {H3,H\H5, H\ H7}. Then, we 
compute Elig(A^) (Proposition 5.8.4) : 
EligfX) = Elig(//1) n Elig(//2) \ [ | J ft v«l-
v€Vm[l] zelDv({H\H*}) 
ID„({W1,H2})?4/ 
Then, by using Lemma 5.8.4, we have, Vu G Ym[l) IDV(X^) = lD^H1) n ID„(#2), and 
then 
Elig(A^) = Elig({H\H2}) = {H3,H\H\H\H7}. 
Let us select H3 G Elig({//1, H2})nZm and move it to Xlm. We obtain Xlm = {H\H2, H3} 
and Zm = {H4,Hb,H6,H7}. Then, we compute E l i g ( ^ ) (Proposition 5.8.4) : 
Elig(^) = Elig({//1,Jr72})nElig(i/3)\[ (J fl v,]. 
Cf(v)^9 
Then, by using Lemma 5.8.4, we have. Vt> G Ym[l], ID„(X^) = \DV(H\H2) nlDv{H3), 
and then 
EUg(X^) = Elig({#1 , / /2 , / /3}) = {H\H\H\H7}. 
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Let us select / /4 <= E\\g({H\H2,H3}) n Zm and move it to X^. We obtain Xlm = 
{H\H2,H3,HA} and Zm = {H5,H6,H7}. Then, we compute Elig(X^) (Proposition 
5.8.4) : 




Then, by using Lemma 5.8.4, we have, Vi> £ Ym[l] IDV(X^) = IDv{H\H2,H3)nlDv{H4), 
and then 
E h g P O = Ehg({//1, H2, H3, H*}) = {H5} \ {H\ H7} = {H5}. 
Hence H5 is the only state that can be moved to X^. Then, we obtain X^ = {Hl, H2, H3, 
H\H5} and Zm = {H6,H7}. 
Construction of X2m : Initially X2m = 0 and Zm = {//6, H7}. We select H6 € Elig(0) n 
Zm = Zm and move it to X2n we obtain X^ — {H6} and Zm = {H7}. We compute 
Elig(X^) n Zm = Elig(//6) n Zm = {H7}. Therefore, H7 can be moved to X2n. Then, we 
obtain X2n = {H6, H7} and Zm = 0. 
To recapitulate, we have Xlm = {H\H2,H3,H\H5} and X2m = {H6,H7}. We will thus 
apply the double-marking : (^4)j=i,2 to the marked states of An[k] and Ajr\k\ as explained 
in Subsection 5.8.3. Then, we check how the Xj^-marking is propagated to A?\\] of Fig. 
5.4. Note that with our representation of states, a marked state u = (iii,U2,u3) of A?[i\ 
(i.e., u € Vm[l]) is X^-marked if both coordinates U\ and u2 contain states of X]m. We 
thus understand visually that there is no X^-marked state, and among the marked states 
v € VTO[1] such that C/(v) ^ 0, we have F / 6 which is X^-marked. In fact, F / 6 is reached 
by the faulty traces ax/^ee* through the self-loop (labeled by e) on F/6 . Hence, (JF, Ti1) 
is not InfQ-CODIAG, and {T.H2) is 7n/0-CODiAG. We now have to check whether {T,Hx) 
is 7n/,-CODiAG. For that purpose, we compute Ar\2) (see Fig. 5.5) and check if it has 
X^-marked states v = {v\,V2,vz), that is, states whose both first and second coordinates 
v\ and v2 contain H\Q, H\l or H\3 and whose third coordinate v3 is F/ 6 (because F / 6 is 
the only X^-marked state of «4jr[i], while H\°, H\l and H\3 are the X^-marked states of 
An{\])- The marked states of Ajr\2\ are presented in the form F2 = (//f1,P2'"', Hfuq2"", F,r), 
where i/"»-^- denotes the set {H{\U\\...} C Xm[l] and F[ € rm[ l ] . In fact, F27 is the 
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only state that is A^-marked of Aj^2]. We have C/(Fj) ^ 0, this implies that, V/ > 1, 
FfflnFt ^ 0, i.e.. (.F.H1) is not /n/rCODlAG. 
In order to check if (JF W1) is 7n/2-CODlAG, we have to check if A^m contains X^-
marked states reached through cycles of faulty states. Before that, we need to compute 
A-n\2) represented in Fig. 5.6. The marked states of An\2] are presented in the form H2 = 
(Ff , ' w - \F? , " 9 2 - , / / 1 r ) , where F^1'"2"" denotes the set {F?, F?,...} C Ym[l) and H[ G 
Xm[l\. All the marked states v = (vi, v2, v3) e Xm[2) such that Cj(v) ^ 0, i.e., H%, i / | , H\, 
H212 and 7f213, are not A^-marked , that is, none of them is a state whose both first and 
second coordinates v\ and v2 contain F / 6 and whose third coordinate i>3 is H\°, H\l or H\3. 
This implies that in A^\ there is no cycle of faulty states through which an A^-marked 
state is reached. In fact, we have seen in Example 5.5.1 that Tl[2>\ = {a\fb2,b\f,dif7Ti}, 
and then .Fx[3] fl T2 = 0. Therefore, {F,H2) is 7n/2-CoDiAG. 
To recapitulate, ( JF^ 1 ) and (JF H2) are 7n/0-F-CoDlAG and 7n/2-CoDiAG, respectively. 
That is, (JF,7i) is A-(7n/0, /n/2)-CODIAG. 
Figure 5.5 A?[2\ computed from An[i\ and A?[i) of Figures 5.3 and 5.4 
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H"=0?-,,F113'HJ) 
""CJ 
Figure 5.6 AH\2] computed from An[i] and A?[\\ of Figures 5.3 and 5.4 
5.11 Conclusion 
We have developed a new framework, called multi-decision diagnosis, that is intended to 
be applicable to any existing decentralized architecture in order to generalize the latter. 
The basic principle of multi-decision diagnosis consists in using several decentralized diag-
nosers Diag3 (j € J) running in parallel. Each decentralized diagnoser Diag3 performs its 
local and global diagnoses according to a given decentralized architecture D3. The global 
diagnoses of all decentralized diagnosers Diag3 are then fused using a coordinating module 
D in order to obtain the effective diagnosis. We have then denned the notion of multi-
decision diagnoser Diag — ((Diag3)jeJ, D) that has for goal to diagnose the plant in order 
to detect faulty transitions. 
We have studied more thoroughly the cases where the effective diagnosis is obtained by 
combining the global diagnoses of all decentralized diagnosers Diag3 (j € { 1 , . . . , p}) either 
conjunctively (D — V) or disjunctively (D = A). In the case D — V (resp., D — A) we use 
a decomposition {Tl,... ,.7rp) of T (resp., (Ti1,... ,7ip) ofH) such that each decentralized 
diagnoser Diag3 makes its diagnoses based on [T3,7i) (resp., (T,T-i3)). 
In the case D = V. we have shown that the existence of a decomposition (J71, • • • , JFP) of 
T such that each decentralized diagnoser Diag3 has no missed and no false detection, i.e., 
CHAPITRE 5. DIAGNOSTIC MULTI-DECISIONNEL : ARCHITECTURES 
152 DECENTRALISEES COOPERANT POUR DIAGNOSTIQUER . . . 
satisfies Conds. (5.1)-(5.3) w.r.t. (/*J,7i), is a necessary and sufficient condition for the 
multi-decision diagnoser Diag — ((Diag3)jej, V) to have no missed and no false detection, 
i.e., satisfies Conds. (5.1)-(5.3) w.r.t. {T^H). And in the case D = A, we have shown that 
the existence of a decomposition (7il,..., W) of H such that each decentralized diagnoser 
Diag3 has no missed and no false detection, i.e., satisfies Conds. (5.1)-(5.3) w.r.t. {T, W), is 
a necessary and sufficient condition for the multi-decision diagnoser Diag — ((Diag3)jej, A) 
to have no missed and no false detection, i.e., satisfies Conds. (5.1)-(5.3) w.r.t. {T,H). 
We have studied in more detail the multi-decision diagnosis in the case of A-Inf<N ar-
chitecture where several (say p) inference-based InfN -diagnosers (j = 1 • • • p) running 
in parallel and whose global diagnoses are fused conjunctively (i.e., D — A). The obtai-
ned diagnoser is then called A-(InfNl,- • • ,InfN )-diagnoser. We have defined and studied 
the notion of A-(InfNl,-- • ,Inf N )-F-CODIAG, which is useful to characterize the class of 
languages that can be diagnosed correctly by a multi-decision diagnoser. 
A difficult problem inherent to the multi-decision approach is the decomposition of infi-
nite languages. We solve this problem by using an assumption on the decomposition by 
transforming the problem of decomposing an infinite regular language [T or "H) into a 
problem of decomposing the finite state set of an automaton accepting the regular lan-
guage in question. We thus define the decidable notion of A-(InfNi,..., Inf N )-F-CODIAG 
w.r.t. some FSA accepting H. 
We have also defined the more applicable notion of A-ZTI/I^-F-CODIAG for which N\,..., 
Np are bounded by N. Then, we have developed a method and its corresponding algo-
rithm which checks if a given specification is A-Zn/I^-F-CODIAG. We show that with our 
algorithm, the worst-case computational complexity for checking A-/n/<w-F-CoDIAG is 
not increased by the number of decentralized diagnosers in parallel. That is, we obtain the 
same order of complexity as in the inference-based framework of [Kumar et Takai, 2009]. 
As a future work, we will investigate more efficient methods for obtaining decidable versions 
of the multi-decision framework. We will investigate if it is possible to select systematically 
a FSA A-H that enhances the performance of multi-decision, based on some criteria to be 
determined. We sill also investigate if it is possible to solve the decomposition problem 
without using FSAs. 
CHAPITRE 6 
Conclusion 
Dans ce dernier chapitre, on resume les principales contributions de cette these et on 
termine avec quelques perspectives pour des travaux futurs. 
6.1 Contributions 
Dans cette these, on a developpe une approche multi-decisionnelle de prise de decision 
pour le controle et le diagnostic decentralises de SED. On a propose deux demarches pour 
etudier les architectures multi-decisionnelles. La premiere demarche, et qui presente la rea-
lite physique de l'architecture multi-decisionnelle, considere un seul decideur decentralise 
dont les decideurs locaux prennent un n-uplet de decisions au lieu d'une seule decision, 
d'ou le nom "architecture multi-decisionnelle". L'autre demarche considere plusieurs deci-
deurs (superviseurs ou diagnostiqueurs) decentralises qui fonctionnent simultanement et 
en parallele, les decisions globales des decideurs decentralises sont fusionnees afin d'ob-
tenir une decision effective. Cette deuxieme demarche peut etre consideree comme une 
"meta-theorie" dans le sens ou elle permet d'utiliser differentes architectures decentralisees 
existantes, qu'on a nomme "eligibles", pour former une architecture plus generale. Cela 
nous a permis d'utiliser les resultats existants des architectures decentralisees, comme les 
conditions d'existences des decideurs decentralises, pour etablir des resultats concernant 
l'architecture multi-decisionnelle qui generalised ceux des architectures decentralisees qui 
forment celle-ci. 
Nous avons etudie les cas ou la decision effective est obtenue en fusionnant disjonetive-
ment ou conjonctivement les decisions globales des differents decideurs decentralises. Ainsi, 
dans cette these, on a applique I'approche multi-decisionnelle aux architectures C&P, 
D&A, C&PVD&A, conditionnelles et non conditionnelles et aux architectures utilisant la 
technique de I'inference par ambiguite. On a montre que I'approche multi-decisionnelle 
generalise toutes ces architectures. Plus precisement, on a montre que si une architecture 
decentralisee A coopere avec d'autres architectures decentralisees pour former une archi-
tecture multi-decisionnelle B, alors la classe de langages realisables ou diagnostiquables 
par B englobe celle des langages realisables ou diagnostiquables par A. 
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Le principe de l'approche multi-decisionnelle dans la prise de decision dans le controle 
des SED (le controle multi-decisionnel) consiste a utiliser plusieurs (disons p) superviseurs 
decentralises (Sup3)J=^ p fonctionnant en parallele pour former un superviseur multi-
decisionnel. Chaque superviseur decentralise Sup3 prend les decisions locales et globales 
en appliquant les regies d'une architecture decentralisee DD3. Les decisions globales de 
tous les superviseurs decentralises (S'upJ)j=i,...,p s o n t ensuite fusionnees selon une fonction 
D afin d'obtenir une decision effective du superviseur multi-decisionnel qui sera appliquee 
au procede. Nous avons etudie les cas ou la decision effective est obtenue en fusionnant 
les decisions globales des differents p superviseurs decentralises, disjonctivement (D = V) 
ou conjonctivement (D = A). Dans le cas D = V, pour chaque a € Ec, on utilise une 
decomposition {£*,...,£%} de £a telle que chaque superviseur decentralise Sup3 prend 
sa decision en se basant sur le couple {£l,Va) au lieu de (£a,T>„). Dans le cas D = A, 
pour chaque a € Ec, on utilise une decomposition {£>*,... ,T>P} de Va telle que chaque 
superviseur decentralise Sup3 prend sa decision en se basant sur le couple (£„, £>£) au lieu de 
{£a,Va). Dans le cas D = V, nous avons defini la notion de V-^D1,..., Dp)-CoOBS, qui est 
utile pour caracteriser la classe de langages realisables sous l'architecture V-(D1 , . . . , Dp). 
En plus, nous avons montre que la classe de langages realisables sous l'architecture V-
(D 1 , . . . , Dp) englobe la classe de langages realisables sous l'architecture D3, pour chaque 
j e { l , • • - ,?}• 
Le principe de l'approche multi-decisionnelle dans la prise de decision dans le diagnos-
tic des SED (ou le diagnostic multi-decisionnel) est base sur l'utilisation de plusieurs 
(disons p) diagnostiqueurs decentralises (Diag3)J=it,„tP fonctionnant en parallele pour for-
mer un diagnostiqueur multi-decisionnel. Chaque diagnostiqueur decentralise Diag3 emet 
des diagnostics locaux et globaux en appliquant les regies d'une architecture decentrali-
see decentralisee DD3. Les diagnostics globaux de tous les diagnostiqueurs decentralises 
(Diag3)]=i<„,)P sont ensuite fusionnes selon une fonction binaire D afin d'obtenir un diagnos-
tic effectif du diagnostiqueur multi-decisionnel. Nous avons etudie les cas ou le diagnostic 
effectif est obtenu en fusionnant les diagnostics globaux des differents diagnostiqueurs de-
centralises, disjonctivement (D — V) ou conjonctivement (D = A). Dans le cas D = V, on 
utilise une decomposition (J71,... , .P5) de T telle que chaque diagnostiqueur decentralise 
Diag3 fait un diagnostic en se basant sur le couple {T3,H) au lieu de (F,H). Dans le 
cas D = A, on utilise une decomposition (H1,..., W) de Ti telle que chaque diagnosti-
queur decentralise Diag3 fait un diagnostic en se basant sur le couple (!F, W) au lieu de 
{T.'H). Nous avons defini et etudie la notion de A-(InfNl,...,InfN )-CODIAG (resp., V-
(InfNl Inf Np)-CoDlAG) pour caracteriser la classe de langages diagnostiquables selon 
l'architecture A-(InfNl JnfN ) (resp.. V-(/n//V]).. .,InfN )). 
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Comme la condition d'existence d'un decideur multi-decisionnel est basee sur des decom-
positions de langages, se pose alors le probleme de la decomposition des langages infinis. 
On a pu resoudre ce probleme dans le cas des langages reguliers en proposant une me-
thode qui transforme la decomposition d'un langage regulier infini X (ou X represente 
£„, Va, T ou H) en une decomposition d'ensemble d'etats marques finis d'un AEF A Y 
acceptant X. Ainsi, des conditions plus fortes pour 1'existence des deciseurs (superviseurs 
et diagnostiqueurs) multi-decisionnels ont ete definies. Plus precisement, en plus de la 
condition de V-(D ! , . . . , Dp)-Coo-BS (ou A-(D\ . . . , D P ) -COOBS) dans le cas du controle 
et V-(D1 , . . . , D P ) -CODIAG (ou A-(D\ . . . ,D P ) -CODIAG) dans le cas du diagnostic, on a 
ajoute une condition que chaque decomposition (X1 , . ..,XP) de X doit satisfaire, a sa-
voir, chaque X3 contient toutes les traces qui menent a un ou plusieurs etats marques de 
Ax- Ces conditions ont l'avantage d'etre verifiables et moins contraignantes que les condi-
tions d'existence pour les architectures decentralisees utilisees en parallele pour former une 
architecture multi-decisionnelle. 
On a propose une methode (et l'algorithme correspondant) qui verifie si (£„,!)„) est V-
(InfNl,.. .,InfN ) -COOBS (resp., /\-(InfNi JnfN )-COOBS) par rapport a un AEF As, 
(resp., Ava) donne acceptant £a (resp., Va). De meme, on a propose une methode (et 
l'algorithme correspondant) qui verifie si (Jr,H) est V-(InfNi,...,InfN )-CODIAG (resp., 
A-(InfNl, — InfN )-CODIAG) par rapport a un AEF A? (resp., An) donne acceptant T 
(resp., H). Nous avons montre que la complexite des algorithmes de la verification de la 
coobservabite ou de la diagnosticabilite est, dans le pire cas, du meme ordre de grandeur 
que la complexite de verification de la coobservabite ou de la diagnosticabilite selon une des 
architectures decentralisees en parallele qui constituent l'architecture multi-decisionnelle. 
La solution que nous avons propose permet une decomposition finie d'un langage regu-
lier infini X en procedant a des decompositions d'etats d'un AEF Ax qui accepte X. 
Cependant, cette solution laisse la condition d'existence des superviseurs et des diagnosti-
queurs dependante de la structure des AEF et non du langage en lui meme. Et ainsi pour 
deux AEF acceptant le meme langage, on peut avoir une solution pour un AEF et pas 
de solution pour l'autre. Ainsi, etant donne un langage X (ou, X = £a, Va, T ou fi), 
on peut se demander si pour un AEF Ax acceptant X, pour qui la coobservabilite (ou 
la codiagnosabilite) multi-decisionnelle n'est pas satisfaite, est-il possible de transformer 
Ax en un autre AEF A'x acceptant X pour qui la condition de coobservabilite (ou de 
codiagnosabilite) multi-decisionnelle est satisfaite ? Nous avons propose dans le chapitre 2 
une solution qui permet une transformation dans ce genre, mais il reste que celle-ci est de 
complexite exponentielle en terme du nombre des decideurs locaux. 
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6.2 Perspectives 
L'approche multi-decisionnelle est une nouvelle methode qui ouvre la voie a plusieurs 
perspectives dans le domaine de la prise de decision decentralisee. Parmi ces perspectives 
on trouve, entre autres. 
exploiter d'autres alternatives concernant la fusion des decisions globales des decideurs 
decentralises. En effet, a part les deux fonctions booleennes utilisees dans cette these, 
conjonctive et disjonctive, d'autres fonctions peuvent etre etudiees, par exemple des 
fonctions d'exclusion ou des fonctions avec memoire. 
L'application de l'approche multi-decisionnelle dans le test et la verification des SED. 
Chercher d'autres alternatives que la decomposition des langages pour effectuer des 
prises de decisions multi-decisionnelles. 
Trouver une reponse a la question pertinente suivante : est ce qu'il y a d'autres approches 
qui peuvent etre plus generates que l'approche multi-decisionnelle ? 
Resoudre le probleme de decomposition des langages infinis par d'autres methodes que 
celle utilisee dans cette these. Avant d'adopter la methode de decomposition d'ensemble 
d'etats, on a tente plusieurs methodes qui n'ont pas abouti a des resultats satisfaisants. 
Nous comptons dans un futur proche donner suite a nos tentatives pour resoudre ce 
probleme. 
En plus de l'aspect theorique, nous comptons appliquer le principe multi-decisionnel aux 
systemes presentant une architecture decentralisee ou distribute. Parmi ces applications, 
on peut citer comme exemple : la detection et la resolution des interactions de services 
dans les systemes de telecommunications et les systemes reseautiques. La detection et la 
resolution d'interactions seront respectivement abordees par le controle et le diagnostic. 
Comme aspect technique, nous comptons developper un logiciel qui implemente l'algo-
rithme presente dans cette these qui verifie la codiagnostiquabilite d'une specification 
donnee avec l'architecture multi-decisionnelle. 
Generation de code de controleur et de diagnostiqueur multi-decisionnels a partir d'une 
specification formelle du controleur ou du diagnostiqueur, c.a.d. : 
On donne en entree : les expressions mathematiques de Sup3t (ou DiagJ), DJ et D. 
On obtient en sortie les codes (par exemple en C++) qui implementent chacune de 
ces fonctions. 
ANNEXE A 
Preuves du chapitre 3 
A . l Proofs of Section 3.4 
A.1.1 Proof of Lemma 3.4.1 
Consider a supervisor Sup and K C Cm. Let us prove that points 1 and 2 are equivalent. 
Proof of 1 => 2 : We assume that Sup is nonblocking, admissible w.r.t. K and such 
that C(Sup/G) = K and Cm(Sup/G) = K, and we have to prove that K is controllable, 
£m-closed and Sup is consistent w.r.t. K. 
Controllability of K : Consider s G K and o G T,uc such that sa G C Since any 
supervisor enables all the uncontrollable events, we have Sup(s, a) = 1. From the definition 
of C(Sup/G) and the fact that Sup(s,a) = 1, s G K, C(Sup/G) = K and sa G L, we 
deduce sa G C(Sup/G) = K. We have thus proved that KT,UC C\ L C K, that is K is 
controllable. 
£m-closure of K : K = Cm{Sup/G) = C(Sup/G) n £ r a = I n £ m . 
Sup is consistent w.r.t. /C : We have to show that A' satisfies Conds. (3.3) and (3.4) 
w.r.t. the admissible and nonblocking D-supervisor Sup. Let a G Ec and 5 G £CT, which 
implies that s E K and so- G K, and then scr G C. Hence from the definition of C(Sup/G) 
and the fact that K = C(Sup/G), we deduce that Sup(s,a) = 1, and thus Cond. (3.3) is 
satisfied. Assume that s G T>a, which implies that s G K, sa G C and sa £ K. Hence from 
the definition of C(Sup/G) and the fact that K = C(Sup/G), we deduce that Sup(s, a) ^ 1 
(i.e., G {0,4>}), and since Sup is admissible we have Sup(s,a) = 0, and thus Cond. (3.4) 
is satisfied. 
Proof of 2 => 1 : We assume that K is controllable, £m-closed and Sup is consistent 
w.r.t. K. We have to prove that Sup is nonblocking, admissible such that C(Sup/G) — A" 
and Cm(Sup/G) — K. From the consistency of Sup with K (Def. 3.3.2), for every a G Sc, 
5up satisfies Conds. (3.3) and (3.4) w.r.t. (£a,T>a). Let us prove that this supervisor Sup 
is admissible, nonblocking, and such that £(Sup/G) = K and Cm{Sup/G) = K. 
Proof that Sup is admissible : From Conds. (3.3) and (3.4), we have Sup(s, a) G {0,1} 
for s G £a U T>a, and thus, Sup(s, a) ^ 0 for s G £a U ZV 
Proof that C(Sup/G) = K : Let us present a proof by induction on the length of traces. 
Basis : We have e G C(Sup/G) and e G K. 
Inductive step : The aim is to prove that if s € C{Sup/G) and s € K, then Vcr G E s.t. 
sa G £, we have : sa G C(Sup/G) iff scr G K. Assume s G C{Sup/G) and s £ K, and 
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consider a G £ s.t. sa G £, that is s G £CT U ZV Consider the two possible cases : a € T,uc 
and a € £c-
a G Hue : Hence Sup(s,a) = 1. From the definition of C(Sup/G) and the fact that 
5 € C(SupjG), sa e £ and Sup(s.a) = 1, we deduce that sa € £{Sup/G). And from 
the controllability of K, we deduce that sa G A. 
<J G Sc : Let us show that : sa G £{Sup/G) iff sa G A". 
Proof of sa G C{Sup/G) => sa G A : Assume that sa G £(Sup/G). From the definition 
of £{Sup/G) and the fact that 5 G £(Sup/G), sa e £ and sa G £(Sup/G), we deduce 
that Sup(s,a) = 1. Since s £ 5 , U P , and £CT fl P^ = 0, we have either s G £7 or 
5 G Va. Assume that s G Va, then by Cond. (3.4) we deduce Sup(s,a) — 0, which isjn 
contradiction with the previous deduction Sup(s.a) = 1. Hence, s G £CT, i.e., sa G A. 
We have therefore shown that for a e Sc, if sa G £(Sup/G) then sa G A. 
Proof of sa G A => sa G £(Sup/G) : Assume that sa G A, i.e., s G £«j, then by Cond. 
(3.3) we have Sup(s,a) = 1. Hence, from the definition of £(Sup/G) and the fact that 
s G £{Sup/G), sa G £ and Sup(s,a) = 1, we deduce that sa G £{Sup/G). We have 
therefore shown that for a G EC, if sa G K then sa G £{Sup/G). 
We have therefore proved by induction that A = £(Sup/G). 
Proof that £m(Sup/G) = K : By the £m-closure of A, the fact that A" = £(Sup/G) and 
the definition of £m(Sup/G), we have A" = A n £ m = £(Sup/G) fl £ m = £m(Sup/G). 
Proof that Sup is nonblocking : Since £{Sup/G) = A, we deduce £m(Sup/G) = 
£{Sup/G). 
A.1.2 Proof of Theorem 3.4.1 
"Only i f : Consider for every j G J a DJ-supervisor Sup-*. Assume that the V-(D\ . . . , Dp)-
supervisor Sup — ((5upJ) j6j, V) is consistent w.r.t. (£a,T>a), i.e. satisfies Conds. (3.3) and 
(3.4) w.r.t. (£a,T>a). Let us consider the set {£*,... ,£%} of subsets ot£a defined as follows : 
Vj €J,£l = £an {s\ Supi(s,a) = 1}. (A.l) 
Eq (A.l) implies that s & <% if Supj(s,a) ^ 1, Vj G J, or s gf £a. Let us now show that 
{£I,..., £P} is a decomposition of £a, i.e., \Jj€j £3a = £a-
Proof that \JjeJ£i C £CT : (A.l) implies that «% C £a, Vj G J. Therefore, {j]eJ£3a C £„. 
Proof that £<, C (JJ€J<% : Assume that s G £<j- Since Sup is consistent w.r.t. (£a,T>„), 
we have Sup(s,a) = 1. Thus, from (3.8), 3j G J such that Supj(s,a) = 1. It follows that, 
from (A.l), 3j G J s.t. s G # . Hence, s G UjejSJ. i-c, £, C \JjeJ£>a. So, U j e j Q = £,-
Let us show that, Vj G J, 5upJ is consistent w.r.t. {£3a,Va), i.e., Sup7 satisfies Cond. (3.3) 
w.r.t. £Ja and Cond. (3.4) w.r.t. Va. By the construction of the decomposition {£^,..., £%} 
oi£a defined by (A.l), we have, Vj G J, Sup3 satisfies Cond. (3.3) w.r.t. £3a. 
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Since Sup satisfies (3.4) w.r.t. T>a< we have : Vs G T>„, 
Sup(s.a) = 0 => Vj 6 J.Vs G Va,Sup3(s,a) = 0, 
(from (3.8)) 
<=*• Vj G J, 5wpJ satisfies (3.4) w.r.t. £>a. 
Hence, Vj G J. SupJ satisfies Conds. (3.3) and (3.4) w.r.t. {£^Va). 
" I P : Consider £a and T>a associated to a G Ec. Assume that there exists a decomposition 
{£l,..., £p} of £a such that, Vj € J, the DJ-supervisor 5upJ is consistent w.r.t. (£3a, PCT), 
i.e., 
VjeJ,se£3a=> Sup3(s,a) = 1. (A.2) 
Vj G J,seVa^> Sup3(s, <T) = 0. (A.3) 
Let us now show that the V-(D1 , . . . ,Dp)-supervisor Sup = ((Sup3)jeJ,\/) is consistent 
w.r.t. {£a,T>a), i.e., Sup satisfies Conds. (3.3)-(3.4) w.r.t. (£<,,!>„). Assume that s G £a. 
Hence, since £a = (J j e J £i , 3j € J such that 5 G £3T. It follows from (A.l) that 3j G J 
such that Sup3(s, a) = 1. Hence, from (3.8), Sup(s, a) = 1. That is, Sup is consistent w.r.t. 
£a. Assume that s G T>a. Hence, from (A.3), Vj G J, SupJ(s,a) = 0. It follows from (3.8) 
that Sup(s, a) = 0. That is, Sup is consistent w.r.t. T>„. As required, we have shown that 
Sup = ({Sup3)jej, V) is consistent w.r.t. (£a,Va). 
A.1.3 Proof of Theorem 3.4.2 
Consider eligible architectures (D3)jej, and a language K C £m. 
"Only i P : Assume that there exists a nonblocking and admissible V-(5up1 , . . . , Supp)-
supervisor Sup = ((Sup3)j€j,V) such that C(Sup/G) = K and Cm(Sup/G) = /C. This 
means, from Lemma 3.4.1, that K is £m-closed, controllable and Sup is consistent w.r.t. 
K. It remains to show that K is V-(D\ . . . , Dp)-CoOBS. 
Sup is consistent w.r.t. K means that, Va G Ec, 5up = ((Sup3)]ej,V) is consistent w.r.t. 
(£"CT, X>a). Thus, from Theorem 3.4.1, Va G Ec, there exists a decomposition {£„,..., £%} of 
£CT such that, Vj G J, the D3-supervisor Sup3 is consistent w.r.t. (££,Va). From the latter 
and since, Vj G J, D3 is eligible (and then satisfies ELC-a), we have, Vj G J, (£^ ,X>CT) is 
D J -COODS. 
Therefore, Va G Ec, there exists a decomposition {£*,... ,£§} of £a such that, Vj G J, 
(£i,Va) is D J -COODS. Thus, from Definition 3.4.6, Va G Ec, {£^Va) is V-(D\ . . . ,DP)-
COOBS and K is V-(D\ . . . , Dp)-CoOBS, as required. 
" I P : Assume that K is £m-closed, controllable and V- (D\ . . . , Dp)-CoOBS. From the 
latter and Definition 3.4.6, Va G £c , {£a,Va) is V-(D1 , . . . , Dp)-CoOBS. It follows that : 
(1) : Va G Ec, there exists a decomposition \£\,... ,£p} of £„ such that, Vj G J, {£3a,Va) 
is D J -COOBS. 
160 ANNEXE A. PREUVES DU CHAPITRE 3 
From the eligibility of the architectures (D J ) j e j , ELC-b is satisfied for every architecture 
DJ. Thus, Vj G J, there exists a DJ-supervisor Sup7 such that, VCT G EC , Vi? C £„ : 
(E,Va) is D J -COOBS implies that Sup7 is consistent w.r.t. (E,Va). It follows that (1) 
implies : 
(2) : "io G Ec, there exists a decomposition {£ j , . . . , £p} of £a such that, Vj G J, Sup-7 
is consistent w.r.t. (£V,!><,). 
From Theorem 3.4.1, (2) is equivalent to : V<7 G Ec, the V-(D1,. . . , Dp)-supervisor Sup — 
((Sup-J) jej, V) is consistent w.r.t. (£a,Va). From the latter and Definition 3.3.2, it follows 
that (2) is equivalent to Sup is consistent w.r.t. K. From the latter and the fact that K is 
£m-closed and controllable, it follows, from Lemma 3.4.1, that Sup is a nonblocking and 
admissible V-(D1 , . . . , Dp)-supervisor such that C(Sup/G) = K and Cm(Sup/G) = K. As 
required. 
A.2 Proofs of Section 3.5 
A.2.1 Proof of Lemma 3.5.1 
Consider a /n/^-supervisor Sup and an event a G Ec. Given E C £a and D C Va such 
that Sup is consistent w.r.t. (E,D), suppose for contradiction that (E,D) is not InfN-
COOBS. Then, E[N + 1] ^ 0 and £>[iV + 1] ^ 0. By following the same steps of the proof 
of Lemma 4 of [Kumar et Takai, 2007] but by considering E[k] and D[k] instead of £a\k] 
and T>a[k], V/c > 0, we will find a trace sm G K such that n(sm,a) = 0 and for which two 
cases can occur : 
sm G D[l] : then there exists smi G E[0] = E such that Pi(sm) = P/(sm,) for some I G I„ 
and Sup(smra) ^ 1. This is in contradiction with the consistency of Sup w.r.t. £ . 
sm G JE7[1] : then there exists sm £ D[0] = D such that Pi(sm) = Pi(smi) for some / G l„ 
and Sup(smna) ^ 0. This is in contradiction with the consistency of Sup w.r.t. D. 
Therefore, {E, D) is Inf
 N-Coons. 
A.2.2 Proof of Lemma 3.5.2 
Same as the proof of Lemma 1 of [Kumar et Takai, 2007] by considering subsets E C £a 
and D C D , instead of £a and T>„, respectively. 
A.3 Proofs of Section 3.6 
A.3.1 Proof of Proposition 3.6.1 
Assume that, 3a G Ec, 3s G £a, 3t G Va s.t., Vi G Ia, Pl(s) — P,(t). For every decompo-
sition {£*,... ,£%} of £a there exists I G J, s.t. s G ££. For every eligible architecture D', 
A.3. PROOFS OF SECTION 3.6 161 
and any D'-supervisor SUP1 = ((LSup[)tei, D'), we have from (3.6), 
SUPl(s,a) = Dl((LSup[(P,(s),v))ieIa) 
= D'((L5«P;(P,(0,«7)) ie /J 
= SUPl(t,a). 
It follows that SUP1 is not consistent w.r.t. (£la,Va). Thus, since D' is eligible, and then 
satisfies ELC-b, (£'a,Va) is not D'-COOBS. Therefore, from Definitions 3.4.6 and 3.4.7, K 
is not V-ELA-1. 
A.3.2 Proof of Proposition 3.6.4 
Assume that K is not observable w.r.t. C and E0. Hence, there exist a G Ec, s G £a and 
t G 2>CT such that P(s) = P(£). and then Pt(s) = Pt(t) for any % G 7CT. Therefore, from Prop. 
3.6.1, A" is not V-ELA-1. 
A.3.3 Proof of Proposition 3.6.5 
Given a language K C Cm, by Propositions 3.6.2 and 3.6.4, we have respectively "(1)=>(2)" 
and "(2)=»(3)". It remains to show that "(3)=>(1)". For that, assume that K is observable, 
and consider the architecture D = I (1 stands for the identity function) as the set of 
I-supervisors Sup — (LSup(P(s).a),T) (recall that n = 1 and P : E —> E0) defined by : 
Vs G A\ Vo- € Ec, LSup(P{s),a) G {0,0,1} and Sup(s,a) = LSup{P(s),a). And consider 
the I-COODS property defined by : tf is E-COOBS if, Ver e Ec, V£ C £„, VL> C P„. : (£, D) 
is I-COODS iff P~lP{E) n D = 0. 
Let us show that the I-architecture is an eligible architecture (w.r.t. I -COOBS) , i.e., satisfies 
the condition ELC. In order to show that the I-architecture satisfies ELC-a, consider 
a G EC1 E C £„ and DCVa such that (E, D) is not I-COOBS. Hence, P~lP{E) n D ^ 0, 
which means that, 3« 6 £ and 3i G D s.t. P(s) = P(t). Thus, we have for every I-
supervisor Sup, Sup(s,a) = LSup(P(s),a) = LSup(P(t),a) — Sup(t,a). That is, Sup is 
not consistent w.r.t. (E,D). Therefore, the I-architecture satisfies ELC-a. 
In order to show that the I-architecture satisfies ELC-b, consider a I-supervisor SUP = 
(LSUP(P(s),a),l) defined by : Va G Ec, V£ C £a, VD C Va, Vs G K, 
' l if P - 1 F ( s ) n D = 0, 
S£/P(s, a) = LSUP(P(s),a) = { 0 if p-»P(s) f l £ = 0, 
otherwise. 
Given a G Ec, E C £CT and D C £>CT, suppose that ^f/i3 is not consistent w.r.t. (E. D). 
Hence, we have the two following possibilities, 
3s G E s.t. SUP(s,a) ^ 1, it follows that F"1P(s) n D f 0, and then 3u G D s.t. 
P(s) = P(u). Thus, P~lP{E) n D ^ 0, i.e., (£, Z?) is not I-COOBS. 
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3t G D s.t. SUP(t,a) ^ 0, it follows that P~lP{t) n £ / 0 , and then 3v G E s.t. 
P{t) = P{v). Thus. P~lP{E) n D ± 0, i.e.. (E, D) is not I-COOBS. 
Therefore, the I-architecture satisfies ELC-b. Since K is observable, we have, Va G Sc-
(£a,Va) is I -COOBS. It follows that K is I -COOBS. 
We have shown that K is observable implies that K is I-COOBS, where the I-architecture 
is eligible. Hence, K is observable implies that K is D-COOBS for some eligible D-
architecture. That is, "(3)=»(1)". 
A.3.4 Proof of Theorem 3.6.1 
First of all, we need to show that for every prefix-closed languages Kx and K2, we have : 
£a{Kx n K2) = £a{Kx) n £a(K2). (A.4) 
In fact, by prefix-closure of K\ and K2, we have K\ fl K2 — K\ C\ K2, and then : s € 
£a(Ki nk2) &• sa G Kx n K2 •»• scr e ^ A w e ^ o s G ^(/sT,) n^er(JftT2). 
Consider prefix-closed languages LX,L2 C £ such that Li is V-ELAPl-CoOBS and L2 is 
V-ELAP2-CoOBS. Hence, Ver G £c, there exists a decomposition {£\{LX),. ..,£%• {Li)} of 
£a(Li), such that, Vj G Ji = { 1 , . . . ,pi}, {£3a(Li),Va(Li)) is Dj-COOBS for some eligible 
architecture D{. And there exists a decomposition {£J(L2), • • • ,£%2(L2)} of £a(L2), such 
that, Vj G J2 = { 1 , . . . , p2}i (£i(L2).T>a(L2)) is D 2 - C O O B S for some eligible architecture 
D2. By using (A.4), we have : 




= |J ^(L1)n^'(L2). 
1<J<P1 
1 < / < P 2 
So. by taking 5^'(L) = ^ ( L , ) n 5 J ' ( L 2 ) , we have { ^ ( L ) , ^ ! , ) . . . . ,£^~l(L), 
£PUP2{L)} is a decomposition of £a{L). 
It remains to show that, Vj G Ji, Vj' G J2, (£iJ'(L),T>a(L)) is D;-CoOBS for some eligible 
architecture D(, where L = L\ fl L2. For that, given a language K" C Cm, let us consider, 
for every j G Ji and / G J2, the architecture D\ A D2 as the set of (D\ A D2 )-supervisors 
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Sup1 ° = Sup\ A Sup2 defined by : V<7 € £c, Vs € K, 
Sup3'3 (s, <T) = < 
1 if SVi(s ,a) = 1 
and 5wp2 (s>cr) = 1' 
0 if Sup{(s,a) = 0 (A.5) 
or 5up^ (5>a) = 0' 
</> otherwise, 
where Sup\ (resp., Sup32) is a Dj-supervisor (resp., D2-supervisor). The corresponding 
. (Dj A Dj )-coobservability is defined, for every a £ T,c, E C £a and D C Va as follows : 
(£", D) is (Dj A D^ ' ) -COOBS iff, there exists a decomposition {DUD2} of D s.t. (£, Z?i) is 
Dj-CoOBS and (£ , D2) is D^'-COOBS. 
Next, we will show, for every j E J\ and j ' € J2, that the architecture Dj A D2 is 
eligible. In order to show that the architecture Dj A D2 satisfies ELC-a, suppose that, 
3CT 6 Ec, 3E C £„, 3£> C 2?,, such that (£, D) is not (Dj A DJ2')-CoOBS. Thus, for every 
decomposition {Di,D2} of D, we have either (E,D\) is not Dj-COOBS or (E,D2) is not 
D2-C0OBS. Hence, from the eligibility of the architectures Dj and D2 (and then satisfy 
ELC-a), for every Dj-supervisor Sup\ and for every D2 -supervisor Sup2 , we have either 
Sup\ is not consistent w.r.t. (E,Di) or Sup2 is not consistent w.r.t. (E,Di) for every 
decomposition {Di, D2} of D. We have the two following situations : 
(a) Sup\ or Sup2 is not consistent w.r.t. E. This implies that, 3s € E such that 
Sup{(s,a) 7^  1 or Sup32(s,cr) 7^  1. It follows, from (A.5), that Sup3'3 (s,a) 7^  1. 
Therefore, Sup3'3 is not consistent w.r.t. (E,D). 
(b) 5wpj is not consistent w.r.t. D\ or Sup2 is not consistent w.r.t. D2 for every de-
composition {Di,D2} of D. Let us consider the decomposition {.Di,/^} of £ such 
that £>! = {<£ D| Sup{{t,a) = 0} and D2 = {t e D\ Sup\(t,a) ± 0}. By construc-
tion, Sup\ is consistent w.r.t. D\. Thus, Sup2 is not consistent w.r.t. D2. Hence, 
we have D3 = {A € D2I Sup32 (\,a) 7^  0} 7^  0. Thus, for the nonempty subset 
D3 C D, we have, VA € As, 5wpj(A, a) 7^  0 and 5u/?2 (-V^) 7^  0- That is, from (A.5), 
Sup3,3 (A, a) 7^  0. Therefore, the supervisor Sup3'3 is not consistent w.r.t. (E,D). 
We have shown in (a) and (b) that Sup3'3 is not consistent w.r.t. (E, D) for every (Dj AD2 )-
supervisor Sup3'3 . That is, the architecture (Dj A D2) satisfies ELC-a. 
Let us show that the architecture Dj A D32 satisfies ELC-b. For that, given a € Ec, 
E C Sa and D C Va, suppose that (E,D) is (Dj A D32 )-COOBS. Thus, there exists a 
decomposition {Di,D2} of D s.t. {E,DX) is Dj-COOBS and (E,D2) is D^'-COOBS. Thus, 
from the eligibility of the architectures Dj and D2 (and then satisfy ELC-b), there exist 
a Dj-supervisor Supj and a D;7,-supervisor S11P2 , such that Supj is consistent w.r.t. 
(E,Di) and Sup^ is consistent w.r.t. (E,D2). Hence, we have, 
(a) Vs € E, Supj(s,a) = 1 and Sup^ {s,a) — 1. That is, from (A.5), Sup7'-7 (s,a) = 1. 
Thus, Sup-7'-7 = Supj A Sup^ is consistent w.r.t. E. 
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(b) Vt G D, we have t G A or t G A - Hence, Sup{(t,<j) = 0 or Sup£(£,<r) = 0. That 
is. from (A.5), Sup7'-7 {t.a) = 0. Thus, Sup7'-7 is consistent w.r.t. D. 
We have shown in (a) and (b) that SupJJ = Supj A Sup2 is consistent w.r.t. (E, D) 
for the special (D{ A D2 )-supervisor Sup7'-7 . That is, the architecture (D\ A D2 ) satisfies 
ELC-b. 
We have show, Vj G Ji . V/ G J2, that the architecture (Dj A D2 ) is eligible. Let us show-
that, Vj € Ji, V/ G J2, (£™'(L),Va(L)) is (Dj A D£')-CoOBS. For that, we next show-
that T>a(L) = T>a(Li n L2) C T>a(Li) UT>a(L2). Indeed, by prefix-closure of L\ and L2, we 
have, s G T>a{L\ n L2) implies that s 6 Li n L2 and sa $ L\C\ L2. That is, s G Li n L2, 
and 5<T ^ L[ or ser G- L2. Therefore, s G Va(Li) U Va{L2). 
Hence, the subsets Di = X>ff(L) n X>ff(Li) C Va(L) and L>2 = D^L) D V„{L2) Q Va{L) 
form a decomposition of T>„(L). Let E = £Jr'J'(L) = £Ja{L{) n ££{L2), in order to show-
that (£, X>ff(L)) is (D{ A D{ ) -COOBS, we will show that (E, Dx) is Dj-Cooos and (E, D2) 
is D 2 - C O O B S . For that, suppose for contradiction that either (E,DX) is not D{-COOBS 
or {E,D2) is not D^-COOBS. Consider the case where {E,D{) is not Dj-COOBS. Thus, 
by ELC-a, Sup\ is not consistent w.r.t. (E,Di), for every D\-supervisor Sup\. The two 
following cases can be presented : 
(a) 3s G E, and then s G £^(Lj), such that Sup\{s,a) ^ 1. It follows that Sup{ is not 
consistent w.r.t. {£3a{Li),Va{L\)). 
(b) 3t G Di, and then t G Va{L\), such that 5up-71(/j,er) ^ 0. It follows that Sup\ is not 
consistent w.r.t. {£3r{L\),'Da(Li)). 
The assertions (a) or (b) imply that Sup[ is not consistent w.r.t. (£^(Li),Va(Li)), for 
every Dj-supervisor Sup{, which is a contradiction with the fact that (5^(L1),I>(r(L1)) is 
Dj-COOBS (from ELC-b). The case (E,D2) is not D2-CoOBS can be treated similarly, 
which leads to the contradiction with the fact that (£^'(L2),T>lT(L2)) is D2 -COOBS. Hence, 
(E, Di) is Dj-COOBS and (E,D2) is D 2 ' -COOBS, and then {&/{L).Va{L)) is (Dj A DJ2')-
COOBS, which completes the proof. 
A.4 Proofs of Section 3.7 
A.4.1 Proof of Theorem 3.7.1 
Consider a FSA Aea accepting £a, and let {x i , . . . ,xp} be the set of marked states of As„. 
"Only IP' : Assume that, 3x G Aea s.t., for every eligible architecture D : 
1. (£*,T>a) is not D-COOBS. Hence, from ELC-a, there is no D-supervisor Sup which 
is consistent w.r.t. {£*,Va). Thus, from Def. 3.3.2, for every D-supervisor Sup, there 
exists s € ^ s.t. Sup(s.a) ^ 1. 
2. For any decomposition {£*,... ,£§} of £a satisfying A l (w.r.t. Ae^), 3j G J, such 
that £* C £J. 
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From 1) and 2), for every D-supervisor Sup, there exists s e £Ja, such that Sup(s.a) =/=• 
1, which implies that Sup is not consistent w.r.t. {£3a,Va). From the latter and ELC-
b, we have that (£^,T>a) is not D-COODS. Therefore, from Definition 3.4.6, there is no 
eligible architectures (DJ)J=i p for which (£a,Va) is V-(D\ . . . ,Dp)-CoOBS. Hence, from 
Definition 3.4.7, {£a,V„) is not V-ELA^-COOBS w.r.t. A£a. 
"IP' : Assume that for every marked state x3 of Ae„, (£o},Va) is DJ-CoOBS for some 
eligible architecture D-7. From Definition 3.7.1, and the fact that the specific partition 
{£*', . . . ,£*"} of £a satisfies A l , {£a,Va) is V-(D1 , . . . , Dp)-CoOBS w.r.t. As„ for some 
eligible architectures (DJ)i<j<p. That is, (£a,Va) is V - E L A - ' - C O O B S w.r.t. Asa. 
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ANNEXE B 
Preuves du chapitre 4 
B. l Proofs of Section 4.5 
B . l . l Proof of Lemma 4.5.1 
Lemma 4.5.1 can be deduced from the following known result : 
Result 1 : Consider n nondeterministic FSA Ax,- • • ,An over an alphabet of cardinality e. 
Let Qi be the number of states of At, for i = 1 • • • n, and q = q\ x • • • x qn. Let A be the 
synchronized product of all the At,i' = 1 • • -n. The number of states of A is in 0(q) and 
its number of transitions is in 0(q.(q.e)) = 0(q2.e). 
Let us apply Result 1 to Ae„[k+i\ which is the synchronized product of As„\k] with 
P~1Pi{Av4k}), i = 1 • • • na. Each P~l P%{Av^k)) is computed by a projection Px of Ava[k\ 
without determinization and then by adding self-loops. Therefore the number of states of 
each P~lPi{Ava\k}) is in (9(|F[A;]|). Using Result 1, we obtain : 
the number of states \X[k + 1]| of -4^[fc+i] is in 0(|X[£]| • |y[A;]|n"), 
the number of transitions \a[k + 1]| of Asa[k+i\ is in 0(|X[& + 1]2| • |S|) = 
0{\X[k]\2-\Y[k}\2n" -\i:\). 
With the same approach, if we apply Result 1 to Ax>„[k+i] which is the synchronized product 
of Av„\k] with PrlPi{Asa[k]). i = 1 • • • n„, we obtain : 
the number of states \Y[k + 1]| of Av,\k+i] is in 0(|K[A:]| • |X[fc]|n"), 
the number of transitions \j3[k + 1]| of Ava\k+i\ is in 0(|F[A; + 1]2| • |E|) = 
0( |r[A:] |2- |X[^] |2^-|E|) . 
B.1.2 Proof of Lemma 4.5.2 
Lemma 4.5.2 can be deduced from the following known result : 
Result 2 : The computational complexity for constructing an automaton is in the order of 
its number of transitions. 
Let us apply Result 2 to Ae^k+i) whose number of transitions is \a[k + 1]| = 
0(|X[fc]|2-|F[fc]|2n<7'|£|) (from Lemma 4.5.1). We obtain that the computational complexity 
for constructing Ae,[k+i\ is in 0(\a[k + 1]|) = 0{\X[k}\2 • \Y\k]\2n° • |E|). 
Let us apply Result 2 to Av„[k+i] whose number of transitions is \/3[k + 1]| = 
0(|y[A;]|2-|X[A;]|2n"-|E|) (from Lemma 4.5.1). We obtain that the computational complexity 
for constructing AVa\k+i] is in O(\0[k + 1]|) = 0(|V[A:]|2 • ^ [A;]!2"" • |E|). 
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B.1.3 Proof of Proposition 4.5.1 
Computing Ae„{i} and Av„[\] from Ac, and Av0 is the most costly part (in terms of 
computation) in the procedure that checks if Asa[i] = 0 or «4p„[i] = 0. 
From Lemma 4.5.2 : 
The complexity of computing Aea\\\ from Ae„ and Ava is in 0(|a[l]|) = 
o(|x|2-|r|2";-|E|). 
The complexity of computing Ava[i] from Asa and Av„ is in 0(|,3[1]|) = 
0(|y|2.|x|2n"-|E|). 
Therefore, the complexity of computing Aea\i\ and Ava\\) from Aea and Ava is the sum 
of the two above complexities : 0((LY|2 • \Y\2n° + \Y\2 • \X\2n°) • |E|). 
B.1.4 Proof of Proposition 4.5.2 
Consider a decomposition {X^, • • • , X£ j of Xm. By considering the decomposition {El, 
••• , £%} of Ea such that each El is given by (4.11), we show by induction on the in-
ference steps k, that : £3a[k] = {s G E*| a[fc](:co[A:], s) G ATm[fc]|Yj} and V3a[k] = {s G 
^\P[k}(yo[kls)eYm{k}\x3J. 
Basis : Let us show that <%[1] = {s G E*| a[l](x0[l],s) G X m [ l ] | ^ } , 
s G £l[l] &[se Si] A [Vi G Ia, s G P^PiPa)] 
*> [s G £>] A [Vi € /„, 3t4 G PCT s.t. P;(s) = P ^ ) ] 
From (4.11), s G £{\ is equivalent to a(xo, s) G X3m, and hence, 
s e £i\l\ *> [a(x0,s) = i £ l i , ] A [Vi G / a ,3 i , G P , s.t. P4(s) = P,(t,)]. 
Since Ava is an acceptor of Va, we have, Vi G Ia, 0{yo,U) = Uj for some vt G Km. Thus, 
from the synchronous composition of the FSAs Ae„ and (P,_1fiMz\,))ie/ff [Hopcroft et 
Ullman, 1979], we have, 
s G ££[1] •^•a[l]{x0{l},s) = u = (ui,--- ,un,x) G Xm[l] s.t., Vi G la,vx G ut. 
Since x is X^-marked, we have u is X^-marked, and hence 
s € £l[l] ** Q[1](X0[1], S) G X m [ l ] | ^ . 
Let us show that V3a[\] = {s G E*| /?[l](jfo[l],s) G r m [ l ] | ^ } , 
5 G T>i[l} ^{se Va] A [Vi el^se P-'PiEl)} 
^{s€ Va\ A [V* G / „ 3i< G £} s.t. P,(s) = P2(t,)]-
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From the latter equivalence and the fact that A?>a is an acceptor of Va, we deduce, 
s G V3a[l] *• [By G Ym s t. /% 0 , s ) = y] A [Vz G / „ 3«, G $J s.t. Pt{s) = P,(i,)]. 
From (4.11), we have, Vz G / a , «(^o> O = ^t for some ut G X^. Thus, from the synchronous 
composition of the FSAs Av„ and (P~]P%{Asa))i^ja [Hopcroft et Ullman, 1979], we have, 
s€23J[l] e>p[\}(yo[\],s) = v = (vu--- ,vn,y) €Ym[l] s.t., Vt € / „ « , € » , . 
Since, V? G Ia, ut is X^-marked, we have v is X^-marked, and hence, 
seVjr[l]^3[l}(y0[l},s)eYm[l]\XJn. 
Induction step : Assume that £3a[k] = {s G £*] a[A;](x0[A;],s) G Xm[A;]|x., } and P£[fc] = 
{s G Z*\p[k](yo[k],s) G K,[fc]|^}. And let us show that S3a[k + 1] ="{s G S*|a[fc + 
l](x0[fc + l],.s) £ Xm[k + 1}\X3 } and V^k + 1} = {s € E*|/?[* + l](!/b[A + l],s) G Ym[k + 
5 G # [ * + 1] <* [s G £i[k]] A [V» G 4 , 5 G P , - 1 / ^ * ] ) ] 
O [a G #[*:]] A |Vi G 4 , 3 i t G Z£[fc] s.t. P,(s) = P,(t,)}. 
From the induction hypothesis, we have : 
s G £3a[k] **> a[A;](£o[&], s) — x G Xm[/c] for some X^-marked state x in ^.^[fc], 
t8 G T>3a[k} <=> /?[A](yo[^ ]) *») = vi € Vm[fe] for some X^-marked state vt in A-pa[k] 
Thus, from the synchronous composition of the FSAs As„[k] and (PJ-1^>j(-/^X)tr[ife]))ie/„ [Hop-
croft et Ullman, 1979], s reaches a state (ui,--- ,un,x) in Ae„[k+i] s.t. Vt G /<,, vt G u,, 
hence, 
5 G£^[& + 1] <=>a[A; + l](x0[k + l],s) = (ui,--- , « n , i ) G Xm[k + 1] s.t., Vt G I„,vl G u,. 
Therefore, from the definition of the multi-marking, we have, 
s G £i\k + 1] & a[k + l]{x0[k + l},s) G Xm[k + 1 ] ^ . 
Therefore, ££[fc + l] = {s G E*|o;[A; + l](xo[fc + l],s) G XTO[fc+1]^ }. The same procedure 
can be followed to show that V3a\k + 1] = {5 G Z*\/3[k + l]{y0[k + l),s) G Ym[k + 1 ] | ^ } . 
B. l .5 Proof of Lemma 4.5.3 
Consider a decomposition D = {X^, • • • , X£ j of Xm s.t. D satisfies (4 13). Let us prove 
Lemma 4.5.3 by induction on the inference steps k > 1. 
Basis (k = 1) : Let v = (t>i,--- , un,un„+i) € Ym[i] be a X^-marked state for some 
X3m G Z?. Then, since X3m satisfies Cond. (4.13), we have, V(ai,--- ,an<r) G (v\ flXJ,) x 
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• • • x (vna n XJm), | \Jl€^ {a,}\ = 1, i.e.. Mi G la, vt D X3m = {x}, for some unique x G X3m. 
This means that i> is {x}-marked and not A'-marked, VA* C A^, s.t. A" ^ {x}. From the 
definition of the multi-marking (Subsection 4.5.3), for every v G Xm[l] such that v is 
X^-marked for some X3m G D, there exists a unique x G X3m such that u is {x}-marked. 
Induction Step : Given k > 1, assume that for every marked state u G Xm[fc]|xJ U 
ym[fc]|v; there exists x G A^ such that u is {a;}-marked and not A-marked, VA* C A"^  
s.t. A" ^ {x}. Let us show that for every marked state v G Xm[k + l]\x3 (the case 
v G Ym[k + l]\X] can be treated similarly) there exists z G X3m such that v is {z}-marked 
and not A'-marked, \/X C AT^  s.t. A* ^ {«}. For that, let vk+l = (vk+\ • • • , ^ + 1 , ^ + j 1 ) be 
a A^-marked state in A"m[&+1] (the superscript "k+1" stands for the inference step), which 
implies that wk = v^+i is A^-marked in Arm[A;]. Hence, from the induction hypothesis, 
there exists x G X3m such that wk G Arm[Ar] is {x}-marked and not A'-marked in Xm[i] , 
VA" C X^ s.t. X ± {x}. 
Assume for contradiction that vk+1 is {x, y}-marked, where y G X3m, such that, 31 G Ia, 
satisfying vk+l D ym[fc]|{j,} ^ 0, i.e., vk+1 is {y}-marked. Hence, Vz G I<r\{/}, there exists 
u
k
 G uf+1 fl Ym[A;] which is {x, y}-marked, and there exists uk G ff+1 n Ym[k] which is 
{j/}-marked. Moreover, and from the definition of the natural projection of FSA [Hopcroft 
et Ullman, 1979], there exit s G £a[k] reaching the state wk G Xm[fc] and traces tt G T>a[k] 
reaching the states uk G Ym[k] such that Pt(s) = Pt(tt), i G \a. Since, wk is {x}-marked, 
(ui)ieu„\{i} a r e {xiy}-marked and uk is {y}-marked, s reaches a {x}-marked state wk~l G 
Xm\k — 1], £, reaches a {x, y}-marked state wf_1 G Fm[A: — 1], for i G Ia\{l}, and fy reaches 
a {y}-marked state uk~l G ym[A: — 1]. Therefore, from the fact that, \/i G Ia, Pt(s) = Pt{tt), 
s reaches a state A = (Ai,--- ,An^,wfc_1) G ATm[fc] such that, Vz G I„, uk~x G A,. It 
follows that A is {x, y}-marked and A; n Vm^l^} ¥" 0) i-e-> ^i ls {2/}-marked, which is a 
contradiction with the induction hypothesis. Thus, vk+1 is {x}-marked and not A'-marked 
in Xm[k + 1], VA" C X3m s.t. X ^ {x}. 
B.1.6 Proof of Theorem 4.5.1 
Consider a FSA A$a and a decomposition {X^, • • • , X^} of Xm satisfying (4.13). Assume 
that {£„,Va) is not V-Tn/Ij^-COOBS w.r.t. {£<J,--- ,£%}, where Q = {s G £*| a(x0, s) G 
AfJj. Then, 3; G J such "that {£3a,Va) is not Inf N+1-CoOBS. Hence, <%[N + 2] ^ 0 and 
V3a[N + 2] ^ 0. Thus, from Proposition 4.5.2, there exist states u G Xm[N + 2] and 
v G V^A7 + 2] that are AT^-rnarked. Since £3a satisfies (4.13), this implies, from Lemma 
4.5.3, that there exist x,y G A^ for which w is {x}-marked and v is {y}-marked. 
For every decomposition D = (A"1, • • • , A*9) of A'm, two cases can be presented : 
1. 3Xl,X1' G £> such that x € X1 and y e X1', and thus u is A^-marked and u is A'--
marked. Let £*[k\ and T>* [k] denote the set of traces reaching the A'-marked states 
of Xm[k] and Ym[k], respectively. Therefore, £*[N + 2] ^ 0 and vf [N + 2] ^ 0. 
It follows that £?l[N + 1] ^ 0 and V*l[N + 1] ^ 0, and £*''[iV + 1] ^ 0 and 
vf[N + 1] ^ 0. That is, (£?',Va) is not Inf N-COOBS and {£f' ,Va) is not /n/^-
COODS. 
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2. 3Xl G D such that x,y £ X1, and thus u is ^'-marked and v is A^'-marked. Therefore. 
£?' [N+2] ? 0 and V?[N+2] + 0. It follows that £?'[N+1] ± 0 and Z£'[JV+1] -£ 0. 
That is. (£*l,T>a) is not InfN-CoOBS. 
Therefore, from (1) and (2), we have (£a,Va) is not V-/n/<^-CoOBS w.r.t. Ae„, as requi-
red. 
B. l .7 Proof of Proposition 4.5.3 
The proof of this proposition is adapted from the proof of Prop. 4.5.1. 
For each j G J, computing A£,^k+^ and Av^k+^ from A£^ and Ap^k+^ is the most 
costly part (in terms of computation) in the procedure that checks if £Ja[k + 1] = 0 or 
£»[/c+l] = 0. 
From Lemma 4.5.2 : 
1. The complexity of computing Aea\k+i\ from ,4s,[fc] and ipjfc] is in 0(\a[k + 1]|) = 
0(|X[fc]|2 • IV^]!2"" • |E|). The complexity of computing A£,,k+l-< from A£J,k^ and 
Ap) ,k, is in the same order because A£^,k+1, is obtained from Aea\k+i) by : 1) keeping 
marked only the states of Aea[k+i\ that are X^-marked, and 2) removing all states 
which are not reachable from the X^-marked states. This procedure is in the worst 
case in 0(|a[fc + 1]|). 
2. The complexity of computing A-p^k+i] from -4^[A;] and .ADJA;] is in 0(\,6[k+ 1]|) = 
0(|F[fc]|2 • IXf/cJI2™" • |E|). The complexity of computing Apjrfc+1] from A£l<k\ and 
AVJ,U is in the same order because Ap^,k+l, is obtained from Apa\k+\] by : 1) keeping 
marked only the states of Ava\k+i\ that are X^-marked, and 2) removing all states 
which are not reachable from the X^-marked states. This procedure is in the worst 
caseinO(|/3[A + l]|). 
Therefore, the complexity of computing A£,<k+l-> and 4p>[fc+1] from A£J<k, and Apjrfci is 
the sum of the two above complexities : 0{(\X{k)\2 • \Y[k}\2n° + \Y{k}\2 • ]x{k}\2n") • |E|). 
B. l .8 Proof of Lemma 4.5.4 
Given two subsets W,Z C Xm, we have : 
ID„(W u z) = {i G i„| vx n (w u z) = 0} = {i e n„| («, n w = 0) A («, n z = 0)} 
= {i e l > , n w = 0}n {i G ia\vt n z = 0} = ID„(W) nIDV(Z). 
B. l .9 Proof of Lemma 4.5.5 
X C Xm satisfies (4.13) means (by definition) : 
1. Vu e Ym[l] s.t. u, n AT ^ 0, Vi G la, 
2. V(ai,--- , a „ J G (fjflA') x ••• x (vn<r n # ) , we have |(J,{a.}l = L 
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The above Item 1 can be rewritten : Vu G Ym[l] s.t IDV(X) = 0. 
The above item 2 is equivalent to : | {JieJ (X n u,)| = 1, which can be rewritten : \X n 
(Ue^«.)l = l-
To recapitulate : # satisfies (4.13) is equivalent to : Vv 6 Vm[l] s.t. ID„(<¥) = 0, \X D 
IU1 . t'.l = 1-
B.1.10 Proof of Proposition 4.5.4 
Consider x, y G Xm. Let us prove that y G Elig(x) iff y G Xm \ \{x) U |J „€>-m[i] LUi, v* u 
ID„(x)=0 
U v€Ym\i] flteiD^x)^]- B>' definition, we have, 
ID„(I):#I„ 
y G Elig(x) <=> [{x,y} satisfies (4.13)] A [y G Xm \ {x}] 
The set of states A C A"m s.t., Vy G A, {x. y} satisfies (4.13), can be obtained by computing 
the set of states B C Xm s.t. Vz G A, {x,z} does not satisfy (4.13). And then we have 
A = Bc, where Bc is the complementary of B. For every z G B, we have, 
{x, 2} does not satisfy (4.13) (B.l) 
(J5.1) «*• 3u G rm[l] s.t. ID„({x,z}) = 0 and |{x, z } n ( J u , | > l 
(B.l) <^3t; G ym[l] s.t. ID„({x,.z}) = 0and {x,z}n ( J v, = {x,z} 
l e i , 
{x, z) n l j j e l Uj = {x, z} is equivalent to {x, z) C (J jeI vz which is equivalent to say that 
ID„(x) 7^  ECT and lDv(z) ^ Iff. So, we have 
(B.l) &3ve Ym{\) s.t. ID„({x,z}) = 0,IDv(x) ^ 1L, and ID„(z) ^ I„. 
For every v G Fm[l] s.t. ID„({x, z}) = 0. IDv(x) ^ Ia and ID„(z) ^ ICT, two cases can be 
presented : 
1 TJ~*l / T* i — m • i n *-V»ic r*aoo fru- O T O T - T v C i I 11 ] nr -y\ r\r\oc t i n t C Q t i c f i ' (A 1 * } \ 
2. ID„(x) ^ 0 : since ID„({x, z}) = 0, Vi G ICT. {x, z} riv, ^ 0. Hence, VZ G !„ s.t. x £ u,, 
i.e., VZ G ID„(x), we have z G f;. It follows that z G fljeiD^x) u'- Therefore, for every 
z G D;eiD„(z) u'> {x '2} does not satisfy (4.13). 
Since, either z € \Jiei<r vt (in the case ID„(x) = 0) or z G fl/eiD^x) v< ( m t ' i e c a s e ^ „ ( x ) ^ 
0) imply that lDv(z) ^ 1 ,^ we have, 
(B.l)&3v€ Ym[l] s.t., 
[ ID„(x) 7 ^I ( T AlD r (x)=0AzG U u,] V [ID„(x) ^ I , A ID„(x) ^ 0 A * € f l u'3 
tea, /€iD„(i) 
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Since IDt,(x) — 0 implies IDr(x) =^  la, and IDr(x) = 0 implies fl/giD^x) v\ = 0, we have, 
(B.l)**3v€Ym[l]s.t.,VDv{x) = ®Aze\Jvl]V[lDv(x)?lrAz€ f] vt] 
ielc l€lDv{x) 
«**e ( j U v « u u n w« 
u€ym[i] *ei„ veym[i] t e i D j i ) 
ID„(i)=0 ID„(i)#J„ 
Therefore, £ = \JveYm[i] U,ei„ u . u U «e*-m[ij fUuM*) v - T h u s< w e have< 
lD„(i)=0 ID t (!)#!,, 
y G Elig(x) » [ y ^ ] A [ i / a m \ {x}] 
«*• 2/ € Xm \ {{x} U [J ( J U ' U U D "'] 
f€ym[i] t e i , »ey„[i] ieiDv(x) 
ID t.(i)=0 ID„(x)/l„ 
B.l.11 Proof of Proposition 4.5.5 
Consider X C Xm , x G Elig(A'). We have to prove the equality S = T, where S = 
Elig(* U {x}) and T = (Elig(*) n Elig(x)) \ [(J „eym[i] n,€iD„<*uW) «.)• L e t u s P r o v e 
I D „ ( * U { I } ) # I „ 
"5 C T" and "T C 5". 
Proof of 5 C T : Consider y G Elig(* U {x}), which means that y £ Xm\(XU {x}) 
and X U {y, x} satisfies (4.13). Hence, y G Xm \ X, y G Xm \ {x}, <f U {y} satisfies (4.13) 
and {y,x} satisfies (4.13). Therefore, y e Elig(A') nElig(x). We now prove ad adsurbum 
V & U veYm\iy fUlD„(*U{x}) vi-
\DV(XU{X})?I<, 
Assume that y G (J
 l,6yrn[ij: rUiD„(*u{x}) u»- Hence, 3u = (i>i,--- ,v„+i) G Vm[l] s.t. 
ID„(^u{i})#I„ 
ID,., (A* U {x}) 7^  la and, Vi G ID^A* U {x}), y G v,. From the latter, we deduce that 
mv{X U {x,y}) = 0. From ID„(Ar U {x}) ^ !„, we deduce (UteI(7 vj Pi (A" U {x}) ^ 
0. The latter expression and the facts that y $ X U {x} and y G Ujei„ Vl imply t h a t 
| ( ^ U { i , y } ) n U l € l , « , | > 1 . IDl,(A'U{x,y}) = 0and \{X U {x,y}) n LU„ v,| > l imply 
that A" U {x, y} does not satisfy (4.13) (Lemma 4.5.5), which contradicts the hypothesis 
that Xu {x,y} satisfies (4.13). 
Proof ofTCS: Consider y G (Elig(*) n Elig(x)) \ [{J
 veYm[1].. n,eiD„(.*u{*» "«]• 
ID„(*U{x})#I<, 
Hence, since y G Elig(A'), we have y G Xm \ X and A" U {y} satisfies (4.13). And since 
y G Elig(x), we have y € Xm \ {x} and {x, y} satisfies (4.13). From y G Xm\X and 
y G X m \{x}, we deduce y e Xm\(XU {x}). 
In the following we will show that A'UJx, y} satisfies (4.13). For that, Vv G Vm[l], we have 
to show that : if IDV(X U {x, y}) = 0 then \(X U {x, y}) fl Utei„ ^1 = *• Two c a s e s c a n be 
considered : 
IDV(X U {x}) = 0 : this implies that IDV(X U {x, y}) = 0. x G Elig(A') implies X U {x} 
satisfies (4.13). The latter and IDV(X U {x}) = 0 implies \(X U {x}) n (lj l€l„ u»)l = 1 
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(Lemma 4.5.5). This means that either a unique z G X is contained in all v, or x is 
contained in all vt. This equivalent to consider the two following : 
IDV(^) = 0 and IDt,(x) = Ia : since IDV(X) = 0, we have IDV(X U {y}) = 0. 
And since y G Elig(-Y), \(X U {y}) n (\Jl£la Ml = 1- Thus, since, Vi G ICT, z G u„ 




ID„(x) = 0 and \DV{X) = I , : since IDt,(x) = 0, we have lDv{{x,y}) = 0. And 
since x G Elig(x), \({x,y}) D (U,eii„ vi)\ — *• Thus, since. V? € !<,, x G vt. it follows 
that y g LUiu^- Since IDV(X) = la (i.e., X n Uienff u« = 0)> w e conclude that | (^U{x,y})nU, e I l F v, | = l. 
IDV(X U {x}) 7^  0 : two cases can be considered : 
IDV(X U {x}) = ! , : « £ !„, u, fl (X U {x}) = 0. If IDV(X U {x,y}) = 0, we have 
Vi G lr, y G v,. It follows that |(<V U {x,y}) n ( J , ^ t/,| = |{y}| = 1. 
ID„(;t U {x}) =£ la : since y £ U veYm[i]. P U I D (*U{X}) V " t h e n t h e r e e x i s t s i G ^ 
s.t. y £ ^ and v, D ( # U {x}) = 0, thus, vt n (A' U {x,y}) = 0. Therefore, IDV{X U 
{x,y}) ^ 0, and thus from Lemma 4.5.5, we deduce X U {x,y} satisfies (4.13) w.r.t. 
v. 
From y G (Elig(#) i~l Elig(x)) \ [(J „6ym[ij. n,6iD„(*u{*}) v*l' we h a v e d e d u c e d ^ G 
ID„(A ,u{r})/l„ 
Xm \ (A* U {x, y}) and A U {x, y} satisfies (4.13), which means y G Elig(<;f U {x}). 
B.1.12 Proof of Lemme 4.5.6 
Given v G Ym[l] and x G Xm, the most costly operation for computing lDv(x) is checking 
whether vtD {x} = 0, Vi G ICT. Checking whether uan{x} = 0 is in 0( |X|) because vz C X. 
The complexity of checking for all vx of u is obtained by multiplying the above complexity 
by na, that is, 0(na • \X\). 
B.1.13 Proof of Lemme 4.5.7 
Given x G Xm and v G Ym\\\, the complexity for computing v, U vl+\ and vt n fj+i is in 
0(\X\2), and the complexity of computing U^ym[i] U t 6 i , u« a n d U «eym[i] P U I D ^ X ) ^ i s 
ID„(x)=0 ID„(x)#I„ 
obtained by multiplying the above complexity by na, that is, 0(nCT • |A'|2). 
If we consider all v G ym[l], the complexity of computing (J veym[i) Uiei, vi a n d 
IDv(x)=0 
U v6Vm[i] f\eiD„(x) v* 1S obtained by multiplying the above complexity by |Vm[l]| that is, 
I D J x ) ^ 
0(na • |Vm[l]| • \X\2). The union with {x} is in 0( |X| ) . The subtraction Xm \ • • • is in 
C(|A| • |Xm|) < 0( |A| 2) . Therefore the complexity of computing Elig(x) is in 
0{na-\Ym[l}\-\X\2). 
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B.1.14 Proof of Lemma 4.5.8 
We have seen in the proof of Lemma 4.5.7 that the complexity for computing 
U term[i] n,eiDv(i) v' 1S °(n° " \Yrn[l}\ • \X\2). The complexity of the intersection Elig(X) D 
IDt.(i)#I,, 
Elig(x) is in 0(\Xm\2) < 0(\X\2). The complexity of the subtraction [Elig(X) DEhg(x)] \ 
••• is in 0(\Xm\ • \X\) < 0{\X\2). Therefore, the total complexity is 0{na • \Ym[l]\ • \X\2). 
B.1.15 Proof of Proposition 4.5.6 
Let us consider the 2 steps of the procedure. 
1. Initializations : Zm*—Xm is in 0( |Xm | ) , X^<— 0 is in 0(1). Therefore Step 1 is in 
o(\xm\), 
2. Compute Elig(X^) knowing Elig(x) and Elig(X^ \ {x}) : 
Compute Elig(x) is in 0(na • |"Km[l]| • |^ | 2 ) (Lemma 4.5.7). 
Compute Elig(X^) from Elig(x) and E l i g ( ^ \ {x}) is in 0(na • \Ym[l}\ • \X\2). 
Then from Elig(X^) and Zm : computing Elig(X^) n Zm is in 0{\Xm\2) < 0{\X\2)\ 
checking if Elig(X^) D Zm is empty is in 0( |Xm |2) < 0 ( |X | 2 ) ; selecting randomly x in 
Elig(X^) n Zm is in 0(1); and moving the selected x from Zm to X^ is in 0(1). To 
construct the whole partition, the while-loop is repeated at most \Xm\ times. Therefore, 
the total complexity is in 0{na • \Ym[l)\ • \X\2 • \Xm\) < 0{n„ • \Ym[l]\ • |X|3). 
B.2 Proofs of Section 4.6 
B.2.1 Proof of Theorem 4.6.1 
The algorithm computes As„, Av„, •^•sa[\] and Ava[i\ as indicated in Subsection 4.5.1. If 
Ym[l] = 0 or Xm[l] = 0 (thus, £„[\] = 0 or Va[l) = 0), then from Def. 4.4.2, {£a,Va) is 
7n/0-CooDS. This the only situation where the algorithm generates the output "(£„.!)„) 
is Inf0-COOBS". Therefore, the latter output is generated if and only if it is true. 
The algorithm computes every IDv(x), using its definition given by (4.14), and Elig(x), 
using (4.16) of Proposition 4.5.4. Then the algorithm constructs iteratively sets X^, • • • , X£, 
tV i» t f r t p c t i f T i t A Q r \o r t i t i r» r t ryf V cii^V> t-V»ot c»or»Vi \^J ooficfioc? ^4.1*^V ^ h * 3 ^r»Jic'^T"11'^*"'r iJi ^ 
each X3m is based on : \Dv{X3m), which is computed using Lemma 4.5.4; and Elig(X^), 
which is computed using 4.17 of Proposition 4.5.5. 
Then, the algorithm searches the smallest Ni,- • • ,NP < N such that Ym[Nj + l]\xJ = 0 
or Xm[N3 + l]\xin = 0, (thus, £^[Nj + 1] = 0 or V>a[Nj +1] = 0), for every j = 1, • • • ,p. For 
that purpose, the algorithm computes Aea{k\ and Ava\k] for A; = 1, • • • , max(Ar1, • • • , Np) 
as indicated in Subsection 4.5.1. 
If such (Aj)j=i,-,P exists (and thus, is found by the algorithm), then from Def. 4.4.2, 
every {£3a,T>a) is InfNj-CoOBS. And from Def. 4.4.3, (£a,T>a) is V-(InfNj,--- ,InfNp)-
COOBS. This the only situation where the algorithm generates the output "(£<,,Va) is 
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V-(InfNl, •• • , InfN )-COOBS". Therefore, the latter output is generated if and only if it 
is true. 
If such (Nj)j=lr..tP does not exist (and thus, is not found by the algorithm), then from 
Theorem 4.5.1. (£a,V!T) is not V-Zn/I^-COODS. This is the only situation where the 
algorithm generates the output "{£a,Va) is not V-Zn/I^-COOBS". Therefore, the latter 
output is generated if and only if it is true. 
A N N E X E C 
Preuves du chapitre 5 
C.l Proofs of Section 5.4 
C . l . l Proof of Proposition 5.4.1 
"Only I f : Consider p D-'-diagnosers (DiagJ)jej, whose global diagnoses are fused conjunc-
tively. Assume that the A-(D\ . . . , Dp)-diagnoser Diag — ((DiagJ)j€j, A) satisfies Conds. 
(5.1)-(5.3) w.r.t. {Ti'H). Let us consider a set {Hl,... ,HP} of subsets of H defined as 
follows : 
Vj G J,W = H n {s\ DiagJ (s) ± 1}. (C.l) 
Eq (C.l) implies that s 0 W if s G- H or Diag3(s) — 1, Vj G J. Let us now show that 
{Ti1,... ,7ip} is a decomposition of H, i.e., [JJ^JW = H. Eq. (C.l) implies that W C 7i, 
Vj G J. Therefore, {j^jW C H. It remains to show that H C (J J 6 J 7YJ, as follows : 
s EH =$• Diag(s) ^ 1 (from £>zag satisfies Cond. (5.3) w.r.t. H) 
=> 3j € J s.t. Diag3{s) ^ 1 (from Eq. (5.7)) 
=> 3j € J s.t. s e H J (from Eq. (C.l) and seH) 
&SE(JW, 
which means that H C (J)gl/^"'-
Cond. (5.3) : Let us show that, Vj 6 J, Dzag-7 satisfies Cond. (5.3) w.r.t. W. By the 
construction of the decomposition {H1,..., Hp} of "H defined by Eq. (C.l), we have, Vj G 
J, Dia^J satisfies Cond. (5.3) w.r.t. W. 
Cond. (5.2) : Assume that Diag satisfies Cond. (5.2) w.r.t T, thus we have, 
Vs G T : Diag{s) ± 0 =• Vj G J, Vs G .F : Dza5J(s) ^ 0, (from Eq. (5.7)) 
•*=> Vj G J, Diag1 satisfies Cond. (5.2) w.r.t. T. 
Cond. (5.1) : Assume that Diag satisfies Cond. (5.1) w.r.t J7, thus we have, 
3/GZ+,VsGJ^/ : Diag{s) = l =• 3 J G Z + , VSG TU Vj G J : £>m^(s) = l, (from Eq. (5.7)) 
«=> Vj G J, 3 / G Z+ , Vs G Ti : Diag^s) = 1, 
<=> Vj G J, £>2a<?J satisfies Cond. (5.1) w.r.t. .T7. 
177 
178 ANNEXE C. PREUVES DU CHAPITRE 5 
"If" : Consider languages F and H, and DJ-diagnosers (Diag3)J(zj. Assume that there 
exists a decomposition {Hl,... ,HP} of H such that, Vj £ J, the DJ-diagnoser Diag3 
satisfies Conds. (5.1)-(5.3) w.r.t. (F.W). 
Cond. (5.1) : Since Diag3 satisfies Cond. (5.1) w.r.t. T, we have, 
Vj e J, 3/, € Z + . Vs £ Fl} : Diag3(s) = 1. (C.2) 
Consider l\,..., lp corresponding to Eq. C.2, and let / = max j ej /_,. Then, Vj £ J, if s £ Ti 
then s £ T\} (because l3 < I, and thus. T\ C JT(J). Hence, from Eq. (C.2), Vs £ Ti, Vj € J, 
Diag3{s) = 1. It follows from Eq. (5.7) that Diag(s) = 1. Therefore, Diag satisfies Cond. 
(5.1) w.r.t. 5". 
Cond. (5.2) : Since, Vj £ J, the D-'-diagnoser £>ia<?J satisfies Cond. (5.2) w.r.t. J7, we 
have, 
Vj € J, Vs £ T : Diag3 (s) ^ 0. (C.3) 
Consider s £ T, and thus, Vj € j , Dmg3(s) ^ 0 (from Eq. C.3). Hence, from Eq. (5.7), 
Diag{s) ^ 0. Therefore, Diag satisfies Cond. (5.2) w.r.t. T. 
Cond. (5.3) : Since, Vj £ J, the DJ-diagnoser Diag3 satisfies Cond. (5.3) w.r.t. W, we 
have, 
Vj £jyS£H3 : Dwg3(s)^l. (C.4) 
Consider s £ H, and thus, there exists j £ J s.t. s £ W (because "H = [J^jW), ar>d 
then from Eq. (C.4), Diag3(s) ^ 1. Hence, from Eq. (5.7), Diag(s) =£ 1. Therefore, £>ia# 
satisfies Cond. (5.3) w.r.t. K. 
C.1.2 Proof of Proposition 5.4.2 
"Only If" : Consider p D-'-diagnosers (Diag3)3€j, whose global diagnoses are fused disjunc-
tively. Assume that the V-(D : , . . . , Dp)-diagnoser Diag = ((Diag3)jej, V) satisfies Conds. 
(5.1)-(5.3) w.r.t. (TjH). We consider an integer I such that Diag(s) = 1 for every s £ T\. 
Such I exists from the satisfaction of Cond. (5.1). Let us consider a set {.F1,... ,.7rp} of 
subsets of T defined as follows : 
Vj £J,T3 = {S£ Ti\ Diag3(s) = 1} U {s £ F\jT(| Diag3{s) ? 0}. (C.5) 
Let us now show that {F"1,...,^ rp} is a decomposition of T, i.e., \}^jT3 — T. Eq. 
(C.5) implies that T3 C T, Vj € J. Therefore, \JjeJ^3 C T. It remains to show that 
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f C [ j j € j F , as follows : 
s € T => Diag(s) =f 0, (Diag satisfies Cond. (5.2) w.r.t. T) 
^\s ETiA Diag{s) ^ 0] V [s G ^ ^ A £>za#(s) ^ 0], 
« [ s € FtADiagis) = l]V[s G T^ADwgis) ^ 0], 
(Diag satisfies Cond. (5.1) w.r.t. ./•") 
=» [3j 6 J : s G J:lADiag3{s) = 1] V [3j € J : s 6 F\FiADiagJ(s) ^ 0], 
(from Eq. (5.8)) 
=^3je J: seJ^, (from Eq. (C.5)) 
o s e (J.F, 
which means that T C U,e,/-7rj-
Cond. (5.3) : Since Diag satisfies Cond. (5.3) w.r.t. H. Thus we have, 
Vs G H : Diag(s) ^ 1 => Vj G J, Vs € H : Diag3(s) ^ 1, (from Eq. (5.8)) 
o Vj G J, Dzag-7 satisfies Cond. (5.3) w.r.t. W. 
Cond. (5.2) : Let us show that, Vj G J, J%a<?J satisfies Cond. (5.2) w.r.t. J73. By the 
construction of the decomposition [Tl,.... J79} of J" defined by Eq. (C.5), we have, Vj G J, 
Diag3 satisfies Cond. (5.2) w.r.t. T3. 
Cond. (5.1) : Consider the I from which the decomposition (Jr3)J&j has been constructed 
using Eq. (C.5). Consider s G f / for some j G J. 
=• Diag3(s) = 1 (from Eq. (C.5)). 
"IF' : Consider languages T and H, and DJ-diagnosers (Diag3)jeJ. Assume that there 
LAiom u. u^^uiiijjuoitiuii -jy , . . . , . / 1 ui j suu i inau, vj t J, m e JL'"-uiagnobei UMg~ 
satisfies Conds. (5.1)-(5.3) w.r.t. (T3,H). 
Cond. (5.1) : Since, Vj € J, the DJ-diagnoser Diag3 satisfies Cond. (5.1) w.r.t. T3, we 
have, 
Vj G J. 3/J G Z + , VS G J=\} : Diag3(s) = 1. (C.6) 
Consider li,...,lp corresponding to Eq. C.6, and let / = maxjejlj. Consider s G Ti, and 
thus, 3j G J such that s € T\ (because T\ = \Jj€j^ri)- Then, since T{ C J^J (because 
/, < Z), A G ^ . It follows from Eq. (C.6) that Dmg3{s) = 1. Hence, from Eq. (5.8), 
Diag(s) = 1. Therefore, £ha<? satisfies Cond. (5.1) w.r.t. .F. 
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Cond. (5.2) : Since, Vj G J, the DJ-diagnoser Diag3 satisfies Cond. (5.2) w.r.t. TK we 
have, 
Vj ejyseF: Diag3(s) ± 0. (C.7) 
Consider s £ f , and thus, 3 j 6 J s.t. s G T3 (because T = UjeJ-^"7)' Hence, from Eq. 
(C.7), Diag3(s) =fc 0. it follows from Eq. (5.8) that Diag(s) ^ 0. Therefore. Diag satisfies 
Cond. (5.2) w.r.t. T. 
Cond. (5.3) : Since, Vj G J, the DJ-diagnoser Diag3 satisfies Cond. (5.3) w.r.t. T3', we 
have, 
Vj £j,Vs€H: Diag3(s)^l. (C.8) 
Consider s E H, and thus, Vj € «/, Diag3(s) ^ 1 (from Eq. (C.8)). It follows from Eq. 
(5.8) that Diag(s) ^ 1. Therefore, Diag satisfies Cond. (5.3) w.r.t. H. 
C.2 Proofs of Section 5.6 
C.2.1 Proof of Proposition 5.6.1 
Consider a decomposition {H1,...,HP} of H, and the A-(InfNl,..., InfN )-diagnoser 
Diag = ({Diag3)]€J, A) defined by Eqs. (5.9)-(5.15) and (5.7) w.r.t. {H\ ... ,HP}. I.e.. 
every Diag3 is an /n/^-diagnoser given by Eqs. (5.9)-(5.15) w.r.t. (FjH3). Hence, from 
Lemma 5.6.1, Vj G J, Dia<7J satisfies Conds. (5.2) and (5.3) w.r.t. (f,H3). It follows, from 
Proposition 5.4.1, that Diag satisfies Conds. (5.2) and (5.3) w.r.t. (!F,H). 
C.2.2 Proof of Proposition 5.6.2 
Consider a decomposition {H1,...,W} of H, and the A-(InfNi,..., InfN )-diagnoser 
Diag = ((Diag3)]€j, A) defined by Eqs. (5.9)-(5.15) and (5.7) w.r.t. {H\ .. .,HP}. Hence, 
every Diag3 is an InfN -diagnoser given by Eqs. (5.9)-(5.15) w.r.t. (T^W). It follows, from 
Lemma 5.6.2, Vj € J, Diag3 satisfies Cond. (5.1) w.r.t. T. Therefore, from Proposition 
5.4.1, Diag satisfies Cond. (5.1) w.r.t. F. 
C.2.3 Proof of Theorem 5.6.2 
"Only If :" Assume that (J7, H) is A-(InfNl,..., InfN ) -F-CODIAG. Hence, from Definition 
5.6.2, there exists a decomposition {H1,..., W) of H such that, Vj G J, {F, W) is InfN -
F-CODIAG. Consider the multi-decision decentralized diagnoser Diag = ((Diag3)jej, 
A) defined by Eqs. (5.9)-(5.15) w.r.t. {H\ .. .,HP}. By Propositions 5.5.1, 5.6.1 and 5.6.2, 
Diag is a A-(InfNl,..., InfN )-diagnoser satisfying Conds. (5.1)-(5.3) w.r.t. (F,H). 
"If" : We consider a A-(InfNi,..., InfN )-diagnoser Diag = ((Diag3)jej, A), thus, Vj G J, 
Z?ia<7J is a /n/yy -diagnoser. We assume that Diag satisfies Conds. (5.1)-(5.3) w.r.t. (F, H). 
We consider the decomposition {H1,... ,W) of H defined by Eq. (CI) . W7e have shown in 
the proof of Proposition 5.4.1 that, Vj G J, Diag3 satisfies Cond. (5.1)-(5.3) w.r.t. (Jr,W). 
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Hence, from Theorem 5.6.1, {T.W) is Inf
 N -F-CODIAG for every j € J. From Definition 
5.6.2. we deduce that {T,H) is A-(/n/jV] , 7n/N )-F-CODIAG. 
C.3 Proofs of Section 5.7 
C.3.1 Proof of Lemma 5.7.1 
Let us first show by induction on jfe that, V/e > 0, W f^jfc] C W*[jfc] and F*[k] C TV2\k\. In 
the basis case k = 0, we have W"> [0] = W 1 C ^ = H«*[0] and P " [0] = ^ C J" = JF^[0]. 
Assume that for a given integer k > 0, J7"1 [A;] C ^"^[fc] and ft"1 [A:] C ft"2 [A;] and let us 
show that ft"1 [A + 1] C ft"2 [A; + 1] and F*[k + 1] C JF"2[A; + 1]. Since Ps and P" 1 are 
maps and ft"1 [A] C ft"2[A:], we have, Vi € / , P- 'P^ft" 1^]) C p - ^ f t " 2 ^ ] ) and then 
C\i&i KlPiCH^ik)) C Dte/^^tCW^tAi) . From the latter inclusion and the fact that 
TVl[k] C ^ [ f c ] , we deduce 
F1' [k + l] - Jf"1 [*J n p) p - ^ f t " 1 [k]) c jr^[fc] n p p - i / , ^ ^ = <pa[ f c + ! ] . 
By the same approach, we can show that ft"1[k + 1] C ft"2 [A; + 1]. 
Now we assume that (.T7, ft"2) is Inf
 N-F-CODl AG, i.e., there exists I e Z + such that 
TV2 [N +1] njf, = 0. From the latter and the fact that JF"1 [N + 1] C JF"2 [TV + 1], we deduce 
that F*[N + 1] n ^ l = 0, i.e., (.F, ft"1) is /n/^-F-CODlAG. 
C.3.2 Proof of Proposition 5.7.1 
"Only If" : Assume that there exists a state x of An such that (.F, £(«4ft,a;)) is not 
InfNx-F-CODlAG for any yVx < N. For any decomposition {ft1 , . . . , ftp} of ft satisfying 
Assumption A3 (w.r.t. An), 3j e J, such that £(.4?t,x) C ftJ. Since (.F, C(An,x)) is 
not /n/Wi-F-CODlAG for any Nx < N, then from Lemma 5.7.1 we have that (T,W) 
is not Inf
 Ni-F-CODlAG for any Nx < N. We have shown that for any decomposition 
{ft1 , . . . ,HP} of ft satisfying Assumption A3 (w.r.t. An), we can find a W such that 
{T,W) is not Inf
 Nz-F'-CODIAG for any A^ < N. Hence, from Definition 5.6.5, (.F, ft) is 
not A-/n/|^-F-CODIAG w.r.t. An-
"If" : Assume that for every marked state Xj of An, (.F, £(.Art,Xj)) is Inf
 N -F-CODIAG 
for some N3 < N. This means that every {T, W) is Inf N -F-CODIAG for some N3 < N, for 
the special partition {W)3&j defined as follows. Every W = £(An,x3) for some marked 
state Xj of An, and conversely, for every marked state x3 of An there exists a unique 
W such that W — C(An,x3). Note that his special partition satisfies Assumption A3, 
and its corresponding p is the number of states of An- Therefore, from Definition 5.6.4, 
(JF, ft) is A-(InfNi,..., Inf Np)-F-CoDi AG w.r.t. An for some Nu ..., Np < N. And from 
Definition 5.6.5, (T, ft) is A-Zn/l^-F-CoDlAG w.r.t. An-
The same kind of proof can be made for A-Zn/I^-F-CODIAG. 
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C.3.3 Proof of Proposition 5.7.2 
Consider FSAs An,i and An,2 accepting 7i such that, for every marked state x of -4K,I, 
there exists a state y of An.2 such that C(An,i,x) C C(An,2,y)- Assume that (J7, H) is 
A-Zn/^-F-CODlAG w.r.t. An,2- Hence, from Proposition 5.7.1, for every marked state y of 
An,2, IF, £{An,2,y)) is /n/A,v-F-CoDlAG for some Ny < N. From C{An,i,x) Q £(An,2.y) 
and (J7, £(>tHi2-J/)) IS InfN -F-CODIAG, we deduce from Lemma 5.7.1 that {T,C(AH,\,X)) 
is Inf
 N -F-CODIAG. TO recapitulate, for every marked state x of An,i, (J7, £{An,i, x)) is 
Inf^-F-CODIAG for some Nx < N. It follows, from Proposition 5.7.1, that (J7, H) is 
A-Jn/I^-F-CODIAG w.r.t. An,i-
C.3.4 Proof of Proposition 5.7.5 
Assume that {T.H) is not diagnosable. Hence, \/l G Z+ , there exist s G Ti and u G H 
such that P(s) — P(u). For any decomposition {Hl,... ,W} of H, there exists j € J such 
that u G W. Since P(s) = P(u) we have Pz(s) = Pl{u) for any i € / . L e t us prove by 
induction that, Vfc > 0, s G .F[A:] ^ 0 and u G HJ[A;] ^ 0. 
Basis : We have s e J7 = F>[0] and ueW = W{Q\. 
Induction step : Assume that s G ^[k] and w G HJ[/;] for some fc > 0. Let us prove 
that s G ^[k + 1] and u G 7#[A; + 1]. Since /-^(s) = Pt(u) for any i G / , we have 
s G n !S/ PrlfUW[&]) a n d u e n,6/ ^T^-^M)- A n d s ince s G .F»[*] and u G W[k), we 
obtain s G F'\k} n f%/ P,_1 W W ) = ^J[ft + 1] and u G HJ[Ar] n n , e / Pl'1P(J73[k}) = 
W{k + l). 
We have proved by induction that 5 G ^[k] and u G W[k], V/c > 0. Since s G ^7, it 
follows that, \/Nj > 0, s G ^  n ^ f A ^ + 1] ^ 0, i.e., (^,WJ) is not Inf
 NJ-F-CODIAG, and 
then (J7, H) is not A-Jn/I^-F-CODIAG. 
C.4 Proofs of Section 5.8 
C.4.1 Proof of Lemma 5.8.1 
T p m m a Ft 9, 1 r a n hp H P H I I P P H f r o m f l i p fn l lnwinr r VnAivn rp*snlt 
Result 1 : Consider n nondeterministic FSA Ai,..., An over an alphabet of cardinality e. 
Let qt be the number of states of At, for i — 1 . . . n, and q = qt x ... x qn. Let -4 be the 
synchronized product of all the At,i — 1 . . . n. The number of states of A is in 0(q) and 
its number of transitions is in 0{q.{q.e)) = 0{q2.e). 
Let us apply Result 1 to An\k+\\ which is the synchronized product of P~1Pt(A^k]), 
i = 1 . . . n, with A-n\k}- Each P~lPt{Aj:\k)) is computed by a projection Pt of -4^} without 
determinization and then by adding self-loops. Therefore the number of states of each 
P~xPt(Ajr[k]) is in 0(|y[A;]|). Using Result 1, we obtain : 
the number of states \X[k + 1]| of >4.W[A+I] is in 0(|X[fc]| • |F[A;]|"), 
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the number of transitions \a[k + 1]| of An[k+i] is in 
0{\X[k + 1]2| • |E|) = 0{\X[k)\2 • \Y[k]\2n • |E|). 
With the same approach, if we apply Result 1 to A^[k+\\ which is the synchronized product 
of Arm with P~1P,(An[k])^ i = 1 • • • n, we obtain : 
the number of states \Y[k + 1]| of A?[k+ij is in 0(|V[fe]| • |X[/c]|"), 
the number of transitions \(3[k + 1]| of .4y[fc+i] is in 
0(\Y{k + l}\2.\Z\)=0(\Y[k}\2-\X[k}\2"-\Z\). 
C.4.2 Proof of Lemma 5.8.2 
Lemma 5.8.2 can be deduced from the following known result. 
Result 2 : The computational complexity for constructing an automaton is in the order of 
its number of transitions. 
By applying Result 2 to An{k+\\, we obtain that the computational complexity for construc-
ting Anik+i] is in 0{\a[k + l}\) = 0{\X{k]\2-\Y[k]\2n-\J:\) (from Lemma 5.8.1). Let us apply 
Result 2 to Ajr{k+\] whose number of transitions is |/?[A;+1]| = 0(|y[A:]|2-|X[A;]|2n-|E|) (from 
Lemma 5.8.1). We obtain that the computational complexity for constructing A^[k+\\ is 
in O{\0[k + 1]|) = 0(|y[A:]|2 • \X[k]\2n • |E|). 
C.4.3 Proof of Proposition 5.8.1 
From Lemma 5.8.2, the complexity for computing Ar[\\ from An and Ajr is in 
<9(|y|2 • \X\2n • |E|). And detecting cycles of faulty states in A^q is linear in the size of 
Ayr^i], i.e., 0(|/3[1]|). Therefore, the complexity of computing -4F[I] a n d detecting cycles of 
faulty states in Am is in 0(|/J[1]|) = 0(\Y\2 • \X\2n • |E|). 
C.4.4 Proof of Proposition 5.8.2 
Consider FSAs A? and An, and a decomposition {X^,... ,X^} of Xm. By considering 
the decomposition {H1,... ,'HP} of H such that each W is given by Eq. (5.16), we show-
by induction on the inference steps k, that : W[k] = {s G £*|a[/i](:ro [&],«) £ X m ^ ] ^ , } 
and F[k\ = {«£ Z*\P[k](y0{k},s) G Ym[k]\xL}. 
Basis : Let us show that W{\] = {s G E*|a[l](x0[l],s) G A"m[l]|x^}, 
s G W\l] <* [s G W] A [Vi G / , s G P^1 Pt{T)} 
^ [ s G W) A [Vi G /, 3tt £ T s.t. Pl{s) = />(*,)] 
From Eq. (5.16), s G WJ is equivalent to a(xo, s) G X^, and hence, 
s G HJ[1] *> [a(x0,s) = x € X£J A [Vi G /, 3t, G .F s.t. P,(s) = />(*,)]. 
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Since A? is an acceptor of J7, we have, V/ G /, 3{yo, t,) = vx for some vt G Ym. Thus, from 
the synchronous composition of the FSAs An and (P~xP%{A?))t£i [Hopcroft et Ullman, 
1979], we have, 
s G W[l] <=>Q[1](X0[1],S) = U = (ui,...,un,x) G Xm[l] s.t., Vi G I,v, G u„ 
Since x is A^-marked, we have u is A^-marked, and hence, 
s e W[l] ^ a[l}(x0[l},s) € Xm[l}\xL. 
Let us show that JH[1] = {s e E*|/?[l](y0[l],s) G Km[l]|xjli}, 
s G ,F[1] <=> [s G F\ A [Vi G / ,5 G P;XPX{W)\ 
*> [s G Jf] A [Vi G /, 3£, G WJ s.t. J> (s) = P,(i,)], 
From the latter equivalence and the fact that Ayr is an acceptor of T, we deduce, 
s G F\\\ o [By G ym s.t. /3(y0,s) = y] A [Vi G / , 3 * . G WJ s.t. Pt(s) = P,(*,)]. 
From Eq. (5.16), we have, Vi G /, a(xo,tt) = ut for some uz G AT .^ Thus, from the 
synchronous composition of the FSAs A? and (P^1 Pt{An))i€i [Hopcroft et Ullman, 1979], 
we have, 
sG F[l} & 0{l](yo{l},s) = v = (vu ... ,vn,y) G Ym[l] s.t., Vi G / ,u , 6 » „ 
Since, Vi G /, uz is AT^-marked, we have v is A^-marked, and hence, 
s G ^ [ l ] ^ / 3 [ l ] ( y 0 [ l ] , s ) € r m [ l ] | X ; , . 
Induction step : Assume that W[k] = {s G E*| a[&](xo[fc],s) G A"m[/r]|xJ } and ^[k] = 
{s G E*|/?[fc](jfe[A;],5) G Ym[k}\xL}. And let us show that W[k + 1] = "{s G £*|a[fc + 
l](x0[A:+l],s) £ 4 ^ + % , } and^[fc + l] = {s G E*|0[* + l](y0[* + 1], s) e Ym[k + 
s G W{k + 1] ^ [s G WJ[A;]] A [Vi G /, s G P;lP%(F[k])] 
**• \s a 'him-]] A rw? f= f 3/ c TJfM = t PC<A - Pit M 
From the induction hypothesis, we have : 
s G H3[k) <=*> Q[A;](XO[A;], 5) = 1 6 Xm[fc] for some A^-marked state x in An\k\, 
tt G F3[k] <& p[k}(y0{k], t,) = vt G Vm[A;] for some X^-marked state vt in A^[k\, 
Thus, from the synchronous composition of the FSAs An\k] and (P"1'Pz(.4F[fe]))ie/ [Hop-
croft et Ullman, 1979], s reaches a state (ui,... ,un,x) in An{k+\] s.t. Vi G /, f, G u,, 
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hence, 
.sG W[k+ 1] <&a[k + l](.r0[A"4- l]..s) = (uu...,un,x) G Xm[k + 1] s.t., V; G I,vt G u„ 
Therefore, from the definition of the multi-marking, we have, 
5 eHJ[k + l] **a[k + l](xQ[k + i\,s) G Xm[k + l}\xL. 
Therefore, W{k + l\ = {s G E*\a[k + l}(x0[k + l\,s) € Xm[k + l}\xL}. The same procedure 
can be followed to show that T3\k + 1] = {s G E*| (3[k + l}(y0{k + l],s) G Ym[k + l ] ! ^ } -
C.4.5 Proof of Theorem 5.8.2 
Consider the set of marked states Xm = {x1,... ,x^Xm^}, and consider the trivial partition 
T = {H\ ..., H^Xml} of_W such that, Vj G { 1 , . . . , |Xm |} , W is given by Eq. (5.16), i.e., 
W = C(A-n,x}) = {s G K\ a(x0, s) = x3}. From Proposition 5.7.1, the following assertions 
are equivalent : 
(a) (T, H) is not A-Jn/I^-F-CODIAG w.r.t. An, 
(b) 3x3
 €
 xm s.t. {T,£{An,x])) = {T,W) is not 7n/w-F-CoDiAG. 
From Theorem 5.8.1, we have, 
(6) <* 3W G T, 
there exists a cycle of faulty states in the acceptor *4JFJ[/V+I] of T3 [N + 1]. 
From Proposition 5.8.2, 
F[N + 1] = {s G E*| 0[N + l}(y0[N + 1], s) G Ym[N + l ] | { l J } } , 
thus, 
(b)&3x>eXm,3v€Ym[N + l)\{x,} 
s.t. v is reached in AJ^N+I] through a cycle of faulty states. 
For every decomposition D = {X^,... ,X^} of Xm, 3Xlm G D such that x3 G Xlm. 
Therefore, since v is {x3}-m&rked, v is X^-marked. And then, 
(a) ^ (b) <*3x3 G Xm, 3v G Ym[N + l}\xL 
s.t. v is reached in A^[N+\) through a cycle of faulty states. 
C.4.6 Proof of Lemma 5.8.3 
Consider a decomposition D = {X^,..., X^} of Xm s.t. D satisfies Cond. (5.18). Let us 
prove Lemma 5.8.3 by induction on the inference steps k > 1. 
Basis : Let v = (v\,..., vn,vn+i) G Ym[k] be a X^-marked state such that Cj(v) ^ 0, 
for some X3m G D. Then, since X^ satisfies Cond. (5.18), we have, V(ai, . . . ,a„) € (vt D 
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Xim) x . . . x (vn n X>m), | \Jl&a {a,}| = 1, i.e., Vi G /, v, n X^ = {x}, for some x G X^. 
This means that t> is {x}-marked and not A'-marked, ~iX C X3m s.t. A" ^  {x}. 
Induction Step : For some k > 1, assume that for every marked state u G ^m[^]|,v4-
for which Cf{u) ^ 0, there exists x G Xj^ such that u is {x}-marked and not A'-marked, 
VX C X/„ s.t. A" 7^  {x}. Let us show that for every marked state v G ym[fc+l]|xj , for which 
C/(v) ^ 0, there exists z G X^ such that v is {2}-marked and not A"-marked, VX C X^ s.t. 
* ^ {2}. For that, let vk+1 = {vk+\... ,u*+1, "*+}) be a X^-marked state in Xm[k+1] (the 
superscript "k+l" stands for the inference step), such that Cf(vk+1) ^ 0, which implies 
that vk = v^Xi € Ym[k] is X^-marked (i.e., vk = vkX\ G Vm[fc]|xJ ). Let us show that 
C}{yk) ^ 0. Since C/(vk+1) ^ 0, there exists traces X,fi, v G £*, such that // is faulty 
and \[i*v C £(^ljr(fc+1], f*"*"1), where £(^4jr[fc+i],ufc+1) is the set of traces reaching vh+1 in 
»4JF[A:+I]- Since for every trace s reaching vk+1 in A?\k+i), i.e., 5 G C(A^k+1^, vk+1), we have 
5 reaches vknX\ = vk in A?[k], i.e. 5 G £(^ [ f c],u f c). Hence, C(A?-(k+1},vk+1) C ^ ^ ^ v * ) . 
Thus, A//V C £(^4^[fcj, vfc), i.e., Cf(vk) ^ 0. Hence, from the induction hypothesis, there 
exists y G X2m such that vk = (vk,... ,vk,vk+1) G ^nM is {y}-marked and not A'-marked 
in Ym[k}^X CX^ s.t. X^{y}. 
Assume for contradiction that vk+l is ^-marked for some subset 3^  C X^ such that y G ^ 
(otherwise, i.e., y &y, vk+l is not ^-marked). Hence, 3/ G / such that uf+1 contains a state 
wk = (wk,.. . ,wk, wk+1) G Xm[k] which is ^ -marked, hence w^1 - wk+1 is 3^-marked in 
Xm[k — 1] (see the definition of multi-marking in Subsection 5.8.3). 
Since wk G vk+i, and from the definition of the natural projection of FSA [Hopcroft et 
Ullman, 1979], there exits s G T[k] reaching the state vk — vkX\ G Ym[k] and t G H[k] rea-
ching the state wk G Xm[fc] such that Pi(s) = Pi(t). Since s reaches vk = (vk,..., vk, vk+1) 
in Ar\k), then s reaches vk~l = vk+1 G Ym[k - 1] in Ar\k-i]- And since t reaches wk = 
(wk, ...,wk. wk+1) G Xm[k] in Ar\k], then t reaches wk~x = wk+l G Xm{k - 1] in AH[k-\}-
Since P/(s) = P,(t) and from "^[jfc] = T[k - 1] D f|i€/ P^Pii+Ak - 1]), we have w*"1 G vk 
(recall that vk = (vk,.. -,vk,vk+1)). And since wk~1 is ^-marked and vk is {y}-marked, 
we have vk is (y U {y})-marked. This contradicts the fact that vk is {y}-marked and not 
A'-marked in Ym[k], VX C A 4^ s.t. X =£ {y}. Thus, y = {?/}, and then wfc is {y}-marked. 
Therefore, ufe+1 is {y}-marked and not A'-marked in Ym{k + 1], VX C A 4^ s.t. A" ^  {y}. 
c A -J n c _ r -1-1 c o o 
v _ . - r . i 1 I U U I yji 1 I I C U I C I I I *J.U.*J 
Consider a FSA An accepting H and a decomposition {X^,... ,X^} of Xm satisfying 
Cond. (5.18). " I P : Assume that (T,H) is A-Jn/I^-CODIAG w.r.t. {H\ ... ,Tip}, where, 
Vj £ J,W = {s £ H*\a(xo,s) G X3m). Since, each W contains only the traces leading to 
marked states of X3m, the decomposition {H1,..., Hp} satisfies Assumption A3. Therefore, 
from Definitions 5.6.4 and 5.6.5, (F, H) is A-Zn/l^-CoDlAG w.r.t. An-
"Only I f : Assume that {T,H) is not A-Zn/^-CODIAG w.r.t. { H \ . .. ,HP), where 
W = {s G E*|a(x0,s) G AT^}. Then, 3j G J such that {F,W) is not Inf N-CODIAG, i.e., 
there exists u G ym[A^ + 1] that is X^-marked and reached by traces through a cycle of 
faulty states in Ayr[N+i]- Since W satisfies Cond. (5.18X this implies, from Lemma 5.8.3, 
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that there exists x G X3m for which v is {x}-marked and not A"-marked, VW C X3m s.t. 
For every decomposition D = (X1,..., Xq) of Xm, 3Xl € D such that x G <¥', and thus v 
is ^'-marked. Since, v is reached by traces through a cycle of faulty states in A?[N+I\, this 
implies from Theorem 5.8.2, that {Jr,H) is not A-Zn/I^-CODIAG w.r.t. An, as required. 
C.4.8 Proof of Proposition 5.8.3 
From Lemma 5.8.2, the complexity of computing Ajr[k+i\ fr°m -4«M and *4JF[£] is in 
0(\P[k + 1]|) = 0(|r[A:]|2 • \X[k]\2n • |E|). The complexity of computing Ari[k+1] from 
A-nj[k] and Ayrj^) is in the same order because Aj?}\k+x\ is obtained from A^\k+\\ by : 1) 
keeping marked only the states of A^+i] that are A^-marked, and 2) removing all states 
which are not reachable from the X^-marked states. This procedure is in the worst case 
in 0(\f3[k + 1]|). And detecting cycles of faulty states in Aj?[k+i] is linear in the size of 
Ayr[k+i], i.e., 0(\P[k +1]|). Therefore, the complexity of computing Ar\k+i] from ^4«[/c] and 
Ayr[k] and detecting cycles of faulty states in Ar\k+\] is in 0(|/?[1]|) = 0(|V[fe]|2 • |X[A;]|2n. 
|S|). 
C.4.9 Proof of Lemma 5.8.4 
Given two subsets W, Z C Xm, we have : 
ID„(W u z) = {i G i\ v, n (w u Z) = 0} = {i e l\ (v, n w = 0) A (U, n z = 0)} 
= {i G i\vtnw = 0} n{i Gi\v,nz = 9} = ID„(W) nID„(-Z). 
C.4.10 Proof of Lemma 5.8.5 
X Q Xm satisfies Cond. (5.18) means : 
1. \fv = (vi,... ,vn+i) G ym[l] s.t. v is A'-marked and Cj(v) ^ 0, 
2. V(ai , . . . ,a n) e (vif)X) x ... x (vnDX), we have |(J,e/{a '}l = L 
The above Item 1 can be rewritten : Vu G Ym[l] s.t. C/(u) ^ 0 and ID1,(A') = 0. The above 
item 2 is equivalent to : | \Jie!(X f~l v,)\ = 1, which can be rewritten : \X n ((J,e/ ui)l = 1-
To recapitulate, X satisfies Cond. f5,18') is equivalent to • V?> <= V_[1] <? t ^/(1») =^  0 • 'f 
ID,,(^) = 0then|ArnU,
€
/U. | = l . ' 
C.4.11 Proof of Proposition 5.8.4 
Consider x, y G Xm. Let us prove that y G Elig(x) iff y G Xm \ [{x} U (J „€ym[i] \JteI vt U 
ID,.(x)=0 
Uv€ym(i] f]ieiDv(x)v'}- B>' definition, we have, 
ID„(x)// 
y G Elig(x) «• [{x, y} satisfies Cond. (5.18)] A [y G Xm \ {x}] 
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The set of states A C Xm s.t., Vy G A, {x,y} satisfies Cond. (5.18), can be obtained by-
computing the set of states B C Xm s.t. V2 G A, {x, z} does not satisfy Cond. (5.18). And 
then we have A = Bc, where Bc is the complementary of B. For every z G £?, we have, 
{x, z} does not satisfy Cond. (5.18) (C9) 
(C.9)«*3u€ rm[l] s.t. Cf(v) ^ 0, ID^fx, 2}) = 0 and |{x. 2} n ( J ^ | > 1 
(C.9) «*• 3v G rm[l] s.t. C/(u) 7^  0, ID„({x. 2}) = 0 and {x, z}C\\Jvt = {x, z} 
{x, 2} PI \JteI vt = {x, 2} is equivalent to {x, 2} C [JteI vt which is equivalent to say that 
ID„(x) 7^  / and ID„(2) 7^  /. So, we have 
(C.9) & 3v G ym[l] s.t. Cf(v) ± 0, ID„({x, 2}) = 0, ID„(x) 7^  / and IDv(z) ^ I. 
For every v G Ym[l] s.t. Cf[v) 7^  0, ID„({x, 2}) = 0, ID„(x) 7^  / and ID„(z) 7^  /, two cases 
can be presented : 
1. lDv(x) = 0 : in this case for every 2 € Uie/V») ix> z) ^ o e s n o t satisfy Cond. (5.18). 
2. ID„(x) 7^  0 : since ID„({x, 2}) = 0, Vz G /. {x, 2} n vt 7^  0. Hence, W e / s.t. x £ v/, 
i.e., V7 G ID„(x), we have 2 G Vi. It follows that 2 G H/eiD„(x) u'- Therefore, for every 
z €
 njeiD„(i) u<> (x> 2} does n o t sat'sf>' Cond. (5.18) 
Since, either 2 G [jt€l ut (in the case ID„(x) = 0) or 2 G Dfenvx) u ' (*n t n e c a s e IDt,(x) 7^  0) 
imply that ID,, (2) 7^  /, we have, 
(C.9)^3veYm[l]s.t. C/(r>)^0: 
[ID,(x) 7^  / A ID„(x) = 0 A 2 G ( J u,] V [IDr(x) ^ / A ID„(a:) ^ 0 A 2 € f | u,] 
Since ID^x) = 0 implies ID„(x) 7^  /, and ID„(x) = 0 implies fl/giD^x) ^ = $> w e nave> 
(C.9) <=> 3v G rm[l] s.t. C/(v) 7^  0 : 
[ I D t , ( x ) = 0 A 2 G | J i ; ! ] V [ I D l ) ( x ) ^ / A 2 G f | v,] 
lEl l€lDv(x) 
^2G u u^ u u n u« 
veYm[i] iei u€Vm[i] teiD„(i) 
C/(v)#0 C/(t;)^0 
ID t(x)=0 I D t ( i ) # / 
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Therefore, B = \J
 v€Ym[i) U e / vi U U^evm[i] P U I D (x)r»- T h u s ' w e have< 
Cj(v)^H) Cf(v)^ 
ID t ( i )=0 Wv(x)^I 
y G Elig(x) *> [y $ B] A [y G Xm \ {x}] 
«* y € Xm \ [{x} U [J U".U [J D u»] 
w€Vm[l] t € / v€Km[l] i€lD„(i) 
C,(t;)#0 Cy(i,)#0 
ID„(x)=0 ID„(x)7t/ 
C.4.12 Proof of Proposition 5.8.5 
Consider X C Xm, x G Elig(A'). We have to prove the equality 5 = T, where S = 
Elig(* U {x}) and T = (Elig(*) n Elig(x)) \ [|J
 v€ym[1]: f U m ^ u ^ } ) "•]• L e t u s P r o v e 
C/(w)#0 
"5 C 71" and "7" C 5". Hereafter, we consider only the states v G Ym[l] satisfyingC/(v) ^ 0. 
Proof of 5 C T : Consider y € Elig(* U {x}), which means that y G Xm \ (X U {x}) 
and X U {y, x} satisfies Cond. (5.18). Hence, y G Xm \ X, y G Xm \ {x}, X U {y} satisfies 
Cond. (5.18) and {y,x} satisfies Cond. (5.18). Therefore, y G Elig(*) n Elig(x). 
We now prove ad adsurbum y £ (J
 veYm{\}: rUiD„(*u{*}) v*- Assume that 
mv(xu{x})^i 
! / e U v€Ym[i]-. r\iemvixu{x}) vi- Hence, 3v = (vu... ,u„+i) € Km[l] s.t. C/(i;) ^ 0, 
lDv(XU{x})jiI 
C;(v)^% 
IDV{X U {x}) ^ / and, Vi G IDU(A' U {x}), y G u,. From the latter, we deduce that 
lDv(XU{x,y}) = Q. 
From IDV(X U {x}) ^ 7, we deduce ({JieI v,) C\ (X U {x}) ^ 0. The latter expression and 
the facts that y # X U {x} and y G (J Ig / vt imply that \{X U {x, y}) C\ \Jie[ vt\ > 1. 
IDt.(A'U{x,y}) = 0 and |(<¥U{x,y})fl|JJ€/t>j| > 1 imply that XU{x,y} does not satisfy 
Cond. (5.18) (Lemma 5.8.5), which contradicts the hypothesis that X U {x, y} satisfies 
Cond. (5.18). 
Proof of T C 5 : Consider y G (Elig(AT)nElig(x))\[U „
€
ym[i]: fUnwuix}) *4 Hence, 
I D ^ U j x } ) ^ / 
C,(v)iLQ 
since y G Elig(A'), we have y G Xm \ X and Af U {y} satisfies Cond. (5.18). And since 
y G Elig(x), we have y G Xm \ {x} and {x,y} satisfies Cond. (5.18). From y G Xm\-Y and 
V G Xm\{.r}, we deduce y€Xm\(X(J {x}). 
In the following we will show that X\j{x, y} satisfies Cond. (5.18). For that, Vu G Km[l] s.t. 
Cj{v) ^ 0, we have to show that : if I D t ^ U {x,y}) = 0 then \(X U {x,y}) DlJ^jV^ = 1. 
Two cases can be considered : 
IDV{X U {x}) = 0 : this implies that IDV(X U {x, y}) = 0. x G Elig(A") implies X U {x} 
satisfies Cond. (5.18). The latter and TDv(Xu{x}) = 0 implies \(Xu{x})D{\JieI vt)\ = 1 
(Lemma 5.8.5). This means that either a unique z G X is contained in all vt or x is 
contained in all vt. This equivalent to consider the two following : 
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IDt.(;r) = 0 and ID„(x) = / : since IDV(X) = 0, we have lDv(X\J{y}) = 0. And since 
y G Elig(Af), \(XU{y})D(\JieIvt)\ = 1. Thus, since, Vz G /, 2 € w„ it follows that y £ 
U i € / vt. Since IDv(x) = / (i.e.. x # \JieI w,). we deduce that | (#U{x,y})nU, t / «. | = 1-
IDt,(x) = 0 and IDV(X) = I: since IDt,(x) = 0, we have lDv({x,y}) = 0. And since x G 
Elig(x), |({x, y})n(|Jj
€
/ v,)| = 1. Thus, since, Vz e / , i £ u„ it follows that y ^ |Jt£ / u«-
Since IDr(;f) = / (i.e., ATl l J^ i / , = 0), we conclude that |(;f U{x, y})n(J l € /Ui| = 1-
ID^/ t U {x}) j^ 0 : two cases can be considered : 
IDV(X U {x}) = I : Vt G /, u, n (X U {x}) = 0. If ID„(# U {x, y}) = 0, we have Vz G /, 
2/ G i/,. It follows that | ( * U {x,y}) n U e / t/,| = |{y}| = 1. 
ID„(A"U {x}) ^ / : since y & (J
 veYm[iy flieiD (xu{x\) v*> t n e n t h e r e e x i s t s i e ^ s-1-
ID„(A-U{i})#/ 
y £ u, and u,n(AfU{x}) = 0, thus, v,n(;tu{x, y}) = 0. Therefore, lV>v{XU{x, y » ^ 0, 
and thus from Lemma 5.8.5, we deduce X U {x, y} satisfies Cond. (5.18) w.r.t. v. 
From y G (Elig(;t) D Elig(x)) \ [{J „eym[1] fUnx.^ufx}) uil» w e h a v e deduced y <= Xm\ 
lDv(Xu{x})^I 
C/(u)#0 
(A" U {x, y}) and A' U {x, y} satisfies Cond. (5.18), which means y G Elig(^f U {x}). 
C.4.13 Proof of Lemme 5.8.6 
Given v G Ym[l] s.t. Cf(v) ^ 0, and x G ATm, the most costly operation for computing 
ID„(x) is checking whether t>;n{x} = 0, Vi G /. Checking whether vlr\{x) = 0 is in 0( |X|) 
because vt C X. The complexity of checking for all u, of v is obtained by multiplying the 
above complexity by n, that is, 0(n • \X\). 
C.4.14 Proof of Lemme 5.8.7 
Given x G Xm and v G Ym[l] such that C/(v) ^ 0, the complexity for computing vt U 
vl+i and t?j D u!+i is in 0( |X|2) , and the complexity of computing (J veym[i] Uieivi a n ^ 
in (T)=a 
C/(«)/0 
Uueym[i] HjeiD (x) u> *s bounded by multiplying the above complexity by n, that is, 0(n • 
| * | 2 ) . 
The complexity of computing U«€Km[i] U !6/Ui a n d U»en,[i] fUiD„(x) u* i s bounded by 
ID„(x)=0 ID„( i )# / 
multiplying the above complexity by |Vm[l]| that is, 0 (n • |Vm[l]| • \X\2). The union with 
{x} is in 0(\X\). The subtraction Xm \ ... is in 0(\X\ • \Xm\) < 0(\X\2). Therefore the 
complexity of computing Elig(x) is in 0(n • \Ym[l]\ • \X\2). 
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C.4.15 Proof of Lemma 5.8.8 
The complexity for computing Ufeym[i] D,ein. (x)v' ^s 0(n ' !^f»[l]l ' !^|2) (from Lemma 
ID„(x)#/ 
5.8.7). The complexity of the intersection Elig(X) n Elig(x) is in 0( |Xm | 2) < 0{\X\2). 
The complexity of the subtraction [Elig(X) n Elig[x)) \ . . . is in 0 ( |X m | • |A"|) < o(\X\2). 
Therefore, the total complexity of computing Elig(X) is 0(n • \Ym[l]\ • \X\2). 
C.4.16 Proof of Proposition 5.8.6 
Let us consider the 2 steps of the procedure. 
1. Initializations : Zm <— Xm is in 0( |Xm | ) , X^<—0 is in O(l). Therefore Step 1 is in 
o(\xm\), 
2. Compute Elig(A^) knowing Elig(x) and Elig(X^ \ {x}) : 
Compute Elig(x) is in 0(n • \Ym[l]\ • \X\2) (Lemma 5.8.7). 
Compute E l i g ( ^ ) from Elig(x) and Elig(*^ \ {x}) is in 0(n • \Ym[l]\ • \X\2) 
(Lemma 5.8.8). 
Then from Elig(X^)) and Zm : computing Elig(X^)) n Zm is in 0(\Xm\2) = 0(\X\2); 
checking if Elig(X^)) fl Zm is empty is in 0( |Xm |2) < 0( |X | 2 ) ; selecting randomly x 
in Elig(X^) n Zm is in 0(1); and moving the selected x from Zm to X^ is in 0{\). To 
construct the whole partition, the while-loop is repeated at most \Xm\ times. Therefore, 
the total complexity is in 0{n • \Ym[l]\ • \X\2 • \Xm\) < 0(n • \Ym[l]\ • |X|3). 
C.5 Proofs of Section 5.9 
C.5.1 Proof of Theorem 5.9.1 
The algorithm computes An, Ayr, An[i\ and Af[\] as indicated in Subsection 5.8.1. If there 
is no cycle of faulty states in Vm[l], then from Def. 5.6.1, (T, H) is 7n/0-F-CoDiAG. This 
the only situation where the algorithm generates the output "(.T7, H) is 7n/0-F-CODlAG". 
Therefore, the latter output is generated if and only if it is true. 
The algorithm computes every ID„(x), using its definition given by Eq. (5.19), and Elig(x), 
using En (5 91) of Proposition 5 8.4. Then the algorithm conGtructs iterative!}- sets X^,... 
,X^ that constitute a partition of Xm, such that each X3m satisfies Cond. (5.18). The 
construction of each X3m is based on : lDv(X^n), which is computed using Lemma 5.8.4; 
and Elig(X^), which is computed using Eq. (5.22) of Proposition 5.8.5. 
Then, the algorithm searches the smallest A/i,. . . , Np < N such that there is no cycle of 
faulty states in AF\NJ+\], for every j = 1 , . . . , p. For that purpose, the algorithm computes 
A-H{k\ and A<F\k\ for ft = 1 , . . . , max(A^!,..., Np) as indicated in subsection 5.8.1. 
If such (•/Y?)j=ii...>p exists (and thus, is found by the algorithm), then from Def. 5.6.1, 
every {?\W) is /n/^-F-CoDiAG. And from Def. 5.6.2. {T,H) is A-{InfNi,...,InfNp)-
F-CODIAG. This the only situation where the algorithm generates the output "(JT, H) is 
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A-(InfNl,..., 7n/Vp)-F-CODIAG". Therefore, the latter output is generated if and only if 
it is true. 
If such (JVj)^!,
 p does not exist (and thus, is not found by the algorithm), then from 
Theorem 5.8.3, {Jr,'H) is not A-Zn/I^-F-CODIAG. This is the only situation where the 
algorithm generates the output u(!F,Ti) is not A-Zn/I^-F-CODIAG". Therefore, the latter 
output is generated if and only if it is true. 
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