The futuristic wireless networks expects to provide adequate support for distinct kind of applications, their diverse requirements, and scenarios for future Internet systems, such as Internet of Things based on multimedia and sensor data, while figuring out low cost solutions to offload the mobile communication core. In this context, Low-cost Wireless Backhauls (LWBs) can be useful, since they are based on cheap WLAN technologies, such as Wireless Mesh Networks that provide capacity for future IoT applications based on mixed traffic. The routing is a fundamental process to provide communication in these multi-hop networks and multi-objective routing optimization algorithms based on Integer Linear Programming (ILP) models have been studied in the literature to address this problem, but there is a lack of solutions for mixed traffic. For this reason, we propose a novel ILP multi-objective approach, called Multi-objective routing Aware of miXed traffIc (MAXI), which employs three weighted objectives to guide the routing in WMNs with different applications and requirements. In addition, we provide a comparative analysis with other relevant approaches of routing using NS-3 to evaluation based on simulation, that takes into account different types and levels of interference (e.g. co-channel interference and external interference) focused on mixed IoT traffic for elderly healthcare scenario. Finally, we demonstrate the effectiveness of the proposed approach to support the requirements of each application through the appropriate combination of objective functions, mainly in dense scenarios with high level of interference.
Introduction
Internet of Things (IoT) has emerged as an important technology for smart environments, because it provides a set of operations (sensing, processing, and communication) combined in small devices. It will give rise to a vast number of applications, such as environmental monitoring [1] [2] [3] , real time applications [4, 5] , surveillance [6] , healthcare [7, 8] , and agriculture [9, 10] . These applications will include IoT applications based on general sensing data (low sending rates with or without a time restriction) and multimedia applications (video or virtual reality with high transmission rate demand mostly with delivery restriction) [11] . IoT devices are inexpensive and are being deployed and connected in large numbers and many public places to enable smart environments *Correspondence: viniciusmedeiros@inf.ufg.br Instituto de Informática (INF) -UFG, Alameda Palmeiras, Quadra D, Câmpus Samambaia, 74690-900 Goiânia, Brazil based on a mixed of applications. Thus, there is a huge demand for coverage involving these low-power devices, the aggregate throughput demand, and reduce the end-toend delay.
The next generations of wireless/mobile networks should support a huge increase in the data traffic demand [12] , diversity of performance requirements and applications (e.g. augmented reality, telemedicine, M2M/IoT, ultra-resolution videos) and to provide high ubiquity levels. Some new technologies [13] are being developing to achieve the ultra requirements, such as interference cancellation, LTE-U, FoG, Could-RAN, multi-access edge computing, millimeter wave, and massive MIMO. Besides, the futuristics wireless and mobile networks will also be under significant pressure to keep control of CAPEX and OPEX costs [12, 14, 15] , since mobile operators cannot count transfer the costs top the mobile users' bills to pay the development and deployment of these new technologies. In this context, the employment of cheap Page 2 of 18 approaches is incentived, such as infrastructure and spectrum sharing [16] and heterogeneous networks composed of existing technologies [17, 18] . For instance, Wi-Fi and ZigBee are the most used and cheap wireless technologies in heterogeneous networks [19] .
In developing and big countries, such as Brazil, Mexico, India, and South Africa, there are a lot of poor and dense communities, which really needs low-cost mobile Internet access options, because they are not able to pay for mobile data plans based on LTE or millimeter wave technologies. Low-cost Wireless Backhauls (LWBs) are based on WiFi technologies and can be a method that enables mobile operator to extend their network access infrastructures to these communities, offering affordable mobile data plans. LWBs have made the Internet ubiquitous through some facilities such as the mobility, low-cost, and versatility of the equipment that is installed, which previously depended on fixed and network cable points.
Wireless Mesh Networks (WMNs) can be seen as a LWBs [20] , since they are generally built with low-cost off-the-shelf hardware, such as Wi-Fi standards (IEEE 802.11a, n, b/g). They provide a solution with a wider range (100 meters) and higher transmission rates (300 Mbps in the IEEE 802.11n standard), and can thus provide increased aggregate throughput through the use of multiple wireless network interfaces and multi-channel. WMNs are also a multi-hop communication networks, i.e., the information is forwarded (routed) by a mesh router until it reaches the Internet gateway, where it is processed or stored in the Internet [21, 22] . Moreover, the Wireless Sensor Networks (WSNs) can be connected to WMNs through the brigde technologies, for instance Raspberry Pi. Thus, WMNs are a promising communication technology for IoT applications, because they provide a notably high performance and low cost wireless backbone for data in remote locations, when forwarding data from/to the Internet. Hence, WMNs and WSNs can be integrated to allow scenarios with a wide range of IoT applications, in order to reach balance between performance, cost, and ubiquity.
WMNs have a features that directly affect the performance of these networks, such as multi-hop communication, with a gateway for connection to other wireless or wired networks (by clustering generated data or sending data to these networks), as well as interference which restricts the useful capacity of these kinds of networks. In addition, other factors arise as a result of the multi-hop communication carried out by wireless networks, i.e. a) the path size that affects the contention level in the network and end-to-end delay (which is important for critical IoT applications) and b) the bottlenecks that are points where nodes are overloaded with traffic and need to be smoothed over to improve the QoS parameters (losses, flow, delay). It should be noted that load balancing, path length, and interference can be in conflict with each other. For instance, improving load balancing routing leads to an increase in the path length, as well as prevent interference can impair load balancing and increase path length. In addition, owing to the complex hop-to-hop nature of the communication in these wireless networks, the effectiveness of the routing algorithms have a great influence on the quality of the network. This paper aims to propose an extension of the multiobjetive routing ILP model in [23] , which was carried out in Wireless Sensor Networks (WSNs), to the routing optimization problem in WMNs towards IoT system, with focus on multimedia applications and sensing data from WSNs. The routing problem is based on three objectives: (i) minimize the path length (number of hops), (ii) minimize the bottleneck, and (iii) minimize the interference in the path.
The limited transmission speed provided by the IEEE 802.15.4 used in WSNs and the simple traffic application of WSN (i.e. single kind of application) did not enable to apply the existing model and algorithm in [23] for WMNs with mixed traffic, since the capacity and constraints characteristics of these wireless networks are very different. Therefore we present a reformulation of most objective functions in order to adequate to WMNs based on mixed traffic of future IoT as well as a novel multi-objective routing algorithm. As a result of this, we can take full advantage of WMN characteristics to achieve the overall network performance.
To the best of our knowledge, this is the first work in WMNs that takes into account these three conflicting objectives to achieve a more optimized selection of data routes for IoT applications based on mixed traffic. In addition, a comparative analysis is conducted between two multi-objective routing algorithms [21, 22] for multihop wireless networks against the proposed algorithm in this article that are based on ILP (Integer Linear Programming) mathematical models. In this way it can enable us to analyze important aspects of multi-hop wireless communications in greater depth.
The algorithms were simulated in a multi-channel network scenario. Mixed traffic models were used to represent current IoT applications with several requirements, such as video, audio, and sensing data. Moreover this article also provides the first study of multi-objective routing optimization algorithms based on ILP for multi-hop wireless networks. Furthermore, it should be emphasized that none of the approaches were previously assessed in a scenario with external interference, and thus this study can make a valuable contribution to research by carrying this out here.
This article is structured as follows: In Section 2, there is an analysis of the most relevant work on multi-objective routing approaches for multi-hop wireless networks. In Section 3, there will be a description of model multi-objective and present the algorithm MAXI (Multi-objective routing Aware of miXed traffIc for lowcost wireless backhauls) with main features of approach. In Section 4, we set out the simulation results in NS-3. The conclusion and suggestions for future work are summarized in Section 5.
Related Works
The described studies in this section focus on works that offer solutions that involve the use of multiple objectives to determine the routing. Boushaba, Hafid, and Gendreau [24] proposed a sourcebased routing approach for WMNs, which aims to improve network efficiency by introducing a new metric to determine the link quality, by combining the packet loss rate with interference caused by the inter-flow and intraflow. This approach seeks to maintain the balance of the gateway by selecting the interface that receives flows on the basis of the average queue size. When two metrics are combined, routes of a good standard can be selected. However, the problem of the bottleneck is critical in the neighborhood of the gateway, when it is not addressed at the intermediate links of the path. Links that are unable to directly bind to the gateway cause secondary bottleneck points on links with good quality, resulting in packet retransmission and packet loss rate because the device has a full queue.
The study with the title Quality of Experience-based Routing in Multi-Service Wireless Mesh Networks [25] employs a QoE-based method of unsupervised reinforced learning to determine the routing in WMNs, and seeks a better experience for the user. The network flows are divided into three types of services (video, audio, and data transfer), and there is a knowledge database of QoS constraints (delay, packet lost rate, etc.) for each service to determine the routes. At each time interval, this information is disseminated so that the nodes can update their QoE values through objective calculations. The approach determines individual routes for each type of service without taking account of the load balancing in the network.
Zimian Hao and Yingxia Li propose a routing approach for multi-mesh gateways [26] which includes an adaptation of the AODV protocol to disseminate load-aware metrics across the network. The RREQ messages from AODV aims to update the route tables with information about the traffic load on each channel. The RREP messages are used to update the tables with the paths when the destination is found, by determining which links will be used on the route. Although this type of approach seeks to optimize the transmission medium, it creates an overload of control packets that will reduce the efficiency of the network, as well as controlling the path length needed to reach a certain gateway. In this way, it can both increase the packet delay and the number of packets delivered, as it adds to contention and bottleneck in the network.
Alwan and Nuha [27] conducted an analysis and employed a multi-objective optimization method to perform the WMN routing using Dijkstra's algorithm and the weighted sum of the objectives (delay and link capacity) to determine the WMN routes. The demonstrated method only applies to objectives with linear behavior, and restricts the use of other metrics to determine the routes. The results obtained should be investigated in more realistic environments for a better analysis of the objectives; for example the delay in the delivery of packets might be caused by several situations such as interference, path length, and fairness.
A mathematical formulation for the multi-objective routing problem in hybrid WMN for smart city scenarios is proposed in [28] , where there is a wide range of devices such as routers, mobile phones, sensors, notebooks, etc. The approach sets out four main factors that must be optimized: path length, delay, packet loss, and energy consumption. In general, energy consumption is not a crucial concern in WMN, since in most cases, this kind of network does not have serious energy constraints. The mathematical model is solved through an evolutionary approach, this involves the Strength Pareto Evolutionary Algorithm (SPEA) in a distributed way, since each node is able to calculate its own route (source node) to any other node (target node) by following the mathematical model. All the tests were carried out without the use of a simulator or testbed to validate the definitions specified by the approach. However, this approach is based on some unrealistic assumptions such as the fact that delay is statically defined for each link. Besides, delay and path length are overlapped objectives, since the path length influences significantly the end-to-end delay. In addition, the packet loss rate in a link is determined by means of the distance between the devices that make up the link that is designed to establish the signal strength in the receiver node, which does not depict precisely the link quality. Despite the delay and packet loss are results of regions of load bottlenecks, it is interesting to include an objective function based on load balancing in order to minimize the bottlenecks and thus it can avoid the delay and packet loss before they happen.
Gálvez and Ruiz proposed the routing algorithm called Joint Routing, Channel Assignment and Rate allocation Heuristic (JRCAR) in [21] . JRCAR determines the routing for the flows to reduce the overload links, while it seeks to select shorter paths that reduce the path length of each flow. The authors designed a mathematical model of integer linear programming that represents the routing problem in which the network bottleneck is used as an objective function and the number of hops performed by the paths is modeled as a constraining factor. This approach selects paths that reduce the network bottleneck (load balancing) to enable the algorithm to distribute the flows in a larger number of links. JRCAR defines the bottleneck of any path in WMN as the highest communication link usage, where the term "usage" is defined as the number of routes that are included in the link. The aim of this study is to balance the instantaneous traffic in the network through the distribution of the flows, by optimizing the allocation of the channel links to achieve equitable loads in the network. This approach does not take account of the quality of the links and all the tests were carried out with a single type of simple and not very realistic traffic (i.e. only TCP application).
JRCAR generates the routes in the network by means of a pre-established order of flows. The path for each flow is calculated through the number of candidate paths in ascending order. In other words, the routes of the nodes which have fewest alternatives are calculated first. As a result, JRCAR can keep control of its path length, since the most feasible paths have a greater chance of obtaining a path with a similar/equal number of hops while it does not increase the number of bottlenecks.
Mello et al. [22] present a heuristic called Joint approach for Improving Load balancing and Path length (JILP) for a bi-objective optimization of WMN, where the routes with shortest paths are selected. JILP is responsible for finding solutions for a integer linear multi-objective programming model that can reduce the number of hops and bottlenecks of the routes in a WMN. This model is able to maintain the lowest bottlenecks in the network, and keep control of the routing stability to avoid any unnecessary change of routes. The routing approach is then combined with a channel assignment algorithm to improve network efficiency. However, this approach does not take into account that the scenario is influenced by natural physical phenomena, such as interference and signal fading. This may not be enough to provide a good performance, largely because it is subject to signal quality degradation in some regions of the network.
The JILP algorithm is used to add or remove new routes when the flows of the network begin or finish, respectively. If adding a new route leads to an increase in the bottleneck, JILP recalculates the routes involved in the affected links. In a similar way to the JRCAR approach, JILP controls the maximum length of the paths, by means of the same stretch factor as JRCAR, to avoid any degradation of the network performance, although it selects short paths when these include only the flows that pass through the bottleneck. Hence, JILP provides a local routing solution based on traffic demand, which reduces the routing overhead and route fluctuations. However, it can prioritize the load balancing routing rather than the path length, since it seeks to keep control of the local bottleneck when adding or removing the flow. In addition, it only attempts to reduce the path length for the flows that pass through the bottleneck if it is impossible to obtain the previous smaller value of the bottleneck. Table 1 provides a comparison between different routing approaches of WMNs. This table shows that in the scenarios of both WMNs there have been few papers that set out a mathematical model to represent the problem of routing in wireless networks and that use two or more objectives to determine the routes. It is important to stress out that none of these approaches addresses the requirements of each application of the mixed traffic when calculating the routes. There are two similar approaches among those included, JRCAR [21] and JILP [22] , that stand out being the most efficient. This is because they are based on the ILP mathematical model and take into account the main objectives that either directly or indirectly influence the performance parameters (delay, throughput, packet loss rate). However, the used scenarios to evaluate these approaches lack features for current and future applications (such as traffic with different QoS requirements and transmission data rate) and network scenario (such as, a physical layer model that reproduces different levels of interference). 
Comparative Analysis of Related Works

MAXI -Multi-objective routing Aware of miXed traffIc for Low-cost Wireless Backhauls
In this section, we describe the mathematical multiobjective optimization model of ILP (Integer Linear Programming) and an algorithm called MAXI -Multiobjective routing Aware of miXed traffIc to address the single-path routing problem in WMNs. The MAXI algorithm employs techniques to simplify the complex task of selecting the set of Pareto optimal solutions.
Integer Linear Programming Model
The proposed multi-objective optimization model for the routing in the WMNs is based on three objectives: reducing the number of hops, reducing the network bottleneck links, and avoiding the use of low quality links, which significantly affects the application traffic performance of WMNs. These objectives conflict with each other because there is no best solution to achieve all three objectives to an optimal degree. First of all, the number of hops in a required path must be minimized in order to reduce the end-to-end delay and contention. Figure 1 shows the proposed the ILP optimization model. The interference and contention caused by external and internal sources have a serious impact on the WMN traffic performance. However, the physical layer described by the IEEE 802.11 standards can enable the metrics to measure the quality of transmission of a wireless link in a more precise way [29] .
One key feature of the future IoT applications is the provision of communication services for the most diverse types of applications, which can allow the transmission and reception of mixed traffic. WMNs must offer varied levels of quality of service (QoS) for different types of traffic (data, voice, video), which requires a greater transmission capacity. To achieve this, the objective function of load balancing must take into account the different features of each type of traffic, because applications (e.g. video streaming) with higher transmission rates consume more bandwidth resources in WMNs and for this reason cannot be equated with applications (sensor data) that have considerably lower transmission rates.
It is possible to assign channels between different radios in WMNs that may exist on the devices, and thus improve the data traffic and reduce network contention. The use of multiple channels and multiple radios benefits load balancing between the wireless links since it relieves the total amount of data that make use of the spectrum. Each link has a maximum resource capacity that can be used by the network before it starts causing bottleneck problems, for instance packet loss rate.
WMNs were modeled as a graph G = (V, E), where V is the set of vertices that represents the WMN nodes, and E is the set of communication links between two network devices. The link e sd ∈ E between the nodes s, d ∈ V can only exist if the device s accomplishes a data transmission to the node d. Every node s ∈ V − {i}, where i is the sink, can be responsible for originating one or more data streams called f s ∈ F, where F is defined as the set of all the flows generated in the network. All the flows of the WMNs have the Internet node (sink node i) as their destination node. The Internet node is responsible for establishing Internet connection with wired networks.
Following this, we will outline the proposed ILP model (shown in Fig. 1 ), and describe each objective function. Table 2 describes the list of variables used in the model.
Number of Hops. A linear programming model is used to find the shortest paths for f flows in F; the purpose of the objective function (1) in the model is to find the minimum number of hops for the solution. 
Wireless Links with Low Quality
The objective function (2) uses the l sd variable to minimize the use of low-quality links for the paths.
A transmission originating from a node to any other neighbor node is only successful if the Signal to Interference plus Noise Ratio (SINR) for the receiving node is above a certain threshold. The value of SINR is used as a basis for obtaining the IR (Interference Ratio) quality metric [24, 30] in which the values are represented in a range from 0 to 1. The IR is obtained by calculating the relation between the value of the SINR and the SNR (maximum tolerable interference level) for the node receptor. The IR will be used as a quality metric for the WMNs since it is a more accurate alternative for link quality measurements in wireless networks. The variation of IR represents an interval from 0 to 1 in which the links can be classified in terms of their quality. Equation (7) normalizes the IR values so that the link can be classified into low, intermediary and high quality categories.
The variable l sd is responsible for storing the normalized value of IR, represented by the IR sd variable, which will indicate the quality of the link between the source node (s) and the destination node (d) as expressed in Eq. (7). The l sd variable is used by the objective function that reduces the number of low quality links (Eq. 2) and must have a value equal to zero (as defined in Eq. (7-a) so that it can represent links with a high quality. This is because these links do not add value at the cost of the objective function if the link is used. However, when a link has low or medium quality (as defined in Eqs. (7-b) and (7-c)) the value of l sd must be greater than zero and lower than, or equal to, 1 (which represents a link with very poor quality). Hence, IR was normalized so that the link quality is classified in a range from 0 (low quality) to 1 (high quality) and moreover, objective function (2) seeks to minimize the utilization of links for the path with high values of l sd (one).
An empirical study was carried out to estimate these three link classifications through a set of simulations, i.e. five topologies and six random seeds were generated for each configuration of the number of nodes (10, 20, 30, 40 , 50 nodes), resulting in a total of 30 simulations for each set of node. Table 3 shows the main configuration parameters of scenario of the empirical study, however all the parameters can be seen in Table 6 .
The T l and T h thresholds were fixed so that the the link quality could be divided in accordance with the IR value that is obtained. Figure 2 shows the histogram of number of packet transmissions with failures and successes related to the T l and T h thresholds, respectively, as well as the value of IR. It is important to note that the packets of this histogram are only derived from the physical layer taking into account the thresholds of SINR and SNR.
The T l threshold was set at 0.60, as there were very few successful transmissions when the IR was lower than this value; for example, there were 40.43% failed transmissions and 0.08% successful transmissions, so the chances of success are low. The T h threshold was set at 0.75, since there were very few failures in the transmissions when IR was higher than, or equal, to 0.75; 15.27% of the transmissions failed and 39.86% of the transmissions were carried out successfully, so the chances of success were high. In light of this, the T l and T h threshold values were set at 0.60 and 0.75, respectively.
In Fig. 2, 44 .3% of failures and 59.34% of successes occur when the value of the IR lies between the limits of T l and T h , i.e. there is little difference between success and failure when links with levels of intermediary quality are used. It is also worth noting that a number of representative success and failure packets are found in this interval. Equation (7b) assigns the value of the l sd variable in this interval close to 0 when the IR value approximates to the value of T h , which is the region where the highest number of successful transmission occurs, and close to 1 when the IR approximates to the value of T l , a region where there are no or few attempts that result in a successful transmission. Network Bottleneck On the one hand, the distribution of flows in a non-balanced way increases the number of agglomerated flows at the same node (i.e. cause a bottleneck). This increases the number of forwarded packets and hence leads to delay and adds to the packet loss rate. However, it is possible to employ a set of non-overlapping channels between the different radios presents in the mesh routers through a channel assignment algorithm so that the contention can be mitigated and there can be an improvement in the data traffic performance. Hence, objective function (3) minimizes the network bottleneck through a reduction of the largest amount of flow data used by a single channel for all the nodes of network.
Constraints The model imposes three constraints that can assist in providing a valid solution, i.e. a route in the network topology. The constraint (4) ensures that every node (vertex) can only generate a specific number f v of flows and the constraint (5) ensures that the Internet Gateway (i.e. the Internet node) is only able to receive the number of flows generated in the network. This combination of restrictions (4) and (5) ensures that all the flows have a path to the Internet node. The constraint (6) provides non-negative values for the number of flows on the links in a sd (The variable a sd is defined as the sum of the flows that use the edge e sd on their route). Although constraints (4), (5), and (6) do not guarantee that there will not be any loops, the constraint (6) ensures that if there is a viable solution for creating loops, this will increase the cost of the objective function. As a result, this solution will not be an optimal for minimization problem on the basis of the optimality principle of Dijkstra routing algorithm [31] .
Multi-objective routing Aware of miXed traffIc for low-cost wireless backhauls (MAXI)
The Multi-objective routing Aware of miXed traffIc (MAXI) is a multi-objective algorithm for solving the routing problem that was modeled in the previous sub-section. The MAXI basically uses an algorithm to determine paths at a lower cost (e.g by using Dijkstra's algorithm) in a graph that represents a WMN. The values related to the objective functions, i.e the values associated with edges, are changed depending on which nodes have already been assigned their flow routes. The MAXI algorithm combines three weighted objective functions (path length minimization (1), minimization of links with low quality (2) and mitigation of network bottlenecks (3)) at each iteration, to calculate a route for the new flow. Algorithm 1 employs the weighted sum method to assign the weights for each objective function to meet the requirements of the specific application of that flow in line 4. After this, a minimum cost path is created using the MCPathfunction(sender; receiver; GRAPH) for the f s flow (line 5), and the path is incorporated in the solution set that will contain all the routes for every flow (as can be observed in line 6).
The procedure update_values_edges(w p , w l , w b ) defined in lines 10 to 20, calculates the single objective function by combining the three objectives shown in subsection 3.1, where the w p , w l , w b variables are weighted path length, links with low quality, and network bottlenecks, respectively. To achieve this, it is necessary to normalize the values at the same interval. A route is generated for a given flow type at every iteration algorithm. The Table 4 shows the stages for calculating the routes represented by Fig. 3 . Assuming that the opening sequence of the flows in mesh routers is given by F = {D, C, A, E, B} and that each mesh router will generate two types of flows, i.e. f 1 andf 2 . The application that generates f 1 has a rate of 256kbps and its assigned weights are w l = 0.6, w p = 0.2 and w b = 0.2. In contrast, the application that generates f 2 has a rate of 1024 kbps and its assigned weights are as follows: w l = 0.2, w p = 0.2 and w b = 0.6. Given the F order of the devices, priority is given to every node so that it can generate the routes between the flows originating in that node, as is shown in the example given in Table 4 , where initially, the route for every node is generated for the flow of 256 kbps and soon afterwards for the flow with a transmission rate equal to 1024 kbps.
For each sequence, the Table 4 shows the data load on each edge that is used by one or more flows. After adding up all the loads of every flow by means of a specific link, the values are incremented as soon as the new routes have been calculated. The cost variable displays the value of the path selected for the f x s stream, where s is the source node and x the type of flow.
The ninth and tenth stages show the difference between the routing for each flow type: the f 1 b flow prefers paths that have better quality indicators, since they have a greater weight for the quality objective function of the links (w l ). However, a path that distributes the data load in a balanced way over the network, has been selected for the f 2 b flow. Thus, distinct paths are selected for each flow, even though they have the same source node (i.e. the B node). 
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Fig. 3 Example topology of an WMN
Simulation Results
This section presents the comparison of the most relevant multi-objective routing algorithms based on ILP model JRCAR, JILP, and MAXI (proposed in the previous section) in the context of future IoT applications based on mixed traffic through a simulation study. The WMNs employed in the performance evaluation should provides key factors to enable an analysis to be conducted of the algorithms:
-The possibility of traffic with high capacity, to support a wide range of applications that may exist in an future IoT context. -The risk of internal interference, caused by the network nodes themselves, and external interference, caused by devices that are not a part of the network.
For these reasons, we chose an elderly monitoring system as a suitable example of a set of IoT applications and the NS-3 network simulator to model WMNs that can support the performance requirements of this kind of system as well as to design different levels/types of interference for the wireless network and the applications running on it. This section is structured as follows: there is an outline of the IoT applications and wireless network scenario that is employed in Sub-sections 4.1 and 4.2, respectively. The simulation results are discussed in Sub-section 4.3.
Description of the IoT Applications
WMNs provide a multi-hop wireless infrastructure that enables high-bandwidth traffic to support a wide range of applications, and allows it to be used in several areas such as scenarios that require higher bandwidth (multimedia applications) or have variable requirements for each application (for instance, sensors). It should be noted that future IoT applications will combine several applications with different requirements [32, 33] . Owing to the inherent features of future IoT applications, we believe this is a useful application scenario to compare the algorithms studied, since it provides a large number of applications and constraints that can be applied to the infrastructure of a LWB like WMNs.
One example of a future IoT application is the healthcare information system where advances in the portable wireless monitoring system [34] make it more comfortable, for example, for an elderly person to be cared for at a nursing home where he/she can be monitored by a portable system. In light of these healthcare applications, there are specific monitoring systems for particular health problems or preventive monitoring [32, 33] . The cost of health services and public welfare has been increasing in recent years, especially in countries where people have a high life expectancy. Thus, the challenges to obtain quality services, which meet the needs of elderly people for example, require these monitoring systems to evolve [35] .
The large number of portable devices and sensors (accelerometers, gyroscopes, intelligent clothing, actuators, etc.), used in monitoring systems of the elderly, has led to a very wide range of applications. In addition, wearable sensors have the ability to monitor a patient's vital signs: electromyogram (EMG), electroencephalogram (EEG), respiration rate, sound of heart beats, blood glucose level, oxygen saturation, and body temperature. Finally, it is possible to collect information about mobility or falls [32, [34] [35] [36] [37] [38] . The monitoring devices can be grouped according to their purpose, location, and monitoring systems [36] , for example:
• Devices for individual use as an accessory (watches, bracelets, necklaces, bandanas).
• Implantable devices (miniaturized video cameras, gastric pressure measurement, continuous glucose monitoring).
• Devices or multimedia systems (video cameras, depth sensor cameras, microphones, smartphones).
• Devices incorporated into clothing.
• Devices adapted to objects, furniture or the floor of the house.
All devices present in a monitoring system for the elderly should have a mean of communicating with the health monitoring center, which manages the care services and makes it possible to route the data collected by the sensors. Each application, which is built on a set of devices, has different specifications such as data rate and latency [34, 39] . Thus, the wireless backhaul of the WMN is a very important to support mixed traffic originating from more than one application using the network to forward the data to a given environment.
In general, the communication architecture for health services can be divided into three categories. The first consists of a network of sensors and devices that is directly linked to the monitored individual. The second level is the WMN which is responsible for sending information from the sensors/devices to the Internet. The third level is the wired network that forward the gathered data by the WMN to the remote monitoring center. Usually, the third level is not necessary if there is a local monitoring center, i.e. it is in the same place that the health services is offered. Thus, all the WSN traffic or that from a specific device (video, microphone, smartphone) is passed through the mesh routers to the medical staff for local or remote monitoring center [35, 40] . We assume a local monitoring center in this article. The healthcare information system has several critical requirements that must be taken into account, such as reliable data delivery, privacy, system response time, etc. [40] . The communication network must provide support to meet these requirements, this means that the links must have enough transfer capacity to ensure the generated information can be transmitted and the data is sent using links with good quality to ensure better efficiency.
The healthcare system involves a set of devices, each one with specific purpose, constraints, and responsible for generating a flow in the network. In this article, an elderly monitoring is made up of two applications: a fall monitoring application, generating multimedia flow classes, and a vital sign monitoring application, generating sensor data flow classes [32, 33, 36] . Each application flow has restrictions for these parameters: the fall monitoring application uses multimedia traffic and has inherent restrictions of the loss rate, being desirable no more than 20% to 30% losses during data transmission. However, the vital sign monitoring application has delayed packet delivery restrictions, and it is desirable a delay less than 125 ms [34, 38] .
These two applications can share the same LWB infrastructure when sending their data. The fall monitoring application can use video devices such as an RGB camera, which has a data rate of approximately 264kbps, and a depth sensor [32] , which generates a flow at an approximate rate of 1Mbps. The vital signs monitoring application uses a set of sensors that perform measurements of a patient's signals. This set of sensors may vary in accordance with the type of monitoring that needs to be carried out; however, most of them are connected to the patient's body [34, 35] . In this article, the vital signs monitoring application employs three types of sensors (each one being responsible for generating a type of flow in the network): electrocardiogram (ECG), with a data rate of 3kbps, oxygen saturation (SpO2), with a rate of 32kbps, and blood pressure sensor, with a rate of 10bps [34, 38] . Table 5 summarizes the applications used to perform the tests and the types of flows that each device generates.
The choice of weights are based on the set of requirements of the QoS parameters on each application as well as the combination of them in the elderly monitoring system, i.e. loss rate between 20% and 30% for fall monitoring application and delay less than 125ms for vital sign monitoring application [34, 38] . In other words, the requirements and objective functions are associated by giving more and less weight to the objective functions that is somehow influenced and related to the set of application requirements as well as we set distinct weights for the same objective functions in different applications so that these applications can coexist in the network by taking advantage of the set of alternative routes.
The weights used in the MAXI approach during the simulations are: w p = 0.50, w l = 0.20, w b = 0.30 for vital The weights for the fall monitoring application aims to achieve low packet loss rates, so higher values are assigned for the quality goals of the links and path length. The MAXI approach has the weight for the set of links with low quality (w l = 0.45) and the weight for path length (w p = 0.35) high, so the selected paths tend to have few hops and few links with low quality. The fall monitoring has preference in the order of selection of the routes.
Network Scenario
The NS-3 simulator was used in the tests for a better analysis of each algorithm's performance. NS-3 enables the simulation of a WMN by gathering a more complete set of the network features. Table 6 shows the general parameters used in the simulation.
Physical layer model. Physical layer models are mainly responsible for modeling the reception and transmission of packets and recording energy consumption. The NS-3 simulator provides by default two modules to represent the physical layer of devices for wireless networks: YansWifiPhy [41] and SpectrumWifiPhy [42] . The YansWifiPhy model is the standard adopted by NS-3 and is the most widely used model in studies and implementations, such as in JRCAR [21] and JILP [22] , of Wi-Fi solutions using the NS-3 simulator. Nevertheless, the SpectrumWifiPhy model is an alternative implementation and allows scenarios to be created with the aid several technologies that coexist in the same channel, and thus cause interference among the channels in the same band. In addition, SpectrumWifiPhy provides tools capable of simulating external interference through the generation of noise [42] . For these reasons, we adopt the SpectrumWifiPhy model as physical layer model in the simulations.
In this study, the channel assignment algorithm proposed by Gálvez et al. [21] is used which relies on the distance (in hops) from the devices to the gateway and the quality of the links. This algorithm has been employed in related works of WMN [21, 22] .
In this way, the simulations were performed in scenarios where the number of nodes ranged from 10 to 50 nodes ( Table 6 ) that, on average, represents the number of devices in the monitoring applications for falls and vital signs. The configuration of traffic loading in the WMNs based on the percentage of mesh routers that actually generate flows, i.e. the percentage of active nodes, which is 100% of active nodes. Each mesh router generates two flows for every IoT device, i.e. 10 flows (two different applications, displayed in the Table 5 ). Ten topologies and four random seeds were generated for each configuration of the number of nodes, resulting in a total of 40 simulations for each set of nodes. There is a single Internet gateway which is placed in a central position in every topology. The positions of the mesh routers in each topology were generated through a normal distribution over a limited area, using the topology generation algorithm from Machado et al. [43] . This ensures that none of the nodes remain isolated from the network.
Results Analysis
The results obtained in the simulations will be analyzed using confidence interval based on confidence level of 95% of following performance parameters: throughput, end-to-end delay, path length, and packet loss rate. These parameters are to some extent directly related to each of the objectives that the three approaches (JRCAR, JILP, and MAXI) seek to achieve. This means it will be possible to understand the traffic performance when these routing approaches are taken into account for different numbers of nodes, loads, and interference. The results will be analyzed in the next sub-sections as follows: Sub-section 4.3.1 evaluates the influence of the interference co-channel in the routing approaches. Sub-section 4.3.2 discusses the impact of the external Interference when varying the number of interferer nodes with same Interference Power and routing algorithms for every kind of flow in the healthcare monitoring system.
Co-channel Interference Analysis
The co-channel interference is caused by the activation of the radio on the nodes themselves for data transmission when the same channel or adjacent channels are using same frequency in a range area [24] . In this context, stations employ a CSMA/CA protocol and will check if the medium is busy or idle. If the medium is busy, they will defer transmission until it is free. Otherwise, they will attempt to transmit data. Co-channel interference has a negative effect on wireless networks when there is an increase in contention. For instance, as wireless devices attempt to use the spectrum in an area of extreme density, they may have to wait for other devices to complete their transmissions. Thus, there is a need to evaluate the impact of the co-channel interference on the analyzed algorithms. The SpectrumWifiPhy model simulates the wireless network where it is possible to model interference in a more versatile way. This allows to analyze the impact of the co-channel interference on the network. In this subsection, simulation tests are carried out by using the SpectrumWifiPhy as a physical layer model varying the number of nodes in the network and making use of 100% of active nodes. This analysis aims to assess the impact of different levels of co-channel interference on every routing approach.
Figures 4 and 5 show the Packet Loss Rate (PLR) and Average Flow Throughput (AFT) when the number of nodes in the network is increased. It should also be pointed out that MAXI results in the lowest PLR and highest AFT for high density network (i.e. 40 and 50 nodes) with a very high level of contention and interference. This can be explained by facts that MAXI employs the link quality objective, beyond the two objectives also used in JRCAR and JILP, that minimizes the selection of links with high level of interference as well as giving more weigthed to the load balancing objective function in the vital signs application and link quality objective function in fall monitoring application. JILP and JRCAR achieve similar PLR, since they do not take into consideration the link quality function objective.
An alternation between JILP and JRCAR can be observed in throughput (Fig. 5) . JILP results in a slightly higher throughput than JRCAR in 10 and 20 nodes, whereas JRCAR achieves the highest throughput in 30, 40, and 50 nodes because it reaches the lowest delay in packet delivery rates and very similar PLR. This can also be explained by the fact that as the number of nodes/load increases, there is also a rise in the contention level. This means that the routing approaches that result in the shortest paths (JRCAR) improve the throughput by reducing contention levels, since they need a lower number of active links to forward the traffic. Figure 6 shows the end-to-end delay obtained by the approaches and Fig. 7 shows the average path length (in hops). JRCAR has the lowest average delay, due to the shortest paths achieved by this approach. There are some features that explain the delay caused by JRCAR, the stretch factor used in candidate paths and pre-order of flow calculation based on ascending order (i.e. the routes of nodes with the smallest number of alternatives are firstly calculated) and the tie-breaking criteria based on shorter paths when multiple paths have the same values for bottlenecks. As a result of the priorization of load balancing objective, JILP obtains the highest average path length, and therefore, it achieves the highest average delay. MAXI presents an intermediary average delay since it seeks a trade-off among three weighted objectives. Therefore it achieves slightly higher average delay than JRCAR and slightly lower than JILP.
Analyzing the External Interference by varying the number of interferer nodes
Currently, the link quality is the main factor that influences the efficiency of the wireless networks and will continue to do so for some years ahead. Even in the case of IEEE 802.11 standards that still operate in unloaded bands, for instance 5GHz, this issue must be taken into account. This is because the increasing presence of devices with these standards, for instance the IEEE 802.11n and IEEE 802.11ac, will provide greater levels of interference in the future wireless networks that employ these Wi-Fi standards. These devices may have other access points and networks that do not belong to that particular network but by coincidence make use of the same channel. For instance, the LTE-U (LTE-Unlicensed) that proposes the LTE networks use unlicensed spectrum, mainly in 5Ghz frequency range [18, 44] . It is important to stress out that transmission power of LTE base stations is much higher than Wi-Fi access point and therefore it causes high level of interference. Hence, these examples will certainly occur in extremely dense scenarios which will become increasingly more common in future networks [45] . This underlines the importance of analyzing the results in a scenario where there is a variation of interference levels within the network. The SpectrumWiFiPhy model makes it possible to include nodes that create electromagnetic waves at certain frequencies, including Wi-Fi, ZigBee, LTE-U, etc., which means these nodes can be used to simulate the interference caused by devices or even other networks different from WMNs. Simulation tests were carried out to make it easier to assess the impact that the generation of external interference has on the routing approaches, and involved varying the number of nodes that generate external interference from 1 up to 4 nodes. Each node had a power of 0.01 mW and was positioned at the extreme ends of the simulation area so that each interference node is at the same distance to the Internet gateway, as it is shown in Fig. 8 . We evaluated the impact of the generated data on each application listed in Table 5 .
The power of the interference is modeled by the Power Spectral Density (PSD), and can be defined as the energy distribution per unit of time in a spectrum frequency. In the NS-3 simulation, the PSD is represented by a set of discrete scalar values for each subband of a determined frequency [42] . This allows the PSD describe how the power of a signal or times series is distributed over a spectrum for continuous signals, such as stationary processes [46] . In this scenario, the interferer node of a spectrum frequency is other devices (access points) employing IEEE 802.11n or LTE-U. Hence, as the number of interferer nodes increases, there is a rise in the interference level in the network. As it is shown in Fig. 9 , an empirical study of different transmission power values shows that an interference node of the NS-3 interference generator, when transmitting data, using power of 0.01 mW results in a similar PSD of a Wi-Fi node in the IEEE 802.11n (5Ghz) standard using transmission power about 36 dBm. Table 7 shows the packet delivery rate according to the distance of the receiver node, from 250 meters, the delivery rate decreases a lot (smaller than 40%). It is important to point out that maximum transmission power change according to country, frequency range, and MCS rate. Underdeveloped countries such as Lithuania, Indonesia, Thailand, and South Africa and developed countries such as USA, Canada, China, and Germany usually employ access points with 36 dBm of maximum transmission power [47] .
Many people have acquired in the market Wi-Fi signal amplifiers with low cost or changed the maximum transmit power of their routers that can transmit at maximum power without being aware that they may be causing high levels of interference in other WLAN networks in the area. Given the size of the simulated scenario area, it is possible to assume that there may be a few nodes that use Wi-Fi access points with this transmission power (approximately 36 dBm) that can cause considerable interference, especially when considering densely populated areas. For these reasons, a scenario was modeled in this sub-section with some interferer nodes using power of 0.01 mW positioned at the ends to assess traffic performance basing on different routing solutions with different levels of external interference. Figure 10 shows the PLR for the three approaches and all applications. MAXI achieves the lowest PLR in most of the configurations and applications, especially when the number of the interferer node increases. These results can be achieved because MAXI assigns significant weights to the load balancing objective function (w b = 0.30) in the vital signs application (Fig. 10a, b , and c) and link quality objective function (w l = 0.45) in fall monitoring application ( Fig. 10d and e) employs an objective function. Besides it takes into account of the link quality as objective function. This means that when the links have their quality degraded by the highest number of the interferer nodes, the MAXI approach can find out routes which have a higher link quality, and can thus it achieves a better performance.
JRCAR and JILP fail to take account of the quality of the links in their proposals, which results in a higher packet loss rate. Again, there is an alternation between JILP and JRCAR when varying the number of interferer nodes, JILP reaches lower PLR than JRCAR in one interferer node whereas JRCAR reaches lower PLR for 2, 3, and 4 interferer nodes. Since JILP results in paths with a greater number of hops (as is shown in previous subsection), this increases the chances of it to use low quality links, that reduce the delivery rate of the data. Basing on this fact, MAXI employs high weights for the path length objective function in both vital signs (w p = 0.50) and fall monitoring (w p = 0.35) applications, which also helps to achieve the lowest PLR for both applications with high level of interference (i.e. 3 and 4 interferer nodes). Although MAXI seeks the equilibrium among number of hops, load balancing, and link quality, it gives preference to the objective functions that can take more advantage of specific condition of the scenario to improve the application performance. Figure 11 shows the AFT for all applications, where the MAXI algorithm achieves the highest AFT in most cases of level of interference and applications (especially when the number of the interferer nodes increases). It is worth noting that MAXI keeps the throughput in a very similar value for all levels of interference, whereas JRCAR and JILP diminish the AFT for Blood Pressure, Depth Sensor, and RGB camera video (Fig. 11a, d , and e) when the interference level increases and better than that, MAXI (Fig. 11b and e) due to fact that link quality objective has the highest weigth (w l = 0.45). As JRCAR and JILP do not take account of the link quality when selecting the routes, the packet loss rate increases which causes a reduction in the throughput, main in JILP. interference levels and the vital signs monitoring applications, because the path length objective employs the highest weight for vital signs monitoring (w p = 0.5). Different levels of interference directly affect the traffic performance, mainly the delay, through the selected route by all routing approaches. As the number of interferer nodes increases, MAXI seeks to determine routes that avoid the use of regions with high levels of interference. Thus, interference results in a rise in the number of hops, and increases the average end-to-end delay, but not too much when MAXI is employed and moreover, MAXI keeps the delay smaller than the time restriction (125ms). It is important to stress out only the successful transmission packets are taken into account for the delay calculation. JRCAR results in higher PLR and lower AFT than MAXI for most interference levels and applications, thus the end-to-end delay can not be too much precise parameter of traffic performance for all routing approaches.
Besides MAXI results in more constant loss rate and throughput when increasing interference and traffic load, the proposal show statistically significant difference, based on the 2-Sample T test [48] , with the second best approach (JILP or JRCAR) in throughput and loss rate when there are high levels of external interference (i.e. 3 and 4 interferer nodes). In a confidence level of 95%, the 2-Sample T test evidenced a significant difference between the two samples (MAXI and the best second approach (JILP or JRCAR)) for the most network configurations, due the resultant P-value, as it is shown in Table 8 when P-value < 0.05, it indicates a significant difference between two samples. In addition, MAXI enables much lesser loss rate (50%, on average of all applications) and higher throughput.
Conclusion and Suggestion for Future Works
There is a lacking of routing solutions to support different requirements of mixed traffic for future IoT applications. In this article, we set to cover this gap by introducing a more efficient multi-objetive routing ILP model and algorithm, called MAXI, which maximizes the overall mixed traffic performance through supporting the requirements of each application in mixed IoT system. In addition, this article has carried out an in-depth and detailed study of comparison between the main multi-objective routing algorithms for WMNs based on the ILP model, e.g. JRCAR and JILP. The current and future IoT system (monitoring for the elderly) with different kinds of applications (camera video RGB, sensor depth, ECG, blood pressure, etc.) and different types of interference (co-channel interference and external interference) were assessed in a simulated scenario.
The results show that the distinct kind and levels of the interference has impact on resulting traffic performance achieving by all routing approaches, nonetheless MAXI outperforms JRCAR and JILP in terms of most performance parameters and scenario configurations, mostly because it employs the weighted sum of three important function objectives according to distinct requirements of each application. It is worth noting that the throughput and loss rate are improved significantly when MAXI is employed in network configurations with high levels of external and co-channel interference. In future work, this article will raise an open issue that needs attention, i.e. how to adapt dynamically the weights for mixed IoT traffic based on regular and sporadic data and, the T h and T l thresholds of IR.
Source codes
All source codes for the algorithms used in this article are at the following link:: https://github.com/vnmedeiros/ MAXI.
