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NRL-APL Grain Size Algorithm Upgrade Abstract
This upgrade was designed to improve upon older algorithms used to infer input geoacoustic parameters for high-frequency acoustic models from sediment grain size. These older algorithms were based on a limited data set and were developed by adjusting acoustic model-data fits rather than by statistical regression. The upgrade has two components. The regression analysis of sediment grain size and geoacoustic properties was performed by NRL and the determination of accuracy of acoustic backscatter predictions was performed by APL-UW. The geoacoustic properties/sediment grain size relationships produced a new algorithm connecting acoustic model parameters with the parameters of the MIW (Mine Warfare) sediment database.
NRL collated available geoacoustic data and made regression fits to grain size and related grain size parameters to descriptors used in the MIW database. The sediment volume scattering parameter, unlike all other parameters, was determined from acoustic model fits rather than from core data. Error estimates for the empirical fitting functions are given as the coefficient of determination, which denotes the proportion of variability in the predicted parameter that is explained by the variability in the predictor parameter (usually mean grain size).
APL-UW collated all available backscatter data from the areas where geoacoustic data were collected, ran the OAML high-frequency bottom backscattering model using NRL inputs, and compared the results with data. Acoustic model error estimates were determined from these comparisons. The new algorithm represents up-to-date geoacoustic data more faithfully than the older algorithms. The older algorithms, however, provide a somewhat better fit to the acoustic data, in part because they were developed by fitting a substantial portion of the acoustic data used here in response to the disparity between measurement and prediction. It is recommended that a second set of regressions be performed to optimize the acoustic fit with some compromise in accuracy of the geoacoustic fit.
Background
Since the publication of APL-UW-TR-9407 in 1994 there have been a number of high-frequency acoustic experiments conducted in shallow-water environments in diverse sediments. During the same time period more environmental and acoustic data have been processed by the Naval Research Laboratory (NRL) and Applied Physics Laboratory, University of Washington (APL-UW), providing new and more refined interpretations of acoustic-sea floor interactions. Moreover, the empirical relationships among geoacoustic properties and grain size relied on by APL-UW-TR-9407 were derived from data of Hamilton and Bachman (1982) that were not exclusively collected from the uppermost sediments from continental shelves. The NRL and APL-UW data were collected only from shallow-water environments (10-300 m water depth) where co-located sediment and acoustic measurements were made. These new data and subsequent interpretations were re-examined in light of the needs of the Naval Oceanographic Office to apply the bottom backscattering model from the Oceanographic and Atmospheric Master Library (OAML) to the diversity of sediment types encountered in shallow-water MCM operations around the world.
There are 23 sediment types listed in the table relating bottom backscattering model parameters to sediment type in Table 2 of Section IV of APL-UW- TR-9407 (1994) . It is difficult to reconcile the 200+ sediment types listed in the MIW sediment database with the 23 types listed in the table. Furthermore, values for parameters such as the spectral exponent (γ) and volume scattering (σ 2 ) are fitted to the bottom backscattering model with only minimal range of variation (one and two possible values, respectively). These sediment surface and volume scattering parameters exhibit a wider range of variation in nature than is allowed by the table in APL-UW-TR-9407. Hence, an effort was undertaken to link the model inputs directly to empirically derived algorithms based on grain size rather than with the scenarios established in Table 2 of APL-UW-TR-9407.
Methods

NRL Sediment Database Collation
Values of sediment compressional wave velocity (sound speed) and attenuation were measured at 400 kHz in cores collected by divers or from box cores from 23 different sites around the world (all but two of the sites were located on the continental shelf of the U.S.). Measurements were made with a pulse technique on intact, freshly collected, relatively undisturbed samples to ensure high-quality, consistent data for analysis. These same core samples were later subjected to laboratory analyses for porosity, density and grain size distribution, thus providing a direct, physical correspondence among all measurements. Sediment surface roughness was measured photogrammetrically at almost every site (Briggs, 1989) . Measurements of roughness were made at the same time as the acoustic backscattering measurements in every instance but one. Relative height measurements of the sediment surface were used to estimate roughness power spectra, from which regression parameters of slope and intercept were derived.
APL-UW Acoustic Database Collation
Acoustic backscattering data were collected from either towed or bottom-mounted sonars at frequencies of 20, 25, 35 or 40 kHz. Most of these data were collected by APL-UW, with the remainder collected by Applied Research Laboratories-University of Texas, Naval Undersea Warfare Command, or NRL. Data were collected and a variety of grazing angles and azimuths, but were averaged over all azimuths for comparison purposes. Anisotropy in surface features that might cause azimuthal-dependent scattering occurred at only four of the 23 sites and actual azimuthal dependence in scattering from ripples was not statistically observable.
Results
Geoacoustic Data
NRL collated the parameters of sediment sound speed (Vp), sediment sound speed ratio (Vp R), sediment sound speed variance (σ 2 -V), sediment sound attenuation (dB/m), mean grain size in φ units (M z ), porosity (β), bulk density (ρ), density ratio (ρ_Ratio), density variance (σ 2 -rho), density correlation length (l c ), sound speed attenuation normalized to frequency (k), sediment type, roughness spectral exponent (γ 1 ), and roughness spectral intercept (w 1 ) for the 23 sites in Table 1 .Parameters of sediment sound speed ratio and density ratio are defined as ratios of the value in the sediment to the value in the overlying water. Table 1 is composed of average values for the parameters from entire cores; the parameter values in Table 2 are restricted to the top 2 cm of the cores. The 0-2-cm increment of the core samples represents the values that might be measured from grab samples and the values that determine the acoustic impedance for highly reflective sea floors, which are generally coarse-grained. The 23 sites are arranged in order of decreasing mean grain size (increasing values of phi), from coarse shell hash to silty clay. Bottom roughness parameters are incomplete because the roughness measurements from the six sites in the approaches to the Strait of Juan de Fuca (JDF) have not been processed yet.
Regression Analysis
All of the contents of the database (over 4800 individual sediment depth increments) were used to generate Table 1 . From the mean parameters of Tables 1 and 2 , we can make predictions of acoustic backscattering at each of the 23 sites. Also from the entire database we can construct empirical relationships among the individual parameters via regression analysis. Examples of regressions derived from the entire database are presented in Figs. 1 and 2. Because the datasets from each site include systematic measurements downcore for each parameter and, hence, vertical gradients inherent in surficial sediment properties, serial correlation between the regressed parameters has been introduced to the analysis. To avoid the inaccuracy of generating predictions based on serially correlated data, we averaged the parameters over each core, thus eliminating the surficial gradients apparent in the measured data. The averaging resulted in a database consisting of 137 cores representing 23 sites from which all subsequent regression equations are derived.
In order to link the geoacoustic properties to grain size parameters, Table 3 is provided. In addition, information on site locations is referred to in this table as well as Table 3A . Parameters of percentage by weight of gravel, sand, silt, and clay and sorting are listed for the 23 sites. Sorting is a graphic measure of the dispersion of size classes around the mean grain size (graphic standard deviation). The sigma_2 parameter is a fitted parameter indicative of sediment volume scattering chosen to adjust the level of predicted backscatter to the level of the measured intensity. This parameter is used in the model presented in APL-UW-TR-9407 in lieu of the sound speed and density variance and density correlation length parameters (Table 1 ) used in the perturbation theory approach to sediment volume scattering (Jackson et al., 1996) . Mean values are slightly different from Table 1 because (1) we restricted the database exclusively to measurements that were co-located at each depth and (2) core length varied both within and among sites. Processing the data this way also reduced the variance of the individual parameters at each site.
Using grain size parameters of mean grain size (M z ), sorting (srt), percent gravel (gr), sand (sa), silt (si), and clay (cl) to predict sound speed ratio (VpR), bulk density (ρ), normalized attenuation (k), roughness spectral exponent (γ 1 ), roughness spectral intercept (w 1 ), and volume scattering parameter (sigma_2) we derived the following empirical relationships, which may be multiple linear, non-linear, or piecewise non-linear regressions: The coefficient of determination (r 2 ), or the proportion of the variation in the predicted parameter explained by the variation in the parameter used as a predictor, is displayed to the right of each regression. Coefficients of determination are disappointingly low for some of the relationships. However, values for r 2 are very good for two of the most significant determinants of bottom scattering: sound speed and density ratio (density ratio may be calculated from bulk density by dividing by the density of seawater, or 1.023). Accurate prediction of sound attenuation (k) in coarse sediment (M z less than 3.85φ) was difficult due to scattering of the 400-kHz sound by the coarse particles. Despite the low r 2 value for the coarsest grain sizes, we advocate the use of the piecewise regression in Fig. 3 based on the empirical relationship previously derived by Hamilton and Bachman (1982) . Sediment type is a particularly weak predictor of the roughness spectral exponent (γ 1 ), due to high variability in power spectral slopes that is a function of bioturbation and storms, which have a definite temporal dependence. The roughness spectral intercept (w 1 ), which indicates the relative strength of high-frequency spatial roughness elements, exhibits grain-size-dependent behavior, and may be related to the mobility of sediment. That is, there is a lack of high-frequency roughness (low w 1 values) at intermediate mean grain diameters offering the least resistance to entrainment by currents. Furthermore, sea floors composed of very small particles (muds) would exhibit little high-frequency spatial roughness due to cohesion. Thus, one would expect minima in the predictions of the roughness spectral intercept at intermediate and fine grain sizes as is found in the empirical relationship above (Fig. 4) . The accuracy of predicting the sediment volume scattering parameter (sigma_2) from mean grain size is poor (r 2 = 0.28) because the sigma_2 parameter is a fitted parameter that incorporates all the unexplained uncertainties that affect scattering predictions from environmental variables.
High-Frequency Bottom Backscattering Model Predictions
APL-UW collated the available backscatter data collected during the field experiments that were conducted concomitantly with the 23 environmental data collections in Tables 1-3 . The highfrequency bottom backscattering model from the Oceanographic and Atmospheric Master Library (OAML) was run using NRL inputs and comparisons were made with the collated acoustic data. Root-mean-squared error of the model data fit (with both model and data values expressed in dB) was also calculated. Typically, the backscatter data cover grazing angles between 10 to 40 degrees. We chose four sources of input parameters to test the model: regressions on mean grain size (M z ), multiple regressions on grain size parameters (M z , srt, gr, sa, si, cl), average values from the surficial (0-2 cm) measurements in Table 2 , and the parameterization results from APL-UW-TR-9407 based on surficial grain size (M z ).
We were unable to make comparisons with the acoustic data collected by ARL-UT because of differences in the nature of these data. First, the ARL-UT measurements focused on very low grazing angles (typically below 10 o ) and are disjoint for the other data sets in this respect. Second, the data were interpreted in terms of a Lambert-Law fit to single-ping scattering strength, while the other data sets were used to form multiple-ping intensity averages. It is certain that the former method is biased significantly lower than the latter, but the extent of this bias is difficult to estimate, in part because lower-angle data also suffer potentially from bias due to surface scattering. The remaining 18 comparisons are presented as Appendix 1. A summary of the model-data comparisons is given in Table 4 ; the fit was deemed "best" if it was within 2 dB of measured data and deemed "acceptable" if it was within 2-4 dB of measured data. Whereas the parameter values from APL-UW-TR-9407 provided the most accurate model predictions ("best" fit for seven of the 18 comparisons, "acceptable" fit for three of the 18), the model predictions provided by the new regressions for surficial values of parameters were nearly as accurate ("best" fit for three of the 18 comparisons, "acceptable" fit for six of the 18). Parameters predicted from the single and multiple regression equations gave good or acceptable model fits to data at only six of the 18 sites. Some acoustic data were not fit adequately using any one of the four sources of model inputs (MonPt, Tirr and JDF7). The root-mean-square error in dB between the model predictions and the measured data are given in Table 5 .
Discussion and Summary
An attempt was made to update the empirical relationships between geoacoustic properties used as model parameters and sediment grain size in order to improve the accuracy of acoustic modeling. The regression equations presented here represent the latest database derived from continental shelf sediments where acoustic measurements were made. In principle, these data are superior to the algorithms in APL-UW-TR-9407, which were based on data compiled from deepwater ocean sedimentary provinces and unsupported with acoustic backscatter data. Our objective was to supplant the tabulated results in APL-UW-TR-9407 because of the incongruity between the 23 sediment types listed in 9407 and the 215 (plus) sediment types listed in the MIW database. Rather than ramifying the 23 sediment categories into 215+ sediment types, we advocate the use of grain size parameters available from standard core analysis to make predictions of bottom backscatter.
Although the older algorithms give better fits to the acoustic data than those developed here, this is because the older algorithms were produced by fitting acoustic data whereas the newer algorithms were produced by fitting geoacoustic data. In fact, the older algorithms employed several of the sites used here in determining prediction error, so the relatively good performance of the older algorithms is not surprising. It is likely that the acoustic fitting process partially corrected unknown deficiencies in the acoustic models. The newer algorithms employ a larger database and should be more robust with respect to changes in seafloor type. Thus, we expect the present algorithms to give more accurate predictions of sediment physical properties, that is, to be better predictors of geoacoustic parameters. To improve acoustic prediction accuracy, it is recommended that a second set of regressions be performed using a cost function that combines both acoustic and geoacoustic error. These regressions would not supplant those provided here, as they would not provide the best estimates of physical properties. They would, rather, provide estimates of effective physical parameters, adjusted to correct deficiencies in the acoustic models.
Of significant importance to making acoustic predictions in the marine environment is the effect of hydrodynamic and biological processes on sediment properties. A major effect of sediment transport processes is sorting of grains, and hence the rationale behind incorporating this sediment parameter as an input for predicting geoacoustic properties. The sorting parameter, or graphic standard deviation (Folk, 1965) , is a standard calculation found in any sediment grain size analysis. The chief effect of sorting appears to be on sediment sound speed. Low sorting values (well sorted) is indicative of faster sediment sound speeds. Percentages of grain size classes (gravel, sand, silt, and clay) have minor effects compared to the mean grain diameter (M z ). In the case of predicting the roughness power spectral exponent from grain size parameters, constituent proportions of sand, silt, and clay provide nearly equal effects on the value of the exponent (steepness), but only about half the variability in the exponent is explained by these constituents of the sediment.
It is important to note that there are no direct and accurate geoacoustic data to estimate one of the model parameters: sigma_2, the sediment volume scattering parameter. Clearly, more experimental work is needed to address the use of this parameter to predict high-frequency bottom backscatter. Table 4 . Fits between model and data using four sources of parameters for the 18 sites available for model-data comparisons. Key: B = best fit; b = acceptable fit; blank = poor fit.
source K B / ly n P C 9 3 S A X 9 9 J D F 6 J D F 2 M o n P t J D Table 5 . Errors (in dB) for the model-data fit for single regression algorithm under "SR" column, for the multiple regression algorithm under the "MR" column, for the surficial geoacoustic data under column "SURF" and for using APL-UW's TR9407 grain size description under column "9407". 
