We study cooperative output feedback tracking control of stochastic linear heterogeneous leader-following multi-agent systems. Each agent has a continuous-time linear heterogeneous dynamics with incompletely measurable state, and there are additive and multiplicative noises along with information exchange among agents. We propose the set of admissible distributed observation strategies for estimating each follower's own state and the leader's state, and the set of admissible cooperative output feedback control strategies based on the certainty equivalence principle. By output regulation theory and stochastic analysis, we show that for observable leader's dynamics and stabilizable and detectable followers' dynamics, if the product of the intensities of multiplicative measurement noises and the sum of real parts of unstable eigenvalues of leader's dynamics is less than 1/4 of the minimum non-zero Laplacian eigenvalue of the communication graph, then there exist admissible distributed observation and cooperative control strategies to ensure mean square bounded output tracking, provided the associated output regulation equations are solvable. Finally, the effectiveness of our control strategies is demonstrated by numerical simulation.
Introduction
In recent years, distributed cooperative control of multi-agent systems has attracted much attention by the system and control community. So far, the research on multi-agent systems the mean square consensus tracking problem. Li et al. ([26] ) gave sufficient conditions for mean square and almost sure consensus and revealed that multiplicative noises may enhance almost sure consensus. By developing stochastic stability lemmas, Zong In practical applications, agents may have different dynamics. For example, the differences in mass and orbits of satellites ( [4] ), velocities and mass of unmanned aerial vehicles ( [39] ), and generators and loads of micro-grids ( [3, 38] ) all lead to dynamics of agents with different structures and parameters. Nowadays, many scholars have studied the distributed cooperative control problem of heterogeneous multi-agent systems. As the dynamics of each agent is heterogeneous and in particular the dimension of each agent's state is different, the output consensus problem is more meaningful. Wieland and Allgöwer ([51] ) showed that the existence of a common internal model is a necessary condition for output consensus under fixed topologies. By the internal model principle ( [11] ), Wieland and Allgöwer ([52] ) further studied output consensus under time-varying topologies and showed that the existence of a common internal model is necessary and sufficient for output consensus if the dynamics of each agent is stabilizable and detectable. Assuming that only output information can be transmitted among agents, Lunze ([35] ) proved that the existence of a common internal model is a necessary condition for output consensus. By designing distributed observers and decentralized laws, Grip et al. ([12] ) investigated output consensus of heterogeneous multi-agent systems with unmeasurable state.
By dividing the output regulator equations into observable and unobservable parts, Lewis et al. ( [25] ) constructed a reduced-order synchronizer to achieve output consensus. Inspired by classical output regulation theory ( [10, 17] ), Su gave a linear matrix inequality condition for cooperative output regulation of heterogeneous multi-agent systems. By a high-gain approach, Meng et al. ( [37] ) studied the output regulation problem of heterogeneous multi-agent systems under deterministic switching topologies. Based on the internal model principle and output regulation theory, the robust output regulation problem of linear heterogeneous multi-agent systems with parameter uncertainties was solved in [24, 30, 44, 46, 49, 53] . The output regulation problem of nonlinear heterogeneous multi-agent systems was studied in [8, 13, 23, 34, 50, 57] . Most of the above literature on heterogeneous multi-agent systems assumed that each agent can get its neighboring information precisely. In practical applications, the information that each agent receives is often corrupted by random noises. For example, in cooperative vehicle platoons, when vehicles obtain the accelerations of the preceding vehicles through a communication network, the accelerations obtained from the preceding vehicles are usually interfered by random noises.
In this paper, we investigate cooperative output feedback tracking control of stochastic linear heterogeneous leader-following multi-agent systems. Each agent has a continuous-time linear heterogeneous dynamics with incompletely measurable state, and there are additive and multiplicative noises along with information exchange among agents. We propose the set of admissible distributed observation strategies for estimating each follower's own state and the leader's state, and the set of admissible cooperative output feedback control strategies based on the certainty equivalence principle. By output regulation theory and stochastic analysis, we give sufficient conditions on the dynamics of agents, the network graph and the intensities of noises for the existence of admissible distributed observation and cooperative control strategies to ensure mean square bounded output tracking. The effectiveness of our control strategies is then demonstrated by numerical simulation. The main contributions of our paper are summarized as follows.
(i) Compared with the existing literature on heterogeneous multi-agent systems, we assume that there are both additive and multiplicative noises along with information exchange among agents. The multiplicative measurement noises make it impossible to construct an appropriate stochastic Lyapunov function based on the positive definite solution of the Riccati equation.
Here, based on the duality principle and Lemma 3.1 in [60] , we give a sufficient condition for the existence of positive define solution of the generalized Riccati equation with an observable leader's dynamics. By the inverse of the positive definite solution of the generalized Riccati equation, we construct an appropriate stochastic Lyapunov function. Compared with homogenous multi-agent systems with multiplicative measurement noises ( [60] ), the method of analyzing the error system between each follower and the leader is not applicable. Here, by output regulation theory, the mean square output tracking problem of heterogeneous multiagent systems is transformed into the solvability problem of the associated output regulation equations.
(ii) We show that for an observable leader's dynamics and stabilizable and detectable fol-lowers' dynamics, if the product of the intensities of multiplicative measurement noises and the sum of all real parts of unstable eigenvalues of leader's dynamics is less than 1/4 of the minimum non-zero Laplacian eigenvalue of the communication graph, then there exist admissible distributed observation and cooperative control strategies to ensure mean square bounded output tracking, provided the associated output regulation equations are solvable.
The rest of this paper is arranged as follows. Section 2 formulates the problem to be investigated. Section 3 gives the main results of this paper. Section 4 uses numerical simulation to demonstrate the effectiveness of our control laws. Section 5 concludes the paper. For clarity of presentation, the proofs are put in appendixes.
The following notation will be used throughout this paper. R n denotes the set of ndimensional real column vectors; R m×n denotes the set of m × n dimensional real matrices; 0 N represents the N-dimensional column vector with all zeros; 1 N denotes the N-dimensional column vector with all ones; I m denotes the m × m dimensional identity matrix; diag{A 1 , . . . , A N } represents the block diagonal matrix with entries being A 1 , . . . , A N . For a given vector or matrix X, X T denotes its transpose, Tr(X) denotes its trace, and X represents its 2-norm. For a given real matrix A ∈ R n×n , σ(A) represents the spectrum of A, and λ i (A)(i = 1, . . . , n)
represents the ith eigenvalue of A arranged in order of ascending real part. For a given complex number Z, R (Z) represents its real part. For a given real symmetric matrix B ∈ R n×n , λ min (B) is the minimum eigenvalue of B, and λ max (B) is the maximum eigenvalue of B. A > 0 (or A 0) denotes that A is positive definite (or positive semi-definite) and A < 0 (or A 0) denotes that A is negative definite (or negative semi-definite). For two real symmetric matrices
is negative semi-definite). For two matrices C and D, C ⊗ D denotes their Kronecker product. Let (Ω, F , {F t } t t 0 , P) a complete probability space with a filtration {F t } t t 0 satisfying the usual conditions, namely, it is right continuous and increasing while F 0 contains all P-null sets; w(t) = (w 1 (t), . . . , w m (t)) T denotes a m-dimensional standard Brownian motion defined in Ω, F , {F t } t t 0 , P . For a given random variable X, the mathematical expectation of X is de- 2 Problem Formulations.
Consider a leader-following multi-agent system co-nsisting of a leader and N followers, where the leader is indexed by 0 and the N followers are indexed by 1, . . . , N, respectively. The dynamics of the leader is given by
where x 0 (t) ∈ R n is the state and y 0 (t) ∈ R p is the output of the leader, respectively; A 0 ∈ R n×n and C 0 ∈ R p×n . To avoid the trivial case, we always assume that R ( λ n (A 0 )) 0.
The dynamics of the ith follower is given by
where 
, and if j ∈ N i , then a ij = 1, otherwise a ij = 0; a 0 = [a 10 , a 20 , . . . , a N 0 ] T and if 0 ∈ N i , then a i0 = 1, otherwise a i0 = 0. The Laplacian matrix ofḠ is given byL
, where L is the Laplacian matrix of G and F = diag (a 10 , a 20 , . . . , a N 0 ).
Admissible distributed observation and cooperative control strategies.
Since each agent has a dynamics with incompletely measurable state, we consider the following set of admissible observation strategies to estimate agents' states. Denote
where Θ i represents the observer of the ith follower to observe its own state, and Ξ i represents the distributed observer of the ith follower to observe the leader's state. Here,
and
wherex i (t) is the estimate of x i (t), and H i is the gain matrix to be designed;x i0 (t) is the estimate of x 0 (t) by the ith follower,
denotes the relative estimate of the leader's output between the ith follower and its neighbor, the jth follower,ŷ i0 (t) = C 0xi0 (t) represents the estimate of the leader's output by the ith follower, and
denotes the estimation error for the leader's output by the ith follower, when it is adjacent to the leader. {ξ 1ij (t), i = 1, . . . , N, j = 0, . . . , N} and {ξ 2ij (t), i = 1, . . . , N, j = 0, . . . , N} denote additive and multiplicative measurement noises, respectively. {σ 1ij (t), i = 1, . . . , N, j = 0, . . . , N} and {σ 2ij (t), i = 1, . . . , N, j = 0, . . . , N} represent the intensities of additive and multiplicative measurement noises, respectively, and G 1i and G 2i are the gain matrices to be designed.
For the output regulation problem of linear time-invariant systems, Huang [16] proposed a state feedback control law
where x(t) is the state of the system, υ(t) is the state of the external system, and K 1 and K 2 are the gain matrices to be designed.
We consider the following set of admissible distributed cooperative control strategies based on the control law (5) and the certainty equivalence principle
and the distributed control law of the ith follower is given by
wherex i (t) andx i0 (t) are given by (3) and (4), respectively, and K 1i ∈ R m i ×n i and K 2i ∈ R m i ×n are the gain matrices to be designed.
Remark 2.1
In order to estimate the state of the ith follower and the leader, we consider distributed observers. For the distributed observers, the follower who is not adjacent to the leader doesn't use the estimation error for the leader's output, and only uses the relative estimate of the leader's output between the follower and its neighbor through the communication network.
Compared with [16] , we use the state estimatex i (t) andx i0 (t) instead of the real values to design the distributed control law.
Assumptions.
In this section, we formulate the conditions on the agent's dynamics, the communication graph and the noises for the existence of admissible distributed observation and cooperative control strategies to achieve mean square output tracking.
For the dynamics of the leader and followers, we have the following assumptions.
has a solution (Π i , Γ i ) for each i = 1, 2, . . . , N.
Remark 2.2 Note that there exists a solution (Π i , Γ i ) of the matrix equation (7) if and only if
For more details, the readers may refer to Theorem 1.9 in [16] .
For the noises and the communication graph, we have the following assumptions. 3 Main results.
The lemmas required are given below.
, 0}, then the following generalized algebraic Riccati equation
has a unique positive solution P .
Proof. If Assumption 2.3 holds, we know that A T 0 , C T 0 is controllable. By Lemma 3.1 in [60] , 4) and (6), for any given
Especially, if there are no additive measurement noises, i.e., σ 1ij = 0, i = 1, . . . , N, j = 0, . . . , N, then under the distributed control law (3), (4) and (6), for any given initial values
x 0 (0), x i (0),x i (0) andx i0 (0), i = 1, . . . , N, the closed-loop system satisfies
(II) Choose K 1i and H i , i = 1, 2, . . . , N such that A i + B i K 1i and A i + H i C i are Hurwitz, and
, then under the distributed control law (3), (4) and (6), for any given initial values x 0 (0), x i (0),x i (0) andx i0 (0), i = 1, . . . , N, the closed-loop system satisfies (9), where (Π i , Γ i ) is the solution of the matrix equation (7) , and P is the unique positive solution of the generalized algebraic Riccati equation (8) . Especially, if there are no additive measurement noises, then under the distributed control law (3), (4) and (6), for any given initial values x 0 (0), x i (0),x i (0) andx i0 (0), i = 1, . . . , N, the closed-loop system satisfies (10) , and the mean square output tracking time satisfies
where 0 < γ < 1 P , P is the unique positive solution of the generalized algebraic Riccati equation (8),
and ρ 1 , ρ 2 , ρ 3 and ρ 4 are positive constants satisfying
The proof is given in Appendix A.
Remark 3.3 From the condition 4σ 2 2 λ u 0 (A 0 ) < λ 1 (L + F ), we know that the smaller the intensities of multiplicative measurement noises are, the more stable the leader's dynamics is and the greater the minimum non-zero Laplacian eigenvalue of the communication graph is, the easier it is for the existence of admissible distributed observation and cooperative control strategies to ensure mean square bounded output tracking. This is consistent with intuition.
Numerical simulation.
In this section, we will use numerical simulation to demonstrate the effectiveness of our control laws proposed in this paper. The dynamics of the ith follower vehicle is given by (2) , where x i (t) ∈ R 3 and y i (t) ∈ R; the components of x i (t) are regarded as the position, the velocity and the acceleration, respectively; It can be verified that the pair (A i , B i ) is controllable for i = 1, 2, 3, and the pair (C i , A i ) is observable for i = 0, 1, 2, 3. Therefore, we choose K 11 = −2 −1 −2 , K 12 = −3 −2 −1 , Denote
Based on Assumption 2.2, we choose H i such that A i + H i C i is Hurwitz, i = 1, . . . , N. By In the following, we will estimate lim sup
In view of (1), (4) and Assumption 2.5, we get
Here, S 1ij = [n kl ] N ×N is an N × N matrix satisfying when k = i and l = i, n kl = a ij , and when k and l take other values, n kl = 0;S 1i = [n kl ] N ×N is an N × N matrix satisfying when k = i and l = i,n kl = a i0 , and when k and l take other values,n kl = 0; S 2ij = [s kl ] N ×N is an N × N matrix satisfying when k = i and l = i, s kl = −a ij , when k = i and l = j, s kl = a ij , and when k and l take other values, s kl = 0;S 2i = [s kl ] N ×N is an N × N matrix satisfying when k = i and l = i,s kl = a i0 , and when k and l take other values,s kl = 0.
From Assumption 2.6, we know that L + F is a real symmetric matrix and all of its eigenvalues are positive. Hence, there exists a unitary matrix Φ such that Φ T (L + F )Φ = diag (λ 1 (L + F ), . . . , λ N (L + F )) =: Λ. Denoteδ(t) = (Φ −1 ⊗ I n ) δ(t). By the above equation, we have
Choose the Lyapunov function V (t) =δ T (t) (I N ⊗ P −1 )δ(t). By the above equation and Itô's formula, we obtain
By the definition of quadratic variation and M 5 (t), we have
and σ 2 2 = max max
S T 2iS 2i = F 2F , by the above inequality, we get
By the above inequality, we obtain
Denote W (t) = e γt V (t), 0 < γ < 1 P . By the above inequality and applying Itô's formula to W (t), we get dW (t) = γe γt V (t)dt + e γt dV (t)
Integrating both sides of the above inequality from 0 to t and taking the mathematical expectation, we obtain
In the following, we proceed to prove that the matrix Ψ(γ) < 0. On one hand, noting that
On the other hand, noting that R (λ n (A 0 )) 0 and α > λ u 0 (A 0 ), by Assumption 2.3, we know that Lemma 3.1 holds. By the generalized algebraic Riccati equation (8), we get
which implies Ψ(γ) < 0, for 0 < γ < 1 P . Therefore, by (A.4) and the matrix inequality Ψ(γ) < 0, we obtain
which together with the definition of W (t) gives
, by the above inequality, we get
Then, noting thatδ(t)
This together with the definition of δ(t) gives lim sup
Then, we proceed to estimate lim sup t→∞ E y i (t) − y 0 (t) 2 for i = 1, . . . , N.
by (1), (3) and Assumption 2.4, we havė
.
Integrating both sides of the above equation from 0 to t yields
which gives
By the inequality E 
Substituting (A.16) and the above inequality into (A.15) leads to
(A.17)
As A i + B i K 1i and A i + H i C i are Hurwitz, there exist positive constants ρ 1 > 0, ρ 2 > 0, ρ 3 > 0 and ρ 4 > 0 such that e (A i +B i K 1i )t ρ 1 e −ρ 2 t , e (A i +H i C i )t ρ 3 e −ρ 4 t , i = 1, . . . , N.
(A.18)
By the definitions of V (t),δ(t), δ(t) and Φ, we get
By (A.17)−(A.19) and the definition ofê i (t) and ∆ i (t), we have
Forε ̺ 1 , we have that ∀t 0 E y i (t) − y 0 (t) 2 ̺ 1 e −2 min{ρ 2 ,ρ 4 , γ 2 }t ε, which together with (A. 20) gives
, 0 <ε < ̺ 1 , tε = 0,ε ̺ 1 . Therefore, the proof of (II) of Theorem 3.1 is completed. Finally, the (I) of Theorem 3.1 follows immediately from what we have proved before.
