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Abstract
For a given non-symmetric commutative association scheme, by fusing all the non-symmetric relations pairwise with their
symmetric counterparts, we can obtain a new symmetric association scheme. In this paper, we introduce a set of feasibility and
realizability conditions for a class e symmetric association scheme to be split into a class e + 1 non-symmetric commutative
association scheme. By applying the feasibility and realizability conditions, we obtain a classiﬁcation into six categories of the class
4 non-symmetric ﬁssion schemes of group-divisible 3-schemes. Complete solutions for three of the six categories and partial results
for the remaining cases are presented.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let X = (X, {Ri}0 id) be a class d non-symmetric commutative association scheme. By deﬁning a new set of
relations {R˜i} on X × X by R˜i = Ri ∪ Ri′ , we have a symmetric association scheme X˜ = (X, {R˜i}). It turns out that
the existence of a non-symmetric commutative association scheme implies the existence of a symmetric association
scheme.
In [2, p. 58] the question of when a class e symmetric association scheme can be split into a class d non-symmetric
commutative association scheme is posed. Bannai and Song [1,3] laid a foundation for the study of the above question.
Subsequently, Goldbach and Claasen [7–10], and Song [15] studied the case e = 2 and d = 3. In this paper we look at
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the case where d = e + 1. In particular, some necessary conditions for a class e symmetric association scheme X˜ to
be split into a class e + 1 non-symmetric commutative association scheme X are introduced in Theorem 3.2. Further,
in the case that the splitting of X˜ into X is feasible, we obtain a set of necessary and sufﬁcient conditions so that the
splitting is realizable (see Theorem 3.3). This theorem generalizes Theorem 2.2 of [8] which proves to be useful in
the construction of class 3 non-symmetric commutative association scheme and is used in the construction of class 3
imprimitive non-symmetric commutative association schemes in [9] by reducing them into the construction of certain
Hadamard matrices with a special block form.
In this paper, we also obtain the following results.
(i) By applying our feasibility conditions in Theorem3.2 to the list of feasible parameter sets of all the class 3 primitive
symmetric association schemes with 100 in [5, Appendix 4], we ﬁnd a remarkably short list of parameter sets
corresponding to class 3 primitive symmetric association schemes of which the splitting is feasible.
(ii) For every q2, the Hamming scheme H(3, q) cannot be split into a class 4 non-symmetric commutative associ-
ation scheme if q /≡ 3 (mod 4).
(iii) For every t6, the Johnson scheme J (t, 3) cannot be split into a class 4 non-symmetric commutative association
scheme if t /≡ 17 (mod 24).
(iv) We divide the class 4 non-symmetric ﬁssion schemes of group-divisible 3-schemes into six disjoint categories.
Three of the six categories admit obvious methods of construction which produce all the schemes belonging to
these categories (Theorems 10.2, 11.2, and 13.2). For the remaining cases, which are harder to construct, we
present some partial results.
For the terminology, notations of association schemes and some basic facts about commutative association schemes,
we refer the reader to Bannai and Ito [2], Goldbach and Claasen [10], and Song [15].
2. The parameters
From now on, unless otherwise stated, X˜ = (X, {R˜i}i∈[e]) denotes a class e symmetric association scheme while
X= (X, {Ri}i∈[e+1]) denotes a class e+1 non-symmetric commutative ﬁssion scheme of X˜withR−12 =R1,R−1i =Ri ,
V 2 = V1, and V i = Vi for all i ∈ [e + 1] − [2].
Theorem 2.1. The intersection matrices and the ﬁrst eigenmatrix of X have the following form. L0 = I and
L1 = ,
L2 = ,
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and for i ∈ [e + 1] − [2],
Li = ,
P = ,
where for all i = 1, 3, 4, . . . , e + 1, i and  are (e − 1) × (e − 1) matrices with entries (i )rs = pr+2i(s+2) and
()rs = Ps+2(r + 2), respectively. It holds that P1(1) ∈ C\R while the other ﬁrst eigenvalues are real.
For i ∈ [e + 1] the matrix Mi can be found from the matrix Li by replacing i by i and by replacing pkij by qkij .
The matrix Q can be derived from P by replacing, for i ∈ [e + 1] − {0, 2}, the i by i and by replacing Pj (i) by
Qj(i). Again Q1(1) ∈ C\R and the other second eigenvalues are real.
Proof. It follows from the basic facts about commutative association schemes. 
Deﬁnition. X˜=(X, {R˜i}i∈[e]) is split intoX=(X, {Ri}i∈[e+1]) according toCase (s, S) if R˜s=R1∪R2 and V˜S=V1V2,
R˜ni = Ri , V˜Ni = Vi where s, S ∈ [e] − {0}, ni ∈ [e] − {0, s}, Ni ∈ [e] − {0, S}, i ∈ [e + 1] − [2].
Let X and X∗ be two association schemes with eigenmatrices P,Q and P ∗,Q∗ respectively. Then X and X∗ are
isospectral if P = P ∗ for a certain numbering of the relations and the eigenspaces of both schemes.
Theorem 2.2. LetX1 andX2 be the splitting of X˜ according to the same case as deﬁned above. ThenX1 andX2 are
isospectral.
Proof. It is clear. 
Remark. In view of Theorem 2.2, we may assume without loss of generality that ni <nj and Ni <Nj for all i < j .
Lemma 2.3. Suppose X˜= (X, {R˜i}i∈[e]) is split intoX= (X, {Ri}i∈[e+1]) according to Case (s, S). Then, for i, j, k ∈
[e + 1] − [2], the following hold:
(i) ˜s = 21, ˜ni = i , ˜S = 21, ˜Ni = i .
(ii) p˜sss = 3p111 + p211, q˜SSS = 3q111 + q211.
(iii) p˜ssni = p11i + p21i , q˜SSNi = q11i + q21i .
(iv) p˜niss = 2(pi11 + pi12), q˜NiSS = 2(qi11 + qi12).
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(v) p˜nisnj = 2pi1j , q˜NiSNj = 2qi1j .
(vi) p˜sni s = p11i + p21i , q˜SNiS = q11i + q21i .
(vii) p˜sninj = p1ij , q˜SNiNj = q1ij .
(viii) p˜njni s = 2pji1, q˜
Nj
NiS
= 2qji1.
(ix) p˜njnink = pjik , q˜
Nj
NiNk
= qjik .
(x) P˜s(S) = P1(1) + P1(1), Q˜S(s) = Q1(1) + Q1(1).
(xi) P˜s(Ni) = 2P1(i), Q˜S(ni) = 2Q1(i).
(xii) P˜ni (S) = Pi(1), Q˜Ni (s) = Qi(1).
(xiii) P˜nj (Ni) = Pj (i), Q˜Nj (ni) = Qj(i).
Proof. It follows from Theorem 2.1. 
Lemma 2.4. LetX= (X, {Ri}i∈[e+1]) be a class e+1 non-symmetric commutative association scheme withR−12 =R1
and R−1i = Ri for all i ∈ [e + 1] − [2]. Then the following hold:
(i) P1(1) + P1(1) = p111 − p211,
(ii) Pi(1) = p11i − p21i , i ∈ [e + 1] − [2],
(iii) Q1(1) + Q1(1) = q111 − q211,
(iv) Qi(1) = q11i − q21i , i ∈ [e + 1] − [2].
Proof. Let X˜= (X, {R˜i}i∈[e]) be a class e symmetric association scheme such that X is a splitting of X˜ according to
Case (s, S).
(i) P1(1) + P1(1) = p111 − p211.
Note that L1 has eigenvalues P1(i), i ∈ [e + 1]. Thus, by Theorem 2.1, we get
tr(L1) =
∑
∈[e+1]
P1()
= 1 + P1(1) + P1(1) +
∑
∈[e+1]−[2]
P1().
On the other hand, by Theorem 2.1, we obtain
tr(L1) =
∑
∈[e+1]
p1
= 2p111 +
∑
∈[e+1]−[2]
p1.
Therefore,
1 + P1(1) + P1(1) +
∑
∈[e+1]−[2]
P1() = 2p111 +
∑
∈[e+1]−[2]
p1. (1)
Also, note that L˜s has eigenvalues P˜s(i), i ∈ [e]. Thus, by using Lemma 2.3(i), (x), (xi), we get
tr(L˜s) =
∑
∈[e]
P˜s()
= 21 + P1(1) + P1(1) +
∑
∈[e+1]−[2]
2P1().
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On the other hand, by using Lemma 2.3(ii), (v), we obtain
tr(L˜s) =
∑
∈[e]
p˜

s
= 3p111 + p211 +
∑
∈[e+1]−[2]
2p1.
Therefore,
21 + P1(1) + P1(1) +
∑
∈[e+1]−[2]
2P1() = 3p111 + p211 +
∑
∈[e+1]−[2]
2p1. (2)
Now we multiply (1) by 2 and subtract (2) and obtain
P1(1) + P1(1) = p111 − p211.
(ii) Pi(1) = p11i − p21i , i ∈ [e + 1] − [2].
Note that Li has eigenvalues Pi(j), j ∈ [e + 1]. Thus, by Theorem 2.1, we get
tr(Li) =
∑
∈[e+1]
Pi()
= i + 2Pi(1) +
∑
∈[e+1]−[2]
Pi().
On the other hand, by Theorem 2.1, we obtain
tr(Li) =
∑
∈[e+1]
pi
= 2p11i +
∑
∈[e+1]−[2]
pi.
Therefore,
i + 2Pi(1) +
∑
∈[e+1]−[2]
Pi() = 2p11i +
∑
∈[e+1]−[2]
pi. (3)
Also, note that L˜ni has eigenvalues P˜ni (j), j ∈ [e]. Thus, by using Lemma 2.3(i), (xii), (xiii), we get
tr(L˜ni ) =
∑
∈[e]
P˜ni ()
= i + Pi(1) +
∑
∈[e+1]−[2]
Pi().
On the other hand, by using Lemma 2.3(vi), (ix), we obtain
tr(L˜ni ) =
∑
∈[e]
p˜

ni
= p11i + p21i +
∑
∈[e+1]−[2]
pi.
Therefore,
i + Pi(1) +
∑
∈[e+1]−[2]
Pi() = p11i + p21i +
∑
∈[e+1]−[2]
pi. (4)
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Now we use (3) to subtract (4) and obtain
Pi(1) = p11i − p21i .
(iii) and (iv) can be proved similarly by using Theorem 2.1 and Lemma 2.3. 
Let  be the complex number such that 2 = −1.
Lemma 2.5. LetX= (X, {Ri}i∈[e+1]) be a class e+1 non-symmetric commutative association scheme withR−12 =R1
and R−1i = Ri for all i ∈ [e + 1] − [2]. Then P1(1) = 12 ((p111 − p211) + 
√
1/1).
Proof. It follows from Lemma 2.4(i) that
ReP1(1) = 12 (P1(1) + P1(1)) = 12 (p111 − p211).
By calculating tr(A21) and tr(A1A2) directly, we get
tr(A21) − tr(A1A2) = 0 − 1 = −1. (5)
On the other hand, by considering the eigenvalues of A21 and A1A2 and by considering the matrix P in Theorem 2.1,
we have
tr(A21) = 21 + 1(P1(1)2 + P1(1)2) +
∑
∈[e+1]−[2]
P1()
2
,
tr(A1A2) = 21 + 1(2P1(1)P1(1)) +
∑
∈[e+1]−[2]
P1()
2
.
Hence, (5) becomes
1(P1(1)2 − 2P1(1)P1(1) + P1(1)2) = −1,
(P1(1) − P1(1))2 = −1
1
.
It follows that
ImP1(1) = 12
√
−(P1(1) − P1(1))2
= 1
2
√
1
1
.
Therefore, P1(1) = 12 ((p111 − p211) + 
√
1/1). 
Theorem 2.6. LetX be a class e + 1 non-symmetric commutative association scheme which is a splitting of a class e
symmetric association scheme X˜. For i, j, k ∈ [e + 1] − [2], the parameters of X expressed in those of X˜ in the case
that X˜ is split according to case (s, S) are as follows:
(i) 1 = 12 ˜s , i = ˜ni , 1 = 12 ˜S , i = ˜Ni .
(ii) p111 = 14 (p˜sss + P˜s(S)), p211 = 14 (p˜sss − 3P˜s(S)).
(iii) p11j = 12 (p˜ssnj + P˜nj (S)), p21j = 12 (p˜ssnj − P˜nj (S)), pk11 = (1/k)p21k , pk12 = (1/k)p11k .
(iv) pk1j = 12pnksnj , p1ij = p˜sninj , pkij = p˜nkninj , pki1 = pk1i .
(v) q111 = 14 (˜qSSS + Q˜S(s)), q211 = 14 (˜qSSS − 3Q˜S(s)).
(vi) q11j = 12 (˜qSSNj + Q˜Nj (s)), q21j = 12 (˜qSSNj − Q˜Nj (s)), qk11 = (1/k)q21k , qk12 = (1/k)q11k .
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(vii) qk1j = 12qNkSNj ,q1ij = q˜SNiNj , qkij = q˜
Nk
NiNj
, qki1 = qk1i .
(viii) P1(1) = 12 (P˜s(S) + 
√
˜s /˜S), Pi(1) = P˜ni (S).
(ix) P1(j) = 12 P˜s(Nj ), Pi(j) = P˜ni (Nj ).
(x) Q1(1) = 12 (Q˜S(s) − 
√
˜S/˜s),Qi(1) = Q˜Ni (s).
(xi) Q1(j) = 12Q˜S(nj ), Qi(j) = Q˜Ni (nj ).
Proof. It follows from Lemmas 2.3–2.5. 
Remark. Theorem 2.6 implies that the parameters of X are determined by those of X˜ once it is known according to
which case X˜ has been split to form X.
3. The feasibility and the realizability conditions
Proposition 3.1 (Necessary conditions). The conditions stated below are necessary conditions in order that pkij and
qkij are intersection numbers and Krein parameters of an association scheme, respectively.
(i) All the intersection numbers pkij are non-negative integers. Moreover, all the valencies vi = p0ii′ are positive
integers.
(ii) All the multiplicities j = q0j jˆ are positive integers.
(iii) All the Krein parameters qkij are non-negative real numbers.
Proof. (i) and (ii) are clear (iii) follows from [2, Theorem II.3.8]. 
Theorem 3.2. Let X˜ be a class e symmetric association scheme. Then the conditions stated below are necessary
conditions in order that X˜ can be split into a class e+ 1 non-symmetric commutative association schemeX according
to Case (s, S).
1. P˜i(S) ∈ Z for all i ∈ [e] − [0].
2. ˜s ≡ 0 (mod 2).
3. ˜S ≡ 0 (mod 2).
4. p˜sss + P˜s(S) ≡ 0 (mod 4).
5. p˜ssni + P˜ni (S) ≡ 0 (mod 2) for all i ∈ [e] − [2].
6. ˜s(p˜ssni + P˜ni (S)) ≡ 0 (mod 4˜ni ) for all i ∈ [e] − [2].
7. ˜s(p˜ssni − P˜ni (S)) ≡ 0 (mod 4˜ni ) for all i ∈ [e] − [2].
8. p˜nksnj ≡ 0 (mod 2) for all j, k ∈ [e] − [2].
9. −p˜sss P˜s(S) 13 p˜sss .
10. −p˜ssni  P˜ni (S) p˜ssni for all i ∈ [e] − [2].
11. −q˜SSSQ˜S(s) 13 q˜SSS .
12. −q˜SSNi Q˜Ni (s) q˜SSNi for all i ∈ [e] − [2].
Proof. All the necessary conditions are obtained by using Proposition 3.1, Lemmas 2.3(x), (xii), 2.4(i), (ii), and
Theorem 2.6.
1. P˜s(S) = P1(1) + P1(1) = p111 − p211 ∈ Z and P˜ni (S) = Pi(1) = p11i − p21i ∈ Z for all i ∈ [e] − [2].
2. 12 ˜s = 1 ∈ Z.
3. 12 ˜s = 1 ∈ Z.
4. 14 (p˜
s
ss + P˜s(S)) = p111 ∈ Z.
5. 12 (p˜
s
sni
+ P˜ni (S)) = p11i ∈ Z.
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6. (˜s/4˜ni )(p˜ssni + P˜ni (S)) = (1/i )p11i = pi12 ∈ Z.
7. (˜s/4˜ni )(p˜ssni − P˜ni (S)) = (1/i )p21i = pi11 ∈ Z.
8. 12 p˜
nk
snj = pk1j ∈ Z.
9. 14 (p˜
s
ss + P˜s(S)) = p1110, 14 (p˜sss − 3P˜s(S)) = p2110.
10. 12 (p˜
s
sni
+ P˜ni (S)) = p11i0, 12 (p˜ssni − P˜ni (S)) = p21i0.
11. 14 (˜q
S
SS + Q˜S(s)) = q1110, 14 (˜qSSS − 3Q˜S(s)) = q2110.
12. 12 (˜q
S
SNi
+ Q˜Ni (s)) = q11i0, 12 (˜qSSNi − Q˜Ni (s)) = q21i0. 
Let X˜ be a class e symmetric association scheme. Then it is said that the splitting of X˜ into a putative class e + 1
non-symmetric commutative association schemeX is feasible if the parameters of X˜ satisfy the conditions mentioned
in Theorem 3.2 or the putative parameters ofX satisfy the conditions in Proposition 3.1, and it is said that the splitting
of X˜ into X is realizable if X exists. The conditions mentioned in Theorem 3.2 are called the feasibility conditions.
Theorem 3.3 (The fundamental theorem). Let X˜ be a class e symmetric association scheme the splitting of which into
a class e + 1 non-symmetric commutative association scheme is feasible. Then that splitting according to Case (s, S)
is realizable if and only if there are two matricesA1 andA2 of order  and with entries 0 and 1 satisfying the following
conditions:
C1. AT2 = A1.
C2. A1 + A2 = A˜s .
C3. A˜(A1 − A2) = P˜(S)(A1 − A2), for all  ∈ [e] − [0].
C4. (A1 − A2)(A1 − A2)T =∑∈[e] (˜s /˜)P˜(S)A˜.
Proof. Let A0 = A˜0 and Ai = A˜ni for all i ∈ [e + 1] − [2].
Suppose the splitting is realizable. Then C1 and C2 are clear. We use Theorem 2.1, Lemmas 2.3, 2.4, and
Theorem 2.6 (iii) for the veriﬁcation of C3 and C4.
We ﬁrst verify C3.
A˜s(A1 − A2) = (A1 + A2)(A1 − A2)
=A21 − A22
=
∑
k∈[e+1]
(pk11 − pk22)Ak
= (p111 − p211)A1 + (p211 − p111)A2
= (p111 − p211)(A1 − A2)
= P˜s(S)(A1 − A2).
For i ∈ [e + 1] − [2],
A˜ni (A1 − A2) = A˜niA1 − A˜niA2
=AiA1 − AiA2
=
∑
k∈[e+1]
(pki1 − pki2)Ak
= (p11i − p21i )A1 + (p21i − p11i )A2
= (p11i − p21i )(A1 − A2)
= P˜ni (S)(A1 − A2).
This establishes C3.
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Now we verify C4.
(A1 − A2)(A1 − A2)T = 2A1A2 − A21 − A22
=
∑
k∈[e+1]
(2pk12 − pk11 − pk22)Ak
= 21A0 + (2p111 − p111 − p211)A1 + (2p111 − p211 − p111)A2
+
∑
k∈[e+1]−[2]
(
2
1
k
p11k −
1
k
p21k −
1
k
p21k
)
Ak
= 21A0 + (p111 − p211)(A1 + A2) +
∑
k∈[e+1]−[2]
2
1
k
(p11k − p21k)Ak
= ˜sA˜0 + P˜s(S)A˜s +
∑
k∈[e+1]−[2]
˜s
˜nk
P˜nk (S)A˜nk
=
∑
∈[e]
˜s
˜
P˜(S)A˜.
This establishes C4.
Now assume there are two matrices A1 and A2 satisfying the given four conditions. We wish to show that Ai ,
i ∈ [e + 1], generate a Bose–Mesner algebra and therefore corresponds in this case to a class e + 1 non-symmetric
commutative association scheme, that is, we wish to show that they satisfy the following axioms:
BM1.
∑
i∈[e+1] Ai = J .
BM2. A0 = I .
BM3. ATi = Ai′ for some i′ ∈ [e + 1].
BM4. AiAj =∑k∈[e+1] pkijAk for all i, j .
BM5. AiAj = AjAi for all i, j .
Axioms BM1–BM3 are clearly satisﬁed. We ﬁrst show that BM5 is satisﬁed.
Assertion 3.3a. A1A2 = A2A1.
Proof. From C3 and C2, we have
(A1 + A2)(A1 − A2) = P˜s(S)(A1 − A2)
and so
A21 − A1A2 + A2A1 − A22 = P˜s(S)(A1 − A2). (6)
By taking the transpose of (6), we get
A22 − A1A2 + A2A1 − A21 = P˜s(S)(A2 − A1). (7)
We add (6) to (7) and obtain
2A2A1 − 2A1A2 = 0,
which implies that
A1A2 = A2A1. 
Assertion 3.3b. AiAj = AjAi , i ∈ {1, 2}, j ∈ [e + 1] − [2].
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Proof. Let  ∈ [e + 1] − [2].
A1A − A2A = (A1 − A2)A˜n
= (A˜n(A2 − A1))T
= − (A˜n(A1 − A2))T
= − (P˜n(S)(A1 − A2))T
= − P˜n(S)(A2 − A1)
= P˜n(S)(A1 − A2)
= A˜n(A1 − A2)
=AA1 − AA2.
On the other hand
A1A + A2A = (A1 + A2)A˜n
= A˜sA˜n
= A˜nA˜s
=A(A1 + A2)
=AA1 + AA2.
Now we have
A1A − A2A = AA1 − AA2,
A1A + A2A = AA1 + AA2
and one can easily see that A1A = AA1 and A2A = AA2. 
Clearly, for any ,  ∈ [e + 1] − [2],
AA = A˜nA˜n = A˜nA˜n = AA.
It follows from Assertions 3.3a and b that BM5 is satisﬁed.
Now we wish to show that BM4 is satisﬁed, i.e., for all i, j ,
AiAj ∈A= 〈A |  ∈ [e + 1]〉.
Clearly for any i, j ∈ [e + 1] − [2],
AiAj = A˜ni A˜nj ∈A.
As BM5 is satisﬁed, it remains to show that
A1A2 ∈A,
and for i ∈ {1, 2} , j ∈ [e + 1] − [2],
A2i ∈A,
AjAi ∈A.
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From C2 and C3, we see that
A21 − A22 ∈A. (8)
Clearly
(A1 + A2)2 = A˜2s ∈A,
and by Assertion 3.3a, we get
A21 + 2A1A2 + A22 ∈A. (9)
From C1 and C4, we have
(A1 − A2)2 = −(A1 − A2)(A1 − A2)T ∈A,
and by Assertion 3.3a, we get
A21 − 2A1A2 + A22 ∈A. (10)
In view of (9) and (10), we get A1A2 ∈A and
A21 + A22 ∈A. (11)
With (8) and (11), we deduce that
A2i ∈A for all i = 1, 2.
By C3, for any j ∈ [e + 1] − [2],
AjA1 − AjA2 = Aj(A1 − A2) = A˜nj (A1 − A2) = P˜nj (S)(A1 − A2) ∈A. (12)
On the other hand, we have
AjA1 + AjA2 = Aj(A1 + A2) = A˜nj A˜s ∈A. (13)
In view of (12) and (13), we see that
AjAi ∈A for all j ∈ [e + 1] − [2] and i ∈ {1, 2}.
Thus BM4 is satisﬁed and the proof is complete. 
4. The primitive case
Let X = (X, {Ri}0 id) be a commutative association scheme of class d. Let i = (X,Ri) be the graph whose
vertex and edge sets are X and Ri , respectively. A path (in i) of length s from x to y is a sequence of distinct vertices
x0 = x, x1, . . . , xs−1, xs = y such that (xt , xt+1) ∈ Ri for t = 0, 1, . . . , s − 1. X is said to be primitive if all the i
are connected (i = 1, 2, . . . , d), i.e., for any distinct x, y ∈ X, there exists a path from x to y in i . X is said to be
imprimitive if it is not primitive.
A graph G is called strongly regular with parameters (, k, 	, ) if it has  vertices, is regular of degree k (with
0<k< −1), any two adjacent vertices have 	 common neighbours and any two nonadjacent vertices have  common
neighbours.
Proposition 4.1. Let X˜ be a class 3 primitive symmetric association scheme. Then X˜ is one of the following:
(i) The amorphic schemes, i.e., all three relations are connected strongly regular graphs.
(ii) At least one of the relations is a graph with four distinct eigenvalues where
(a) all are integers;
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Table 1
The feasible class 3 primitive amorphic schemes
No.  Spectrum L˜1 L˜2 L˜3 Case
1. 64 {28, 4,−4,−4} 12 9 6 9 6 6 6 6 2 (1, 1)
{21,−3, 5,−3} 12 8 8 8 8 4 8 4 2 (1, 3)
{14,−2,−2, 6} 12 12 4 12 6 3 4 3 6 (3, 1)
2. 100 {54, 4,−6,−6} 28 15 10 15 6 6 10 6 2 (1, 1)
{27,−3, 7,−3} 30 12 12 12 10 4 12 4 2
{18,−2,−2, 8} 30 18 6 18 6 3 6 3 8
3. 100 {44,−6, 4, 4} 18 15 10 15 12 6 10 6 6 (1, 1)
{33, 3,−7, 3} 20 16 8 16 8 8 8 8 6
{22, 2, 2,−8} 20 12 12 12 12 9 12 9 0
(b) exactly two of them are integers;
(c) exactly one of them is an integer.
Proof. Refer (van Dam [5, Section 4.5]). 
Theorem 4.2. Let X˜ be a class 3 primitive symmetric association scheme which can be split into a class 4 non-
symmetric commutative association scheme. Then X˜ is one of the following:
(i) The amorphic schemes.
(ii) At least one of the relations is a graph with four distinct eigenvalues where
(a) all are integers;
(b) exactly two of them are integers.
Proof. By the ﬁrst condition in Theorem 3.2, we deduce that at least two eigenvalues of the graph for each relation are
integers. Then the desired result follows directly from Proposition 4.1. 
By applying our feasibility conditions in Theorem 3.2 to the list of all the feasible parameter sets for class 3 primitive
symmetric association schemes with 100 in [5, Appendix 4], we ﬁnd a remarkably short list of feasible parameter
sets (see Tables 1 and 2) corresponding to class 3 primitive symmetric association scheme of which the splitting is
feasible.
In Tables 1 and 2,
1. The “Spectrum” is given by the last three rows of P T, and so the ﬁrst row represents the spectrum of the ﬁrst
relation, and similarly for the second and third relation. In the ﬁrst row of the spectrum, the multiplicities of the
(eigenvalues of the) scheme are denoted in superscript. Note that for the amorphic schemes, the multiplicities are
equal to the valencies and so the multiplicities are omitted.
2. L˜1, L˜2 and L˜3 here denote the reduced intersection matrices, that is, the ﬁrst row and column are omitted.
3. The “Case” refer to the case of which the splitting is feasible.
Let G be a ﬁnite group acting on a ﬁnite set X transitively. Then G acts on the set X×X naturally. Let O0 ={(x, x) |
x ∈ X}, O1,O2, . . . ,Od be all the orbits of the action of G on X ×X. Then by deﬁning the relations Ri = Oi , i ∈ [d],
we get an association scheme X(G,X) = (X, {Ri}0 id).
Remark (Refer (Wilson [17, Unitary group U3(3)])). LetG=U3(3)/42 : S3 of index 63 and let X be the set of all the
left cosets of 42 : S3 in U3(3). Then X(G,X) = (X, {Ri}0 i4) is a class 4 primitive non-symmetric commutative
association scheme with exactly one pair of non-symmetric relations which corresponds to No. 6 in Table 2.
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Table 2
The feasible class 3 primitive symmetric association schemes with four integral eigenvalues
No.  Spectrum L˜1 L˜2 L˜3 Case
4. 27 {6, 36, 012,−48} 1 4 0 4 4 4 0 4 4 (3, 3)
{12, 0,−3, 3} 2 2 2 2 5 4 2 4 2
{8,−4, 2,−1} 0 3 3 3 6 3 3 3 1
5. 45 {16, 415,−220,−49} 6 6 3 6 4 6 3 6 3 (1, 2)
{16,−2,−2, 6} 6 4 6 4 8 3 6 3 3
{12,−3, 3,−3} 4 8 4 8 4 4 4 4 3
6. 63 {6, 321,−127,−314} 1 4 0 4 4 16 0 16 16 (3, 3)
{24, 0,−4, 6} 1 1 4 1 10 12 4 12 16
{32,−4, 4,−4} 0 3 3 3 9 12 3 12 16
7. 68 {12, 417, 034,−516} 1 10 0 10 20 10 0 10 5 (2, 2)
{40, 0,−4, 6} 3 6 3 6 24 9 3 9 3
{15,−5, 3,−2} 0 8 4 8 24 8 4 8 2
8. 88 {12, 422, 132,−433} 1 10 0 10 40 10 0 10 5 (2, 1)
{60, 0,−6, 4} 2 8 2 8 40 11 2 11 2
{15,−5, 4,−1} 0 8 4 8 44 8 4 8 2
9. 96 {25, 520, 150,−725} 4 8 12 8 4 8 12 8 30 (3, 1)
{20, 4,−4, 4} 10 5 10 5 4 10 10 10 30 (3, 2)
{50,−10, 2, 2} 6 4 15 4 4 12 15 12 22
10. 96 {30, 630,−245,−620} 10 15 4 15 18 12 4 12 4 (1, 3)
{45,−3,−3, 9} 10 12 8 12 24 8 8 8 4 (3, 3)
{20,−4, 4,−4} 6 18 6 18 18 9 6 9 4
11. 96 {38, 619, 238,−638} 14 9 14 9 4 6 14 6 18 (1, 2)
{19, 3,−5, 3} 18 8 12 8 2 8 12 8 18 (1, 3)
{38,−10, 2, 2} 14 6 18 6 4 9 18 9 10 (3, 2)
(3, 3)
5. Non-existence results
5.1. Fission of Hamming scheme H(3, q)
Let F be a ﬁnite set of cardinality q2 and X=F 3, the third cartesian power of F. The Hamming distance between
two points x = (x1, x2, x3) and y = (y1, y2, y3) of X is
(x, y) = |{i | xi = yi, 1 i3}|.
Let R˜i = {(x, y) ∈ X × X | (x, y) = i}. Then, X˜= (X, {R˜i}0 i3) is a symmetric association scheme and is called
the Hamming scheme H(3, q) of length 3 over F. Clearly = |X| = q3.
Proposition 5.1. Let P˜ = (P˜k(i)) and Q˜ = (Q˜k(i)) be the eigenmatrices of the Hamming scheme H(3, q). Then
P˜k(i) = Q˜k(i) =
k∑
j=0
(−q)j (q − 1)k−j
(3 − j
k − j
)(
i
j
)
.
Proof. Refer (Bannai and Ito [2, Page 207]). 
3202 G.L. Chia, W.K. Kok /Discrete Mathematics 306 (2006) 3189–3222
It follows from Proposition 5.1 that i = i , i = 1, 2, 3, and
P˜ =
⎛⎜⎜⎜⎜⎝
1 3(q − 1) 3(q − 1)2 (q − 1)3
1 2q − 3 (q − 3)(q − 1) −(q − 1)2
1 q − 3 −2q + 3 q − 1
1 −3 3 −1
⎞⎟⎟⎟⎟⎠
1
3(q − 1)
3(q − 1)2
(q − 1)3
,
L˜1 =
⎛⎜⎜⎜⎜⎝
0 3(q − 1) 0 0
1 q − 2 2(q − 1) 0
0 2 2(q − 2) q − 1
0 0 3 3(q − 2)
⎞⎟⎟⎟⎟⎠ ,
L˜2 =
⎛⎜⎜⎜⎜⎝
0 0 3(q − 1)2 0
0 2(q − 1) 2(q − 1)(q − 2) (q − 1)2
1 2(q − 2) q2 − 2q + 2 2(q − 1)(q − 2)
0 3 6(q − 2) 3(q − 2)2
⎞⎟⎟⎟⎟⎠ ,
L˜3 =
⎛⎜⎜⎜⎜⎝
0 0 0 (q − 1)3
0 0 (q − 1)2 (q − 2)(q − 1)2
0 (q − 1) 2(q − 1)(q − 2) (q − 1)(q − 2)2
1 3(q − 2) 3(q − 2)2 (q − 2)3
⎞⎟⎟⎟⎟⎠ .
Theorem 5.2. For q2 and q /≡ 3 (mod 4), H(3, q) cannot be split into any class 4 non-symmetric commutative
association scheme.
Proof. We use Theorem 2.6 for the following computation and check the feasibility by using the necessary conditions
in Proposition 3.1. 
5.2. Fission of Johnson scheme J (t, 3)
Let S be a set of cardinality t and X = {T ⊂ S | |T | = 3}(t6). Let R˜i = {(T1, T2) | |T1 ∩ T2| = 3 − i}. Then
X˜ = (X, {R˜i}0 i3) is a class 3 symmetric association scheme and called the Johnson scheme J (t, 3). Clearly
= 16 t (t − 1)(t − 2).
Proposition 5.3. Let P˜ = (P˜i(j)) and Q˜= (Q˜j (i)) be the eigenmatrices of the J (t, 3) and let i be the valencies and
let j be the multiplicities. Then
(i)
˜i =
(3
i
)(
t − 3
i
)
, ˜j =
t − 2j + 1
t − j + 1
(
t
j
)
,
(ii)
P˜i(j) =
i∑
h=0
(−1)h
(
j
h
)(3 − j
i − h
)(
t − 3 − j
i − h
)
, Q˜j (i) =
˜j
˜i
P˜i (j).
Proof. Refer (Bannai and Ito [2, p. 211]). 
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It follows from Proposition 5.3 that
P˜ =
⎛⎜⎜⎜⎜⎝
1 3(t − 3) 32 (t − 3)(t − 4) 16 (t − 3)(t − 4)(t − 5)
1 2t − 9 12 (t − 4)(t − 9) − 12 (t − 4)(t − 5)
1 t − 7 −2t + 11 t − 5
1 −3 3 −1
⎞⎟⎟⎟⎟⎠
1
t − 1
1
2 t (t − 3)
1
6 t (t − 1)(t − 5)
,
L˜1 =
⎛⎜⎜⎜⎜⎝
0 3(t − 3) 0 0
1 t − 2 2(t − 4) 0
0 4 2(t − 4) t − 5
0 0 9 3(t − 6)
⎞⎟⎟⎟⎟⎠ ,
L˜2 =
⎛⎜⎜⎜⎜⎜⎝
0 0 32 (t − 3)(t − 4) 0
0 2(t − 4) (t − 4)2 12 (t − 4)(t − 5)
1 2(t − 4) 12 (t + 2)(t − 5) (t − 5)(t − 6)
0 9 9(t − 6) 32 (t − 6)(t − 7)
⎞⎟⎟⎟⎟⎟⎠ ,
L˜3 =
⎛⎜⎜⎜⎜⎜⎝
0 0 0 16 (t − 3)(t − 4)(t − 5)
0 0 12 (t − 4)(t − 5) 16 (t − 4)(t − 5)(t − 6)
0 t − 5 (t − 5)(t − 6) 16 (t − 5)(t − 6)(t − 7)
1 3(t − 6) 32 (t − 6)(t − 7) 16 (t − 6)(t − 7)(t − 8)
⎞⎟⎟⎟⎟⎟⎠ .
Theorem 5.4. For t6 and t /≡ 17 (mod 24), J (t, 3) cannot be split into any class 4 non-symmetric commutative
association scheme.
Proof. We use Theorem 2.6 for the following computation and check the feasibility with the necessary conditions in
Proposition 3.1. 
6. Class 4 non-symmetric commutative association scheme
From now on, unless otherwise stated, X˜ denotes a class 3 symmetric association scheme while X denotes a class
4 non-symmetric commutative association scheme. We assume R−12 = R1, R−1i = Ri , V 2 = V1, and V i = Vi for all
i ∈ {3, 4}.
Proposition 6.1. The intersection matrices of X have the following form: L0 = I and
L1 = , L2 = ,
L3 = , L4 = ,
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Proof. It follows from Theorem 2.1 and Proposition II.2.2 in [2]. 
Theorem 6.2. The parameters of the intersection matrices of X are determined once 1, 3, 4, p111, p331, p441, p114,
p334, and p
4
44 are given. In view of Proposition 6.1, the remaining parameters can be computed as follows:
(i) p113 = 1 − 1 − 2p111 − p114,
(ii) p344 = (4/3)(4 − 1 − 2p441 − p444),
(iii) p341 = 12 (4 − p334 − p344),
(iv) p214 = 4 − p114 − (3/1)p341 − (4/1)p441,
(v) p213 = 3 − p113 − (3/1)p331 − (3/1)p341,
(vi) p333 = 3 − 1 − 2p331 − p334,
(vii) p211 = 1 − p111 − p213 − p214.
Proof. It follows from Proposition II.2.2 in [2] and Proposition 6.1. 
Remark. In view of Theorem 6.2, we introduce an intersection array for a class 4 non-symmetric commutative
association scheme with exactly one pair of non-symmetric relations, X, by

(X) =
⎧⎪⎨⎪⎩
1 3 4
p111 p
3
31 p
4
41
p114 p
3
34 p
4
44
⎫⎪⎬⎪⎭ .
Proposition 6.3. Let X be a class 4 non-symmetric commutative association scheme which is a splitting of a class 3
symmetric association scheme X˜. For i, j, k ∈ {3, 4}, the parameters ofX expressed in terms of those of X˜ in the case
that X˜ is split according to case (s, S) are as follows:
(i) 1 = 12 ˜s , i = ˜ni , 1 = 12 ˜S , i = ˜Ni .
(ii) p111 = 14 (p˜sss + P˜s(S)), p211 = 14 (p˜sss − 3P˜s(S)).
(iii) p11j = 12 (p˜ssnj + P˜nj (S)), p21j = 12 (p˜ssnj − P˜nj (S)), pk11 = (1/k)p21k , pk12 = (1/k)p11k .
(iv) pkij = 12pnksnj p1ij = p˜sninj , pkij = p˜nkninj , pki1 = pk1i .
Proof. It follows from Theorem 2.6. 
Proposition 6.4 (Necessary conditions). The conditions stated below are necessary conditions in order that pkij and
qkij are intersection numbers and Krein parameters of an association scheme, respectively.
(i) All the intersection numbers pkij are non-negative integers. Moreover, all the valencies vi = p0ii′ are positive
integers.
(ii) All the multiplicities j = q0j jˆ are positive integers.
(iii) All the Krein parameters qkij are non-negative real numbers.
Proof. (i) and (ii) are clear. (iii) follows from [2, Theorem II.3.8]. 
Proposition 6.5. Let X˜ be a class 3 symmetric association scheme the splitting of which into a class 4 non-symmetric
commutative association scheme is feasible. Then that splitting according to Case (s, S) is realizable if and only if
there are two matrices A1 and A2 of order  and with entries 0 and 1 satisfying the following conditions:
C1. AT2 = A1.
C2. A1 + A2 = A˜s .
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C3. A˜i(A1 − A2) = P˜i(S)(A1 − A2) for all i ∈ {1, 2, 3}.
C4. (A1 − A2)(A1 − A2)T =∑i∈[3] (˜s /˜i )P˜i(S)A˜i .
Proof. It follows from Theorem 3.3. 
7. Group-divisible 3-scheme
The Kronecker product of two matrices A and B (consisting of the blocks aijB) will be denoted by A⊗B, while the
direct sum of the matrices A1, A2, . . . , Am (which is the block matrix with the matrices A1, A2, . . . , Am on the main
diagonal and the other blocks equal to 0) is denoted by A1A2 · · ·Am.
X˜= (X, {R˜i}0 i3) is said to be a group-divisible 3-scheme of type (g, h, l) (denoted by GD(g, h, l)) if there are
natural numbers g, h, and l (all = 0, 1) such that the corresponding adjacency matrices can be put in the following
form:
A˜0 = Il ⊗ (Ih ⊗ Ig),
A˜1 = Il ⊗ (Ih ⊗ (Jg − Ig)),
A˜2 = Il ⊗ ((Jh − Ih) ⊗ Jg),
A˜3 = (Jl − Il) ⊗ Jgh.
For the above numbering of the relations and a suitable numbering of the eigenspaces, the intersection matrices and
the ﬁrst eigenmatrix of GD(g, h, l) have the following form: L˜0 = I , and
L˜1 =
⎛⎜⎜⎜⎜⎝
0 g − 1 0 0
1 g − 2 0 0
0 0 g − 1 0
0 0 0 g − 1
⎞⎟⎟⎟⎟⎠ ,
L˜2 =
⎛⎜⎜⎜⎜⎝
0 0 g(h − 1) 0
0 0 g(h − 1) 0
1 g − 1 g(h − 2) 0
0 0 0 g(h − 1)
⎞⎟⎟⎟⎟⎠ ,
L˜3 =
⎛⎜⎜⎜⎜⎝
0 0 0 (l − 1)gh
0 0 0 (l − 1)gh
0 0 0 (l − 1)gh
1 g − 1 g(h − 1) (l − 2)gh
⎞⎟⎟⎟⎟⎠ ,
P˜ =
⎛⎜⎜⎜⎜⎝
1 g − 1 g(h − 1) (l − 1)gh
1 g − 1 g(h − 1) −gh
1 g − 1 −g 0
1 −1 0 0
⎞⎟⎟⎟⎟⎠ .
Throughout this paper we assume that the numbering of the relations and the eigenspaces of GD(g, h, l) is in accordance
with the above setting.
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8. Generalized Hadamard matrices
Let n, t ∈ Z such that 0 t < n. A t-generalized Hadamard matrix of order n is an n× n matrix H with t number of
0 and all other entries 1 or −1 in each row, whose rows are pairwise orthogonal, i.e.,
HHT = (n − t)In.
In particular, a 0-generalized Hadamard matrix is called an Hadamard matrix.
We call two t-generalized Hadamard matrices H1 and H2 of order n weakly graph equivalent if there is an n × n
matrix  (called generalized permutation matrix) which has precisely one non-zero entry in each row and column, and
this entry is either 1 or −1, such that H2 = TH1. Also, we call H1 and H2 graph equivalent if there is an n × n
permutation matrix  such that H2 =TH1.
Proposition 8.1. If there is an Hadamard matrix of order n, then n = 1, n = 2, or n is a multiple of 4.
Proof. Refer (Wallis [16, Theorem 8.2]). 
A skew-Hadamard matrix H is an Hadamard matrix with the property that
H + HT = 2I .
A skew-Hadamard matrix is called normalized if its ﬁrst row and its diagonal have every entry +1 and its ﬁrst column
has every entry −1 except the ﬁrst. The core of a normalized skew-Hadamard matrix H is the matrixW obtained from
H by deleting the ﬁrst row and the ﬁrst column and setting the diagonal equal to zero.
Lemma 8.2. Let H be a normalized skew-Hadamard matrix of order k + 1. ThenW is a core of H if and only if W is a
k × k matrix with every diagonal entry 0 and all other entries ±1 and satisﬁes the following conditions:
(i) WT = −W ,
(ii) WJ = 0,
(iii) WWT = kI − J .
Proof. Let
H =
( 1 j
−jT W + Ik
)
,
where j is a 1 × k matrix with every entry 1.
Suppose H is a skew-Hadamard matrix of order k + 1 and W is a core of H. Then, clearly W is a k × k matrix with
every diagonal entry 0 and all other entries ±1. Moreover,
(k + 1)Ik+1 = HHT
=
( 1 j
−jT W + Ik
)( 1 −j
jT WT + Ik
)
=
(
k + 1 jWT
W jT J + WWT + W + WT + Ik
)
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and
2Ik+1 = H + HT
=
( 1 j
−jT W + Ik
)
+
( 1 −j
jT WT + Ik
)
=
(2 0
0 W + WT + 2Ik
)
.
Now one can easily see that conditions (i)–(iii) are satisﬁed.
SupposeW is a k× k matrix with every diagonal entry 0 and all other entries ±1 and satisﬁes the conditions (i)–(iii).
Then
HHT =
( 1 j
−jT W + Ik
)( 1 −j
jT WT + Ik
)
=
(
k + 1 jWT
W jT J + WWT + W + WT + Ik
)
=
(
k + 1 0
0 (k + 1)Ik
)
= (k + 1)Ik+1
and
H + HT =
( 1 j
−jT W + Ik
)
+
( 1 −j
jT WT + Ik
)
=
(2 0
0 W + WT + 2Ik
)
= 2Ik+1.
Therefore W is a core of H. 
Example.
(i) ( 1 1
−1 1
)
is a skew-Hadamard matrix of order 2.
(ii) ⎛⎜⎜⎜⎜⎝
1 1 1 1
−1 1 1 −1
−1 −1 1 1
−1 1 −1 1
⎞⎟⎟⎟⎟⎠
is a skew-Hadamard matrix of order 4.
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Let s be a positive integer and let H be a square block matrix of order 4s2 such that
H =
⎛⎜⎜⎜⎜⎜⎝
H11 H12 . . . H1g
H21 H22 . . . H2g
...
...
. . .
...
Hg1 Hg2 . . . Hgg
⎞⎟⎟⎟⎟⎟⎠ ,
where the Hij are square matrices of order g = 2s. Then H is called a checkered Hadamard matrix of order 4s2
(cf. [12, Deﬁnition 1.3]) if
(i) H is an Hadamard matrix,
(ii) Hii = J2s for all i,
(iii) HijJ2s = J2sHij = 0 for all i and j such that i = j .
A checkered Hadamard matrix H of order 4s2 such that H +HT = 2I2s ⊗ J2s is called a skew-checkered Hadamard
matrix.
9. A classiﬁcation
Theorem 9.1. Let X˜ = GD(g, h, l) and let X be a class 4 non-symmetric commutative ﬁssion scheme of X˜. Then,
X is a splitting of X˜ according to one of the following cases:
(i) Case (1, 3) and

(X) =
⎧⎪⎨⎪⎩
1
2 (g − 1) g(h − 1) (l − 1)gh
1
4 (g − 3) 12 (g − 1) 12 (g − 1)
0 0 gh(l − 2)
⎫⎪⎬⎪⎭ ;
(ii) Case (2, 2) and

(X) =
⎧⎪⎨⎪⎩
1
2g(h − 1) g − 1 (l − 1)gh
1
4g(h − 3) 0 12g(h − 1)
0 0 gh(l − 2)
⎫⎪⎬⎪⎭ ;
(iii) Case (2, 3) and

(X) =
⎧⎪⎨⎪⎩
1
2g(h − 1) g − 1 (l − 1)gh
1
4g(h − 2) 0 12g(h − 1)
0 0 gh(l − 2)
⎫⎪⎬⎪⎭ ;
(iv) Case (3, 1) and

(X) =
⎧⎪⎨⎪⎩
1
2gh(l − 1) g − 1 g(h − 1)
1
4gh(l − 3) 0 0
g(h − 1) 0 g(h − 2)
⎫⎪⎬⎪⎭ ;
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(v) Case (3, 2) and

(X) =
⎧⎪⎪⎨⎪⎪⎩
1
2gh(l − 1) g − 1 g(h − 1)
1
4gh(l − 2) 0 0
1
2g(h − 2) 0 g(h − 2)
⎫⎪⎪⎬⎪⎪⎭ ;
(vi) Case (3, 3) and

(X) =
⎧⎪⎪⎨⎪⎪⎩
1
2gh(l − 1) g − 1 g(h − 1)
1
4gh(l − 2) 0 0
1
2g(h − 1) 0 g(h − 2)
⎫⎪⎪⎬⎪⎪⎭ .
Proof. We use Proposition 6.3 for the following computation and check the feasibility with the necessary conditions
in Proposition 6.4.
Case (1, 1): The splitting of X˜ according to Case (1, 1) is not feasible since
p114 = 12 (p˜ssn4 + P˜n4(S)) = 12 (p˜113 + P˜3(1)) = 12 (−gh)< 0
for all g, h> 0.
Case (1, 2): The splitting of X˜ according to Case (1, 2) is not feasible since,
p113 = 12 (p˜ssn3 + P˜n3(S)) = 12 (p˜112 + P˜2(2)) = 12 (−g)< 0
for all g > 0.
Case (2, 1): The splitting of X˜ according to Case (2, 1) is not feasible since
p114 = 12 (p˜ssn4 + P˜n4(S)) = 12 (p˜223 + P˜3(1)) = 12 (−gh)< 0
for all g, h> 0.
Thus the splitting is according to Case (1, 3), Case (2, 2), Case (2, 3), Case (3, 1), Case (3, 2), or Case (3, 3).
The corresponding intersection array of X can be calculated by using Proposition 6.3. 
10. Case (1, 3)
Throughout this section s = 1, n3 = 2, n4 = 3, S = 3, N3 = 1, N4 = 2.
Lemma 10.1. A splitting according to Case (1, 3) of GD(g, h, l) is realizable if and only if there are two matrices A1
and A2 of order ghl and with entries 0 and 1 such that
(i) AT2 = A1;
(ii) A1 + A2 = Il ⊗ (Ih ⊗ (Jg − Ig));
(iii) (Il ⊗ Ih ⊗ Jg)(A1 − A2) = 0;
(iv) (Il ⊗ ((Jh − Ih) ⊗ Jg))(A1 − A2) = 0;
(v) ((Jl − Il) ⊗ Jgh)(A1 − A2) = 0;
(vi) (A1 − A2)(A1 − A2)T = Il ⊗ (Ih ⊗ (gIg − Jg)).
Proof. It follows from Proposition 6.5. 
Theorem 10.2. Let X˜= GD(g, h, l). Then X˜ can be split according to Case (1, 3) if and only if a normalized skew-
Hadamard matrix of order g + 1 exists.
In the case that a splitting exists and Wi is a core of a normalized skew-Hadamard matrix, Hi , of order g + 1 (i =
1, . . . , hl),whileA0=Ighl ,A3=A˜2=Il⊗((Jh−Ih)⊗Jg),A4=A˜3=(Jl−Il)⊗Jgh,A1+A2=A˜1=Il⊗(Ih⊗(Jg−Ig))
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and
A1 − A2 =
hl⊕
i=1
Wi ,
then 〈A0, A1, A2, A3, A4〉 represents the resulting class 4 non-symmetric commutative ﬁssion scheme of GD(g, h, l).
Two class 4 non-symmetric commutative ﬁssion schemes of GD(g, h, l), which are split according to Case (1, 3),
are isomorphic if and only if the corresponding Hadamard matrices are graph equivalent.
Proof. The sufﬁciency can be easily veriﬁed by using Lemmas 8.2, 10.1. Now we prove the necessity. In view of
Lemma 10.1(ii), we see that
A1 − A2 =
hl⊕
i=1
Wi ,
where each Wi is a square matrix of order g with diagonal entries 0 and other entries ±1. With other conditions in
Lemma 10.1, we ﬁnd that
WTi = −Wi, WiJ = 0, WiWTi = gI − J
for all i. By Lemma 8.2, Wi is a core of some normalized Hadamard matrix of order g + 1.
The last part of the theorem is evident. 
11. Case (2, 2)
Throughout this section s = 2, n3 = 1, n4 = 3, S = 2, N3 = 1, N4 = 3.
Lemma 11.1. A splitting according to Case (2, 2) of GD(g, h, l) is realizable if and only if there are two matrices A1
and A2 of order ghl and with entries 0 and 1 such that
(i) AT2 = A1;
(ii) A1 + A2 = Il ⊗ ((Jh − Ih) ⊗ Jg);
(iii) (Il ⊗ ((Jh − Ih) ⊗ Jg))(A1 − A2) = −g(A1 − A2);
(iv) (Il ⊗ Ih ⊗ Jg)(A1 − A2) = g(A1 − A2);
(v) ((Jl − Il) ⊗ Jgh)(A1 − A2) = 0;
(vi) (A1 − A2)(A1 − A2)T = gI l ⊗ ((hIh − Jh) ⊗ Jg).
Proof. It follows from Proposition 6.5. 
Theorem 11.2. Let X˜= GD(g, h, l). Then X˜ can be split according to Case (2, 2) if and only if a normalized skew-
Hadamard matrix of order h + 1 exists.
In the case that a splitting exists andWi is a core of a normalized skew-Hadamardmatrix of order h+1 (i=1, . . . , l),
while A0 = Ighl , A3 = A˜1 = Il ⊗ (Ih ⊗ (Jg − Ig)), A4 = A˜3 = (Jl − Il)⊗ Jgh, A1 +A2 = A˜2 = Il ⊗ ((Jh − Ih)⊗ Jg),
and
A1 − A2 =
l⊕
i=1
(Wi ⊗ Jg),
then 〈A0, A1, A2, A3, A4〉 represents the resulting class 4 non-symmetric commutative ﬁssion scheme of GD(g, h, l).
Two class 4 non-symmetric commutative ﬁssion schemes of GD(g, h, l), which are split according to Case (2, 2),
are isomorphic if and only if the corresponding Hadamard matrices are graph equivalent.
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Proof. The sufﬁciency can be easily veriﬁed by using Lemmas 8.2, 11.1. Now we prove the necessity. By Lemma
11.1(ii), A1 + A2 = Il ⊗ ((Jh − Ih) ⊗ Jg). Thus
A1 − A2 =
l⊕
k=1
Bk ,
where
Bk =
⎛⎜⎜⎜⎜⎜⎜⎝
Bk11 B
k
12 . . . B
k
1h
Bk21 B
k
22 . . . B
k
2h
...
...
. . .
...
Bkh1 B
k
h2 . . . B
k
hh
⎞⎟⎟⎟⎟⎟⎟⎠
and each Bkij is a square matrix of order g for i, j ∈ {1, 2, . . . , h}, k ∈ {1, 2, . . . , l}. Moreover, for each k, Bkii = 0 and
for i = j , Bkij has entries ±1. On account of conditions (i) and (iv) in Lemma 11.1, we ﬁnd that
(A1 − A2)(Il ⊗ (Ih ⊗ Jg)) = (Il ⊗ (Ih ⊗ Jg))(A1 − A2) = g(A1 − A2).
Thus
Bkij Jg = JgBkij = gBkij
and hence
Bkij = ±Jg .
Now, we have
A1 − A2 =
l⊕
i=1
(Wi ⊗ Jg),
where Wi is a square matrix of order h with every diagonal entry 0 and other entries ±1. By Lemma 11.1, we ﬁnd that
WTi = −Wi, WiJ = 0, WiWTi = hI − J
for all i. Now according to Lemma 8.2, Wi is a core of some normalized skew-Hadamard matrix of order h + 1.
The last part of the theorem is evident. 
12. Case (2, 3)
Throughout this section s = 2, n3 = 1, n4 = 3, S = 3, N3 = 1, N4 = 2.
Lemma 12.1. A splitting according to Case (2, 3) of GD(g, h, l) is realizable if and only if there are two matrices A1
and A2 of order ghl and with entries 0 and 1 such that
(i) AT2 = A1;
(ii) A1 + A2 = Il ⊗ ((Jh − Ih) ⊗ Jg);
(iii) (Il ⊗ ((Jh − Ih) ⊗ Jg))(A1 − A2) = 0;
(iv) (Il ⊗ (Ih ⊗ Jg))(A1 − A2) = 0;
(v) ((Jl − Il) ⊗ Jgh)(A1 − A2) = 0;
(vi) (A1 − A2)(A1 − A2)T = (g(h − 1)/(g − 1))Il ⊗ (Ih ⊗ (gIg − Jg)).
Proof. It follows from Proposition 6.5. 
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Lemma 12.2. Let X˜= GD(g, h, l) and let X be a splitting according to Case (2, 3) of X˜. Then
A1 − A2 =
l⊕
k=1
Bk ,
where
Bk =
⎛⎜⎜⎜⎜⎜⎜⎝
Bk11 B
k
12 . . . B
k
1h
Bk21 B
k
22 . . . B
k
2h
...
...
. . .
...
Bkh1 B
k
h2 . . . B
k
hh
⎞⎟⎟⎟⎟⎟⎟⎠
and each Bkij is a square matrix of order g for i, j ∈ {1, 2, . . . , h}, k ∈ {1, 2, . . . , l}. Moreover, for each k, Bkii = 0 and
for i = j , Bkij has entries ±1. Also, it holds that Bkij Jg = JgBkij = 0 and g is even.
Proof. Since A1 + A2 = Il ⊗ ((Jh − Ih) ⊗ Jg),
A1 − A2 =
l⊕
k=1
Bk ,
where
Bk =
⎛⎜⎜⎜⎜⎜⎜⎝
Bk11 B
k
12 . . . B
k
1h
Bk21 B
k
22 . . . B
k
2h
...
...
. . .
...
Bkh1 B
k
h2 . . . B
k
hh
⎞⎟⎟⎟⎟⎟⎟⎠
and each Bkij is a square matrix of order g for i, j ∈ {1, 2, . . . , h}, k ∈ {1, 2, . . . , l}. Moreover, for each k, Bkii = 0 and
for i = j , Bkij has entries ±1. On account of conditions (i) and (iv) in Lemma 12.1, we ﬁnd that
(A1 − A2)(Il ⊗ (Ih ⊗ Jg)) = (Il ⊗ (Ih ⊗ Jg))(A1 − A2) = 0.
Thus
Bkij Jg = JgBkij = 0
and so g is even. 
Lemma 12.3. Let X˜= GD(g, h, l) and let X be a splitting according to Case (2, 3) of X˜. For i = 1, . . . , l, let Hi be
square matrices of order gh such that
l⊕
i=1
Hi = A1 − A2 + Il ⊗
(
Ih ⊗
√
h − 1
g − 1Jg
)
.
Then HiHTi = HTi Hi = (g2(h − 1)/(g − 1))Igh.
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Proof. In view of Lemmas 12.2, 12.1(vi), we ﬁnd that
l⊕
i=1
HiH
T
i = (A1 − A2)(A1 − A2)T +
g(h − 1)
g − 1 Il ⊗ Ih ⊗ Jg
= g(h − 1)
g − 1 Il ⊗ (Ih ⊗ (gIg − Jg)) +
g(h − 1)
g − 1 Il ⊗ Ih ⊗ Jg
= g
2(h − 1)
g − 1 Ighl. 
Corollary 12.4. In the setting of Lemma 12.3, Hi is an Hadamard matrix if and only if g = h for all i. In fact, if g = h,
then Hi is a skew-checkered Hadamard matrix of order g2 for all i.
Proof. It is clear from Lemmas 12.2, 12.3, and the fact that AT2 = A1. 
Theorem 12.5. Let X˜ = GD(g, g, l). Then X˜ can be split according to Case (2, 3) if and only if a skew-checkered
Hadamard matrix of order g2 exists.
In the case that a splitting exists and Hi is a skew-checkered Hadamard matrix of order g2, while A0 = Ig2l ,
A3 = A˜1 = Il ⊗ (Ig ⊗ (Jg − Ig)), A4 = A˜3 = (Jl − Il) ⊗ Jg2 , A1 + A2 = A˜2 = Il ⊗ ((Jg − Ig) ⊗ Jg), and
A1 − A2 =
l⊕
i=1
(Hi − Ig ⊗ Jg),
then 〈A0, A1, A2, A3, A4〉 represents the resulting class 4 non-symmetric commutative ﬁssion scheme of GD(g, g, l).
Two class 4 non-symmetric commutative ﬁssion schemes of GD(g, g, l), which are split according to Case (2, 3),
are isomorphic if and only if the corresponding skew-checkered Hadamard matrices are graph equivalent.
Proof. The sufﬁciency can be easily veriﬁed by using Lemma 12.1 and the necessity follows from Lemmas 12.1, 12.3,
and Corollary 12.4.
The last part of the theorem is evident. 
Lemma 12.6. Let X˜= GD(g, h, l) and let X be a splitting according to Case (2, 3) of X˜. If we assume
A1 − A2 =
l⊕
=1
B ⊗ C
for certain square matrices B of order h and C of order g, B with main diagonal entries 0 and the other entries ±1
and C with all entries ±1, then g = 2, B + Ih is a skew-Hadamard matrix and
C = ±
(+1 −1
−1 +1
)
.
Proof. In view of Lemma 12.1(vi) we ﬁnd that
BB
T
 ⊗ CCT =
g(h − 1)
g − 1 (Ih ⊗ (gIg − Jg)).
IfBBT=(bij ), then the (i, j)th block entry ofBBT⊗CCT isbijCCT .Hence,biiCCT=(g(h−1)/(g−1))(gIg−Jg)
and so CCT = 0 and bii = b11 for all i. Also, bijCCT = 0 for i = j ; hence, bij = 0 for i = j , and in view of Lemma
12.2, we get BBT = b11Ih = (h− 1)Ih. From this formula we derive CCT = (g/(g − 1))(gIg − Jg), yielding g = 2.
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Therefore, C is a (2 × 2)-matrix of rank 1 with elements ±1, and so
C = ±
(+1 −1
−1 +1
)
.
As A1 − A2 = −(A1 − A2)T, we ﬁnd that B + Ih is skew-Hadamard. This completes the proof of the lemma. 
Theorem 12.7. Let X˜ = GD(2, h, l). Then X˜ can be split according to Case (2, 3) if and only if a skew-Hadamard
matrix of order h exists.
In the case that a splitting exists and H is a skew-Hadamard matrix of order h, while A0 = I2hl , A3 = A˜1 = Il ⊗
(Ih ⊗ (J2 − I2)), A4 = A˜3 = (Jl − Il) ⊗ J2h, A1 + A2 = A˜2 = Il ⊗ ((Jh − Ih) ⊗ J2), and
A1 − A2 =
l⊕
=1
(
(H − Ih) ⊗
(+1 −1
−1 +1
))
,
then 〈A0, A1, A2, A3, A4〉 represents the resulting class 4 non-symmetric commutative ﬁssion scheme of GD(2, h, l).
Two class 4 non-symmetric commutative ﬁssion schemes of GD(2, h, l), which are split according to Case (2, 3),
are isomorphic if and only if the corresponding skew-Hadamard matrices are weakly graph equivalent.
Proof. The sufﬁciency can be easily veriﬁed by using Lemma 12.1. Now we prove the necessity. Since g = 2, the Bkij ,
i = j , in Lemma 12.2 is of the form
±
(+1 −1
−1 +1
)
.
Hence,
A1 − A2 =
l⊕
=1
B ⊗
(+1 −1
−1 +1
)
,
for some square matrices B of order h. Now the desired result follows from Lemma 12.6.
The last part of the theorem is evident. 
13. Case (3, 1)
Throughout this section s = 3, n3 = 1, n4 = 2, S = 1, N3 = 2, N4 = 3.
Lemma 13.1. A splitting according to Case (3, 1) of GD(g, h, l) is realizable if and only if there are two matrices A1
and A2 of order ghl and with entries 0 and 1 such that
(i) AT2 = A1;
(ii) A1 + A2 = (Jl − Il) ⊗ Jgh;
(iii) ((Jl − Il) ⊗ Jgh)(A1 − A2) = −gh(A1 − A2);
(iv) (Il ⊗ (Ih ⊗ Jg))(A1 − A2) = g(A1 − A2);
(v) (Il ⊗ ((Jh − Ih) ⊗ Jg))(A1 − A2) = g(h − 1)(A1 − A2);
(vi) (A1 − A2)(A1 − A2)T = gh(lI l − Jl) ⊗ Jgh.
Proof. It follows from Proposition 6.5. 
Theorem 13.2. Let X˜= GD(g, h, l). Then X˜ can be split according to Case (3, 1) if and only if a normalized skew-
Hadamard matrix of order l + 1 exists.
In the case that a splitting exists and W is a core of a normalized skew-Hadamard matrix of order l + 1, while
A0 = Ighl , A3 = A˜1 = Il ⊗ (Ih ⊗ (Jg − Ig)), A4 = A˜2 = Il ⊗ ((Jh − Ih) ⊗ Jg), A1 + A2 = A˜3 = (Jl − Il) ⊗ Jgh,
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and
A1 − A2 = W ⊗ Jgh,
then 〈A0, A1, A2, A3, A4〉 represents the resulting class 4 non-symmetric commutative ﬁssion scheme of GD(g, h, l).
Two class 4 non-symmetric commutative ﬁssion schemes of GD(g, h, l), which are split according to Case (3, 1),
are isomorphic if and only if the corresponding Hadamard matrices are graph equivalent.
Proof. The sufﬁciency can be easily veriﬁed by using Lemmas 8.2, 13.1. Now we prove the necessity. Since
A1 + A2 = (Jl − Il) ⊗ Jgh,
A1 − A2 =
⎛⎜⎜⎜⎜⎜⎝
B11 B12 . . . B1l
B21 B22 . . . B2l
...
...
. . .
...
Bl1 Bl2 . . . Bll
⎞⎟⎟⎟⎟⎟⎠ ,
where each Bij is a square matrix of order gh for i, j ∈ {1, 2, . . . , l}. Moreover, Bii = 0 and for i = j , Bij has entries
±1. On account of conditions (i), (iv) and (v) in Lemma 13.1, we ﬁnd that
(A1 − A2)(Il ⊗ Jgh) = (Il ⊗ Jgh)(A1 − A2) = gh(A1 − A2).
Thus,
BijJgh = JghBij = ghBij
which implies that
Bij = ±Jgh.
Now we have
A1 − A2 = W ⊗ Jgh,
whereW is a square matrix of order l with diagonal entries 0 and other entries ±1. In view of Lemma 13.1, we ﬁnd that
WT = −W, WJ = 0, WWT = lI − J .
According to Lemma 8.2, W is a core of some normalized Hadamard matrix of order l + 1.
The last part of the theorem is evident. 
14. Case (3, 2)
Throughout this section s = 3, n3 = 1, n4 = 2, S = 2, N3 = 1, N4 = 3.
Lemma 14.1. A splitting according to Case (3, 2) of GD(g, h, l) is realizable if and only if there are two matrices A1
and A2 of order ghl and with entries 0 and 1 such that
(i) AT2 = A1;
(ii) A1 + A2 = (Jl − Il) ⊗ Jgh;
(iii) ((Jl − Il) ⊗ Jgh)(A1 − A2) = 0;
(iv) (Il ⊗ Ih ⊗ Jg)(A1 − A2) = g(A1 − A2);
(v) (Il ⊗ ((Jh − Ih) ⊗ Jg))(A1 − A2) = −g(A1 − A2);
(vi) (A1 − A2)(A1 − A2)T = ((l − 1)gh/(h − 1))Il ⊗ ((hIh − Jh) ⊗ Jg).
Proof. It follows from Proposition 6.5. 
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Lemma 14.2. Let X˜= GD(g, h, l) and let X be a splitting according to Case (3, 2) of X˜. Then
A1 − A2 =
⎛⎜⎜⎜⎜⎜⎝
C11 C12 . . . C1l
C21 C22 . . . C2l
...
...
. . .
...
Cl1 Cl2 . . . Cll
⎞⎟⎟⎟⎟⎟⎠⊗ Jg ,
where each Cij is a square matrix of order h for i, j ∈ {1, 2, . . . , l}. Moreover, Cii = 0 and for i = j , Cij has entries
±1. Also, it holds that CijJh = JhCij = 0 and h is even.
Proof. Since A1 + A2 = (Jl − Il) ⊗ Jgh,
A1 − A2 =
⎛⎜⎜⎜⎜⎜⎝
B11 B12 . . . B1l
B21 B22 . . . B2l
...
...
. . .
...
Bl1 Bl2 . . . Bll
⎞⎟⎟⎟⎟⎟⎠ ,
where each Bij is a square matrix of order gh for i, j ∈ {1, 2, . . . , l}. Moreover, Bii = 0 and for i = j , Bij has entries
±1. On account of conditions (i) and (iv) in Lemma 14.1, we ﬁnd that
(A1 − A2)(Il ⊗ (Ih ⊗ Jg)) = (Il ⊗ (Ih ⊗ Jg))(A1 − A2) = g(A1 − A2).
Together with Lemma 14.1(v), we ﬁnd that
(A1 − A2)(Il ⊗ Jh ⊗ Jg) = (Il ⊗ Jh ⊗ Jg)(A1 − A2) = 0.
Thus,
Bij (Ih ⊗ Jg) = (Ih ⊗ Jg)Bij = gBij
and consequently Bij = Cij ⊗ Jg , where Cij is a square matrix of order h, Cii = 0 for all i, and Cij has entries ±1 if
i = j and
(Cij ⊗ Jg)(Jh ⊗ Jg) = (Jh ⊗ Jg)(Cij ⊗ Jg) = 0.
Therefore, CijJh = JhCij = 0 and so h is even. 
Lemma 14.3. Let X˜ = GD(g, h, l) and let X be a splitting according to Case (3, 2) of X˜. Let H be a square matrix
of order hl such that
H ⊗ Jg = A1 − A2 + Il ⊗
√
l − 1
h − 1 (Jh ⊗ Jg).
Then HHT = HTH = (h2(l − 1)/(h − 1))Ihl .
Proof. In view of Lemmas 14.2, 14.1(vi), we ﬁnd that
gHHT ⊗ Jg = (A1 − A2)(A1 − A2)T + gh(l − 1)
h − 1 Il ⊗ Jh ⊗ Jg
= gh(l − 1)
h − 1 (Il ⊗ (hIh ⊗ Jg)).
Thus,
HHT = h
2(l − 1)
h − 1 Ihl. 
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Corollary 14.4. In the setting of Lemma 14.3, H is an Hadamard matrix if and only if h = l. In fact, if h = l, then H
is a skew-checkered Hadamard matrix of order h2.
Proof. It is clear from Lemmas 14.2, 14.3, and the fact that AT2 = A1. 
Theorem 14.5. Let X˜ = GD(g, h, h). Then X˜ can be split according to Case (3, 2) if and only if a skew-checkered
Hadamard matrix of order h2 exists.
In the case that a splitting exists and H is a skew-checkered Hadamard matrix of order h2, while A0 = Igh2 ,
A3 = A˜1 = Ih ⊗ (Ih ⊗ (Jg − Ig)), A4 = A˜2 = Ih ⊗ ((Jh − Ih) ⊗ Jg), A1 + A2 = A˜3 = (Jh − Ih) ⊗ Jgh, and
A1 − A2 = (H − Ih ⊗ Jh) ⊗ Jg ,
then 〈A0, A1, A2, A3, A4〉 represents the resulting class 4 non-symmetric commutative ﬁssion scheme of GD(g, h, h).
Two class 4 non-symmetric commutative ﬁssion schemes of GD(g, h, h), which are split according to Case (3, 2),
are isomorphic if and only if the corresponding skew-checkered Hadamard matrices are graph equivalent.
Proof. The sufﬁciency can be easily veriﬁed by using Lemma 14.1 and the necessity follows from Lemmas 14.1, 14.3,
and Corollary 14.4.
The last part of the theorem is evident. 
Lemma 14.6. Let X˜= GD(g, h, l) and let X be a splitting according to Case (3, 2) of X˜. If we assume
A1 − A2 = B ⊗ C ⊗ Jg
for certain square matrices B of order l and C of order h, B with main diagonal entries 0 and the other entries ±1 and
C with all entries ±1, then h = 2, B + Il is a skew-Hadamard matrix and
C = ±
(+1 −1
−1 +1
)
.
Proof. In view of Lemma 14.1(vi), we ﬁnd that
BBT ⊗ CCT = (l − 1)h
h − 1 Il ⊗ (hIh − Jh).
IfBBT = (bij ), then the (i, j)th block entry ofBBT ⊗CCT is bijCCT. Hence, biiCCT = ((l−1)h/(h−1))(hIh−Jh)
and so CCT = 0 and bii = b11 for all i. Also, bijCCT = 0 for i = j ; hence, bij = 0 for i = j , and in view of Lemma
14.2, we get BBT = b11Il = (l − 1)Il . From this formula we derive CCT = h/(h − 1)(hIh − Jh), yielding h = 2.
Therefore, C is a (2 × 2)-matrix of rank 1 with elements ±1, and so
C = ±
(+1 −1
−1 +1
)
.
As A1 − A2 = −(A1 − A2)T, we ﬁnd that B + Il is skew-Hadamard. This completes the proof of the lemma. 
Theorem 14.7. Let X˜ = GD(g, 2, l). Then X˜ can be split according to Case (3, 2) if and only if a skew-Hadamard
matrix of order l exists.
In the case that a splitting exists and H is a skew-Hadamard matrix of order l, whileA0 = I2gl ,A3 = A˜1 = Il ⊗ (I2 ⊗
(Jg − Ig)), A4 = A˜2 = Il ⊗ ((J2 − I2) ⊗ Jg), A1 + A2 = A˜3 = (Jl − Il) ⊗ J2g , and
A1 − A2 = (H − Il) ⊗
(+1 −1
−1 +1
)
⊗ Jg ,
then 〈A0, A1, A2, A3, A4〉 represents the resulting class 4 non-symmetric commutative ﬁssion scheme of GD(g, 2, l).
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Two class 4 non-symmetric commutative ﬁssion schemes of GD(g, 2, l), which are split according to Case (3, 2),
are isomorphic if and only if the corresponding skew-Hadamard matrices are weakly graph equivalent.
Proof. The sufﬁciency can be easily veriﬁed by using Lemma 14.1. Now we prove the necessity. Since h= 2, the Cij ,
i = j , in Lemma 14.2 is of the form
±
(+1 −1
−1 +1
)
.
Hence,
A1 − A2 = B ⊗
(+1 −1
−1 +1
)
⊗ Jg
for some square matrix B of order l. Now the desired result follows directly from Lemma 14.6.
The last part of the theorem is evident. 
15. Case (3, 3)
Throughout this section s = 3, n3 = 1, n4 = 2, S = 3, N3 = 1, N4 = 2.
Lemma 15.1. A splitting according to Case (3, 3) of GD(g, h, l) is realizable if and only if there are two matrices A1
and A2 of order ghl and with entries 0 and 1 such that
(i) AT2 = A1;
(ii) A1 + A2 = (Jl − Il) ⊗ Jgh;
(iii) ((Jl − Il) ⊗ Jgh)(A1 − A2) = 0;
(iv) (Il ⊗ (Ih ⊗ Jg))(A1 − A2) = 0;
(v) (Il ⊗ ((Jh − Ih) ⊗ Jg))(A1 − A2) = 0;
(vi) (A1 − A2)(A1 − A2)T = ((l − 1)gh/(g − 1))Il ⊗ (Ih ⊗ (gIg − Jg)).
Proof. It follows from Proposition 6.5. 
Lemma 15.2. Let X˜= GD(g, h, l) and let X be a splitting according to Case (3, 3) of X˜. Then,
A1 − A2 =
⎛⎜⎜⎜⎜⎜⎝
C11 C12 . . . C1l
C21 C22 . . . C2l
...
...
. . .
...
Cl1 Cl2 . . . Cll
⎞⎟⎟⎟⎟⎟⎠ ,
where
Cij =
⎛⎜⎜⎜⎜⎜⎜⎝
B
ij
11 B
ij
12 . . . B
ij
1h
B
ij
21 B
ij
22 . . . B
ij
2h
...
...
. . .
...
B
ij
h1 B
ij
h2 . . . B
ij
hh
⎞⎟⎟⎟⎟⎟⎟⎠
and each Bijst is a square matrix of order g for i, j ∈ {1, 2, . . . , l}, s, t ∈ {1, 2, . . . , h}. Moreover, Cii = 0 and for
i = j , Cij has entries ±1. Also Bijst Jg = JgBijst = 0.
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Proof. Since A1 + A2 = (Jl − Il) ⊗ Jgh,
A1 − A2 =
⎛⎜⎜⎜⎜⎜⎝
C11 C12 . . . C1l
C21 C22 . . . C2l
...
...
. . .
...
Cl1 Cl2 . . . Cll
⎞⎟⎟⎟⎟⎟⎠ ,
where each Cij is a square matrix of order gh. Moreover, Cii = 0 and for i = j , Cij has entries ±1. On account of
conditions (i) and (iv) in Lemma 15.1, we ﬁnd that
(A1 − A2)(Il ⊗ (Ih ⊗ Jg)) = (Il ⊗ (Ih ⊗ Jg))(A1 − A2) = 0.
Thus,
Cij (Ih ⊗ Jg) = (Ih ⊗ Jg)Cij = 0
and consequently
Cij =
⎛⎜⎜⎜⎜⎜⎜⎝
B
ij
11 B
ij
12 . . . B
ij
1h
B
ij
21 B
ij
22 . . . B
ij
2h
...
...
. . .
...
B
ij
h1 B
ij
h2 . . . B
ij
hh
⎞⎟⎟⎟⎟⎟⎟⎠
and each Bijst is a square matrix of order g for i, j ∈ {1, 2, . . . , l}, s, t ∈ {1, 2, . . . , h} such that Bijst Jg =JgBijst =0. 
Lemma 15.3. Let X˜ = GD(g, h, l) and let X be a splitting according to Case (3, 3) of X˜. Let H be a square matrix
of order ghl such that
H = A1 − A2 + Il ⊗
(
K ⊗
√
l − 1
g − 1Jg
)
.
for some skew-Hadamard matrix K of order h. Then HHT = HTH = ((l − 1)g2h/(g − 1))Ighl .
Proof. In view of Lemmas 15.2, 15.1(vi), we ﬁnd that
HHT = (A1 − A2)(A1 − A2)T + gh(l − 1)
g − 1 Il ⊗ Ih ⊗ Jg
= gh(l − 1)
g − 1 (Il ⊗ Ih ⊗ (gIg − Jg)) +
gh(l − 1)
g − 1 Il ⊗ Ih ⊗ Jg
= (l − 1)g
2h
g − 1 Ighl. 
Let H be a square block matrix such that
H =
⎛⎜⎜⎜⎜⎜⎝
H11 H12 . . . H1l
H21 H22 . . . H2l
...
...
. . .
...
Hl1 Hl2 . . . Hll
⎞⎟⎟⎟⎟⎟⎠
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where
Hij =
⎛⎜⎜⎜⎜⎜⎜⎝
B
ij
11 B
ij
12 . . . B
ij
1h
B
ij
21 B
ij
22 . . . B
ij
2h
...
...
. . .
...
B
ij
h1 B
ij
h2 . . . B
ij
hh
⎞⎟⎟⎟⎟⎟⎟⎠
andBijst are square matrices of order g. LetK be a skewHadamard matrix of order h. ThenH is called a doublecheckered
Hadamard matrix of type (g, h, l;K) if
(i) H is an Hadamard matrix,
(ii) Hii = K ⊗ Jg for all i,
(iii) Bijst Jg = JgBijst = 0 for all s, t and i = j .
A doublecheckered Hadamard matrix H of type (g, h, l;K) such that H + HT = 2Ihl ⊗ Jg is called a skew-
doublecheckered Hadamard matrix of type (g, h, l;K).
Corollary 15.4. In the setting of Lemma 15.3, H is an Hadamard matrix if and only if g = l. In fact, if g = l, then H
is a skew-doublecheckered Hadamard matrix of type (g, h, g;K).
Proof. It is clear from Lemmas 15.2, 15.3, and the fact that AT2 = A1. 
Theorem 15.5. Let X˜=GD(g, h, g).Then X˜ can be split according toCase (3, 3) if and only if a skew-doublecheckered
Hadamard matrix of type (g, h, g;K) exists.
In the case that a splitting exists and H is a skew-doublecheckered Hadamard matrix of type (g, h, g;K), while
A0 = Ig2h, A3 = A˜1 = Ig ⊗ (Ih ⊗ (Jg − Ig)), A4 = A˜2 = Ig ⊗ ((Jh − Ih)⊗ Jg), A1 +A2 = A˜3 = (Jg − Ig)⊗ Jgh, and
A1 − A2 = H − Ig ⊗ (K ⊗ Jg),
then 〈A0, A1, A2, A3, A4〉 represents the resulting class 4 non-symmetric commutative ﬁssion scheme of GD(g, h, g).
Two class 4 non-symmetric commutative ﬁssion schemes of GD(g, h, g), which are split according to Case (3, 3),
are isomorphic if and only if the corresponding skew-doublecheckered Hadamard matrices are graph equivalent.
Proof. The sufﬁciency can be easily veriﬁed by using Lemma 15.1 and the necessity follows from Lemmas 15.1, 15.3,
and Corollary 15.4.
The last part of the theorem is evident. 
Let h, l2 be positive integers and let K be a square block matrix of order hl such that
K =
⎛⎜⎜⎜⎜⎜⎝
K11 K12 . . . K1l
K21 K22 . . . K2l
...
...
. . .
...
Kl1 Kl2 . . . Kll
⎞⎟⎟⎟⎟⎟⎠ ,
where Kij are square matrices of order h. Then, K is called a checkered h-generalized Hadamard matrix of order hl if
(i) K is a h-generalized Hadamard matrix of order hl,
(ii) Kii = 0 for all i ∈ {1, 2, . . . , l}.
A checkered h-generalized Hadamard matrix, K, of order hl such that K + KT = 0 is called a skew-checkered
h-generalized Hadamard matrix.
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Theorem 15.6. Let X˜ = GD(2, h, l). Then X˜ can be split according to Case (3, 3) if and only if a skew-checkered
h-generalized Hadamard matrix of order hl exists.
In the case that a splitting exists and K is a skew-checkered h-generalized Hadamard matrix of order hl, while
A0 = I2hl , A3 = A˜1 = Il ⊗ (Ih ⊗ (J2 − I2)), A4 = A˜2 = Il ⊗ ((Jh − Ih)⊗ J2), A1 +A2 = A˜3 = (Jl − Il)⊗ J2h, and
A1 − A2 = K ⊗
(+1 −1
−1 +1
)
,
then 〈A0, A1, A2, A3, A4〉 represents the resulting class 4 non-symmetric commutative ﬁssion scheme of GD(2, h, l).
Two class 4 non-symmetric commutative ﬁssion schemes of GD(2, h, l), which are split according to Case (3, 3),
are isomorphic if and only if the corresponding skew-checkered h-generalized Hadamard matrices are weakly graph
equivalent.
Proof. The sufﬁciency can be easily veriﬁed by usingLemma15.1.Nowweprove the necessity. In viewofLemma15.2,
A1 − A2 =
⎛⎜⎜⎜⎜⎜⎝
C11 C12 . . . C1l
C21 C22 . . . C2l
...
...
. . .
...
Cl1 Cl2 . . . Cll
⎞⎟⎟⎟⎟⎟⎠ ,
where
Cij =
⎛⎜⎜⎜⎜⎜⎜⎝
B
ij
11 B
ij
12 . . . B
ij
1h
B
ij
21 B
ij
22 . . . B
ij
2h
...
...
. . .
...
B
ij
h1 B
ij
h2 . . . B
ij
hh
⎞⎟⎟⎟⎟⎟⎟⎠
and each Bijst is a square matrix of order 2 for i, j ∈ {1, 2, . . . , l}, s, t ∈ {1, 2, . . . , h}. Moreover, Cii =0 and for i = j ,
Cij has entries ±1. Also, Bijst J2 = J2Bijst = 0. Thus
B
ij
st = ±
(+1 −1
−1 +1
)
and so for i = j ,
Cij = Kij ⊗
(+1 −1
−1 +1
)
,
where Kij is a square matrix of order h with entries ±1. Let Kii = 0 and let
K =
⎛⎜⎜⎜⎜⎜⎝
K11 K12 . . . K1l
K21 K22 . . . K2l
...
...
. . .
...
Kl1 Kl2 . . . Kll
⎞⎟⎟⎟⎟⎟⎠ .
Then,
A1 − A2 = K ⊗
(+1 −1
−1 +1
)
.
By Lemma 15.1(i), (vi), K is a skew-checkered h-generalized Hadamard matrix of order hl.
The last part of the theorem is evident. 
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Example.
(i) ⎛⎜⎜⎜⎜⎝
0 0 1 1
0 0 1 −1
−1 −1 0 0
−1 1 0 0
⎞⎟⎟⎟⎟⎠
is a skew-checkered 2-generalized Hadamard matrix of order 4.
(ii) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 1 1 1 1
0 0 1 1 −1 −1
−1 −1 0 0 1 −1
−1 −1 0 0 −1 1
−1 1 −1 1 0 0
−1 1 1 −1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
is a skew-checkered 2-generalized Hadamard matrix of order 6.
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