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Abstract. The electrodermal activity (EDA) is a psychophysiological indicator which can be considered a somatic marker of
the emotional and attentional reaction of subjects towards stimuli. EDA measurements are not biased by the cognitive process
of giving an opinion or a score to characterize the subjective perception, and group-level EDA recordings integrate the reaction
of the whole audience, thus reducing the signal noise. This paper contributes to the fiel of affective video content analysis,
extending previous novel work on the use of EDA as ground truth for prediction algorithms. Here, we label short video clips
according to the audience’s emotion (high vs. low) and attention (increasing vs. decreasing), derived from EDA records. Then,
we propose a set of low-level audiovisual descriptors and train binary classifier that predict the emotion and attention with 75%
and 80% accuracy, respectively. These results, along with those of previous works, reinforce the usefulness of such low-level
audiovisual descriptors to model video in terms of the induced affective response.
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1. Introduction and previous work
Attention and emotion have been historically ap-
proached from many different perspectives and, thus,
they have been given many different definitions Emo-
tion is associated with affect, while attention relates to
cognition and behavior. The three of them – affect, be-
havior and cognition – encompass our “predispositions
to respond to some classes of stimuli”, according to
the ABC model of attitudes [3,8,30]. These phenomena
have been studied under the light several different dis-
ciplines, such as neuroscience, psychology, medicine
and even marketing.
*Corresponding author. E-mail: agfaura@die.upm.es.
The Expression of the Emotions in Man and Animals
[13], published in 1872 by Charles Darwin, is still con-
sidered as one of the main publications in the field as
well as being the starter of the “golden years” of emo-
tion research [24]. Darwin suggested that there exists
a set of basic emotions which is shared by all species
and cultures. Concurrently, in the fina years of the
XIX century, Wilhelm Wundt and William James con-
ducted the earliest research on attention. They define
attention as “taking possession by the mind, in clear
and vivid form, of one of what seem several simulta-
neously possible objects or trains of thought” [32]. As
opposed to attention, there is no consensus on how to
defin emotion [43]. In 1884, William James was also
the firs one to give a definitio of emotion in What is
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an emotion? [31]. Since then, many others have been
given, some of them quite recently [48]. In this work,
we do not intend to explore all definition nor propose
a novel one. Consequently, we have chosen the one in
Descartes’ Error by Antonio Damasio, which we con-
sider to be simple and easily understandable: emotion
is “a collection of changes occurring in both brain and
body, usually prompted by a particular mental content”
[12]. As two of the main traditional field in psychol-
ogy, nowadays both emotion and attention keep attract-
ing researchers’ interest [37,45].
Research on psychophysiology has led to the cre-
ation of several different techniques to measure the
activity of the central nervous system (CNS), mak-
ing possible the study of mind expressions, includ-
ing attention and emotion. Some of these techniques
are functional magnetic resonance imaging (fMRI) and
positron emission tomography (PET), which have been
both used in research on emotion [44], yielding in
some cases to revolutionary finding [10]. Another
method that has been employed in this regard is gal-
vanic skin response (GSR), often also referred to as
electrodermal activity (EDA) [16]. EDA, as opposed to
the previously mentioned methods, measures the auto-
nomic nervous system (ANS) peripheric responses us-
ing electricity. In 1888, Féré firs measured EDA us-
ing two electrodes and a galvanometer [18], which is
essentially the same procedure implemented in mod-
ern devices. Eccrine glands in our skin are in charge
of secreting sweat, what varies the electrical properties
of our skin. The term electrodermal activity refers to
these variations. It is the sympathetic ANS what con-
trols sweat secretion, being in turn influence by the
activity of our CNS. The reason why EDA is of inter-
est in this research is because of its proven relation as
somatic marker of emotion and attention [7,16,50].
Electrodermal activity has been intensively studied,
as reflecte by the 1973 book Electrodermal Activity
in Psychological Research [46]. Several different ap-
plications of EDA have been used in diverse fields
psychologists measured the elicited EDA in subjects
that were shown pictures of spiders and snakes shortly
and demonstrated that consciousness is not required to
show fear responses [41]; in medicine, symptoms of
mental pathologies like schizophrenia have been pre-
dicted using EDA measures [53]; and, more recently,
it is neuroscience where EDA have served as a useful
research tool [55]. Furthermore, in [34,56] we can see
how EDA is now being also used in neuromarketing
and consumer neuroscience, showing that its potential
applications are broad.
On this matter, there exist technological solutions
designed specificall to carry out these kind of studies.
An example to this is Sociograph, a novel EDA-based
neuromarketing technology [1,38] that aims at regis-
tering the attentional and emotional response of groups
of people when they are presented some kind of stim-
uli, for instance, during a screening of any audiovisual
composition. The EDA of up to 128 subjects can be
registered and processed by the Sociograph technol-
ogy, which encompass both hardware and software. It
outputs a signal that aggregates that of every subject,
and which can be referred to as group-level electroder-
mal activity (EDAg).
Our aim in this paper is to use low-level character-
istics of short movies to model the affective reaction
they evoke in the audience. This is, we are not ana-
lyzing the psychophysiological reactions to videos but,
instead, we take these reactions as ground truth to la-
bel video clips accordingly. In short, we train classifi
cation models using low-level audiovisual descriptors
as features and Sociograph’s EDAg as ground truth for
the elicited attention and emotion in viewers.
It is clear to us that the narrative structure and the se-
mantics of movies largely influenc attention and emo-
tion [54]. However, other formal aspects such as edit-
ing undoubtedly influenc how spectators perceive and
consequently react to movies, as stated in classic film
making literature [6,42]. For instance, color is a vi-
sual property that strongly influence emotions [9] as
well as music clearly affects the emotional perception
of film [11]. Psychology also studied these phenom-
ena. Specificall , Zajonc proposed theories on the pri-
macy of affect over cognition [57]. He named prefer-
enda those features intrinsic to stimuli that, with no in-
terference of cognition, interact more directly with af-
fect.
The 1993 work by Lang et al. is one of the earli-
est studying visual stimuli using electrodermal activ-
ity [35], in which it proved to be useful to character-
ize emotions reported by subjects when watching pic-
tures. In [21], a similar experiment applied to videos
was carried out. Content-based descriptors and EDA
were combined in [51] to model spectators’ arousal
and valence. DEAP [33] and MAHNOB-HCI [52] are
two datasets that include EDA recordings as well as
EEG and other physiological signals as reactions to 40
music videos and 20 generic videos, respectively. Nev-
ertheless, most authors have typically focused in the
prediction of the EEG signal, while the modelling of
EDA responses using content-based audiovisual fea-
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extension to our previous work on this subject [29], in
which it was shown that visual descriptors extracted
out of videos were useful to model attention and emo-
tion through simple linear regression. Now, we go fur-
ther in this line of research by considering also aural
descriptors and addressing the problem of classifying
short video clips previously labeled in terms of atten-
tion and emotion.
2. EDAg as ground truth
EDA can be measured accurately and easily by plac-
ing a pair of electrodes on the surface of the skin. In
this regard, the palms and the feet soles are the places
where human body has the highest density of eccrine
sweat glands that respond to the emotional stimuli.
Measurements are usually conducted on the finger by
following the exosomatic method where, by applying
a small electric current, one can record the voltage
across the electrodes, which will vary directly with the
skin resistance. This method is the most widely used
[22], but it is also possible to follow its reciprocal en-
dosomatic method.
Changes on the skin resistance depend immediately
upon the amount of sweat within the sweat ducts,
which can be regarded as a set of variable resistors
wired in parallel [16]. In turn, such eccrine sweating
(sometimes referred to as emotional sweating [2]) is
controlled by the sympathetic innervation which trans-
mits impulses from the CNS as autonomic responses
related to “mind components such as emotion, prepa-
ration to action and vigilance processes” [50].
EDA is mainly characterized by the superimposition
of two activity components: tonic and phasic. Tonic
or slow changing activity is usually referred to as skin
conductance level (SCL) or EDL. SCL values typically
vary between 2 and 20 microsiemens [μS] depend-
ing on the subject. Increased sympathetic activation or
alertness, which denotes more attention and predispo-
sition to receive and analyze information, is associ-
ated with higher SCL. Phasic or fast changing activ-
ity is usually referred to as skin conductance response
(SCR) or EDR, and arises as higher frequency varia-
tions on top of SCL. SCR peaks originate in the pres-
ence of relevant stimuli and are indicative of higher
emotional state [46], i.e. higher arousal. Besides, SCR
can be elicited in the absence of a stimulus and it is re-
ferred in this case as spontaneous or non-specifi (NS)
activity [16,50], which can be considered as noise in
the measure [39]. In this regard, the Sociograph tech-
Fig. 1. Two hypothetical EDA recordings during a 20-second period
of rest and 3 subsequent stimuli (arrows). SCL can be identifie as
the slow changing waves and SCR as the peaks originated after the
stimuli. The rest of the peaks would correspond to NS-EDA. The
figur is taken from [15].
nology utilized in our research allows the integration
of the skin conductance measured on multiple subjects
thus removing most NS responses. For a better illus-
tration of the EDA signals, two examples of possible
recordings are shown in Fig. 1.
In order to collect ground truth data for the present
study, the EDA was measured on participants while
they watched a concatenation of videos. The age
ranged from 17 to 60 years old, with an average of
23.11, and there were a 46.4% of male participants.
Twelve screening sessions were held, each having a
mean number of 22.5 attendees, from a total of 270 dif-
ferent participants. The data set consists of 136 short
film from the selected short film at the Jameson
Notodofilmfes Short Film Festival 2015. The whole
sequence of videos was projected in a movie theater
while the EDA was recorded at 1 Hz on each subject
by means of the Sociograph device. Note, however,
that for the present analysis the signals of each short
fil were segmented into shorter clips, aiming to work
with videos whose duration is closer to that of a scene
rather than with the whole film Each “scene-level”
clip is then considered separately. For each of them,
Sociograph integrates the signals from all the partici-
pants and outputs the separate SCL and SCR signals,
which represent, respectively, the attentional and emo-
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2.1. Short fil segmentation
Short film were segmented into shorter scene-
level clips by means of the SCL signal because of its
straightforward interpretability and slow-varying na-
ture. Our goal was to separate those scenes that re-
sulted in increasing attention from the ones that made
the audience lose attention.
The procedure is as follows: the firs derivative of
the SCL signal is taken, so that instants above zero
indicate growing attention and vice versa. However,
instead of directly segmenting at those zero-crossing
points, we carry out a procedure to limit segmentation
noise: we firs apply a median filte and then impose
guard intervals between segments, that is, a number
of guard samples before and after zero-crossing points
that are discarded.
To choose the filte order and the number of guard
samples, we take into account the number and nature
of segments that certain values for these parameters
generate. Our goal is to maximize the ratio of the to-
tal number of generated segments to the difference be-
tween the number of those of increasing and decreas-
ing attention. In other words, we pick the filte order
and number of guard samples that result in the most
similar number of clips with increasing and decreas-
ing attention, while maximizing the total number of
them. Any growing period of the signal is followed by
a decreasing one, so it is reasonable to assume that the
original distribution of segments, i.e. without any fil
tering nor guard intervals, is also close to 50% of each
kind.
The higher the order of the median filte , the lower
the number of generated segments, though the longer
their duration. Also, the higher the number of guard
samples, the fewer generated segments and the shorter
the duration of the remaining ones, as we force the
SCL derivative to be above or below zero for at least
twice the number of guard samples, which are then dis-
carded. We carry out a tuning of the filte order varying
it between 1 and 30, while the number of guard sam-
ples is manually set to 3. We do not consider a lower
number of guard samples for them to fulfil their mis-
sion, i.e. not to include instants close to trend changes,
when uncertainty is higher. In Fig. 2, the tuning for
the filte order can be seen for 3 guard samples, which
turned out to be the optimal number.
By applying a median filte of order 12 and 3 guard
samples before and after each segment, 537 video clips
are generated. We will refer to those video segments
simply as «videos», but note that our working unit are
Fig. 2. Variation on the ratio of number of generated video segments
to the difference between those with increasing and decreasing atten-
tion when varying the median filte order and then applying 3 guard
samples before and after each zero-crossing point. For illustrative
purposes, every plot has been scaled to have a maximum value of 1.
these 537 scene-level clips rather than the complete
short films Figure 3 illustrates the segmentation pro-
cess for a sample short fil from our dataset.
2.2. Annotation
For each video we obtain a ground truth of their
elicited emotion and attention by computing a two-fold
metric, such that we defin in both cases a binary clas-
sificatio problem:
– Sign of SCL slope (SCL): same criterion used
to segmentate films There are clips of growing
attention and clips for which attention decreases.
– Maximum SCR value (SCRmax): the maximum
SCR value reached during each clip. We use the
maximum value of the signal because of its im-
pulsive nature. Other metrics such as the mean
value would imply a temporal integration of the
signal, resulting in a representation not much in
line with its nature. Having the whole distribution
of maximum SCR values, we label segments over
the median as “high” and those below as “low”,
referring to the signal’s amplitude.
For the sake of readability, we will refer to these
metrics simply as attention or SCL for SCL and emo-
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Fig. 3. Representation of the fragmentation procedure. Blue and red background colors indicate included and discarded video segments, respec-
tively. For illustrative purposes, all signals have been scaled to have a maximum value of 1.
3. Descriptors
The core element of the task we are addressing,
namely the automatic prediction of the attention and
emotion elicited by videos, is the set of audiovisual
descriptors. Although there are many factors playing
a role in the success of assessing the affective value
of videos, such as the machine learning algorithms or
the reliability of the annotations, the chances are that
the strongest influenc corresponds to the choice of the
features and their reliability to represent what they aim.
3.1. Visual descriptors
We extract 34 low-level visual features overall. Our
set of descriptors is a blend of very simple features
and others that are slightly more complex, all inspired
by previous works on automatic assessment of percep-
tion [14,40] and by cinematographic and photographic
aspects [6]. Some descriptors are statistical metrics
(mean, deviation, etc.) of the distribution along the
video of certain frame-level characteristics while oth-
ers directly consider all the frames at once or are intrin-
sically related to the temporal nature of videos. They
are the same exact descriptors that we used in our ear-
lier work [29]. The overview of the visual descriptors,
organized into 9 families, is as follows:
1. Intensity: statistical features describing the bright-
ness of the frames.
2. Hue: statistical features related to the hue chan-
nel of the frames after conversion to the HSV
color space.
3. Saturation: statistical features related to the sat-
uration channel of the frames after conversion to
the HSV color space.
4. Entropy: statistical features related to the entropy
of the frames, as a measure of the amount of
texture. Also, there are descriptors related to the
amount of low-entropy (highly monochromatic)
frames.
5. Temporal segmentation: features describing the
number and duration of shots.
6. Frame-level colorfulness: statistical features
about the colorfulness of the frames, which refers
to the degree of utilization of richly varied colors
and is computed by comparing the frame color
histogram to a uniformly distributed histogram
of an ideally multicolored image.
7. Video-level colorfulness: similar to the frame-
level version, but considering all the pixels of the
video at once for computing the histogram.
8. Color profiles features characterizing the simi-
larity of the colors within the video to eight pre-
define colors: red, green, dark blue, light blue,
cyan, violet, brown and gray.
9. Rule of thirds: features related to the degree of
utilization of the rule of thirds (a well-known
photographic composition rule) to place imagi-
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For further details, the reader may refer to our pre-
vious work on EDA prediction [29]. Besides, in [19],
some of these features were validated for aesthetics
recognition and a thorough comparison of their perfor-
mance was presented in [28].
3.2. Aural descriptors
In order to obtain aural descriptors from videos, we
make use of MIRtoolbox [36]. We obtain diverse fea-
tures related to the main musical dimensions of audio:
dynamics, rhythm, timbre, pitch and tonality. More-
over, features built out of statistics are also obtained,
such as mean, median, standard deviation or kurtosis,
among others. These statistics are mostly applied to
other features’ spectra, envelopes or histograms. Over-
all, 376 aural features were extracted.
As with the visual descriptors, we also organize the
aural features into families, including some psychoa-
coustic properties that make them especially interest-
ing in this work:
1. Dynamics: it refers to the amplitude of the acous-
tic intensity variation in a musical piece. Inten-
sity variations can influenc arousal values on
the listener [17], even more than others such as
tempo do [49]. Besides, DRC (Dynamic Range
Compression) techniques can affect in a negative
way the listener’s emotional response [47].
2. Rhythm: it can be define as the temporal ar-
rangement of sounds. Musically, rhythm percep-
tion is derived from the alternation of weak and
strong sound elements. Rhythmic characteristics
of sound cause certain reactions and emotional
responses in our body. For instance, tempo influ
ences our breathing and heart rate [5]. Also, we
tend to perceive slow music as sadder than other
with a higher tempo [23].
3. Timbre: the property of sound that enable us to
distinguish between two sounds of equal pitch
and loudness. Physically, it depends on the num-
ber of harmonics and their amplitude. Some ex-
periments have shown that the perceived emo-
tions in music compositions are independently
affected by the timbre of the instruments used
[26].
4. Pitch and tonality: pitch is the property of sound
that is related to its frequency, making possi-
ble a disposition in scales. Usually, music com-
positions feature a pitch center, sometimes also
known as tonic. Besides, it can be said that tonal-
ity – although it has been given several differ-
ent definition – refers to a musical system or
arrangement in which hierarchical relations are
established between the tonic and the rest of
pitches, leading to notes, scales and chords. Us-
ing this system, one can defin the key, which is
an specifi scale characterized by its tonic. Typ-
ically, keys in minor mode, in which dissonant
sounds predominate, are perceived as sadder than
those in major mode, which are mostly charac-
terized by consonant sounds [23].
4. Classificatio experiments and discussion of
results
In this section, we present our experimental setup
and the classificatio results obtained for both annota-
tion strategies. There exists a wide variety of classifica
tion algorithms, but rather than looking for the highest
performance method, our main goal is demonstrating
the validity of using audiovisual descriptors extracted
from videos to predict these biometric measurements
identifie with attention and emotion. For that reason,
we make use a simple logistic regression classifie . As
a baseline, we consider a ZeroR classifie , which al-
ways predicts the majority class in training data with-
out relying on any feature. All the results presented in
this work are the average of 10 repetitions of a 10-fold
cross-validation procedure, and include a 95% confi
dence interval. Furthermore, we also compare the re-
sults when only visual or aural features are used, and
the combination of both types of descriptors. The fea-
ture selection procedures as well as the classificatio
experiments have been carried out using the machine
learning software Weka [27].
As already mentioned, we initially extract 34 visual
and 376 aural features. Since this is a considerably
high number of descriptors, we carry out a careful pro-
cedure of feature selection in order to reduce the di-
mensionality of the dataset, discard the less relevant or
redundant descriptors, and make the predictions with
the most suitable feature subsets. For this purpose, we
make use of the SVMAttributeEval Weka functional-
ity, which employs a Support Vector Machine (SVM)
classifie to determine the worth of an attribute. These
are ranked by the square of the weight assigned by the
SVM, so that we are able to choose how many fea-
tures we would like to include, starting with the top
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Fig. 4. Accuracy for attention classificatio when using only visual
or only aural features to train a logistic regression classifie .
4.1. Experiments using aural or visual features
separately
One of our goals is to determine what type of at-
tributes are more valuable when trying to model at-
tention or emotion, as well as how many of them are
needed. For such purpose, we have separately analyzed
how many attributes yield the best accuracy when pre-
dicting attention and emotion. We start by choosing
only 1 attribute, and then gradually increase the num-
ber of selected features up to 34 and 300, respectively.
No more than 300 aural features were considered since
results clearly showed that the optimal working point
was far from that high number of features.
In Fig. 4, it can be observed that when predicting
attention, 10 visual features are needed to achieve the
best result, an accuracy of 74.98%. With respect to the
aural case, the best accuracy obtained is 69.83%, for
which 50 aural features were needed.
The results of the emotion prediction are included
in Fig. 5. Again, 50 aural features lead to the best re-
sult for audio information, 66.21% accuracy and only
5 visual features are needed to reach a 69.83% accu-
racy. The summary of these results for both categories
is presented in Table 1.
4.2. Experiments combining aural and visual features
Once we have observed how the two types of de-
scriptors behave separately for predicting attention and
emotion, we analyze whether the combination of both
leads to better results. We have seen that 10 visual fea-
tures led to the best result for attention and the sec-
Fig. 5. Accuracy for emotion classificatio when using only visual
or only aural features to train a logistic regression classifie .
Table 1
Maximum accuracy obtained when predicting attention and emotion
using only visual or only aural features
Type of features Attention (SCL) Emotion (SCR)
Visual (# features) 74.98 ± 3.66% (10) 69.37 ± 3.90% (5)
Aural (# features) 69.83 ± 3.88% (50) 66.21 ± 4.00% (50)
ond best for emotion. Because of that, we will firs ex-
periment by combining the 10 best visual and 10 best
aural features. Note that the features are ranked inde-
pendently for attention and emotion. This means that,
even though we keep the 10 best features of each type
in both cases, they are not necessarily be the same. Re-
sults for these experiments are shown in Table 2.
Both for attention and emotion, the obtained accu-
racy is essentially the same as for the case when using
only visual features. The addition of the 10 best au-
ral features is not enough to significantl improve the
single-modal results.
Secondly, we combine the 10 best visual features
with the 50 best aural features, as these obtained the
highest accuracy for the audio-only case. This way
we are able to study how the inclusion of more au-
dio features affects the previous experiment. Note that
features from each type are ranked independently and
then combined. In Table 2, we include the obtained ac-
curacy for this experimental setup.
In this case, we observe an accuracy increase of 3.76
for the prediction of attention with respect to the previ-
ous experiment, while the emotion prediction only ex-
hibits a minor improvement. If we compare these re-
sults to the single-modality ones, we can see that the
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Table 2
Accuracy obtained when using a number of features selected beforehand
Classifie No. of visual features No. of aural features Acc. for attention (SCL) Acc. for emotion (SCR)
ZeroR 0 0 57.54 ± 4.18% 49.42 ± 4.23%
Logistic 10 10 74.91 ± 3.67% 70.65 ± 3.85%
Logistic 10 50 78.67 ± 3.46% 71.98 ± 3.80%
Fig. 6. Accuracy for attention and emotion classificatio when using
both visual and aural features to train a logistic regression classifie .
obtained using only aural features. This shows the im-
portance of visual features to model attention: while
using the same 50 aural features, a significan increase
in accuracy is obtained if considering only 10 addi-
tional visual features. For the rest of setups, the im-
provement is not that wide as to consider it statistically
significant
Finally, we perform a similar feature selection pro-
cess, in this case combining both types of attributes
beforehand, such that the algorithm can decide which
ones to pick rather than manually forcing a certain
number of each kind. The maximum number of fea-
tures that could be used is 410, resulting from 34 visual
and 376 aural features. We seek with fine granularity
in values that are likely to be close to the maximum ac-
curacy value, and have reduced granularity for a larger
amount of features. Exploring all the possible sets of
features could result in an increment of the maximum
accuracy, but it would probably be minor, given the
previous results.
In Fig. 6, we include the accuracy plots for these ex-
periments for attention and emotion. Besides, Table 3
summarizes them, including the highest accuracy val-
ues both for attention and emotion predictions.
With this approach we obtain the best results:
79.59% accuracy for attention prediction and a 74.86%
Table 3
Maximum accuracy obtained with a logistic regression classifie and
using features resulting from the combined selection procedure
Attention (SCL) Emotion (SCR)
Accuracy 79.59 ± 3.41% 74.86 ± 3.67%
No. of visual features 10 8
No. of aural features 50 42
accuracy for emotion prediction. Besides, we can see
that the number of selected features of each kind is
approximately the same as when selecting them inde-
pendently. When predicting attention, they match ex-
actly: 10 visual and 50 aural features. In the emotion
case, they are also quite similar: 8 visual and 42 aural
features, while independently maximum accuracy was
obtained for 5 visual and 50 aural features. Since we
did not explore all the possibilities, it is reasonable to
think that these concordances would be even higher if
we carried out that exploration.
4.3. Discussion
In Tables 2 and 3, we compare the results when us-
ing a simple logistic regression classifie with a ref-
erence value given by a ZeroR classifie . In all cases,
the accuracy improvement with respect to this refer-
ence algorithm has been significant up to a 25.44%
for emotion prediction and to a 22.05% for attention
prediction.
Also, all experiments have confirme that visual fea-
tures are much more useful to model these signals
derived from EDA than aural features. With approxi-
mately 10 visual features we could obtain higher ac-
curacy rates than with 50 aural features, which were
the ones needed to provide maximum accuracy in both
single-modality cases. However, both types of features
are complementary, since when combined, better re-
sults are obtained.
As we have seen, all our visual features have been
specificall tailored to represent aspects that are sup-
posed to be related to film-makin aspects and thus af-
fect attention and emotion. However, most aural fea-
tures extracted by MIRToolbox are related to music
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may not be present in all clips. Besides, there are other
acoustics events such as dialogues that could largely
influenc viewers’ reaction and that are not related to
music.
The combination of features does not significantl
improve the results of the visual descriptors alone. This
is not the case for aural features, whose results are
significantl improved when combined with the more
powerful visual descriptors.
When comparing results for attention and emotion,
we see that in all cases attention is predicted consider-
ably better. Since video segments were generated out
of the SCL signal, and the labeling for attention was
done accordingly, it is arguable that the accuracy dif-
ferences are influence by the segmentation procedure:
while the SCL signal shows the same trend for all the
duration of the clip, the emotion label is only derived
from a peak, which is likely to be a very short event
if compared with the full clip. Even so, the results for
emotion should not be disregarded, as almost a 75%
accuracy is obtained when classifying clips that pre-
sented or not a particularly intense emotional response.
5. Conclusions
While electrodermal activity (EDA) has been used
for long time in psychology and medicine, and more
recently in neuroscience and neuromarketing, as a way
of measuring the reaction of people towards stimuli,
little research has been devoted by the affective com-
puting fiel to the stimuli side relying on EDA as
ground truth for emotion and attention assessment. In
this paper, we use videos as stimuli, and we investigate
whether it is possible to predict EDA responses in a
group of people by means of the audiovisual charac-
teristics of the videos.
We make use of Sociograph, a neuromarketing tech-
nology that integrates the EDA responses of many in-
dividuals and derives, for each video, a value of atten-
tion (SCL) and emotion (SCR). We use the SCL sig-
nal to segment videos in shorter clips, which are then
labeled with regard to the attention slope (increasing
vs. decreasing) and the maximum value of emotion or
SCR (high vs. low). Then, we extract a set of low-level
audiovisual descriptors from the videos and train a lo-
gistic regression to classify the EDA responses.
We have shown empirically that both visual and au-
ral descriptors are independently able to predict atten-
tion and emotion elicited by short clips. This demon-
strates that audiovisual characteristics of videos, such
as the brightness, color, rhythm or pitch center, among
others, have considerable influenc on the automatic
and unconscious human emotional and attentional re-
actions. Moreover, we have also observed that few vi-
sual descriptors achieve slightly better results than sev-
eral aural features.
We have explored several ways of combining aural
and visual features, being the best option to rank all of
them together using a feature selection procedure and
choose the number of features that leads to best results.
This way, we reach a top 79.59% accuracy for attention
prediction and 74.86% accuracy for emotion predic-
tion. These results suggest that audiovisual descriptors
are useful for modelling attention and emotion derived
from EDA. It is also worth mentioning that other more
complex classifier could have led to better results, but
it was not our goal to look for the best classificatio
algorithm, but to show how a simple one can success-
fully predict both attention and emotion by using valid
and informative audiovisual features.
The relationship between visual descriptors and
other kind of subjective information like aesthetics or
appeal reported deliberately by participants via a score,
for instance, had been already demonstrated in previ-
ous works [19]. However, findin that signals derived
from EDA can be modeled using the audiovisual fea-
tures of stimuli has a great interest because it is a psy-
chophysiological reaction controlled by the autonomic
nervous system, thus it is automatic and is directly
related to actual emotional and attentional activation,
avoiding the implicit bias of opinions and judgments.
As stated before, the better results obtained for at-
tention with respect to emotion in this work could be
influence by the fact that attention was also employed
to generate the scene-level clips we use. In the fu-
ture, it would be interesting to create a segmentation
procedure that took into consideration aspects of both
SCL and SCR. Furthermore, since all the videos in
the dataset are uploaded to YouTube, we could com-
pare how the audience reaction in terms of EDA cor-
relates with the conscious opinion given by the on-
line community, following a similar procedure to the
one in [20]. Descriptors derived from YouTube such
as likes and dislikes, number of views or number of
comments, could also be combined with the audiovi-
sual descriptors we propose in order to create a more
accurate model of attention and emotion.
EDA might become a popular measure of ground
truth annotation for video content analysis in future re-
search, since it is a relatively straight-forward and non-
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of the human mind, in comparison to more complex
methods like fMRI. This work, along with the one it
extends [29], reveals which and how audiovisual de-
scriptors are useful to model viewers’ reaction to au-
diovisual stimuli in terms of EDA.
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