Abstract. An intelligent tutoring system (ITS) is often described as having an inner loop for supporting solving tasks step by step, and an outer loop for selecting tasks. Many task domains have problem-solving procedures that express how tasks can be solved by applying steps or rules in a controlled way. In this paper we collect established ITS design principles, and use the principles to compare and evaluate existing ITS paradigms with respect to the way problem-solving procedures are specified. We argue that problem-solving procedures need an explicit representation, which is missing in most ITSs. We present an extensible domain-specific language (DSL) that provides a rich vocabulary for accurately describing procedures. We give three examples of tutors from di↵erent task domains that illustrate our DSL approach and highlight important qualities such as modularity, extensibility, and reusability.
Introduction
Intelligent tutoring systems (ITSs) are large and complex software systems that typically take many years to build and improve. Full-blown ITSs o↵er a range of functionality, including components for providing hints and feedback, modeling student skills, tutoring strategies, course administration, tools for authoring content, etc. Developing an ITS and its instructional content requires many areas of expertise, such as skills in educational design, software engineering, user experience, AI techniques, cognitive psychology, the task domain, and more. Software architecture and solid design principles help us to deal with this complexity.
In this paper we look at the step-based inner loop of an ITS [25] that is responsible for giving feedback and providing hints. An ITS with an inner loop, such as Andes [27] or PAT [13] , lets a user enter steps that she would take when solving problems normally, without using a digital tutor. Such systems are almost as e↵ective as human tutors [26] . For many task domains, a problem-solving procedure can be specified to provide hints and feedback for the inner loop. An example of such a procedure is adding two fractions [17] , which consists of the following steps: (1) find the lowest common denominator (LCD), (2) convert fractions to LCD as denominator, (3) add the resulting fractions, and (4) simplify the final result. A more detailed analysis of these steps reveals that adding two fractions that already have the same denominator is a special case (the first two steps can be skipped), other multiples of the denominators also work (although this is not preferred), step 2 consists of two smaller conversions, and the simplification (step 4) is not always needed. How is this procedure encoded in software? Can we access the high-level structure of the procedure, e.g. for presenting an outline of the problem-solving procedure? This paper addresses these questions by analyzing the relevant literature, and proposing an alternative.
The services that are o↵ered by di↵erent ITSs to support the inner loop are very similar [25] , but their internal structures and representations (i.e., how they provide these services) are not. Non-functional requirements, also called quality attributes, are concerned with how a system provides its functionality [8] , and they become increasingly important for larger systems. ITSs are no exception: the internal structures and models for representing knowledge determine important non-functional qualities such as reusability, modularity, and maintainability.
Various approaches and paradigms for intelligent tutoring exist. In particular, there are model-tracing tutors [2] , example-tracing tutors [1] , constraint-based tutors [16] , and data-driven tutors [14] . A significant di↵erence between the paradigms lies in the way the expert knowledge necessary for following the steps of a student, is specified. Authoring tools built on top of these paradigms simplify the construction of an ITS: they hide the underlying software layer from the developer of an ITS, sometimes completely removing the need for programming skills [19] . Using such a tool, the developer focuses on the tutoring interface and the expert knowledge necessary for the tutor. Murray [19] clearly describes the design space for authoring tools, and identifies design trade-o↵s. For example, the advantage of an easy-to-use authoring environment often comes together with reduced expressiveness, since the programming layer is hidden for the developer.
According to Nkambou et al. [20] there is a large biodiversity or even a Tower of Babel in the field of authoring ITSs. As a result, after thirty years, existing solutions are still not widely shared in the field, making it di cult to find adequate building blocks and guidance to build an ITS. The first contribution of this paper is a critical evaluation of how problem-solving procedures are specified in various ITS paradigms and authoring tools, based on reported design principles. More specifically, we argue that it is important to have an explicit knowledge representation for problem-solving procedures, which is absent in most ITSs. We present an extensible domain-specific language (DSL) that provides a rich vocabulary for accurately describing procedures and demonstrate how this has been used to develop several tutoring systems, which is our second contribution. This paper is organized as follows. Based on the scientific literature on tutoring systems and on software quality, Section 2 introduces a number of design principles and best-practices for developing ITSs and authoring tools. Section 3 describes the most common ITS paradigms and evaluates how they follow the principles. In Section 4 we propose to define explicit knowledge models for representing problem-solving procedures in an extensible DSL. We present three examples of task domains (Section 5) for which explicit problem-solving procedures have been constructed successfully. Finally, Section 6 concludes this paper. The inner loop of an ITS is about the steps within a task and the services that are available for tutoring [25] . As VanLehn points out, the behavior of systems with an inner loop is surprisingly similar, but their internal structures can be very di↵erent. We first collect design principles from successful ITSs and authoring tools that provide insight into how to construct software that supports an inner loop. We have found five papers [3, 4, 18, 19, 1] that explicitly describe such design principles. We only include principles that are particularly relevant for the inner loop. Quite a few more papers discuss authoring tools for ITSs (e.g. [17, 7, 20] ), but the former set specifically gives design principles for specifying the inner loop. The set of selected design principles is listed in Table 1 . The internal structure of an ITS is often described in terms of four components [21] : the expert knowledge, a student model, tutoring or instructional strategies, and the user interface. This decomposition into four parts is a separation of concerns. In particular, instructional content and instructional strategies are separated (h). The principles glass box computation (f: the student can see how the system solves the problem step by step) and cognitive fidelity (e: the system solves the problem in the same way as the student) are clear guidelines for how to support the inner loop.
An accurate model of the target skill is needed [3] , and this model should be abstract (a) and explicit (j). Preferably, such a model is also modular and reusable (i, k). Modular content can be used for multiple instructional purposes [19] , and thus promotes reuse. Repetitive and template-like content should be avoided: an expressive representation helps to concisely describe content. Having modular procedures with an explicit representation simplifies decomposing a problem into a set of goals and subgoals (b), and may help to promote an abstract understanding of the procedure (c).
The generality of a tool or technique is one dimension in the design space [19] that determines how many application domains can be supported (o). However, a tool cannot anticipate everything an author will want, and this is even more problematic for general tools. Authoring tools should therefore be customizable, extensible, and scriptable (l, m), just as all modern design and authoring software. Important for the inner loop is the ability to customize the step size (from many small rules to a few powerful rules) and the grain size of instruction (d, g). Such customizations can be steered by authors, students, the student model, or a combination.
The ultimate goal is to develop ITSs that support e↵ective tutoring (n), which requires a flexible inner loop that can deal with multiple solution paths [1, 27] . Aleven et al. [1] explain that flexibility and avoiding repetitious authoring tasks make ITS maintenance easier (q). A final consideration is that ITS development should be cost-e↵ective (p), especially because estimations of 200-300 development hours per hour of instruction are not uncommon [19] . Proven tactics to reduce the development time are authoring tools that simplify content creation, and reuse (e.g. by better interoperability between systems). Reusability is the key to improving productivity and quality [8] .
ITS paradigms
In this section we present approaches for developing an ITS and we discuss how problem-solving procedures can be defined or authored. All of these approaches have been successfully used to develop systems that have been tested and used in practice. We evaluate the approaches using the design principles from the previous section, and highlight their limitations.
Cognitive tutors (based on production rules). Many cognitive tutors have been developed that are based on the ACT-R theory for simulating and understanding human cognition [2, 3] . In this theory, declarative knowledge (facts) and procedural knowledge (problem-solving behavior) are distinguished. An ACT-R tutor uses an ideal student model to trace the steps of a student. This process is called model tracing. The ideal student model is defined as a set of production rules in the form of if-then statements. There are no further facilities for structuring the production rules. The ACT-R software framework is developed in the Lisp programming language, which can be used to introduce more structure.
The set of production rules describing the ideal student model in an ACT-R tutor contains an implicit description of the problem-solving procedure. It is in general very hard to extract an explicit description of the procedure from this model. When a large number of rules are involved, understanding the interactions between multiple rules a↵ected by the same facts can become very di cult [24] . Subprocedures that are encoded as sets of production rules cannot be combined without carefully considering the possible interactions. We conclude that (sets of) production rules are not modular and not straightforward to reuse.
Model-tracing tutors (based on procedures). The Extensible Problem Specific
Tutor (xPST) system [7] is an authoring environment that enables non-programmers to create an ITS on top of an existing software application by providing instruction inside this application. 'Extensible' in the system's name refers to the plug-in architecture for connecting to di↵erent software applications. An ITS is specified in an xPST instruction file, which contains a sequence section (among other sections) for specifying the problem-solving procedure. Four types of operators are available for the developer: THEN, OR, AND, and UNTIL. Similarly, ASTUS [22] represents hierarchical procedure knowledge as a graph.
In both systems, procedures are specified explicitly and they are modular. Unfortunately, the set of operators is not expressive enough for describing procedures in more complex domains without repetition, and there is no way to easily extend this set with more operators or traversals.
Constraint-based tutors. The constraint-based tutoring paradigm [16, 17, 23] simplifies ITS development by focusing on conditions that should hold for correct solutions, rather than defining how to reach such a solution. In this paradigm, constraints have three parts: a relevance condition (when is it applicable), a satisfaction condition (what should hold), and a feedback message that is reported if the constraint is violated. The constraint-based approach can be very e↵ective, especially for domains in which there is no clear path to reach a correct solution. Although a constraint-based tutor can evaluate solutions, it is not capable of actually solving the given problem itself. Hence, the cognitive fidelity (e) and glass box computation (f) design principles are violated by this paradigm.
Example-tracing tutors. The Cognitive Tutor Authoring Tools (CTAT) [1] can be used to create cognitive tutors without programming. The main idea behind these tutors is that worked-out examples are used for tracing student steps. Example-tracing tutors target particular tasks (e.g. solve 3x 6 = 8+x) instead of a class of similar tasks (e.g. linear equations) and thus prefer usability and a low entry level over productivity for trained users. The worked-out examples are recorded in a behavior graph that contains sequences of steps. These graphs can be generalized to increase the flexibility and recognize more solution paths, for instance by making steps optional or unordered.
Behavior graphs make the problem-solving steps explicit, but there is no general problem-solving procedure. The facilities for generalizing behavior graphs are key in making the approach viable [1] , but are provided on an ad-hoc basis and are limited in expressiveness. The generalization step complicates creating a tutor (for CTAT's intended users), which once again demonstrates the inherent design trade-o↵ between flexibility and usability [19] .
Data-driven tutors. An approach that is recently gaining more and more attention is to use historical student data for developing an ITS [14] . Successful solutions from the past can be used to provide feedback and hints for students in the present, which circumvents the need to create an expert model. A datadriven tutoring system can be bootstrapped by experts providing missing data. The data-driven approach has proven to work well in combination with AI and machine-learning techniques for learning an expert model by demonstration.
Data-driven ITSs have no explicit expert model, which makes it hard for instructors to customize a tutor. Instructors cannot express preferences, such as shorter solution paths that are not found by the average student.
Problem-solving procedures
We now present a di↵erent approach to developing tutoring systems, which is based on having an explicit representation (model) for problem-solving procedures. This representation is based on operators that allows simple procedures to be combined into more complex, composite procedures (in the spirit of the composite design pattern). For instance, sequence ('first do A, then B', denoted A ; B ) and choice ('do A or B', denoted A | B ) are operators that can be used to create composite procedures. The primitive procedures (i.e., the leaf nodes in the tree structure) are the steps or production rules that may or may not apply in a particular situation. A fixed point construct is used for expressing recursive procedures. Because of the operators, the models for describing problem-solving procedures are modular, and therefore also reusable instructional content.
An advantage of having an explicit model is that it can be used for multiple purposes and interpreted in di↵erent ways: the model can be executed step by step, used to generate a student model, visualized (e.g. to increase the understanding), sent to another tool, etc. For an ITS, the stepwise execution of a procedure is a particularly important interpretation of the model since this is needed for generating next-step hints and worked-out solutions, and for tracing student steps (services of the inner loop [25] ). Figure 1 presents trace-based semantics T for core procedures. Each trace represents a sequence of steps, where symbol X denotes successful termination of the procedure. From these traces, alternative next steps can be calculated, and worked-out solutions can be constructed. The technical details can be found elsewhere [10, 9] .
We argue that this approach is extensible: new composition operators can be added easily by defining their stepwise execution T , or by expressing the operator in terms of existing operators. For example, performing a procedure s zero or more times (the Kleene star) can be defined by many s = µx .(s ; x ) | succeed. We have defined many more useful operators (see Table 2 ), such as for interleaving procedures, for making some part optional, and for various kinds of generic traversals (for domains that have a notion of subterms). Such extensibility is essential for supporting a diversity of task domains. The composition operators can be considered a simple domain-specific language (DSL) [5] for expressing problem-solving procedures. The DSL captures common patterns that are found in procedures and provides a vocabulary for these patterns. The rich vocabulary combined with the possibility to add more operators make the language expressive. The DSL helps authors to articulate problem-solving processes in their task domain.
For example, consider the procedure for adding two fractions from the introduction, which uses four rules and can be expressed in the DSL as: The step for finding the LCD calculates the value used by Convert, and this step may or may not show up in a learning environment, depending on step size and the exact user interface. Similarly, sub-procedure many (somewhere Convert) can be collapsed into a single step, which shows how the step size can be adjusted.
Our DSL for problem-solving procedures is very similar to other formalisms for describing sequences. The DSL was mainly inspired by context-free grammars and Hoare's communicating sequential processes (CSP) [11] . Because of the similarity with these formalisms, we can reuse techniques and definitions from these formalisms, such as parsing and interleaving, and apply these in the context of an ITS. Similar languages have been used in di↵erent application domains for describing workflows, term rewriting, and proof tactics.
We illustrate how we have used the DSL for problem-solving procedures in a number of tutoring systems that have been used in a classroom setting. These systems cover three completely di↵erent domains: math, introductory programming, and practicing communication skills. For each system, we describe how the procedures are developed, and we discuss what the advantages are of having explicit procedures. Where applicable, we discuss non-functional qualities of the system such as reusability, interoperability, and customizability.
Math tutor
We have constructed an expert knowledge module for (high school) mathematics that covers many topics, such as solving equations, calculations, and linear algebra. The problem-solving procedures are defined in an embedded domainspecific language that o↵ers the operators in Table 2 (and many more), and also provides access to the underlying programming language. The math domain allows for a lot of reuse: for example, the procedure for solving a linear equation is part of the procedure for quadratic equations. Many tasks have alternative methods for solving, resulting in di↵erent configurations that can be used. Such variation is easy to deal with in the DSL.
The expert knowledge module for math is used by at least three external learning environments, which provides some evidence for the interoperability of our approach. The module provides a number of request-response feedback services [9] that are derived from the problem-solving procedures. These services are used by the learning environments in di↵erent ways and with di↵erent choices in how and when feedback and hints are o↵ered. For example, one environment uses the hierarchical structure of a problem-solving procedure to automatically decompose a problem into a group of subproblems when a student is not able to solve the complete task. The Digital Mathematics Environment 1 has an authoring tool that allows content developers to tailor the feedback and hints that are calculated by our expert knowledge module. For example, feedback messages can be customized and certain inner loop services can be enabled or disabled.
Functional programming tutor
Programs are written step by step: starting with an empty (or skeleton) program, the program gradually becomes more defined. The Ask-Elle programming tutor [6] for Haskell was developed to help students with writing typical beginner's programs by giving feedback and hints (see Figure 2) . Students can use holes (?) in their functions for parts that are not yet defined. The steps towards a full solution are refinement rules that replace a hole by some expression that may contain new holes. Teachers can specify new programming tasks by providing one or more model solutions for the task: these solutions follow good programming practice and are written in the target language. Writing model solutions does not require any knowledge about the structure or inner workings of the tutoring system. Model solutions can be annotated by the teacher to customize and further specialize the tutoring, for instance, to attach specific feedback messages to parts in the solution, or to indicate that a certain language construct must be used.
For each model solution, a problem-solving procedure is generated in the DSL, and these procedures are combined as choices. The final procedure can be used to provide hints or to trace student steps, automatically disambiguating between the di↵erent model solutions. Tracing student programs in a programming tutor is di cult because there are many ways and variations to define something. This variation is partly dealt with during generation: alternative solutions are generated for standard functions and for some language constructs. The remaining variation is tackled by aggressively normalizing the student program.
When a student takes o↵-path steps, the tutor can no longer guarantee that these steps can lead to a correct solution. In such cases, the tutor uses testing to decide about the correctness of the solution. This illustrates that a constraintbased (testing) approach can complement the problem-solving procedures.
Serious game for communication skills
The serious game Communicate! [12] was developed for practicing interpersonal communication skills between a healthcare professional and a patient. The player is o↵ered a list of alternative sentences during a consultation with a virtual Fig. 3 . The Communicate! authoring tool for developing communication scenarios patient. These sentences are the steps in the inner loop. During the consultation, the player receives feedback by means of emotions shown by the virtual patient and the patient's reaction. After the consultation is finished, the player gets a final score and feedback on how appropriate each step was.
Communicate! has a specialized scenario editor (see Figure 3) , which enables non-technical communication trainers to develop and test their communication scenarios. This authoring tool allows trainers to develop a graph-like structure for a particular scenario, but the tool also o↵ers scenario authors some domainspecific features that are typical for consultations, such as:
-conditions under which certain options are o↵ered or not; -parts of consultations that may be interleaved in any order; -or that (part of) a consultation may be stopped at any point. These scenarios are translated to stepwise procedures that control the sequencing. These procedures in the DSL give us very fine control over the structure of consultation compared to dialog trees and avoid repeating subtrees.
Conclusions and future work
We have proposed to use a domain-specific language to describe problem-solving procedures for an ITS. This language is extensible, and enables content authors to articulate procedures in a modular and reusable way. We have exemplified the DSL approach and its feasibility by describing three tutors for di↵erent task domains that are based on this language. Other domains for which the DSL was used are proposition logic, logical equivalence, axiomatic proofs [15] , evaluating expressions, and microcontroller programming. The DSL provides an explicit representation for problem-solving procedures, which is missing in other ITS paradigms. The need for an explicit, modular, and expressive representation is supported by several design principles that are reported in the literature.
The DSL is general and independent of the task domain: it works best for domains in which the order of steps must be controlled, with various degrees of freedom in how strict the order must be. The procedures capture deep domain knowledge that makes further reasoning steps possible. With respect to Murray's design space [19] , our approach is positioned more towards productivity and expressiveness than learnability. However, the specialized scenario editor for the communication skills serious game, which is targeted at scenario authors without technical skills, shows that the DSL can also be used as an intermediate layer between a graphical editor and a tutoring system.
In the future, we want to simplify the authoring of procedures and provide more guidance to authors. We want to approach this problem from several angles (e.g. with graphical editors) because there is no 'one size fits all' solution. Ideally we can use ITS techniques to generate feedback for content authors. We are also interested in interpreting problem-solving procedures in new ways, for example, to present procedures visually, to transform procedures into simpler or more e cient procedures (using algebraic laws for the composition operators), and to calculate the coverage of procedures given a set of stepwise solutions.
We conclude the paper with observing that there is a trend away from having problem-solving procedures in an ITS. The procedures are either absent (in constraint-based and data-driven tutors), or very restricted (in authoring tools): the motivation is mostly to make ITS development more cost-e↵ective. We claim that investing in techniques that improve interoperability between systems and large-scale reuse is a good alternative strategy that deserves more attention. The DSL we presented is a small step in that direction.
