Recent developments in machine translation experiment with the idea that a model can improve the translation quality by performing multiple tasks, e.g., translating from source to target and also labeling each source word with syntactic information. The intuition is that the network would generalize knowledge over the multiple tasks, improving the translation performance, especially in low resource conditions. We devised an experiment that casts doubt on this intuition. We perform similar experiments in both multi-decoder and interleaving setups that label each target word either with a syntactic tag or a completely random tag. Surprisingly, we show that the model performs nearly as well on uncorrelated random tags as on true syntactic tags. We hint some possible explanations of this behavior.
Introduction
Neural models (NMT) have become the default choice for Machine Translation for language pairs with enough parallel data. Even when linguistic phenomena are not explicitly modeled, sequence-to-sequence models appear to implicitly learn some notions of syntax, word order and morphology (Bentivogli et al., 2016; Shi et al., 2016) . Recent work explores strategies of incorporating linguistic structure by accounting for it in the architecture itself or by jointly learning auxiliary tasks. Figure 1 . Example of CCG supertags for English, taken from (Nadejde et al., 2017) On one hand, previous work proposes to replace the input source token sequence by its parse tree representation, namely RNN Grammar (Dyer et al., 2016) , having the source language parser be pre-trained beforehand (Bradbury and Socher, 2017; Eriguchi et al., 2016) or jointly trained with the MT task (Eriguchi et al., 2017) . Moreover, there have been some efforts to include syntactic structure priors for better machine translation. Bradbury and Socher (2017) include reinforcement learning to induce unsupervised tree structures on both the source and target sentences. Eriguchi et al. (2016) replace the encoder of an attentional NMT architecture with variants of the TreeLSTM (Tai et al., 2015) in order to account for phrase structure. The results, however, are mixed and mostly evaluated on small parallel corpora.
On the other hand, another line of research explores the contribution of learning simpler downstream tasks in addition to NMT on the source or target side. In such a multi-task scenario, 1 Niehues and Cho (2017) explore the behavior of multitasking on the target side with increasing degrees of sharing of task specific modules (e.g. attention mechanisms, decoders). With a similar goal, Nadejde et al. (2017) proposed a way of tightly coupling syntactic information with token words. They present an interleaved setup in which each English token (or BPE segmentation) is preceded by its CCG supertag (Combinatory Categorial Grammar; Steedman, 2000) . They report encouraging results when using English on the source or target side.
In this paper, we explore the behavior of sequence-to-sequence architectures with recurrent neural networks (Bahdanau et al., 2014) and Transformer (Vaswani et al., 2017) as underlying blocks in interleaved and multitasking setups. The task to be interleaved or jointly learned is tagging of CCG supertags in the target side for the German-English language pair. We compare scenarios in which the gold tag sequences are actual CCG tags, random tags, and a single repeated tag. In this way, we seek to find out if the model is indeed learning syntactic phenomena that contribute to the translation task. However, we report that, counter-intuitively, jointly learning random tags yields comparable, if not better, results in all the setups explored.
Multi-Task Neural Machine Translation
We consider the multi-task approach of jointly learning to translate and tag the target with CCG supertags. Combinatory Categorial Grammar, introduced by Steedman (2000) , is a lexicalised formalism that encodes sentence-level morpho-syntactic information in every tag, referred to as supertag. Figure 1 shows how the formalism captures information about surrounding syntactic subtree's nodes in the tag itself.
We explore two architecture configurations and two task coupling strategies. The first model architecture we consider is the standard Seq2Seq model with attention. The second one is the Transformer model. Following the setup proposed by Nadejde et al. (2017) , only word tokens are split using byte-pair-encoding (BPE) (Sennrich et al., 2016) , i.e. CCG tags remain unsplit.
Muti-Decoder Model
For the first set of experiments, we adopt the multi-decoder model seen in Niehues and Cho (2017) and Nadejde et al. (2017) , where the encoder is shared between the two tasks. We then split the network into two decoders, each with their own attention layer on the encoded words. The first decoder predicts the target translation, sharing the word embeddings of the encoder. The second decoder predicts the target language tags using a separate tag vocabulary. Since only word tokens are split using BPE codes and not CCG tags, both decoders may predict sequences of different length. The total loss is then the sum of the two losses from both decoders.
Interleaved Model
In the second set of experiments, we adopt the interleaved setup proposed by Nadejde et al. (2017) . We start with a standard encoder-decoder architecture, and only modify the dataset. We insert a target language tag preceding each sequence of BPE tokens corresponding to a single word token. We then combine the two vocabularies. This requires the network to predict each tag as an additional word to be included in the translation. We also ensure that the tag vocabulary does not overlap with the target language vocabulary in the embedding table.
Experiments
We use the Neural Monkey framework (Helcl and Libovický, 2017) for all our experiments. We extend the framework to meet our needs regarding the interleaved setups (see Section 3.4). Translation performance is measured in terms of BLEU (Papineni et al., 2002) as calculated by multi-bleu.perl.
Dataset
We use the English-German parallel corpus of the WMT 2016, tokenized with Moses tokenizer (Koehn et al., 2007) . For development, we use the 2013 test set, news-test2013. For testing, we use the official 2016 test set, news-test2016.
The CCG tagging was done using EasySRL (Lewis et al., 2015) and its pre-trained models for English, setting a sentence length threshold of 74 tokens. Sentences that could not be parsed were discarded. 2 As sanity check, we test the CCG supertag tagging performance of the EasySRL parser on section 23 of the CCGbank (Hockenmaier and Steedman, 2007) . We obtain an accuracy of 70.83% and an F1 score of 73.28%.
The CCG tag vocabulary was limited to 500 tags, the rest being tagged as unk. The unk token appears 99 times in the training data (out of 100M total tag tokens). The final number of parallel sentences was 4,473,920 in the training set, 2,986 in the development set, and 2,994 in the test set.
Tag Schemes
Additionally, we experiment with three types of tag schemes for the target English dataset. The first tag scheme uses the CCG supertags of each target word for prediction.
The second tag scheme uses random tags, keeping the vocabulary size the same. We generate random tag ids in the range [0-499] by sampling from the uniform distribution without replacement within each sentence. To see the effect of randomness on our models, we define a third tag scheme which effectively maps all tags in the dataset to a single token, i.e., tag id 0. We fix the vocabulary size to 500 (and not size 1) so that the results are comparable.
Baselines and Setups
We consider the single-task NMT architectures as baselines: Seq2Seq and Transformer. We set up our experiments by varying the following three aspects of the pipeline:
• Architecture: Seq2Seq, Transformer • Multi-Task Configuration: multi-decoder, interleaved.
• Tag Scheme: CCG supertags, random tags, same tags. Hence, we explore 14 combinations (2 architecture baselines + 12 multi-task combinations) for DE-EN translation.
Implementation Details
With regards to token representation, BPE encoding (Sennrich et al., 2016) was learned from a shared vocabulary with a final subword vocabulary size of 32k and an embedding size of 512 in all architectures.
For the Seq2Seq architecture, LSTM cells of size 512 were used in the encoder and decoder, both single-layer, with Bahdanau et al. (2014) attention. For multi-decoder setups, we use cells of size 128 for the tag decoder. We train on batches of 32 sentences with learning rate of 1e-5 and optimize using Adam (Kingma and Ba, 2017) . We ap-ply a dropout rate of 0.2 for the outputs of the embeddings, encoder, attention, and decoder.
For the Transformer architecture, we used 6 dense layers each of width 512 and multi-headed dot-product attention with 8 heads. Values for batch size, learning rate, dropout, and choice of optimizer remain the same as in Seq2Seq training.
Results
This section details the results of training and evaluating DE-EN translation on the 14 models explained in the previous section. In line with the recommendations by Popel and Bojar (2018) , we report not only the final scores but also the full learning curves, i.e. the BLEU scores of all models on the validation set over the duration of their training. Additionally, we provide the tag accuracies as well as the final BLEU scores on the test set. Figure 2 displays the performance evolution of all setups during training over several million steps (sentence pairs).
The baseline Seq2Seq model increases in BLEU score the most early into training. In later stages, training the model in a multi-task configuration with either CCG or random tags results in a small boost in BLEU score. Both tag schemes closely match in translation performance. However, using same tags is extremely detrimental to training. The same tag scheme underfits the training data, resulting in a reduction of BLEU score of 20 points or more.
In the Seq2Seq experiments, there is only a slight difference between CCG and random tag schemes. In the multi-decoder setup, the random tag model gains an early lead, but nearly loses it once training is complete. In interleaved, random tags keep their position. Overall, random tags perform within ∼0.5 from CCG tags and beat the baseline by ∼2 BLEU points.
In the Transformer experiments, the difference between the CCG and random tag schemes are a little more apparent, but opposite. As before, the random tag scheme performs slightly better throughout the training but then falls below the CCG tag model in the last epoch. This results in CCG tags having a ∼1 BLEU point lead over random tags, and ∼3 BLEU point lead over the baseline. It is also worth noting that, as expected, the Transformer models slightly outperform the Seq2Seq models. Table 1 confirms the results on the test set, with CCG tags leading to the highest score except Seq2Seq Interleaved, very closely followed by random tags. The baseline falls short two or more BLEU points except Transformer multi-decoder where the difference is smaller, 1.18 BLEU from random tags.
Finally, Table 2 presents CCG tagging accuracies for all architectures and multitask setups. The accuracies were obtained by processing the text output of multi-task systems with EasySRL. These automatic tags then served as the golden truth against which the CCG tags proposed by the multi-task model were evaluated. We thus did not face the problem of mismatching sequence length. . . . . .
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. . Same Figure 2 . Performance over the DE-EN validation set according to BLEU score. Setups are organized by architecture (Seq2Seq, Transformer) and multi-task configuration (multi-decoder, interleaved), each one showing results for all tag schemes (CCG, random, and same tags) . Baseline plots are repeated in both multi-task configurations for ease of comparison. Under the random tags scheme, all setups scored 0%, while under the same tags scheme all setups got a perfect score of 100%. The reason behind this behavior can be inferred by inspecting at the accuracy over training. In all cases, it was observed that the same-tag setups quickly learn to tag all words to the same category. The randomtag models cannot learn to tag correctly, resulting in an expected accuracy of 1 500 or 0.002. The CCG tag models perform better than random and learn some important relationships, but do not result in a high accuracy due to underfitting. Specifically, they reach accuracies around 40-50% when evaluated against the automatic tagging of our test set.
Discussion
The results indicate something surprising: predicting uncorrelated random tags in multi-task neural machine translation may perform comparably to predicting correlated, linguistically-informed, CCG tags. In other words, it is possible that the network is learning some syntactic information (as documented by reasonable performance in tagging accuracy, Table 2 ) but it is not utilizing it in any useful way in the main translation task. Instead, gains in translation task are obtained thanks to some changes in numerical properties of the training. This result holds even across several different neural architectures. This goes against the intuition that the network would be able to learn and benefit from a representation that generalizes over both tasks.
Maybe some joint representation is indeed learned in the multi-task setting, or maybe the two tasks live independently of each other. It is still unclear how much the CCG tags provide useful generalizations and how much they are acting as some simple regularizer. The interleaved setups probably also benefit from the increased effective depth of the decoder: while emitting the tag, the decoder can work on refining its internal state. This is particularly likely with the random tags where the network can quickly notice its zero chance of finding any pattern and reuse the additional capacity for better learning of the main task.
This primary result may also explain why multi-task neural machine translation is difficult. Other works have shown that neural networks can learn to generalize over multiple tasks. However, it is crucial that the tasks and representations of those tasks are similar enough so that the networks can infer those relationships. Otherwise, the network may not be able to reconcile the two representations, which the above experiments may also suggest.
The main message we would like to express is that multi-task experiments should always consider baseline runs with dummies, to validate that the improvements are from the secondary task and not from simple regularization or other unintended effects, not related to the added knowledge.
Conclusion
Our experiments have shown that a neural machine translation model in a multitask tagging configuration is able to perform nearly as well on uncorrelated random tags as on true CCG tags. This casts doubt on the intuition that improvements observed in previous works in multi-task neural models with syntactic information are in all cases due to the model's improved generalization over syntax.
As a result, we propose future multi-task neural machine translation experiments should include trivial baseline experiments where the secondary tasks are replaced with random data to ensure that the knowledge of the secondary task is indeed crucial for the observed improvements. More experimentation is necessary to determine in what cases multi-task neural models can generalize and what cases these models interpret secondary tasks as random noise.
