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SUMMARY
Adaptability is an essential skill in human cognition, enabling us to draw from our
extensive, life-long experiences with various objects and tasks in order to address novel
problems. To date, robots do not have this kind of adaptability; yet, as our expectations of
robots’ interactive and assistive capacity grows, it will be increasingly important for them
to adapt to unpredictable environments in a similar manner as humans.
While a robot can be pre-programmed for many tasks and their variations, specifying
these behaviors would require tedious effort, and still would not adequately prepare a robot
for every scenario it may encounter. This is due to the various dimensions along which the
original (“source”) and novel (“target”) task may differ, such as changes in the task goals,
task objects, manipulation tools, task constraints, and task dynamics. Existing work aims
to generalize across variations in one of these dimensions by having the robot continue to
explore its new environment, or by having a human teacher provide enough demonstrations
to cover the space of possible task variations.
Rather than require more demonstration data in order to attempt generalization across
these contexts, this dissertation instead leverages continued interaction with the teacher
within the context of the target task. This enables a robot to quickly learn the salient task
differences for transfer to a specific environment, regardless of the number or variations
of previous demonstrations. This first requires an understanding of how task differences,
interaction, and transfer are related. This dissertation defines a taxonomy of transfer prob-
lems that models the relationship between task context and information requirements for
transfer; the difference between source and target problems dictates (i) the level of abstrac-
tion at which the task representation should be transferred and (ii) the dimensionality of the
information needed to ground that representation for the target problem. Since the mode
of interaction between the robot and teacher affects the dimensionality of the learned in-
formation, it follows that the mode of interaction should also be selected according to the
xxi
level of abstraction at which the task is represented for transfer.
Based on this taxonomy, this dissertation analyzes a particular category of transfer
tasks: those in which the source and target environments differ in the objects used to com-
plete the task. The contextual nature of object usage is a primary challenge of this problem;
the objects the robot should use (and the order which they are used) is dependent on the task
goals, subgoals, and how objects are used to fulfill those goals. This dissertation presents
a targeted method of interaction (indicating the next object the robot should use) and cor-
responding algorithm to infer the object feature that dictates the object mapping within the
context of a particular task. This enables the robot to learn to predict the mapping using
limited assistance with the first part of the task, and then transfer the remainder of the task
autonomously. Furthermore, we identify the effect of noisy feedback during interaction and
present a confidence-guided approach to moderating the robot’s requests for assistance.
We next consider object replacements that alter the manipulation constraints of the
task. To address this category of transfer problems, a different interaction mode is needed
to ground the relationship between (1) the new object and (2) the trajectory adaptations
necessary to use the new object. This dissertation discusses a higher-dimensional form of
interactive assistance, corrections, to record and model constrained points in the robot’s
motion. Not only do we find that corrections are sufficient for the robot to model the new
constraints afforded by the tool within the context of the corrected task, but also that the
learned model can also be reused on other tasks that provide a similar context for that tool
(e.g. in the tool surfaces used to execute the task).
Overall, this work enables a robot to leverage the teacher’s understanding of the task
goals and constraints. By identifying (1) multi-modal interaction methods for providing
transfer assistance to the robot, (2) the dimensionality of their output, and (3) algorithms
for modeling the resulting information provided by the teacher, this work enables a robot to
address a wide variety of transfer problems without extensive demonstrations or domain-





Historically, robots have been successfully used in industrial environments in which they
complete repetitive tasks in controlled environments. This success relies on two important
properties. First, the robot is the only agent in its workspace (enforced by isolating the
robots’ workspace from humans). Second, the robot’s task and environment do not change
in unexpected ways (enforced by applying robots only in routine tasks). As robots become
more common, we expect that they will also become increasingly common in human en-
vironments. Research on social robots has already targeted assistive domains [1, 2, 3, 4]
such as home, healthcare, educational, and tourism settings (Figure 1.2). As a result, robots
will need to be capable of interaction with humans in a variety of environments.
In contrast to industrial robots (such as those in Figure 1.1), interactive robots will
be most useful if they can accommodate the novelty that occurs in human environments.
Incorporating robots into human environments introduces several types of novelty. First,
robots will need to operate in unstructured environments where humans are entering and
exiting frequently, and thus are not expected to constantly supervise the robot. Second, for
a robot that interacts with objects in its environment in order to fulfill its tasks, it will need
to account for humans relocating, removing, or replacing the objects without the robot’s
knowledge. Furthermore, human environments contain an endless number of object vari-
ations, with examples ranging from the branding and labeling of consumer goods to the
dimensions and shapes of handheld tools. Finally, in addition to accommodating unstruc-
tured environments, the robot may need to learn new tasks on-the-fly that are tailored to its
workspace domain.
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Figure 1.1: Industrial environments in which robots perform repetitive tasks in areas iso-
lated from humans. Images from [5] (left) and [6] (right).
Figure 1.2: Social robots assisting humans in office, airport, and even spacecraft settings.
Images from [7, 8, 9].
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As a result of operating in human environments, robots will need to adapt to novel
environments and objects. Not only is it important that a robot be able to account for
this novelty, but it must also account for how different types of novelty affect the robot’s
actions in different ways. Assuming that the robot has learned a set of models for various
tasks, these “source” task models will have been learned within the context of their training
configurations, defined by the environments, reward functions, and task goals used to train
the model. When addressing a new, “target” task, that task’s configuration that differ in any
of these respects. This dissertation focuses primarily on the effect of changes in the robot’s
environment on task execution, and does not address transferring reward functions or task
goals.
Within the scope of addressing environment changes, there are several additional types
of novelty that are introduced by object changes or replacements. As shown in Figure 1.3,
changes in the location, dimensions, appearance, 3D shape, and/or affordances of a new
object must all be addressed for the robot to transfer a task model successfully to the new
environment. However, these changes will affect the task in different ways. For example,
relocating an object will have a minor effect on task execution compared to replacing one
tool object with another (in which case, the task adaptation depends on how the tool is
used within the context of the task). As a result, the type of novelty encountered in a target
environment affects how a robot should address this novelty.
1.2 Existing Approaches
One method to enable generalization over variations of a task and/or environment is to
expand the training set such that it spans the expected task configuration space. This may
be effective when the target task configurations are known a priori. However, for a robot in
an unstructured, interactive setting, we cannot anticipate every novel situation the robot will
encounter, and so expanding the training set accordingly is not practical. Additionally, the
training set would need to span the task configuration space across both novel environments
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Figure 1.3: Three variations of a scooping task scene. The same task can be completed in
all three environments, but the various shapes, appearances, locations, and dimensions of
the objects will all affect task execution.
and novel tasks in order to model the relationship between changes in either dimension.
Another plausible approach is to have the robot simply re-learn the task for each task
variation it encounters. Since the robot operates in human environments, we expect that the
robot may continue to interact with humans and ask for assistance when needed. Learning
from Demonstration (LfD) [10, 11] enables a robot to quickly learn from human demonstra-
tions of a task, which a human teacher can provide by moving the robot’s arm to complete
the task [12, 13, 14] as shown in Figure 1.4. Rather than having a robot learn from train-
ing data a priori, LfD enables a robot to receive interactive demonstrations from a human
teacher in novel task configurations. LfD provides several benefits:
• It enables the robot to learn a task model that is directly grounded in the target task
configuration.
• It enables a human teacher to provide training data to the robot by guiding its actions,
rather than programming or otherwise defining the task model manually.
• For kinesthetic LfD, the teacher guides the robot’s motion directly, and thus the
recorded demonstration is inherently grounded in the robot’s own action space (rather
than in the teacher’s).
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Figure 1.4: Learning from Demonstration enables a robot to record its motion as a human
teacher moves its arm to complete a task
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• Demonstrations are provided by the teacher based on their understanding of the
task configuration. As a result, the teacher can convey their contextual knowledge
about the task, such as strategies for efficiently completing the task, or task con-
straints/requirements that would otherwise be unobservable to the robot.
However, there are also drawbacks to relying solely on demonstrations to address novel
task variations. Demonstrations may be noisy, due to a naive teacher’s unfamiliarity with
the robot’s mechanics, limitations, or model training status [14, 15]. The robot may not
have access to the same teacher over an extended period of time, and thus would need to
adapt to potentially inconsistent training data as well. Depending on the task complex-
ity, demonstrations may also be time-consuming for a teacher to provide, particularly if a
new demonstration is needed for every novel task configuration. Additionally, the teacher’s
availability may be inconsistent if they enter or leave the robot’s workspace frequently,
and thus we cannot guarantee if or when the robot will have access to new demonstra-
tions. Thus, LfD provides a useful tool for obtaining grounded, task-specific training data,
but is not a practical means of addressing every target task configuration. Overall, while
re-demonstrations would maximize the robot’s performance on a new task variation, it min-
imizes the robot’s autonomy and is best suited for environments in which novelty occurs
infrequently.
An alternative approach is for the robot to explicitly model the relationship between (i)
the difference between the source and target environments and (ii) the necessary adapta-
tions to the task model to enable successful execution in the target environment. Recent
research in few-shot learning illustrates the effectiveness of this approach; rather than at-
tempting to collect training examples spanning the entire task configuration space, few-shot
learning methods aim to learn the relationship between task changes and model adaptations
from a few samples of the target task (e.g. new task dynamics [16, 17], or a new goal
state [18]). The resulting model can be reused in additional, unseen task configurations.
While few-shot learning approaches have been used successfully in computer vision and
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simulated reinforcement learning (RL) domains, they require background training on ex-
tensive datasets that exhibit similar relationships between input (e.g. environment image
or state space) and expected output (e.g. task parameters or policy) data. These extensive
datasets, while plausible for simulated or vision-only tasks, are time-consuming to obtain
on a physical robot system.
Active learning provides an additional tool that compliments both LfD and few-shot
learning. In a robotics context, active learning involves the robot requesting specific train-
ing data from a human teacher, generally using its own learning state to inform its queries.
The type of interaction (e.g. label, demonstration, and feature queries) used for active
learning affects the type of information that is obtained [19]. The subject of the robot’s
queries may also occur at multiple levels of abstraction, such as the high-level ordering of
actions to complete a task [20] or low-level skills such as grasping [21]. Throughout this
dissertation, we consider how the robot may direct its interaction with a human teacher in
order to obtain and learn from specific information about a task variation.
1.3 Problem Statement
Demonstration Input and Representation: Suppose that a robot operates in human en-
vironments and learns to manipulate objects in its environment to complete tasks. In order
for the robot to learn a task, a human teacher manipulates the robot’s arm to provide a
demonstration of successful task completion in the context of the robot’s current environ-
ment. During the demonstration, the robot records the trajectory of its motion at several
key points of the task. These keyframes can be indicated by the teacher (e.g. via voice
commands) or autonomously by detecting key events during the demonstration (e.g. open-
ing or closing the robot’s gripper, or coming into contact with an object). This results in
a discrete demonstration trajectory di = 〈ki1, ki2, . . . , kin〉 containing keyframes ki1 . . . kin
recorded in environment ei. The teacher may continue to provide demonstrations (e.g.
di+1) of the task in additional environment variations (e.g. ei+1). As a result, each task
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t ∈ T is learned in one or more environment configurations. We do not address navigation
or non-manipulation tasks, and thus represent the robot’s environment e solely in terms of
the object pointclouds o ∈ O observable by the robot and their poses p with respect to
the robot’s pose: e = 〈(o1, po1), (o2, po2), . . . , (om, pom)〉, where each object pointcloud is
represented as a set of 6D points (〈x, y, z, r, g, b〉).
While the environment representation is originally high-dimensional, we expect that the
task is performed with respect to a lower-dimensional representation of the environment.
Even then, only a subsection of the lower-dimensional features may be relevant for a spe-
cific task. While a task demonstration is performed with respect to a small set of relevant
features, this feature set is unknown to the robot. More formally, each demonstration di









Where each keyframe ki is a linear function over some feature representation ρ(ei) of the
environment ei.
The definition of ρ is essential, as it defines the set of relevant environment features for
the task, and in doing so, reduces the high-dimensional pointcloud input into an abstracted
environment representation. This function is also non-linear in nature, as the distance be-
tween two object pointclouds is not linearly correlated to their effect on task performance.
Additional demonstrations may be provided for the same task, which would result in the
samples kij(ρ(ei+1)) for each keyframe j ∈ [0 . . . n].
Task Changes: After receiving the demonstration(s) for a source task t, suppose that the
robot needs to execute the task in a new environment e′. We presume that the learned task
has already been determined to be suitable for the new environment, and do not address the
task of determining whether a learned task model can be performed in a new environment.
While the robot has sparse samples of the feature representation ρ(ei) for the training en-
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vironment ei, these samples are unlikely to generalize to a new environment e′ containing
different objects than ei.
Role of Interaction: A teacher can continue to provide demonstrations di+1 of the task





′)), . . . , ki+1m (ρ(e
′))
〉
There are an infinite number of trajectory variations that may result in the successful com-
pletion of the task. As a result, the distance between the new demonstration’s keyframes
ki+11 . . . k
i+1
m in the new demonstration di+1 and those keyframes from the prior demon-
stration di cannot be solely attributed to the difference between ei and e′. The keyframe
functions and ρ are thus intertwined. In order to model ρ independently of any keyframe
function, the robot would need to receive many demonstrations in the context of multiple
environments.
We aim to sample ρmore directly by structuring the robot’s interaction with the teacher.
Rather than passively receive demonstrations, the robot may request targeted interaction at
one or more points in its task execution, thus reducing the variance of its keyframe data and
enabling the robot to model ρ directly from the teacher’s feedback.
Objective: Our goal is to enable a robot to learn a mapping between the source and
target environment representations ρ such that it can transfer a learned task model to a new
environment. The resulting feature representation is an abstraction of the high-dimensional
pointcloud input that the robot observes in its environment. Rather than claim a single,
optimal abstraction of this data, we consider several levels of abstraction at which the robot
can represent its environment.
We aim to leverage the grounded, contextual knowledge imparted by demonstrations,
while also maximizing the robot’s autonomy by limiting the amount of assistance required
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by the robot. For each level of abstraction at which the robot represents its environment, we
define a method of interaction that enables the robot to sample ρ at that level of abstraction.
Furthermore, we define a corresponding algorithm to filter and model the data recorded
from the interaction.
1.4 Thesis Overview
This dissertation presents several approaches to human-guided transfer, each addressing
the challenge of (i) obtaining the relevant information from interaction, while accounting
for noisy data prevalent in data from human teachers, and (ii) modeling the data such that
the resulting mapping can be used to transfer a learned task model.
Figure 1.5 illustrates the structure of this dissertation. We first define a taxonomy of
transfer problems, forming a relationship between (1) the level of abstraction at which a
task and environment are represented and (2) the data needed to ground the abstracted
representation in a target task domain. Following this, we focus on three abstraction levels
defined in this taxonomy. For each abstraction, we present a method of interaction and
algorithm for modelling the data recorded from the interaction.
The aim of each of these three approaches is to learn a mapping between the task’s
state space representations with respect to the source and target environments; we assume
that the robot has the same joint configuration and limits in the source and target environ-
ments (and thus a constant action space), and that the task contains the same structure in
both environments. In this dissertation, we address transfer problems in which the same
robot arm is used in the source and target environments, and thus the action space remains
unchanged. We consider transfer differences according to two aspects of the robot’s state
space: the objects in the robot’s environment, and the state of the robot’s end-effector with
respect to its environment. Object changes affect the environmental state space, but may or
may not affect the robot’s state.
In this dissertation, we present an approach to learning the mapping between state
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Figure 1.5: Thesis structure: we present a taxonomy of transfer problems, from which, we
address three particular categories of task transfer
11
spaces where:
• Objects do not affect the robot state
• Objects do affect the robot state and are statically mapped
• Objects do affect the robot state and are parameterized based on object features
We consider how interaction may be structured to provide the data that is needed to
learn these mappings. For example, the robot may request a demonstration in a specific
environment, or may receive a correction of its motion in the context of a specific task and
environment.
1.4.1 Thesis Statement and Contributions
Context: When a robot adapts a known task model to a new environment, there is a re-
lationship between (i) the robot’s task model, and (ii) changes in the robot’s state space re-
sulting from the new objects and/or tools present in the new environment. Without domain-
specific knowledge or extensive task training, this relationship is unknown to the robot.
Thesis Statement: Learning this relationship from limited training data requires struc-
tured interaction between the robot and a human teacher that is tailored to the transfer
problem.
This thesis statement would be falsified if there is a single method of interaction that is
sufficient for addressing all transfer problems explored in this dissertation, without requir-
ing extensive training data. We define these transfer problems in our first contribution:
• A taxonomy of transfer problems describing the relationship between (i) environment
differences, (ii) the level of abstraction at which the task model should be represented,
and (iii) the information needed to ground the abstracted task representation in the
target environment. When adapting a learned task for a novel environment, the ob-
ject changes in that environment have an unknown effect on the task execution. For
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example, replacing an object in a pick-and-place task affects where the robot should
target its actions, but does not necessarily affect the underlying action model. In con-
trast, replacing a tool that the robot will use to complete a task will effectively alter
its end-effector pose with respect to the robot’s base coordinate system, and thus the
robot’s motion must be replanned accordingly. These examples highlight how (i) a
mapping is needed between the state space representations of the source and target
environments, and (ii) how the mapping’s level of abstraction depends on the change
that has occurred in the robot’s environment, and how that change will affect task
execution. We describe how these levels of abstraction align with various interac-
tion modalities in order to ground the abstracted mappings in the target environment.
Our experimental results indicate a trade-off between the generality and data re-
quirements of a task representation, and motivate the need for multiple transfer
methods that operate at different levels of abstraction.
Based on this taxonomy, we make the following contributions, each addressing a different
category of transfer problems:
• The Mapping by Demonstration algorithm, which this dissertation shows is an effec-
tive method for inferring object mappings from interaction with a human teacher. For
ordered tasks in which the robot interacts with a series of objects, any replacement
of those objects will require a mapping between source and target objects. Without
contextual knowledge of the role that objects play in that particular task, the robot
is unable to consistently infer the object mapping. This dissertation is the first to
address contextual mapping problems using interaction. Furthermore, we investigate
the role of noisy feedback from teachers during Mapping by Demonstration, and
contribute a confidence-guided approach for self-regulating the robot’s requests for
assistance. Our experimental data shows that confidence-guided mapping results
in the correct object mapping in over 93% of experiment configurations, while
also minimizing the amount of assistance needed from the human teacher.
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• The Transfer by Correction method for addressing transfer problems in which an
object replacement affects the robot’s motion. For example, in tool-based tasks,
replacing the tool also changes the tool-tip used to complete the task. We demon-
strate how Transfer by Correction enables a robot to learn the mapping between the
robot’s end-effector state in the source and target tasks via structured interaction. By
recording the teacher’s corrections of the robot’s motion using a new tool, this ap-
proach enables the robot to model the relationship between end-effector corrections
and the predicted tooltip, despite the correction data containing noise and having a
one-to-many relationship to the tooltip position. Our approach succeeded in mod-
eling these corrections in order to achieve high performance metrics in 83% of
tool/task combinations. Additionally, we demonstrate that after receiving correc-
tions on one task for a new tool, the model learned from those corrections could
be reused to transfer additional tasks to that same new tool, improving task per-
formance in over 27% of transfer problems without requiring any additional
demonstrations or corrections.
1.5 Outline of Thesis Document
The remainder of this document is organized as follows:
• Chapter 2 presents related work, focusing on existing research on transfer learning,
analogical reasoning, learning from demonstration, and few-shot learning.
• Chapter 3 presents a taxonomy of transfer problems. We introduce the Tiered Task
Abstraction (TTA): a task representation that can be abstracted to address a range of
task differences. We present experimental results demonstrating how the abstracted
(and subsequently grounded) representation enables successful transfer in two pick-
and-place tasks. This experiment relies on manually-grounded task information, and
motivates the need for the robot to ground this information itself via interaction with
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a human teacher.
• Chapter 4 presents Mapping by Demonstration, an interactive method for grounding
pick-and-place tasks in a set of unfamiliar objects. We present three sets of experi-
mental results: an extensive evaluation in simulation, a user study in which human
teachers provide mapping assistance, and a follow-up analysis of confidence metrics
to enable the robot to moderate its own interaction with the teacher.
• Chapter 5 presents Transfer by Correction, an interactive method for re-parameterizing
tool-based tasks when using a new tool object. We show how correcting the robot’s
motion when using a new tool enables the robot to directly model the transform be-
tween its end-effector and the new tooltip. We consider the constraints that tools im-
pose on task execution, and present two models of these constraints. We demonstrate
how these models successfully encode the tooltip pose for new tool replacements,
and a metric for selecting the constraint model best suited for a particular tool.
• Chapter 6 proposes a method for learning a parameterized tool transform model in
order to predict the tooltip for unseen tools. We introduce two primary challenges
of this problem: accounting for multiple plausible tooltips, and grounding the visual
tooltip prediction into a kinematic transform. We conclude by proposing an evalua-
tion to be completed in future work.
• Chapter 7 concludes this dissertation and summarizes the contributions of the thesis




We summarize four categories of related work:
• Interactive learning: We discuss methods that enable a robot to quickly learn new
information by interacting with a human teacher. We summarize interaction methods
as well as methods for generalizing models learned from few demonstrations.
• Solving transfer and generalization problems: We consider transfer methods that
operate independent of human interaction, instead reasoning over past demonstra-
tions to generalize to a new task. We focus on “lazy-learning” approaches that are
intended to operate over limited training data, similar to how a robot may need to
generalize a task model to a new environment shortly after learning it.
• Analogical and Case-based Reasoning: Rather than attempt to generalize over
a large set of transfer problems, these approaches aim to identify the relationship
between two particular source and target problems.
• Task grounding and mapping: The high-dimensionality of robot perception and
action presents a challenge when modeling the relationship between two environ-
ments. We summarize two approaches to this problem: grounding a high-level task
representation in a robot’s action and perception, and identifying a mapping between
two low-level environment representations.
2.1 Learning from Demonstration
Learning from Demonstration (LfD) enables a robot to quickly receive new demonstra-
tions [10, 11] by having the teacher physically guide it to complete a task. This provides
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several advantages for a robot that operates in open-ended human environments. First, it
enables end-users to “program” a new task for the robot without requiring that they have
knowledge of the robot’s kinematics, programming language, or learning models. Further-
more, this enables a robot to learn new tasks on-the-fly rather than requiring all task models
to be programmed entirely prior to deployment. LfD typically consists of two stages: (1)
recording the interactive demonstration and (2) modeling the recorded data.
2.1.1 Interaction Methods for Task Learning
A robot may passively observe a human teacher completing a task (e.g. shadowing the
human’s actions), and then learn the task goal or even the motion trajectory from this
demonstration. However, these passive methods of demonstration may present a corre-
spondence problem in which the human’s actions do not directly translate to the robot’s
capabilities (due to the range, location, and number of actuators the robot possesses) [10].
In this dissertation, we primarily utilize kinesthetic demonstrations in which the teacher
physically moves the robot’s arm and/or end-effector to complete the task. As a result, the
demonstration is directly recorded in the robot’s own action space [12].
Aside from selecting the mode of interaction, the demonstration data can also be af-
fected by the frequency and timing of datapoint recordings. The full demonstration can be
recorded at frequent intervals, producing a dense trajectory recording of the demonstration.
Alternatively, selected “keyframes” may be recorded around points of interest within the
demonstrated trajectory. By reducing the number of recorded points, keyframe demonstra-
tions may provide greater emphasis on constrained parts of the task, while also reducing the
likelihood that noisy datapoints will be recorded (such as when a teacher needs to re-record
part of a demonstration, or mistakenly demonstrates an action that they do not intend to
have recorded) [13, 14]. This dissertation primarily uses keyframe demonstrations as input
to our algorithms. The timing of these keyframes may also be defined by human interaction
(e.g. via voice commands) or based on the robot’s past experience. Interactive corrections
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have been shown to be effective interface for adapting a previously-learned task model [22,
23, 24] by recording keyframes that most closely align with those of prior demonstrations
or task models.
2.1.2 Modeling and Generalizing from Demonstrations
While this dissertation utilizes various methods of interaction to obtain demonstration, we
primarily focus on modeling and transferring the data collected from demonstrations. Dy-
namic Movement Primitives (DMPs) [25] provide a dynamical system approach to task
generalization, in which the demonstration trajectory is represented as a perturbed spring-
damper system. This model can be parameterized according to the location of the robot’s
end-effector at the beginning and end of a primitive action [26]. Pastor et al. [27] demon-
strate how this model enables generalization to spatial perturbations of the learned task.
Demonstrations are segmented into a series of primitive actions, such that only the current
end-effector state and the goal state must be specified for a new trajectory to be planned.
To repeat an object-centered task in an environment in which the locations of objects have
been moved, the robot needs only to re-parameterize each primitive action with respect to
the new locations of objects. While DMPs enable generalization from a single task demon-
stration, it does not represent the relationship between non-spatial changes in the robot’s
environment (such as changes in object features) and the corresponding model adaptation.
Gaussian Mixture Models (GMMs) can be used to represent variations across multiple
demonstrations at their corresponding datapoints, with this variance measured with respect
to a feature vector defined by observations of the robot’s environment [28]. This model
thus reflects its uncertainty when generalizing to new observations. GMMs exemplify the
learning paradigm in which the robot’s ability to generalize a task model is dependent on
its training dataset containing a similar distribution of parameters as those of the target
environments.
More recent work has leveraged training data across multiple tasks in order to reduce
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the training data needed to generalize to a new task (or new task variation). Bruno, Cali-
non, & Caldwell [29] address task transfer where (i) the initial set of demonstrations rele-
vant to the target task is limited, and (ii) the relationship between task constraints and the
demonstrated actions is unknown. Their method aims to learn both a task model and the
parameters of the task. Their approach involves separating trajectory parameters, which
are used to model the skill common to all demonstrations, from task parameters, which
reflect the state in which the robot is to repeat the task. Task parameters may include the
starting and ending positions of the robot in a demonstration. A Gaussian Mixture Model
encodes each task parameter value, and is then used to fit the demonstration to a spring-
damper dynamical system representation. They introduce an exploration step which then
generates new instances of trajectories based on this dynamical system, each generated un-
der different task parameter values. This increases the size of the demonstration set, and
thus the accuracy of the model by enabling sampling from a distribution of demonstrated
task parameters, without requiring the user to provide additional demonstrations.
2.1.3 Active Learning
Active learning in human-robot interaction involves the robot selectively requesting train-
ing data from a human teacher using its own learning state to inform its queries. Assuming
that a robot has access to limited demonstration data, enabling the robot to request demon-
strations in particular tasks or environments could result in improved generalizability of
the learned model. The type of interaction (e.g. label, demonstration, and feature queries)
used for active learning affects the type of information that is obtained [19]. The subject of
the robot’s queries may also occur at multiple levels of abstraction, such as the high-level
ordering of actions to complete a task [20] or low-level skills such as grasping [21]. Maeda
et al. [30] present an active learning method for determining when a learned DMP model
can be generalized to a new scenario, based on the total variance over each trajectory point
returned by a Gaussian Process.
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2.1.4 Summary: Limitations of Existing Work in LfD
To summarize this section, interaction enables a robot to quickly model task trajectories,
constraints, or modifications. However, demonstrations are not sufficient on their own to
enable a robot to generalize to unforeseen task differences as they do not encode the re-
lationship between environment changes and task model modifications. Enabling a robot
to request demonstrations in specific task/environment contexts (e.g. using active learning
methods) may improve the robot’s ability to generalize from this limited training data. In-
corporating an active learning approach to task transfer prompts additional research ques-
tions, such as how the robot should represent the task or model the similarity between
tasks/environments. In the next section, we consider existing research within the transfer
learning literature that focuses on these challenges.
2.2 Transfer Learning and Generalization
The aim of transfer learning is to use knowledge of a source task to improve the agent’s
performance in completing a related, target task. Improved performance may be measured
according to metrics such as better initial performance in the target task, increased learning
speed in the target task, or fewer training instances of the target task [31, 32]. The aspects
of the tasks that may differ between the source and target domains (such as initial and final
states, action space, and state space) are referred to as task differences.
2.2.1 Task Differences
Taylor and Stone provide a breakdown of transfer learning approaches for RL domains ac-
cording to the task differences they are equipped to address [31]. Hayes et. al [33] studies
performance differences between a transfer system trained over a training data for a single
assembly prediction task and a system trained over multiple source tasks (all various as-
sembly prediction tasks). They show that for the system trained in one assembly prediction
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task, its performance is significantly improved when the source and target tasks share simi-
lar tool requirements and motor skills. Task differences may also be apparent only after the
robot has failed to complete a task; after which, meta-reasoning may be used to address that
particular task failure [34, 35]. We explore this notion of task similarity further in Chapter
3, proposing a similarity-based approach to abstracting task representations for transfer.
2.2.2 One/Few-shot Learning
Recent work in one-shot learning has focused on learning a non-linear relationship between
environment features and their effect on the task parameters across multiple tasks, such that
this model can be quickly tuned for a new task. This may involve learning a latent space
for the task in order to account for new robot dynamics [36] or new task dynamics [16, 17].
“Meta-learning” approaches have succeeded at reusing visuomotor task policies learned
from previous demonstrations [37] and using a new goal state to condition a learned task
network for new task objects [18]. Model-Agnostic Meta Learning (MAML) [38] addresses
the few-shot learning problem by learning a non-linear relationship between the task pa-
rameters and the model parameters. Clavera et al. [39] adapt the MAML algorithm to learn
a policy over an ensemble of dynamics models, enabling fast adaptation for new task dy-
namics. Hu et al. [40] present a method for addressing a similar problem of disentangling
the task embedding and environment embedding to transfer policies across environments
and tasks.
Additionally, the relationship between a new object and task constraints can be learned
via exploration; Sinapov and Stoytchev [41] present a method for learning from observing
the effect of various behaviors (e.g. pushing, pulling, rotating) on an object. Fang et al. [42]
use simulated tool models to train a task model over a variety of tool shapes in order to
adapt quickly to unseen tools. Zhu et al. [43] present a method using a limited number
of demonstrations to leverage pre-learned visuomotor policies for zero-shot transfer from
simulation.
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In this dissertation, we address a challenge similar to one-shot learning, in that the
robot must generalize across a class of problems using limited training data within that
class. However, the problem we address differs in that the ground truth is available only
via interaction with a human teacher (since there are no datasets that ground the robot’s
perceptual data in the context of its task execution). Additionally, this ground truth is
contextually dependent on the task being performed, which is known by the human teacher
but not by the robot. As a result, training data is sparse and subject to noise resulting from
the interaction. We next consider existing research that is particularly suited for transfer
using sparse data.
2.2.3 Locally Weighted Learning
Locally weighted learning (LWL) operates by combining training data according to their
respective distance from the target problem [44, 45]. All training datapoints that are within
a thresholded distance from the target problem are retrieved and used to form a local model
according to a weighted linear combination function. The definition of this linear combina-
tion function is essential in determining how the model should generalize over datapoints.
This local model is finally used to predict the outcome of a particular action in that state,
with the selected action bearing the highest predicted reward. A primary benefit of the LWL
approach is that it avoids negative interference, which occurs when adding datapoints to a
parameterized model reduces the effect of “useful” data [44, 45]. By storing all datapoints
individually, negative interference is avoided. Schaal & Atkeson [46] use a LWL approach
for robot control in a juggling task, in which the robot’s next command vector is estimated
by finding the next setpoint, a datapoint whose outcome is predictable with the smallest
local confidence interval. This setpoint is then used to retrieve a local linear model, which
is then used to construct an linear-quadratic controller appropriately. The setpoint is then
shifted again toward the goal position, and the process repeats until the robot’s state is
within a threshold of the goal state.
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When using LWL in high dimensional state spaces, such as those encountered by a
robot, it is important to properly weight and normalize the feature vector dimensions. For
a newly learned task, however, the robot may not have a model of the prior distribution of
feature values, and cannot gain this distribution without a large set of training examples.
Additionally, learning the linear combination function would also require a large training
set in order to reflect the relationship between task differences and their effect on the model
output.
2.2.4 Summary: Limitations of Existing Work in Transfer Learning and Generalization
The difference between the robot’s known, “source” data and the new, “target” problem
directly affects the data and method used for transfer. Few/one-shot learning aims to learn
this relationship, but relies on training data being readily available, and thus is not suited
for the sparsity of data collected in an interactive setting. Additionally, the task goals may
dictate how the differences between the source and target tasks and/or environments effect
the task completion. We address the problem of a robot that has not yet been able to explore
the effect of these differences on the task goals, and thus needs to learn a task-specific
relationship between perceptual changes and the robot’s action models.
2.3 Analogical and Case-based Reasoning
Rather than attempt to learn a single model that is generalizable across multiple problems,
we now consider cognitively-inspired approaches that aim to identify the relationships be-
tween specific problem-solution pairs. As a result, these approaches do not typically in-
volve training a generative model over a set of data, but instead perform an analysis over
the relationships embedded within and between problem-solution pairs. We now consider
how these approaches apply to the problem of task transfer.
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2.3.1 Analogical Reasoning
Analogical reasoning is a cognitively-inspired methodology for applying past experiences
to a new, unfamiliar problem [47, 48, 49]. A set of source cases, each containing an
instance of a problem-solution pair, is stored in a source case memory. An unfamiliar
problem is then addressed using the following methodology. As new problems are viewed,
the single, most-similar observed case is pulled from the source case memory. The retrieved
case is then compared to the new, target case, and a mapping is derived that contains the
differences between the two. Using this mapping, the retrieved source case solution is then
adapted to address the differences between the two cases. The adapted solution is then
deployed in the context of the target case.
The source cases and target problems in analogical reasoning lie on a similarity spec-
trum [50]. At one end of the spectrum, the target case is identical to a source case, and
thus can be transferred to the target problem without any adaptation. At the other end of
the spectrum, the target problem is completely dissimilar to all source cases available in the
case memory and thus cannot be addressed via transfer. In between the two extremes, trans-
fer entails problem abstraction where the level of abstraction may depend on the degree of
similarity between the source and target problems [51]. We further discuss the application
of similarity to Learning from Demonstration (LfD) in Chapter 3.
Previous work by Floyd et al. has applied analogical reasoning to LfD in the context of
robot agents that transfer strategies learned from observing demonstrations of other agents
in the RoboCup domain [52]. Each case encodes the behavior and perception of the ob-
served agent at a particular moment, the behavior at which is then transferred when the
learning agent perceives a similar situation. In contrast, we identify different degrees of
similarity in LfD, and develop methods that operate at different levels of abstraction to
address problems at different degrees of similarity.
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2.3.2 Case-based Reasoning
Case-based reasoning (CBR) provides a cognitively-inspired account for reasoning and
learning in which similar problems are assumed to have similar solutions [47]. Experiences
are stored individually as source cases in a source case memory, and are retrieved and
adapted to address an unfamiliar problem (the target problem) by (1) retriving the most
relevant source case from memory, (2) creating a mapping that outlines the task differences
between the source and target cases, (3) adapting and deploying the source case according
to the mapping, (4) evaluating the transfered case’s performance, and (5) saving the revised
case as a new source case for later usage [47, 53].
Fauconnier & Turner [54] introduced conceptual blending: a tool for addressing ana-
logical reasoning and creativity problems, obtaining a creative result by merging two or
more concepts to produce a new solution to a problem. Abstraction is enabled by mapping
the merged concepts to a generic space, which is then grounded in the blend space by se-
lecting aspects of either input solution to address each part of the problem. Applied to a
robotic agent that uses this creative process to approach a new transfer problem, the robot
may combine aspects of several learned tasks to produce a new behavior.
Case-based reasoning has been used to address the problem of transfer in robotics do-
mains. Olteţeanu & Falomir [55] describe a method for object replacement, enabling cre-
ative improvisation when the original object for a task is unavailable. Ontanon et al. [56]
describe their approach to observational learning for agents in real-time strategy games.
They use a case-based approach to online planning, in which agents adapt action plans
which are observed from game logs of expert demonstrations. While the domain of strat-
egy games is relevant to our work, games do not present the same challenges of action and
perception as a physical robot.
Park & Howard [57] describe a case-based approach to turn-taking in an interactive
therapeutic robot, selecting a case that enables the robot to select an object strategy for real-
time interaction with the human. Floyd, Esfandiari & Lam [52] describe a CBR approach to
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learning strategies for RoboCup soccer by observing spatially distributed soccer team plays.
More recently, Floyd and Esfandiari [58] describe an approach for case-based learning by
observation in which strategy-level domain-independent knowledge is separated from low-
level, domain-dependent information such as the sensors and effectors on a physical robot.
Floyd et al. [52] also describes a case-based approach to learning from observing RoboCup
soccer games. However, their approach represents each case as an encoding of a single
agent’s perception and resulting action at a given time. Thus, they transfer the behavior of
an agent when it perceives a situation similar to that of the observed agent. While these
approaches do address knowledge transfer for robotic agents, they primarily operate at the
strategic level. The goal of our work is to enable transfer at a lower level of control, where
we transfer the demonstrated trajectory used to achieve a task.
Process-oriented CBR (PO-CBR) describes a similar approach, except that source cases
represent a set of actions that comprise a task or workflow. CBR and PO-CBR differ in that
PO-CBR operates over cases which represent sequential knowledge, and it is this series of
actions that is adapted to address a new problem [59]. Not only does the content of each
case need to be retrieved and adapted, but the internal structure of the sequence of events
in the case must be preserved [60]. This approach has been applied to domains involving
workflow planning, such as cloud management [61] and retrieving cases for business pro-
cesses [62]. A primary issue in PO-CBR is that of retrieval; a retrieval method must be
able to determine the similarity between the structure of two processes’ actions, rather than
merely the content or features of two cases.
2.3.3 Summary: Limitations of Existing Work in Analogical and Case-based Reasoning
Case-based reasoning relates closely to the problem of imitation learning, and provides a
framework for modeling imitation from demonstration to adaptation and execution of a
task in a new environment. PO-CBR also bears resemblance to the imitation learning prob-
lem in that case representation is centered around the sequence of actions (as in a series
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of actions comprising a task demonstration). While analogical reasoning and CBR provide
useful frameworks for selecting and adapting source cases for transfer based on their task
differences, they are best suited for domains in which the action and state space represen-
tations are already abstracted such that the relationship between the source and target tasks
is apparent. We next consider prior works that address this challenge of operating over
low-level action and perception data.
2.4 Grounding Task Representations in Robot Actions and Perception
Transfer methods that operate over limited data, such as analogical reasoning, often rely
on an abstracted representation of the task or goal. This produces an additional challenge
when applied to the context of a robot’s high-dimensional representations of action and per-
ception. In this section, we consider prior work that addresses this challenge of grounding
high-level representations of the robot’s task model or state space in the robot’s low-level
perception of its environment.
2.4.1 Grounding Task and Action Models
Grounding a generalized task representation (e.g. “task recipes” [63, 64]) enables a robot
to execute a high-level task representation in a specific environment. Bullard et al. [65] de-
scribe a method for grounding objects and semantic locations in perception using demon-
strations. Tenorth et al. [66] ground task recipes in perception by identifying the object
that best matches the features prototypical for that task step’s object designator. Kulick et
al. [67] present an active learning approach to train classifiers for task symbol grounding.
While these approaches are useful for applying a task recipe to a specific environment, they
rely on the robot having an abstracted task representation in the first place. Task recipes are
designed to be generalizable across robots and environments; while a human with knowl-
edge of the task can specify a task recipe by hand, a robot is unable to do so directly from
task demonstrations.
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2.4.2 Mapping Between Source and Target Environments
An alternative approach may focus on directly learning a mapping between the robot’s
source and target tasks and/or environments. Taylor et al. [32] propose that the robot may
explore its state space in the target domain in order to derive an inter-task mapping between
source and target state variables, using it to transfer its learned policy. While effective, this
approach requires significant additional experience in the target domain, which we aim
to minimize. Object-oriented Markov Decision Processes expressly encode the relation
between objects in the robot’s environment as a part of its state space representation [68];
however, this approach assumes that objects within the same classification play the same
role within the task. Chernova and Veloso [69, 70] introduce confidence-based autonomy
for policy reuse, in which the robot assesses its confidence in applying its current policy
to a new state; if its confidence is below a threshold, it requests additional demonstrations
from the teacher, otherwise acting autonomously from its current policy.
For task models that are defined with respect to specific objects in the robot’s environ-
ment, these object references must be updated when one or more objects are replaced in
the robot’s environment. This requires a similarity metric that may be used to determine
a mapping between objects in the source and target environments. Lee et al. [71] address
mapping objects based on the similarity between the objects’ point clouds. Their method
infers a warping function that transforms the source object point cloud such that it closely
matches that of the target object. However, using this warping function as a measure of
similarity limits object mapping to those with similar shape. Huang et al. [72] address a
similar problem of aligning object point clouds, but prioritize alignment of certain labeled
features of the objects. These approaches are effective in identifying similar objects, but
assume that (i) similar objects play the same role in the source and target environments and
(ii) corresponding objects are comprised of the same parts or shapes. These assumptions
do not hold when the agent does not know a priori which features to use in object mapping.
Some object replacements may have additional effects on task transfer, such as when
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replacing an object that is used as a tool to complete the task. The shape of a tool alters its
effect on its environment [41], and thus a tool replacement may necessitate a change in the
manipulation of that tool in order to achieve the same task goal [73]. For tasks involving
the use of a rigid tool, the static relationship between the robot’s hand and the tooltip is
sufficient for controlling the tool to complete a task [74, 75]. These methods assume a
single tooltip for each tool, and that this tooltip is detected via visual or tactile means.
For tasks involving multiple surfaces of the tool, the task model can be explicitly defined
with respect to those segments of the tool, and repeated with tools consisting of similar
segments [76]. However, this assumes a hand-defined model that represents the task with
respect to pre-defined object segments, and that these object segments are shared across
tools. Given enough training examples of a task, a robot can learn a success classifier
that can later be used to self-supervise learning task-oriented tool grasps and manipulation
policies for unseen tools [42].
2.4.3 Summary: Limitations of Existing Work on Task Grounding and Mapping
Task grounding is an alternative to task generalization, in which the objective is to execute
a known task model in a new, specific environment. This often necessitates a mapping
between the objects referenced in the task model and their counterparts in the target envi-
ronment. The robot may infer the object mapping based on similarity between the objects’
features, but this relies on hand-coded heuristics for object similarity that may not gen-
eralize across tasks. We similarly aim to situate a task model in the context of a new
environment, but also aim to eliminate the assumptions that (i) the new objects are within
the scope of the training examples (which would exclude atypical object replacements) and
(ii) that the object features relevant to the task are observable and recorded by the robot.
2.5 Relationship to Thesis Contributions
We summarize the related work discussed in this chapter as follows:
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1. Learning from Demonstration
Benefits: Provides a method for quickly acquiring training data within the context of
a new task and/or environment.
Limitations: Not a scalable means of addressing all task or environment variations
the robot may encounter.
2. Transfer Learning and Few-Shot Learning
Benefits: Addresses task and/or environment variations by directly learning the rela-
tionship between task changes and their effects on task execution.
Limitations: Typically requires extensive training datasets or a simulator in which
the agent can generate additional training data, neither of which are readily available
for a newly-learned task.
3. Analogical and Case-Based Reasoning
Benefits: Models the relationship between source and target problems, and is well-
suited for data-sparse domains.
Limitations: Relies on the task and action models being represented at an abstracted
level (e.g. in terms of goals or preconditions) that is not explicitly conveyed through
demonstrations.
4. Task Grounding and Mapping
Benefits: Rather than learn a fully-generalizable task model, these approaches ground
an existing task model in a specific new environment, and thus does not need to be
re-trained in the target environment.
Limitations: Relies on hand-coded assumptions about the effect of environment
changes on task execution.
The remainder of this dissertation focuses on learning a mapping between the robot’s
source and target environments without relying on hand-coded mapping heuristics. To do
so, we aim to leverage the grounded, contextual knowledge imparted by demonstrations,
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while also maximizing the robot’s autonomy by limiting the amount of interactive assis-
tance required by the robot. This requires an understanding of (i) the data that should be
contained in the mapping and (ii) the modes of interaction that the robot may use to obtain
this data. In the next chapter, we analyze the relationship between these two factors, as
well as how they are dependent on the similarity between source and target environments.
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CHAPTER 3
TAXONOMY AND REPRESENTATION OF TRANSFER PROBLEMS
A robot that operates in human environments will encounter an unbounded number of en-
vironment variations, ranging from variations in the objects and perceptual features in its
environment, to object replacements that introduce new task constraints. In Chapter 2, we
summarized existing approaches to generalizing a robot’s task models to a new environ-
ment. Many of these approaches either (i) require extensive training datasets or (ii) make
assumptions about the relationships between environment changes and their effect on task
execution. Rather than rely on these assumptions, we aim to leverage the grounded, contex-
tual knowledge imparted by demonstrations, while also maximizing the robot’s autonomy
by minimizing the amount of assistance required by the robot. This first requires an under-
standing of the data that must be obtained by the robot in order to transfer its task model
to a new environment. Furthermore, how the robot requests information from the teacher
affects the data it obtains from the teacher’s assistance. In this chapter, we analyze how the
similarity between the source and target environments effects both these attributes (data
needed to enable transfer, and the interaction method used to obtain that data).
This dissertation focuses on the effect of changes in the robot’s environment on task
execution, and does not address transferring other aspects of the task, such as reward func-
tions or task goals. Within the scope of addressing environment changes, there are several
sources of novelty that are introduced by object changes or replacements. For example,
changes in the location, dimensions, 3D shape, and/or affordances of a new object must all
be addressed for the robot to transfer a task model successfully to the new environment.
However, these changes will affect the task in different ways. For example, relocating an
object will have a minor effect on task execution compared to replacing one tool object
with another (in which case, the task adaptation depends on how the tool is used within the
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Figure 3.1: We first present a taxonomy of transfer problems that highlights the relation-
ship between environment similarity, task abstraction, and the data required to ground the
abstracted representation in a new environment. This taxonomy (highlighted in green) mo-
tivates later work on three specific categories of transfer problems (shown at right).
context of the task). As a result, the type of novelty encountered in a target environment
affects how a robot should address this novelty.
A human teacher can provide demonstration samples of these environment variations a
priori. However, as discussed in Chapter 2, these demonstrations are not sufficient to span
the full space of environment variations the robot may encounter, nor their effect on task
completion. We consider a data-sparse paradigm instead, where the robot transfers a spe-
cific task model from a source environment in order to address a related target environment
containing a new set of objects.
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In this chapter, we present a taxonomy of transfer problems based on the similarity
between source and target environments. We propose a task representation that supports
abstraction in order to address three categories of task transfer problems. Figure 3.1 illus-
trates the relationship between this chapter and the remainder of the thesis. In later chapters,
we demonstrate how the abstracted representation can be grounded via interaction.
3.1 Categorizing Task Differences
We refer to a task as a sequence of object-oriented task steps or skills, each consisting of
their own action model and performed in series to achieve a goal. As an example, a cup-
pouring task would consist of three action models: (i) grasping the cup, (ii) lifting the cup,
and (iii) tipping the cup, each defined with respect to the cup’s pose in the robot’s envi-
ronment. This definition results in three key elements of a task representation: the robot’s
state with respect to its environment (e.g. objects), the action model comprising each skill,
and the goal that is achieved by its execution. These correspond to the state space, ac-
tion space, and goal/rewards commonly used to define a Markov Decision Process or other
task-planning problem. We next consider how changes to any of these three defining task
elements affect the robot’s execution of the task.
3.1.1 Goal Space Changes
A representation of the task goal(s) may be used to guide transfer by defining the pre-
conditions, postconditions, or constraints that must be met to successfully complete the
task. Analogical reasoning is a cognitively-inspired approach that is well suited to adapt to
changes in the goal representation. Prior work in this research area [47, 48, 49] operates
over a set of source cases, each containing an instance of a problem-solution pair, stored
in a source case memory. An unfamiliar problem is then addressed using the following
methodology. As new problems are viewed, the single most similar observed case is pulled
from the source case memory. The retrieved case is then compared to the new, target case,
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and a mapping is derived that contains the differences between the two. Using this map-
ping, the retrieved source case solution is then adapted to address the differences between
the two cases. The adapted solution is then deployed in the context of the target case.
A central goal of analogical reasoning is identifying the common relationships between
problem-solution pairs. This relies on having a representation of both the problem and
solution that is abstract enough for these relationships to be identified. A task goal that
is defined symbolically (e.g. as a set of pre-/post-conditions) could support analogical
reasoning; however, this requires that the symbolic representation be learned or otherwise
defined (e.g. by a human teacher or a dataset).
Prior work in Learning from Demonstration has shown how a robot may learn a goal
model through demonstrations, resulting in a representation such as a probabilistic goal
model [77], a series of task constraints [78], a goal descriptor [79], or an abstracted skill
tree [80]. These methods require multiple demonstrations of various successful and unsuc-
cessful goal states, and/or goal specifications by a human teacher. With limited demonstra-
tions, however, the goal representation is not immediately learnable. Unless this goal is
manually specified by a human, we presume that the robot does not have access to a goal
model to facilitate transfer of its learned action models to a target problem.
3.1.2 Action Space Changes
Action space changes occur when transferring a learned task model to a robot with dif-
ferent kinematics, constraints, and/or output modalities. Additionally, new kinematic con-
straints may be introduced or removed, also resulting in a change in the robot’s action
space. Transfer learning methods have been used to address these task differences with the
goal of transferring knowledge gained in the source domain to improve an agent’s perfor-
mance and/or learning speed in the target domain [31, 32]. In relation to skill learning, this
may involve transferring an action policy that is learned in one domain such that it can be
used to reduce the time required to repeat or relearn the skill in a second domain, such as
35
in [81]. Transfer via inter-task mapping [32, 82] enables transfer learning for reinforcement
learning agents with similar goals but different action spaces in domains such as RoboCup
Keepaway. Within the context of a single robot that operates in human environments, we do
not expect that the robot’s action space will change, and thus do not address this category
of transfer problems.
3.1.3 State Space Changes
In this dissertation, we primarily address transfer over changes in the robot’s state space.
The robot’s state space is typically defined in terms of the relationship between the robot’s
kinematic state and its environment. Regardless of the exact state space specification used,
the environmental variations that are common in human environments are likely to be re-
flected in the robot’s state space as well. We categorize these variations as follows:
• Structural changes in which the relationship between objects within the robot’s en-
vironment is altered. E.g. when objects are moved around the scene.
• Perceptual changes in which the robot’s environment appears different while remain-
ing structurally and/or semantically the same. E.g. changes in lighting or in the
appearance of an object.
• Semantic changes that affect the relationship between the robot and its environment.
E.g. the introduction of obstacles that constrain the robot’s motion, or the use of an
object as a new end-effector.
Prior work has addressed the problem of structural changes in the robot’s state space.
Pastor et al. [27] describe an approach to learning a series of primitive skill models which
comprise complex tasks. A Dynamic Movement Primitive (DMP) is trained over a demon-
stration by perturbing a linear spring-damper system according to the velocity and acceler-
ation of the robot’s end-effector at each time step [25, 27]. By integrating over the DMP, a
trajectory can then be generated that begins at the end-effector’s initial position and ends at
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(a) Source (b) Potential Target Environments
Figure 3.2: Spectrum of Similarity Between Source and Target Environments
Figure 3.3: An overhead view of a table-top environment (left) and the segmented point
cloud representation (right)
a specified end point location. Thus, after training a DMP, the only parameter required to
execute the skill is the desired end point location. By parameterizing the end point location
of each DMP skill model according to object locations, the overall task can be generalized
to accommodate new object configurations.
3.1.4 Relationship Between Abstraction and Similarity
Figure 3.2b illustrates how these state space changes may be expressed. A task demon-
strated in a source environment (e.g. a scooping task performed in the environment shown
in Figure 3.2a) can be directly reused in a target environment which either (i) does not
require modification of the learned task (image 1 in Fig. 3.2b), or (ii) has a known pa-
rameterization according to the target environment. For example, image 2 in Figure 3.2b
demonstrates a target environment containing a structural change: repositioned objects.
If the robot has learned a task model that is parameterized with respect to the location of
objects in the scene, it can address this target environment by re-evaluating its parameter
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values according to the objects’ new positions.
When addressing a target environment that exhibits perceptual changes (image 3 in
Fig. 3.2b), the objects in that environment are unfamiliar but serve the same purpose as
objects in the source environment and do not need to be manipulated differently. This
problem can be addressed by identifying a mapping between objects in the source and
target environments. This mapping can be used to ground the task parameters in the target
environment’s feature values rather than the source environment.
Image 4 in Figure 3.2b differs from the source (Figure 3.2a) in that objects are: (i)
displaced, (ii) replaced, and now (iii) constrained. This constraint is a result of the role that
the scoop object plays in the task; the scoop is used as an end-effector during a scooping
task, and thus changing the size of the scoop affects how the robot should complete that
task. The robot’s actions must now be constrained such that its end-effector remains higher
above the table in order to complete the task successfully. This presents a semantic change,
since the relationship between the robot and its environment has been changed due to the
tool replacement. Since the task model was trained with respect to the source environment
(and as a result, the source scoop tool), its output must be mapped to the corresponding
actions using the target scoop.
Image 5 in Figure 3.2b differs from the source in similar respects, with one additional
difference: an extra step is needed in order to lift the lid off the pasta pot prior to scooping
the pasta. As a result, the original skill models learned in the source cannot be directly
transferred. In addition to deriving an object mapping and action mapping as in the previous
transfer problems, this target environment also requires that the robot derive or learn a new
action model to account for the missing step.
These task differences illustrate a spectrum of similarity between the source and target;
at one end of the spectrum, the source and target differ in small aspects such as object con-
figurations. At the other end of the spectrum, they contain more differences, until finally
(as in image 6 in Figure 3.2b), the target environment cannot be addressed via transfer.
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While we have highlighted discrete levels of similarity in this spectrum, we do not claim
this to be an exhaustive categorization of transfer problems. In prior work, we have also
explored how a robot may need to exhibit creativity in order to address more dissimilar tar-
get environments [83]. In summary, Figure 3.2 illustrates that without further information
about the task as it pertains to the target environments, task transfer methods are limited to
addressing a narrow set of transfer problems: those in which the target environment does
not require novel behavior or reasoning to address.
3.2 Approach: Tiered Task Abstraction
The previous section described how task differences affect the robot’s task completion dif-
ferently, and thus require different information in order to transfer the learned task model
to a new environment. We propose the Tiered Task Abstraction (TTA) task representation
to address this range of transfer problems. We aim for this representation to reflect the
relationship between (1) changes in the state space and (2) their effect on the task transfer.
The TTA representation uses a demonstration trajectory as input, recorded as a dis-
cretized series of poses. This trajectory may be a dense series of poses if recorded as a
continuous motion, or sparse if recorded as distinct keyframes indicated by the teacher
throughout the demonstration. This trajectory may be modeled as a single action model ac-
cording to a set of basis functions, or alternatively, as a set of different action models each
trained according to single target pose. Assuming the task is object-centric, we model each
target pose or basis function center with respect to one or more object poses. We refer to
this relationship as the model’s parameterization function, defined as a linear function over
a set of object features. The identity of these features may differ between task executions,
due to perceptual variations (e.g. lighting or orientation changes) or object replacements.
Rather than rely on persistent object and feature labels, we incorporate a feature selec-
tor function that returns the labeled, relevant features to be used in the parameterization
function.
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Figure 3.4: The grounding requirements for each level of abstraction
Overall, the Tiered Task Abstraction representation consists of four elements: an action
model, parameterization function, feature selector, and feature values. These four elements
represent a task demonstration as a single action model as follows:
ai(p0(f0(E)), p1(f1(E)), . . . pm(fm(E))
Or as a series of action models as follows:
a0(p0(f0(E))), a1(p1(f1(E))), . . . , am(pm(fm(E)))
where ai is a single action model based on the parameterization function pi which operates
over the features returned by fi from the full set of feature values E.
Note that each element is parameterized by the next; by omitting one or more elements
from the task representation, the resulting representation is one that is abstracted. In do-
ing so, a task can be represented at a level of abstraction which is common to both the
source and target environments. Figure 3.4 defines three abstractions of this representation.
However, once a representation is abstracted, it must be grounded in the target environ-
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(a) After Task Step 1 (b) After Task Step 2
Figure 3.5: Steps Comprising the Table-Setting Task
ment in order to produce an output that is executable by the robot. In an embodied system,
grounding refers to parameterizing a representation based on perception in the physical
world. A representation is grounded in a target environment when all of its elements (ac-
tion model, parameterization function, feature selector, and feature values) are present and
defined based on information derived in the target environment (either by perception or
interaction in the target environment). We summarize the grounding requirements of each
abstraction level in Figure 3.4.
3.3 Evaluation: Transferring a Task Model at Multiple Abstraction Levels
We evaluate whether the Tiered Task Abstraction reflects the relationship between task dif-
ferences and the resulting data requirements to enable task transfer. To do this, we represent
the same task model at three abstraction level and test its performance over three variations
of that task. We test performance on two tasks: a Table-Setting task and a Scooping task.
3.3.1 Experimental Setup
We evaluated our approach on the Curi robot shown in Figure 3.5. Curi is equipped with
two arms consisting of 7 degrees-of-freedom and an under-actuated gripper. We used only
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the robot’s left arm for demonstrations and task execution. During demonstrations, we
used a gravity-compensating controller so that the robot’s arm could be easily moved to
complete the task. The robot perceived its tabletop workspace using an overhead RGBD
camera (not pictured) which provided a top-down view of the table.
For this experiment, we defined each element of the TTA representation as follows:
• Action Models: We demonstrated each task on a single, 7 DOF arm on the robot
shown in Figure 3.5. Each demonstration was recorded as a single, continuous tra-
jectory which was then segmented manually into several task steps. We trained a
task model over each step as a Dynamic Movement Primitive (DMP), which can be
re-parameterized for a new task configuration by specifying the new start and end
poses for the desired trajectory.
• Parameterization Functions: We defined the parameterization function for each task
model as the end-effector’s position with respect to the nearest object in the robot’s
environment. This reflects the constraints guiding the end-effector’s start and end
position at each step of the task as an offset from an object location. For example,
suppose that one segment of a scooping task ends with the robot’s end-effector po-
sitioned 5 cm above the pasta bowl before continuing with the next task step. The
corresponding parameterization function is: <ox, oy, oz + 5>, where o is a reference
to the relevant object (in this case, the location of the pasta bowl). The robot recorded
these object poses (and subsequently, the parameterization functions with respect to
those object poses) autonomously using an RGBD camera located above its tabletop
workspace. When transferring the TTA representation at an abstraction where the
parameterization function must be grounded in the target environment, we manually
re-define this 3D offset.
• Feature Selectors: The robot assigns a unique, non-descriptive object ID to the seg-
mented objects in its environment. These object IDs are referenced in the aforemen-
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(a) Demonstration State (b) Displaced Objects
(c) Replaced Objects (d) Rotated Scene
Figure 3.6: Variants of the Table-Setting Task Environment
tioned parameterization functions. When transferring the TTA representation at an
abstraction where the feature selectors must be grounded in the target environment,
we manually provide a one-to-one mapping between object IDs in the source and
target environments.
• Feature Values: These are the feature values associated with each object label. We
define these as the bounding box dimensions and position of each object in the robot’s
environment. We use the algorithm described in [84] to segment the RGBD point-
cloud into a set of bounding boxes surrounding each object above the tabletop surface
plan. When transferring the TTA representation at an abstraction where the feature
values must be grounded in the target environment, the robot autonomously updates
the feature values from its RGBD sensor input.
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3.3.2 Table-Setting Task
In the first experiment, the robot learned a table-setting task in the environment shown in
Figure 3.6a. The table-setting task consisted of placing a plate between a cup and utensil
(represented by the yellow block), requiring two skill models encoding (i) moving the end
effector to a point between the cup and utensil (Figure 3.5a), and (ii) setting the plate down
(Figure 3.5b).
Training
The training portion of the experiment was run as follows:
1. At the start of the demonstration, the location of each object was recorded via an
overhead RGBD sensor.
2. Throughout the demonstration, the robot recorded its end-effector pose relative to the
robot’s base pose.
3. We manually segmented the demonstration using voice commands, resulting in two
separate trajectories: one to position the plate, and another to lower it onto the table.
4. At the end of each task segment, the robot recorded the transform position between
the end-effector and the object closest to it.
5. Following the demonstration, we trained a DMP over each of the two trajectories.
Testing
We evaluated task performance on three transfer categories:
1. Displaced-Object environments: Contain the same objects as in the original demon-
stration, but displaced as shown in Figure 3.6b.
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2. Replaced-Object environments: Contain cup and utensil objects that are different
than those used in the original demonstration. Additional “distractor” objects are
also provided that are irrelevant to completing the skill. An example is shown in
Figure 3.6c.
3. Rotated-Scene environments: Contain the cup and utensil objects as in the replaced-
object environment, but with the cup and utensil jointly rotated 45-90 degrees away
from the robot. An example of this is shown in Figure 3.6d. This has the effect
of requiring that the robot fulfill the object relation of placing the plate between the
two other objects, rather than simply placing the plate to the left of the cup as in the
previous target environments.
These categories of target environments correspond to the feature sets listed in Fig-
ure 3.4. We represented the task model at three levels of abstraction, and evaluated each
abstraction on ten target environment variations in each of the three environment cate-
gories, resulting in a total of 90 transfer evaluations for the table-setting task. A “success”
was noted each time the plate was placed between the cup and utensil without the plate
touching either object.
3.3.3 Scooping Task
The second experiment revisited the scooping task environment depicted in Figure 3.8a.
The scoop task consisted of four skills: moving the scoop from the initial position at the
robot’s side to the pasta bowl (Figure 3.7a), scooping the pasta (Figure 3.7b), moving the
scoop to the target bowl (Figure 3.7c), and then pouring the scoop over the target bowl
(Figure 3.7d).
Training
We performed the training portion of this task similar to that of the table-setting task, but
with the robot grasping the yellow scoop prior to starting the demonstration. Since the
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(a) After Step 1 (b) After Step 2
(c) After Step 3 (d) After Step 4
Figure 3.7: Steps Comprising the Scooping Task
scooping task is more complex than the first task, we recorded three demonstrations, keep-
ing the demonstration that yielded the most stable performance when re-tested in the source
demonstration environment.
Testing
We evaluated the robot’s performance in three transfer categories:
1. Displaced-Object environments: Contain the same objects as in the original demon-
stration, but displaced as shown in Figure 3.8b.
2. Replaced-Object environments: Contain a different target bowl and a set of addi-
tional, ”distractor” objects that are irrelevant to completing the task, as in Figure 3.8c.
3. Replaced-Scoop environments: Contain the same target bowl as in the replaced-
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(a) Demonstration State (b) Displaced Objects
(c) Replaced Objects (d) Replaced Scoop
Figure 3.8: Variants of the Scooping Task Environment
object environment, but also contain one of two scoops with longer handles than
the one used in the original demonstration, as in Figure 3.8d.
The three task abstractions were each applied to transfer the task ten times per each
of the three environment categories, resulting in a total of 90 transfer evaluations for the
scooping task. A “success” was noted each time any amount of pasta was moved to the
target bowl without the target bowl being tipped over.
3.4 Results: Applying the Tiered Task Abstraction to Task Variations
Figure 3.4 summarizes the three abstraction levels evaluated in this experiment. For both
the table-setting and scooping tasks, we hypothesized that (i) Abstraction 1 could only con-
sistently address the displaced-objects environment, (ii) Abstraction 2 could consistently
address the displaced and replaced objects environments, and (iii) Abstraction 3 could con-
sistently address all three environments.
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Table 3.1: Success Rates for Each Approach Applied to the Table-Setting Task
Retargeting Mapping Relational
Displaced
Objects 10/10 9/10 10/10
Replaced
Objects 0/10 10/10 10/10
Rotated
Scene 1/10 4/10 7/10
3.4.1 Table-Setting Task
Table 3.1 provides the success rate of each transfer method when applied to 10 varying
instances of each category of table-setting environments. As expected, Abstraction 1 suc-
ceeded consistently on only the displaced-objects environment. Abstraction 2 resulted in
consistent performance in the first two environments, and additionally, succeeded in a few
of the rotated-scene scenarios. Transfer at this abstraction level succeeded in the few oc-
casions when the robot was able to place the plate to the left of the cup without the plate
touching either the cup or utensil. This demonstrates that while this abstraction level may
be used to address some of the rotated-scene environments, it cannot do so consistently.
In the three scenarios in which Abstraction 3 did not succeed in addressing a rotated-
scene environment, the front of the robot’s hand had hit the cup, leaving the plate close to
the intended location but not quite meeting the threshold for successful task completion.
We anticipate that this abstraction could be used more successfully if the parameterization
function used to ground this abstraction had incorporated information about the size of the
cup and the robot’s hand to avoid hitting other objects.
3.4.2 Scooping Task
Table 3.2 provides the success rate of each abstraction level when applied to target envi-
ronments in three categories of scooping task problems. As in the previous results, the
displaced-objects environments could be addressed consistently using any of the three ab-
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Table 3.2: Success Rates for Each Approach Applied to the Scooping Task
Retargeting Mapping Relational
Displaced
Objects 10/10 10/10 10/10
Replaced
Objects 0/10 10/10 9/10
Replaced
Scoop 0/10 0/10 8/10
Table 3.3: Success Rate Comparison Across Abstractions, Tasks, and Transfer Categories













Abs. 1 10/10 0/10 1/10 10/10 0/10 0/10
Abs. 2 9/10 10/10 4/10 10/10 10/10 0/10
Abs. 3 10/10 10/10 7/10 10/10 9/10 8/10
straction levels, and the replaced-objects environment could only be addressed consistently
by Abstractions 1 and 2. Finally, these results also indicate that Abstraction 3 succeeded
consistently across all three classes of transfer problems.
3.5 Tradeoff Between Generality and Data-Efficiency
These results suggest that Abstraction 3 provided the most consistently successful results
across the full range of transfer problems we tested, with Abstractions 2 and 1 each address-
ing fewer transfer problems, respectively. However, the more that the task is abstracted, the
more data is required to ground that abstraction in the target environment. Abstraction
3 requires both an object mapping and parameterization function in order to ground this
abstraction in the target environment. While this grounded data was provided manually in
this experiment, we intend for the robot to eventually learn this data either autonomously or
from more indirect assistance (such as a human teacher providing additional task demon-
strations or answering the robot’s questions). These results indicate a trade-off between
the generality of a task representation, and the amount of additional information re-
quired to ground that task representation in the target environment. Furthermore,
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these results support our hypothesis that there is a correlation between (i) the level of
similarity between the source and target environments and (ii) the level of abstraction
that should be used to address a transfer problem.
We also note that abstraction occurs within the DMP action model itself. DMPs are
intended to control the robot’s end-effector position, which is itself an abstraction of the
robot’s motion in joint-space. Furthermore, DMPs model an end-effector trajectory as a
point-attractor system that is perturbed by the centering and weighting of several basis
functions that are temporally activated throughout the trajectory. As a result, the point-
attractor system enables the trajectory to be guided by a start and end position that may
be modified, while also maintaining the general shape of the trajectory. This enables an
abstraction of the goal parameterization that is separate from the dynamics parameters,
making it ideal for use in the TTA representation. While another action model may be
used, it may need to be accompanied by an additional parameterization function in order to
enable this separation of goal parameters from dynamics parameters.
3.5.1 Grounding Task Abstractions
Figure 3.4 summarizes the representation elements which must be retained or grounded
for each category of transfer problems. Our experiment demonstrates the effectiveness of
each abstraction level on a range of task variations, with each abstraction being grounded
manually. For a robot that operates in human environments, we aim for the robot to be able
to ground its own task abstractions using continued interaction with a human teacher during
task transfer. This would enable the robot to leverage the human teacher’s knowledge of
the task domain in order to perform transfer. This relationship between (i) environment
similarity and (ii) assistance from the human teacher introduces a second dimension to
the aforementioned similarity spectrum; as the source and target environments become
more dissimilar, the robot’s level of transfer autonomy decreases and its dependence
on interaction with the human teacher increases.
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As discussed in the previous section, the first two categories of transfer problems (e.g.
identical and displaced-objects environments) could be addressed by the robot with full
autonomy. In order to address more difficult transfer problems, the robot must ground both
the (i) parameterization functions and (ii) skill models in the target environment. These are
the two elements of the TTA representation which contain the most high-level information
about the task: the constraints between the robot’s end-effector and objects in the environ-
ment, and the action model which preserves the trajectory shape of the demonstrated action,
respectively. These represent high-level information about the task, and require knowledge
of the task goal to define. As a result, we do not expect that this data can be grounded by
the robot with complete autonomy, but rather, may be obtained using input from a human
teacher.
3.6 Summary
In this chapter, we have:
1. Introduced transfer not as a single problem, but rather as a series of problems that
range in difficulty according to the similarity between the source and target environ-
ments.
2. Defined a relationship between (i) the similarity between source and target environ-
ments, (ii) the effect of this similarity (or dissimilarity) on the robot’s task execution,
and (iii) the level of abstraction at which the task model should be represented in
order to enable transfer to that target environment.
3. Defined the Tiered Task Abstraction representation: a task representation that, when
abstracted, is capable of addressing transfer problems with varying dissimilarity be-
tween the source and target environments.
4. Presented experimental results that illustrate the effect of transferring a task model
at several levels of abstraction, and the resulting performance over a set of transfer
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problems ranging in their difficulty.
3.6.1 Key Contributions and Insights
This chapter is the first to analyze task transfer in the data-sparse context of robot
learning from demonstration. We have evaluated transfer performance using three levels
of abstraction, each of which was grounded manually for the target environment. This
serves to answer the question of whether we can use a single task representation to address
a range of transfer problems via abstraction.
Insight #1: The more dissimilar the source and target environments are, the more that
the source task representation must be abstracted to be successfully transferred to the target
environment.
Insight #2: There is an inverse correlation between (i) the degree to which the task rep-
resentation is abstracted and (ii) the amount of data that is needed to ground the abstracted
representation in the target environment.
Insight #3: As a result of #1 and #2, there is a tradeoff between the generality of a task
representation (e.g. the range of transfer problems that it can successfully address) and the
data requirements that must be met to ground the abstracted task representation in the target
environment.
3.6.2 Open Questions
We now consider the question of how to apply an abstracted task representation to a specific
transfer problem; particularly, how to ground that abstraction without requiring a human
to manually define it for the robot. Presuming that the human teacher is aware of the goal
of the task, and how that goal should be met in the target environment, we posit that the
teacher is available to assist the robot in reaching that goal. It is advantageous for the
robot to continue to interact with the human teacher in order to ground these representation
elements, since the teacher does know how the task should be performed to achieve the
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task goal. The aim of interactive grounding is to produce a solution that (i) is partially
autonomous (the robot interacts with a human teacher and may receive additional instruc-
tion, but does not require a full re-demonstration of the task), (ii) enables collaboration
with the human teacher so that the robot may infer information about the task in the tar-
get environment, (iii) results in parameterization functions and/or action models that can
ground an abstracted task representation, and (iv) grounds the TTA representation such that
a trajectory can be executed in the target environment.
We hypothesize that there are several interactive approaches to task grounding. For
example, the robot may use speech as the assistance modality by asking about objects
prior to attempting to perform the task. Alternatively, the robot could instead rely on the
teacher to correct its actions (rather than proactively ask for assistance) after each task step.
Transfer problems of increased difficulty may be also addressed via exploration, in which
the robot collaborates with the human teacher to explore new actions, to which the human
teacher can respond by guiding the robot’s exploration or providing feedback.
In the remainder of this dissertation, we analyze the specific categories of transfer prob-
lems introduced in this chapter. For each category, we define (i) the level of abstraction used
to address that category, (ii) an interaction method which the robot may use to obtain task-
specific knowledge that grounds its abstracted representation, and (iii) an algorithm for
filtering and modeling the information obtained from interaction such that it can be used to
ground the abstracted representation.
53
CHAPTER 4
HUMAN-GUIDED OBJECT MAPPING FOR TASK TRANSFER
In the previous chapter, we presented a relationship between task similarity, task abstrac-
tion, and the data requirements for grounding that abstracted representation in a new en-
vironment. We now focus solely on the problem of grounding an abstracted task repre-
sentation via interaction with a human teacher. Specifically, we address the category of
transfer problems in which the robot requires a mapping between objects in the source and
target environments in order to transfer its task model. Figure 4.1 illustrates the relationship
between the focus of this chapter and the remainder of the thesis.
To succeed in target environments containing new objects, the robot must identify cor-
respondences between the new objects and those in the original environment, a problem
known as object mapping. This is a complex problem, however; given n objects in each
environment, there are n! possible mappings to consider, in principle. In this chapter, we fo-
cus on this object mapping problem. We assume that a task model was previously learned
(by demonstration or otherwise), and do not address the problem of goal learning or the
entire process of task transfer at this time. Rather, by evaluating object mapping indepen-
dently of any specific task learning algorithm, we demonstrate that it would be compatible
with a variety of learning algorithms, provided that they produce a list of object-directed
steps for each task.
While object mapping has been addressed in prior work (see Chapter 2), it is typically
assumed that the robot can gain additional experience in the target environment, or knows
which object feature(s) to use to evaluate object correspondences. However, in the con-
text of a robot that learns a task from human interaction, such assumptions lead to two
challenges. First, gaining additional experience in the target environment can be a time-
consuming task in which the human teacher must continue to provide task demonstrations
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Figure 4.1: After identifying a taxonomy of transfer problems, we now focus on a specific
category of transfer problems, highlighted in green: those requiring an object mapping in
order to ground the abstracted task representation.
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Figure 4.2: User study participants providing interactive task demonstrations to the robot
or feedback to the robot as it explores the environment. Simply helping the robot gain the
correct mapping would more efficiently utilize the teacher’s time. Second, the robot does
not have the same contextual knowledge that the human teacher has about the task, and
thus does not know which object features are relevant to successfully repeating the task.
For example, in transferring a cup-stacking task, the robot would need to identify which
cups in the source and target environments are similar according to their size feature. In
another task in which the robot learns to sort the same cups by their color, the robot would
need to instead map objects according to their hue feature. While the human teacher knows
which features are relevant in the context of that task, the robot does not.
In this chapter, we describe a human-guided approach to task-dependent object map-
ping (“situated mapping”) problems. In Section 4.1, we define the situated mapping prob-
lem. Since the human teacher knows the roles of objects in the task, we posit that human
teachers can readily provide assistance in this regard. We describe Mapping by Demonstra-
tion (MbD), our interactive approach to situated mapping problems, in Section 4.2.
We then present the results of three experiments. In our first experiment, which we
first described in [85], we perform an extensive evaluation of MbD in simulated domains,
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applying this approach to variations of tasks containing 5, 6, or 7 objects. We then follow-
up with a case study demonstrating the approach’s applicability to real-world objects in
realistic tasks. In both the simulated and real-world tasks in this experiment, mapping
assistance is provided according to the ground-truth object mapping, and thus there is no
opportunity for error in the mapping assistance provided to the algorithm.
In our second experiment, which we first described in [86], we evaluate the MbD algo-
rithm’s effectiveness in the interactive use case. We conduct a user study recording how a
human teacher assists the robot in learning and transferring three ordered, pick-and-place
tasks. We conclude from this experiment that structured interaction with the human teacher
during task mapping is effective in both (i) reducing the number of interactions needed to
repeat the task to less than 50% of those needed to re-learn the task, and (ii) increasing
mapping accuracy and confidence in comparison to predicting an object mapping without
human interaction.
The final experiment we describe is an offline evaluation of our method for confidence-
based interaction, addressing the errors that arise from mapping assistance in the interactive
use case (and that are not present in the first, simulated experiment). In this approach, we
aim to minimize interaction errors by evaluating the amount of assistance needed to infer
the object mapping. From this experiment, we conclude that a robot can use a confidence
threshold to moderate the number of assistance requests it makes, balancing autonomy and
interaction to infer an object mapping.
Chapter 2 summarizes prior work on this research problem. Overall, current approaches
to object mapping assume (i) objects with the same classifications play the same role in any
task, (ii) the robot knows a priori which object features to use for mapping, (iii) the robot
may continue to explore/train in the target environment, and/or (iv) an abstraction of the
object can be used to identify specific instances of that object symbol. However, these
assumptions do not hold in situated mapping problems, where we would like the robot to
receive very limited new data/demonstrations of a task and then identify an object mapping
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without knowledge of the specific object features relevant to that task.
In this chapter, we present the Mapping by Demonstration (MbD) approach to situated
mapping, in which an agent uses mapping assistance (in the form of a limited number of
object correspondences) to infer the remainder of the mapping. We apply and evaluate this
approach on a physical robot in order to evaluate how mapping assistance can be obtained
by an interactive robot. We present an HRI study that uses the MbD algorithm, and in doing
so, we (i) evaluate a mode of interaction enabling the robot to receive mapping assistance in
the target domain, and (ii) demonstrate human-guided object mapping on a physical robot.
4.1 Problem: Task-dependent Object Mapping
In situated mapping, the robot must identify the mapping that maximizes similarity between
source environment objects (S) and their equivalent objects in the target environment (T ),
as follows:




δ(si,m(si, T )) (4.1)
where m(si, T ) returns the object in T which corresponds to object si according to the
mappingm. This strategy is dependent on a similarity metric δ(a, b) that returns a similarity
score for objects a and b. However, defining this similarity metric (and the object features it
considers relevant) is nontrivial. The similarity metric that is appropriate for one task may
not represent the object features relevant to another task. Consider our previous example,
with cups the robot learns to use in both a stacking task and a sort-by-color task. In the
first task, the robot should identify an object mapping maximizing the similarity between
mapped objects based on their size feature, whereas the second task requires objects to be
mapped according to their hue feature.
We address this problem of situated (context-dependent) mapping, in which object
mapping is dependent on the task being performed. The situated mapping problem has
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Figure 4.3: Human-guided Mapping Process
the following stages of interaction with a human teacher:
1. The human teacher demonstrates a task in the source environment.
2. The robot observes the object features and task steps involving those objects.
3. The robot observes the target environment containing new objects, and is asked by
the human teacher to repeat the newly-learned task.
4. The robot infers the mapping between objects in the source and target environments.
5. The robot uses this mapping to transfer the learned task for execution in the target
environment.
This chapter is concerned with how additional interaction between the robot and the
human teacher can facilitate step 4 (inferring the object mapping). We currently focus on
object mapping for ordered tasks where the source and target contain the same number
of objects (thus requiring an n-to-n mapping). This lays the groundwork to address other
variations of the object mapping problem in future work, including m-to-n mapping and
partial-ordered tasks.
4.2 Approach: Mapping by Demonstration
Since the human teacher is aware of both (i) the goal of the task and (ii) the role that each
object plays in achieving that goal, we propose a human-guided object mapping method
(Fig. 4.3), consisting of two interaction phases and two mapping phases. The interaction
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Table 4.1: Source of Each Object Feature’s Value









phases include a demonstration phase in which the robot learns the task steps from demon-
stration, and an assistance phase in which the robot records interactive assistance from the
teacher. The assistance is used in the two mapping phases, first in a mapping inference
phase, and then in the confidence evaluation phase which determines whether additional
assistance should be requested. We now describe all four phases, later evaluating phases in
isolation via simulated, interactive, and offline evaluations.
4.2.1 Demonstration Phase
At the start of the interaction, the robot observes the source environment using an RGBD
sensor, and segments objects from the tabletop using the algorithm described by Trevor et
al. [84]. After extracting the location, size, and hue features of each object, it derives the set
of spatial relations between each object, where the spatial relations between two objects X
and Y is: X above Y , X below Y , X left-of Y , and/or X right-of Y . Object size and color
are used to look up affordances (the actions enabled by that object, e.g. openable, pourable)
and properties (variables associated with an object’s affordances, e.g. an openable object
has the property open or closed). The robot uses a manually defined lookup table as a
stand-in for a more complex process to derive this information from visual data.
In sum, these feature values are obtained from the sources listed in Table 4.1, and
comprise the object representation 〈x, y, z, c, d, s, a, p〉:
• x, y, z is the centroid location
• c is the average hue of the object, ranging 0-360
• d is the bounding box volume
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• s = {s0, s1, ...} is the set of spatial relations between the object and all other objects,
where each element sk ∈ {LEFT-OF, RIGHT-OF, ABOVE, BELOW}
• a = {a0, a1, ...} is the set of that object’s affordances
• p = {p0, p1, ...} is the set of property values associated with that object and its affor-
dances
After the robot observes objects in its environment, the human teacher interacts with
the robot’s arm to physically guide it through executing the task (e.g. Fig. 4.4a). The robot
records the trajectory of its end effector position in cartesian space, and then segments it
into pick or place task steps according to the open/close actions of its gripper. The robot
then identifies the object which was closest to the gripper at the end of each task step,
recording it as the primary object for that task step. Following the demonstration, the task
is represented as: (i) the list of object representations, and (ii) a list of task steps which
indicate the primary object for each step.
In order to evaluate our algorithm in the worst-case scenario where the task steps con-
tain all object features, we do not assume that the robot has learned a prior model of which
object features are salient nor a model of the goal of the task, but rather include all object
features in every task step. This ensures that our algorithm can complement a variety of
learning algorithms that produce a list of object-directed task steps. Should the task learn-
ing algorithm also prune the list of candidate object features that are relevant for object
mapping, we expect our method to demonstrate even better performance.
4.2.2 Assistance Phase
After the task demonstration, the robot may receive assistance from the human teacher
to repeat the task in the target environment, later using this assistance during the mapping
inference phase. Having the teacher provide assistance via natural interaction (e.g. pointing
at or picking up an object) mitigates the need for human teachers to have knowledge of
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(a) Demonstration Phase (b) Mapping: Handoff (c) Mapping: Indicate
goal
Figure 4.4: Demonstration and Mapping Interactions
which features the robot has the capacity to observe (e.g. the robot can record object color,
but not product brand), or how to express feature values (e.g. hue values).
Once the robot requests assistance (e.g. “Where do I go next?”), the human teacher
provides a mapping assist by handing the robot the next object it should use to complete
the task in the target environment (e.g. Fig. 4.4b) or, if the robot is already holding an
object, by pointing to where the robot should place the object in the target environment
(e.g. Fig. 4.4c). Each mapping assist indicates a correspondence between (i) the object
referenced by the teacher in the target environment, and (ii) the object that would have
been used in the next step in the original task demonstration.
4.2.3 Mapping Inference Phase
Two goals must be addressed simultaneously to infer the object mapping: selection of (i)
an object similarity function (and associated object feature) which is representative of the
mapping assistance received thus far, and (ii) an object mapping which maximizes object
similarity according to the selected similarity function. As such, Algorithm 1 maintains
both a (i) feature set space F containing all feature sets under consideration for the similar-
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Algorithm 1 Human-guided Mapping Algorithm
1: function MAPPINGINTERACTION(S)
2: T ← observeEnvironment()
3: M ← initializeHypothesisSpace(S, T )
4: F ← initializeFeatureSpace()
5: while target task is incomplete do
6: h← mapping assistance
7: (M,F, p, c)←InferMapping(M,F, S, T, h)
8: function INFERMAPPING(M,F, S, T, h)
9: M ← pruneMappingHypotheses(M , h.src, h.tgt)
10: F ← pruneFeatureSpace(F , S − {h.src})
11: E ← evaluateHypotheses(M,F, S, T )
12: p← maximizeMapping(M,F,E)
13: c← evaluateConfidence(p)
14: return (M,F, p, c)
ity metric, and (ii) a mapping hypothesis space M containing all mapping hypotheses still
under consideration. In sections 4.2.3-4.2.3, we now describe the Mapping by Demonstra-
tion (MbD) algorithm.
Initialization
The mapping hypothesis space M is initialized as the set of all possible object mappings,
and thus begins as a n!-sized set for an n-to-n mapping problem (see Alg. 1, line 3). The
feature set space is initialized as the set of object features from Sec. 4.2.1, plus two features
derived from mapping assistance: size shift and hue shift (Alg. 1, line 4). dh is the average
size shift indicated over all assistance thus far. This feature is useful for tasks in which
object size is relevant to the task, but the source and target objects are at a different scale
(e.g. target objects are a scaled version of source objects). ch is the average hue shift
indicated over all assists. Similarly, this feature is useful for tasks in which object hue
is relevant to the task, but differs between the two environments (e.g. blue objects in the
source environment correspond to purple objects in the target). After the robot has received
its first mapping assist, dh and ch are initialized to the size and hue differences, respectively,
between the two objects indicated in the mapping assist, and are updated after additional
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assists.
In the extensive simulated experiment (Experiment 1 described in Section 4.3), the fea-
ture set space is initialized as the power set of all object features, resulting in the initial
feature set space including all 127 combinations of features as described in the original
MbD implementation in [85]. We simplify this feature set space in our interactive imple-
mentation of MbD (used in Experiments 2 and 3), such that each feature set consists of a
single feature. This results in an initial feature set space F consisting of only 7 feature sets,
each containing one of the elements of the feature vector 〈c, ch, d, dh, s, a, p〉 consisting of
hue, hue shift, size, size shift, spatial relation, affordance, and property features. A n x n x
7 evaluation matrix E is generated during initialization, containing the evaluation score for
every possible object correspondence according to each of the 7 object features:
Eij = 〈∆ci,j,∆chi,j,∆di,j,∆dhi,j,∆si,j,∆ai,j,∆pi,j〉
which evaluates the correspondence between objects at indices i and j according to each
evaluation metric denoted as ∆x based on a single object feature x. Each evaluation metric
is based on a generic distance function defined in Eq. 4.2 as the difference between two
objects’ value for that feature, measured along a Gaussian curve:




Since we cannot weight evaluation metrics based on a feature’s prevalence in previous
instances of that task, normalization becomes a challenge. To address this, the evaluation
metric for each feature is scaled based on that feature’s value range, as follows:






• Hue-shift similarity: ∆chi,j = D(cj, ci + µc, 360)















• Spatial similarity: ∆si,j = D(|si|, |si ∩ sj|, |si|)
• Affordance similarity: ∆ai,j = D(|ai|, |ai ∩ aj|, |ai|)
• Property similarity: ∆pi,j = D(|pi|, |pi ∩ pj|, |pi|)
where dmax is the ratio between the largest and smallest source objects’ sizes, and µd and
µc are the average differences in size ratio and hue, respectively, between object pairs in
previous mapping assists. Note that this is clearly not an exhaustive list of features that
may be relevant to a task; many tasks may require additional features which have not been
addressed here. However, this method is intended to consider a variety of features for
object mapping, and is still applicable in such tasks. Additional object features can be
incorporated by defining a new evaluation metric, and expanding the evaluation matrix E
to include the new metric.
After initialization, each mapping assist is used to (i) prune the mapping hypothesis
spaceM , (ii) prune the feature set space F , and then (iii) select the highest-ranked mapping
hypothesis m ∈M as the predicted mapping. We now describe each step in further detail.
Pruning Step
A mapping assist consists of an object in the source environment and its corresponding ob-
ject in the target environment. The pruning step (Alg. 1, line 9) ensures that each remaining
object mapping in the hypothesis space M contains this correspondence. A mapping hy-
pothesis is represented as the n x n binary matrix m, where each element mij = 1 if
Si 7→ Tj , and mij = 0 otherwise. The pruned mapping hypothesis space only contains
mappings m ∈ M with mij = 1, where i and j are the corresponding object indices in
the source (S) and target (T) environments, respectively. For example, if a mapping assist
corresponds source object 1 with target object 5, the mapping hypothesis space is pruned
such that all remaining mappings contain m1,5 = 1. Additionally, the feature set space F is
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pruned after each mapping assist (Alg. 1, line 10). A feature set is removed if it has no vari-
ance over the remaining, unmapped objects in the source environment. For example, if all
unmapped objects share the same affordances, then that feature is no longer discriminating,
and is irrelevant to the object mapping.
Hypothesis Evaluation Step
The evaluation matrix only needs to be generated once (during initialization). Afterward,
the evaluation matrix is referenced (see Alg. 1, line 11) in order to evaluate a mapping




sum(m ◦ Efk) (4.3)
Efk is the n x n matrix containing the evaluation for every possible object correspon-
dence according to feature fk, such that every element E
fk
ij = Ei,j,fk . The function m ◦Efk
returns the entry-wise product of the object mapping m (represented as a n x n binary ma-
trix) and the evaluation matrix based on feature fk. This results in a matrix containing the
evaluation of each object correspondence in mapping m, according to the feature fk.
Mapping Maximization Step
Each combination of a mapping hypothesism ∈M and feature set f ∈ F is then evaluated:











where n is the number of source objects, and Vm,f is Equation 4.3. The highest-
ranked mapping (m∗0) and feature set combination is then returned as the predicted mapping
(Alg. 1, line 12).
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4.2.4 Confidence Evaluation Phase
A single mapping assist may not provide enough information to infer the correct object
mapping. Thus, after receiving a mapping assist and inferring the object mapping, a deci-
sion must be made to either request additional assistance or to complete the rest of the task
autonomously using the most-recently inferred object mapping. Similar to the confidence-
based autonomy (CBA) approach introduced by Chernova and Veloso [69, 70], our work
aims to enable the robot to rely on confidence as a means to managing its assistance from
the human teacher. However, since the robot does not know which features are relevant
to the task, it is unable to select features to calculate its confidence in the same manner as
CBA. We propose a variation of confident execution, utilizing two sources of information
available during interactive object-mapping: (1) interaction from the teacher, and (2) the
resulting mapping hypothesis evaluations.
While the MbD algorithm only returns a mapping prediction after each assist, we pro-
pose that the evaluation matrix E can be used to determine the confidence of that predicted
mapping (Alg. 1, line 13). We now calculate confidence based on two feature sets:
• α is the feature set leading to the highest mapping evaluation:





The resulting mapping is denoted as m∗0.
• β is the feature set leading to the second-highest mapping evaluation such that α 6= β
and the resulting mapping m∗1 6= m∗0:









1 if m 6= m∗0
0 otherwise
(4.7)
This resulting, second-highest mapping is denoted as m∗1.
As more assistance is received, it should more clearly support one mapping hypothesis
over the rest. If it does not, then the assistance provided so far supports multiple mapping
hypotheses, and additional assistance is necessary to arbitrate between the top hypotheses.
Thus, we use decision margin as a proxy for confidence; the more separated the top-ranked
mapping is from the remaining mapping hypotheses, the more confidently it can be selected
as the correct mapping. We define confidence as the decision margin between these two
top-ranked mapping hypotheses’ evaluations: c = Vm∗0,α − Vm∗1,β .
4.3 Experiment 1: Simulated Evaluation
We first perform an extensive evaluation of the mapping inference phase (Section 4.2.3)
in simulation. Rather than obtain mapping assistance from interaction with a teacher, the
system receives assistance for each task step based on the ground-truth mapping.
We evaluated the system with three categories of simulated tasks: containing n = 5,
n = 6, or n = 7 objects in the source and target environments. These categories represent
incrementally more difficult problems; as the number of objects increases, the mapping hy-
pothesis space from which the system must choose a single mapping increases factorially.
For each category of problem, 10 mapping problems (each representing a task and consist-
ing of a source and target environment) were generated randomly, such that each object’s
perceived and knowledge-base features had random value assignments, with derived fea-
tures automatically generated from perceived features. To simulate how some objects may
be present in both the source and target environments (as in a realistic mapping problem),
each source object had a 50% likelihood of being reused in the target environment, with
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the remaining objects being randomly generated. Reused objects retained intrinsic feature
values (size, color, and affordances), but were given a randomly assigned location and prop-
erties, since the values of these features can be changed without replacing the object (e.g.
moving a cup to a new location or emptying a cup so that its “is filled” property changes).
Finally, ground truth mappings for each task were generated corresponding to feature
sets consisting of one or two features (except for redundant feature sets {size, size-change}
and {hue, hue-change}), resulting in a set of 26 possible ground truth mappings. The
source and target environments had the same number of objects, so a bijective mapping was
generated. This resulted in a total of 780 evaluations (3 categories x 10 tasks x 26 ground
truth mappings). Note that this does not result in 780 unique ground truth mappings, since
two feature sets may result in the same ground truth mapping.
Mapping assistance was also generated for each mapping problem instance. In a real-
istic mapping problem, one assist will be provided for each step of the task as described
in Section 4.2.2. As a result, the assistance ordering will be dictated by the order in which
objects are used in the task plan. Since the task plan is undefined in our simulated tasks,
we evaluated the MbD algorithm using every possible assistance ordering to observe the
impact of this ordering on mapping performance. This results in evaluating over a permu-
tation of nPn−2 potential assistance orderings. The ordering of the last two assists does not
matter, since assist n−1 leaves only one object remaining, resulting in the complete ground
truth after n− 1 assists.
We ran the simulated evaluation as follows:
1. Problem instances, ground truths, and assistance orderings are generated a priori.
2. For each problem instance, the system iteratively retrieves the next assist to be pro-
vided by the teacher to the object mapping algorithm and checks its predicted solu-
tion.
3. If the predicted mapping is correct, the system halts and records the number of assists
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needed to get the correct solution using this assistance ordering. If the prediction is
incorrect or if multiple predictions are returned, the system repeats the process by
retrieving the next assist.
Results For each class of n-object problems, we collected data on the algorithm’s per-
formance over all possible assistance orderings, where we measure performance as the
number of correct mappings after each assist is provided. For all of these problems, the full
ground truth mapping is provided at n − 1 assists, since only one source and target object
remains to be mapped after assist n − 1. Figures 4.5 - 4.7 compare the expected perfor-
mance of the MbD algorithm over all assistance orderings, with error bars denoting one
standard deviation, to two baselines: (i) expected performance when selecting a random
mapping without utilizing mapping assistance, and (ii) expected performance when using
mapping assistance to only prune the hypothesis space (described in the Pruning step in
Section 4.2.3), and then choosing a random mapping from the remaining hypothesis space
(rather than using the assistance to infer features on which mapping is based).
4.3.1 Real-World Case Studies
We have provided simulation results as a systematic analysis of the approach. The fol-
lowing real-world examples provide case studies demonstrating example tasks for which
situated mapping problems exist and how they can be addressed using the MbD approach.
As an initial evaluation of the suitability of the MbD algorithm for a robot learner, we
tested it on two physical tasks: a dish sorting task (shown in Figure 4.8(a)) and a stack-
ing assembly task (shown in Figure 4.8(a)). The robot passively observed its environment,
and did not record or execute any actions. Similar to the simulated evaluation, we ran the
real-world evaluation as follows:
1. The mapping ground truth(s), task plan, and object affordances/properties are defined
a priori. In the sorting task, there are several correct object mappings, whereas the
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Figure 4.5: Performance in 5-Object Tasks
















Figure 4.6: Performance in 6-Object Tasks
















Figure 4.7: Performance in 7-Object Tasks
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(a) Sorting Task Source Environment
(b) Sort Plan
(c) Sorting Task Target Environment
Figure 4.8: Sorting Task Environments
(a) Assembly Task Source Environment
(b) Stacking Plan
(c) Assembly Task Target Environment
Figure 4.9: Assembly Task Environments
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assembly task has a single correct object mapping.
2. We set up the source environment and recorded the robot’s observation of the scene,
repeating this step for the target environment.
3. The algorithm accepts the assist corresponding to the next object used in the task
plan and predicts a mapping solution.
4. If correct, the algorithm halts and records the number of assists needed to get a correct
solution using this assistance ordering. If the prediction is incorrect, the algorithm
repeats the previous step and accepts the next mapping assist.
Rather than generate feature values as in the simulated evaluation, in this evaluation all
objects’ perceived features listed in Table 4.1 are observed from an RGBD sensor above
the environment. We incorporate perception to provide an example of how our mapping
strategy may be applied to real-world problems, but do not consider the perception aspect
itself to be a contribution of our work. Our main focus is on the underlying mapping
strategy, and thus we indicate the perceptual features which our mapping algorithm uses
and identify sources from sensors and a knowledge base.
Objects are perceived by abstracting a set of segmented objects from the point cloud
using the algorithm described by Trevor et al. [84]. A bounding box is fitted to each seg-
mented object to approximate its centroid 〈x, y, z〉 and dimensions 〈width, depth, height〉
as shown in Figure 4.8(a). The object’s overall hue is derived from average hue of each
pixel located at the surface of the object. Once perceived features are obtained, object loca-
tions and dimensions are used to derive a set of spatial relations between objects. Finally,
size and color are used as a heuristic to assign an ID to each object, which is then used
to retrieve its knowledge-base features: the affordances and properties associated with that
object. Currently, we manually provide the affordances and properties associated with each
object ID. In future work, we plan for the robot to autonomously retrieve this knowledge
using an object classifier.
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Table 4.2: Provided Object Knowledge Base
Object Affordances Properties
Cups Fillable, Pourable Empty, Full, Upright
Bowls Fillable, Stackable Empty, Full, Upright
Utensils Scoopable, Pourable Empty, Full, Upright
Blocks Stackable N/A
Cleaning and Sorting Task
In the first task, each environment consists of two utensils, two cups, and three bowls,
which are to be cleaned and sorted separately based on their object type (indicated by their
affordances). The source and target environments are shown in Figures 4.8(a) and 4.8(c),
respectively. Table 4.2 lists the affordance and property values provided for these objects.
The remaining features listed in Table 4.1 are derived from perception.
In contrast to simulated evaluations, there are several correct mappings for this task,
since any bowl in the source environment can be mapped to any target bowl, either source
utensil can be mapped to either target utensil, and either source cup can be mapped to either
target cup. Whereas the task plan was undefined in the simulated evaluations, and thus
the algorithm was evaluated over every assistance ordering, we use the task plan shown
in Figure 4.8(b) to define the assistance ordering. Assistance was provided in the order
in which objects would be used to complete the sorting task in the source environment:
starting with the object closest to the robot’s left hand, and continuing in order of increasing
distance from the robot’s hand.
The algorithm returned eight mappings (all of which were correct for the task) after the
first assist: the correspondence between the small white bowl and small yellow bowl. This
assist, and one of the returned mappings, is listed in Table 4.3.
Assembly Task
In the second task, each environment consists of six colored blocks of various sizes. The
goal of this task is to assemble a model by stacking the blocks in a repeating color sequence
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Table 4.3: Predicted Mappings After Each Assist
Task Assist Predicted Mapping
Sorting 1 7→ 3 1 7→ 3, 2 7→ 1, 3 7→ 6, 4 7→ 7, 5 7→ 5, 6 7→ 4, 7 7→ 2
Assembly 1 7→ 2 1 7→ 2, 2 7→ 6, 3 7→ 3, 4 7→ 1, 5 7→ 4, 6 7→ 5
3 7→ 3 1 7→ 2, 2 7→ 6, 3 7→ 3, 4 7→ 1, 5 7→ 4, 6 7→ 5
5 7→ 1 1 7→ 2, 2 7→ 6, 3 7→ 3, 4 7→ 4, 5 7→ 1, 6 7→ 5
(red-yellow-blue) and in order of decreasing size (such that large blocks are placed first).
Thus, objects should be mapped according to their hue and relative size. The source and
target environments each contain a different kind of block, and are shown in Figures 4.9(a)
and 4.9(c). Affordance and property values were provided as listed in Table 4.2, and re-
maining features were derived from perceptual information.
As in the cleaning and sorting task, object assistance was provided in the order in which
objects would be used to complete the task in the source environment. Objects in this
task are stacked in order of the required color sequence and in decreasing size as listed in
Figure 4.9(b) (the task plan referencing objects in the source environment); thus, the object
corresponding to the large red block was provided first, then the object corresponding to
the large yellow block, and so forth. There is one correct mapping for this task, which was
returned by the algorithm after three assists. Each of the provided assists and the predicted
mapping after each assist is listed in Table 4.3, with the bolded assist being the final one
provided before the algorithm returned the correct mapping.
4.3.2 Implications of Simulated Evaluation Results
In any mapping problem, the number of possible object mappings increases factorially with
the number of objects present. Graph isomorphism is an intractable problem in general, and
thus this attribute is inherent to any technique for object mapping. This motivates situating
mapping in the task environment. While all mapping hypotheses are considered, leveraging
mapping assistance helps (i) prune the hypothesis space after each assist, (ii) prune the
feature set space, and (iii) re-evaluate the remaining mapping hypotheses to produce a
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mapping prediction.
The results (Figures 4.5 - 4.7) indicate that using mapping assistance increases the
robot’s likelihood of predicting a correct mapping quickly. Even when mapping assistance
is only used to prune the hypothesis space, as shown in the Hypothesis Pruning results in the
simulated evaluation, the robot’s likelihood of selecting a correct mapping is dramatically
increased over that of choosing an object mapping at random. The MbD algorithm provides
further benefit by inferring additional information from the assistance; rather than only use
the mapping assist to prune the hypothesis space, it is also used to infer the feature(s) on
which mapping may be performed. This benefit is especially evident as the hypothesis
space increases. Particularly, Figure 4.7 shows that in the 7-object task (the category of
mapping problems with the largest hypothesis space), the MbD algorithm correctly solves
significantly more problems within the first 1-4 assists than either the Hypothesis Pruning
or Random Mapping baselines.
The two perceived tasks (sorting and assembly) demonstrate the use of MbD on phys-
ical tasks such as those a robot would need to encounter. By assisting the robot with the
initial steps of a task in the target environment, the robot would be able to complete the rest
of the task autonomously once it has inferred a correct mapping. The cleaning and sorting
task described in Section 4.3.1 would consist of at least two steps per object (clean dish x,
put dish x away), resulting in a task containing a total of 14 steps. Only one mapping assist
was needed for the robot to predict a correct mapping; as a result, the robot requires map-
ping assistance only during the first step of the cleaning and sorting task (shown in bold in
Figure 4.8(b)), and would be able to execute the remaining 13 steps autonomously. Sim-
ilarly, the assembly task described in Section 4.3.1 would consist of two steps per object
(pick up part x, install part x), resulting in a task containing 12 steps. Three mapping assists
were needed for the robot to predict the correct mapping; as such, the robot requires assis-
tance only during the first five steps of the assembly task (shown in bold in Figure 4.9(b)),
and would be able to execute the remaining seven steps autonomously.
76
Scaling Considerations
Two variables affect the scalability of the MbD algorithm: the number of objects that are to
be mapped, and the number of features that are considered when evaluating each mapping
hypothesis. As Figures 4.5 - 4.7 indicate, as the number of objects to map increases, more
assists are needed in order to converge on the correct mapping hypothesis. We expect this
trend to continue for problems containing n > 7 objects. Additionally, the initialization
of the n x n x 7 evaluation matrix E (described in Sec. 4.2.3) will increase factorially
with n, and linearly with the number of features (in our evaluation, 7 features were used).
Following initialization, this matrix is only updated for relative features (e.g. hue-shift and
size-shift similarity).
In a practical application of this algorithm, we expect its scalability to be most chal-
lenged in noisy real-world environments, when there are objects that are visible to the robot
(and thus increase the complexity of the mapping problem) but irrelevant to the task. For
example, a robot that is sorting dishes in a kitchen cabinet is likely to observe other kitchen
objects that are unrelated to the sorting task. The MbD algorithm could still be applied to
these types of scenarios by considering correspondences between irrelevant objects in its
mapping hypotheses; however, this would be an inefficient application of the algorithm. A
more efficient approach would be to separate the filtering problem from mapping, using a
more suitable algorithm for object filtering so that mapping can be performed only on ob-
jects known to be relevant to the context of the task. In the sorting task scenario, this would
result in only dish objects remaining after performing the filtering step, such that mapping
can then be performed within the context of objects relevant to the dish sorting task.
While we have limited the scope of this work to n-to-n mapping, this filtering problem
also poses an example of how some m-to-n mapping problems may be reduced to an n-to-n
problem. In this example, the m − n additional objects are distractor objects that are not
relevant to the task, and thus should not be included in the object mapping. Filtering these
objects prior to mapping reduces it to an n-to-n problem. Similarly, for m-to-n problems
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in which multiple objects in the source environment map onto a single object in the target
environment (or vice-versa), objects may be clustered prior to mapping to reduce it to an n-
to-n problem. An additional approach, albeit potentially computationally-expensive, would
be to perform mapping for each n-to-n subset of the original m-to-n problem, selecting the
mapping which results in the best evaluation score overall. Since the cause of the additional
objects is contextual (such as whether it is due to the presence of distractor objects or object
composition/decomposition), we leave this problem of m-to-n mapping to future work.
Finally, these results are obtained using simulated assistance, and thus relies on the
assumption that mapping assistance is always correct. In a realistic interaction, however,
the robot would need to obtain this assistance from the human teacher. This introduces
several potential sources for error, such as mis-interpretation of the human teacher’s assis-
tance, or the teacher’s mis-interpretation of the task. In the next section, we evaluate the
MbD algorithm in the interactive context, and explore the effects of interaction error on the
algorithm’s performance.
4.4 Experiment 2: User Study Data Collection
We now explore the interactive use case of the MbD algorithm. We collect interaction
data from a user study consisting of the demonstration and assistance phases described in
Section 4.2, collecting mapping assistance from the study participant for every step of the
task. We later perform an offline evaluation of the remaining two phases of our approach,
mapping inference and the confidence-based stopping condition, in Sections 4.4.3-4.5. Col-
lecting the participants’ assistance with every step of the task allows us to later analyze (i)
whether the mapping assistance provided by participants could be used to infer the correct
object mapping, (ii) the minimum number of assistance requests which were necessary to
correctly infer the object mapping, and (iii) the robot’s ability to evaluate the confidence of
its inferred object mapping.
Eleven participants were recruited from a university campus, each teaching the robot
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(a) Stacking: Source and Target Environments
(b) Sorting: Source and Target Environments
(c) Lunch: Source and Target Environments
Figure 4.10: Objects in source and target environments for each task. Figures are best
viewed in color.
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three pick-and-place tasks (as in Figure 4.4). A recording error occurred during one par-
ticipant’s interaction, and so data from 10 of the participants (8 male, 2 female) could be
utilized. To begin, we guided each participant through moving the robot’s arm to a series
of poses to gain familiarity with the arm’s joint configuration, and then through demon-
strating an example pick-and-place task to gain familiarity with trajectory demonstrations.
The robot perceived its workspace with a RGBD camera, and received demonstrations and
manipulated objects using a 6 degree-of-freedom Kinova Jaco2 arm and a Robotiq-85 grip-
per. A Wizard of Oz interface was used for gesture interpretation, indicating to the robot
which object the participant handed to it, and which object the participant then pointed to.
A similar interface was used for speech recognition to toggle opening/closing the robot’s
gripper when verbally indicated by the participant.
80
4.4.1 Obtaining Demonstrations and Assistance from Interaction
In the first phase, the demonstration phase, the robot first observed its environment, record-
ing the features of all objects present. Participants then physically guided the robot’s arm
to complete the task (as shown in Figure 4.4a), verbally indicating when the robot should
open or close its gripper. After the demonstration, the robot’s arm was placed into a tucked
pose while the workspace was cleared.
In the second phase, the assistance phase, the tabletop contained the target environment
objects to be used to repeat the task. The robot again recorded the features of all objects
present. After observing the environment, the robot moved its arm to a location centered
above the workspace (shown in Figure 4.4b), asking “What do I use now?”. Participants
were instructed to place the first object used for the task in the robot’s gripper. After grasp-
ing the object, the robot asked the participant “Where do I go next?”, to which participants
were to respond by pointing at the location where the object was to be placed (as shown in
Figure 4.4c). The robot then placed the object at the indicated location, and then returned
to the central location shown in Figure 4.4b. While not all mapping assists are necessary
for the robot to infer the correct object mapping, we recorded mapping assistance for all
steps of the task in order to evaluate performance after each assist; as a result, the process
of requesting an object, requesting a goal location, and placing the object was repeated
until all task steps were completed successfully.
4.4.2 Evaluation Tasks
Participants performed both the demonstration and assistance phases for three fully-ordered
pick-and-place tasks. These task explore several variables outlined in Table 4.4. In a stack-
ing task, participants were instructed to teach the robot to stack the source and target ob-
jects (left and right images in Fig. 4.10a, respectively) one at a time. Objects in the source
and target environment were obtained from the same object set, and thus had similar fea-
ture values (e.g. object dimensions and hue). In a sorting task, participants were to teach
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Figure 4.11: Number of correct mappings inferred within n assists for each task. Perfor-
mance at 0 assists represents the unguided baseline, and maximum # of assists (k=6 or k=8)
represents the task relearning baseline. In 9 of 10 stacking tasks, assistance was needed for
at most 2 steps (1/4 of the total number of task steps) before the correct mapping was in-
ferred. In 9 of 10 sorting tasks, assistance was needed for at most 3 steps (1/2 of the total
number of task steps). In the lunch task, assistance was not necessary to correctly infer the
mapping in all 10 task instances.
the robot to sort cups into a red, green, and blue stack (in that order), and then assist the
robot in sorting bowls in the same order (Fig. 4.10b). The source and target objects were
obtained from different object sets (cups and bowls). This task has eight possible correct
mappings, since either blue cup may be correctly mapped to either blue bowl, either green
cup may be mapped to either green bowl, and either red cup may be mapped to either red
bowl. Finally, in a lunch-packing task, participants were to teach the robot to pack the
drink, fruit, and stack items into the lunch bag (Fig. 4.10c), in that order. Later, participants
were to assist the robot in packing the second set of lunch items in the same order. This
task uses the most realistic objects, where objects within each environment were obtained
from different sources (and thus the most likely to differ in their perceptual features). The
initial object configurations were varied such that the initial configuration of objects in the
source and target environments differed from one participant to the next.
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4.4.3 Evaluating Interactive Mapping on Physical Robot
After recording all mapping assists during the assistance phase, we provided each assist to
the object mapping algorithm incrementally in an offline evaluation. We evaluated perfor-
mance according to two criteria: (1) correctness at assist k was measured based on the
number of mappings correctly predicted with ≤ k assists, and (2) interaction efficiency
was measured as the number of interactions needed to infer the correct mapping. We com-
pared the results of the human-guided mapping approach to two baseline methods: (1)
“unguided mapping” (Algorithm 2) where object mapping is performed without mapping
assistance, and (2) “task relearning” where we record the theoretical performance if the
teacher were to repeat the task demonstration in the target environment. We use this second
baseline as a performance upper bound, assuming that relearning the task would require the
same number of steps as was recorded in each participant’s original task demonstration, and
that it would result in perfect execution of the task in the target environment.
Algorithm 2 Unguided Mapping Algorithm
1: function MAPPINGINTERACTION(S)
2: T ← observeEnvironment()
3: M ← initializeHypothesisSpace(S, T )
4: F ← initializeFeatureSpace()
5: F ← pruneFeatureSpace(F , S)




We first identify the worst-case performance of human-guided object mapping; that is,
for each task, we find the upper-bound k number of assists such that the algorithm’s best
performance is reached with 0 ≤ n ≤ k assists on all instances of that task. These results
are recorded in Figure 4.11. The unguided mapping baseline is represented as the results
at 0 assists. The results of human-guided mapping is represented as its performance within
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Table 4.5: Interaction Results
Task # of demos inexpected order




Stacking 6/10 7/10 4/10
Sorting 6/10 6/10 5/10
Lunch 8/10 10/10 8/10
assists 1-3; results after assists 3 are not shown because performance did not improve after
the third assist. Task relearning is represented as expected performance after the number of
steps that would need to be demonstrated for the task (6 or 8 steps, depending on the task).
Efficiency Implications Figure 4.11 indicates that the human-guided method achieved its
highest performance for the lunch-packing task without any additional assistance, highest
performance for the stacking task with at most two assists, and highest performance for
the sorting task at most three assists. Its performance for the stacking and sorting tasks
resulted in approximately 1.3x and 2.25x as many correct mappings, respectively, as the
unguided method. For the lunch-packing task, the unguided mapping algorithm was able
to perform perfectly, since there was a clear similarity between the objects’ affordance and
property features in the two environments, and little similarity between other features.
Overall, these results indicate that a robot using the human-guided mapping algorithm
in real-time would require only modest assistance to infer the correct mapping and repeat
the rest of the task autonomously. For 9/10 instances of the stacking task (consisting of 8
steps) the robot would only need assistance with at most 25% of the task (2 steps) to target
the correct objects autonomously in the remaining 75% of the task. Similarly for 9/10
instances of the sorting task (consisting of 6 steps) the robot would need assistance with
the first 50% of the task (3 steps) at most to target the remaining objects autonomously.
Note that in a typical case, the robot would need even fewer assists (discussed in Sec. 4.5).
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Interaction Results
Next, we specifically analyze the human teacher’s interactions with the robot during the
demonstration and assistance phases. While the results in Sec. 4.4.3 indicate that the map-
ping algorithm is able to efficiently infer the correct object mapping from assistance, there
were several instances in which the teacher did not provide the expected assistance. Ta-
ble 4.5 lists the number of demonstrations in which the task was recorded in the expected
order in its entirety. In the remaining demonstrations, the objects used in each task step was
either (i) unclear to the robot for a particular step (and thus the wrong object was recorded
for that step), or (ii) provided to the robot in the wrong order by the human teacher’s
demonstration. Similarly, the second column lists the number of assists that were provided
in the expected order during the assistance phase. The last column indicates the number of
task instances in which the demonstration and assistance were provided and recorded in a
consistent order. Overall, 43.3% of task instances had at least one inconsistency between
the demonstration and assistance orderings, despite the task order being specified prior to
the demonstration and assistance phases.
4.4.4 Effects of User Study Data on Algorithm Performance
We now discuss three implications of the inconsistencies between demonstration and assis-
tance orderings: (1) their effect on mapping results, (2) the increased error risk incurred by
interactive assistance, and (3) proposed strategies for reducing the number of inconsistent
assists.
Effect on Mapping Results
There were two sources of error which led to inconsistencies between the demonstration
and assistance: recording errors and interaction errors. As an example of an interaction
error, the very first mapping assist for a sorting task was provided in the wrong order, after
which the mapping algorithm was unable to recover despite receiving additional assistance
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(still resulting in 9/10 performance at k=3 assists, compared to the hypothetical 10/10 per-
formance expected with the relearning upper-bound baseline shown at k=6).
As an example of a recording error, one participant demonstrated the stacking task by
having the robot first move the largest, yellow cup to a central location, and then move
all other cups to the yellow cup in its new location. Since the objects were moved to a
location which the robot did not record during the initial observation, it recorded the task
steps as stacking the cups into the wrong object, leading to incorrect mapping assistance
being recorded.
Additional recording errors may occur as a result of mis-classifying semantic features
(e.g. object affordances and properties). While these semantic features were manually
defined in our evaluation, we expect that these features could be derived from a knowledge
base or visual classifier, which may introduce additional error depending on how well they
are suited/trained for the target domain. In tasks where objects should be mapped based on
a particular semantic feature, this error could result in an incorrect mapping being selected
if that feature is mis-classified or missing from the knowledge base.
Increased Error Risk
The effects of inconsistent assistance presents a downside to relying on assistance from the
human teacher for object mapping: as the robot requests more assistance, the potential for
incorrect assistance increases. Figure 4.13 illustrates this tradeoff; the number of correct
mappings increases (or remains stable) with the increase in the number of assists, until a
point at which the additional (incorrect) assistance actually causes the number of correct
mappings to decrease.
We observe that this tradeoff does not occur when the algorithm is performed over a
“consistent dataset”: the subset of data in which the demonstration and all assistance were
provided and recorded in a fully-consistent order (4 instances of stacking, 5 instances of
sorting, and 8 instances of lunch-packing). Rather, we observe that it correctly infers the
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object mapping in all 17 of these instances, and that the algorithm performance does not
decrease with additional assistance (in contrast to Fig. 4.13).
Thus, one method of addressing this tradeoff is to request just enough assistance for
the robot to maximize mapping performance, while also minimizing the risk of receiving
incorrect assistance. Our third experiment demonstrates a confidence-based threshold that
aims to achieve this balance. While limiting the amount of assistance reduces the opportu-
nity for error caused by inconsistent assistance, it does not eliminate it; interaction errors
that occur early in the task would still cause the algorithm to converge quickly on the wrong
mapping hypothesis.
Guidelines for Interactive Assistance
The consistent-dataset results suggest that performance could be further improved by refin-
ing the interaction to reduce the teacher’s likelihood of providing inconsistent assistance.
We note three factors for future work: (i) ensuring that the task constraints (including the
task ordering) are clear to the teacher, (ii) maintaining consistency between the source and
target task orderings, and (iii) ignoring mistaken or redundant mapping assists.
Clarifying task constraints Regarding the first point, the teacher’s understanding of the
robot’s limitations will affect the order in which they demonstrate the task, such as the
robot’s inability to observe the cup being moved to another location, or attempting to pick
up multiple objects while the robot’s gripper can only accommodate one. One solution
to this challenge is to provide a visual list specifying the order in which object should be
used in order to successfully complete the task. Another solution is for the teacher to be
provided with practice trials of the task in order to become more familiar with it and better
understand the task ordering constraints. This would also serve to address errors caused by
the teacher mistakenly repeating the task in a different order than originally demonstrated.
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Reducing inconsistent assistance Providing additional transparency into the robot’s rea-
soning process may also reduce these errors. While assistance is currently provided by the
teacher via gestures, it may be beneficial for the teacher to be able to correct perceptual
and/or interaction errors via another interaction method, such as speech (e.g. verbally
indicating when to discard the previous assist) or a graphical interface (e.g. a visual repre-
sentation of the assistance provided so far). One may also consider an alternate framework
for obtaining assistance, in which the robot attempts to complete the task using its currently
highest-ranked mapping hypothesis; the teacher would then provide assistance by interrupt-
ing and correcting the robot’s motion, after which the robot would record the correction as
an assist and re-rank its mapping hypotheses accordingly.
Accounting for noisy assistance Finally, the robot may need to account for “noise” in
the teacher’s assistance. When providing the robot with mapping assistance, the robot may
fail to grasp the intended object, or the teacher may change his or her mind about which
object should be used next in the task. In either case, the robot should record the teacher’s
corrective actions, rather than record the mistakes as assistance. This could be enabled by
providing an interaction method for overwriting past actions or assistance (such as a speech
command the teacher can use to indicate that they want to repeat a particular step of the
task).
We also note that the use of assistance is intended to lower the teacher’s effort in com-
parison to giving a full demonstration, by (i) using a simpler form of interaction (indicating
an object rather than re-demonstrating a full task motion) and (ii) requiring interaction
during only a subset of the task. An additional direction for future work is to explicitly
measure the difference in perceived cognitive effort when providing assistance versus a
full re-demonstration.
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Figure 4.12: As the confidence threshold value increases, so does the number of assists
needed to attain that threshold
Figure 4.13: Performance initially increases after assistance, but later decreases with fur-
ther assistance
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Figure 4.14: Relationship between confidence threshold (x-axis), average # of assists (bot-
tom lines, sourced from Fig. 4.12), and performance (top lines). Threshold of 0.02 (dashed
line) maximizes performance and minimizes number of assists.
Figure 4.15: With optimal threshold value (0.02), confident guided (CG) method results
in high autonomy and mapping correctness, compared with unguided (UG) and relearning
(RD) baselines.
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4.5 Experiment 3: Confidence-based Stopping Condition
The previous experiment presented a tradeoff between mapping performance and increased
assistance. One solution to this tradeoff is for the robot to request just enough assistance to
maximize mapping performance, while also minimizing the risk of receiving incorrect as-
sistance. Minimizing the number of assists requested by the robot thus serves two purposes:
(i) increasing the robot’s autonomy, and (ii) reducing the possibility of error introduced via
incorrect mapping assistance. We now evaluate the confidence-based threshold described
in Section 4.2.4, considering the number of assists which are needed to maximize map-
ping performance when the number of assists is variable and based on mapping confidence
(rather than identify an upper bound as in Sec. 4.4.3). Confidence values (and thus the
decision margin between them) are within the range [0.0, 1.0]. We analyze performance at
a range of confidence thresholds between [0.0, 0.25].
We observe the effect of confidence thresholding on mapping performance in two steps.
First, changing the confidence threshold affects the number of mapping assists which are
needed for the robot to reach that confidence threshold. Thus, as the confidence threshold
increases, the number of requested mapping assists also increases, as seen in Fig. 4.12.
The confidence threshold has a second effect: as more mapping assists are needed in order
to attain the confidence threshold, the performance of the human-guided mapping algo-
rithm also changes in response to the additional assists as shown in Fig. 4.13. Fig. 4.14
illustrates the resulting relation between the confidence threshold and the mapping algo-
rithm’s performance. The optimal confidence threshold (c=0.02) is indicated by the dashed
line, and maximizes the algorithm’s performance (the line charts at the top of Fig. 4.14)
while minimizing the number of assists needed to attain that performance (the line charts
at the bottom of Fig. 4.14). Finally, we compare the performance of (i) human-guided
mapping using this optimal confidence threshold and (ii) the unguided and relearning base-
lines. Fig. 4.15 demonstrates how confident human-guided object mapping maximizes
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average autonomy and correctness across the three tasks, whereas the relearning baseline
minimizes the robot’s autonomy and the unguided baseline provides fewer correct mapping
results on average.
4.5.1 Autonomy and Performance Implications of Confidence-Guided Mapping
Applying this threshold to real-time object mapping would enable the robot to repeat the
rest of the task autonomously. In Sec. 4.4.3, we discussed the maximum number of assists
needed to maximize the human-guided mapping algorithm’s results. However, the results
from implementing a confidence-based stopping condition on our evaluation data indicate
that even fewer assists are necessary in a typical mapping problem. Our results indicate
that with a properly selected confidence threshold, the robot could infer the correct ob-
ject mapping in 93.3% of problems and requested 0 or 1 assists in the average case, thus
maximizing both autonomy and correctness. Further evaluation should test whether this
confidence threshold is generalizable across a wider variety of tasks, or is dependent on a
particular feature of the task (e.g. overall object similarity, or number of object features
under consideration).
4.6 Summary
Without contextual knowledge about the task, such as a task-specific similarity metric for
object correspondences, the robot cannot reliably identify an object mapping for task trans-
fer. Prior work assumes that (i) the robot has access to multiple new demonstrations of the
task or that (ii) the primary features for object mapping have been specified. Our method
does not make either assumption; rather than requiring additional demonstrations of the
task, it uses limited, structured interaction with a human teacher. Additionally, by having
human teachers provide mapping assistance by indicating objects (rather than describing
features), we mitigate the need for teachers to have knowledge of which features the robot
can observe, or how to express feature values.
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Our simulated evaluation (published in [85]) demonstrates how the use of mapping
assistance quickly reduces the mapping problem complexity, enabling the correct mapping
to be identified within a small number of assists. The aim of our interactive evaluation
(published in [86]) was to test whether (i) participants could provide mapping assistance
through natural interaction with the robot and its environment, (ii) the robot could record
the objects involved in each step of the task, and (iii) the mapping assistance provided by
participants could be used to efficiently infer the correct object mapping. The evaluation
results demonstrate that by incorporating human interaction, our human-guided mapping
approach meets these criteria, while providing mapping predictions that are accurate, con-
fident, and obtained through a limited number of additional interactions with the human
teacher. Finally, we have demonstrated how a confidence-based stopping condition can be
used to moderate the robot’s interaction with the human teacher, and thus find a balance
between autonomy and interaction.
4.6.1 Key Contributions and Insights
This chapter presents the first algorithm that addresses task-dependent object map-
ping. We have introduced the Mapping by Demonstration algorithm: an interactive ap-
proach to solving situated mapping problems on a physical robot. In evaluating this ap-
proach, we have analyzed (i) how well it performs using assistance from an oracle, (ii) how
it is affected by assistance obtained from interaction with human teachers, and (iii) how
the robot should moderate its interaction with the teacher in order to maximize its mapping
performance and autonomy. This analysis resulted in the following key findings:
Insight #1: The number of possible object mappings increases quickly with the problem
size (e.g. number of objects). As the problem space grows, it becomes increasingly
important to use interaction data in multiple ways: first by pruning the set of mapping
hypotheses, and second, by inferring the task-specific similarity function that may be used
to rank the remaining mapping hypotheses.
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Insight #2: While interactive assistance is effective in providing grounded mapping
data, it also introduces opportunity for errors to be introduced at several stages of the
interaction (e.g. perceptual errors in recording the assistance, or mismatches in the robot’s
and human’s task models).
Insight #3: The robot’s mapping performance is optimized when it uses a confidence-
guided metric to moderate the number of assists it requests from the teacher. This
provides two benefits. First, it minimizes the number of interactions needed to confidently
predict the remainder of the object mapping, and thus reduces the likelihood that one of
those interactions results in erroneous data. Second, by limiting the number of interactions
to those necessary to infer the remainder of the object mapping, the robot’s own autonomy
is maximized.
4.6.2 Open Questions
This chapter addresses transfer problems in which a mapping between source and target
objects is sufficient to ground the task in a target environment. An underlying assumption of
this work is that once the appropriate object mapping is identified, the robot can manipulate
the target objects in the same way as it originally learned for the source objects. For the
tasks we evaluated in this chapter (e.g. pick-and-place tasks), this assumption holds true.
However, it is easy to imagine transfer problems in which this is not the case. A new
object may impose constraints that were not present with the source object, such as re-
placing a closed soda can with an open glass; this object replacement also introduces the
constraint of keeping the glass upright, where this constraint did not exist for the original
can. Additionally, an object replacement may affect the relationship between the robot’s
end-effector and other objects in its environment; for example, if the robot uses one ob-
ject to manipulate another, any change in the first object may affect the robot’s ability to
manipulate the second object.
These transfer problems require not just a mapping between object labels, but also an
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action mapping that dictates how the robot’s trajectory execution should be adjusted to




HUMAN-GUIDED TRAJECTORY ADAPTATION VIA CORRECTIONS
When transferring a task to an environment containing new objects, it is essential to con-
sider the relationship between the new objects and the task goals. For some object replace-
ments, such as those discussed in the previous chapter, it is sufficient for the robot to know
which objects to manipulate throughout the task and when to use them. We now discuss
transfer problems in which replacing one or more objects also affects how the robot should
manipulate them. Whereas Chapter 4 introduced a method of obtaining an object mapping
to enable transfer, we now discuss the need for an action mapping between the robot’s tra-
jectory when manipulating a source object and when manipulating the corresponding target
object. Figure 5.1 illustrates the role of this chapter within the thesis as a whole.
A prime example of transfer occurs when replacing a tool that the robot uses to com-
plete a task. A robot situated in human environments will encounter environments and
tasks suited for human capabilities, and thus it is important for a robot to be able to use
human tools [87]. While a robot can easily learn to complete a new task with a new tool
via demonstrations by a human teacher, the demonstration(s) provided for that tool cannot
prepare the robot for all variations of that tool it is likely to encounter. These variations
can range from different tool dimensions (e.g. different sized spoons, hammers, and screw-
drivers) to tool replacements when a typical tool is not available (e.g. using a measuring
cup instead of a ladle, or a rock instead of a hammer). An additional challenge is that
tools are often used to manipulate other objects in the robot’s environment; the shape of a
tool alters its effect on its environment [41], and thus a tool replacement may necessitate a
change in the manipulation of that tool in order to achieve the same task goal [73].
Tools are common in human life, and thus, a robot that operates in human environments
is likely to encounter situations in which it needs to use tools as well. As a result, the re-
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Figure 5.1: We now focus on a second category of transfer problems, highlighted in green:
those in which an object replacement requires a change in the robot’s trajectory in order to
manipulate the new tool.
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placement tool practically alters the robot’s end-effector, with the exact alteration unknown
to the robot.
Effects of Tool Replacement on Task Transfer Although some tools are flexible, many
have a rigid structure that results in the tool affecting task execution in two ways: (1) a task
is performed with respect to a particular acting surface of that tool (which we refer to as
the tooltip), and (2) there is a fixed relationship between the robot’s gripper and the tooltip.
By learning the relationship between the robot’s gripper trajectories when performing the
same task with two different tools, our approach aims to learn the relationship between the
tools themselves and how they are used in the context of that task. Once this relationship is
learned, the robot can apply it to reuse previously-learned task models with the new tool.
While the relationship between the robot’s gripper and the tooltip is static, modeling
the relationship between the tooltip and the robot’s motion is challenging. In general, one
would expect to be able to solve this problem by modifying the trajectory so that the tooltip
of the new tool followed the same path as the tooltip of the original tool. However, there
are several key challenges to this approach. First, the problem of identifying the tooltip is
non-trivial due to ambiguities, such as how any point of a cup’s rim may be the tooltip for
a pouring action. Second, a different tooltip may be used depending on the task, such as
how the rim of a ladle is used for scooping, while the back of the scoop can be used to push
or pull another object away. As a result, the action mapping learned for one class of tasks
(e.g. pushing or scooping) may not be applicable to other tasks completed with the same
tool. Additionally, some parts of a task are under-constrained (such as the robot moving a
measuring cup toward a bowl), whereas other parts of the same task are constrained with
respect to the tooltip (such as the edge of the measuring cup when pouring it).
Modeling Interactive Corrections An advantage of Learning from Demonstration is
that the robot can quickly receive new demonstrations [10, 11] for a new tool variation by
having the teacher physically guide it to repeat the task with the new tool. A more efficient
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approach, however, would be for the robot to learn about the relationships between tools,
such that this relationship can be extended to transfer multiple task models to be reused
with the new tool.
Due to the unstructured nature of task demonstrations, the original and new demon-
strations may vary in ways that do not reflect accommodations necessary to repeat the task
using the new tool. Interactive corrections have been shown to be effective interface for
adapting a previously-learned task model [22, 23, 24]. We leverage this form of interaction
for tool transfer. In doing so, we minimize the distance between the original and corrected
goal poses throughout the task, thus increasing the likelihood that these corrections reflect
only the trajectory changes necessary for the new tool.
In this chapter, we introduce an algorithm for transfer by correction: an interactive
approach to learning the relationship between tools such that tasks learned using one tool
(such as in Figure 5.2a) can quickly be transferred to utilize a new tool (Figure 5.2c). The
robot interacts with a human teacher to receive corrections when repeating a known task
with a new tool, pausing to enable the teacher to correct the position and orientation of its
gripper throughout the task (e.g. to correct a collision, or correct its location with respect
to a target object). The algorithm then represents these corrections according to two tool
transform models in order to identify the pose transformation that is most consistent across
corrections.
Our results, first presented in [88], indicate that the tool transform models learned from
one episode of task corrections can be used effectively to model the relationship between
the source and replacement tool, enabling it to achieve high performance in 83% of
tool/task combinations. Furthermore, we test the generalizability of the learned trans-
formation to additional tasks (such as in Figure 5.2d), and find that the tool transform
model improves transfer performance in 27.8% of across-task evaluations, and 41% of
across-task evaluations in which the source and replacement tool share similarities in their
tooltips. Overall, our work in this chapter demonstrates that (i) we can effectively model
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the transforms between tools using interactive corrections, and (ii) the transform can be
generalized to other tasks providing a similar context for the new tool, without additional
corrections, nor any training on those tool-task combinations.
5.1 Problem Definition
Suppose that for a particular task, there exists a transfer function φba that transforms pose




We assume that each demonstration consists of a series of keyframes [13]. The robot re-
ceives corrections by executing a trajectory planned using the original task model, pausing
after a time interval defined by the keyframe timings set during the original demonstration.
The teacher then moves the robot’s gripper to the correct position, after which the robot
resumes task execution for the next time interval, repeating the correction process until the
entire task is complete. Each resulting correction at interval i consists of the original pose
Cia (using tool a) and the corrected pose C
i
b (using new tool b) at keyframe i. A collection















Each corrected pose Cib provides a sample of the transfer function value with the origi-










Figure 5.2: The robot receives demonstrations of sweeping (a) and hooking (b) tasks using
the first tool (a paintbrush). After receiving corrections of the sweeping task (c) using a new
tool (a short scrub-brush), the robot uses these corrections to complete an undemonstrated
tool-task combination: hooking the box with the scrub-brush (d).
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We assume ε is sampled from a Gaussian noise model for each axis n ∈ [1 . . . 6] of the
6D end-effector pose. Our aim is to learn a transfer function φ that optimally reflects the
task constraints, using a correction matrix C. In this chapter, our research questions are as
follows:
1. How can we learn φ for a particular task from C containing sparse, noisy corrections?
2. Under what conditions can the φ learned from corrections on one task be used to
transfer other known tasks to the same replacement tool? What characteristics of the
tool and task predict whether a previously-learned φ can be applied?
5.2 Approach: Transfer by Correction
Given a task trajectory T for tool a consisting of a series of t poses in task space such
that T = [p0,p1, . . . ,pt], we transform each pose individually for tool b. Representing
an original pose for tool a in terms of its 3 x 1 translational vector ta and 4 x 1 rotational





ta + t̂, ra · r̂
〉
(5.4)
Here, ra · r̂ refers to the Hamilton product between the two quaternions. The goal
is now to estimate the optimal rotational r̂ and translational t̂ transformation components
from the corrections matrix C, and then apply these transformations to the trajectory T.
Our approach addresses this goal by (1) modeling C, particularly the relationship between
each correction’s translational and rotational components, (2) sampling a typical transla-
tional transformation t̂ and rotational transformation r̂ from this transform model, and (3)
applying t̂ and r̂ to transform each pose in the task trajectory according to Equation 5.4.
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(a) Orientation constraint (b) Tooltip constraint
Figure 5.3: Poses meeting the same orientation constraint share similar orientations but
vary more in their position, whereas poses meeting the same tooltip constraint rotate around
the tooltip.
5.2.1 Task Constraints
We observe that corrections indicate constraints of the tooltip’s position and/or orienta-
tion, and that these constraints are reflected in the relationship between the translation and
rotation components of each correction. Broadly, each correction may primarily indicate:
• An unconstrained point in the trajectory, and thus should be omitted from the tool
transform model.
• An orientation constraint, where the rotation of the tooltip (and thus the end effector)
is constrained more than its position (e.g. hooking a box is constrained more by the
orientation of the hook than its position, as in Fig 5.3a).
• A tooltip constraint, where the position of the tooltip is constrained more than its
rotation (e.g. sweeping a surface with a brush). Note that the tooltip position is the
center of this constraint rather than the end-effector itself, and thus the range of valid
103
end-effector positions forms an arc around the tooltip, and its orientation remains
angled toward the tooltip (e.g. Fig 5.3b).
We define two tool transform models, each reflecting either orientation or tooltip con-
straints. We fit the corrections matrix to each tool transform model, using RANSAC [89]
to iteratively estimate the parameters of each model while discarding outlier and uncon-
strained correction data points. Each iteration involves (i) fitting parameter values to a
sample of n datapoints, (ii) identifying a set of inlier points that also fit those model pa-
rameters within an error bound of ε, and (iii) storing the parameter values if the inlier set
represents a ratio of the dataset > d. The RANSAC algorithm relies on a method for fitting
parameters to the sample data, and a distance metric for a datapoint based on the model
parameters. These are not defined by the RANSAC algorithm, and so we specify the pa-
rameterization and distance metric according to the tool transform model used, which we
describe more in the following sections. We define an additional method to convert the
best-fitting parameters following RANSAC completion into a typical transform that can be
applied to poses.
5.2.2 Linear Tool Transform Model
Based on the orientation constraint type, we first consider a linear model for correction
data, where corrections fitting this model share a linear relationship between the transla-
tional components of the corrections, while maintaining a constant relationship between
the rotational components of corrections (visualized in Figure 5.4a). We model this linear
relationship as a series of coefficients obtained by applying PCA to reduce the 3D position
corrections to a 1D space.
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(a) (b)
Figure 5.4: Each plot represents one set of corrections for a task. The position of each arrow
represents the change in < x, y > position, and points in the direction of the change in
orientation introduced by that correction. Orientation constraints can be seen in (a), where
the majority of corrections on this tool have low variance in their orientation, but higher
variance in their x-y position. Tooltip constraints can be seen in (b), where the majority of
corrections arc around a singular center of rotation, and orientation is dependent on the x-y
position. Unconstrained keyframes (colored grey) are located near (0,0).
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RANSAC Algorithm Parameters





with desired confidence p = 0.99 and estimated inlier ratiow = 0.5. Additional parameters
are as follows: n = 2 is the number of data points sampled at each RANSAC iteration,
ε = 0.01 is the error threshold used to determine whether a data point fits the model, and
d = 0.5 is the minimum ratio between inlier and outlier data points in order for the model
to be retained.
Model Parameter Fitting
Model fitting during each iteration of RANSAC consists of reducing the datapoints to a 1D
model using PCA, returning the mean translational correction and the coefficients for the
first principal component of the sample S:






where pt is the 3 x 1 translational difference indicated by the correction p, S is the subset
of the corrections matrix C sampled during one iteration of RANSAC such that S ⊂ C,




Each iteration of RANSAC calculates the total error over all data points fitting that itera-
tion’s model parameters. We define the error of a single correction datapoint p as the sum
of its reconstruction error and difference from the average orientation correction, given the
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current model parameters θ:







where x+ indicates the Moore-Penrose pseudo-inverse of a vector, pn is the unit vector
representing the orientation difference indicated by the correction p, qn is a unit vector in
the direction of the average rotation sampled from the model (defined in the next section),
and γ is the weight assigned to rotational error (γ = 1 in our evaluations).
Sampling Function
After RANSAC returns the optimal model parameters and corresponding set of inlier points
Î ⊂ C, the rotation and translation components of the transformation are sampled from the
















The solution to q for this maximization problem is the eigenvector corresponding to the
largest eigenvalue of M [90]. The sample translation t is the 3D offset corresponding to
the mean value z from the 1D projection space:







(pt − θ̂µ)T θ̂u (5.10)
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5.2.3 Rotational Tool Transform Model
We now consider a model for corrections reflecting a tooltip constraint, in which we make
the assumption that corrections indicate a constraint over the tool tip’s position. Since the
tool tip is offset from the end-effector, the position and rotation of the end-effector are con-
strained by each other such that the end-effector revolves around the tool tip (visualized
in Figure 5.4b). We model this relationship by identifying a center-of-rotation (and corre-
sponding rotation radius) for the tool tip, from which we can sample a valid end-effector
position and rotation.
RANSAC Algorithm Parameters
We use the same parameters for k, w, d as in the linear model. We sample n = 3 points
at each iteration, and use the error threshold ε = 0.25. We define functions for model
parameterization, error metrics, sampling, and variance in the following sections.
Model Parameter Fitting
We define the optimal model parameters for each iteration of RANSAC as the center-of-
rotation (and corresponding rotation radius) of that iteration’s samples S:
Θrotation(S) = 〈θc, θr〉 (5.11)
where θc is the position of the center-of-rotation that minimizes its distance from the in-
tersection of lines produced from the position and orientation of each correction sample:






where ai and ni are the position and unit direction vectors, respectively, for sample i in S:
ai = [xi, yi, zi]
T ni =
(




Here, q1 · q2 refers to the Hamilton product between two quaternions, and q′ is the inverse
of the quaternion q:
q′ = [w, x, y, z]′T = [w,−x,−y,−z]T (5.14)
We solve for the center-of-rotation by adapting a method for identifying the least-
squares intersection of lines [91]. We consider each sample i to be a ray originating at
the point ai and pointing in the direction of ni. The center-of-rotation of a set of these rays
is thus the point that minimizes the distance between itself and each ray. We define this
distance as the piecewise function:
D(c; a,n) =
‖(c− a)− d · n‖2 if d > 0‖c− a‖2 otherwise (5.15)
where d is the distance between a and the projection of the candidate centerpoint c on the
ray:
d = (c− a)Tn (5.16)
We solve for θc using the SciPy implementation of the Levenberg-Marquardt method
for non-linear least-squares optimization, supplying Equation 5.15 as the cost function. We






‖ai − θc‖ (5.17)
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Error Function








Where dp is defined in Equation 5.16.
Sampling Function
After RANSAC returns the optimal model parameters and corresponding set of inlier points
Î ⊂ C, the rotation component of the transformation is first sampled using the “average”
rotation qc from θ̂c to all inlier points:









Where rp is the quaternion rotation between θ̂c and the position of p, defined by normaliz-
ing the quaternion consisting of the scalar and vector parts:
rp =
〈
‖a‖2 + baT ,bT × a
〉
(5.20)
a = pt − θ̂c b = [‖a‖, 0, 0] (5.21)
The optimal qc is the eigenvector corresponding to the largest eigenvalue of M ; this
represents the sampled rotation from θ̂c.
We then sample t by projecting the point at distance θ̂r from θ̂c in the direction of qc:
t = θ̂c +
[







Figure 5.5: Tools a-c were used to demonstrate the three tasks shown in Figure 5.6, later
transferred to use tools d-e. These tools exhibit a wide range of grasps, orientations, di-
mensions, and tooltip surfaces.
Where x1..3 indicates the 3 x 1 vector obtained by ommitting the first element of a 4 x
1 vector x. Finally, we return the sample consisting of the translation t and the normalized










θ̂r‖a‖+ baT ,bT × a
〉
(5.24)
a = θ̂c − t b = [θ̂r, 0, 0] (5.25)
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(a) (b) (c)
Figure 5.6: (a) Hooking task, (b) sweeping task, and (c) hammering task
5.2.4 Best-Fit Model Selection
The linear and rotational tool transform models represent two different relationships be-
tween the translational and rotational components of corrections. We now define a metric
for selecting between these two models based on how well they fit the correction data:
Ψ(C)best-fit =
Ψ(̂Il, θ̂l)linear if ∆linear < ∆rotationΨ(̂Ir, θ̂r)rotation otherwise (5.26)
Where Îl, θ̂l, Îr, θ̂r represent the optimal inlier points and parameter values from the linear
and rotational models, respectively. The fit of the linear model is calculated as its range of
values z projected in the model’s 1D space:
∆linear = range(z) z = {(pt − θ̂µ)T θ̂u|∀p ∈ Î} (5.27)
The fit of the rotational model is calculated as the range of unit vectors in the direction of















Figure 5.7: The robot receiving a demonstration of a hammering task
where rp is defined in Equation 5.20.
5.3 Evaluating Transfer by Correction
We evaluated the transfer by correction algorithm results on a 7-DOF Jaco2 arm equipped
with a Robotiq 85 gripper and mounted vertically on a table-top surface (pictured in Fig-
ure 5.7). Each evaluation configuration consisted of: (i) one task demonstration provided
using the source tool, (ii) the new, replacement tool, and (iii) one correction task (demon-
strated with the source tool, and used to obtain corrections with the replacement tool). We
describe data collection for each of these steps in the following sections.
5.3.1 Collecting Task Demonstrations
Three tasks (Figure 5.6) were demonstrated using three prototypical, “source” tools (Fig-
ure 5.5a-c), resulting in a total of 9 demonstrations. Demonstrations began with the arm
positioned in an initial configuration, and with the gripper already grasping the tool. Ob-
jects on the robot’s workspace were reset to the same initial position before every demon-
stration. We provided demonstrations by indicating keyframes [13] along the trajectory,
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each of which was reached by moving the robot’s arm to the intermediate pose. At each
keyframe, the 7D end effector pose was recorded; note that this is the pose of the joint
holding the tool, and not the pose of the tool-tip itself (since the tool-tip is unknown to
the robot). We provided one keyframe demonstration for each combination of tasks and
source tools in this manner, each demonstration consisting of 7-12 keyframes (depending
on the source tool used) for the sweeping task, 10-11 keyframes (depending on the source
tool used) for the hooking task, and 7 keyframes for the hammering task. Following each
demonstration, a Dynamic Movement Primitive (DMP) model [25, 27] was trained on the
recorded keyframe trajectory. DMPs represent a demonstration as a stable dynamical sys-
tem and are generalizable to variations in start and end pose constraints. We re-recorded the
demonstration if the trained DMP failed to repeat the demonstration task with the source
tool.
5.3.2 Recording Interactive Corrections
Following training, the arm was reset to its initial configuration, with the gripper already
grasping a new tool (Figure 5.5d-e). Objects on the robot’s workspace were reset to the
same initial position as in the demonstrations. The learned model was then used to plan
a trajectory in task-space, which was then converted into a joint-space trajectory using
TracIK [92] and executed, pausing at intervals defined by the keyframe timing used in
the original demonstration. When execution was paused, it remained paused until the arm
pose was confirmed. If no correction was necessary, the pose was confirmed immediately;
otherwise, the arm pose was first corrected by moving the arm to the correct position.
Two poses were recorded for each correction: (i) the original end-effector pose the arm
attempted to reach (regardless of whether the goal pose was reachable with the new tool),
and (ii) the end-effector pose following confirmation (regardless of whether a correction
was given). Trajectory execution then resumed from the arm’s current pose, following the
original task-space trajectory so that pose corrections were not propagated to the rest of
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the trajectory. This process continued until all keyframes were corrected and executed,
resulting in the correction matrix C (Equation 5.2).
5.3.3 Performance Measures
For each transfer execution, we measured performance according to a metric specific to the
task:
• Sweeping: The number of pom-poms swept off the surface of the yellow box.
• Hooking: The final distance between the box’s target position and the closest edge
of the box (measured in centimeters).
• Hammering: A binary metric of whether the peg was pressed any lower from its
initial position.
5.3.4 Within-task Transfer Results
Within-task performance measures the algorithm’s ability to model the corrections and per-
form the corrected task successfully. Transfer was performed using the transform model
learned from corrections on that same task/tool combination. For example, for the sweep-
ing task model learned using the hammer, corrections were provided on the replacement
tool (e.g. a mug) and then used to perform the sweeping task using that same mug. For
each source tool, we evaluated performance on all 3 tasks using each of the 2 replacement
objects, resulting in 18 sets of corrections (one for each combination of task, source tool,
and replacement tool) per tool transform model (linear and rotational).
Using the better-performing model resulted in≥ 85% of maximum task performance in
83% of cases. The better-performing model was selected using the best-fit metric in 72%
of cases. Figure 5.9 lists the percentage of transfer executions (using the best-fit model)
that achieve multiple performance thresholds, where best-fit results were recorded as the











































Figure 5.8: Results for within-task transfer using the scrub-brush or mug as the replacement
tool. Performance was measured according to the metrics in Section 5.3.3, scaled between
0-1.
Figure 5.9: Percentage of within-task transfer executions (selected by best-fit model) and
untransformed trajectories achieving various performance thresholds (defined as the % of
maximum performance metric for that task, described in Section 5.3.3)
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(a) Brush (b) Mug
Figure 5.10: Results for across-task transfer using the scrub-brush or mug as the replace-
ment tool. Performance was measured according to the metrics in Section 5.3.3, scaled
between 0-1.
We scaled the result of each transfer execution between 0 and 1, with 0 representing
the initial state of the task and 1 representing maximum performance according to the
metrics in Section 5.3.3. Figure 5.8 reports the performance distribution aggregated over
all tasks, transferred from each of the 3 source tools to either the scrub-brush (pictured in
Figure 5.5e, results in Figure 5.8a) or mug (pictured in Figure 5.5d, results in Figure 5.8b)
as the replacement tool. The mean performance results are reported in Figure 5.11a, with
darker cells indicating better performance. Overall, the transform returned using the best-fit
metric resulted in average performance of 6.9x and 5.9x that of the untransformed trajectory
when using the scrub-brush and mug, respectively, as replacement tools.
5.3.5 Across-task Transfer Results
Across-task transfer performance measures the generalizability of corrections learned on
one task when applied to a different task using the same tool, without having received
any corrections on that tool/task combination. For example, the hooking task was learned
using the hammer, and transferred to the mug using corrections obtained on the sweeping
task. We evaluated 36 total transfer executions (one per combination of demonstration task,
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(a) Mean performance of within-task transfer to the brush and mug replacement tools
over all 18 transfer executions for each tool.
(b) Mean performance of across-task transfer to the brush and mug replacement tools
over all 18 transfer executions for each tool.
(c) Mean performance of across-task transfer to the brush and mug replacement tools
over the subset of transfer executions in which the transformation between source and
correction tasks is similar for the source and replacement tool (10 executions for the
brush, 12 for the mug).
Figure 5.11: Mean performance for within-task, across-task, and a subset of across-task
transfer executions. Darker cells indicate higher average performance.
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source tool, correction task (distinct from the demonstration task), and replacement tool)
per tool transform model (linear and rotational).
Figure 5.10 reports the performance distribution aggregated over all tasks, transferred
from each of the 3 source tools to either the scrub-brush (Figure 5.10a) or mug (Fig-
ure 5.10b) as the replacement tool. The mean performance results are reported in Fig-
ure 5.11b, with darker cells indicating better performance. Overall, the transform returned
using the best-fit metric resulted in average performance of 1.6x and 0.94x that of the un-
transformed trajectory when using the scrub-brush and mug, respectively, as replacement
tools. The performance distribution is improved when using the transform learned from
corrections, resulting in 2.25x as many task executions achieving ≥ 25% of maximum task
performance.
In order to understand the conditions under which a transform can be reused success-
fully in the context of another task, we also report the mean performance results for a subset
of the across-task executions (Figure 5.11c). This subset consists of only the task execu-
tions where the relative orientation is the same between (i) the source tool’s tooltips used
for the source and target tasks and (ii) the replacement tool’s tooltips used for the same
two tasks. This subset consisted of 10 executions for the scrub-brush, and 12 for the mug.
Overall, for this subset of executions, the transform returned using the best-fit metric re-
sulted in average performance of 12.6x and 1.7x that of the untransformed trajectory when
using the scrub-brush and mug, respectively, as replacement tools.
5.4 Implications of Within- and Across-Task Transfer Results
Our within-task transfer evaluation tested whether we can model the transform between two
tools in the context of the same task (represented by the solid blue arrow in Figure 5.12)
using corrections. Our results indicate that one round of corrections is sufficient to indicate
this relationship between tools; collectively, the linear and rotational models achieved ≥
85% of maximum task performance in 83% of cases. Individually, the models selected
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Figure 5.12: Corrections indicate the transform from tool 1 to tool 2 for the same task
(indicated by the solid blue arrow). Our within-task transfer evaluation tested whether we
can use corrections to sufficiently model this relationship. Different tasks may use different
tooltips from the same tool (such as the different tooltips used to complete tasks 1 and 2).
Our across-task evaluation tests whether the transform learned from corrections (solid blue
arrow) can be reused as the transform between the two tools for another task (indicated by
the dashed blue arrow).
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by the best-fit metric achieved this performance threshold in 72% of cases. This indicates
that, in general, the fit of the model itself can be used to indicate the relationship between
end-effector position and orientation for a given tool/task combination.
Aside from analyzing high task performance, we are also interested in whether our ap-
proach enables graceful degradation; even if the robot is unable to complete the task fully
with a new tool, ideally it will still have learned a transform that enables partial completion
of the task. The results shown in Figure 5.9 demonstrate that Transfer by Correction offers
robust behavior such that even when it results in sub-optimal performance, it still meets
lower performance thresholds in nearly 90% of cases. In contrast, the untransformed base-
line does not meet lower performance thresholds, and thus produces all-or-nothing results
that lack robustness.
The primary benefit of modeling corrections (as opposed to re-learning the task for the
new tool) is two-fold: First, the robot learns a transformation that reflects how the task
has changed in response to the new tool, which is potentially generalizable to other tasks
(as we discuss next). We hypothesize that in future work, this learned transform could be
parameterized by features of the tool (after corrections on multiple tools). Second, since
we do not change the underlying task model, but instead apply the learned transform to
the resulting trajectory, the underlying task model is left unchanged. We expect that this
efficiency benefit would be most evident when transferring a more complex task model
trained over many demonstrations; rather than require more demonstrations with the new
tool in order to re-train the task model, the transform would be applied to the result of the
already-trained model.
We have also explored how well this transform generalizes to other tasks. Different
tooltips on the same tool may be used to achieve different tasks, such as how the end and
base of the paintbrush are used to perform sweeping and hammering tasks, respectively,
in Figure 5.12. While we do not explicitly model the relationship between tooltips on
the same tool (represented by the top grey arrow in Figure 5.12), they are inherent to the
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learned task models. A similar relationship exists for the replacement tool (represented
by the bottom grey arrow in Figure 5.12). Our across-task evaluation seeks to answer
whether the relationship between tools in the context of the first task (solid blue arrow)
can be reused for a second task (represented by the dashed blue arrow) without having
received any corrections on that tool/task combination (tool 2 and task 2). While we see
lower performance in across-task evaluations compared to the within-task evaluations, it
does improve transfer in 27.8% of across-task transfer executions (in comparison to the
untransformed trajectory).
In the general case, our results also indicate that we cannot necessarily reuse the learned
transformation on additional tasks, as average performance in across-task transfer is slightly
worse than that of the untransformed trajectory when the mug is used as a replacement tool.
This presents the question: given a transform between two tools in the context of one task,
under what conditions can that transform be reused in the context of another task with-
out additional corrections or training? We do see that across-task performance is greatest
when considering only the subset of cases where the relationship between the tooltips used
in either task is similar for the source and replacement tools (in our evaluation, this is 10 of
18 executions using the brush, and 12 of 18 executions using the mug). Within this subset,
across-task transfer improves performance in 41% of transfer executions. From this we
draw two conclusions: (i) the transform applied to a tool is contextually dependent on the
source task, target task, and tooltips of the source and replacement tool, and (ii) a transform
can be reused when the relationship between tooltips used in either task is similar for the
source and replacement tools.
5.5 Summary
We have presented Transfer by Correction: a method of modeling a human teacher’s cor-
rections of the robot’s motion when using a new tool. We have contributed two models for
representing corrections, a linear and rotation model, that each represent a different rela-
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tionship between the end-effector’s position and orientation when using a tool. We have
also presented a metric for choosing the better-fitting model for a set of corrections.
In our within-task evaluation, we have demonstrated that either the linear or rotational
model is sufficient to represent corrections for successful task completion with the new
tool in 83% of task executions. Furthermore, using a metric to select the best-fitting model
resulted in improved performance in 89% of tasks (in comparison to the original, untrans-
formed trajectory).
Our across-task evaluation tests the generalizability of the transforms learned from cor-
rections to additional tasks, without any additional training or corrections. We observed
that across-task transfer improved performance in 27.8% of task executions, and that fur-
ther improvement is seen in transfer scenarios where the relationship between the tooltips
used on the source tool is similar to that of the replacement tool. Overall, these results
(published in [88]) indicate that successful task adaptation for a new tool is dependent on
the the tool’s usage within that task, and that the transform model learned from interactive
corrections can be generalized to other tasks providing a similar context for the new tool.
5.5.1 Key Contributions and Insights
This chapter presents the first interactive method for modeling tool replacements. Our
evaluation resulted in the following key findings:
Insight #1: Corrections provide a sample of the constrained transform between the
tooltip and the robot’s end-effector. This underlying constraint is task-dependent; our best-
fit model results indicate that multiple constraint types should be modeled and evalu-
ated for each task, with the best-fitting model used to produce the final transform output.
Insight #2: While the tooltip transform is task-specific, it can be applied to additional
tasks under certain conditions. This is dependent on a second transform: the transform
between multiple tooltips on the same tool. A tooltip transform can be reused for an
additional task when the transform between the tooltips used to complete (i) the cor-
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rected task and (ii) the additional task are similar for the source and target tools.
5.5.2 Open Questions
In this chapter, we have presented a corrections-based approach to sampling and modeling
the transform resulting from a tool replacement. In doing so, we model a single, static
transform for a particular tool/task pairing. We have evaluated how well this model trans-
fers to other tasks using the same tool replacement. An extension of this work would
consider transfer across tools.
We envision that a robot could not only model the transform samples obtained by in-
teractive corrections, but also learn to generalize that model to other, similar tools. For
example, after receiving corrections for one ladle for a scooping task, the robot would ide-
ally be able to model those corrections such that it would apply to ladles of different shapes
or proportions as well. Just as how this chapter discussed the underlying constraints that are
sampled via corrections, we anticipate that a robot could learn an underlying relationship




META-LEARNING FOR TASK PARAMETERIZATION
Throughout this dissertation, we have analyzed the information needed for a robot to
ground its abstracted task model in a new environment, and how that information can be
obtained via interaction. In the previous chapter, we considered across-task transfer, in
which a robot receives corrections when repeating one task using a new tool and, at a later
time, reuses the corrections model to transfer other tasks for execution using the same new
tool. We now consider how a robot can generalize across tools rather than across tasks;
that is, the robot receives corrections for a set of tools and then extrapolates the corrections
model so that the task can be transferred to a new, uncorrected tool. For example, the first
column of tools shown in Figure 6.2 represents three classes of tools (hammers, spoons,
and knives). The next column represents how each class of tools is instantiated by various
objects (e.g. scoops with varied shapes and dimensions). The third column illustrates how
each tool instance is further represented as a set of images of that tool taken from multiple
viewpoints. We aim for the robot to learn a tool transform model that is generalizable across
a category of tools (e.g. transfer within the second column of tool images in Figure 6.2).
In this chapter, we formalize this transfer problem and characterize the data required to
address it. While we have found that the data needed to address this category of transfer
problems is not yet available, we discuss what algorithms and datasets will enable future
work to solve this category of problems.
6.1 Background: Adapting Meta-Learning for Across-Tool Transfer
Existing approaches for transfer typically require additional exploration with the new envi-
ronment, or make assumptions about the relationship between the tool and its effect on task
execution. While simulation provides one method of exploring this relationship, it requires
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Figure 6.1: We now focus on a third category of transfer problems, highlighted in green:
those in which an object replacement affects the robot’s trajectory and can be parameterized
according to visual features of the tool.
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Figure 6.2: Tool categorization: Column 1 represents a set of tool categories. Column 2
represents a set of tool instances within a single category. Column 3 represents a set of
images corresponding to a single tool instance. Images are from the UMD Part Affordance
Dataset [93].
a known goal or reward function for the task being simulated, and may not generalize across
tasks. Recent work in one-shot and meta-learning (described further in Chapter 2) enables
an agent to adapt quickly to new variations of a task by performing background training
over a large set of tasks and their variations. In doing so, this approach aims to directly
learn a latent-space parameterization of a task that is easily tuned for a new environment
using few demonstrations. At a later time, when a new task is presented, the agent only
needs a limited number of labeled training datapoints from the new task in order to tune
its model to that task. This enables the agent to leverage its extensive training on previous
tasks in order to bootstrap its learning of the new task.
Meta-learning has been successfully applied to learning problems in computer vision
domains and fully-simulated reinforcement learning problems. When applied to the do-
main of tool transfer, meta-learning would ideally enable a robot to use extensive back-
ground training to learn the common relationships between visual features and tooltips that
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are shared by tools within their respective categories (e.g. cups, knives, scoops). When
presented with a novel category of tools, the robot would then only need demonstrations
using a small number of tools within the new category in order to learn the relationship be-
tween visual features and tooltips within that category. After this “tuning” stage, the robot
should then be able to extrapolate this relationship to predict the tooltips for the remaining,
undemonstrated tools in that same category.
To perform meta-learning in this manner, however, the robot would need access to
a large dataset of input-output pairings consisting of the tool image (input) and result-
ing tooltip pose (output) measured with respect to the robot’s end-effector. However, as
demonstrated in Chapter 5, tooltips are task-specific; within a single tool, the tooltip used
to complete one task (e.g. the surface of a hammer used to hammer a nail) is not necessarily
the same as the tooltip used to complete another task (e.g. the side of the hammer may be
used to sweep objects off a surface, or the claw-end of the hammer may be used to remove
a nail). As a result, a dataset containing a single, canonical tooltip for each tool would fail
to capture the task-contextual nature of tool use.
Training datasets for affordance prediction, such as the UMD Part Affordance Dataset [93]
are relevant to this challenge. Rather than annotate images with a single tooltip, this dataset
highlights the regions of an image that support each of seven different affordances (e.g.
cutting, grasping, containing). Figure 6.3 illustrates these labeled affordance regions. As
a result of containing labeled affordance regions, this dataset has the potential to high-
light candidate tooltip “areas” that are consistent both across viewpoints of each object and
across multiple objects within the same category (e.g. saws, ladles, mugs). While this
dataset is relevant to predicting tooltips, it does not address the problem of specifying the
relevant tooltip for a particular task. For example, the full blade of a knife may be labeled
as enabling the “cutting” affordance (as shown in the green region in Figure 6.4), even
though a cutting task is likely to be performed with respect to only the edge of the blade.
Furthermore, since affordance data is presented in the form of pixel-wise image labels, it
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Figure 6.3: Various tools within the same “scoop” category. The blue region is derived
from pixel-wise labels for the “scoop” affordance, and the red region is derived from labels
for a “grasp” affordance [93]. These labels indicate the general area of potential tooltips,
but do not indicate which point, edge, or surface is relevant for a specific task.
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Figure 6.4: Affordance regions may be broad, spanning multiple possible tooltips. As a
result, predicting the affordance region is not sufficient to plan with respect to that tool’s
tooltip. For example, the full blade surfaces of the saw and knife are labeled as enabling
the “cutting” affordance (highlighted in green); however, cutting is only performed using
the edge of the blade, and requires that the blade be oriented toward the cutting target.
Similarly, different points of a hammer head may be enable different tasks (e.g. pounding
versus prying), and thus detecting a task-independent affordance region (highlighted in
purple) is not sufficient to plan a task trajectory.
130
does not provide any data concerning the kinematic implications of using this tool. Since
the tool is observed and labeled from a static, overhead perspective, affordance data is only
available along a single 2D plane, and thus does not indicate the orientation at which each
affordance is or is not valid. This is essential for manipulating the tool properly; even if
the robot were to determine that the tooltip of a knife is located along the edge of its blade,
the blade must still be oriented carefully with respect to the cutting target for the task to be
completed successfully. In summary, successful task completion relies on the robot having
a model of the composite transform between (i) the end-effector, (ii) its grasp of the tool
(highlighted in red in Figure 6.4), and (iii) the tooltip position and orientation.
Throughout this thesis, we have demonstrated a framework for addressing task-specific
transfer problems; depending on the data needed to ground the task representation in a par-
ticular environment, the robot may use one of several interaction methods (e.g. gestures,
demonstrations, or corrections) to query a human teacher for this data. We have accompa-
nied each mode of interaction with an algorithm and representation used to model the data
collected from interaction. We propose that these same principles can be applied to the
problem of across-tool transfer; namely, that the robot can obtain and model task-specific
tooltips from interaction.
In order to adapt meta-learning to this framework, we first consider the data required
for background training and, later, tuning on the new tool category. We presume that visual
input data can be obtained autonomously by the robot observing tools in its environment,
and thus is readily available for multiple tools and at multiple perspectives. In contrast,
demonstrations provide grounded tooltip data for a particular tool, but are sparsely avail-
able and can only be obtained one at a time for a specific tool-task pairing as requested by
the robot on an as-needed basis. In this chapter, we propose (i) a neural network model that
operates directly over depth images of the robot’s environment and (ii) a training method-
ology for this approach that is tailored to the availability of different data types obtained by
the robot. We propose leveraging two sources of information according to their availability:
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(1) a large dataset of tool images, and (2) a limited number of pose transforms provided via
demonstration.
6.2 Problem Specification
Tool-Task Groupings: Let O be the set of all tools, A be the set of all tasks, and T be
the set of tool-task pairings such that for all t ∈ T , t =< o, a > implies that task a ∈ A
can be completed using tool o ∈ O. A single tool may be used to complete multiple tasks,
and so |T | ≥ |O|. Suppose that there is a set of tool groupings G such that each grouping
gi ∈ G contains the set of tools that may be used to complete task ai:
gi = {o ∈ O| < o, ai >∈ T}
Input/Output Representations: The robot may observe each tool o ∈ O from multiple
perspectives. Let Io be the set of RGB-D images of the tool o. There are two forms of
output whose values are specific to each tool-task pairing:
• Po,a contains the pixel-wise coordinate correlating to the tooltip in each image of tool
o for the task a. Each pno,a ∈ Po corresponds to image ino,a ∈ Io.
• fo,a is the transform between the robot’s gripper pose and the tooltip for the tool-task
pairing < o, a >. This transform is independent of the various image perspectives
in Io, and thus there is only one tooltip transform for the tool o in the context of the
current task a.
Note that while the perceptual representation of tool remains the same regardless of the
task being performed, the tooltip that is used to guide the robot’s trajectory is dependent on
the task (as discussed in Chapter 5). As a result, there is a one-to-many mapping between
the visual representation of the tool and the transform or pixel-wise representation of the
tooltip.
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Training and Testing Datasets: We separate the tool groupings G into two sets: the
offline training subset Gr and the online subset containing a tuning subset Gu and testing
subset Ge. We define these sets as follows:
• The offline training set Gr consists of multiple tool groupings and contains data de-
rived from offline image datasets. Thus, for each < o, a > pair gi ∈ Gr, the image
set Io and pixel-wise tooltip set Po,a are known. The robot-specific transform fo,a is
not known.
• The tuning set Gu is fully-labeled and contains both forms of output Po,a and fo,a
for the image set Io. Io and Po,a are derived from the robot’s perception, and fo,a is
derived from interaction (e.g. demonstrations or corrections) from the teacher.
• The testing set Ge contains unlabeled data; that is, only the image set Io is derived
from the robot’s perception and thus is known for each tool o ∈ Ge, while both Po,a
and fo,a are unlabeled.
Objective: We aim to identify a model f = φ(Io) that accepts a set of tool images as
input and produces a transform representation of the tooltip. The learning objective is to
train φ over the training set Gr such that after being tuned on Gu it minimizes the mean
squared error over the test set Ge.
6.3 Approach: Interactive Tool-Task Grounding
Meta-learning is a training methodology in which a model is trained over multiple tasks or
task variations with the objective of minimizing error after tuning that model on a small
training set for a new task. In doing so, meta-learning aims to (i) initialize the model
parameters such that it bootstraps learning for a new task, and (ii) encode the common re-
lationships between input/output pairs across different tasks. The primary benefit of meta-
learning is that it enables a robot to leverage its prior training data collected over a variety
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of tasks in order to quickly learn a new task using little training data.
We adapt meta-learning to predict the transform between the robot’s gripper and the
tooltip for each tool in a new category of tools (e.g. introducing a set of various hammers)
and/or a new tool-task transform (e.g. learning to use the claw-end of the hammers). This
prediction occurs after tuning the model over (i) images of object instances within the
target class of tools and (ii) the transform for a particular tool instance within that class.
Meta learning algorithms such as Model-Agnostic Meta-Learning (MAML) [38] could be
directly used to train a non-linear regression model that predict this tooltip from an image
of the tool. However, since multiple tasks may be performed using the same tool, and thus
may use different tooltips of the same tool, there is a one-to-many relationship between tool
images and their corresponding tooltips across multiple tasks. While meta learning enables
model tuning for a new input type or a new function between input and output, but is not
optimized to ground both simultaneously.
We propose Interactive Tool-Task Grounding (ITG): a meta-learning approach to quickly
grounding the tooltip for a new tool and task. We consider the two sources of novelty that
affect the expected model output: novel classes of tools, and novel relationship between
the tool and tooltip. We account for both sources of novelty by adapting meta learning
for a two-fold learning objective, considering both (i) weighting visual features according
to their saliency in predicting the tooltip, and (ii) regression of the tooltip transform from
the weighted feature locations. By incorporating both learning goals, we can take advan-
tage of the large amounts of visual data independent of their task-specific tooltips, while
also using tooltip labels to seed the simulation of additional tooltips to improve the model
generalizability.
6.3.1 Learning Objectives
As introduced in Section 6.2, the learning objective is to learn a task-specific model φ that
produces the tooltip transform f = φ(Io). This model is trained over an offline dataset
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Figure 6.5: The tooltip position can be represented with respect to another part of the
tool (e.g. the handle centered at the green dot) or with respect to the object it is used to
manipulate (e.g. the scooping target centered at the red dot).
Gr and then tuned on demonstrations for a subset Gu of the new tool category. The tuned
model is then tested on the remaining, undemonstrated tools Ge.
We consider two representations of the tooltip: a kinematic transform between the
robot’s gripper and the tooltip, and a pixel-wise tooltip selected within the robot’s percep-
tion of the scene. While our goal is to ultimately obtain the tooltip transform, we consider
both representations in order to leverage both large, offline image datasets and smaller, on-
line kinesthetic demonstrations. We reformulate this learning objective in terms of both
representations as follows:
f = γ(Po,a) Po,a = φa(Io)
Where γ is a robot-specific grounding function that translates a pixel-wise tooltip into a
kinematic transform, and φa is a task-specific, pixel-wise tooltip predictor. We next discuss
the training procedure for each objective.
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(a) (b)
Figure 6.6: Examples of tooltips (shown in yellow and green) being projected consistently
across different instances of a tool category as shown in (a), or across different viewpoints
of a single tool as shown in (b).
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6.3.2 Learning to Predict Candidate Tooltips
The first learning objective involves training a model φ that represents the visual features of
a tool that are relevant to predicting its tooltips over a range of tasks. In offline training, we
aim to train φ such that when it is tuned over a new category of tools, it produces a feature
representation of each tool that is linearly related to the pixel-wise tooltip position.
To address the task-specific nature of tooltips, the training dataset must contain multiple
tooltips for each tool. As discussed in Section 6.1, however, ground-truth tooltip data is not
obtainable from a dataset since it is task-specific. We propose that, rather than use ground-
truth tooltip data, the model may be trained over a set of candidate tooltips. This may
be achieved by simulating a randomly generated tooltip for all tools within each training
batch, where a new tooltip is generated for each training batch. This tooltip may be seeded
according using the tools’ affordance labels as a heuristic (e.g. seeded based on the centroid
or outer edges of an affordance region).
A key challenge of this approach is projecting a simulated tooltip consistently across
different variations and viewpoints of a tool category. Figure 6.6 illustrates this challenge.
In Figure 6.6a, two tooltips (the end of the scoop and the side edge of the scoop, shown
in green and yellow respectively) are projected consistently across different instances of
a scoop tool. Similarly, in Figure 6.6b, the same two tooltips are projected consistently
onto different viewpoints of the same tool. Due to the visual differences in these images
and their respective feature representations, a key challenge is identifying which features
enable consistent projection of a single tooltip onto each image. We propose that this
challenge of consistent tooltip projection may be addressed as a separate learning problem,
or by identifying a warping function that most closely maps one tool image onto another to
identify their corresponding candidate tooltips.
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6.3.3 Grounding Pixel-wise Tooltips in a Kinematic Transform
In Chapter 5, we demonstrated how Transfer by Correction enables a robot to learn a tool-
task transform from interaction. Just as corrections provided samples of the motion con-
straints imposed by tools, we expect that they can be used to sample the grounding model
γ. Rather than attempt to learn the relationship between the pixel-wise and kinematic
transform representations of the tooltip, we assume that this relationship is linear and can
be grounded during online tuning on the physical robot. During online tuning, the robot
would receive corrections of a known task using a new tool, derive the tool-task transform
as described in Chapter 5, and use the resulting datapoint (featurized image representa-
tion as input and tool-task transform as output) to ground a linear relationship between the
expected pixel-wise tooltip and the corresponding kinematic transform.
6.3.4 Model Specifications
As discussed in the previous section, we optimize for two learning objectives: (1) training
φ such that it outputs a pixel-wise tooltip representation based on visual features, and (2)
training γ such that it produces the relationship between the pixel-wise tooltip represen-
tation and the kinematic transform between the robot’s end-effector and the tooltip. This
second objective may be addressed via corrections (as demonstrated in Chapter 5). We as-
sume that this kinematic transform is linearly related to the pixel-wise tooltip position, and
as a result, we focus on learning the pixel-wise representation φ as the primary learning
objective for meta-learning. We propose using depth images as input due to (i) its avail-
ability from a standard RGB-D sensor and (ii) its emphasis on 3D structural features of the
tools. Given a set of tool depth images as input, the model should return a representation of
the tool image that is linearly related to the pixel-wise tooltip position and, by extension, is
also linearly related to the kinematic transform.
We first propose deriving a 3D surface normal representation from the depth image,
creating a combined 4D input (surface normals in 3D and depth in 1D). Similar to other
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Algorithm 3 Interactive Tool-Task Grounding
Require: Learning rate parameters α and β
1: Initialize θ
2: for all training epochs do
3: l′ ← 0
4: Sample batch of tool classes Bi
5: for bi = (Iu, Ie) ∈ Bi do
6: Generate tooltip t for a randomly selected image i ∈ bi
7: Let yu be the projection of t onto all tuning images Iu in bi
8: Let ye be the projection of t onto all testing images Ie in bi
9: θ′ ← θ
10: for each update step do
11: l← lossl2(φθ′(Iu), yu)
12: Compute gradient∇θ′ from l
13: θ′ ← θ′ − α∇θ′
14: l′ ← l′ + lossl2(φθ′(Ie), ye)
15: Compute gradient∇θ from l′
16: θ ← θ − β∇θ
return θ
regression and classification models that operate over image input, we propose using a
convolutional neural network in which each convolutional layer is followed by batch nor-
malization and a ReLU non-linearity. The last convolutional layer may produce a grid
representing a downsampled, featurized representation of the input image, with each grid
cell containing the probability that the corresponding image segment contains the tooltip.
A final linear layer would then produce a 2D tooltip representation, to which an L2 loss
function would be applied.
6.3.5 Algorithm
We adapt the algorithm structure used in the MAML algorithm [38], during which the
model parameters are evaluated not on their immediate generalizability, but on their use as
initial parameters when tuning the model for a new task. The training data is segmented to
reflect this; each training iteration samples a tuning and query set from the same task, tunes
the current model parameters on the tuning set, and then updates the model parameters
based on the tuned parameters’ performance on the query set.
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6.4 Proposed Evaluation
We propose using images and affordance labels from the UMD Part Affordance Dataset [93]
during offline training. This dataset contains RGB-D images for 105 tools, grouped into 17
object categories. Each tool is photographed at roughly 75 orientations, each of which cor-
responds to a pixel-wise labeling according to 7 possible affordances (e.g. cutting, grasp-
ing, pounding). We propose selecting a different affordance to seed the tooltip generator
during each training iteration.
We first propose a simulated evaluation to test the model’s ability to learn the pixel-
wise tooltip representation φ. As a result, this evaluation focuses on identifying the object
features relevant to identifying the tooltip, and does not address grounding that tooltip in
its transform from the robot’s gripper.
Our second proposed evaluation consists of tuning the meta-learned model over each
of three real-world tool categories, consisting of three saws, three spatulas, and four ladles.
The model would be tuned on two tasks per tool category; for example: aligning a saw,
hanging a saw on a pegboard, prying with a spatula, flipping food with a spatula, scooping
with a ladle, and hanging a ladle on a peg. For each tool-task combination, the learned
model will be tuned using the transform demonstrated on that tool, after which, the tuned
model’s prediction of the tooltip would be evaluated for the remaining, unseen target tools
within that same category.
We propose three baselines:
• Ground Truth: For each tool, compare the predicted transform to the demonstrated
transform.
• Untransformed Demonstrations: Measure performance when directly reusing one
tool’s demonstrated transform on the other remaining tools within the same class.
• Object Scaling: Adapt the original task model based solely on the proportional dif-
ference between the original and new tools’ bounding box dimensions.
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We propose two performance metrics, collected over a range of training dataset sizes.
These datasets may range according to the number of tools used to tune the model, and
the number of images collected for each tuning tool. We expect that changing the tuning
dataset along these two dimensions will affect the following performance metrics:
• A binary measure of task success, aggregated over all combinations of demonstration
tool and target tool.
• Distance between predicted tooltip and ground truth tooltip (obtained via demonstra-
tions).
6.5 Conclusion
We have considered two aspects of novelty that a robot may encounter in regards to tools:
novel categories of tools, and novel variations of a tool. In order for a robot to adapt its
task models to be used with a new category of tools, it must also learn to adapt to variations
within that category as well. Recent advances in one-shot and meta learning are promising
approaches to this challenge, but require extensive training datasets that are not feasibly
obtainable for the task-specific nature of tool usage.
Similar to earlier chapters in this dissertation, we have first formalized the problem of
how a robot can learn to generalize across different categories of tools, and then analyzed
the data requirements necessary to enable meta-learning in this domain. We have proposed
leveraging two sources of information: extensive, unlabeled datasets containing images
of various tool categories, and later, a limited number of interactive demonstrations or
assistance that are used to ground a kinematic representation for the visual model.
In order to implement this approach, the robot must have the ability to project simu-
lated tooltips onto various tool images in a manner that is consistent over both (i) different
variations of a tool, and (ii) different viewpoints of a tool variation. We have presented this
as a challenge for future work; once addressed, we expect that meta-learning may then be
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applied to the problem of tool transfer without the extensive training data requirements that




Adaptability is an essential skill in human cognition, enabling us to draw from our exten-
sive, life-long experiences with various objects and tasks in order to address novel prob-
lems. To date, robots do not have this kind of adaptability, and yet, as our expectations of
robots’ interactive and assistive capacity grows, it will be increasingly important for them
to adapt to unpredictable environments in a similar manner as humans.
While a robot can be pre-programmed for many tasks and their variations, specifying
these behaviors would require tedious effort, and still would not adequately prepare a robot
for every scenario it may encounter. This is due to the various dimensions along which the
source and target task may differ, such as changes in the task goals, task objects, manipu-
lation tools, task constraints, and task dynamics. Existing work aims to generalize across
variations in one of these dimensions by having the robot continue to explore its new envi-
ronment, or by having a human teacher provide enough demonstrations to cover the space
of possible task variations. All of these approaches require many examples of successful
task completion across various environments, and do not consider how the quantity and
environment setting of its training data affects the complexity of the transfer problem.
This dissertation is the first to present an interactive paradigm for task transfer. Rather
than require more demonstration data in order to attempt generalization across these con-
texts, this dissertation instead leverages continued interaction with the teacher within the
context of the target task. This enables a robot to directly model the relationship between
environment changes and task adaptations. Furthermore, this allows the robot to quickly
learn the salient task differences for transfer to a specific environment, regardless of the
number or variations of previous demonstrations. This dissertation presents four primary
contributions, summarized in Figure 7.1 and in the following section.
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Figure 7.1: Thesis structure: we have presented a taxonomy of transfer problems, from
which, we have addressed three particular categories of task transfer.
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7.1 Summary of Contributions
7.1.1 Taxonomy of Transfer Problems
Contribution 1: A taxonomy of transfer problems, forming a relationship between (i)
source and target task similarity, (ii) the level of abstraction at which the source task is
represented, and (iii) an interactive method for grounding the abstracted task representation
in the target domain.
Contribution 2: The Tiered Task Abstraction: a task representation that supports ab-
straction to address a range of task variations.
Summary: In Chapter 3, we defined a spectrum of task similarity according to the com-
plexity of the state space mapping between two tasks. We addressed transfer problems
that are solvable by identifying a mapping between the robot’s state space in the learned,
source task and the corresponding states in the new, target task, where the state space con-
sists of the position of objects in the robot’s environment and its end-effector position.
We proposed that the difference between source and target environments dictates (i) the
complexity of the state space mapping between the two tasks, (ii) the level of abstrac-
tion at which the task representation should be transferred and (iii) the dimensionality of
the information needed to ground that representation for the target problem. We defined
the Tiered Task Abstraction (TTA) as a task representation that enables abstraction of the
task model into action models, parameterization functions, feature selectors, and feature
values. Throughout the remainder of this dissertation, we evaluated this hypothesized re-
lationship by analyzing three categories of transfer tasks spanning the range of state space
mapping complexity: mappings between objects in the robot’s source and target environ-
ments, mappings between objects and the robot’s end-effector pose (e.g. a static robot pose
transformation), and mappings between objects and the robot’s end-effector pose with re-
spect to object features (e.g. a robot pose transformation that is parameterized based on
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object features).
Results and Key Insights: We applied three abstractions of the TTA representation to
three categories of environment variations for two tasks. Our results indicate that as the
source and target environments become more dissimilar, the task representation must be
abstracted accordingly in order to successfully execute the task in the target environment.
The most-abstracted task representation achieved the highest performance in all task vari-
ations. This demonstrates (i) a correlation between task similarity, abstraction, and
transfer performance, and (ii) a tradeoff between the generality of a task represen-
tation (e.g. the range of transfer problems that it can successfully address) and the data
requirements that must be met to ground the abstracted task representation in the tar-
get environment. This motivates the need for transfer methods that target a specific type of
task variation in order to (i) select the appropriate level of abstraction and (ii) minimize the
data required to ground the abstracted representation in the target environment.
7.1.2 Mapping by Demonstration
Contribution 3: Mapping by Demonstration: an interactive approach to confident, task-
dependent object mapping (“situated mapping”) problems.
Summary: In Chapter 4, we addressed transfer problems that require a particular cate-
gory of state space mappings: mappings between objects. This chapter addresses transfer
problems in which the source and target environments differ in the objects used to complete
the task. The contextual nature of object usage is a primary challenge of this problem; the
objects the robot should use (and the order which they are used) is dependent on the task
goals, subgoals, and how objects are used to fulfill those goals. Prior work assumes (i) the
robot has access to multiple new demonstrations of the task or (ii) the primary features for
object mapping have been specified. We introduce the Mapping by Demonstration algo-
rithm, which is not constrained by either assumption, but rather, uses structured interaction
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with a human teacher to infer an object mapping for task transfer.
After assisting the robot with the initial steps of a task in the target environment, the
robot may then complete the rest of the task autonomously once it has inferred a correct
mapping. Overall, our contributions in Chapter 4 enable a robot to transfer a known task
to an environment containing new objects, operating under the assumption that the new
objects are manipulated in the same way as those in the source environment.
Results and Key Insights: We first performed an extensive simulated evaluation, where
the robot received mapping assistance from an oracle. Our simulated results indicate that
the problem complexity increases exponentially with the number of objects in the en-
vironment, and that the effect of this increase in complexity is minimized using the
Mapping by Demonstration algorithm.
We performed an additional, interactive evaluation to test how the algorithm responds to
human-provided assistance. In this evaluation, user study participants demonstrated several
tasks and then provided mapping assistance for each task using a target set of objects.
We found that human-provided assistance resulted in noisy assistance data, either from
a mis-alignment of the robot’s and teacher’s model of the task, or from mis-recordings
of the teacher’s assistance. Following this user study, we presented a confidence metric
to account for noisy assistance data by moderating the number of assists requested by a
robot. The resulting Confident Mapping by Demonstration approach maximizes the robot’s
autonomy by reducing the amount of required assistance, while also maximizing the robot’s
correctness during object mapping by reducing the opportunity for noisy assistance.
Our results indicate that human-guided object mapping provided a balance between
mapping performance and autonomy, resulting in (i) up to 2.25x as many correct object
mappings as mapping without human interaction, and (ii) more efficient transfer than
requiring the human teacher to re-demonstrate the task in the new environment, correctly
inferring the object mapping across 93.3% of the tasks and requiring at most one inter-
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active assist in the typical case.
7.1.3 Transfer by Correction
Contribution 4: Transfer by Correction: a novel, interactive approach for grounding and
modeling the end-effector transform used to manipulate a new tool.
Summary: In Chapter 5, we addressed transfer problems in which object replacements
necessitate a mapping between the robot’s end-effector when manipulating the original and
new objects. We focused on tool replacement as a prototypical example of this category
of transfer problems; two tools may be used to complete the same task, while also being
comprised of different grasps, tooltips, and geometry that affect the optimal end-effector
pose used to complete the task.
We introduced Transfer by Correction: a method for modeling and learning the end-
effector transform that enables a robot to adapt a known task model to use a new tool. Our
approach involves the robot receiving corrections from a human teacher when repeating a
known task with a new tool. These corrections provide (noisy) samples of the transform
between two tools, which we model in order to generate a typical tool transform. We
contribute two models for representing corrections, a linear and rotation model, that each
reflect a different relationship between the end-effector’s position and orientation when
using a tool. We have also presented a metric for choosing the better-fitting model for a set
of corrections.
Results and Key Insights: In our within-task evaluation, we have demonstrated that the
linear and rotational models effectively represent corrections for successful task com-
pletion with the new tool in 83% of task executions. Furthermore, using a metric to select
the best-fitting model resulted in improved performance in 89% of tasks (in compari-
son to the original, untransformed trajectory).
We further evaluated whether the transforms learned in the context of one task may also
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generalize to other tasks using the same tool replacement. When successful, this results in
transfer without requiring any demonstrations or corrections for that tool-task combination.
We found that the transforms learned from a single round of corrections generalize to un-
seen tool/task combinations in 27.8% of our transfer evaluations, and up to 41% of
transfer problems when the source and replacement tool share tooltip similarities. Over-
all, these results indicate that successful task adaptation for a new tool is dependent on
the the tool’s usage within that task, and that the transform model learned from interactive
corrections can be generalized to other tasks providing a similar context for the new tool.
7.2 Open Questions
This dissertation emphasizes the importance of adapting to the type of novelty encountered
in a target task, and how the type of novelty dictates the task knowledge (and abstraction
of that knowledge) needed to address the target task. We have presented and evaluated
solutions to transfer problems requiring a mapping between source and target environment
objects (Mapping by Demonstration) or the robot’s end-effector poses (Transfer by Correc-
tion). In Chapter 6, we have also proposed a method for learning a parameterized relation-
ship between environment object features and the robot’s end-effector pose. We expect that
by addressing the challenge of consistent tooltip projection (described in Section 6.3.2) in
future work, meta-learning may be successfully applied to across-tool transfer tasks on a
physical robot. Furthermore, we propose four additional opportunities for future research.
7.2.1 Assessing Tools for Improvisation
This dissertation is inspired by processes of human cognition; namely, the ability that hu-
mans have to quickly adapt to novelty in our environments. An extension of this cognitive
ability is improvisation, in which an agent achieves a goal using atypical means. For a
robot that learns and transfers manipulation tasks, improvisation would involve the robot
completing a known task using an atypical approach or tool that was not demonstrated to it
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by a human teacher.
In Chapter 5, we presented Transfer by Correction and demonstrated how this method
may be used to perform a task using an atypical tool replacement. This work has shown
it is possible for a robot to use non-canonical tools for a task. However, it relies on a
key assumption: that the replacement tool provided to the robot is known to be capable
of performing that task. This assumption is reasonable for a transfer problem in which a
replacement tool is provided to the robot, but is not ideal for a robot that improvises and
needs to select a tool that is appropriate for the task.
This challenge presents an opportunity for future work: learning the qualities of a tool
that enable it to be used for a particular task, and then using this knowledge to assess the
suitability of various tools in the context of that task. As an example, when applied to the
sweeping task discussed in Chapter 5, this would involve the robot first learning about the
qualities of a tool that enable sweeping: namely, that the tool must contain a surface that
(i) is approximately the same width as the target surface to be swept and (ii) can be aligned
parallel to the target surface. Second, the robot would need to identify candidate tooltips for
each candidate tool, after which it would evaluate the most suitable tool and corresponding
tooltip based on the tool qualities required by the task. Finally, the robot would need to
adapt its task model to accommodate the relationship between the robot’s end-effector and
the selected tooltip.
7.2.2 Transfer to Novel State and Action Representations
The transfer problems we address in this dissertation are solved by identifying a state space
mapping via interaction. This prompts additional research into transfer problems that are
not addressed using a state space mapping. For example, this dissertation assumes that the
state space representation itself remains static. For a robot that requires a new state space
representation for a particular task, it would need to learn a mapping between correspond-
ing state space elements as well.
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Beyond changes to the robot’s state space, a new task may invoke changes in its ac-
tion space as well. Changes to the robot’s kinematics may cause its learned task models
to produce a different effect than what was originally learned, and thus it must adapt its
task model accordingly. While adapting to new action spaces has been addressed in the
reinforcement learning literature, guided interaction may provide additional benefits. For
example, the data collected from interactive corrections (such as the data collected and
modeled in Transfer by Correction, Chapter 5) could be extended to modeling action-space
mappings as well.
7.2.3 Assessing Task Similarity Over Time
In Chapter 3, we demonstrated the relationship between task similarity and the level of
abstraction at which transfer can successfully occur. Following this, in Chapters 4-6 we
have shown that when given an abstracted task representation, the robot can successfully
ground this representation using data collected from interaction. In total, once the similarity
between a source and target environment has been established, the work presented in this
dissertation enables a robot to abstract and ground the task representation accordingly.
While we have defined the features relevant to classifying the similarity between a
source and target environment, it is a different matter for the robot to detect these features
autonomously. Furthermore, we have assumed that the robot assesses the similarity be-
tween source and target environments a priori, and then utilizes the corresponding level of
abstraction for the entirety of the task. Rather than utilize a static abstraction for the full
task, there is an opportunity for future research to consider a dynamic task abstraction that
is updated at each step of the task. This would enable the robot to select the appropriate
task representation (and subsequent interaction for grounding) based on the task differences
that are relevant to a single step of the task. In doing so, the robot may tailor the frequency
and method of interaction it requests so as to (i) model the exact information needed for
transfer, and (ii) maximize its overall autonomy.
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7.2.4 Learning Task Goals to Facilitate Transfer
Finally, this dissertation may be augmented by incorporating reasoning over task goals
during transfer. Task goals are typically used to impose a top-down constraint on the robot’s
actions. If the task goals are known by the robot, it could be used to greatly improve task
transfer via self-supervision; given a model of the task goals (and thus its success and
failure conditions), the robot may refine its task model in simulation until it has transferred
the task model correctly. Additionally, having a model of the task goals may enable it to
perform transfer over the goal model itself ; e.g. learning to predict the goal for a new task.
However, task goals or constraints are often hand-coded by a human, as this informa-
tion is difficult to learn through limited observations or demonstrations. As hand-coded
data is not scalable to novel tasks, a primary challenge of using task goals to perform trans-
fer is deriving the goal information. One potential source of this goal information is via
interaction with the human teacher. While the teacher may describe the task goal verbally,
they are unlikely to describe the goal in a manner that can be directly mapped to the robot’s
representation of the goal. Other forms of interaction may be used to indicate the task goal,
such as providing demonstrations of successful or unsuccessful goal states, or by indicating
features of the state representation that are relevant to the task goal. Additionally, active
learning may be leveraged to enable the robot to request specific demonstrations or inter-
actions based on its own goal representation. Future work may address this problem of
deriving goal information from interaction such that the resulting goal representation can
be used to guide task transfer.
Another source of goal information may result from task transfer itself. In this disser-
tation, we have considered a robot that performs transfer within the scope of a single task
and target environment. However, for a robot in a long-term autonomy setting, it will likely
learn many tasks that are transferred to many environment variations. Ideally, a robot that
learns to transfer a task to a particular environment should retain the knowledge obtained
during transfer such that it can be reused when transferring the task to another target envi-
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ronment. As the robot transfers the task to multiple environments over time, it may collect
enough data to learn a hypothesis of the task goal. Future work may address this challeng-
ing of leveraging data collected during transfer such that it enables lifelong learning.
7.2.5 Closing Thoughts
As social robots become more prevalent in society, it becomes increasingly important that
they can adapt to and learn from humans in their environment. We envision a future of
collaborative, adaptive robots that continuously learn from both explicit data (such as sen-
sor readings and demonstrations) and implicit data (such as the commonsense reasoning
implied by a teacher’s demonstrations or corrections). This dissertation makes important
steps toward achieving this goal; we have shown that structured interaction between a robot
and a human teacher enables the robot to model (i) changes in its environment and (ii) how
these changes affect its ability to complete tasks. We have proposed four additional avenues
for future work that further advance this research vision, either by broadening the scope of
novel situations that the robot may address (Sections 7.2.2 and 7.2.4) or by considering
how a robot may leverage its experiences over time to more effectively address novelty
(Sections 7.2.1 and 7.2.3). The technical contributions made by this dissertation provide a
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