Suppose q(z) is a smooth function on [0, ∞) whose odd order derivatives are zero at z=0. Take r = (x, y, z) and let U (r, t) be the solution of the the IBVP
Introduction
The goal is to probe a layered medium by a point source on the boundary and recover the properties of the layered medium by a measurement of the medium response, over some time interval, at a single point on the boundary.
We will use r = (x, y, z) to represent a general point in R 3 , and |r| will represent x 2 + y 2 + z 2 . Let H, the half space z > 0 of R 3 , represent the medium, and a smooth function q(z) on [0, ∞) represent some property of the layered medium. We will assume through out that all the odd derivatives of q(z) are zero at z=0 so that q(.) has a smooth even extension -we will discuss the necessity of this condition later in the introduction. The medium is probed by a point source placed at the origin (which is on the boundary of H), and the response is measured at some point on the boundary of H. Let U (r, t) be the solution of the initial boundary value problem U tt − U xx − U yy − U zz + q(z)U = 0 for r ∈ H, t ∈ R
U z (x, y, z=0, t) = δ(x, y, t), (x, y) ∈ R 2 , t ∈ R
U (r, t) = 0, for t < 0, r ∈ H.
The goal is the recovery of q(z) from a knowledge of U (r 0 , t) for all t in some interval, for some fixed point r 0 on the boundary of H.
If, instead of a point source as in (2) , one uses a planar source U z (x, y, 0, t) = δ(t), then U (r, t) would depend only on z and t and would satisfy the one dimensional wave equation in z, t (with a zeroth order term q(z)U ) and inverse problems for the one dimensional wave equation are fairly well understood. However, in our problem, U does depend on all the variables x, y, z, t and hence the one dimensional methods are not directly applicable. We derive an identity relating U to the solution of the one dimensional wave equation (with a zeroth order perturbation) and then we show that the inverse problem of interest may still be solved using techniques for the one dimensional case.
Let H(t − |r|) be the function (also a distribution) on R 3 × R which is 1 for t > |r| and zero elsewhere. Further, let δ(t − |r|)/|r| be the distribution on R 3 × R, defined by
for any compactly supported smooth function φ on R 3 ×R. Both these distributions have restrictions to H × R.
Theorem 1 Suppose q(z) is a smooth function on [0, ∞) all of whose odd derivatives are zero at z=0. Let U (r, t) be the solution of the IBVP (1) -(3). Then
where s = t 2 − x 2 − y 2 (on t ≥ |r|), and k(z, t) is the solution of the characteristic boundary value problem
Actually k(z, t) is generated by the solution of a one dimensional point source problem. If K(z, t) is the solution of the IBVP
Hence, informally
If we could show (informally) that as distributions
on t > 0 then we would have the informal relation
To prove (11), we note that on t ≥ 0, s = z iff t = |r| and ∇(s − z) = [−x/s, −y/s, −1, t/s]. So, for any smooth function φ(r, t) of compact support
Actually, we first conjectured the informal relation (12) based on formal calculations based on transmutation theory techniques. We recast the informal result in the form of Theorem 1 to make it rigorous.
From Theorem 1, one may quickly derive two results about recovering q(z), from the response of the medium measured at a point on the boundary. The first deals with the response of the medium to a point source on the boundary, and asserts that one may recover q(z) up to a depth Z if one measures the medium response, at some point on the boundary, for an appropriate time interval.
Theorem 2 Suppose q(z) is a smooth function on [0, ∞) all of whose odd derivatives are zero at z=0. Let U (r, t) be the solution of the IBVP (1) - (3), and r 0 a boundary point of H. Given an upper bound on q C 3 [0,Z] , one may recover q(z) uniquely from a knowledge of U (r 0 , t) for
The second result is similar to the first one except the medium is probed by a more diffuse source -it need not be a point source.
Theorem 3 Suppose q(z) is a smooth function on [0, ∞) all of whose odd derivatives are zero at z=0. Let V (r, t) be the solution of the IBVP (1) - (3) except (2) is replaced by the boundary condition
Given an upper bound on q C 3 [0,Z] , one may recover q(z) uniquely from a knowledge of V (0, 0, 0, t) for t ∈ (0, 2Z] provided f (x, y) is a known smooth function on R 2 and f (0, 0) = 0.
Our proofs of all the theorems would go through if q had only three continuous derivatives. We have not been too particular about the regularity requirements on q, particularly for Theorems 2 and 3, because the optimal regularity of q needed for these problems is yet to be determined, because the optimal regularity requirements on q for the associated one dimensional inverse problem is not known. For the associated one dimensional inverse problem, there is no complete characterization of the range of the forward map for an appropriate class of q and no upper bound on the appropriate norm of q in terms of the data. Contrast this with the complete picture in another one dimensional inverse problem -the Webster's Horn equation -as in [11] .
The condition that all odd order derivatives of q(z) be zero at z=0 or equivalently that q have an extension as a smooth, even function on R, is really there because of the method we have used to prove our result -we convert the forward problem on the half space H to a forward problem on the free space R 3 . We believe the results are true without the restrictions on the derivatives of q at z=0.
[8] also discusses solving inverse problems for layered medium in 3D from one source and one receiver. Chapter II of [8] deals with the layered medium problem where the coefficient q(z) is in the zeroth order term. In equation (40) of [8] , an explicit formula is given for U in terms of the spectral distribution function σ(λ) of q(z) (which allows a separation of variables). Compare this with our Theorem 1, where we express U in terms of the solution of a first order hyperbolic equation. One dimensional inverse problems are more easily solved from data which comes from the boundary trace of a solution of a one dimensional hyperbolic pde than from the boundary spectral data. In fact, inversion from boundary spectral data is usually done by first determining the boundary trace of some solution of a one dimensional hyperbolic equation. See [1] , [2] , [10] and references there for details on the above discussion. Also, many people have contributed to the solution of the one dimensional "inverse scattering" problem -please refer to the survey paper [2] for other references.
Chapter III of [8] considers a layered 3D problem where now the unknown coefficient is the velocity and the source is a point source. No relationship has been found between the solution of this three dimensional forward problem and a solution of an associated one dimensional forward problem. In one dimension, one may convert velocity problems to q problems by a travel time change of coordinates. This trick does not carry over to higher dimensions even when the velocity is dependent only on the depth z. There are partial results for the inverse problem for the layered velocity case - [8] contains results on local existence, uniqueness and continuity for the inverse problem, stated as Theorem 4 (page 34), Theorem 7 and Theorem 8 (page 46). The results are not as satisfactory as for the q problem. A necessary condition on the range has been determined and is stated as Theorem 3 on page 33.
[4] is one of the early articles to use the transmutation theory approach to tackling the frequency domain version of the PDE considered by us; [5] and [6] also study the problem in the frequency domain. Their goals were inverse problems in the frequency domain and their data was different from what we consider. [6] also contains references to other articles dealing with transmutation theory.
Proofs of the Theorems

Proof of Theorem 1
By a solution U of (1)- (3) we mean a distribution U on H × (−∞, ∞) (H is the half space z > 0 in R 3 ) so that
• the map z → U z (., ., z, .) has an extension as a continuous map from [0, ∞) to D (R 3 ), so that U z (x, y, z=0, t) = δ(x, y, t).
Extend q(z) as a smooth even function of z for all real z, which may be done because all odd order derivatives of q are zero at z=0. Let G(r, t) be the solution of the initial value problem
G(r, t) = 0, for t < 0, r ∈ R 3 .
Towards proving Theorem 1 we first show that U = − 2G as a distribution on H × R. It is clear enough that −2G satisfies (1) on the region H × R and that −2G is zero on H × (−∞, 0). It remains to verify that the map z → −2G z (., ., z, .) is a continuous function from [0, ∞) to D (R 3 ) with −2G z (., ., z=0, .) = δ(x, y, t).
As shown in [3] or [9] , we have
where g(r, t) is the solution of the Goursat problem
Since q is smooth, as shown in [3] , pages 193-196, the Goursat problem has a unique classical solution g(r, t), which is the restriction of a smooth function on R 3 × R.
For any compactly supported smooth function φ(r, t) on R 4 , using (16), we have
For any smooth compactly supported functions ψ(x, y, t) and η(z) with η(z) supported in z > 0, taking φ(r, t) = ψ(x, y, t) η(z), and integrating by parts in the z variable, we have
Hence, for any z > 0, and any compactly supported function ψ(x, y, t) on R 3 , we have that G z (., ., z, .) is the distribution given by
Using the change of variables x = zu, y = zv (note z > 0), and letting τ = √ 1 + u 2 + v 2 , we obtain
Since g and ψ are smooth, the map
is continuous in the topology (weak) on D (R 3
x,y,t ). We now claim that
We will prove this by examining each of the integrals in (19). Since ψ is compactly supported we assume that ψ(x, y, t) is supported in |(x, y)| ≤ l, |t| ≤ l. Further ψ and its derivatives are bounded, say by M .
For the first part of the first integral in (19), the absolute value is bounded by
In the second part of the first integral in (19), since 1/τ 3 is integrable over R 2 , from the dominated convergence theorem, we have the limit of the second term is
In the third integral in (19), since 0 ≤ zτ ≤ l, the integration uses values of g(r, t) only on the region |r| ≤ t ≤ l. Hence g (and its derivatives) are bounded on this region (by say N ). So the absolute value of this integral is bounded by
In the fourth integral in (19), we use g z (r, t) for (r, t) in the region |r| ≤ t ≤ l. Since g z (., ., z=0, .) = 0, from uniform continuity, for > 0, there is δ > 0 so that |g z | < over the region of integration, if 0 ≤ z ≤ δ. So for 0 ≤ z ≤ δ, the absolute value of the integral is bounded by
This completes the proof of (20) and hence the proof of the claim that U = − 2G. Hence
Let k(z, t) be the solution of the Goursat problem
Then as in the case of g(r, t), there exists a unique function k(z, t), which solves (22), (23), and k(., .) is the restriction to the region t ≥ |z|, of a smooth function on R 2 . Further, since q is even in z and the conditions (23) are even, so k(z, t) is an even function of z and hence k z (z=0, t) = 0, that is (6) is valid. So the solution of (5)- (7) is the restriction of the solution of (22), (23), and it was reasonable to denote the solutions of the two problems by the same symbol k(., .).
To prove Theorem 1 we need to show that on the region t ≥ |r|,
where s = t 2 − x 2 − y 2 and k(z, t) is the solution of the Goursat problem (22), (23). We prove (24) by showing that the RHS of (24) is a solution of the Goursat problem (17)-(18).
The first issue to be addressed is the value of the function k t (z, s)/s at points in t ≥ |r| where s = 0. Using the ideas in [3] , pages 193-196, we may write the solution k(z, t) of (22), (23) in the form
where a j (z) is infinitely differentiable and b(z, t) is the solution of the initial value problem
for an m − 1 times differentiable function f , supported in the region t ≥ |z|, for every positive integer m. Hence b(z, t) has m − 2 continuous derivatives. Therefore
But from (26), b t (z, t=0) = 0, implying b t /t has m − 4 continuous derivatives from Taylor's theorem. Hence, k t /t is the restriction to the region t ≥ |z| of an m − 4 times differentiable function on R × [0, ∞), for every positive integer m. Hence k t /t is the restriction to t ≥ |z| of a smooth function on R × [0, ∞).
We first show that k t (z, s)/(2πs) satisfies (18). Differentiating (7) we have
Also note that k t (0, 0) = 0, k z (0, 0) = 0 because k z − k t = 0 on t = −z, z ≤ 0. Next, using (5)
Integrating this
Using (27) we have
Since k(z, t) is even in z, we have k(z, |z|) = k(|z|, |z|) for all z ∈ R. Hence, we have
Now on the cone t = ρ, we have s = |z|, so
Hence −k t (z, s)/(4πs) satisfies (18) Next, in the region t > |r| we have s > 0, and k t (z, s)/s satisfies (17) because
This completes the proof of the claim that −k t (z, s)/(4πs) is the solution of the Goursat problem (17), (18), giving g(r, t) = −k t (z, s) 4πs which, combined with (21) proves Theorem 1.
Proof of Theorem 2
From Theorem 1 knowing U (r 0 , t) for t in [|r 0 |, |r 0 | 2 + 4Z 2 ], implies knowing k t (z=0, s)/s for s = t 2 − x 2 − y 2 in [0, 2Z]. So the problem becomes the recovery of q(z) in [0, Z] from a knowledge of k t (z=0, t) for t ∈ [0, 2Z]. This is an inverse problem for the one dimensional wave equation and has been well analyzed -see [2] , [1] , [10] . The only restriction to the inversion is an a-priori upper bound on q C 3 [0,Z] , because as far as we know, no upper bound on any norm of q has been obtained in terms of the data k t (z=0, t), t ∈ [0, 2Z], and an upper bound is needed to prove the convergence of the inversion scheme.
Proof of Theorem 3
Below, we will use the symbol r = (x, y, z) and p = (x, y). From the definition of U and V and that q is independent of x, y, we have V (r, t) = U (r, t) * f (p) where the convolution is in the variables p = (x, y). Hence from Theorem 1, for t > 0, 2πV (0, 0, 0, t) = R 2 U (−p, 0, t)f (p) dp = − Most of this work was done during the Fall of 2001, at the MSRI, Berkeley, CA, where the author participated in a semester long program on Inverse Problems. The author would like to thank the organizers of this program, particularly David Eisenbud, Gunther Uhlmann, and the NSF, for organizing this program and providing financial support. The author was also on sabbatical during this period and would like to thank the University of Delaware for providing this opportunity and financial support.
