Abstract. For any reduced amalgamated free product C * -algebra (A, E) = (A 1 , E 1 ) * D (A 2 , E 2 ), we introduce a canonical ambient C * -algebra ∆T(A, E) of A in such a way that if each (A k , E k ) comes from discrete groups Λ ≤ Γ k , then the inclusion A ⊂ ∆T(A, E) is identical to C * red (Γ) ⊂ C(∆T) ⋊ red Γ with the canonical action of Γ = Γ 1 * Λ Γ 2 on the Bowditch compactification ∆T of the Bass-Serre tree T associated with Γ. We then identify ∆T(A, E) with a Cuntz-Pimsner algebra in a very explicit way. This identification result provides new conceptual, and simpler proofs of several known theorems on approximation properties and KK-theory for reduced amalgamated free product C * -algebras.
Introduction
Any amalgamated free product group Γ = Γ 1 * Λ Γ 2 is known to act on the associated BassSerre tree. This type of action is one of two fundamental examples of group actions on trees in Bass-Serre theory [Se] (the other arising from HNN extensions), and also plays an important role in K-theory of those groups. In fact, Julg and Valette [JV] gave a geometric construction of 1 Γ ∈ KK Γ (C, C) using the action on the tree, which turned out to be the gamma element in the context of the Baum-Connes conjecture ( [Va] ). Also, one can compute the KK-theory of Γ from those of Γ 1 , Γ 2 and Λ by Pimsner's result [Pi1] .
Julg and Valette's geometric construction was applied to amalgamated free products of quantum discrete groups in [Ve] , and then to the general C * -algebras in [Ha, FG1] . In these works, natural analogues of the Bass-Serre trees for reduced amalgamated free products of C * -algebras appear and play a key role. This consideration is further generalized to a framework of graph of C * -algebras in [FF] , and Fima and Germain generalized Pimsner's result [Pi1] to this framework [FG2] .
In the present paper, based on these ideas, we study reduced amalgamated free products from a more geometric viewpoint via associated Bass-Serre trees. To explain our result, let Γ = Γ 1 * Λ Γ 2 be an amalgamated free product of discrete groups acting on the Bass-Serre tree T. Then Γ admits a natural action on the Bowditch compactification ∆T, which is the set of equivalence classes of geodesic paths in T with a suitable topology [Bo] . This action can be thought of as an analogue of boundary actions of word hyperbolic groups, and its boundary amenability was studied by Ozawa [Oz2] . The main result of this paper is to generalize the inclusion C ← −−− − KK(A 1 , P ) ⊕ KK(A 2 , P ) (j 2. Preliminaries 2.1. Notations on Hilbert C * -modules. We refer to Lance's book [La] for the theory of Hilbert C * -modules. For a Hilbert C * -module X, we denote by L(X) the C * -algebra of all adjointable operators on X. The "rank one operator" associated with ξ, η ∈ X is denoted by θ ξ,η and the elements of K(X) := span{θ ξ,η | ξ, η ∈ X} are called compact operators.
Let X and Y be Hilbert C * -modules over A and B, respectively. We denote by X ⊞ Y the direct product of X and Y equipped with the A ⊕ B-valued inner product ξ 1 ⊕ η 1 , ξ 2 ⊕ η 2 = ξ 1 , ξ 2 ⊕ η 1 , η 2 for ξ k ∈ X and η k ∈ Y . Note that
* -correspondence, we denote the interior tensor product of X and (Y, φ Y ) by X ⊗ A Y . For each x ∈ L(X), we denote by x ⊗ 1 the image of x under the natural map L(X) → L(X ⊗ B Y ).
2.2. Reduced amalgamated free products. We fix notations on reduced amalgamated free products which will be used throughout the paper. Let {(D ⊂ A k , E k )} k∈I be a family of unital inclusions of C * -algebras with nondegenerate conditional expectations and (A, E) = * D (A k , E k ) be the reduced amalgamated free product (see [Vo] ). We denote by (X k , φ X k , ξ k ) and (X, φ X , ξ 0 ) the GNS representations associated with E k and E, respectively. For each m ∈ N, we set I m := {ι : {1, . . . , m} → I | ι(j) = ι(j + 1) for 1 ≤ j ≤ m − 1}. We set X
• k = X k ⊖ ξ k D and a • = a − E k (a) for a ∈ A k . Then, X is identified with the free product Hilbert C * -module
For each k ∈ I we denote by P (ℓ,k) and P (r,k) the projections onto the following submodules, respectively:
The compression by the projection onto [Ha, Lemma 3.1.1] ). We use the following A-k∈I A k and A-A C * -correspondences
and may identify A with φ Y (A). Note that there exists an injective
2.3. Pimsner algebras. We correct notations and terminologies on Pimsner algebras following [Ka] . Let (X, φ X ) be a C * -correspondence over a C * -algebra A. We do not assume that φ X is injective. Recall that a representation of X on a C * -algebra B is a pair (π, t) such that π : A → B is a * -homomorphism and t : X → B is a linear map satisfying t(ξ) * t(η) = π( ξ, η ) and π(a)t(ξ)π(b) = t(φ X (a)ξb) for ξ, η ∈ X and a, b ∈ A. For each n ∈ N, we denote by X ⊗n the interior tensor product X ⊗ A X ⊗ A · · ·⊗ A X of n copies of X, and set X ⊗0 = A and t 0 = π. Then, there is a linear map t n :
* -algebra C * (π, t) generated by π(A) and t(X) is the closed linear span of
When (π, t) is the universal representation (which is unique up to isomorphism), C * (π, t) is called the Toeplitz-Pimsner algebra of X, and denoted by T (X). Let F (X) = n≥0 X ⊗n be the full Fock space and (ϕ ∞ , τ ) be the Fock representation of X on L(F (X)) defined by ϕ ∞ (a) = a ⊕ φ X (a) ⊕ n≥2 φ X (a) ⊗ 1 and τ (ξ)a = ξa and τ (ξ)η = ξ ⊗ η for a ∈ A, ξ ∈ X and η ∈ X ⊗n with n ≥ 1. Then, (ϕ ∞ , τ ) is universal, so we have T (X) ∼ = C * (ϕ ∞ , τ ). The compression map by the projection onto A ⊂ F (X) defines a nondegenerate conditional expectation E X : T (X) → A.
Any representation (π, t) induces a * -homomorphism ψ t : K(X) → B such that ψ t (θ ξ,η ) = t(ξ)t(η) * . We define the ideal J X of A by
is called the Cuntz-Pimsner algebra and denoted by O(X). Note that the definition of O(X) is different from Pimsner's original one in [Pi2] . By the universality, there exists a quotient map T (X) → O(X), and the kernel is isomorphic to
3. Compactifications of Bass-Serre trees 3.1. Group case. Let Γ = Γ 1 * Λ Γ 2 be an amalgamated free product of discrete groups and set I = {1, 2}. Recall that the Bass-Serre tree of Γ is the graph T = (V, E) of which the vertex set is V = Γ/Γ 1 ⊔ Γ/Γ 2 and the edge set is E = Γ/Λ, such that the edge gΛ relates gΓ 1 and gΓ 2 (see [Se] ). We denote by ∆T := V ⊔ ∂T the Bowditch compactification of T as a uniformly fine hyperbolic graph (see [Bo] or [Oz2, §2] ). If we identify each element in V with the finite geodesic path in T connecting it with the origin eΓ 1 ∈ V (the coset of Γ 1 with respect to the neutral element), then elements in ∂T are identified with one-sided infinite geodesic paths from eΓ 1 . For each x, y ∈ ∆T we denote by [x, y] ⊂ ∆T the unique geodesic path connecting x and y, and for each finite subset F of V , we set
Then, M (x, F ) is clopen in ∆T and the family {M (x, F ) | x ∈ ∆T, F ⊂ V finite} forms an open base for ∆T. We have natural inclusions C(∆T) ⊂ ℓ ∞ (V) ⊂ B(ℓ 2 (V)) and the action α : Γ C(∆T) is implemented by the unitary representation π : Γ ℓ 2 (V) induced from the action Γ T. Note that (ℓ 2 (V), π) is unitarily equivalent to the direct sum of quasiregular
Let A, A k and D be the reduced group C * -algebras of Γ, Γ k and Λ, respectively, and
where
Proposition 3.1.1. The reduced crossed product C(∆T) ⋊ red Γ is isomorphic to C * (A, P 1 , P 2 ).
Proof. Let P Γ1 and P Γ2 be the projections in C(∆T) obtained by cutting off the edge eΛ such that P Γ k δ eΓ k = δ eΓ k for k = 1, 2. Then, the range of P Γ k is generated by all the vectors δ gΓj such that j ∈ {1, 2} and g is a reduced word beginning with some element in Γ k \ Λ. Then, the Γ-orbits of P Γ1 and P Γ2 separate the points of ∆T. Thus, it follows from the Stone-Weierstrass theorem that
For each k ∈ {1, 2}, we define the unitary
* a for g ∈ Γ and a ∈ A. Then, one can easily check that
Since φ Z is injective, C(∆T) ⋊ red Γ is isomorphic to C * (A, P 1 , P 2 ).
By a similar argument to the above proof, one can show that the C * -correspondence ℓ 2 (E) ⊗ A equipped with the left action λ(g) → λ Γ/Λ (g) ⊗ λ(g) is unitarily equivalent to (X ⊗ D A, φ X ⊗ 1). Therefore, the pair (Z, φ Z ) and (X ⊗ D A, φ X ⊗ 1) can be regarded as the Bass-Serre tree of (A, E) (c.f. [Ve, FF, FG1, FG2] ).
Definition 3.2.1. We define ∆T(A, E) by the C * -algebra generated by A and
Remark 3.2.2. Let Γ = * Λ Γ k be the amalgamated free product of {Λ ≤ Γ k } k∈I . When |I| ≥ 3, the Bass-Serre tree of Γ is given by the following way: Let 0 be an element which is not in I and set J = I ∪ {0} and Γ 0 := Λ. Then, the associated Bass-Serre tree
Here gΛ k relates gΓ k and gΛ for g ∈ Γ.
Let (A, E) = * D (A k , E k ) be the corresponding reduced amalgamated free product. Note
The next proposition follows from the definition, so we omit the proof. 
Remark 3.2.4. We will use the following representations of ∆T(A, E):
We observe that for each k, j ∈ I with k = j one has
. For k, j ∈ I with k = j and a ∈ A k , we have
Pimsner algebras
4.1. Extensions associated with conditional expectations. Let D ⊂ A be a unital inclusion of C * -algebras with conditional expectation E : A → D. Let (X, φ X , ξ 0 ) be the GNS representation associated with E and e D ∈ L(X) be the Jones projection. We define the UCP map Φ :
by the compression, and set Ψ :
The next proposition was essentially proved in [Dy] , but we give its proof for the reader's convenience.
Proposition 4.1.1. There is a semisprit exact sequence
with the UCP cross section Ψ : A → B. The C * -algebra B is nuclear (resp. exact) if and only if A is nuclear (resp. exact).
is an injective * -homomorphism. The second assertion follows from the semisplit exact sequence and [Ka, Proposition B.7] . 
Thus, B contains I ⊕ 0 as a closed ideal, and we identify I with its copy inside B.
The next lemma will be used later.
Then, one has ϕ(π(θ ξ⊗a,η⊗b )) = θ ξ,ηE(ba * ) for ξ, η ∈ Z and a, b ∈ A, and hence
Then, we have the matrix representations:
Note that the semisplit exact sequence (3) is a "corner" of the split exact sequence
Remark 4.1.5. Assume that the data (D ⊂ A, E) comes from an inclusion of discrete groups Λ ≤ Γ. If Λ is a finite index subgroup of Γ, then one has B = A ⊕ K(X). When the index is infinite, one has
Remark 4.2.1. In the case when I = {1, 2}, we have much simpler descriptions:
Proof. We first prove the inclusion (⊂): Take x ∈ J X arbitrarily. By definition of B, there exist
by Proposition 3.2.3. Thus, the map t : X ∋ aξ kk x → aP ⊥ k π(x) ∈ ∆T(A, E) defines an isometric right B-module map. Also, for any c ∈ A k we have
. by Proposition 3.2.3 again. Thus, the pair (π, t) is an injective representation of X. The covariance of (π, t) follows from that
Then, letting U z := e A1 +e A2 + n≥1 z n Q n for z ∈ {w ∈ C | |w| = 1} we have Ad U z (π(x)) = π(x) for x ∈ B and Ad U z (t(ξ)) = zt(ξ) for ξ ∈ X. Therefore, the universality of (π, t) follows from the gauge-invariant uniqueness theorem [Ka, Theorem 6.4 
4.3. Toeplitz extensions. We next see that the Toeplitz extension
is also a representation of X. We denote the
0 . We fix a fixed-point free bijection τ on I.
To simplify the notation, we will write τ (k) = k + 1 for k ∈ I. Let Q ∈ L(X I ) be the projection onto ⊞k∈I P ⊥ (r,k) X (k+1) .
Since π(B) commutes with Q and (1 − Q) t(X)Q = {0} holds, the pair (π
Proof. It is clear that (Π, T ) is an injective representation of X admitting a gauge action. Thus, we only have to check that Π(J X ) ∩ ψ T (K(X)) = {0} by [Ka, Proposition 3.3, Theorem 6.2] . Assume that an element
. By [Ka, Proposition 4 .6], Lemma 4.2.2 and the covariance of (π, t), the kernel of p is generated by
Proof. We may assume that ξ = a k ξ kk x and η = a l ξ l,l y for some k, l ∈ I,
Notice that if k = l and x, y ∈ Ψ D (D), then we are done. We observe that Q t(ξ)(1 − Q) t(η) * Q is supported on ⊞j∈I X (j+1)• j . Fix j ∈ I and a j ∈ A • j and take b j+1 ∈ A j+1 and K ∈ K(X • j+1 ) in such a way that the (j + 1)-th entry of xy * ∈ B equals Ψ j+1 (b j+1 ) + K. We then have
which completes the proof. 
Proof. It suffices to show that Θ(t
* is in ker p for m, n ∈ N ∪ {0}, ξ ∈ X ⊗m , η ∈ X ⊗n and ξ ′ , η ′ ∈ X. Indeed, one has
Here the last equality follows from Q t m (ξ)(1 − Q) t(ξ ′ )(1 − Q) = 0. Thus, the assertion follows from the previous lemma.
Corollary 4.3.4. The C * -algebra ∆T(A, E) is nuclear (resp. exact) if and only if both A 1 and A 2 have the same property. Morover, it follows that Λ cb (∆T(A, E)) = max{Λ cb (A 1 ), Λ cb (A 2 )}.
Proof. Assume that A 1 and A 2 are nuclear (resp. exact). By Proposition 4.1.1, B has the same property, and hence so does T (X) by [Ka, Theorem 7 .1, Theorem 7.2]. Thus, the same holds for ∆T(A, E) by Proposition 4.2.3 and Proposition 4.3.3. The opposite implication follows from Proposition 3.2.3 (iv). The assertion for CBAP follows from [DySm] .
We note that the above corollary does not need the deep results that nuclearity and exactness pass to quotients ( [CE, Ki1, Ki2] ). Since exactness passes to subalgebras, we obtain a new proof of Dykema's result.
Corollary 4.3.5 (Dykema [Dy, DySh] 
one can show that ∆T(A, E)
∼ is isomorphic to O(X ∼ ) naturally and the Toeplitz extension of X ∼ is semisplit in the same manner as Proposition 4.2.3 and Proposition 4.3.3.
4.4.
Reduced amalgamated free products. In the case when I = {1, 2}, the C * -algebra ∆T(A, E) is also a reduced amalgamated free product C * -algebra. We extend E A k to ∆T(A, E) by using e A k and still denote it by E A k . Then, the composition (
, and E k := E| C k for k = 1, 2, here we write t(X
Then we have the following matrix representations
) be as in the previous subsection. Then, the GNS representation associated with E is (
0 ). Since ∆T(A, E) is generated by B 1 and B 2 , we only have to check the freeness condition that E(x m · · · x 1 ) = 0 for any m ∈ N, ι ∈ I m , and x i ∈ B
• ι(i) for i = 1, . . . , m. Note that
.
Thus, we may assume that each x i is of the form P ι(i)
0 , and thus E(x m · · · x 1 ) = 0. The case when ι(1) = 2 is similar.
Note that the inclusion map κ k : A k ֒→ B k satisfies that κ k : E k = E k : κ k for each k = 1, 2. Thus, the embedding A ⊂ ∆T(A, E) is compatible with respect to the reduce amalgamated free product structures.
Boundary actions
Recall that 4.1.3) . Thus, I := k∈I I k forms an ideal of B. Note that the operators xe A k and P
In the group case, ∂T(A, E) is indeed isomorphic to the reduced crossed product arising from the boundary action.
Proposition 5.3. Let Γ = Γ 1 * Λ Γ 2 be an amalgamated free product and (A, E) = (A 1 , E 1 ) * D (A 2 , E 2 ) be the corresponding reduced amalgamated free product. Then, there is a dichotomy:
• Λ is a finite index subgroup of Γ k if and only if the ideal I k coincides with A k .
• Λ is an infinite index subgroup of Γ k if and only if the ideal I k is {0}. Also, via the isomorphism between ∆T(A, E) and
Thus, if there exists a nonzero positive element x in I k , then c 0 (Γ k /Λ) ⋊ red Γ k must be unital, and hence Γ k /Λ is finite. The second assertion follows from that the projection e A k ⊗ 1 corresponds to the projection
Let q : B → B/I andq : ∆T(A, E) → ∂T(A, E) be the quotient maps and consider the pushout X q := X ⊗ B (B/I). Since I ⊂ ker φ X holds, we have a left action φ Xq : B/I → L(X q ) such that
defines an injective * -homomorphism for all k ∈ I. Then, the following hold true:
(i) the left action φ Xq is injective and
for some a ∈ I k , and so q(x) = 0. Thus, φ Xq is injective and we have
To see the assertion (ii), we actually prove that
On the contrary, we suppose that there exists an element a ∈ φ
Then, we have lim n→∞ aQ n = 0. There exist m ∈ N, ι ∈ I m with ι(m) = k and a unit vector
This implies that aQ m+2 > δ. Similarly, we can inductively show that aQ m+2n > δ for all n ∈ N, a contradiction.
We prove (iii): Let (π, t) be as in Proposition 4.2.3. Since π(I) ⊂ k∈I K(Y k I k ) holds, there is a covariant representation (π, t) of X q on ∂T(A, E) such that π•q = q•π and t(aξ kk ) =q(aP
is gauge action invariant, (π, t) admits a gauge action. Thus, it suffices to show that π is injective, equivalently π(B)
In the case when Γ 1 and Γ 2 are finite, the quotient of C(∆T)⋊ red Γ by c 0 (V)⋊ red Γ is isomorphic to C(∂T) ⋊ red Γ. It was shown by Okayasu that C(∂T) ⋊ red Γ is isomorphic to some CuntzPimsner algebra ( [Ok] ). We will generalize Okayasu's result to ∂T(A, E) in the case when
Proposition 5.5 (c.f. [Ok, Theorem 4.9] 
Proof. Let (π 0 , t 0 ) be the representation of Y on ∂T(A, E) given by π 0 (d1 B k ) =q(dP k ) and t 0 (aξ kk ) =q(aP ⊥ k ) for k ∈ I, d ∈ D and a ∈ B k . Then (π 0 , t 0 ) is injective and covariant and admits a gauge action. Thus, it suffices to show that A
Note that ∂T(A, E) is not necessarily simple even in the group case (see [Ok] ). We close this section by giving a short proof of Ozawa's reult [Oz1] on nucleartiy of A. 
KK-theory
In this section, we prove Theorem C and Theorem D. Throughout this section, we assume that A 1 and A 2 are separable. Let φ = φ Y : A ֒→ ∆T(A, E) be the inclusion map and set
We denote by k the unique element in {1, 2} \ {k}.
Notation 6.7. We use the following traditional notations:
• Let P be a separable C * -algebra. For each k = 1, 2, we denote by (X
. This element is just the Kasparov product of the natural inclusion map K(X 
• For any C * -algebra P , we set SP := C 0 ((0, 1), P ) and CP := C 0 ([0, 1), P ), and set S = SC and C = CC. Also, we set Sϕ = id S ⊗ϕ : SP → SQ and τ S :
• For a * -homomorphism ϕ : P → Q, the mapping cone of ϕ is defined by
Proof. Let (Z, φ Z ) and φ Z : ∆T(A, E) → L(Z) be as in Eq. (1). Define the isometry S : [Ha, Lemma 3.2] that S(φ X (a) ⊗ 1) − φ Z (a)S is compact for a ∈ ∆T(A, E). Since φ Z (P 1 )S = S(σ 1 (P 1 ) ⊗ 1) holds, the triplet
is a ∆T(A, E)-A Kasparov bimodule and defines an element α ∈ KK(∆T(A, E), A). Since φ ⊗ ∆T(A,E) α is implemented by the A-A Kasparov bimodule [Ha, Theorem 3.4] . Also, it follows from
Our proof of Theorem C is based on the six-term exact sequences induced from the semisplit Toeplitz extension. Thanks to the next lemma, we can assume that X 
k is full and the embedding maps A k ֒→ A k and A ֒→ A induce KK-equivalences. Proof. Let s be the unilateral shit generating T . Then, one has F k (s) = 0 and F k (s * s) = 1, and thus X • k is full. Let H k and H be the C * -correspondences over A k and A associated with the UCP maps ϕ k 1 on A k and ϕ1 on A, respectively, Then, it is well-known that (T ( ω) . Thus, the embedding A k ֒→ A k induces a KK-equivalence by [Pi2] . Similarly, by Speicher's theorem, we have
and thus A ֒→ A gives a KK-equivalence by [Pi2] .
In the previous lemma, one can choose A k as simple C * -algebra by replacing T by the Cuntz algebra O ∞ of countably many generators with the vacuum state ω. Indeed, (O ∞ , ω) is isomorphic to the infinite free product * (T , ω), and hence the reduced free product of A k and O ∞ is isomorphic to T ( N H k ), which is simple by [Ku] .
Before the proof of Theorem C we give a short proof of the next proposition on Skandalis's Knuclearity ( [Sk2] ). Note that this is also follows from the result in [FG1] that SA is KK-equivalent to the mapping cone of the diagonal embedding D ֒→ A 1 ⊕ A 2 .
Proposition 6.11. Reduced amalgamated free products of K-nuclear C * -algebras over K-nuclear C * -subalgebras are K-nuclear.
• k is full, the C * -algebra B k is a full corner of B k , so the inclusion map induces a KK-equivalence by [Br] . Since B k is a split extension of A k by L k , one has a KK-equivalence between
be the isomorphism given by the compositions of these KK-equivalences.
Note that [X] is the direct sum of two maps (
. Thus, we have the following commuting diagrams in which vertical arrows are isomorphisms:
Therefore, the assertion follows from (X
It follows from the previous two lemmas that the sequence for KK p (P, −) in Theorem C is exact at A 1 ⊕ A 2 and A. Indeed, it follows from j 1 * • i 1 * = (ρ 1 ⊕ ρ 2 ) * that Im η ⊂ Im φ * + ρ 1 * . Thus, it follows from the injectivity of φ * and Lemma 6.8 that ker(j 1 * + j 2 * ) = Im(i 1 * , −i 2 * ) and ker ∂ • φ * = Im(j 1 * + j 2 * ). Also, we have ∂(φ * (F (A) 
To see the exactness at D,we consider the element
. Then, the exactness at D follows once we prove the following inclusion
for any separable C * -algebra P . For this, we use the mapping cone C i of the diagonal map
Then, the next lemma obviously implies the above inclusion.
Lemma 6.13. Assume that X ). Define embedding maps u : SJ X → C Θ and ι ⊞ : SK(X 1 ⊞ X 2 ) → C ρ by formula (f 1 ⊕ f 2 ) → (t → (f 1 (1 − t) ⊕ f 2 (t))), and define G : C Θ → ST (X) in a similar way to G. Note that the composition G • v : SJ X → SK(F (X)J X ) is homotopic to Sι Ω . We observe that the restriction of the UCP map E X (·)1 B k : T (X) → B k to C * (Θ(A k )) gives a surjective * -homomorphism onto B k ⊂ B k for k = 1, 2, and they induce a * -homomorphism q : C Θ → C ρ . Then, we have the commuting diagram of semisplit exact sequences: Thus, G ⊗ SA τ S (u) = δ r by [Sk, Lemma 1.5] . Since δ r gives the connecting map in the six-term exact sequence induced from r, the image of the map G ⊗ SA τ S (u) * : F (C i ) → F 1 (SK(X 1 ⊞ X 2 )) is just the kernel of (ι ⊞ ) * : F 1 (SK(X 1 ⊞ X 2 )) → F 1 (C ρ ). So, we only have to check that (ι ⊞ ) * • (Sι θ ) * (x, −x) = 0 for x ∈ ker Si * , and this follows from next commuting diagram with the Puppe exact sequence for C ρ ( [CS] Similarly, one can show the exact sequence for KK p (−, P ).
Remark 6.14. Let ev : C i → D be the evaluation map at 0 and ∆ : D → D ⊕ D be the diagonal embedding. In [FG1] Theorem C was shown by constructing an inverse element x ∈ KK(SA, C i ) of G. Thus, the connecting map KK(P, SA) → KK(P, D) is given by x ⊗ Ci ev. In our proof, the semisplit extension 0 −→ K(F (X)J X ) −→ C * (Θ(A)) + K(F (X)J X ) s −→ A −→ 0.
gives the connecting map KK(P, A) → KK(P, F (X)J X ). It might be interesting to compare two elements ev ⊗ D ∆ ⊗ D⊕D ι θ ∈ KK(C i , K(X 1 ⊞ X 2 )) and δ r ∈ KK 1 (C i , SK(X 1 ⊞ X 2 )).
We close the paper showing Theorem D.
Proof of Theorem D. When X
• 1 and X
• 2 are full, our proof above shows that the map (φ ⊕ ρ 1 ) * from KK(∆T(A, E), A ⊕ D) to KK(∆T(A, E), ∆T(A, E)) is sujective. This implies the desired KK-equivalence by the following trick from [Pi1] : Take γ ∈ KK(∆T(A, E), A ⊕ D) such that 1 ∆T(A,E) − (α ⊕ δ) ⊗ A⊕D (φ ⊕ ρ 1 ) = γ ⊗ A⊕D (φ ⊕ ρ 1 ). Since the left hand side is an idempotent in the ring KK(∆T(A, E), ∆T(A, E)), it follows from Lemma 6.8 that γ ⊗ A⊕D (φ ⊕ ρ 1 ) = 0. In the general case, one can check the surjectivity from the exact sequences in Theorem C for the reduced amalgamated free products (A, E) and (∆T(A, E), E) = (B 1 , E 1 ) * D⊕D (B 2 , E 2 ) (see § § 4.4).
