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Data
The data set used to constrain the kinematic slip model includes static measurements of 797 inland GPS stations(Caltech-JPL ARIA group) and 5 ocean bottom geodetic stations(Sato et al., 2011). Each measurement has three components offsets (east, north and up). We also used 14 strong motion stations distributed along the coast selected from the dense Japanese strong motion network (K-net and KiK-net) (http://www.k-net.bosai.go.jp/; http://www.kik.bosai.go.jp/), (Fig.S1). Although there is large number of stations to choose from and because of the large number of source models explored, we need to pick the most definitive observations to model. As discussed in the main text and more detail in the supplement, we have separated up-going energy contributions from diving energy paths. At larger distances these contributions interface, enhancing the crustal model sensitivity and making the job of source retrieved more difficult. The nearest stations are mostly controlled by the up-going paths and thus more reliable. Besides, we also picked hard rock sites, rejecting sites with strong coda. 
Inversion strategy: 
To obtain the kinematic slip model, we adopt the inversion scheme developed by (Ji et al., 2002). This method allows joint inversion of geodetic and seismic data by allowing different weights between the data sets. The whole fault plane (525km along strike × 260km along dip) is divided into smaller sub-faults (25km×20km), with strike and dip fixed to the GCMT solution (http://www.globalcmt.org/CMTsearch.html), 201° and 10°, respectively. Each sub-fault has its own rise time, slip amplitude, slip direction and averaged rupture velocity. The rupture is assumed to initiate at the epicentral location (142.68°E, 38.19°N) determined by (Chu et al., 2011). All the parameters are inverted at the same time using a simulating annealing non-linear inversion scheme (Ji et al., 2002). Two extra constraints are applied, one that minimizes the slip differences between neighboring subfaults and second that the total moment is fixed to the best double-couple moment as in GCMT solution (5.31×1029 dyne·cm). During the inversion, no back-slip is allowed and each subfault can only rupture once, the slip amplitude is allowed to vary from 0 to 60m, the rake angle is ranged from 60° to 120°, the rise time can vary from 5 to 28s and the rupture velocity can change from 1.0km/s to 2.0 km/s.
Resolution test of the data and sensitivity test of slab geometry:
(a) Checkerboard test for data resolution:
Similar as we did for the real data, Fig.2, we use a fault plane striking 201° and dipping 10°, and the fault plane is divided into smaller subfaults with size of 25km×20km. The synthetic data are generated for the same stations we have used for the real data, using a checkerboard like slip model (Fig.2A). The slip patches contains 3×3 (75km×60km) subfaults, each subfault has slip amplitude of 20m, rake angle of 90°, average rupture velocity of 1.5km/s and rise time of 17s. The theoretical displacement and velocity waveforms are computed for geodetic and seismic stations respectively. Then we inverted the synthetic data with and without the static data on the ocean bottom (Fig.2B,C). During the inversion, the slip amplitude is allowed to vary from 0 to 30m, the rake angle is ranged from 60° to 120°, the rise time can vary from 5 to 28s with an interval of 3s and the rupture velocity can change from 1.0km/s to 2.0 km/s. Since all the inland GPS and strong motion stations are located on one side (west) of the earthquake, the resolution of slip distribution reduces rapidly as a function of distance away from the coast (Fig.2C). Fortunately, with the help of 5 ocean bottom geodetic stations, the test model is much better recovered near the trench (Fig.2B). These features can also be seen in the depth profiles of slip models (Fig.S2) and rise time (Fig.S3). Here we present the rise time in both the direct inversion results and a smoothed version, where the estimate at each box (25km×20km) is averaged over its nearest neighbors. The correct values are mostly recovered (Fig.S3). This demonstrates the resolution power of the inversion under extreme condition. 
(b) Checkerboard test for slab geometry:
As revealed by active and passive source studies in the Japanese trench region (ref.), the dip angle of slab changes from about 7° to larger than 15° from the trench to coast line of Honshu. The fault geometry is known to have an impact on the slip inversion  ADDIN EN.CITE (Konca et al., 2010), thus we would like to test to what extent the fault geometry can affect the inversion results. We use two fault planes to approximate the slab geometry, with the shallow portion dipping 7° and the deeper portion dipping 15°. Similar checkerboard like slips are distributed on the fault planes (Fig.S4A), and synthetic data sets are generated for the same stations as in Fig.S1. Next we run the inversion of the data set with a single fault plane with dip angle of 10°, the recovered slip model is shown in Fig.S4B. Compared with the true fault geometry case (Fig.2B), the slip model shows a similar pattern. Although the slip distribution is somewhat smoother, especially on the northern end of the slip model, the main feature of the input slip is well recovered; note the pattern where the 5 ocean bottom geodetic stations are located. Note that, the rise time can also be recovered (Fig.S5).

Figure Captions:
Figure S1. Distribution of strong motion stations used for the inversion and checkerboard tests. 
Figure S2. (A) Input slip model with 20m slip patches. (B) Slip model obtained by inverting the synthetic data, which includes 5 ocean bottom geodetic data. (C) Similar as (B) but without 5 ocean bottom geodetic data. Contours indicate the timing of rupture fronts.
Figure S3. (A) Rise time of the input model, (B) inverted rise time with 5 ocean bottom geodetic stations, (C) smoothed rise time of (B), the rise time is smoothed by averaging the rise time on 8 neighboring subfaults and itself, essentially averaging over a square centered on each grid, (D) inverted rise time without ocean bottom geodetic stations, (E) smoothed rise time of (D). Only the rise time of subfault with slip larger than 8m is plotted. 
Figure S4. Test for slab geometry, (A) Input slip model.  (B) Inverted slip model, the green triangles indicate the location of 5 ocean bottom geodetic stations. 
Figure S5. Rise time of the input model (A) and those recovered by the inversion (B), (C) is the smoothed rise time of (B), similar smoothed algorithm is used as in Fig.S3C. Contours indicate the timing of rupture fronts. 
Figure S6. Kinematic slip model (A) and rise time (B,C) for the Tohoku-Oki earthquake. The arrows indicate the slip direction and the contours show the rupture time. The rise time is plotted only for the subfault with slip amplitude larger than 2m. The strike (201°) and dip (10°) of the fault plane are defined according to the GCMT solution. The algorithm used to smooth the rise time (C) is the same as we used in Fig.S3C.
Figure S7. (A) Misfit between the synthetic and data for the horizontal GPS components. (B) Vertical GPS synthetics (red) and the data (black). (C) Misfit between the synthetic and data for vertical components. The black star in each panel is the epicenter, the black rectangle and dashed lines are the surface projection of the fault plane and plate boundary, respectively.
Figure S8. Comparison of the strong-motion observations (black) and the synthetics (red) generated by the slip model. Station names are indicated at the beginning of each trace with their location shown in the map (Fig.S1). Data are aligned by the first P arrivals. Peak amplitude of observed records is indicated above the end of each trace. Note that the high-frequency ringing in the data is probably caused by the sites, see Fig.4.
Figure S9. Similar to Fig.S8, here the synthetics are calculated by including only the upper portion of the slip model (S0 in Fig.S6).
Figure S10. Similar to Fig.S8, the synthetics are calculated by including the lower portion of the slip model (S1~S4 in Fig.S6).
Figure S11. Here we display a comparison between high-rate GPS observations (A) with synthetic predictions (B) in a record section starting with station 0550. Stations and epicenter location are plotted in the inset of (B) with station names indicated at the beginning of the records. The data and synthetics are on the same scale displaying the true amplitude decay with distance and aligned on the origin time. Note that the amplitudes drop off rapidly due to the near-field contributions at the nearest stations. Here we use a 1D layered crustal model extracted from a 3D model  ADDIN EN.CITE (Takahashi et al., 2004) , containing three layers with thicknesses of 4, 10 and 16km and shear velocities of 2.5, 3,46 and 3.87km/s, respectively. Note that the sources for the S2 strip are within the bottom layer. Therefore, the apparent velocity of the direct S-wave should approach 3.87km/s asymptotically along this radial profile. This seems to be the situation, although the mantle phase Sn starts to contribute at the larger ranges controlled by the local crustal critical angle.
Figure S12. Prediction of all the high-rate GPS stations, stations are colored by the cross-correlation coefficients (cc) between the data and the synthetic where the synthetics are allowed to shift over a timing window to obtain the maximum cc. Many of the stations with low cc’s are located in the basins as displayed in Fig.4G. Both data and synthetic are in velocity and filtered to 5s and longer. The percentage for U-D, N-S and E-W components with cc>0.7 are 72.3%, 52.1% and 83.3%, respectively. 
Figure S13. The left panel displays the depth of Vs=2.5km/s in the Honshu region, the 3D velocity model is obtained from NIED (National Research Institute for Earth Science and Disaster Prevention). The three profiles indicated in the map are shown in the right panel, note the 3D model stops at about 15km, thus we use a 1D model for deeper depth, which is the same as used during the slip model inversion. The orange line in BB’ profile indicates the projection of the fault plane. 
Figure S14. (A) Slip model obtained by inversion, the upper panel shows the slip distribution in the rectangle fault plane with contours indicate the rupture time, where the lower panel shows the corresponding slip-rate which defined as the slip divided by the rise-time. (B) The revised slip model based on the scheme described in the main text. The two circles indicate the sub-faults with their source time function shown in (C) and (D). (C) The left panel shows the shape of two source time functions used for the inversion (original) and for forward calculation (rough), respectively. The length of the rough source time function is proportional to the square root of the slip amplitude. The right panel shows the amplitude spectra of the corresponding source time function. (D) Similar as (C), here an extra scaling factor (0.5) is applied to determine the length of the revised source time function (rough), thus has larger amplitude spectra at high frequency bands. 
Figure S15. Waveform comparison between data (black), 1D synthetic, 3D synthetics,  and 3D synthetic with enhanced source for the profile across Tokyo Basin as shown on the top of the figure. The basin stations and hard rock stations are indicated by the orange and green brackets, respectively. The peak amplitude of the data is shown at the end of each trace in the 1D vs data comparison.
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