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Abstract
We consider boundary value problems for semilinear hyperbolic systems of the type
∂tuj + aj(x, λ)∂xuj + bj(x, λ, u) = 0, x ∈ (0, 1), j = 1, . . . , n
with smooth coefficient functions aj and bj such that bj(x, λ, 0) = 0 for all x ∈ [0, 1],
λ ∈ R, and j = 1, . . . , n. We state conditions for Hopf bifurcation, i.e., for existence,
local uniqueness (up to phase shifts), smoothness and smooth dependence on λ of
time-periodic solutions bifurcating from the zero stationary solution. Furthermore, we
derive a formula which determines the bifurcation direction.
The proof is done by means of a Liapunov-Schmidt reduction procedure. For this
purpose, Fredholm properties of the linearized system and implicit function theorem
techniques are used.
There are at least two distinguishing features of Hopf bifurcation theorems for
hyperbolic PDEs in comparison with those for parabolic PDEs or for ODEs: First, the
question if a non-degenerate time-periodic solution depends smoothly on the system
parameters is much more delicate. And second, a sufficient amount of dissipativity is
needed in the system, and a priori it is not clear how to verify this in terms of the data
of the PDEs and of the boundary conditions.
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1 Introduction
1.1 Problem and Main Result
This paper concerns Hopf bifurcation for hyperbolic systems of semilinear first-order PDEs
in one space dimension of the type
ω∂tuj + aj(x, λ)∂xuj + bj(x, λ, u) = 0, x ∈ (0, 1), j = 1, . . . , n (1.1)
with reflection boundary conditions
uj(0, t) =
n∑
k=m+1
rjkuk(0, t), j = 1, . . . , m,
uj(1, t) =
m∑
k=1
rjkuk(1, t), j = m+ 1, . . . , n
(1.2)
and time-periodicity conditions
uj(x, t+ 2π) = uj(x, t), x ∈ [0, 1], j = 1, . . . , n. (1.3)
Our main result (Theorem 1.2 below) is quite similar to Hopf bifurcation theorems for
parabolic PDEs or for ODEs. But there are several distinguishing features of the proofs of
Hopf bifurcation theorems for hyperbolic PDEs in comparison with those for parabolic PDEs
or for ODEs. First, the question of Fredholm solvability of the linearized problem (in appro-
priate spaces of time-periodic functions) is essentially more difficult. Second, the question if
a non-degenerate time-periodic solution of the nonlinear problem depends smoothly on the
system parameters is much more delicate. And third, a sufficient amount of dissipativity
is needed in order to prevent small divisors from coming up, and we present an explicit
sufficient condition (1.21) for that in terms of the data of the PDEs and of the boundary
conditions.
For problem (1.1)–(1.3), suppose thatm < n are positive integers and rjk ∈ R. Moreover,
aj : [0, 1]× R→ R and bj : [0, 1]× R× R
n → R are C∞-smooth for all j = 1, . . . , n, (1.4)
aj(x, 0) 6= 0 for all x ∈ [0, 1] and j = 1, . . . , n, (1.5)
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aj(x, 0) 6= ak(x, 0) for all x ∈ [0, 1] and 1 ≤ j 6= k ≤ n. (1.6)
The number ω > 0 and the function u = (u1, . . . , un) : [0, 1] × R → R
n are the state
parameters to be determined, and λ ∈ R is the bifurcation parameter. Speaking about
solutions to (1.1)–(1.3), throughout the paper we mean classical solutions, i.e., C1-smooth
maps u : [0, 1]× R→ Rn which satisfy (1.1)–(1.3) pointwise.
If, for given λ and ω, u is a solution to (1.1)–(1.3) and U : [0, 1]× R→ Rn is defined as
U(x, t) := u(x, ωt), then
∂tUj + aj(x, λ)∂xUj + bj(x, λ, U) = 0, x ∈ (0, 1), j = 1, . . . , n, (1.7)
and U is 2π/ω-periodic with respect to time; and vice versa. In other words: Solutions
to (1.1)–(1.3) correspond to 2π/ω-periodic solutions to (1.7) (which satisfy the boundary
conditions (1.2)).
We suppose that for all λ and ω the function u = 0 is a solution (the so-called trivial
solution) to (1.1)–(1.3), i.e.,
bj(x, λ, 0) = 0 for all x ∈ [0, 1], λ ∈ R, and j = 1, . . . , n. (1.8)
We are going to describe families of non-stationary solutions to (1.1)–(1.3) bifurcating from
the family of trivial solutions. With this aim we consider the following eigenvalue problem
for the linearization of (1.1)–(1.3) at the trivial solution
aj(x, λ)
d
dx
vj +
n∑
k=1
∂ukbj(x, λ, 0)vk = µvj , x ∈ (0, 1), j = 1, . . . , n
vj(0) =
n∑
k=m+1
rjkvk(0), j = 1, . . . , m,
vj(1) =
m∑
k=1
rjkvk(1), j = m+ 1, . . . , n
(1.9)
and the corresponding adjoint eigenvalue problem
−
d
dx
(aj(x, λ)wj) +
n∑
k=1
∂ujbk(x, λ, 0)wk = νwj , x ∈ (0, 1), j = 1, . . . , n, (1.10)
aj(0, λ)wj(0) = −
m∑
k=1
rkjak(0, λ)wk(0), j = m+ 1, . . . , n,
aj(1, λ)wj(1) = −
n∑
k=m+1
rkjak(1, λ)wk(1), j = 1, . . . , m.
(1.11)
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Here µ, ν ∈ C are the eigenvalues and v = (v1, . . . , vn), w = (w1, . . . , wn) : [0, 1] → C
n are
the corresponding eigenfunctions.
Let us formulate our assumptions which are analogous to corresponding assumptions in
Hopf bifurcation for ODEs (see, e.g., [4, 9, 21]) and for parabolic PDEs (see, e.g., [10, 18,
19, 23]).
The first assumption states that there exists a pure imaginary pair of geometrically simple
eigenvalues to (1.9) with λ = 0:
For λ = 0 and µ = i there exists exactly one (up to linear dependence)
solution v 6= 0 to (1.9).
}
(1.12)
The second assumption states that the eigenvalues µ = ±i to (1.9) with λ = 0 are
algebraically simple:
For any solution v 6= 0 to (1.9) with λ = 0 and µ = i and
for any solution w 6= 0 to (1.10)− (1.11) with λ = 0 and ν = −i
we have
n∑
j=1
∫ 1
0
vj(x)wj(x) dx 6= 0.


(1.13)
In what follows, we fix a solution v = v0 to (1.9) with λ = 0 and µ = i and a solution w = w0
to (1.10)–(1.11) with λ = 0 and µ = −i such that
n∑
j=1
∫ 1
0
v0j (x)w
0
j (x) dx = 2. (1.14)
The third assumption is the so-called transversality condition. It states that the eigen-
value µ = µ(λ) ≈ i to (1.9) with λ ≈ 0 crosses the imaginary axis transversally if λ crosses
zero:
α :=
1
2
Re
n∑
j=1
∫ 1
0
(
∂λaj(x, 0)
d
dx
v0j (x) +
n∑
k=1
∂λ∂ukbj(x, 0, 0)v
0
k(x)
)
w0j (x) dx 6= 0 (1.15)
(in fact it holds Reµ′(0) = α, cf. (4.6)).
The fourth assumption is the so-called nonresonance condition:
If (µ, v) is a solution to (1.9) with λ = 0, µ = ik, k ∈ Z, and v 6= 0, then k = ±1. (1.16)
In order to formulate our main result we need some more notation:
bjk(x) := ∂ukbj(x, 0, 0), bjkl(x) := ∂
2
ukul
bj(x, 0, 0), bjklr(x) := ∂
3
ukulur
bj(x, 0, 0), (1.17)
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R0 := max
1≤j≤m
max
0≤x≤1
n∑
k=m+1
|rjk| exp
(
−
∫ x
0
bjj(ξ)
aj(ξ, 0)
dξ
)
, (1.18)
R1 := max
m+1≤j≤n
max
0≤x≤1
m∑
k=1
|rjk| exp
∫ 1
x
bjj(ξ)
aj(ξ, 0)
dξ, (1.19)
and
β := −Re
∫ 1
0
(
1
8
n∑
j,k,l,r=1
bjklrv
0
kv
0
l v
0
r w
0
j +
n∑
j,k,l=1
bjkl
(
ykv
0
l + zkv
0
l
)
w0j
)
dx. (1.20)
Here y : [0, 1]→ Cn and z : [0, 1]→ Rn are the solutions to the boundary value problems
aj(x, 0)
d
dx
yj − 2iyj +
n∑
k=1
bjk(x)yk = −
1
4
n∑
k,l=1
bjkl(x)v
0
k(x)v
0
l (x), j = 1, . . . , n
yj(0) =
n∑
k=m+1
rjkyk(0), j = 1, . . . , m,
yj(1) =
m∑
k=1
rjkyk(1), j = m+ 1, . . . , n
and
aj(x, 0)
d
dx
zj +
n∑
k=1
bjk(x)zk = −
1
2
n∑
k,l=1
bjkl(x)v
0
k(x)v
0
l (x), j = 1, . . . , n
zj(0) =
n∑
k=m+1
rjkzk(0), j = 1, . . . , m,
zj(1) =
m∑
k=1
rjkzk(1), j = m+ 1, . . . , n.
Remark that the two boundary value problems above are uniquely solvable due to assump-
tion (1.16).
Definition 1.1 We denote by Cn the space of all continuous maps u : [0, 1]×R→ R
n, which
satisfy the time-periodicity condition (1.3), with the norm
‖u‖∞ := max
1≤j≤n
max
0≤x≤1
max
t∈R
|uj(x, t)|.
Now we are prepared to formulate our main result:
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Theorem 1.2 Suppose (1.4)–(1.6), (1.8), (1.12)–(1.16), and
R0R1 < 1. (1.21)
Then there exist ε0 > 0 and C
2-maps λˆ : [0, ε0] → R, ωˆ : [0, ε0] → R, and uˆ : [0, ε0] → Cn
such that the following is true:
(i) Existence of nontrivial solutions: For all ε ∈ (0, ε0] the function uˆ(ε) is a C
∞-smooth
nontrivial solution to (1.1)–(1.3) with λ = λˆ(ε) and ω = ωˆ(ε).
(ii) Asymptotic expansion and bifurcation direction: We have
λˆ(0) = λˆ′(0) = 0, λˆ′′(0) =
β
α
, ωˆ(0) = 1,
and uˆ(0)(x, t) = 0, uˆ′(0)(x, t) = Re v0(x) cos t− Im v0(x) sin t for all x ∈ [0, 1] and t ∈ R.
(iii) Local uniqueness: There exists δ > 0 such that for all nontrivial solutions to (1.1)–
(1.3) with |λ| + |ω − 1| + ‖u‖∞ < δ there exist ε ∈ (0, ε0] and ϕ ∈ R such that λ = λˆ(ε),
ω = ωˆ(ε), and u(x, t) = uˆ(ε)(x, t+ ϕ) for all x ∈ [0, 1] and t ∈ R.
Our paper is organized as follows:
In Section 1.3 we comment about mathematical models which contain dissipative hyper-
bolic PDEs and which are used for describing destabilization of stationary states and/or for
describing stable time-periodic processes.
In Section 1.4 we comment about some publications which are related to ours.
In Section 2 we derive a weak formulation (2.1), (2.2) for the PDE problem (1.1)–(1.3)
via integration along characteristics, and we introduce operators in order to write this weak
formulation as the operator equation (2.11).
In Section 3 we do a Liapunov-Schmidt procedure (as it is known for Hopf bifurcation for
parabolic PDEs or for ODEs) in order to reduce (for λ ≈ 0, ω ≈ 1 and u ≈ 0) the problem
(1.1)–(1.3) with infinite-dimensional state parameter (ω, u) ∈ R×Cn to a problem with two-
dimensional state parameter. Here the main technical results are Lemmas 3.4 and 3.5 about
local unique solvability of the infinite dimensional part of the Liapunov-Schmidt system and
Lemma 3.7 about smooth dependence of the solution on parameters. The proofs of these
Lemmas are much more complicated than the corresponding proofs for parabolic PDEs
or for ODEs. The point is that in the case of dissipative hyperbolic PDEs the question of
Fredholm solvability of linear periodic problems as well as the question of smooth dependence
of solutions on parameters are much more difficult. The difficulty with the Fredholmness is
solved in [27].
In Section 4 we put the solution of the infinite dimensional part of the Liapunov-Schmidt
system into the finite dimensional part and discuss the behavior of the resulting equation.
This is completely analogous to what is known from Hopf bifurcation for ODEs and parabolic
PDEs.
6
In Section 5 we present an example of a problem of the type (1.1)–(1.3) such that all
assumptions (1.4)–(1.6), (1.8), (1.12)–(1.16), and (1.21) of Theorem 1.2 are satisfied.
Finally, in the appendix we present a simple linear version of the so-called fiber contrac-
tion principle, which is used in the proof of the key technical Lemma 3.7.
1.2 Generalizations
We do not know if generalizations of Theorem 1.2 to higher space dimensions and/or to quasi-
linear systems exist and how they should look like. On the other hand, Theorem 1.2 can
be generalized to equations and boundary conditions with nonlocal terms (periodic bound-
ary conditions, for example). Then the dissipativity condition (1.21) should be changed
accordingly, which is a task of a different paper.
Also, it is plausible that Theorem 1.2 generalizes to second-order semilinear wave equa-
tions with Dirichlet, Neumann, Robin, or periodic boundary conditions, and, again, a non-
trivial question is how we have to modify the condition (1.21). Remark that in [28] a Hopf
bifurcation theorem is stated without proof for second-order quasilinear hyperbolic systems
with arbitrary space dimension subjected to homogeneous Dirichlet boundary conditions.
1.3 Applications
One field of appearance of models, which contain dissipative hyperbolic PDEs and which
are used for describing, optimizing and stabilizing time-periodic processes, is modeling of
semiconductor laser devices and their applications in communication systems (see, e.g. [31,
40, 41, 42, 47]). Remark that the mentioned semiconductor laser models have some specific
features: There the hyperbolic PDEs (balance equations for the complex amplitudes of the
light field) have complex coefficients, and they are coupled with ODEs (balance equations for
the electron densities). Moreover, the models possess a nonlinear-Schro¨dinger-equation-like
SO(2)-equivariance, therefore the Hopf bifurcations are bifurcations from relative equilibria
(rotating waves) into relative periodic orbits (modulated waves). Anyway, for proving Hopf
bifurcation there one has to overcome the same problems as in the present paper.
In [6] (with applications to population dynamics), [20] (with applications to correlated
random walks), [22] (with applications to Brownian motion) and [37] (with applications to
Rayleigh-Be´nard convection) the authors considered semilinear hyperbolic systems of the
type (1.1) with boundary conditions of the type (1.2) and with certain additional structures
(determined by the applications) in the PDEs as well as in the boundary conditions. A linear
stability analysis for the stationary solutions is done, and the bifurcation hypersurfaces in the
space of control parameters are described, in particular those where the conditions (1.12),
(1.13), and (1.15) are satisfied and, hence, where the authors expect Hopf bifurcation to
appear.
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1.4 Some remarks on related work
The main methods for proving Hopf bifurcation theorems are, roughly speaking, center mani-
fold reduction and Liapunov-Schmidt reduction. In order to apply them to abstract evolution
equations one needs to have a smooth center manifold for the corresponding semiflow (for
center manifold reduction) or a Fredholm property of the linearized equation on spaces of
periodic functions (for Liapunov-Schmidt reduction).
In [10, 23] Hopf bifurcation theorems for abstract evolution equations are proved by
means of Liapunov-Schmidt reduction, and in [18, 34, 48] by means of center manifold
reduction. In [10, 23] it is assumed that the operator of the linearized equation is sectorial
(see [10, Hypothesis (HL)] and [23, Hypothesis I.8.8]), hence this setting is not appropriate
for hyperbolic PDEs. In [18, 34, 48] the assumptions concerning the linearized operator
are more general, including non-sectorial operators. However, it is unclear if our system
(1.1)–(1.3) can be written as an abstract evolution equation satisfying those conditions.
On the other hand, it is interesting to see in [48] that the 1D semilinear damped wave
equation ∂2t u = ∂
2
xu − γ∂tu + f(u) with f(0) = 0, subjected to homogeneous Dirichlet
boundary conditions, can be written as an abstract evolution equation satisfying the general
assumptions of [48]. But for that it is essentially used the exeptional property that the
nonlinearity f maps functions with zero boundary conditions into functions which have zero
boundary conditions again.
The celebrated counter example of M. Renardy [46] shows that a reasonable linear hy-
perbolic differential operator in two space dimensions with periodic boundary conditions
may not satisfy the spectral mapping property (see also [8, 13]), and, hence, its spectral
decomposition does not create a corresponding spectral decomposition of the corresponding
linear semiflow. Therefore, the question of existence of center manifolds for small nonlinear
perturbations of this linear semiflow is completely open.
But hyperbolic PDEs in one space dimension are better: They satisfy, under reasonable
assumptions, the spectral mapping property in Lp-spaces (see [39]) as well as in C-spaces (see
[29]). The spectral mapping property in Lp-spaces is used in [40, 47] to show the existence of
smooth center manifolds for linear first-order hyperbolic PDE systems which are coupled with
nonlinear ODEs. Here the linearity of the problem with respect to the infinite dimensional
part of the phase space is essential, because it implies the well-posedness and smoothness
in Lp-spaces of the Nemyckii operators. The spectral mapping property in C-spaces is used
in [30] to show the way how to prove the existence of smooth center manifolds in C-spaces
for general semilinear first-order hyperbolic systems. It seems that going this way one could
prove the Hopf bifurcation theorem of the the present paper as well.
The eigenvalue problem (1.9) is well-understood. The set of the real parts of all eigen-
values is bounded from above. All eigenvalues have finite multiplicity. The eigenvalues are
asymptotically (for large imaginary parts) close to eigenvalues of the corresponding “diago-
nal” eigenvalue problem (i.e., if the non-diagonal terms ∂ukbj(x, λ, 0)vk with j 6= k in (1.9)
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are neglected). If (1.21) is satisfied, then the supremum of the real parts of the eigenvalues of
the “diagonal” eigenvalue problem is negative, and, hence, only finitely many eigenvalues of
the “full” eigenvalue problem (1.9) can be close to the imaginary axis. For related rigorous
statements see, e.g., [29], [33, Chapter 6.1] and [38, 39, 44].
In [2] Hopf bifurcation for (1.1)–(1.3) with aj(x, λ) not depending on λ is considered. It
is assumed that many reflection coefficients rjk vanish, which allows to use some smoothing
property for the solutions to the corresponding linearized initial-boundary value problem [12].
Despite a number of interesting ideas appearing in [2], it seems that there is an essential
gap in the realization of the Liapunov-Schmidt procedure: Using our notation, the finite-
dimensional part (3.14) of the Liapunov-Schmidt system is first locally solved with respect
to λ and µ (in terms of v and w):
λ = λˆ(v, w), ω = ωˆ(v, w).
Then these solutions are inserted into the infinite-dimensional part (3.15) of the Liapunov-
Schmidt system. Finally the intention is to solve the resulting equation by means of the
implicit function theorem with respect to w. But in the resulting equation there appear
terms of the type
wj(ξ, τj(ξ, x, t, ωˆ(v, w))).
In other words: The unknown function appears in the argument of the unknown function
(like, for example, in ODEs with state depending delay). If one formally differentiates this
expression with respect to w, then there appears ∂twj(ξ, τj(ξ, x, t, ωˆ(v, w))), which has less
smoothness with respect to t than wj . Roughly speaking, this loss of smoothness property
is the reason why the nonlinear operator corresponding to the resulting equation is not
differentiable in a neighborhood of zero, neither in the sense of C-spaces nor of C1-spaces.
Hence, the implicit function theorem (at least the classical one) is not applicable.
In [35] the authors considered scalar linear first-order PDEs of the type (∂t+∂x+µ)u = 0
on (0,∞) with a nonlinear integral boundary condition at x = 0:
u(0, t) = h
(∫ ∞
0
γ(x)u(x, t) dx
)
.
The nonlocality of the boundary condition is essential for the applied techniques in [35]
(integrated semigroup theory, see also [32]) to get existence of center manifolds and Hopf
bifurcation. It is easy to realize that we could also consider (linear or nonlinear) integral
boundary conditions, i.e., if we would replace (1.2) by boundary conditions of the type
uj(0, t) = hj
(∫ 1
0
γj(x)u(x, t) dx
)
, j = 1, . . . , m,
uj(1, t) = hj
(∫ 1
0
γj(x)u(x, t) dx
)
, j = m+ 1, . . . , n,
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then we would get essentially the same result as that described in Theorem 1.2, even without
any assumption of the type (1.21). Roughly speaking, the reason is that the weak formulation
of the problem will be of the type (2.11) again, but now with C(λ, ω) being compact (due
to a smoothing property proved in [24]).
To the best of our knowledge, almost no results exist concerning smooth dependence on
parameters of non-degenerate time-periodic solutions of dissipative hyperbolic PDEs. The
papers [16, Chapter 3.5.1], [17] show the difficulty of this problem. There conditions are for-
mulated such that a non-degenerate time-periodic solution to a system of semilinear damped
wave equations survives under small parameter perturbations, but nothing is known if the
perturbed solution depends smoothly on the perturbation parameters. Results about smooth
dependence on data for time-periodic solutions to linear first-order hyperbolic systems with
reflection boundary conditions are given in [26].
2 Abstract formulation of (1.1)–(1.3)
In this section we derive (for λ ≈ 0) a weak formulation for the PDE problem (1.1)–(1.3)
via integration along characteristics, and we introduce operators in order to write this weak
formulation as an operator equation.
Let δ0 > 0 be sufficiently small such that (cf. assumption (1.5))
aj(x, λ) 6= 0 for all j = 1, . . . , n, x ∈ [0, 1] and λ ∈ [−δ0, δ0].
Straightforward calculations (cf. [27, Section 2]) show that a C1-map u : [0, 1]× R → Rn is
a solution to the PDE problem (1.1)–(1.3) with λ ∈ [−δ0, δ0] if and only if it is a solution to
the following system of integral equations:
uj(x, t) = cj(0, x, λ)
n∑
k=m+1
rjkuk(0, τj(0, x, t, λ, ω))
+
∫ x
0
cj(ξ, x, λ)
aj(ξ, λ)
fj(ξ, λ, u(ξ, τj(ξ, x, t, λ, ω)))dξ, j = 1, . . . , m, (2.1)
uj(x, t) = cj(1, x, λ)
m∑
k=1
rjkuk(1, τj(1, x, t, λ, ω))
−
∫ 1
x
cj(ξ, x, λ)
aj(ξ, λ)
fj(ξ, λ, u(ξ, τj(ξ, x, t, λ, ω)))dξ, j = m+ 1, . . . , n. (2.2)
Here
τj(ξ, x, t, λ, ω) := ω
∫ ξ
x
dη
aj(η, λ)
+ t (2.3)
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is the j-th characteristic of the hyperbolic system (1.1) and
cj(ξ, x, λ) := exp
∫ ξ
x
∂ujbj(η, λ, 0)
aj(η, λ)
dη, (2.4)
fj(x, λ, u) := ∂uj bj(x, λ, 0)uj − bj(x, λ, u). (2.5)
If we set b(x, λ, u) := (b1(x, λ, u), . . . , bn(x, λ, u)) and f(x, λ, u) := (f1(x, λ, u), . . . , fn(x, λ, u)),
then the nonlinear map −f(x, λ, ·) is the difference of the nonlinear map b(x, λ, ·) and of the
diagonal part of the linear map ∂ub(x, λ, 0). Hence, the diagonal part of ∂uf(x, λ, 0) vanishes.
This will be used later on (see (2.21) and the text there), because this implies that the linear
operators I − C(λ, ω)− ∂uF (λ, ω, 0) (see (2.9) and (2.10)) are Fredholm of index zero from
Cn into Cn.
Let us show that any solution to (1.1)–(1.3) satisfies (2.1)–(2.2): If u is a C1-solution to
(1.1)–(1.3), then
d
dξ
uj(ξ, τj(ξ, x, t, λ, ω)) +
∂ujbj(ξ, λ, 0)
aj(ξ, τj(ξ, x, t, λ, ω))
uj(ξ, j(ξ, x, t, λ, ω))
=
fj(ξ, λ, u(ξ, τj(ξ, x, t, λ, ω)))
aj(ξ, τj(ξ, x, t, λ, ω))
. (2.6)
Now, applying the variation of constants formula and using the boundary conditions (1.3),
one gets (2.1)–(2.2).
And vice versa: For any C1-smooth map u : [0, 1]× R→ R it holds
(ω∂t + aj(x, λ)∂x) (cj(ξ, x, λ)uk(ξ, τj(ξ, x, t, λ, ω)))
= −∂uj bj(x, λ, 0)cj(ξ, x, λ)uk(ξ, τj(ξ, x, t, λ, ω)) (2.7)
and
(ω∂t + aj(x, λ)∂x)
∫ x
ξ
cj(η, x, λ)
aj(η, λ)
fj(η, λ, u(η, τj(η, x, t, λ, ω)))dη
= fj(x, λ, u(x, t))− ∂ujbj(x, λ, 0)
∫ x
ξ
cj(η, x, λ)
aj(η, λ)
fj(η, λ, u(η, τj(η, x, t, λ, ω)))dη. (2.8)
Therefore, if u satisfies (2.1)–(2.2), then it satisfies (1.1).
Now, for λ ∈ [−δ0, δ0] and ω ∈ R we define linear bounded operators C(λ, ω) : Cn → Cn
by
(C(λ, ω)u)j (x, t) :=


cj(0, x, λ)
n∑
k=m+1
rjkuk(0, τj(0, x, t, λ, ω)), j = 1, . . . , m,
cj(1, x, λ)
m∑
k=1
rjkuk(1, τj(1, x, t, λ, ω)), j = m+ 1, . . . , n
(2.9)
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and nonlinear operators F (λ, ω, ·) : Cn → Cn by
F (λ, ω, u)j(x, t) :=
∫ x
xj
cj(ξ, x, λ)
aj(ξ, λ)
fj(ξ, λ, u(ξ, τj(ξ, x, t, λ, ω)))dξ. (2.10)
Here and in what follows we denote
xj :=
{
0 for j = 1, . . . , m,
1 for j = m+ 1, . . . , n.
Using this notation, system (2.1)–(2.2) is equivalent to the operator equation
u = C(λ, ω)u+ F (λ, ω, u). (2.11)
Because of assumption (1.4) and well-known differentiability properties of Nemytskii
operators (see, e.g., [1, Lemma 2.4.18], [3, Lemma 6.1]) the superposition operator u ∈ Cn 7→
f(·, λ, u(·)) ∈ Cn (cf. (2.5)) is C
∞-smooth. Hence, F (λ, ω, ·) is C∞-smooth. It is easy to
verify that
(λ, ω, u) ∈ [−δ0, δ0]× R× Cn 7→ C(λ, ω)u ∈ Cn is continuous (2.12)
and that for all k = 0, 1, 2, . . .
(λ, ω, u, v1, . . . , vk) ∈ [−δ0, δ0]× R× Cn × . . .× Cn
7→ ∂kuF (λ, ω, u)(v1, . . . , vk) ∈ Cn is continuous.
(2.13)
Moreover, for all k = 0, 1, 2, . . . and ρ > 0 there exists ck(ρ) > 0 such that for all λ ∈ [−δ0, δ0],
ω ∈ R, u ∈ Cn with ‖u‖∞ ≤ ρ and v1, . . . , vk ∈ Cn it holds
‖C(λ, ω)v1‖∞ ≤ c1(ρ)‖v1‖∞, ‖∂
k
uF (λ, ω, u)(v1, . . . , vk)‖∞ ≤ ck(ρ)‖v1‖∞ . . . ‖vk‖∞. (2.14)
Remark 2.1 Unfortunately, the maps (λ, ω) ∈ [−δ0, δ0] × R 7→ C(λ, ω)u ∈ Cn as well as
(λ, ω) ∈ [−δ0, δ0] × R 7→ F (λ, ω, u) ∈ Cn are not smooth, in general, if u is only continuous
and not smooth, cf. (3.44). This makes the question, if the data-to-solution map correspond-
ing to (2.11) is smooth, very delicate.
Definition 2.2 We denote by C1n the Banach space of all u ∈ Cn such that the partial
derivatives ∂xu and ∂tu exist and are continuous with the norm ‖u‖∞ + ‖∂xu‖∞ + ‖∂tu‖∞.
Directly from the definitions (2.9) and (2.10) it follows that for all u ∈ C1n we have
C(λ, ω)u ∈ C1n, F (λ, ω, u) ∈ C
1
n, and
∂xC(λ, ω)u = C
x
0 (λ, ω)u+ C
x
1 (λ, ω)∂tu,
∂tC(λ, ω)u = C(λ, ω)∂tu,
∂xF (λ, ω, u) = F
x
0 (λ, ω, u) + F
x
1 (λ, ω, u)∂tu,
∂tF (λ, ω, u) = ∂uF (λ, ω, u)∂tu,
(2.15)
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where Cx0 (λ, ω), C
x
1 (λ, ω), and F
x
1 (λ, ω, u) are linear bounded operators from Cn into Cn
defined by
(Cx0 (λ, ω)u)j (x, t) :=


∂xcj(0, x, λ)
n∑
k=m+1
rjkuk(0, τj(0, x, t, λ, ω)), j = 1, . . . , m,
∂xcj(1, x, λ)
m∑
k=1
rjkuk(1, τj(1, x, t, λ, ω)), j = m+ 1, . . . , n,
(Cx1 (λ, ω)v)j (x, t) :=


−
ωcj(0, x, λ)
aj(x, λ)
n∑
k=m+1
rjkvk(0, τj(0, x, t, λ, ω)), j = 1, . . . , m,
−
ωcj(1, x, λ)
aj(x, λ)
m∑
k=1
rjkvk(1, τj(1, x, t, λ, ω)), j = m+ 1, . . . , n,
and
(F x1 (λ, ω, u)v)j(x, t)
:= −
∫ x
xj
ωcj(ξ, x, λ)
aj(x, λ)aj(ξ, λ)
n∑
k=1
∂ukfj(ξ, λ, u(ξ, τj(ξ, x, t, λ, ω)))vk(ξ, τj(ξ, x, t, λ, ω))dξ,
and F x0 (λ, ω, u) ∈ Cn is defined by
(F x0 (λ, ω, u))j(x, t) :=
fj(x, λ, u(x, t))
aj(x, t)
+
∫ x
xj
∂xcj(ξ, x, λ)
aj(ξ, λ)
fj(ξ, λ, u(ξ, τj(ξ, x, t, λ, ω)))dξ.
Lemma 2.3 Suppose (1.21). Then for any γ1 ∈ (0, 1) there exist δ1 ∈ (0, δ0] and c1 > 0
such that for all λ ∈ [−δ1, δ1] and all ω ∈ [1− γ1, 1 + γ1] the following is true:
(i) The operators I − C(λ, ω) are isomorphisms on Cn as well as on C
1
n, and
‖(I − C(λ, ω))−1‖L(Cn) + ‖(I − C(λ, ω))
−1‖L(C1n) ≤ c1.
(ii) The operators I − C(λ, ω)− ∂uF (λ, ω, 0) are Fredholm operators of index zero from
Cn into Cn.
Proof. To prove assertion (i), denote by Cm the space of all continuous maps v : [0, 1]×
R→ Rm with v(x, t+ 2π) = v(x, t) for all x ∈ [0, 1] and t ∈ R, with the norm
‖v‖∞ := max
1≤j≤m
max
0≤x≤1
max
t∈R
|vj(x, t)|.
Similarly we define the space Cn−m. The spaces Cn and Cm × Cn−m will be identified, i.e.,
elements u ∈ Cn will be written as u = (v, w) with v ∈ Cm and w ∈ Cn−m. Then the operators
C(λ, ω) work as
C(λ, ω)u = (K(λ, ω)w,L(λ, ω)v) for u = (v, w), (2.16)
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where the linear bounded operators K(λ, ω) : Cn−m → Cm and L(λ, ω) : Cm → Cn−m are
defined by the right hand side of (2.9).
Let f = (g, h) ∈ Cn with g ∈ Cm and h ∈ Cn−m be arbitrarily given. We have u =
C(λ, ω)u+ f if and only if v = K(λ, ω)w + g, w = L(λ, ω)v + h, i.e., if and only if
v = K(λ, ω)(L(λ, ω)v + h) + g, w = L(λ, ω)v + h. (2.17)
Moreover, it holds
‖K(λ, ω)w‖∞ = max
1≤j≤m
max
0≤x≤1
max
t∈R
∣∣∣∣∣cj(0, x, λ)
n∑
k=m+1
rjkwk(0, τj(0, x, t, λ, ω))
∣∣∣∣∣ ≤ R0(λ)‖w‖∞
with
R0(λ) := max
1≤j≤m
max
0≤x≤1
n∑
k=m+1
|rjk| exp
(
−
∫ x
0
∂ujbj(η, λ, 0)
aj(η, λ)
dη
)
.
Similarly one shows that ‖L(λ, ω)v‖∞ ≤ R1(λ)‖v‖∞ with
R1(λ) := max
m+1≤j≤n
max
0≤x≤1
n∑
k=m+1
|rjk| exp
∫ 1
x
∂ujbj(η, λ, 0)
aj(η, λ)
dη.
Since R0(λ) and R1(λ) depend continuously on λ, notation (1.18) and (1.19) and assumption
(1.21) yield that there exist δ1 ∈ (0, δ0] and c ∈ (0, 1) such that for all λ ∈ [−δ1, δ1] and all
ω ∈ R we have
‖K(λ, ω)‖L(Cn−m;Cm)‖L(λ, ω)‖L(Cm;Cn−m) ≤ c.
Therefore, for those λ and ω it holds
‖(I −K(λ, ω)L(λ, ω))−1‖L(Cn−m) ≤
1
1− c
,
hence, the system (2.17) is uniquely solvable with respect to v and w. Moreover, we have
the following a priori estimates:
‖v‖∞ ≤
1
1− c
‖K(λ, ω)h+ g‖∞ ≤
1
1− c
(R0(λ)‖h‖∞ + ‖g‖∞) ,
‖w‖∞ = ‖L(λ, ω)v + h‖∞ ≤ const (‖g‖∞ + ‖h‖∞) ,
i.e., ‖u‖∞ ≤ const ‖f‖∞. Here the constants do not depend on λ ∈ [−δ1, δ1] and ω ∈ R.
Now fix an arbitrary γ1 > 0. Suppose u = C(λ, ω)u+ f with f ∈ C
1
n, λ ∈ [−δ1, δ1], and
ω ∈ [−γ1, γ1]. Then [26, Theorem 1.2 (iv)] implies that u ∈ C
1
n. Hence, it remains to show
that
‖u‖∞ + ‖∂xu‖∞ + ‖∂tu‖∞ ≤ const (‖f‖∞ + ‖∂xf‖∞ + ‖∂tf‖∞) , (2.18)
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where the constant can be chosen independently of u, f , λ, and ω.
Because of (2.15) we have
∂xu = C
x
0 (λ, ω)u+ C
x
1 (λ, ω)∂tu+ ∂xf, (2.19)
∂tu = C(λ, ω)∂tu+ ∂tf. (2.20)
The equation (2.20) now yields ‖∂tu‖∞ ≤ const ‖∂tf‖∞, and this together with (2.19) gives
(2.18). Here the constants do not depend on λ ∈ [−δ1, δ1] and ω ∈ [−γ1, γ1], but on γ1,
because the norm of the operator Cx1 (λ, ω) grows if ω grows, in general.
To prove assertion (ii), we take into account (2.5) and (2.10), hence
(∂uF (λ, ω, 0)u)j (x, t) = −
∫ x
xj
cj(ξ, x, λ)
aj(ξ, λ)
n∑
k=1
k 6=j
∂ukbj(ξ, λ, 0)uk(ξ, τj(ξ, x, t, λ, ω)))dξ. (2.21)
Since the right-hand side of (2.21) does not depend on uj, we can use assertions (i)–(iii) of
[27, Theorem 1.2] and state that the operators I − C(λ, ω) − ∂uF (λ, ω, 0) are Fredholm of
index zero from Cn into Cn if R0(λ)R1(λ) < 1. Because of assumption (1.21) this is the case
if λ is sufficiently close to zero. 
3 Liapunov-Schmidt procedure
In this section we do a Liapunov-Schmidt procedure in order to reduce (locally for λ ≈ 0, ω ≈
1 and u ≈ 0) the problem (2.11) with infinite-dimensional state parameter (ω, u) ∈ R × Cn
to a problem with two-dimensional state parameter.
For λ ∈ [−δ0, δ0] and ω ∈ R we introduce linear bounded operators A(λ, ω), A˜(λ, ω) :
C1n → Cn by
[A(λ, ω)u] (x, t) :=
[
ω∂tuj(x, t) + aj(x, λ)∂xuj(x, t) + ∂uj bj(x, λ, 0)uj(x, t)
]n
j=1
,[
A˜(λ, ω)u
]
(x, t) :=
[
−ω∂tuj(x, t)− ∂x(aj(x, λ)uj(x, t)) + ∂ujbj(x, λ, 0)uj(x, t)
]n
j=1
and linear bounded operators B(λ), B˜(λ), D(λ) : Cn → Cn by
[B(λ)u] (x, t) :=

 n∑
k=1
k 6=j
∂ukbj(x, λ, 0)uk(x, t)


n
j=1
,
[
B˜(λ)u
]
(x, t) :=

 n∑
k=1
k 6=j
∂ujbk(x, λ, 0)uk(x, t)


n
j=1
,
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[D(λ, ω)u] (x, t) :=
[∫ x
xj
cj(ξ, x, λ)
aj(ξ, 0)
uj(ξ, τj(ξ, x, t, λ, ω))dξ
]n
j=1
.
Finally, we denote by
〈u, v〉 :=
1
2π
n∑
j=1
∫ 2pi
0
∫ 1
0
uj(x, t)vj(x, t)dxdt (3.1)
the L2 scalar product in Cn. Obviously, for all u, v ∈ C
1
n it holds
〈A(λ, ω)u, v〉 − 〈u, A˜(λ, ω)v〉 =
[
n∑
j=1
aj(x, λ)
∫ 2pi
0
uj(x, t)vj(x, t)dt
]x=1
x=0
, (3.2)
and for all u, v ∈ Cn we have
〈B(λ)u, v〉 − 〈u, B˜(λ)v〉 = 0. (3.3)
In particular, if u satisfies the boundary conditions (1.2) and v satisfies the adjoint boundary
conditions
aj(0, λ)vj(0, t) = −
m∑
k=1
rkjak(0, λ)vk(0, t), j = m+ 1, . . . , n,
aj(1, λ)vj(1, t) = −
n∑
k=m+1
rkjak(1, λ)vk(1, t), j = m+ 1, . . . , n,
(3.4)
then 〈A(λ, ω)u, v〉 = 〈u, A˜(λ, ω)v〉.
Lemma 3.1 (i) For all u ∈ C1n it holds A(λ, ω)C(λ, ω)u = 0, A(λ, ω)D(λ, ω)u = u,
A(λ, ω)∂uF (λ, ω, 0)u = −B(λ)u, and
[A(λ, ω)F (λ, ω, u)] (x, t) = f(x, λ, u(x, t)). (3.5)
(ii) For all u ∈ C1n satisfying the boundary conditions (1.2) it holds D(λ, ω)A(λ, ω)u =
(I − C(λ, ω))u.
Proof. (i) Take u ∈ C1n. Then A(λ, ω)C(λ, ω)u = 0 follows from (2.7) (taking there
ξ = xj), A(λ, ω)D(λ, ω)u = u follows from (2.8) (taking there ξ = xj and fj(x, λ, u) = uj).
Similarly, (3.5) follows from (2.8) (taking there ξ = xj). Finally, from (2.21) we have
∂uF (λ, ω, 0)u = −D(λ, ω)B(λ)u, hence B(λ)u = −A(λ, ω)∂uF (λ, ω, 0)u.
(ii) In Section 2 we showed the following (cf. (2.6)): If we have A(λ, ω)u = f for some
f ∈ Cn and some u ∈ C
1
n which satisfies the boundary conditions (1.2), then (I−C(λ, ω))u =
D(λ, ω)f . 
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3.1 Kernel and image of the linearization
Using the functions v0, w0 : [0, 1] → Cn, introduced in Section 1.1 (see (1.14)), we define
functions v,w : [0, 1]× R→ Cn and v1,v2,w1,w2 : [0, 1]× R→ R
n by
v(x, t) := v0(x)e−it, w(x, t) := w0(x)e−it,
v1 := Rev, v2 := Imv, w1 := Rew, w2 := Imw.
(3.6)
It follows from (1.14) and (3.1) that
〈vj,wk〉 = δjk. (3.7)
Remark that here we used the number two in the normalization condition (1.14). Further,
we define a linear bounded operator L0 : Cn → Cn by
L0 := I − C(0, 1)− ∂uF (0, 1, 0).
Due to Lemma 2.3 (ii), L0 is a Fredholm operator of index zero from Cn into Cn. To simplify
further notation we will write
A := A(0, 1), A˜ := A˜(0, 1), B := B(0), B˜ := B˜(0). (3.8)
Lemma 3.2 We have
kerL0 = span {v1,v2}, imL0 =
{
f ∈ Cn : 〈f, A˜w1〉 = 〈f, A˜w2〉 = 0
}
.
Proof. Take u ∈ kerL0. Then, by [26, Theorem 1.2(iv)] we have u ∈ C
1
n. Hence, because
of Lemma 3.1 it holds AL0u = A(I − C(0, 1)− ∂uF (0, 0))u = (A +B)u = 0, i.e.,
∂tuj(x, t) + aj(x, 0)∂xuj(x, t) + ∂ujbj(x, 0, 0)uj(x, t) = 0.
Moreover, u satisfies the boundary conditions (1.2) because any function of the type C(λ, ω)v+
∂uF (λ, ω, 0)v with arbitrary v ∈ Cn satisfies those boundary conditions. Doing the Fourier
ansatz
u(x, t) =
∑
s∈Z
us(x)eist,
we get the following boundary value problem for the coefficient us:
aj(x, 0)
d
dx
usj(x) +
n∑
k=1
∂ukbj(x, 0, 0)u
s
k(x) = −isu
s
j(x), j = 1, . . . , n,
usj(0) =
n∑
k=m+1
rjku
s
k(0), j = 1, . . . , m,
usj(1) =
m∑
k=1
rjku
s
k(1), j = m+ 1, . . . , n.
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By assumptions (1.12) and (1.16), this is equivalent to
us = 0 for all s ∈ Z \ {−1, 1} and u±1 ∈ span {Re v0, Im v0},
i.e., to u ∈ span {Rev, Imv}. In particular, we have (A + B)v = 0. Similarly one shows
that
(A˜ + B˜)w = 0 (3.9)
and that w satisfies the adjoint boundary conditions (3.4).
Now we show that imL0 ⊆ {f ∈ Cn : 〈f, A˜w1〉 = 〈f, A˜w2〉 = 0}: Take f ∈ imL0, i.e.,
f = (I −C(0, 1)− ∂uF (0, 0))u with arbitrary u ∈ Cn. Using Lemma 3.1, (3.2), the fact that
any function of the type C(λ, ω)v + ∂uF (λ, ω, 0)v with a certain v ∈ Cn satisfies (1.2) and
that w satisfies (3.4), we get
〈(C(0, 1)+∂uF (0, 1, 0))u, A˜wj〉 = 〈A(C(0, 1)+∂uF (0, 1, 0))u,wj〉 = −〈Bu,wj〉 = −〈u, B˜wj〉.
Hence, (3.9) yields 〈f, A˜wj〉 = 〈(I − C(0, 1)− ∂uF (0, 1, 0))u, A˜wj〉 = 〈u, (A˜+ B˜)wj〉 = 0.
Finally we show that {f ∈ Cn : 〈f, A˜w1〉 = 〈f, A˜w2〉 = 0} ⊆ imL0: Because of Lemma
2.3 (i) there exist uniquely defined functions v˜1, v˜2 ∈ C
1
n such that
(I − C(0, 1))v˜k = Dvk, k = 1, 2. (3.10)
Moreover, these functions satisfy the boundary conditions (3.4). Therefore,
〈v˜k, A˜wl〉 = 〈Av˜k,wl〉 = 〈vk,wl〉 = δkl (3.11)
and, hence, dim{f ∈ Cn : 〈f, A˜w1〉 = 〈f, A˜w2〉 = 0} ≥ 2. But imL0 is a closed subspace of
codimension two in Cn because of Lemma 2.3, therefore the claim follows. 
Remark 3.3 The case m = 0 (and, similarly, m = n) is not of interest for Hopf bifurcation
analysis. The reason is that it does not fit (1.12), what is one of the crucial standard
assumptions in Hopf bifurcation theorems. One can easily check that dim kerL0 = 0 in this
case. Then, by Lemma 3.2, the problem (1.9) with λ = 0 does not have a pure imaginary
pair of geometrically simple eigenvalues, what means that the assumption (1.12) fails to be
fulfilled.
3.2 Projectors and splitting of (2.11)
Lemma 3.2 and (3.11) imply that the linear bounded operator P : Cn → Cn, which is defined
by
Pu :=
2∑
k=1
〈u, A˜wk〉v˜k (3.12)
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is a projection with kerP = imL0, where the functions v˜k are implicitly defined in (3.10).
Similarly, the linear bounded operator Q : Cn → Cn, which is defined by
Qu :=
2∑
k=1
〈u,wk〉vk (3.13)
is a projection with imQ = kerL0.
Now we are going to solve the equation (2.11) by means of the ansatz
u = v + w, v ∈ kerL0 = imQ, w ∈ kerQ.
Hence, we have to solve a coupled system consisting of the finite dimensional equation
P ((I − C(λ, ω))(v + w)− F (λ, ω, v + w)) = 0 (3.14)
and the infinite dimensional equation
(I − P )((I − C(λ, ω))(v + w)− F (λ, ω, v + w)) = 0. (3.15)
3.3 Local solution of (3.15)
In this subsection we will solve (3.15) locally with respect to w ≈ 0 for parameters ω ≈ 1,
λ ≈ 0, and v ≈ 0. Unfortunately, the classical implicit function theorem cannot be used for
that purpose because the left-hand side of (3.15) is not C1-smooth. More exactly, the map
(λ, ω) ∈ R2 7→ (I − P )(I −C(λ, ω)− ∂uF (λ, ω, 0)) ∈ L(Cn) is not continuous. The reason is
that for operators of “shift type” like (Sτu)(x, t) := u(x, t+ τ) the map τ ∈ R 7→ Sτ ∈ L(Cn)
is not continuous (with respect to the operator norm in L(Cn)).
There exist several generalizations of the implicit function theorem in which the map
“control parameter 7→ linearization with respect to the state parameter” is allowed to be
discontinuous with respect to the operator norm, see, e.g., [5, Theorem 7], [45, Theorem 2.1].
However, it turns out that they do not fit to our problem, so we are going to adapt ideas of
[36] and [43, Theorem 2.1].
Lemma 3.4 There exist δ2 ∈ (0, δ1) and c2 > 0 such that for all λ ∈ [−δ2, δ2], ω ∈ [1 −
δ2, 1 + δ2] and u ∈ Cn with ‖u‖∞ ≤ δ2 it holds
‖(I − P )(I − C(λ, ω)− ∂uF (λ, ω, u))w‖∞ ≥ c2‖w‖∞ for all w ∈ kerQ.
Proof. Suppose the contrary. Then there exist sequences λ1, λ2, . . . ∈ R with λr → 0;
ω1, ω2, . . . ∈ R with ωr → 1; u1, u2, . . . ∈ Cn with ‖u
r‖∞ → 0 and w
1, w2, . . . ∈ kerQ with
‖wr‖∞ = 1 (3.16)
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and
‖(I − P )(I − C(λr, ωr)− ∂uF (λ
r, ωr, ur))wr‖∞ → 0. (3.17)
We intend to show that a subsequence of {wr : r ∈ N} converges to zero in Cn, getting
a contradiction to (3.16). The proof is divided into a sequence of claims.
Claim 1. The convergence (3.17) holds with u1 = u2 = . . . = 0, namely
‖(I − P )(I − C(λr, ωr)− ∂uF (λ
r, ωr, 0))wr‖∞ → 0.
Proof of Claim. Because of (2.14) we have ‖(∂uF (λ
r, ωr, ur) − ∂uF (λ
r, ωr, 0))wr‖∞ ≤
const‖ur‖∞, where the constant does not depend on r. Hence, the assumptions ‖u
r‖∞ → 0
and (3.17) yield the claim. 
Claim 2. The sequence (C(λr, ωr)− C(0, 1))wr + (∂uF (λ
r, ωr, 0)− ∂uF (0, 1, 0))w
r con-
verges weakly to zero in L2 ((0, 1)× (0, 2π);Rn).
Proof of Claim. Denote by tj(ξ, x, ·, λ, ω) the inverse function to the function τj(ξ, x, ·, λ, ω),
i.e.,
tj(ξ, x, τ, λ, ω) = τ − ω
∫ ξ
x
dη
aj(η, λ)
(cf. (2.3)). Take a test function ϕ ∈ C1n. Then we have∫ 1
0
∫ 2pi
0
cj(xj, x, λ
r)wrk(xj , τj(xj , x, t, λ
r, ωr))ϕj(x, t)dtdx
−
∫ 1
0
∫ 2pi
0
cj(xj , x, 0)w
r
k(xj, τj(xj , x, t, 0, 1))ϕj(x, t)dtdx
=
∫ 1
0
∫ 2pi
0
cj(xj , x, λ
r)ϕj(x, tj(xj , x, τ, λ
r, ωr))wrk(xj, τ)dτdx
−
∫ 1
0
∫ 2pi
0
cj(xj , x, 0)ϕj(x, tj(xj , x, τ, 0, 1))w
r
k(xj , τ)dτdx,
and this tends to zero for r →∞. So we get 〈(C(λr, ωr)− C(0, 1))wr, ϕ〉 → 0. Similarly we
have ∫ 1
0
∫ x
xj
∫ 2pi
0
(
cj(ξ, x, λ
r)
aj(ξ, λr)
∂ukfj(ξ, λ
r, 0)wrk(ξ, τj(ξ, x, t, λ
r, ωr))
−
cj(ξ, x, 0)
aj(ξ, 0)
∂ukfj(ξ, 0, 0)w
r
k(ξ, τj(ξ, x, t, 0, 1))
)
ϕj(x, t)dtdξdx
=
∫ 1
0
∫ x
xj
∫ 2pi
0
(
cj(ξ, x, λ
r)
aj(ξ, λr)
∂ukfj(ξ, λ
r, 0)ϕj(x, tj(ξ, x, τ, λ
r, ωr))
−
cj(ξ, x, 0)
aj(ξ, 0)
∂ukfj(ξ, 0, 0)ϕj(x, tj(ξ, x, τ, 0, 1))
)
wrk(x, τ)dτdξdx,
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and this tends to zero for r →∞. Therefore, 〈(∂uF (λ
r, ωr, 0)− ∂uF (0, 1, 0))w
r, ϕ〉 tends to
zero. 
Claim 3. The operators ∂uF (λ
r, ωr, 0)2 and ∂uF (λ
r, ωr, 0)C(λr, ωr) map continuously Cn
into C1n and
‖∂uF (λ
r, ωr, 0)2‖L(Cn;C1n) + ‖∂uF (λ
r, ωr, 0)C(λr, ωr)‖L(Cn;C1n) ≤ const.
Proof of Claim. We first give the proof for the operators ∂uF (λ
r, ωr, 0)2. Because of (2.15)
we have for all u ∈ C1n
∂x∂uF (λ
r, ωr, 0)u = Gru+Hr∂tu,
∂t∂uF (λ
r, ωr, 0)u = ∂uF (λ
r, ωr, 0)∂tu,
(3.18)
where the linear bounded operators Gr, Hr : Cn → Cn are defined by G
r := ∂uF
x
0 (λ
r, ωr, 0)
and Hr := F x1 (λ
r, ωr, 0). Therefore,
∂t∂uF (λ
r, ωr, 0)2u = ∂uF (λ
r, ωr, 0)2∂tu,
∂x∂uF (λ
r, ωr, 0)2u = Gr∂uF (λ
r, ωr, 0)u+Hr∂uF (λ
r, ωr, 0)∂tu.
hence,
‖∂t∂uF (λ
r, ωr, 0)2u‖∞ + ‖∂x∂uF (λ
r, ωr, 0)2u‖∞
≤ const(‖u‖∞ + ‖∂uF (λ
r, ωr, 0)2∂tu‖∞ + ‖H
r∂uF (λ
r, ωr, 0)∂tu‖∞).
Here we used (2.14) and the fact that the operators Gr and Hr are uniformly bounded with
respect to r in the uniform operator norm. Hence, we have to show that
‖∂uF (λ
r, ωr, 0)2∂tu‖∞ + ‖H
r∂uF (λ
r, ωr, 0)∂tu‖∞ ≤ const‖u‖∞ for all u ∈ C
1
n. (3.19)
Let us start with ∂uF (λ
r, ωr, 0)2∂tu. Because of (2.21) we have
(∂uF (λ
r, ωr, 0)2∂tu)j(x, t)
=
∫ x
xj
cj(ξ, x, λ
r)
aj(ξ, λr)
n∑
k=1
k 6=j
∂ukbj(ξ, λ
r, 0)vrk(ξ, τj(ξ, x, t, λ
r, ωr)))dξ (3.20)
with
vrk(ξ, τ) :=
∫ ξ
xj
ck(η, ξ, λ
r)
ak(η, λr)
n∑
l=1
l 6=k
∂ulbk(η, λ
r, 0)∂tul(η, τk(η, ξ, τ, λ
r, ωr))dη. (3.21)
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Inserting (3.21) into (3.20), we get the integrals
∫ x
xj
∫ ξ
xj
drjkl(ξ, η, x)∂tul(η, τk(η, ξ, τj(ξ, x, t, λ
r, ωr), λr, ωr))dηdξ
=
∫ x
xj
∫ xj
η
drjkl(ξ, η, x)∂tul(η, τk(η, ξ, τj(ξ, x, t, λ
r, ωr), λr, ωr))dξdη (3.22)
with j 6= k and l 6= k and
drjkl(ξ, η, x) :=
cj(ξ, x, λ
r)ck(η, ξ, λ
r)∂ukbj(ξ, λ
r, 0)∂ulbk(η, λ
r, 0)
aj(ξ, λr)ak(η, λr)
.
Moreover, from (2.3) it follows
d
dξ
ul(η, τk(η, ξ, τj(ξ, x, t, λ
r, ωr), λr, ωr))
= ωr
(
1
aj(ξ, λr)
−
1
ak(ξ, λr)
)
∂tul(η, τk(η, ξ, τj(ξ, x, t, λ
r, ωr), λr, ωr)). (3.23)
By (3.23) and assumption (1.6), the right-hand side of (3.22) equals
1
ωr
∫ x
0
∫ x
η
aj(ξ, λ
r)ak(ξ, λ
r)
ak(ξ, λr)− aj(ξ, λr)
drjkl(ξ, η, x)
d
dξ
ul(η, τk(η, ξ, τj(ξ, x, t, λ
r, ωr), λr, ωr))dξdη.
Integrating by parts in the inner integral (with respect to ξ) we see that the absolute values
of these integrals can be estimated by a constant times ‖u‖∞, where the constant does not
depend on x, t, r, and u.
Now, let us consider Hr∂uF (λ
r, ωr, 0)∂tu. We have
(Hr∂uF (λ
r, ωr, 0)∂tu)j(x, t)
= −
ωr
aj(x, λr)
∫ x
xj
cj(ξ, x, λ
r)
aj(ξ, λr)
n∑
k=1
k 6=j
∂ukbj(ξ, λ
r, 0)vrk(ξ, τj(ξ, x, t, λ
r, ωr)))dξ
with (3.21). Proceeding as above one shows that these integrals can be estimated by a
constant times ‖u‖∞, where the constant does not depend on x, t, r, and u.
Now we give the proof of the claim for the operators ∂uF (λ
r, ωr, 0)C(λr, ωr). Because of
∂tC(λ
r, ωr)u = C(λr, ωr)∂tu (cf. (2.15)) and of (3.18) we have for all u ∈ C
1
n that
∂x∂uF (λ
r, ωr, 0)C(λr, ωr)u = GrC(λr, ωr)u+HrC(λr, ωr)∂tu,
∂t∂uF (λ
r, ωr, 0)C(λr, ωr)u = ∂uF (λ
r, ωr, 0)C(λr, ωr)∂tu.
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It remains to show that
‖HrC(λr, ωr)∂tu‖∞ + ‖∂uF (λ
r, ωr, 0)C(λr, ωr)∂tu‖∞ ≤ const ‖u‖∞ for all u ∈ C
1
n.
Because of (2.9) and (2.21) we have
(∂uF (λ
r, ωr, 0)C(λr, ωr)∂tu)j (x, t) =
m∑
k=1
k 6=j
n∑
l=m+1
f rjkl(x, t) +
n∑
k=m+1
k 6=j
m∑
l=1
f rjkl(x, t)
with
f rjkl(x, t)
:=
∫ xj
x
rklcj(ξ, x, λ
r)ck(xk, ξ, λ
r)∂ukbk(ξ, λ
r, 0)
aj(ξ, λr)
∂tul(xk, τk(xk, ξ, τj(ξ, x, t, λ
r, ωr), λr, ωr))dξ.
Using (3.23) and assumption (1.6), one can integrate by parts in this integral in order to
see that the absolute values of these integrals can be estimated by a constant times ‖u‖∞,
where the constant does not depend on x, t, r, and u. 
Claim 4. The set
{
((I − C(λr, ωr))−1∂uF (λ
r, ωr, 0))
2
wr : r ∈ N
}
is precompact in Cn.
Proof of Claim. By Claim 3 the sequence ∂uF (λ
r, ωr, 0)2wr is bounded in C1n. Hence, Lemma
2.3 (i) yields the same for the sequence (I−C(λr, ωr))−1∂uF (λ
r, ωr, 0)2wr. Similarly, because
of Lemma 2.3 (i) and (2.14), the sequence (I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)wr is bounded in
Cn. Hence, due to Claim 3, we have same boundedness property for the sequence
(I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)C(λr, ωr)(I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)wr.
Therefore, the sequence
(I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)(I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)wr
= (I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)2wr
+(I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)C(λr, ωr)(I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)wr
is bounded in C1n. Hence, the Arcela-Ascoli theorem yields the claim. 
Claim 5. A subsequence of {wr : r ∈ N} converges to zero in Cn.
Proof of Claim. Denote gr := (I−C(λr, ωr)−∂uF (λ
r, ωr, 0))wr. By Claim 1, Lemma 2.3 (i),
and (2.14), we have(
I + (I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)
)
(I − C(λr, ωr))−1(I − P )gr
=
(
I −
[
(I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)
]2)
wr
−
(
I + (I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)
)
(I − C(λr, ωr))−1Pgr → 0 in Cn. (3.24)
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Moreover, by Claim 4, a subsequence of
(
I − [(I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)]
2
)
wr con-
verges in Cn. Further, due to (2.14), the sequence g
r is bounded in Cn. Then, taking into
account Lemma 2.3 (i), (2.14), and the fact that dimP <∞, we conclude that a subsequence
of (I + (I − C(λr, ωr))−1∂uF (λ
r, ωr, 0)) (I − C(λr, ωr))−1Pgr converges in Cn. Now we get
from (3.24) that a subsequence of wr (which will be denoted by wr again) converges in Cn,
i.e.,
wr → w∗ for some w∗ ∈ kerQ. (3.25)
On the other hand, Claims 1 and 2 imply that
(I − P ) (I − C(0, 1)− ∂uF (0, 1, 0))w
r ⇀ 0 in L2 ((0, 1)× (0, 2π);Rn) . (3.26)
Convergences (3.25) and (3.26) entail that
(I − P ) (I − C(0, 1)− ∂uF (0, 1, 0))w
∗ = 0,
i.e., w∗ ∈ kerQ ∩ imQ, hence, w∗ = 0 as desired. 
The proof of Lemma 3.4 is therewith complete. 
Now we are well-prepared for solving (3.15) locally with respect to w by an implicit-
function-theorem-type argument.
For δ > 0 we denote
Bδ := {v ∈ Cn : ‖v‖∞ ≤ δ}.
Lemma 3.5 (i) There exists δ3 ∈ (0, δ2) such that for all λ ∈ [−δ3, δ3], ω ∈ [1−δ3, 1+δ3], and
v ∈ Bδ3∩ imQ there exists exactly one solution w = wˆ(λ, ω, v) to (3.15) with w ∈ Bδ3∩kerQ.
(ii) There exists c3 > 0 such that for all λ ∈ [−δ3, δ3], ω ∈ [1−δ3, 1+δ3], and v ∈ Bδ3∩imQ
it holds
‖wˆ(λ, ω, v)‖∞ ≤ c3‖v‖
2
∞.
(iii) The map (λ, ω, v) ∈ [−δ3, δ3] × [1 − δ3, 1 + δ3] × (Bδ3 ∩ imQ) 7→ wˆ(λ, ω, v) ∈ Cn is
continuous.
(iv) For all λ ∈ [−δ3, δ3] and ω ∈ [1−δ3, 1+δ3] the maps v ∈ Bδ3∩imQ 7→ wˆ(λ, ω, v) ∈ Cn
are C∞-smooth.
Proof. Consider the map F : [−δ0, δ0]× R× imQ× kerQ→ kerP defined by
F(λ, ω, v, w) := (I − P )((I − C(λ, ω))(v + w)− F (λ, ω, v + w)). (3.27)
Obviously, the map F has properties analogous to (2.12)–(2.14), in particular, it is continu-
ous,
F(λ, ω, ·, ·) is C∞-smooth (3.28)
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and
(λ, ω) ∈ [−δ3, δ3]× R 7→ ∂wF(λ, ω, v, w)w1 ∈ Cn is continuous (3.29)
for all v ∈ imQ and w,w1 ∈ kerQ. Because of Lemma 2.3 (ii) and Lemma 3.4, for all
λ ∈ [−δ2, δ2] and µ ∈ [1− δ2, 1 + δ2] the operator
∂wF(λ, ω, 0, 0) = (I − P )(I − C(λ, ω)− ∂uF (λ, ω, 0))
is an injective Fredholm operator from kerQ into kerP . Its index is zero because the index
of I−P (as an operator from Cn into kerP ) is −2, the index of I−C(λ, ω)−∂uF (λ, ω, 0) (as
an operator from Cn into Cn) is zero, and the index of the embedding w ∈ kerQ 7→ w ∈ Cn
is 2. Hence, ∂wF(λ, ω, 0, 0) is an isomorphism from kerQ onto kerP , and Lemma 3.4 yields
that for all λ ∈ [−δ2, δ2] and ω ∈ [1 − δ2, 1 + δ2] it holds
‖∂wF(λ, ω, 0, 0)
−1‖L(kerP ;kerQ) ≤ c2. (3.30)
Furthermore,
(λ, ω) ∈ [−δ3, δ3]× R 7→ ∂wF(λ, ω, 0, 0)
−1w ∈ Cn is continuous for all w ∈ kerQ. (3.31)
Indeed, on the account of (3.29) and (3.30), we get that(
∂wF(λ, ω, 0, 0)
−1− ∂wF(λ
0, ω0, 0, 0)−1
)
w
= ∂wF(λ, ω, 0, 0)
−1
(
∂wF(λ
0, ω0, 0, 0)− ∂wF(λ, ω, 0, 0)
)
∂wF(λ
0, ω0, 0, 0)−1w
tends to zero for (λ, ω)→ (λ0, ω0).
We have to solve (3.15), i.e., F(λ, ω, v, w) = 0. For λ ∈ [−δ2, δ2] and ω ∈ [1 − δ2, 1 + δ2]
this is equivalent to the fixed point problem
G(λ, ω, v, w) := w − ∂wF(λ, ω, 0, 0)
−1F(λ, ω, v, w) = w. (3.32)
Moreover, it holds
G(λ, ω, v, w1)− G(λ, ω, v, w2) =
∫ 1
0
∂wG(λ, ω, v, sw
1 + (1− s)w2)(w1 − w2)ds
= ∂wF(λ, ω, 0, 0)
−1
∫ 1
0
(
∂wF(λ, ω, 0, 0)− ∂wF(λ, ω, v, sw
1 + (1− s)w2)
)
(w1 − w2)ds,
where(
∂wF(λ, ω, v, sw
1 + (1− s)w2)− ∂wF(λ, ω, 0, 0)
)
(w1 − w2)
= (I − P )
(
∂uF (λ, ω, v + sw
1 + (1− s)w2)− ∂uF (λ, ω, 0)
)
(w1 − w2)
= (I − P )
∫ 1
0
∂2uF (λ, ω, r(v + sw
1 + (1− s)w2))(v + sw1 + (1− s)w2, w1 − w2)dr.
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Hence, (2.14) and (3.30) yield that there exists δ3 ∈ (0, δ2) such that for all λ ∈ [−δ3, δ3],
ω ∈ [1− δ3, 1 + δ3], and v ∈ Bδ3 ∩ imQ we have
‖G(λ, ω, v, w1)− G(λ, ω, v, w2)‖∞ ≤
1
2
‖w1 − w2‖∞ for all w
1, w2 ∈ Bδ3 ∩ kerQ.
In other words: For those λ, ω, and v the map G(λ, ω, v, ·) is strictly contractive on Bδ3∩kerQ.
In order to apply Banach’s fixed point theorem we have to show that G(λ, ω, v, ·) maps
Bδ3 ∩ kerQ into itself if δ3 is chosen sufficiently small.
Using (3.30) again, for all λ ∈ [−δ3, δ3], ω ∈ [1− δ3, 1 + δ3], and v ∈ Bδ3 ∩ imQ we get
‖G(λ, ω, v, w)‖∞ ≤ ‖G(λ, ω, v, w)− G(λ, ω, v, 0)‖∞ + ‖G(λ, ω, v, 0)‖∞
≤
1
2
‖w‖∞ + c2‖F(λ, ω, v, 0)‖∞ for all w ∈ Bδ3 ∩ kerQ. (3.33)
Moreover, because of v ∈ kerL0 it holds
F(λ, ω, v, 0) = (I − P )((I − C(λ, ω))v − F (λ, ω, v))
= (I − P )(∂uF (λ, ω, 0)v − F (λ, ω, v)) = (I − P )
∫ 1
0
s∂2uF (λ, ω, sv)(v, v)ds.
Hence, (2.14) yields that there exists c3 > 0 such that for all λ ∈ [−δ3, δ3], ω ∈ [1−δ3, 1+δ3],
and v ∈ Bδ3 ∩ imQ we have
‖F(λ, ω, v, 0)‖∞ ≤
c3
2c2
‖v‖2∞, (3.34)
and, because of (3.33), it follows that G(λ, ω, v, w) ∈ Bδ3 ∩ imQ for all w ∈ Bδ3 ∩ imQ if
δ3 ≤ 1/c3.
Now, Banach’s fixed point theorem gives a unique in Bδ3 ∩ kerQ solution w = wˆ(λ, ω, v)
to (3.32) for all λ ∈ [−δ3, δ3], ω ∈ [1− δ3, 1+ δ3], and v ∈ Bδ3 ∩ imQ. Hence, assertion (i) of
the lemma is proved.
Moreover, (3.33) and (3.34) yield assertion (ii).
Assertion (iii) follows from the uniform contraction principle (cf. [7, Theorem 1.244]):
First note that the contraction constant of G(λ, ω, v, ·) does not depend on (λ, ω, v). More-
over, for all λ, λ0 ∈ [δ2, δ2], ω, ω
0 ∈ [1− δ2, 1 + δ2], v, v
0 ∈ Bδ ∩ imQ, and w,w
0 ∈ Bδ ∩ kerQ
the difference
G(λ, ω, v, w)− G(λ0, ω0, v0, w0)
= w − w0 − ∂wF(λ, ω, 0, 0)
−1
(
F(λ, ω, v, w)−F(λ0, ω0, v0, w0)
)
+
(
∂wF(λ
0, ω0, 0, 0)−1 − ∂wF(λ, ω, 0, 0)
−1
)
F(λ0, ω0, v0, w0),
tends to zero in Cn for (λ, ω, v, w)→ (λ
0, ω0, v0, w0) because of the continuity of F , (3.30),
and (3.31). Hence, G is continuous.
Finally, assertion (iv) follows from the classical implicit function theorem. 
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3.4 Smoothness with respect to x and t
The aim of this subsection is to prove the following result:
Lemma 3.6 For all λ ∈ [−δ3, δ3], ω ∈ [1− δ3, 1 + δ3], and v ∈ Bδ3 ∩ imQ the map
(x, t) ∈ [0, 1]× R 7→ [wˆ(λ, ω, v)](x, t) ∈ Rn
is C∞-smooth.
Proof. For ϕ ∈ R and u ∈ Cn we define Sϕu ∈ Cn by [Sϕu](x, t) := u(x, t + ϕ). Take
λ ∈ [−δ3, δ3], ω ∈ [1− δ3, 1 + δ3], and v ∈ Bδ3 ∩ imQ. It is easy to see that for all u ∈ Cn it
holds
SϕC(λ, ω)u = C(λ, ω)Sϕu, SϕF (λ, ω, u) = F (λ, ω, Sϕu).
Moreover, the definitions (3.6), (3.10), and (3.12) imply that for all u ∈ Cn it holds
PSϕu =
2∑
k=1
〈Sϕu, A˜wk〉v˜k =
2∑
k=1
〈u, A˜S−ϕwk〉v˜k
= 〈u, A˜(cosϕw1 − sinϕw2)〉v˜1 + 〈u, A˜(cosϕw2 + sinϕw1)〉v˜2
= 〈u, A˜w1〉(cosϕv˜1 + sinϕv˜2) + 〈u, A˜w2〉(cosϕv˜2 − sinϕv˜1)
= SϕPu. (3.35)
Similarly one shows QSϕu = SϕQu. Hence, applying Sϕ to the identity
(I − P )((I − C(λ, ω))(v + wˆ(λ, ω, v))− F (λ, ω, v + wˆ(λ, ω, v))) = 0, (3.36)
we get (I−P )((I−C(λ, ω))(Sϕv+Sϕwˆ(λ, ω, v))−F (λ, ω, Sϕv+Sϕwˆ(λ, ω, v))) = 0. Therefore,
the uniqueness assertion of Lemma 3.5 yields
Sϕwˆ(λ, ω, v) = wˆ(λ, ω, Sϕv). (3.37)
But all functions v ∈ kerL0 = imQ are C
∞-smooth, hence the maps ϕ ∈ R 7→ Sϕv ∈ Cn are
C∞-smooth for all v ∈ imQ. By Lemma 3.5 (iv), ϕ ∈ R 7→ Sϕwˆ(λ, ω, v) ∈ Cn is C
∞-smooth,
i.e.,
t ∈ R 7→ wˆ(λ, ω, v)(x, t) ∈ Rn is C∞-smooth. (3.38)
On the other hand, (3.36) can be rewritten as follows:
(I − C(λ, ω))wˆ(λ, ω, v)− F (λ, ω, v + wˆ(λ, ω, v))
= (C(λ, ω)− I)v + P ((I − C(λ, ω))(v + wˆ(λ, ω, v))− F (λ, ω, v + wˆ(λ, ω, v))) . (3.39)
The right-hand side of (3.39) is C∞-smooth with respect to (x, t). Moreover, from (2.9),
(2.10), and (3.38) it follows that C(λ, ω)wˆ(λ, ω, v) and F (λ, ω, v + wˆ(λ, ω, v)) are C∞-
smooth with respect to (x, t). Hence, (3.39) yields that wˆ(λ, ω, v) is C∞-smooth with respect
to (x, t). 
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3.5 Differentiability with respect to λ and ω
In this subsection we show that the map wˆ is C2-smooth. For that we use the well-known
fact (see, e.g. [7, Section 1.11.3]) that the fiber contraction principle can be used to show
that functions, which are fixed points of certain operators in C-spaces, are smooth.
Remark that in the particular case, when all coefficient functions aj(x, λ) are λ-indepen-
dent (and, hence, the problem (1.1)–(1.3) depends on the bifurcation parameter λ via the
terms bjk(x, λ, u) only), the maps λ 7→ wˆ(λ, ω, v) are C
∞-smooth because in this case the
characteristics τj(ξ, x, t, λ, ω) do not depend on λ and, hence, the maps λ 7→ C(λ, ω) and
λ 7→ F (λ, ω, u) are C∞-smooth (cf. (2.9) and (2.10)). But also in this case the question if
the maps ω 7→ wˆ(λ, ω, v) are differentiable, remains to be difficult.
Lemma 3.7 The map
(λ, ω, v) ∈ [−δ3, δ3]× [1− δ3, 1 + δ3]× (Bδ3 ∩ imQ) 7→ wˆ(λ, ω, v) ∈ Cn
is C2-smooth.
Proof. For k = 0, 1, 2, . . . we define maps wk : [−δ3, δ3]× [1− δ3, 1+ δ3]× (Bδ3 ∩ imQ)→
kerQ by means of
w0 := 0, wk+1(λ, ω, v) := wk(λ, ω, v)− ∂wF(λ, ω, 0, 0)
−1F(λ, ω, v, wk(λ, ω, v)). (3.40)
As it follows from the proof of Lemma 3.5,
wk(λ, ω, v)→ wˆ(λ, ω, v) in Cn for k →∞ uniformly with respect to λ, ω, v. (3.41)
Now we are going to show that all functions w1, w2, . . . are C
2-smooth and that the sequences
of all their partial derivatives up to the second order converge in Cn uniformly with respect
to λ, ω, and v. Then the classical theorem of calculus [11, Theorem 8.6.3] yields that wˆ is
C2-smooth (and, hence, the lemma is proved). Here and in what follows we identify the two-
dimensional vector space imQ with R2 (by fixing a certain basis in imQ), and the partial
derivatives are taken with respect to the corresponding coordinates.
For l = 1, 2, . . . we denote
C˜ln := {u ∈ Cn : ∂
j
t u ∈ Cn for j = 1, 2, . . . , l}.
This is a Banach space with the norm
‖u‖l :=
l∑
j=0
‖∂jtu‖∞.
The remainder of the proof will be divided into a number of claims.
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Claim 1. For all λ ∈ [−δ3, δ3], ω ∈ [1 − δ3, 1 + δ3], v ∈ Bδ3 ∩ imQ, and k, l = 1, 2, . . .
the function wk(λ, ω, v) belongs to C˜
l
n. Furthermore, wk(λ, ω, v) depends continuously (with
respect to the norm in C˜ln) on λ, ω, and v.
Proof of Claim. The proof will be done by induction on k. For k = 0 this claim is obvious.
To do the induction step we proceed as in the proof of Lemma 3.6. For all ϕ ∈ R we
have
Sϕwk+1(λ, ω, v) = Sϕwk(λ, ω, v)− ∂wF(λ, ω, 0, 0)
−1F(λ, ω, v, Sϕwk(λ, ω, v)). (3.42)
By induction assumption the map ϕ ∈ R 7→ Sϕwk(λ, ω, v) ∈ Cn is C
∞-smooth, and all its
derivatives depend continuously (with respect to ‖·‖∞) on λ, ω, and v. Hence, by (3.28) and
(3.31), the right-hand side of (3.42) is C∞-smooth with respect to ϕ, and all its derivatives in
ϕ depend continuously (with respect to ‖ · ‖∞) on λ, ω, and v. Therefore, also the left-hand
side of (3.42) has this property, i.e., all partial derivatives ∂jtwk+1(λ, ω, v) exist in Cn and
depend continuously (with respect to ‖ · ‖∞) on λ, ω, and v. 
Claim 2. The sequence ∂twk(λ, ω, v) converges in Cn for k →∞ uniformly with respect to
λ, ω, and v.
Proof of Claim. From (2.15) and (3.35) (which implies that ∂tPu = P∂tu for all u ∈ C˜
1
n) it
follows that for all w ∈ C˜1n ∩ kerQ we have
∂tF(λ, ω, v, w) = ∂wF(λ, ω, v, w)∂tw + ∂vF(λ, ω, v, w)∂tv. (3.43)
Hence,
∂twk+1(λ, ω, v)
=
(
I − ∂wF(λ, ω, 0, 0)
−1∂wF(λ, ω, v, wk(λ, ω, v))
)
∂twk(λ, ω, v)
−∂wF(λ, ω, 0, 0)
−1∂vF(λ, ω, v, wk(λ, ω, v))∂tv.
But (3.41) implies
∂wF(λ, ω, 0, 0)
−1∂vF(λ, ω, v, wk(λ, ω, v))∂tv → ∂wF(λ, ω, 0, 0)
−1∂vF(λ, ω, v, wˆ(λ, ω, v))∂tv
in Cn for k →∞ uniformly with respect to λ, ω, and v. Moreover, from the proof of Lemma
3.5 it follows that
‖I − ∂wF(λ, ω, 0, 0)
−1∂wF(λ, ω, v, wk(λ, ω, v))‖L(kerQ) ≤
2
3
for large k. Hence, Lemma A.1 yields the desired claim. Here we apply Lemma A.1 with U
chosen as the Banach space of all continuous maps u : [−δ3, δ3]×[1−δ3, 1+δ3]×(Bδ3∩imQ)→
kerQ with the usual maximum norm. 
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Claim 3. For j = 1, 2 the partial derivative ∂vjwk(λ, ω, v) exists in Cn and depends contin-
uously (with respect to the norm ‖ · ‖∞ in Cn) on λ, ω, and v.
Proof of Claim. The proof is by induction on k.
Due to induction assumption, ∂vjwk(λ, ω, v) exists in Cn. Hence, on the account of (3.28),
the partial derivative with respect to vj of
wk+1(λ, ω, ·) = wk(λ, ω, ·)− ∂wF(λ, ω, 0, 0)
−1F(λ, ω, ·, wk(λ, ω, ·))
exists in Cn. 
Similarly one proves the following statement.
Claim 4. All partial derivatives ∂lt∂
m
vj
wk(λ, ω, v) exist in Cn and depend continuously (with
respect to the norm in Cn) on λ, ω, and v.
Claim 5. Given j = 1, 2, the sequence ∂vjwk(λ, ω, v) converges in Cn for k →∞ uniformly
with respect to λ, ω, and v.
Proof of Claim. This follows, as above, from the equality
∂vjwk+1(λ, ω, v)
=
(
I − ∂wF(λ, ω, 0, 0)
−1∂wF(λ, ω, v, wk(λ, ω, v))
)
∂vjwk(λ, ω, v)
−∂wF(λ, ω, 0, 0)
−1∂vjF(λ, ω, v, wk(λ, ω, v))
and Lemma A.1. 
Claim 6. For all k = 1, 2, . . . the partial derivative ∂λwk(λ, ω, v) exists, belongs to Cn, and
depends continuously (with respect to ‖ · ‖∞) on λ, ω, and v.
Proof of Claim. For the proof we use Claim 1 and induction on k: For k = 0 the claim is
obvious.
In order to do the induction step, first let us do some preliminary calculations. It follows
directly from the definitions (2.9) and (2.10) that for all ω ∈ R and u ∈ C˜1n the maps
λ ∈ [−δ0, δ0] 7→ C(λ, ω)u ∈ Cn and λ ∈ [−δ0, δ0] 7→ F (λ, ω, u) ∈ Cn are differentiable and
∂λC(λ, ω)u = C
λ
0 (λ, ω)u+ C
λ
1 (λ, ω)∂tu,
∂λF (λ, ω, u) = F
λ
0 (λ, ω, u) + F
λ
1 (λ, ω, u)∂tu,
(3.44)
where the operators Cλ0 (λ, ω), C
λ
1 (λ, ω) ∈ L(Cn) are defined as follows: For j = 1, . . . , m we
set
(
Cλ0 (λ, ω)u
)
j
(x, t) := ∂λcj(0, x, λ)
n∑
k=m+1
rjkuk(0, τj(0, x, t, λ, ω)),
(
Cλ1 (λ, ω)v
)
j
(x, t) := ∂λτj(0, x, t, λ, ω)cj(0, x, λ)
n∑
k=m+1
rjkvk(0, τj(0, x, t, λ, ω)),
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and for j = m+ 1, . . . , n we set
(
Cλ0 (λ, ω)u
)
j
(x, t) := ∂λcj(1, x, λ)
m∑
k=1
rjkuk(1, τj(1, x, t, λ, ω)),
(
Cλ1 (λ, ω)v
)
j
(x, t) := ∂λτj(1, x, t, λ, ω)cj(1, x, λ)
m∑
k=1
rjkvk(1, τj(1, x, t, λ, ω)).
Further, the map F λ0 : [−δ0, δ0]× R× Cn → Cn is defined by
(F λ0 (λ, ω, u))j(x, t) :=
∫ x
xj
∂λ
(
cj(ξ, x, λ)
aj(ξ, λ)
)
fj(ξ, λ, u(ξ, τj(ξ, x, t, λ, ω)))dξ
+
∫ x
xj
cj(ξ, x, λ)
aj(ξ, λ)
∂λfj(ξ, λ, u(ξ, τj(ξ, x, t, λ, ω)))dξ
and F x1 (λ, ω, u) ∈ L(Cn) is defined by
(F x1 (λ, ω, u)v)j(x, t) :=∫ x
xj
∂λτj(ξ, x, t, λ, ω)cj(ξ, x, λ)
aj(ξ, λ)
n∑
k=1
∂ukfj(ξ, λ, u(ξ, τj(ξ, x, t, λ, ω)))vk(ξ, τj(ξ, x, t, λ, ω))dξ.
Hence, for all ω ∈ R, v ∈ imQ, and w ∈ C˜1n∩kerQ the map λ ∈ [−δ0, δ0] 7→ F(λ, ω, v, w) ∈ Cn
is differentiable and its derivative is
∂λF(λ, ω, v, w) = −(I − P )
(
Cλ0 (λ, ω)(v + w) + F
λ
0 (λ, ω, v + w)
+(Cλ1 (λ, ω) + F
λ
1 (λ, ω, v + w))(∂tv + ∂tw)
)
. (3.45)
Remark that the map F : [−δ0, δ0] × R × imQ × kerQ → kerP defined in (3.27) is not
differentiable (with respect to the norm ‖ · ‖∞ in kerP and kerQ), in general. But its
restriction to [−δ0, δ0]×R× imQ× (C˜
1
n ∩ kerQ) is differentiable (with respect to the norms
‖ · ‖∞ in kerP and ‖ · ‖1 in kerQ). Therefore, the notation ∂λF should be used with care: It
is not the partial derivative of F , but of its restriction to [−δ0, δ0]×R× imQ× (C˜
1
n ∩ kerQ).
In particular, it is a map from [−δ0, δ0]×R× imQ× (C˜
1
n ∩ kerQ) into Cn. The same care is
needed if using the notations ∂λC(λ, ω)u and ∂λF (λ, ω, u).
Now let us do the induction step. By the induction assumption, for a fixed k the partial
derivative ∂λwk(λ, ω, v) exists in Cn and depends continuously on λ, ω, and v. Define
Rk(λ, ω, v) := ∂wF(λ, ω, 0, 0)wk(λ, ω, v)− F(λ, ω, v, wk(λ, ω, v)).
Because of wk(λ, ω, v) ∈ C˜
1
n the partial derivative ∂λRk(λ, ω, v) exists in Cn and depends
continuously on λ, ω, and v. In fact, it holds
∂λRk(λ, ω, v) = ∂λ∂wF(λ, ω, 0, 0)wk(λ, ω, v) + ∂wF(λ, ω, 0, 0)∂λwk(λ, ω, v)
−∂λF(λ, ω, v, wk(λ, ω, v))− ∂wF(λ, ω, v, wk(λ, ω, v))∂λwk(λ, ω, v).
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Here ∂λ∂wF(λ, ω, 0, 0) ∈ L(C˜
1
n ∩ kerQ; Cn) is the derivative of the map λ ∈ [−δ, δ0] 7→
∂wF(λ, ω, 0, 0) ∈ L(C˜
1
n ∩ kerQ; Cn) or, the same, the derivative of the map w ∈ C˜
1
n ∩ kerQ 7→
∂λF(λ, ω, 0, w) ∈ Cn at w = 0, i.e. (cf. (3.45)),
∂λ∂wF(λ, ω, 0, 0)w = (P − I)
(
(Cλ0 (λ, ω) + ∂uF
λ
0 (λ, ω, 0))w+ (C
λ
1 (λ, ω) + F
λ
1 (λ, ω, 0))∂tw
)
.
It is easy to check (using the definitions of Cλ0 , C
λ
1 , F
λ
0 , and F
λ
1 ) that for all w ∈ C˜
1
n ∩ kerQ
it holds
(λ, ω) ∈ [−δ3, δ3]× R 7→ ∂λ∂wF(λ, ω, 0, 0)w ∈ Cn is continuous, (3.46)
and that for all λ ∈ [−δ0, δ0], ω ∈ R, and w ∈ C˜
1
n ∩ kerQ it holds
‖∂λ∂wF(λ, ω, 0, 0)w‖∞ ≤ const ‖w‖1, (3.47)
where the constant does not depend on w, λ, and ω (as long as ω varies in a bounded
interval).
We have
∂wF(λ, ω, 0, 0)wk+1(λ, ω, v) = Rk(λ, ω, v). (3.48)
The induction claim, we have to prove, is that the partial derivative ∂λwk+1(λ, ω, v) exists
in Cn and depends continuously on λ, ω, and v. The candidate for ∂λwk+1(λ, ω, v) is
∂wF(λ, ω, 0, 0)
−1 (∂λRk(λ, ω, v)− ∂w∂λF(λ, ω, 0, 0)wk+1(λ, ω, v)) .
This candidate depends continuously on λ, ω, and v because of (3.31) and (3.46). In or-
der to show that this candidate is really ∂λwk+1(λ, ω, v) we denote, for the sake of short-
ness, wk(λ) := wk(λ, ω, v), Rk(λ) := Rk(λ, ω, v), ∂wF(λ) := ∂wF(λ, ω, 0, 0), ∂λ∂wF(λ) :=
∂λ∂wF(λ, ω, 0, 0) and calculate
∂wF(λ+ µ)
(
wk+1(λ+ µ)− wk+1(λ)− µ∂wF(λ)
−1 (∂λRk(λ)− ∂λ∂wF(λ)wk+1(λ))
)
= Rk(λ+ µ)−Rk(λ)− µ∂wF(λ+ µ)∂wF(λ)
−1∂λRk(λ)
−
(
∂wF(λ+ µ)− ∂wF(λ)− µ∂wF(λ+ µ)∂wF(λ)
−1∂λ∂wF(λ)
)
wk+1.
The right-hand side is o(µ) in Cn for µ → 0 because of (3.29). Hence, the same is true for
the left-hand side. Now, Lemma 3.4 yields the claim. 
Claim 7. The sequence ∂λwk(λ, ω, v) converges in Cn for k →∞ uniformly with respect to
λ, ω, and v.
Proof of Claim. From (3.48) it follows
∂wF(λ, ω, 0, 0) (∂λwk+1(λ, ω, v)− ∂λwk(λ, ω, v)))
+∂w∂λF(λ, ω, 0, 0) (wk+1(λ, ω, v)− wk(λ, ω, v))
= −∂wF(λ, ω, v, wk(λ, ω, v))∂λwk(λ, ω, v)− ∂λF(λ, ω, v, wk(λ, ω, v)).
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Therefore, ∂λwk+1(λ, ω, v)−(I − ∂wF(λ, ω, 0, 0)
−1∂wF(λ, ω, v, wk(λ, ω, v)))∂λwk(λ, ω, v) con-
verges in Cn for k → ∞ uniformly with respect to λ, ω, and v (here we use (3.45) and the
claim of step two). Hence, Lemma A.1 yields the claim. 
A similar result is true with respect to the ω-derivative.
Claim 8. The partial derivatives ∂ωwk(λ, ω, v) exist in Cn for all k = 1, 2, . . . and the
sequence ∂ωwk(λ, ω, v) converges in Cn for k →∞ uniformly with respect to λ, ω, and v.
Now we consider partial derivatives of the second order.
Claim 9. The sequence ∂2twk(λ, ω, v) converges in Cn for k →∞ uniformly with respect to
λ, ω, and v.
Proof of Claim. From (3.43) we get
∂2tF(λ, ω, v, w) = ∂wF(λ, ω, v, w)∂
2
tw + ∂
2
wF(λ, ω, v, w)(∂tw, ∂tw)
+2∂v∂wF(λ, ω, v, w)(∂tv, ∂tw) + ∂
2
vF(λ, ω, v, w)(∂tv, ∂tv) + ∂vF(λ, ω, v, w)∂
2
t v (3.49)
for all w ∈ C˜2n ∩ kerQ. Hence, it follows from (3.48) that the sequence ∂
2
twk+1(λ, ω, v) −
(I − ∂wF(λ, ω, 0, 0)
−1∂wF(λ, ω, v, wk(λ, ω, v)))∂
2
twk(λ, ω, v) converges in Cn for k →∞ uni-
formly with respect to λ, ω, and v, and Lemma A.1 yields the claim. 
Similarly we get the following statement.
Claim 10. The sequences ∂t∂vjwk(λ, ω, v) and ∂vi∂vjwk(λ, ω, v) converge in Cn for k → ∞
uniformly with respect to λ, ω, and v.
Claim 11. The partial derivatives ∂t∂λwk(λ, ω, v) exist in Cn for all k = 1, 2, . . . and the
sequence ∂t∂λwk(λ, ω, v) converges in Cn for k →∞ uniformly with respect to λ, ω, and v.
Proof of Claim. We have
∂wF(λ, ω, 0, 0) (∂twk+1(λ, ω, v)− ∂twk(λ, ω, v))
= −∂vF(λ, ω, v, wk(λ, ω, v))∂tv − ∂wF(λ, ω, v, wk(λ, ω, v))∂twk(λ, ω, v). (3.50)
Hence, we can proceed as in Claims 6 and 7, replacing (3.40) by (3.50), to get the desired
statement. 
A similar argument works to prove the next claim.
Claim 12. The partial derivatives ∂t∂ωwk(λ, ω, v), ∂vj∂λwk(λ, ω, v), and ∂vj∂ωwk(λ, ω, v)
exist in Cn for all k = 1, 2, . . . and their sequences converge in Cn for k →∞ uniformly with
respect to λ, ω, and v.
Claim 13. For all k = 1, 2, . . . the partial derivative ∂2λwk(λ, ω, v) exists, belongs to Cn and
depends continuously (with respect to ‖ · ‖∞) on λ, ω, and v.
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Proof of Claim. Here we use Claims 9 and 11 and induction on k.
Similarly to Claims 6 one can show that the restriction of the map F to [−δ0, δ0]× R×
imQ × (C˜2n ∩ kerQ) is twice differentiable (with respect to the norm ‖ · ‖2 in C˜
2
n ∩ kerQ).
We denote the second partial derivative with respect to λ of this restriction by ∂2λF , i.e.,
∂2λF is a continuous map from [−δ0, δ0] × R × imQ × (C˜
2
n ∩ kerQ) into Cn. By induction
assumption the second partial derivative with respect to λ of Rk exists in Cn (because of
wk(λ, ω, v) ∈ C˜
2
n). It follows from (3.48) that
∂wF(λ, ω, 0, 0)∂λwk+1(λ, ω, v) = ∂λRk(λ, ω, v)− ∂w∂λF(λ, ω, 0, 0)wk(λ, ω, v). (3.51)
Hence, if ∂2λwk+1(λ, ω, v) exists in Cn, then it holds
∂wF(λ, ω, 0, 0)∂
2
λwk+1(λ, ω, v) = ∂
2
λRk(λ, ω, v)− ∂w∂
2
λF(λ, ω, 0, 0)wk(λ, ω, v)
−∂w∂λF(λ, ω, 0, 0)∂λwk(λ, ω, v)− ∂w∂λF(λ, ω, 0, 0)∂λwk+1(λ, ω, v). (3.52)
Here ∂w∂
2
λF(λ, ω, 0, 0) ∈ L(C˜
2
n ∩ kerQ; Cn) is the derivative of the map λ ∈ [−δ, δ0] 7→
∂λ∂wF(λ, ω, 0, 0) ∈ L(C˜
2
n∩kerQ; Cn) or, the same, the derivative of the map w ∈ C˜
2
n∩kerQ 7→
∂2λF(λ, ω, 0, w) ∈ Cn at w = 0 (cf. (3.45)).
We use the notation wk(λ), Rk(λ), ∂wF(λ), ∂λ∂wF(λ), introduced above, and ∂
2
λ∂wF(λ) :=
∂w∂
2
λF(λ, ω, 0, 0). Because of (3.52) the candidate for ∂
2
λwk+1(λ) is
∂wF(λ)
−1(∂2λRk(λ)− ∂w∂λF(λ)∂λwk(λ)− ∂w∂λF(λ)∂λwk+1(λ)− ∂w∂
2
λF(λ)wk(λ)).
In order to show that this candidate is really ∂2λwk+1(λ), we use (3.51) and calculate
∂wF(λ+ µ)
[
∂λwk+1(λ+ µ)− ∂λwk+1(λ)
−µ∂wF(λ)
−1
(
∂2λRk(λ)− ∂w∂λF(λ)∂λwk(λ)− ∂w∂λF(λ)∂λwk+1(λ)− ∂w∂
2
λF(λ)wk(λ)
) ]
=
[
∂λRk(λ+ µ)− ∂λRk(λ)− µ∂wF(λ+ µ)∂wF(λ)
−1∂2λRk(λ)
]
−
[
∂w∂λF(λ+ µ)− ∂w∂λF(λ)− µ∂wF(λ+ µ)∂wF(λ)
−1∂w∂
2
λF(λ)
]
wk(λ)
−
[
∂w∂λF(λ+ µ) (wk(λ+ µ)− wk(λ))− µ∂wF(λ+ µ)∂wF(λ)
−1∂w∂λF(λ)∂λwk(λ)
]
−
[
∂wF(λ+ µ)− ∂wF(λ)− µ∂wF(λ+ µ)∂wF(λ)
−1∂λ∂wF(λ+ µ)
]
wk+1(λ).
The right-hand side is o(µ) in Cn for µ→ 0 (here we use (3.47)). Hence, the same is true for
the left-hand side, and Lemma 3.4 yields the claim. 
Claim 14. The sequence ∂2λwk(λ, ω, v) converges in Cn for k → ∞ uniformly with respect
to λ, ω, and v.
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Proof of Claim. It follows from (3.48) that
∂wF(λ, ω, 0, 0)
(
∂2λwk+1(λ, ω, v)− ∂
2
λwk(λ, ω, v)
)
+2∂w∂λF(λ, ω, 0, 0) (∂λwk+1(λ, ω, v)− ∂λwk(λ, ω, v))
+∂w∂
2
λF(λ, ω, 0, 0) (wk+1(λ, ω, v)− wk(λ, ω, v))
= −∂wF(λ, ω, v, wk(λ, ω, v))∂
2
λwk(λ, ω, v)− 2∂w∂λF(λ, ω, v, wk(λ, ω, v))∂λwk(λ, ω, v)
. −∂2λF(λ, ω, v, wk(λ, ω, v)).
Therefore, ∂2λwk+1(λ, ω, v)−(I − ∂wF(λ, ω, 0, 0)
−1∂wF(λ, ω, v, wk(λ, ω, v)))∂
2
λwk(λ, ω, v) con-
verges in Cn for k →∞ uniformly with respect to λ, ω, and v. Hence, Lemma A.1 yields the
claim. 
Similarly one shows that the remaining second order partial derivatives ∂2ωwk(λ, ω, v) and
∂ω∂λwk(λ, ω, v) exist in Cn for all k = 1, 2, . . . and that their sequences converge in Cn for
k →∞ uniformly with respect to λ, ω, and v. 
Remark 3.8 In fact the map wˆ is not only C2-smooth, as it is claimed in Lemma 3.7, but
C∞-smooth. In order to prove this rigorously, one has to handle “higher order analogues”
of formulas like (3.49) and (3.52), which are getting more and more complicated.
4 The bifurcation equation
In this section we finish the proof of Theorem 1.2 by inserting the solution w = wˆ(λ, ω, v) of
the infinite dimensional part (3.15) of the Liapunov-Schmidt system into the finite dimen-
sional part (3.14)
P ((I − C(λ, ω))(v + wˆ(λ, ω, v))− F (λ, ω, v + wˆ(λ, ω, v))) = 0 (4.1)
and by solving this so-called bifurcation equation with respect to λ ≈ 0 and ω ≈ 1 for given
small v 6= 0.
4.1 Local solution of (4.1)
Because of Lemma 3.2 the functions v1 = Rev and v2 = Imv constitute a basis in kerL0.
Hence, the variable v ∈ kerL0 can be represented as
v = Re(ζv) with ζ ∈ C.
Moreover, because ofw1 = Rew andw2 = Imw and of the definition (3.12) of the projection
P we have Pu = 0 for u ∈ Cn if and only if 〈u, A˜w〉 = 0. Hence, (4.1) is equivalent to the
one-dimensional complex equation
Φ(λ, ω, ζ) = 0 (4.2)
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with
Φ(λ, ω, ζ) :=〈
(I − C(λ, ω)) (Re(ζv) + wˆ(λ, ω,Re(ζv)))− F (λ, ω,Re(ζv) + wˆ(λ, ω,Re(ζv))) , A˜w
〉
.
Here and in what follows 〈·, ·〉 : Cn×Cn → C is the Hermitian scalar product in Cn. Remark
that Φ(λ, ω, ·) : C→ C is C∞-smooth in the sense of real differentiability, i.e., as a map from
a two-dimensional real vector space into itself. It follows from (3.37) that
eiϕΦ(λ, ω, ζ) = Φ
(
λ, ω, eiϕζ
)
. (4.3)
Therefore, it suffices to solve (4.2) for real ζ . To shorten notation, we will write
w¯(λ, ω, r) := wˆ(ω, λ, rRev) for r ∈ R.
Moreover, because of wˆ(λ, ω, 0) = 0 we have Φ(λ, ω, 0) = 0 for all λ and ω. Hence, it suffices
to solve the so-called reduced or scaled bifurcation equation
Ψ(λ, ω, r) = 0 (4.4)
for small r ∈ R. Here the map Ψ is defined by
Ψ(λ, ω, r) :=


1
r
Φ(λ, ω, r) for r 6= 0,
lim
s→0
1
s
Φ(λ, ω, s) for r = 0,
which leads to
Ψ(λ, ω, r) =
∫ 1
0
∂ζΦ(λ, ω, rs) ds
=
∫ 1
0
〈
(I − C(λ, ω)− ∂uF (λ, ω, rsRev + w¯(λ, ω, rs))) (Rev + ∂rw¯(λ, ω, rs)) , A˜w
〉
ds.
Because of Lemma 3.5(ii) we have
∂rw¯(λ, ω, 0) = 0. (4.5)
This together with Lemma 3.2 yields Ψ(0, 1, 0) = 0. In order to solve (4.4) with respect to λ
and ω close to the solution λ = 0, ω = 1, r = 0 by means of the implicit function theorem
we have to calculate the partial derivatives ∂λΨ(0, 1, 0) and ∂ωΨ(0, 1, 0).
For λ ≈ 0 denote by νˆ(λ) the eigenvalue close to ν = −i of the eigenvalue problem (1.10)–
(1.11) (which is the complex conjugate to the eigenvalue close to µ = i of the eigenvalue
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problem (1.9)), and let wˆ(λ) : [0, 1] → Cn be the corresponding eigenfunction, normalized
by (cf. (1.14))
n∑
j=1
∫ 1
0
v0j (x)wˆj(λ)(x) dx = 2.
Further, define wˆ(λ) : [0, 1] × R → Cn by wˆ(λ)(x, t) := wˆ(λ)(x)e−it. Then we have
wˆ(0) = w0 and, hence, wˆ(0) = w. Because wˆ(λ) satisfies the adjoint boundary condi-
tions (1.11), the function wˆ(λ) satisfies the adjoint boundary conditions (3.4). Moreover,
(I − C(λ, 1)− ∂uF (λ, 1, 0)) Rev satisfies the boundary conditions (1.2). Hence, we get from
Lemma 3.1 that〈
(I − C(λ, 1)− ∂uF (λ, 1, 0))Rev, A˜(λ, 1)wˆ(λ)
〉
= 〈A(λ, 1) (I − C(λ, 1)− ∂uF (λ, 1, 0))Rev, wˆ(λ)〉
= 〈(A(λ, 1) +B(λ)) Rev, wˆ(λ)〉 =
〈
Rev,
(
A˜(λ, 1) + B˜(λ)
)
wˆ(λ)
〉
= 〈Rev, (i+ ν(λ)) wˆ(λ)〉 = ν(λ)− i.
But (A(0, 1) +B(0))Rev = 0 (cf. Lemma (3.2)), hence
∂λΨ(0, 1, 0) =
d
dλ
〈
(I − C(λ, 1)− ∂uF (λ, 1, 0)) Rev, A˜w
〉 ∣∣∣
λ=0
=
d
dλ
〈
(I − C(λ, 1)− ∂uF (λ, 1, 0)) Rev, A˜(λ, 1)wˆ(λ)
〉 ∣∣∣
λ=0
= 〈(∂λA(0, 1) + ∂λB(0))Rev,w〉
=
1
2
n∑
j=1
∫ 1
0
(
∂λaj(x, 0)v
0
j (x) +
n∑
k=1
∂uk∂λbj(x, 0, 0)v
0
k(x)
)
w0j (x)dx.
In particular, it holds
Re ∂λΨ(0, 1, 0) = Re ν
′(0) = α (4.6)
(cf. (1.15)). Similarly we have
∂ωΨ(0, 1, 0) =
d
dω
〈
[I − C(0, ω)− ∂uF (0, ω, 0)] Rev, A˜w
〉 ∣∣∣
ω=1
= 〈∂ωA(0, 1)Rev,w〉 = −i 〈Rev,w〉 = −i. (4.7)
Hence, the transversality condition (1.15) yields
det
∂(ReΨ, ImΨ)
∂(λ, ω)
(0, 1, 0) = −α 6= 0,
therefore the implicit function theorem works. Using, moreover, that (4.3) yields Φ(λ, ω,−ζ) =
−Φ(λ, ω, ζ) and, hence, Ψ(λ, ω,−r) = Ψ(λ, ω, r), we get
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Lemma 4.1 There exist ε0 > 0 and δ > 0 such that for all r ∈ [0, ε0] there exists exactly
one solution λ = λˆ(r) ∈ [−δ, δ], ω = ωˆ(r) ∈ [1 − δ, 1 + δ] to (4.4). Moreover, the map
r ∈ [0, ε0] 7→ (λˆ(r), ωˆ(r)) ∈ R
2 is C2-smooth, and it holds λˆ(0) = 0, ωˆ(0) = 1, and
λˆ′(0) = ωˆ′(0) = 0. (4.8)
Now the local existence and uniqueness assertions of Theorem 1.2 are proved with
[uˆ(ε)](x, t) =
[
εRev + w¯
(
λˆ(ε), ωˆ(ε), ε
)]
(x, t) = εRe
(
e−itv0(x)
)
+O(ε2).
4.2 Bifurcation formula
In this subsection we will prove the so-called bifurcation formula (cf. notation (1.15) and
(1.20))
λˆ′′(0) =
β
α
. (4.9)
This formula determines the so-called bifurcation direction, i.e., if αβ > 0, then the bifur-
cating periodic solutions to (1.1)–(1.3) exist for small λ > 0, and, if αβ < 0, then they
exist for small λ < 0. Moreover, it turns out that, as in the case of Hopf bifurcation for
ODEs and parabolic PDEs, this formula determines the stability of the bifurcating periodic
solutions to (1.1)–(1.3): If β > 0 (the so-called supercritical case) and if the real parts of all
eigenvalues µ 6= ±i of (1.9) with λ = 0 have negative real parts (this is a reinforcement of
the nonresonance assumption (1.16)), then the bifurcating periodic solutions to (1.1)–(1.3)
are asymptotically orbitally stable, if β < 0 (the so-called subcritical case) then they are
unstable. Remark that in the present paper we do not deal with the stability question be-
cause we do not have suitable criteria for nonlinear stability of time-periodic solutions to
semilinear dissipative hyperbolic PDEs. This will be the topic for future work.
In the following calculations we will use a standard approach (cf., e.g., [23, Chapter I.9])
as well as its concrete realization for hyperbolic systems (see [14]).
In order to prove (4.9), we differentiate the identity Ψ(λˆ(r), ωˆ(r), r) = 0 twice with respect
to r at r = 0. Using (4.8), we get ∂λΨ(0, 1, 0)λˆ
′′(0) + ∂ωΨ(0, 1, 0)ωˆ
′′(0) + ∂2rΨ(0, 1, 0) = 0.
Hence (4.6) and (4.7) yield αλˆ′′(0) + Re ∂2rΨ(0, 1, 0) = 0. On the other hand, differentiating
the identity rΨ(λ, ω, r) = Φ(λ, ω, r) three times with respect to r at λ = r = 0 and ω = 1,
we get 3∂2rΨ(0, 1, 0) = ∂
3
rΦ(0, 1, 0). Hence, in order to show (4.9) we have to show
β = −
1
3
Re ∂3rΦ(0, 1, 0). (4.10)
To get a formula for ∂3rΦ(0, 1, 0) we denote w˜(r) := w¯(0, 1, r) and calculate
Φ(0, 1, r) = 〈(I − C(0, 1)) (rRev + w˜(r))− F (0, 1, rRev + w˜(r)) , A˜w〉
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= 〈A ((I − C(0, 1)) (rRev + w˜(r))− F (0, 1, rRev + w˜(r))) ,w〉
= 〈A (rRev + w˜(r))− AF (0, 1, rRev + w˜(r)),w〉
= −〈B (rRev + w˜(r)) + AF (0, 1, rRev + w˜(r)),w〉 . (4.11)
Here we used that for all u ∈ Cn the function C(0, 1)u + F (0, 1, u) satisfies the boundary
conditions (1.2) and that also v and w˜(r) satisfy those boundary conditions. For w˜(r) this
follows from
P [(I − C(0, 1))(rRev + w˜(r))− F (0, 1, rRev + w˜(r))]
=
2∑
k=1
〈((I − C(0, 1))(rRev + w˜(r))− F (0, 1, rRev + w˜(r))), A˜wk〉v˜k (4.12)
(cf. (3.12) and (3.15)) and from the fact, that the functions v˜k satisfy the boundary condi-
tions (1.2) (cf. (3.10). Now we differentiate three times (4.11) with respect to r at r = 0,
use B + A∂uF (0) = 0 and get
∂3rΦ(0, 1, 0)
= −
〈
A∂3uF (0, 1, 0)(Rev,Rev,Rev) + 3A∂
2
uF (0, 1, 0)(Rev, w˜
′′(0)),w
〉
. (4.13)
Let us calculate w˜′′(0). For that we differentiate the identity (4.12) twice with respect to
r at r = 0 and get
P
[
(I − C(0, 1)− ∂uF (0, 1, 0))w˜
′′(0)− ∂2uF (0, 1, 0)(Rev,Rev)
]
= −
2∑
k=1
〈A∂2uF (0, 1, 0)(Rev,Rev),wk〉v˜k. (4.14)
But [A∂2uF (0, 1, 0)(Rev,Rev)](x, t) is of the type c1(x)e
2it + c0(x) + c−1(x)e
−2it (cf. (3.5)),
and wk(x, t) is of the type d1(x)e
it + d−1(x)e
−it, hence 〈A∂2uF (0, 1, 0)(Rev,Rev),wk〉 = 0.
Applying A to both sides of (4.14) and using Lemma 3.1, we get
(A+B)w˜′′(0) = A∂2uF (0, 1, 0)(Rev,Rev). (4.15)
Because of (3.5) the j-th component of the right-hand side of (4.15) calculated at the point
(x, t) is
−
n∑
k,l=1
bjkl(x) Re(v
0
k(x)e
−it) Re(v0l (x)e
−it)
= −
1
4
n∑
k,l=1
bjkl(x)
(
v0k(x)v
0
l (x)e
−2it + 2v0k(x)v
0
l (x) + v
0
k(x)v
0
l (x)e
2it
)
.
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Here we used notation (1.17). The j-th component of the left-hand side of (4.15) calculated
at the point (x, t) is
∂tw˜
′′
j (0)(x, t) + aj(x, 0)∂xw˜
′′
j (0)(x, t) +
n∑
k=1
bjk(x)w˜
′′
k(0)(x, t).
We are going to solve (4.15) with respect to w˜′′(0) by means of the ansatz
w˜′′j (0)(x, t) = yj(x)e
−2it + zj(x) + yj(x)e
2it
with C1-functions yj : [0, 1] → C and zj : [0, 1] → R which satisfy the boundary conditions
corresponding to (1.2). Then (4.15) is equivalent to
aj(x, 0)
d
dx
yj(x)− 2iyj(x) +
n∑
k=1
bjk(x)yk(x) = −
1
4
n∑
k,l=1
bjkl(x)v
0
k(x)v
0
l (x),
yj(0) =
n∑
k=m+1
rjkyk(0), j = 1, . . . , m
yj(1) =
m∑
k=1
rjkyk(1), j = m+ 1, . . . , n,
aj(x, 0)
d
dx
zj(x) +
n∑
k=1
bjk(x)zk(x) = −
1
2
n∑
k,l=1
bjkl(x)v
0
k(x)v
0
l (x),
zj(0) =
n∑
k=m+1
rjkzk(0), j = 1, . . . , m
zj(1) =
m∑
k=1
rjkzk(1), j = m+ 1, . . . , n.
In other words: The functions yj and zj have to be those as introduced in Section 1.1.
Now we calculate the two terms in (4.13): The first term is
−
〈
A∂2uF (0, 1, 0)(Rev,Rev,Rev),w
〉
=
3
8
n∑
j,k,l,r=1
∫ 1
0
bjklrv
0
kv
0
l v
0
rw
0
jdx.
The second term is
−3
〈
A∂2uF (0, 1, 0)(Rev, w˜
′′(0)),w
〉
=
3
2
n∑
j,k,l=1
∫ 1
0
bjkl
(
v0kzl + v
0
kyl
)
w0jdx.
Therefore, (4.10) and (4.13) yield the formula (1.20) of Section 1.1.
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5 Example
In this section we present a simple and, hence, academic example of a problem of the type
(1.1)–(1.3). The aim is to show that the dissipativity condition (1.21) does not contradict
to the usual Hopf bifurcation assumptions (1.4)–(1.6), (1.8), and (1.12)–(1.16) of Theorem
1.2. For examples modelling processes in natural sciences and technology see Section 1.2.
The equations depend, besides of the frequency parameter ω and the bifurcation parameter
λ, on an additional real parameter γ which can be chosen in such a way that supercritical
as well as subcritical Hopf bifurcation occurs:
ω∂tu1 − ∂xu1 + λu1 − u2 + γu
3
1 = ω∂tu2 + ∂xu2 = 0, x ∈ (0, 1),
u1(0, t) = 0, u1(1, t) = u2(1, t).
(5.1)
Using the notation of Section 1, we have m = 1, n = 2, a1(x, λ) = −1, a2(x, λ) = 1,
b1(x, λ, u1, u2) = λu1 − u2 + γu
3
1, b2(x, λ, u1, u2) = 0, r12 = 0, and r21 = 1.
Obviously, the conditions (1.4)–(1.6) and (1.8) are fulfilled. Condition (1.21) is fulfilled
also because the choice r12 = 0 implies R0 = 0 (cf. (1.18)).
In order to check the remaining conditions (1.12)–(1.16) we consider the eigenvalue prob-
lem (see (1.9))
−v′1 + (λ− µ)v1 − v2 = v
′
2 − µv2 = 0, x ∈ (0, 1),
v1(0) = v1(1)− v2(1) = 0
(5.2)
and the adjoint eigenvalue problem (see (1.10))
w′1 + (λ− ν)w1 = −w
′
2 − w1 − νw2 = 0, x ∈ (0, 1),
w2(0) = w1(1)− w2(1) = 0.
(5.3)
It is easy to verify that there do not exist real eigenvalues µ to (5.2) and that (5.2) is
equivalent to
v1(x) =
c
λ− 2µ
(
eµx − e(λ−µ)x
)
, v2(x) = ce
µx,
eλ−2µ = 2µ− λ+ 1.
(5.4)
Here c = v2(0) is a nonzero complex constant. Setting λ − 2µ = a + ib with a ∈ R and
(without loss of generality) b > 0, we get
b =
√
e2a − (1− a)2
and
sin
√
e2a − (1− a)2 = −
√
1− e−2a(1− a)2. (5.5)
It is easy to see that equation (5.5) has (besides of the solution a = 0) a countable number
of solutions 0 < a0 < a1 . . . tending to∞. Hence, the spectrum of (5.2) consists of countably
many geometrically simple eigenvalues
µ±j (λ) =
1
2
(
λ− aj ± i
√
e2aj − (1− aj)2
)
.
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If λ = a0, then the eigenvalue pair µ
±
0 (a0) is on the imaginary axis:
±iω0 := µ
±
0 (a0) = ±
i
2
√
e2a0 − (1− a0)2.
The real parts of all other eigenvalues are negative, hence the nonresonance condition (1.16)
is fulfilled. Obviously, the transversality condition (1.15) is fulfilled, since
α =
d
dλ
Reµ±0 (λ)|λ=a0 =
1
2
.
In order to check (1.13), we first calculate w1(x) and w2(x) using (5.3) and the fact that
ν = µ¯. We get
w1(x) = de
(−iω0−a0)x, w2(x) =
d
a0 + 2iω0
(
e−(iω0+a0)x − eiω0x
)
.
Here d = w1(0) is again a nonzero complex constant. Hence,∫ 1
0
(v1w1 + v2w2) dx =
2cd¯
a0 − 2iω0
(∫ 1
0
e(2iω0−a0)xdx− 1
)
=
2cd¯
(a0 − 2iω0)2
(
ea0−2iω0 − e2iω0−a0
)
6= 0. (5.6)
Here we used that
ea0−2iω0 = 2iω0 − a0 + 1 (5.7)
(cf. (5.4)).
In order to calculate β we have to normalize v1, v2, w1 and w2 according to (1.14). Using
(5.6), we get
cd¯ =
(a0 − 2iω0)
2
ea0−2iω0 − e2iω0−a0
. (5.8)
Further, we have bjkl = 0 for all indices j, k, and l, b1111 = 6γ and bjklr = 0 if one of the
indices j, k, l, r is not equal to one. Hence,
β = −
3γ
4
Re
∫ 1
0
v01v
0
1v
0
1w
0
1 dx.
Moreover, using (5.7) and (5.8), we get
∣∣v01(x)∣∣2 v01(x)w01(x) = |c|2(ea0−2iω0 + e2a0)|a0 − 2iω0|2|1 + ea0−2iω0 |2
∣∣1− e(a0−2iω0)x∣∣2 (1− e(2iω0−a0)x) .
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Equation (5.7) yields also∫ 1
0
∣∣1− e(a0−2iω0)x∣∣2 (1− e(2iω0−a0)x) dx = 5 + e2a0 − 1
2a0
+
e4iω0 − 1
4iω0
+ e2iω0−a0
and
Re
((
ea0−2iω0 + e2a0
)(
5 +
e2a0 − 1
2a0
+
e4iω0 − 1
4iω0
+ e2iω0−a0
))
=
(
e2a0 − a0 + 1
)(
5 +
e2a0 − 1
2a0
)
.
Therefore,
β = −
3γ|c|2(ea0 − a0 + 1)
4|a0 − 2iω0|2|1 + ea0−2iω0 |2
(
5 +
e2a0 − 1
2a0
)
.
Now, because of a0 > 0 it follows β > 0 (supercritical Hopf bifurcation) for γ < 0 and β < 0
(subcritical Hopf bifurcation) for γ > 0.
A
In this appendix we present a simple linear version of the so-called fiber contraction principle
(see, e.g., [7, Section 1.11.3]):
Lemma A.1 Let U be a Banach space and u1, u2, . . . ∈ U a converging sequence. Further,
let A1, A2, . . . ∈ L(U) be a sequence of linear bounded operators on U such that there exists
c < 1 such that for all u ∈ U it holds
‖Anu‖ ≤ c‖u‖ for all n = 1, 2, . . . (A.1)
and
A1u,A2u, . . . converges in U. (A.2)
Finally, let v1, v2, . . . ∈ U be a sequence such that for all n = 1, 2, . . . we have
vn+1 = Anvn + un. (A.3)
Then the sequence v1, v2, . . . converges in U .
Proof. Because of (A.2) there exists A ∈ L(U) such that for all u ∈ U we have Anu→ Au
in U for n→∞. Moreover, (A.1) yields that ‖Au‖ ≤ c‖u‖ for all u ∈ U . Because of c < 1
there exists exactly one v ∈ U such that v = Av+u, where u ∈ U is the limit of the sequence
u1, u2, . . . ∈ U .
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Let us show that vk → v in U for k →∞. Because of (A.3) we have
vn+1 − v = An(vn − v) + (An −A) v + un − u. (A.4)
Using the notation rn := ‖vn − v‖ and sn := ‖ (An − A) v‖ + ‖un − u‖, we get from (A.1)
and (A.4)
rn+1 ≤ crn + sn ≤ c
2rn−1 + csn−1 + sn ≤ . . . ≤ c
nr1 +
n∑
m=0
cn−msm. (A.5)
Take s0 > 0 such that sn ≤ s0 for all n. Then (A.5) implies for 0 ≤ l ≤ n
rn+1 ≤ c
n
(
r1 + s0
l∑
m=0
c−m
)
+
1
1− c
max
m>l
sm. (A.6)
But we have
max
m>l
sm → 0 for l →∞. (A.7)
Given ε > 0, fix l ∈ N sufficiently large, in order to meet the estimate
1
1− c
max
m>l
sm <
ε
2
. (A.8)
Moreover, choose n0 ∈ N so large that
cn
(
r1 + s0
l∑
m=0
c−m
)
<
ε
2
for all n ≥ n0. (A.9)
Then (A.6)–(A.9) yield that |rn+1| < ε for all n ≥ n0, as desired. 
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