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Diagonal Representation of Algebraic Power Series:




There are many viewpoints on algebraic power series, ranging from the abstract
ring-theoretic notion of Henselization to the very explicit perspective as diagonals
of certain rational functions. To be more explicit on the latter, Denef and Lipshitz
proved in 1987 that any algebraic power series in n variables can be written as a
diagonal of a rational power series in one variable more. Their proof uses a lot of
involved theory and machinery which remains hidden to the reader in the original
article. In the present work we shall take a glimpse on these tools by motivating
while defining them and reproving most of their interesting parts. Moreover, in the
last section we provide a new significant improvement on the Artin-Mazur lemma,
proving the existence of a 2-dimensional code of algebraic power series.
1 Introduction
1.1 Basic Notions and Motivation
In all this text, K will denote a field of characteristic zero, even though most presented
results are known to work even for excellent local integral domains. By default, N,Q,R
and C are sets (equipped with the appropriate algebraic structure) of natural numbers
(including 0), rationals, reals and complex numbers respectively. A ring is always com-
mutative with 1 and a ring homomorphism is always unital. By R∗ we denote the set of
units of a ring R, and R̂ stands for the algebraic completion of a local ring with respect to
its maximal ideal. If not indicated otherwise, x = (x1, . . . , xn) is a vector of n variables
and x′ = (x1, . . . , xn−1). In contrast, t is always one variable and when we write xt, we
mean (x1t, . . . , xnt). Given an n-dimensional index α ∈ Nn we write |α| for α1 + · · ·+αn
and xα for xα11 · · ·xαnn .
Definition. A formal power series h(x) ∈ K[[x]] is called algebraic if there exists a non-
zero polynomial P (x, t) ∈ K[x, t] such that P (x, h(x)) = 0. Such a polynomial with
minimal degree in t is called a minimal polynomial of h(x). The set of algebraic power
series is denoted by K〈x〉. A power series which is not algebraic is called transcendental.
?This work is based on the author’s master’s thesis (U. of Vienna, 2020), supervised by H. Hauser.
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Consider (x) ⊆ K[x], the maximal ideal insideK[x] generated by the elements x1, . . . , xn.
Then, algebraically speaking,K〈x〉 is the algebraic closure of the localization ofK[x] with
respect to this ideal, K[x](x), inside K[[x]]. Hence the ring of algebraic power series is a
subring of formal power series. Moreover it is easy to see that K〈x〉∗ = K〈x〉 ∩K[[x]]∗.
Here are several examples in one variable, x = x1.
Example 1: Any polynomial p(x) ∈ K[x] is an algebraic power series since we may chose
P (x, t) := t− p(x).
Example 2: The power series given by








for some rational number r ∈ Q is algebraic1. This holds true, because when r = p/q for
non-zero integers p, q, we may choose P (x, t) = tq − (1 + x)p if p, q > 0 and P (x, t) =
tq(1 + x)−p − 1 if p happens to be negative. We obtain again that P (x, (1 + x)r) = 0.







We claim that it is transcendental: assume it was algebraic, then after dividing the
minimal polynomial by the coefficient of the leading term in t, we would find a Q(x, t) =
q0(x) + · · · + qm−1(x)tm−1 + tm ∈ K(x)[t] with Q(x, exp(x)) = 0. Now, taking the
derivative of Q(x, exp(x)) = 0 with respect to x and using exp′(x) = exp(x), it follows
that
q′0(x) + · · ·+ (q′m−1(x) + (m− 1)qm−1(x)) exp(x)m−1 +m exp(x)m = 0.
Subtracting this from mQ(x, exp(x)) = 0 and using the simple fact that no rational
function q(x) can satisfy q(x) = cq′(x) for c ∈ K∗, we can find a non-zero polynomial of
lower degree thanm also annihilating exp(x). This is a contradiction with the minimality
of m.
Example 4: The function f(x) =
√
x is not an algebraic power series, because it is not a
formal power series.
Example 5: Set f(x) =
√
x+ 1 and g(x) = 3
√
x+ 1; we already saw in Example 2 that
both f, g ∈ K〈x〉. To see that f(x) + g(x) =
√
x+ 1 + 3
√
x+ 1 is algebraic as well, just
consider the polynomial
P (x, t) = t6 − 3 (x+ 1) t4 − 2 (x+ 1) t3 + 3 (x+ 1)2 t2 − 6 (x+ 1)2 t− x (x+ 1)2
and verify that it indeed satisfies P (x, f(x) + g(x)) = 0. Finding such a P (x, t) is not
straightforward and may require some work.
1The function (1 + x)r exists for any r ∈ Q, because the characteristic of K is assumed to be zero.
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Algebraic power series appear in many mathematical areas, such as combinatorics,
algebraic geometry and number theory. In order to motivate their deep ring-theoretic
study in the next sections, we first introduce a very explicit viewpoint.














1 · · ·x
in
n t
j ∈ K[[x, t]].
Then the small diagonal ∆(g) of g(x) is the (univariate) formal power series given by:





The big diagonal D(f) of f(x, t) is given by the (multivariate) formal power series:





1 · · ·x
in
n ∈ K[[x]].
Clearly, for n = 2 it holds that ∆(g(x1, x2)) = D(g(x1, t)). We shall always refer to
the big diagonal whenever we do not specify which diagonal we use.
Example 1: Let x = x1 be one variable and f(x, t) = 1/(1− x− t). Then we obtain

















xn = (1 − 4x)−1/2. This function is
an algebraic power series with minimal polynomial P (x, t) = (1− 4x)t2 − 1.







α to be the series (f ∗ g)(x) :=
∑
α∈N fαgαx
α. Now let again x = x1
and f(x, t) =
∑
i,j≥0 ci,jx
itj . Define D := {(i, j) ∈ N2 : i = j} and its indicator function
1D : N2 → {0, 1}, then we obtain:(






















n = D(f(x, t))(xt),
the diagonal of f(x, t), with xt substituted by x. This gives another viewpoint on the
diagonal operator and was one historic reason for its definition.
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tn ∈ Z[[t]] ⊆ C[[t]].
This series appears in Apéry’s proof of the irrationality of ζ(3). It is known to be
transcendental and to satisfy a Picard-Fuchs differential equation, see [ABD19, AB13].





(1− x2)(1− x3)(1− x4)(1− x5)− x1x2x3
∈ Z[[x1, x2, x3, x4, x5]].




(1− x1 − x2)(1− x3 − x4)− x1x2x3x4
)
.
Is is not known whether a similar rational expression using only 3 variables exists; in
fact no power series is known for which 4 is provably the least number such that it
is possible to write it as a small diagonal of some rational power series in that many
variables [BLS17].
There are many theorems in the literature connecting algebraic power series and diag-
onals of rational functions. For example, Pólya observed already in 1922 that the diagonal
of any rational power series in two variables is necessarily algebraic [Pó22]. Furstenberg’s
trick from 1967 implies that if f ∈ K[[x]] is algebraic and x = x1 one variable, then there
exists a rational power series R(x, t) with D(R(x, t)) = f(x) [Fur67]; see also [Saf87],
[AB13, Section 6] and [Dum16, Lemma 87]. In the same paper, Furstenberg proved that
the small diagonal of any rational power series with coefficients in a field of positive char-
acteristic is algebraic. In 1984 Deligne improved on the second result: the small diagonal
of any algebraic power series over a field of positive characteristic is algebraic [Del84].
Note that for fields of characteristic 0 neither Deligne’s nor Furstenberg’s statements hold
(cf. Example 3 above). Some elementary proofs of Deligne-Furstenberg’s theorem have
been found later by Harase [Har88], as well as by Sharif and Woodcock [SW88]. More
recent and quantitative progress on this theorem is done by Adamczewski and Bell in
[AB13]. Denef and Lipshitz gave a simpler proof already in 1987 and generalized the first
theorem of Furstenberg to several variables [DL87]. This generalization stated below uses
very abstract theory about the ring K〈x〉 and we will present its proof in the last section
using the discussed theorems of previous sections. A recent algorithmic confrontation
to the viewpoint of algebraic power series as diagonals of rational functions is explained
in [BDS17]. Finally, the reader can find Christol’s survey about diagonals of rational
functions in [Chr15].
4
Theorem 1.1 (Denef & Lipshitz). Let f(x) ∈ K〈x〉 be an algebraic power series in n
variables over a field K of characteristic zero.2 Then there exists a rational power series
in n+ 1 variables R(x, t) ∈ K(x, t) ∩K[[x, t]] such that f(x) = D(R(x, t)).3
While the statement of this theorem is completely elementary, its proof uses quite
involved techniques of commutative algebra and algebraic geometry. The goal of this
text is not only to motivate and explain them to a non-expert reader, but also to provide
intuition for the main steps of the original proof. After the prefatory discussion about
the ring of algebraic power series in Section 1, we advance to Section 2 which is devoted
to the notion of Henselization and its connection to K〈x〉. In Section 3 we introduce
étale ring maps and use this tool to prove an important fact about the Henselization of
certain rings. Finally, in Section 4 we demonstrate the proof of Theorem 1.1 and present
a new application of it, Theorem 4.3, in which we improve on the so-called Artin-Mazur
lemma. We will recall all non-trivial definitions and try to be self-contained throughout
the whole article.
Even though the proof of Theorem 1.1 is quite difficult, we can easily show it by
the same trick as Furstenberg for a subclass of algebraic power series, which we call
étale-algebraic. As we will see, the difficulty is then reducing the general case to the
étale-algebraic one. This is done by proving that any algebraic power series can be
represented as a rational function in an étale-algebraic series.
Definition. An algebraic power series h(x) ∈ K〈x〉 with minimal polynomial P (x, t) ∈
K[x, t] is called étale-algebraic if h(0) = 0 and ∂tP (0, 0) 6= 0.
Note that it immediately follows from the implicit function theorem that the minimal
polynomial (as a function in t) of an étale-algebraic power series has a unique power
series root vanishing at 0, which must be the étale-algebraic series itself. Therefore,
étale-algebraic power series are exactly those series which are encoded uniquely by their
minimal polynomial.
Example: Take x = x1; the algebraic power series h̃(x) = x
√
1− x has minimal
polynomial P̃ (x, t) = t2 + x3 − x2 which admits ∂tP̃ (0, 0) = 0 and therefore h̃(x) is




1− x) has two power series
solutions, both vanishing at 0. However, consider h(x) =
√
1− x−1. Then still h(0) = 0
and for the new minimal polynomial we find ∂tP (0, 0) = 2 6= 0, meaning that h(x) is
étale-algebraic.
Lemma 1.2. Let h ∈ K〈x〉 be étale-algebraic with minimal polynomial P (x, t) ∈ K[x, t].





2In the original paper [DL87] the statement is more general, allowing for excellent local integral
domains instead of only fields of characteristic 0, but the ideas of the proof are the same in the special
case we consider.
3For completeness we mention that Denef and Lipshitz also proved another similar theorem in their
paper. Using a slightly different notion of diagonal, they showed that an algebraic power series in n
variables is the diagonal of a rational function in 2n variables, see [DL87, Theorem 6.2 (ii)].
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Moreover, for any i ∈ Nn and j ∈ N, the series xih(x)j is the diagonal of (xt)itj+1F . In
particular, Theorem 1.1 holds if f is étale-algebraic.
Proof. Since h(x) is a root of P (x, t), we can write P (x, t) = (t− h(x))Q(x, t) for some
Q(x, t) ∈ K[[x]][t]. Differentiating both sides with respect to t gives
∂tP (x, t) = Q(x, t) + (t− h(x))∂tQ(x, t), (1)











Equation (1) implies that Q(0, 0) 6= 0, therefore Q(x, t) ∈ K[[x, t]]∗ and consequently the








This concludes, using equation (2), the proof of the first part of the Lemma. For the
second part, consider




A straightforward computation together with equation (2) yields



















Finally, by setting i = 0 and j = 1 in (3), we obtain the theorem of Denef and Lipshitz
for étale-algebraic power series.
Now we dive into a more fundamental and basic study of our ring of interest K〈x〉.
1.2 Weierstrass Theorems
The Weierstrass division theorem (WDT) and the preparation theorem (WPT) are fun-
damental classical results about the rings of formal and convergent power series. WDT is
in some sense a form of the Euclidean division algorithm, but requires an extra property
on the divisor. Often, applications and implications of the division algorithm for the
polynomial ring can be translated via the Weierstrass division theorem to K[[x]]. For
example, it implies that the ring of formal power series is Noetherian, Henselian and a
unique factorization domain. However, our main interest lies in the fact that both WDT
and WPT hold true for algebraic power series and yield the same implications also for
this ring. This fact was first proven by Lafon in 1965 [Laf65] and is much less known.
We shall reprove it following the ideas from [LT70].
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Definition. We introduce the following notation and object:
(1) The order of a non-zero formal power series f =
∑
α∈Nn aαx
α, denoted by ord(f),
is the smallest integer d ≥ 0 such that aα 6= 0 for some α ∈ Nn with |α| = d. For f = 0
we say that ord(f) = +∞.
(2) A power series g ∈ K[[x]] is called xn-regular of order d if g(0, . . . , 0, xn) = xdnf(xn)
for some power series f(xn) ∈ K[[xn]] with f(0) 6= 0.
(3) A polynomial p ∈ K[[x′]][xn] is called distinguished if it is of the form p = xdn +
ad−1(x
′)xd−1n + · · · + a0(x′) for some power series ai(x′) ∈ K[[x′]] with ai(0) = 0 for
i = 0, . . . , d− 1.
Theorem 1.3 (WPT). Let g ∈ K[[x]] be an xn-regular power series of order d. Then
there exist a unique p ∈ K[[x′]][xn] which is a distinguished polynomial in xn of degree d
and a unique unit u ∈ K[[x]]∗, such that g = up.
Theorem 1.4 (WDT). Let g ∈ K[[x]] be an xn-regular power series of order d. For any
f ∈ K[[x]] there exist uniquely a power series q ∈ K[[x]] and an r ∈ K[[x′]][xn] which is a
distinguished polynomial in xn of degree less than d, such that f = qg + r.
There are several different known ways to prove these classical theorems. The standard
literature for their proofs and implications is the book “The Basic Theory of Power
Series” by Ruiz [Rui93], a more recent and very short proof can be found in [Hau17]. A
very explicit approach is followed by Lang in [Lan84]. Now we state and prove Lafon’s
algebraic versions of these theorems.
Theorem 1.5 (Algebraic WPT). Let g ∈ K〈x〉 be an xn-regular algebraic power series
of order d. Then there exist a unique p ∈ K〈x′〉[xn] which is a distinguished polynomial
in xn of degree d with coefficients given by algebraic power series in x′ and a unique unit
u ∈ K〈x〉∗, such that g = up.
Proof. First note that we may assume without loss of generality that g is irreducible
as a power series. Write g = up with u ∈ K[[x]]∗ and p ∈ K[[x′]][x] a distinguished
polynomial of degree d. It follows that p has d distinct roots in an algebraic closure of
the quotient ring of the formal power series Ω = Frac(K[[x′]]), say α1, . . . , αd. Now let
G(x, t) = G0(x) +G1(x)t+ · · ·+Ge(x)te ∈ K[x, t], G0 6= 0 be a minimal polynomial of
g, i.e. we have
0 = G(x, g(x)) = G0(x) +G1(x)g(x) + · · ·+Ge(x)g(x)e.
For every i = 1, . . . , d we can replace x by (x′, αi) and, using g(x′, αi) = 0, we obtain for
every of those i’s
0 = G(x′, αi, g(x
′, αi)) = G0(x
′, αi).
As 0 6≡ G0(x′, xn) ∈ K[x′, xn] ⊆ K(x′, xn) and annihilates αi, we get that αi is algebraic
over K(x′). It follows that xn − αi is algebraic over K(x′, xn) = K(x). Therefore, p =∏d
j=1(xn − αj) is an algebraic power series and the same holds for u = g/p. Uniqueness
is guaranteed by uniqueness of Weierstrass formal preparation (Theorem 1.3).
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Theorem 1.6 (Algebraic WDT). Let g ∈ K〈x〉 be an xn-regular algebraic power series
of order d. For any f ∈ K〈x〉 there exist uniquely an algebraic power series q ∈ K〈x〉
and an r ∈ K〈x′〉[xn] which is a distinguished polynomial in xn of degree less than d with
coefficients given by algebraic power series in x′, such that f = qg + r.
Proof. Again, we may assume that g is irreducible and by the algebraic Weierstrass
preparation theorem, we may also assume without loss of generality that g ∈ K〈x′〉[xn]
is a distinguished polynomial of degree d. We can divide formally:





for q ∈ K[[x]] and b0(x′), b1(x′), . . . , bd−1(x′) ∈ K[[x′]] formal power series. Because g is





′), . . . , cd(x
′) ∈ K〈x′〉 algebraic power series. We get that g has d distinct roots in
Ω = Frac(K[[x′]]), say α1, . . . , αd. From (4), by replacing xn with αi, we get for every
i = 1, . . . , d that f(x′, αi) =
∑d−1
j=0 bj(x







1 α1 · · · αd−11













The matrix above is the Vandermonde matrix and it is invertible since the αi’s are pair-
wise different. Therefore, each bi(x′) is uniquely given by some rational expression in
the f(x′, αj)’s and αk’s for j, k ∈ {1, . . . , d}. On the other hand, by the same argu-
ment as in the proof of Theorem 1.5, we obtain that each αi is algebraic over K(x′).
Moreover, by assumption f(x′, xn) is algebraic over K(x′, xn). It follows that both field
extensions K(x′) ⊆ K(x′, αi) and K(x′, αi) ⊆ K(x′, αi, f(x′, αi)) are finite. Hence,
K(x′) ⊆ K(x′, f(x′, αi)) is finite and consequently f(x′, αi) is algebraic over K(x′). As
this holds for every i = 1, . . . , d, it follows that also any rational expression in the
f(x′, αj)’s and αk’s for j, k ∈ {1, . . . , d} is algebraic over K(x′). Recall that each bi(x′) is
such an expression, therefore each bi(x′) is algebraic over K(x′) and hence an algebraic
power series. It follows that r =
∑d−1
j=0 bj(x
′)xjn is an algebraic power series and finally
the same holds for q = (f − r)/g. Uniqueness is clear by the formal WDT (Theorem
1.4).
As already mentioned, this theorem has many implications. For example, the proofs
from [Rui93] and [Lan84] that K[[x]] is Noetherian and a UFD can be directly carried
out for K〈x〉. Another corollary is the following:
Theorem 1.7 (Hensel’s Lemma). Let f ∈ K〈x〉[t] be a monic polynomial in t over
K〈x〉. Assume α ∈ K is a root of multiplicity d of the polynomial f(0, t) ∈ K[t]. Then
there exist unique monic polynomials p, u ∈ K〈x〉[t] with u(0, α) 6= 0, p of degree d in t,
p(0, t) = (t− α)d and f = up.
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Proof. After the change of the variable t to t + α, we may assume that α = 0. Since
α is a d-multiple root of f(0, t), it follows that f(x, t) is t-regular of order d. By the
algebraic WPT in n + 1 variables we may write uniquely f = up where p ∈ K〈x〉[t] is
a distinguished polynomial in t of degree d and u ∈ K〈x, t〉∗ a unit, hence u(0, α) =
u(0, 0) 6= 0. Moreover, since p(x, t) is distinguished of degree d it follows by definition
that p(0, t) = td = (t−α)d. u(x, t) ∈ K〈x〉[t] because of polynomial division in this ring.
Uniqueness follows from the uniqueness of the algebraic Weierstrass division theorem.
The statement above ensures that a root α ∈ K of f(0, t) gives rise to a factorization
f = up. This factorization is called the lifting of α. Lifting all roots separately, one by
one, it is possible to prove that coprime factorizations can be lifted as well.
Theorem 1.8 (Hensel’s Lemma). Let f ∈ K〈x〉[t] be a monic polynomial in t over
K〈x〉. Assume f(0, t) = p̄(t)q̄(t) factors into two monic coprime polynomials. Then
there exist two unique monic polynomials p, q ∈ K〈x〉[t] with p(0, t) = p̄(t), q(0, t) = q̄(t)
and f = qp.
We omit the detailed proof here, because the equivalence on these two versions of Hensel’s
lemma will be justified in Section 3 in a more general setting. Instead, we explain the
importance of these theorems following the motivation in [Eis95, pp. 185].
1.3 The Importance of Hensel’s Lemma
Consider the nodal plane cubic curve over a field K (of
characteristic 0 as always or positive but not equal to 2)
given by the equation t2 − x2(1 + x) = 0 for x = x1. The
associated affine coordinate ring is S = K[x, t]/(t2−x2(1+
x)). Of course, the curve is irreducible and S is a domain.
When looking at the picture over R (Figure 1), one may
think that localizing S at the maximal ideal m = (x̄, t̄)
will make the ring have zero divisors, however this is not
the case: every Zariski neighborhood of 0 of the node is
irreducible. The reason is that over the complex numbers
a neighborhood of the omitted origin is a punctured disc
and therefore the curve remains irreducible. We would
still like to factor t2−x2(1+x) somehow, in order to study
the easier rings into which S will decompose. Examining a
“really small neighborhood” of the node, we would expect
the curve to become reducible there: for example over the
ring of formal power series the expression t2 − x2(1 + x)
is in fact reducible. This comes from the fact that 1 + x
has a square root in K[[x]] and we may therefore write
Figure 1: The node:
R[x, t]/(t2 − x2(1 + x)).
t2 − x2(1 + x) = (t − x
√
1 + x)(t + x
√
1 + x). One can argue the reason why it is
immediately clear that 1 + x is a square over K[[x]] is that this ring satisfies Hensel’s
lemma! More precisely, take the polynomial f(x, t) = t2 − (1 + x), then f(0, t) =
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(t − 1)(t + 1) = p̄(t)q̄(t) and these polynomials are coprime. Therefore, by Hensel’s
lemma, this factorization must admit a lifting and therefore
√
1 + x ∈ K[[x]]. This is also
the reason why we explicitly do not allow the characteristic of K to be 2: in this case p̄(t)
and q̄(t) would not be relatively prime and the lifting would not be guaranteed, in fact
it would not exist. However, we also see that in order to make the node reducible, we do
not have to go from K[x, t] all the way up to the polynomial ring over the completion
K[[x]][t]: it suffices to take any Henselian ring extension of S or of K[x](x). This is exactly
the idea and motivation for defining the Henselization.
2 Algebraic Power Series and Henselization
The main goal of this section is to stress the connection between the algebraic closure in
the completion of a ring and the property of being Henselian, that is to satisfy Hensel’s
lemma. We will be able to prove that, under certain conditions, any Henselian ring is
algebraically closed in its completion, that is, if a ∈ R̂ is algebraic over a Henselian R
then it must already hold that a ∈ R. This will allow us to look at the ring of algebraic
power series from a different viewpoint. The conditions may appear technical at first
sight, however they have the purpose of excluding pathologies while still allowing for a
large class of rings. A considerably different approach to this theory can be found in the
book [KPR75] by Kurke, Pfister and Roczen.
We will work with local rings, i.e with those rings R, which have exactly one maximal
ideal. Usually, we will denote this maximal ideal by m and let K := R/m be the residue
field with respect to m. Sometimes, we write triples (R,m,K) when talking about local
rings, combining these three objects. It is immediate to see that R has only one maximal
ideal m if and only if R∗ = R \ m. Recall that given two local rings (R,m,K), (S, n, L),
a homomorphism φ : R → S is called local if φ(m) ⊆ n holds and this condition is
equivalent to φ−1(n) = m. Note that both, the rings of formal and algebraic power
series, are local with maximal ideal m = (x) = (x1, . . . , xn). It is also obvious that the
residue field K[[x]]/(x) ∼= K〈x〉/(x) is (isomorphic to) K. Recall that the completion of
a local ring (R,m,K) is defined as the inverse limit lim←−R/m
i. A local ring (R,m,K) is
called complete if the canonical map to its completion R → R̂ is an isomorphism. Note
that ∩imi goes to zero under this mapping, therefore completeness implies ∩imi = 0.
Krull’s intersection theorem justifies that the completion of a Noetherian ring (i.e. a ring
with only finitely generated ideals) is complete, however this is false in general. Finally,
recall that the completion R̂ of R satisfies the universal property that for any local
(R,m)→ (S, n) with (S, n) complete there exists a unique factorization R→ R̂→ S.
2.1 Henselian Rings
Given a p ∈ R[t], we will denote by p̄ ∈ K[t] the reduction of p mod mR[t], given by
reducing all coefficients of p mod m.
Definition. A local ring (R,m,K) is called Henselian if the following property holds:
Let f(t) ∈ R[t] be a monic polynomial. Assume that f̄(t) = p0(t)q0(t) holds for two monic
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coprime polynomials p0(t), q0(t) ∈ K[t]. Then there exist two unique monic polynomials
p(t), q(t) ∈ R[t] satisfying p̄(t) = p0(t), q̄(t) = q0(t), deg p(t) = deg p0(t), deg q(t) =
deg q0(t) and f(t) = p(t)q(t).
The notion of Henselian rings (or Hensel rings) was first introduced by Azumaya in
[Azu51]. The property above is usually referred to as “Hensel’s lemma” even though it
is used as a definition. One often reads in the literature “A ring is called Henselian, if
Hensel’s lemma holds [in this ring]”. To avoid confusion, we will call the statement above
Hensel’s property. The actual “lemma” of Hensel is the following classical theorem (see
for example [Eis95, Chapter 7]):
Theorem 2.1 (Hensel’s lemma for complete rings). Let (R,m,K) be a complete local
ring. Then R is Henselian.
Standard references for Henselian rings are [Nag62, Ray70, Gro67]. For the purpose of
this work, a very significant fact is that Theorem 1.8 implies the following:
Theorem 2.2. The ring of algebraic power series K〈x〉 is Henselian.
Another key fact about Henselian rings is the following lemma. Its statement and
proof appear in [Nag62] and give an introductory flavor to this section. Recall that given
an extension of rings R ⊆ S, an element s ∈ S is called integral over R if there exists a
monic polynomial P (t) ∈ R[t] with P (s) = 0. The extension is said to be integral if this
holds for any s ∈ S.
Lemma 2.3. Let R be a Henselian integral domain and R′ an integral extension of R.
Then R′ is a local ring.
Proof. Let m be the maximal ideal of R and assume that R′ has two maximal ideals
m′1 6= m′2. Take some a ∈ m′1 which is not in m′2. We have an irreducible monic polynomial
f(t) = tn+ cn−1t
n−1 + · · ·+ c0 ∈ R[t] which has a as root. Now, as a ∈ m′1, we must have
c0 ∈ m′1 ∩ R ⊆ m. We also have that an 6∈ mR[a], because a 6∈ m′2, hence there must be
a ci which is not in m. Take j ∈ N such that cj 6∈ m but cj−s ∈ m for 0 < s ≤ j. Clearly
1 ≤ j ≤ n− 1 and we have
f(t) ≡ (tj + cn−1tj−1 + · · ·+ cn−j)tn−j mod mR[t].
But this means that the image of f is reducible mod mR[t] and using that R is Henselian
we obtain that f must be reducible in R[t]. This is a contradiction and the assertion is
proved.
To state the main theorem of this section we will need some conditions on our local
ring R. Therefore we define the necessary terms:
Definition. Let R be a ring.
(1) R is called analytically irreducible if it is local and its completion R̂ is a domain.
R is called analytically normal if it is local and R̂ is normal4.
4Recall that a local ring is called normal if is integrally closed in its quotient field.
11
(2) Assume R be an integral domain with quotient field L. R is called Japanese5 if it
satisfies the so-called finiteness condition for integral extensions. This means, for every
finite extension L′ of the quotient field L, the integral closure of R in L′ is a finitely
generated R-module.
(3) R is called a Nagata ring6 if R is Noetherian and for every prime ideal p ⊆ R, the
ring R/p is Japanese.
Lemma 2.4. If R is a Nagata ring, then every ring which is a finite module over R
or a ring of quotients of R is also Nagata. Any localization of R is also Nagata. Any
finitely generated R-algebra is Nagata.
We see that the category of Nagata rings is reasonably large and closed under many
operations. Good references for the proofs of the lemma above are [Nag62, Section 36]
and [Mat80, Section 31]. Of course, most facts can also be found in [Sta20, Section 032E].
Finally, for our purposes we need the following version of the Zariski Main Theorem,
which is Theorem 37.8 in [Nag62]. Recall that S is said to be of finite type over R if S
is isomorphic to a quotient of R[x1, . . . , xn] as an R-algebra.
Lemma 2.5. Let R be an analytically normal ring. If a normal and local Nagata ring
S is of finite type over R, then S analytically irreducible.
We are ready to prove one central theorem of this section, connecting Henselian rings
with the property of being algebraically closed in the completion, and which will be a
crucial ingredient in the proof of Theorem 2.7. This theorem explains why the study of
algebraic power series essentially comes down to studying Henselian rings. Its statement
can be found in [Nag62, (44.1)], however the proof given there is very concise and in
some places unclear. Therefore we shall reprove the theorem here.
Theorem 2.6. Let R be a Henselian, analytically normal Nagata ring. Then R is
algebraically closed in its completion, i.e. if a ∈ R̂ algebraic over R, then a ∈ R.
Proof. Let a be an element of R̂ which is algebraic over R. Then we can find b 6= 0 in
R such that c := ab is integral over R. We claim that R[c] = R. Assume otherwise and
let f ∈ R[t] be the minimal polynomial of c. We wish to use the lemma above on R[c],
but we lack the assumption of normality. So we define R′ to be the integral closure of
R[c] in L[c], where L = Frac(R), so R′ is normal by definition. By an easy observation
it follows that R′ is also the integral closure of R in L[c]. Since R is analytically normal,
it is a domain and therefore the ideal (0) is prime. By the definition of a Nagata ring,
it follows that the integral closure of R = R/(0) in any finite extension of L is a finitely
generated R-module. Since c is integral and in particular algebraic, it follows that L[c] is
a finite extension of L and therefore R′ is a finitely generated R-module. Furthermore,
5According to [Sta20] this name was first used by Grothendieck in order to contribute to Nakayama,
Takagi, Nagata and many others.
6In the book “Local Rings” Nagata calls these rings pseudo-geometric.
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R′, being finitely generated over a Nagata ring, is still Nagata by Proposition 2.4 and
also R′ is indeed local by Lemma 2.37, hence we may apply Lemma 2.5 to get that R′ is
analytically irreducible. However, we have that R̂′ = R′⊗R R̂ and this must be a domain.
Now look at the completion of R[c], which is given by R[c] ⊗R R̂. Now, R → R̂ is flat,
meaning that we also have the inclusion R[c]⊗R R̂ ⊆ R′ ⊗R R̂ and hence R̂[c] must be a
domain as well. On the other hand, we have R̂[c] = R[c]⊗R R̂ = R̂[t]/(f), identifying f
with its image in R̂[t]. However c ∈ R̂ is a root of f , hence R̂[t]/(f) cannot be a domain:
a contradiction. So c ∈ R and hence a ∈ Frac(R). Because R = Frac(R)∩ R̂ and since a
is in both rings, we get that a ∈ R as wanted.
2.2 Henselian Characterization of Algebraic Power Series
We saw that Henselian rings are closely connected to algebraic closures in the completion.
In particular, at this point, one may conjecture that for some, not necessarily Henselian,
ring R, if we can define the “smallest” Henselian extension of R, it will be exactly the
algebraic closure of R in R̂. Since algebraic power series are by definition the algebraic
closure of K[x](x) in its completion, this approach will also give a different viewpoint on
our main ring of interest. Note that obviously any field is Nagata, therefore by Lemma
2.4 it follows that K[x] is also a Nagata ring. Then K[x](x) is again Nagata, since it is a
localization.
Definition. Let (R,m,K) be a local ring. We say a Henselian ring Rh together with a
local homomorphism i : R → Rh is the Henselization of R, if any local homomorphism
from R to a Henselian ring factors uniquely through i.
In other words, the Henselian ring Rh together with i : R→ Rh is the Henselization
of R, if for any Henselian ring H and local ψ : R→ H there exists a unique local φ such






This notion was first introduced by Nagata in the article “On the theory of Henselian
rings”, which became the first of a trilogy [Nag53, Nag54, Nag59]. Since then, the
Henselization of a ring became a very well studied object; we shall only explain those
facts which are of importance for our purpose.
Note that from the definition it follows that if Rh exists, then it must be unique
up to isomorphism. For Noetherian rings one has the inclusion R ↪→ R̂; this together
with Hensel’s lemma immediately implies that i must be injective as well in this case.
Moreover, the following fact follows also easily from the universal property: Assume the
existence of a Henselian ring R′ such that R ⊆ R′ ⊆ Rh, then R′ = Rh. In this sense we
can view the Henselization as the “smallest” Henselian ring extension of R. Note that it
7This is where we use the Henselian assumption.
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is not obvious that Rh exists for any local R, however this is true and we will prove this
in the next section (Section 3.3).
The following theorem allows a purely ring-theoretic viewpoint on K〈x〉.
Theorem 2.7. Let R = K[x](x) be the localization of K[x] at the maximal ideal (x).
Assume that the Henselization of R exists8. Then it is isomorphic to the ring of algebraic
power series: Rh ∼= K〈x〉.
For the proof we need two lemmas: we provide a proof for the first, and a reference for
the second.
Lemma 2.8. Let Rh be the Henselization of a Noetherian local ring R. Then R̂h = R̂.
Proof. By Hensel’s lemma R̂ is Henselian, thus there exists a unique factorization R →
Rh → R̂. Let S be a complete local ring with maximal ideal n and assume Rh → S is a
local map. Precomposing with i gives R → Rh → S. By the universal property of the
completion and then by the factorization of R → R̂ we also find R → Rh → R̂ → S.
Now, since S being complete is also Henselian, the uniqueness in the universal property of
Rh implies that these factorizations are equal. Hence, for every R→ S with S complete
we find Rh → R̂→ S. The universal property of the completion forces R̂h = R̂.
Lemma 2.9. Let R be a local Nagata ring. Then its Henselization Rh is also Nagata.
Moreover, if R is also analytically normal then so is Rh.
For the proof see [Nag62, (44.2,44.3)].
Proof of Theorem 2.7. By Lemma 2.9 it follows that K[x]h(x) is both analytically normal
and Nagata. Because the ring of algebraic power series is Henselian (Theorem 2.2) and
the Henselization is the smallest Henselian ring extension of a given ring, it suffices to
show K〈x〉 ⊆ K[x]h(x). Let f ∈ K〈x〉 ⊆ K[[x]] = K̂[x](x). Then obviously f is algebraic
over K[x]h(x) and by Lemma 2.8 we must have f ∈ K̂[x]
h
(x). We can apply Theorem 2.6
to see that f ∈ K[x]h(x).
3 Étale Ring Maps and Henselization
3.1 Motivation for Étale Ring Maps
Before giving the rigorous definition of an étale map R→ S between two rings R,S, we
will try to explain the motivation behind it. Milne writes in his lecture notes [Mil13]:
“An étale morphism is the analogue in algebraic geometry of a local isomor-
phism of manifolds in differential geometry, a covering of Riemann surfaces
with no branch points in complex analysis, and an unramified extension in
algebraic number theory.”
8In the next section (Section 3.3) we will prove that the Henselization of a local ring always exists.
14
Of course, the importance of these objects makes it clear that one needs a definition in
the setting of algebraic geometry and that this definition might be involved. There are
many equivalent ways to define this analogue and we will try to motivate the one that is
mostly geometric and closest to a universal property.
Consider the case of two affine algebraic varieties X = V (f1, . . . , fr) ⊆ Kn, Y =
V (g1, . . . , gs) ⊆ Km and a morphism fφ : X → Y coming from φ : R→ S, where
R := K[Y ] = K[y1, . . . , ym]/(g1, . . . , gs) and
S := K[X] = K[x1, . . . , xn]/(f1, . . . , fr)
are the corresponding coordinate rings. Recall that a local diffeomorphism is character-
ized by its bijective differential. We want to achieve an analogous property for fφ by
putting only algebraic conditions on φ.
By definition, fφ maps any K-point a := (a1, . . . , an) ∈ X to a K-point b :=
(b1, . . . , bm) ∈ Y . To formulate this in an algebraic way, we can require the following
diagram to commute:
S = K[X] K
R = K[Y ]
φ
To see that this algebraic formulation indeed corresponds to the geometric viewpoint of
sending a ∈ X to some b ∈ Y , note that the map K[X] → K defines a K-point of X,
since it maps each xi to ai for some a := (a1, . . . , an) ∈ Kn with the condition that each
fj(a1, . . . , an) = 0, 1 ≤ j ≤ r, hence, by definition, a ∈ X. Similarly, K[Y ] → K is
a K-point, say b = (b1, . . . , bm) ∈ Y , because gj(b1, . . . , bm) = 0 for j = 1, . . . , s. The
commutativity of the diagram means that sending (y1, . . . , ym) 7→ (b1, . . . , bm) by the di-
agonal map is the same as sending (y1 . . . , ym) 7→ (φ1(x1, . . . , xn), . . . , φm(x1, . . . , xn)) 7→
(φ1(a), . . . , φm(a)): K-points are sent to K-points.
Now we want to describe the behavior of fφ on tangent vectors. We can formulate
this in an algebraic way, by requiring the commutativity of the following diagram, adding
the ring K[ε]/(ε2) to the above:
S = K[X] K
R = K[Y ] K[ε]/(ε2)
φ
Since
K[Y ] −−−−→ K[ε]/(ε2) −−−−−→ K
(y1, . . . , ym) 7→ (b1 + εc1, . . . , bm + εcm) 7→ (b1, . . . , bm),
we see that this intermediate ring does not destroy the considerations above. Moreover,
we claim that the map K[Y ]→ K[ε]/(ε2) corresponds to a tangent vector of Y : say, we
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have
K[Y ] = K[y1, . . . , ym]/(g1, . . . , gs)→ K[ε]/(ε2)
yi 7→ bi + εci, 1 ≤ i ≤ m,
for some b ∈ Km and c := (c1, . . . , cm) ∈ Km. Then it must hold that gj(b1+εc1, . . . , bm+
εcm) = 0 for 1 ≤ j ≤ s. Using Taylor expansion and the fact that ε2 = 0 in K[ε]/(ε2),
we obtain:






Comparison of the coefficients in ε gives that gj(b1, . . . , bn) = 0 for each j, i.e. b is a





(b)ci = 0, 1 ≤ j ≤ s.
This is of course equivalent to c · ∇gj(b) = 0, i.e. c is a tangent vector of Y at b and we
may say c ∈ TbY , the tangent space of Y at b.
Up to now, we have reformulated the property of fφ to map K-points to K-points and
added the potential of considering tangent vectors in terms of a commutative diagram.
We can now add the final requirement to φ, making it the analogue of a local diffeomor-
phism: we want its “differential” TaX → Tfφ(a)Y = TbY to be bijective. Surprisingly,
this condition is very easy to add in our commutative diagram formalism: we require ad-
ditionally the existence and uniqueness of the diagonal arrow, preserving commutativity:
S = K[X] K
R = K[Y ] K[ε]/(ε2)
φ
By the same argument as above, we can easily convince ourselves that this diagonal map
writesK[X]→ K[ε]/(ε2) : xi 7→ ai+εdi for i = 1, . . . , n and some d := (d1, . . . , dn) which
corresponds to a tangent vector of X. The commutativity of the upper-right triangle just
means that this vector is in the tangent space TaX. Finally, consider the commutativity
of the lower triangle. On the one hand, we can map by the horizontal homomorphism
yj 7→ bj + εcj , 1 ≤ j ≤ m as we already saw. On the other hand, going the other path,
we have again by Taylor’s expansion for j = 1, . . . ,m:












(a)di, 1 ≤ j ≤ m.
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Then, the equation above is, of course, equivalent to Jφ(a)d = c.
Hence, the existence of the diagonal arrow makes sure that for any tangent vector
at b ∈ Y , we have at least one tangent vector at a ∈ X mapping to it, in other words
it ensures the surjectivity of Jφ(a). Analogously, the uniqueness of the diagonal map
translates into injectivity of the differential. Equipped with this good understanding of
what it means to define the algebraic analogue of a local diffeomorphism, we can step
forward to its rigorous definition.
3.2 Étale Ring Maps
We will present only those results about étale ring maps that are important for the
construction of the Henselization. For other statements and some omitted proofs we
refer to standard literature such as [Mil80, Gro67, Ray70] and of course [Sta20, Section
00U0].
Definition. Given an R-algebra S with the homomorphism φ : R → S, we call S
formally étale if the following condition is satisfied:
Suppose that T is some R-algebra, n ⊆ T some ideal with n2 = 0 and the following











This property is known under the name infinitesimal lifting. As we saw above, it
reflects the definition of a local diffeomorphism inside of algebraic geometry. When
dealing with a formally étale S, we will often refer to the map φ : R → S as formally
étale rather than to the R-algebra itself.
To go from formally étale to étale ring maps, we need to recall the notion of finitely
presented algebras. It is evident that an R-algebra S is always of the form S ∼= R[xi :
i ∈ I]/a for some index set I and an ideal a ⊆ R[xi : i ∈ I]. In practice we are often
interested in a finite number of generators and a finitely generated ideal, hence we define:
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Definition. Let R be a ring. We say an R-algebra S is finitely presented if it is of the
form S ∼= R[x1, . . . , xn]/(f1, . . . , fm) for some fi ∈ R[x1, . . . , xn], i = 1, . . . ,m.
Naturally, we have immediately the following fact about transitivity: If S if finitely
presented over R and T is finitely presented over S, then T is finitely presented over
R. Note that a localization of R at one element, say a ∈ R, is finitely presented, since
Ra ∼= R[t]/(at − 1). Therefore a localization at finitely many elements is still finitely
presented, but this does not have to be true for any multiplicative system.
Definition. Let S be an R-algebra. S is called étale if it is formally étale and finitely
presented.
The following lemma is a direct consequence of our definitions and observations.
Lemma 3.1. Let S be an R-algebra and S′ an S-algebra. Assume that R → S and
S → S′ are (formally) étale, then the induced map R→ S′ is also (formally) étale.
Another important fact which again follows easily from chasing the correct diagram
states that the property of being étale is stable under base change. Before proving
this statement, we want to recall the definition and add a simple remark: Let S be
an R-algebra with φ : R → S the corresponding map and let R → R′ be any ring
homomorphism. Then the base change of φ by R→ R′ is the ring map R′ → R′⊗R S =:
S′.
S S′ = R′ ⊗R S
R R′
φ base change of φ
Note that the explicit description of a base change is very natural when a presentation
is given: We already saw that S, being an R-algebra, is of the form
S ∼= R[xi : i ∈ I]/(fj : j ∈ J ),
for some index sets I,J and polynomials fj ∈ R[xi : i ∈ I]. Then, for the base change
one has
R′ ⊗R S = R′[xi : i ∈ I]/(f ′j : j ∈ J ),
where each f ′j is the image of fj under the map R[xi : i ∈ I]→ R′[xi : i ∈ I] induced by
the map R→ R′. In [Sta20, Tag 05G3] this fact is described as “the key to understanding
base change”.
Lemma 3.2. Let R → S be étale and R → R′ be arbitrary. Then R′ → R′ ⊗R S is
étale.
Corollary 3.3. Let R→ S and R→ S′ be étale. Then R→ S ⊗R S′ is étale.
The following proposition has a more involved proof.
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Proposition 3.4. Let R be a ring, S = R[x1, . . . , xn]g/(f1, . . . , fn) for g ∈ R[x1, . . . , xn]
and f1, . . . , fn ∈ R[x1, . . . , xn]g. If the image of the Jacobian determinant det(∂fj∂xi )1≤i,j≤n
is invertible in S, then S is étale over R.
Conversely, if R→ S is étale, then there exists a presentation S = R[x1, . . . , xn]/(f1, . . . , fn)
such that the image of det(∂fj∂xi )1≤i,j≤n is invertible in S.
For the proof we refer to standard literature [Ray70], [Mil80, Corollary 3.16], to well-
written lecture notes [Mil13], [Hoc17] and to the Stacks Project [Sta20, Section 00U0].
Definition. A finitely presented R-algebra S is called standard étale if it is of the form
S = R[t]g/(f) for some polynomials f, g ∈ R[t], such that f is monic and its derivative
f ′ is invertible in S.
Note that by Proposition 3.4, it follows that a standard étale algebra is indeed étale.
There exists a structure theorem of étale algebras, making sure that any étale algebra
is locally standard étale. In [Gro67, p. 120] Grothendieck attributes this fact to Chevalley
and so shall we.
Theorem 3.5 (Chevalley). Let S be a finitely presented R-algebra. Then S is étale over
R if and only if for every prime ideal q of S with contraction p to R there exist b ∈ S \ q
and a ∈ R \ p such that Sb is isomorphic to a standard étale algebra over Ra.
The proof is an application of Zariski’s main theorem, a form of which we already
mentioned in Lemma 2.5. Also Nakayama’s lemma and the primitive element theorem for
separable field extensions play a role in the proof. In his lecture notes [Hoc17] Hochster
points out that “additional trickery” is required as well. Therefore the proof is lengthy
and technical and shall not be provided here. We refer to [Ray70, pp. 51], [Ive73, pp.
63] [Mil80, Theorem 3.14] as well as [Sta20, Tag 00UE], [Gro67, pp. 120] and [Hoc17,
pp. 27].
3.3 Construction of the Henselization
We want to construct the Henselization of a local ring (R,m,K) and consequently prove
its existence and some desirable properties. First, we define the notion of étale neighbor-
hoods like Milne in [Mil80]:
Definition. Let (R,m,K) be local. A pair (S, q) is called an étale neighborhood of R if
S is an étale R-algebra and q is a prime of S lying over m, such that the induced map
between the residue fields K = R/m→ Sq/qSq is an isomorphism.
In order to save notation in our setting, it is more useful to work locally and to use the
notion of pointed étale extensions, as does Hochster in his lecture notes [Hoc17]:
Definition. A local ring T is called pointed étale extension of (R,m,K) if T = Sq for
some étale neighborhood (S, q).
Before stating and proving a theorem which connects étale ring maps and Henselian
rings, we need to state the following lemma.
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Lemma 3.6. Assume T and T ′ are pointed étale extensions of R. Then there is at most
one local R-algebra homomorphism from T to T ′.
The proof of this lemma requires the study the multiplication map, given by the
linear extension of µ : S ⊗R S  S sending s⊗ s′ 7→ ss′, and its kernel a := ker(µ). We
omit the details and refer to [Hoc17, pp. 45], [Ive73, p. 71], [Mil80, p. 36] and [Mil13,
Section 4]. Now we are ready for the central theorem of this section. Its statement and
proof can be found in the references just mentioned, however we shall reprove it again
following the notes of Hochster.
Theorem 3.7. Let (R,m,K) a be local ring. The following conditions are equivalent:
(1) R is Henselian.
(2) If f ∈ R[t] is a monic polynomial whose reduction mod m, f̄ ∈ K[t], has a simple
root λ ∈ K, then there exists an element r ∈ R such that r ≡ λ mod m and f(r) = 0.
(3) If R→ T is a pointed étale extension, then R ∼= T .
(4) If f1, . . . , fn ∈ R[x1, . . . , xn] are n polynomials in n variables whose images fj
mod m vanish simultaneously at (λ1, . . . , λn) ∈ Kn and the Jacobian determinant det(∂fj∂xi )
does not vanish mod m at x1 = λ1, . . . , xn = λn, then there are unique elements r1, . . . , rn ∈
R such that for all i, we have ri ≡ λi mod m and fj(r1, . . . , rn) = 0, 1 ≤ j ≤ n.
This theorem gives a deep insight into Henselian rings. In particular, the equivalence
of conditions (1) and (2) implies that it suffices to lift only simple roots in order to
be able to lift coprime factorizations. Applying this for the ring of algebraic power
series and Theorem 1.7 we obtain a proof for Theorem 1.8. We see that Henselian rings
are connected to the theory of étale ring maps via condition (3). Moreover, (4) is a
multidimensional version of Hensel’s lemma for n polynomials and n variables; if the fi’s
were also allowed to be power series, one would recognize the implicit function theorem.
The equivalence (1) ⇔ (4) states that a ring is Henselian if and only if the algebraic
version of this analytic theorem holds in this ring.
Proof. We will show that (1)⇒ (2)⇒ (3)⇒ (4)⇒ (1).
(1) ⇒ (2): Suppose R is Henselian and we have a monic f ∈ R[t] such that f̄ has a
simple root λ ∈ K. We may factor f̄(t) = (t − λ)ḡ(t) for some ḡ ∈ K[t] with ḡ(λ) 6= 0.
The polynomials t − λ and ḡ(t) are relatively prime. Using the assumption we find a
lifting of the factorization to f(t) = (t − r)g(t) for some r ≡ λ mod m and g ∈ R[t].
Clearly f(r) = 0.
(2) ⇒ (3): Let φ : R → T be a pointed étale extension, so a localization of an étale
neighborhood. By Theorem 3.5 it follows that the étale neighborhood is locally standard
étale, hence we may write T ∼= (R[t]g/(f))q for a prime ideal q ⊆ R[t]g/(f) lying over m
and g, f ∈ R[t] such that f is monic and f ′ is invertible in T . Denoting by λ the image
of t ∈ T in K, it follows that f̄(λ) = 0. Moreover, because f ′ is invertible in T , we must
have that f̄ ′(λ) 6= 0, hence λ is a simple root of f̄ . Using (2), we can find an r ∈ R for
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which f(r) = 0. Therefore there exists an h ∈ R[t] such that f(t) = (t− r)h(t) and h is
invertible in T , because λ is a simple root of f̄ . It follows that





∼= (R[t]g/(t− r))q ∼= Rφ−1(q).
However, since φ and R are local, we have that T ∼= Rφ−1(q) ∼= R, what was to be shown.
(3)⇒ (4): Assume we have a system of equations f1, . . . , fn ∈ R[x1, . . . , xn] like in (4)
with (λ1, . . . , λn) ∈ Kn solution of (f̄1, . . . , f̄n) = 0 and suppose that (3) holds. Let Q be
the kernel of π′ : R[x1, . . . , xn]→ K, where we choose π′ such that π′(xi) = λi. By Propo-
sition 3.4 and the assumption on the Jacobian of the f1, . . . , fn in (4), we have that T :=
R[x1, . . . , xn]Q/(f1, . . . , fn) ∼= (R[x1, . . . , xn]/(f1, . . . , fn))Q̄ is a pointed étale extension
of R. Because of (3) we must have that R ∼= T . However, solving the equations f1, . . . , fn
and lifting the λi’s is equivalent to giving an R-algebra map R[x1, . . . , xn]/(f1, . . . , fn)→
R such that under the composite R[x1, . . . , xn]/(f1, . . . , fn) → R  K the elements xi
map to λi. This is in turn equivalent to giving a map that sends Q to m, hence giving a
local R-algebra map T → R. But we have that R ∼= T , hence the local map exists and
is unique by Lemma 3.6. It provides us with a unique solution to the equations.
(4)⇒ (1): Let f = tn+cn−1tn−1+· · ·+c1t+c0 ∈ R[t] be a monic polynomial of degree
n and suppose that we have a factorization f̄ = ḡh̄ for some monic coprime polynomials
ḡ, h̄ ∈ K[t] of degrees d and e respectively. Let ḡ =
∑d
i=0 αit




some αi, βi ∈ K and αd = βe = 1. We seek a lifting of the factorization to f = gh for
monic polynomials g, h ∈ R[t]. Let the coefficients of g and h be unknowns y0, . . . , yd−1
and z0, . . . , ze−1, henceforth we want to solve the equation
tn+cn−1t
n−1 + · · ·+c1t+c0 = (td+yd−1td−1 + · · ·+y1t+y0)(te+ze−1te−1 + · · ·+z1t+z0),
for the unknowns over R such that the residue classes of the polynomials g and h agree
with ḡ and h̄. Comparing coefficients leads to a system of n = d+e polynomial equations
in as many variables: 
y0z0 = c0,
y0z1 + y1z0 = c1,
...
yd−1ze + ydze−1 = cn−1.
This system has a solution mod m coming from the factorization f̄ = ḡh̄ given by
α0, . . . , αd−1, β0, . . . , βe−1 =: (α, β). In order to use (4) and to lift this solution to R we
have to verify that the Jacobian determinant of this system of equations does not vanish,
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i.e. that the matrix
J(y, z) :=

z0 z1 z2 · · · ze−1 1 0 · · · 0
0 z0 z1 · · · ze−2 ze−1 1 · · · 0
...
. . . . . .
...
0 · · · 0 z0 z1 · · · ze−2 ze−1 1
y0 y1 y2 · · · yd−1 1 0 · · · 0
0 y0 y1 · · · yd−2 yd−1 1 · · · 0
...
. . . . . .
...
0 · · · 0 y0 y1 · · · yd−2 yd−1 1

is invertible at (y, z) = (α, β). However, J(α, β) is the (transpose of the) Sylvester matrix
of the polynomials ḡ and h̄. Since the polynomials are relatively prime by assumption,
we obtain that J(α, β) is invertible. This shows that the assumptions of (4) are satisfied
and hence we find a unique solution for the unknowns y0, . . . , yd−1, z0, . . . , ze−1. This
gives the unique factorization f = gh we were looking for.
Having in mind that (1) ⇔ (3) in this theorem, we come back to our goal of con-
structing the Henselization. We see that it may be a good idea to combine all possible
pointed étale extensions of R into one large ring. If we can do this rigorously, then we
might argue that this ring does not have any proper pointed étale extensions anymore,
which will mean that it will be Henselian. Finally, we might be able to verify the univer-
sal property of the Henselization and conclude that we indeed found the correct object.
Let us start executing this plan.
Given a local ring R, we wish to define a set of pointed étale algebras of R, say R,
that contains exactly one representative from each isomorphism class of pointed étale
extensions. It is not trivial that R is a set, since it might turn out “too large”. However,
the following result bounds the cardinality of a pointed étale extension from above and
allows us to define R properly.
Lemma 3.8. Let R be a local ring and T a pointed étale extension. Then T is finite if
R is finite. In the other case, the cardinalities of R and T agree.
Proof. By definition, T = Sq for some prime q ⊆ S and an étale R-algebra S. Since S is
finitely presented over R, we have |S| ≤ |R|n for some n ∈ N, where |·| denotes cardinality.
The localization is parametrized by pairs in (S \ q) × S and therefore |Sq| ≤ |S|2. We
have
|R| ≤ |T | = |Sq| ≤ |R|2n,
proving the assertion.
Now, from the axiom of choice, it follows that the set R exists, since it is a subset of
the set of all ring structures on a set with similar cardinality as R. Let A be an index
set of R, whereby index set means that each i ∈ A corresponds bijectively to a Ti ∈ R
and we can write therefore R = (Ti)i∈A.
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Proposition 3.9. For i, j ∈ A define i ≤ j if and only if there exists a local R-algebra
map φi,j : Ti → Tj. Then (A,≤) is a directed set.
Proof. Obviously, A is not empty since R contains R. Clearly, ≤ is reflexive, as one
always has the identity map id : Ti → Ti for all i. Moreover, if we have φ : Ti → Tj and
ψ : Tj → Tk both local R-algebra maps then ψ ◦ φ : Ti → Tk is a local R-algebra map.
This implies that ≤ is transitive. Finally, we have to prove that for any two Ti, Tj ∈ R,
there exist Tk ∈ R and two local R-algebra maps Ti → Tk and Tj → Tk. As Ti, Tj are
pointed étale, they are localizations of some étale R-algebras Si, Sj . By Corollary 3.3 we
immediately have that R→ Si ⊗R Sj is étale. Consider the composite map
R→ Si ⊗R Sj  K ⊗K K
∼=−→ K,
which sends r 7→ r ·(1Si⊗1Sj ) 7→ r̄ ·(1K⊗1K) 7→ r̄ and is thus precisely the quotient map
R R/m ∼= K. It follows that by letting Q be the kernel of the map Si⊗RSj  K⊗KK,
we must have that R→ (Si⊗R Sj)Q is local. The residue class field of (Si⊗R Sj)Q is K.
Set Tk = (Si ⊗R Sj)Q which is now by definition a pointed étale extension of R and we
have maps Ti → Tk and Tj → Tk. This shows the existence of a k ∈ A for given i, j ∈ A
such that i, j ≤ k and finishes the proof.
This proposition shows that (R, {φi,j : Ti → Tj}i,j∈A,i≤j) forms a direct system of
rings. Note that because of Lemma 3.6, we know that the φi,j ’s are actually unique,
justifying that the construction is canonical. The fact that R together with these maps
forms a direct system of rings allows us to define the direct limit:
Definition. For a local ring (R,m,K) we denote Re := lim−→T∈R T .
Given a local ring R, we combine all pointed étale extensions of it to the ring Re in
a rigorous way using the direct limit in the definition above. Therefore, it is natural to
expect that Re does not have any proper pointed étale extensions anymore, which means
that Re is Henselian by Theorem 3.7. It is also intuitively clear that Re the “smallest”
extension of R that admits this property. We prove both statements below using ideas
from [Ive73] and [Hoc17].
Lemma 3.10. Let (R,m,K) be a local ring. Then Re is local with maximal ideal mR
and residue field K. Moreover, Re is Henselian.
Proof. Locality, the statement about the maximal ideal and the condition on the residue
field follow by construction, since every pointed étale R-algebra T is local with maximal
ideal mT and residue field K.
By Theorem 3.7 we only have to check the lifting of simple roots in order to verify the
Henselian property. Let f ∈ Re[t] be monic and λ ∈ K a simple root of f̄ ∈ K[t]. Since
Re = lim−→T∈R T , there exists some pointed étale R-algebra T such that all coefficients of
f lie in T . We define T ′ := (T [t]/(f))q, where q := (t̄ − λ). The residue field of T ′ is
K and because λ is a simple root, it follows that f ′ is invertible in T ′ and therefore T ′
is a pointed étale extension of R by Lemma 3.1 and Proposition 3.4. However, f has a
root in T ′ and it lifts λ. This gives rise to an element r ∈ Re such that f(r) = 0 and
r̄ = λ.
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Theorem 3.11. Let (R,m,K) be a local ring. The Henselization of R is given by the
direct limit as in Definition 3.3: Rh = Re.
Proof. We will verify the universal property. From the lemma above we already have that
Re is local and Henselian. Let ψ : R → H be a local map from R to a Henselian ring
(H,mH , L). To show that this map factors uniquely through Re, it suffices to show that
it factors uniquely through every (T, qT,K), where T = Sq is a pointed étale extension
of R. Consider the commutative diagram of the base change:
R S
H S ⊗R H
ψ
étale
Since R→ S is étale, we obtain by Lemma 3.2 that H → S⊗RH is also étale. Moreover,
there exists a canonical map S ⊗RH → K ⊗K L ∼= L. Denote its kernel by Q. It follows
that H → (S ⊗R H)Q is a localization of an étale extension. Since L ∼= K ⊗K L, we
obtain that the residue fields agree and hence this extension is pointed étale. But H is
Henselian, hence H ∼= (S ⊗R H)Q by (1) ⇒ (3) of Theorem 3.7 and therefore we found
a local map φ : S → (S ⊗R H)Q ∼= H, the map we were looking for:
R S






Finally, because H is pointed étale over itself as well as over (S ⊗RH)Q, we obtain that
this map is unique by Lemma 3.6.
The characterization of the Henselization as a direct limit of pointed étale extensions
not only proves its existence, but also led to remarkable mathematical discoveries in
this area in the second half of the last century. The theory of approximation rings
and consequently the algebraic version of Artin’s Approximation [Art69] use exactly
this fact (amongst other). This and other related results are contained in the recent
survey [Hau17] by Hauser. The Henselization of non-local rings with respect to ideals is
investigated in [Gre69]. An exposition of various versions of the Henselian property can
be found in [Rib85]. The connection of Henselian rings to rings satisfying Weierstrass
preparation theorem was first established by Lafon in 1967 [Laf67]. Probably the most
explicit application of the Theorems 3.5 and 3.11 was found by Denef and Lipshitz in
1985 and we shall explain their ideas in the next section.
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4 Explicit Implications
4.1 Proof of Theorem 1.1
Theorem 4.1 (Denef & Lipshitz). Let f ∈ K〈x〉 be an algebraic power series. Then
there exist an étale-algebraic power series h and polynomials ai, bj ∈ K[x] for 0 ≤ i ≤ r,
0 ≤ j ≤ s, r, s ∈ N, where b0(0) 6= 0, such that
f =
a0 + a1h+ · · ·+ arhr
b0 + b1h+ · · ·+ bshs
. (5)
Proof. Set R := K[x](x). We have seen that K〈x〉 = Rh = lim−→T∈R T , where the limit is
taken over all pointed étale extensions up to isomorphism. It follows that there exists
a ring T ⊆ K〈x〉 which is a pointed étale extension of R and which contains f . Hence,
T = Sq for an étale R-algebra S and a prime ideal q ⊆ S lying over m ⊆ R. We know
furthermore by Theorem 3.5 that S is locally standard étale over R; since R is local, this
means that we have an isomorphism
α : Sb
∼=−→ R[t]g/(p)
for some b ∈ S \ q, g ∈ R[t] and p ∈ R[t] monic such that its derivative p′ is invertible in





for some P̃ ∈ R[t]
such that P̃ ′ 6∈ α(q). We can rephrase the isomorphism above as T ∼= (R[h̃])α(q), where
h̃ ∈ R̂ = K[[x]] is an algebraic element over R whose minimal polynomial is exactly P̃ .
Because P̃ ′ 6∈ α̃(q), we have ∂tP̃ (0, h̃(0)) 6= 0. Now, any element f ∈ (R[h̃])α(q) ∼= T is of





for ã, b̃ ∈ K[x](x)[t] such that b̃(0, h̃(0)) 6= 0. Finally, to achieve the condition h(0) = 0
as in the definition of étale-algebraic, we define h(x) = h̃(x) − h̃(0). It is easy to verify
that the derivative of the minimal polynomial P (x, t) of h does not vanish at the origin,
∂tP (0, 0) = ∂tP̃ (0, h̃(0)) 6= 0, and that we have again
f =
a0 + a1h+ · · ·+ arhr
b0 + b1h+ · · ·+ bshs
,
for polynomials ai, bj ∈ K[x] such that b0(0) = b̃(0, h̃(0)) 6= 0.
Now we can finally prove Theorem 1.1.
Proof of Theorem 1.1. Using the theorem above it follows that there exist r, s ∈ N and
ai(x), bj(x) ∈ K[x] for 0 ≤ i ≤ r, 0 ≤ j ≤ s with b0(0) 6= 0 such that
f(x) =
a0(x) + a1(x)h(x) + · · ·+ ar(x)h(x)r
b0(x) + b1(x)h(x) + · · ·+ bs(x)h(x)s
, (6)
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where h(x) ∈ K〈x〉 is étale-algebraic. Define
W (x, t) :=
a0(x) + a1(x)t+ · · ·+ ar(x)tr
b0(x) + b1(x)t+ · · ·+ bs(x)ts
∈ K[x, t](x,t),
and let




Using Lemma 1.2 and the same computation as in equation (3) we verify that we found
the correct rational function:
D(R(x, t)) = W (x, h(x)) = h(x).
4.2 Codes of Algebraic Power Series
Finally, we introduce a new result which can be seen as a corollary of Theorem 4.1. First,
we remark that the following fact was explained in [AM65, pp. 88] and became later
known under the name Artin-Mazur lemma, see [BCR98, AMR92]. In [Ron18, Propo-
sition 9.3] a more general version of the statement, allowing for K to be any complete
normal local domain (with appropriate changes to the assumptions), is presented.
Theorem 4.2 (Artin & Mazur). Let f ∈ K〈x1, . . . , xn〉 = K〈x〉 be an algebraic
power series with f(0) = 0. Then there exist k ∈ N and a vector of k polynomials
P (x, y1, . . . , yk) ∈ K[x][y1, . . . , yk]k with the following properties:
(1) P (x, f, h2, . . . , hk) = 0 for algebraic power series h2, . . . , hk ∈ K〈x〉 with hi(0) = 0
for i = 2, . . . , k.
(2) The Jacobian matrix JP (x, y1, . . . , yk) of P (x, y1, . . . , yn) with respect to the vari-
ables y1, . . . , yk at x = y = 0 is invertible: JP (0, 0) ∈ GLk(K).
In other words, given f ∈ K〈x〉, one can find k−1 algebraic power series h2, . . . , hk ∈
K〈x〉 and a k-dimensional vector of polynomials P (x, y1, . . . , yk) ∈ K[x, y]k, such that
P (x, f(x), h2(x), . . . , hk(x)) = 0 and the Jacobian of P (x, y) with respect to y at x = y =
0 is invertible. Similarly to Theorem 4.1, this implies that one can repair the problem of
an algebraic power series of not being étale-algebraic, now by appending k−1 new power
series and considering the k-dimensional analogue of the definition of étale-algebraicity.
This polynomial vector P (x, y) ∈ K[x, y]k is referred to as a (mother) code of the algebraic
series f in [ACJH18, Hau17, AMR92]. The authors Alonso, Castro-Jimenez and Hauser
of the first reference point out that “The advantage of this code in comparison with taking
the minimal polynomial lies in the fact that the latter determines the algebraic series only
up to conjugation, so that extra information is necessary to specify the series, typically
a sufficiently high truncation of the Taylor expansion. In contrast, the polynomial code
determines the series completely and is easy to handle algebraically”.
With the help of the theorem of Denef and Lipshitz we can improve on the Artin-
Mazur lemma, proving that it is always possible to choose k = 2. Note that since
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Theorem 1.1 is known to hold in more generality, it is also natural that also the general
version by Rond can be covered and improved by our approach.
Theorem 4.3. Let f ∈ K〈x1, . . . , xn〉 = K〈x〉 be an algebraic power series with f(0) =
0. Then there exists a vector of two polynomials P (x, y1, y2) ∈ K[x][y1, y2]2 with the
following properties:
(1) P (x, f, h) = 0 for some étale-algebraic power series h ∈ K〈x〉.
(2) The Jacobian matrix JP (x, y1, y2) of P (x, y1, y2) with respect to y1 and y2 at 0 is
invertible: JP (0, 0, 0) ∈ GL2(K).
Note that in the two-dimensional square matrix JP (0, 0, 0), the first 0 means setting
the variables x1, . . . , xn all to 0 in JP (x, y1, y2), whereas the other two zeros are both
one-dimensional and advert to y1 and y2.
Proof. Let Q(x, y1) be the minimal polynomial of f . If ∂y1Q(0, 0) 6= 0 then we can simply
choose P (x, y1, y2) = (Q(x, y1), y2) and the assertion follows in this case.
We are left with the more challenging case ∂y1Q(0, 0) = 0. By Theorem 4.1, we may
write for some étale-algebraic power series h ∈ K〈x〉
f =
a0 + a1h+ · · ·+ arhr
b0 + b1h+ · · ·+ bshs
, (7)
for r, s ∈ N and ai(x), bj(x) ∈ K[x] with 0 ≤ i ≤ r, 0 ≤ j ≤ s and b0(0) 6= 0. Define the
polynomials
T1(x, y2) := a0(x) + a1(x)y2 + · · ·+ ar(x)yr2,
T2(x, y2) := b0(x) + b1(x)y2 + · · ·+ bs(x)ys2,
and get the relationship T1(x, h(x)) = f(x)T2(x, h(x)) from identity (7). Let S(x, y2) be
the minimal polynomial of the étale-algebraic h(x), so that ∂y2S(0, 0) 6= 0. Now we put
P (x, y1, y2) :=
(




A simple computation confirms that this choice of P satisfies all required properties:
P (x, f(x), h(x)) = 0 and
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