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In this thesis, I discuss the creation of a simulation that attempts to reconstruct secondary spectra
of pulsars by simulating the scattering in the interstellar medium. For the simulation, we focus
on two distinct scattering phenomena, namely a coherent deflection at grazing incidence along a
sheet of material, and a random deflection due to a random-walk type process through clouds of
material. The simulation focuses on a representation known as a Wavefield Representation that
our group has not utilized to this extent before, and it allowed us to understand the physics behind
these scattering events in new depths. The final product allows us to explore a number of unique
scenarios involving random scattering as well as coherent screens, which is extremely interesting
and potentially beneficial to our work. Going forward, we intend to expand the versatility of the
simulation to try to fully reconstruct spectra like ones that we observed in our work on the Green
Bank Telescope Scintarc Survey that my partner Lele Mathis and I conducted together.
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Pulsars were discovered in 1967 by Anthony Hewish and Jocelyn Bell while they were attempting
to study interplanetary scintillation (Hewish et al., 1968). This discovery provided a new lens into
many facets of astrophysics and continues to open new research vistas. As Jocelyn Bell was taking
data, she noticed an anomalous signal in the chart recording she was analyzing. It persisted day-
to-day, piquing her interest, and with further observation using a higher-time-resolution instrument
she and Hewish managed to resolve periodic pulses from an interstellar object that they concluded
belonged to a new class of celestial objects. This later became known as the first pulsar observation.
1
CHAPTER 1. INTRODUCTION TO PULSAR ASTROPHYSICS
Over the next 50 years, pulsars have become versatile astrophysical probes and remain fascinating
physical laboratories of nuclear matter under extreme conditions. (Lyne & Graham-Smith, 2012).
Pulsars are now understood to be rapidly rotating neutron stars produced by a supernova
explosion at the end of the life of an intermediate mass star. The progenitor stars typically have
masses of the order 8−12M: large enough to collapse dramatically in a supernova, but not massive
enough to create a black hole. A neutron star is on the order of 10 km in radius, about the same
size as a city. The collapse of the star from a size of about 106 km to a radius of 10 km conserves
angular momentum: hence, the star spins faster by a factor of approximately 1010, bringing the
rotational period into the second to sub-second range. A typical pulsar can have a period of around
1 s, with millisecond pulsars reaching spin rates on the order of 5 ms or less. With the discovery of
the Crab pulsar, spinning 30 times a second, all models for pulsars could be ruled out except those
involving rotating neutron stars (Gold, 1972).
What makes pulsars unique compared to other objects, particularly other neutron stars, is
the magnetic field strengths on their surfaces- typically 1012− 1016 gauss. Magnetic field strengths
of this magnitude, coupled with rapid rotation, create huge electromagnetic acceleration for charged
particles, launching them away at nearly the speed of light. Through a mechanism that is still not
fully understood, the free energy of this outstreaming plasma, augmented by numerous generations
of electron-positron pair creation, is converted into a spatially coherent, collimated radio lighthouse
beam. In addition, the pulsars can emit many wavelengths of light, though most pulsars are strong
in the radio frequencies, which is the most common observing frequency range. Most of the emission
occurs in concentrated conical beams originating at the magnetic poles. As the pulsar rotates, this
gives rise to a lighthouse effect that sweeps past a properly located observer. Then, with each
2
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successive rotation of the star, the observer receives a pulse of radio wave energy as the beam
sweeps past them.
A typical schematic picture of a pulsar is shown below in Figure 1.1. Depicted is a pulsar
whose rotation axis is slightly offset from the magnetic axis. The conical beams of emission can
be seen arising above the magnetic poles of the star. Surrounding the pulsar is a strong magnetic
field, which is largely responsible for the acceleration of the charged particles out of the magnetic
poles of the star.
1.1.1 Interstellar Scintillation
It is important to explain interstellar scintillation, since it is a key concept in the study of pulsars.
Interstellar scintillation has been the focus of my work and the motivation for a large amount of
the study of pulsars. Passage of the pulsar signal through the ionized interstellar medium causes
a variety of observable effects. In particular, density variations in the ionized gas refract – and
sharper discontinuities diffract – the radio waves, producing a bundle of scattered waves arriving
at the observer (see Figure 1.3). This effect is of particular interest for my project. Because the
pulsar is intrinsically a very compact radio source, it acts like a point source for each of these waves,
which can also be viewed from a geometrical optics point of view as individual rays. The resulting
interference phenomenon is called scintillation. At the plane of the observer, incoming wave fronts
(or, equivalently, rays perpendicular to these wave fronts) arrive at slightly different times from each
other, giving a unique interference pattern in our data. By studying this pattern, we can discern
much about the material between us and the pulsar. This is useful for helping us construct a more
complete picture of the distribution of material in the Galaxy, but it also is vitally important in
3
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Figure 1.1: This is a pictorial representation of a pulsar, displaying the magnetic axis, rotation axis,
conical beams of emission, and magnetic field lines. In addition, the image gives a sense of the structure of
the magnetic field lines around the pulsar.
4
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efforts to detect gravitational waves through pulsar timing. The dispersive delays of the signals is a
very substantial component of the noise in a pulsar timing residual (e.g. Arzoumanian et al. (2016)
and Stinebring (2013)).
Scintillation has been observed at a wide range of wavelengths, including the optical wave-
lengths. It is characteristic of many scattering phenomena involving the interstellar medium.
1.1.2 Formation
As mentioned above, pulsars are formed through a supernova explosion. This happens when the
star has used up all available fusion fuel and the core collapses. All pulsars are created through
massive star supernovae and the neutron stars that they leave behind.
In the case of an intermediate sized star reaching the end of its life, the star will fuse nuclei
in its core up until it creates iron. At this point, no more energy can be gained through further
fusion, and the outward pressure supporting the star will fail, causing a catastrophic collapse. Much
of the mass is ejected as the core experiences violent shock waves due to high electron degeneracy in
the center of the star. The outer shells of the star are launched into space as the infalling material
bounces outward after collapsing to nuclear densities, since it can compress no further. At the end,
the core remains, supported only by neutron degeneracy pressure. The densities of this core are
around ρ = 1017 kg/m
3
. Additionally, the asymmetry in the supernova explosion typically imparts
a very high velocity to the neutron star that remains, on the order of 100-200 km/sec.
There is some speculation that all young neutron stars may be pulsars since, as a pulsar
ages, it will spin down and eventually slow to the point where it no longer produces a radio beam.
5
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This spin-down is due to energy loss from electromagnetic braking torque (essentially back-reaction
to the production of the lighthouse beam).
1.1.3 Characterization
Pulsars are typically characterized by a certain pulse period, period derivative, and dispersion
measure. These quantities give a rough estimate of distance to the pulsar and its age. A P − Ṗ
diagram is typically used to classify pulsars by period and period derivative. One is shown below
in Figure 1.2.
Here, pulsars are shown in three main clusters: millisecond pulsars, magnetars and canon-
ical pulsars. The canonical pulsars are shown in the large central region with average pulse periods
and period derivatives, hence the name canonical. In the top right corner are magnetars denoted
as triangles. These pulsars are characterized by their extremely strong magnetic fields (up to 1015
- 1016 gauss), which power the emission of higher energy particles, and light, particularly in the
X-ray and gamma ray wavelength. In the bottom right corner are millisecond pulsars, which are
very often in binary orbits around white dwarfs, another type of compact stellar core. This is
extremely significant because most of the millisecond pulsars are believed to have migrated across
the diagram through a spin-up process of accretion from a companion star. It is likely that most,
if not all, millisecond pulsars that are not currently in a binary pair once had a companion star,
which was ablated away by the pulsar.
The last important detail of the figure is the region labeled “graveyard.” This represents
anything below the death line for pulsars. When a pulsar passes below this threshold, it is be-
lieved that the magnetic field strengths are no longer large enough to sustain the emission of the
6
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Figure 1.2: This diagram is a P − Ṗ diagram, showing the groupings of various kinds of pulsars based
on their period and period derivatives. In the top right are magnetars, in the bottom left are millisecond
pulsars, and in the center are typical pulsars. Many millisecond pulsars have circles around them to mark
them as a binary pair, which is fairly common due to the fact that accretion from a companion causes a
spin-up process for a pulsar, resulting in fast spin period and period derivative. The “graveyard” marks
the death line for pulsars, which is crossed when a pulsar spins down to the point where it ceases to pulse.
7
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Figure 1.3: This schematic gives a sense of the manner in which an incoming wave front from a pulsar,
which can be approximated as a plane wave, passes through a turbulent sheet of ionized material in the
ISM and is distorted. This distortion is what results in the interference pattern that is recorded by the
telescope (Lorimer & Kramer, 2012).
charged particles to create electromagnetic radiation any longer, and it lapses into a radio emission
quiescence indefinitely, unless “resurrected” by accretion from a companion star, if present.
1.1.4 Observation
Pulsars provide a unique opportunity to examine neutron stars which would otherwise be impossible
to study due to their tiny size. Additionally, the radio emission from pulsars allows for study of the
interstellar medium (ISM) between the pulsars and us. They also enable scientists to use the pulsars
as arms of a galactic scale interferometer to detect gravitational waves. Interestingly, Hewish and
Bell set out to study interplanetary scintillation (i.e. scintillation due to the solar wind) only to
discover pulsars, the perfect tools with which to study interstellar scintillation!
8
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1.2 The Dynamic and Secondary Spectra
The dynamic and secondary spectra are the two primary representations of pulsar data used today.
Another representation, which I will talk briefly about in a later section, is called an autocorrelation
function. It was used before the secondary spectrum analysis, and was developed to look at the
shape and size of scintles in order to understand pulsar signals.
1.2.1 Understanding the Dynamic Spectrum
The dynamic spectrum can be easily understood as an interference pattern between a large number
of incoming radio waves that traveled on different paths from the pulsar to the observer (Kramer,
2001). The dynamic spectrum is a power spectrum representing the electric field intensity from these
interfering waves over time at a range of frequencies. In an ideal system, each ray path represents a
single bundle of rays traveling a similar path over time, which will theoretically contribute a single
2-D sinusoid to the dynamic spectrum. A typical sinusoidal component of the electric field from a
ray path would be of the form
E(t, ν) = A(t, ν)eix(t,ν), (1.1)
where A is the amplitude of a given wave, ν is the frequency, t is time, and x = (ωt + τν). In order
to get from electric field to intensity, one would take the squared modulus of the sum of all electric
field components from all ray paths (Kramer, 2001).
It is called “dynamic” because it displays the fluctuations over time of a the power as
a function of radio frequency and time and has a stochastic nature despite it being statistically
stationary. This is due to pulsar motion, which changes the ray paths mentioned above, making
9
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Figure 1.4: This is a dynamic spectrum taken at 825 MHz. of PSR B0450-18. The image shows the
interference between incoming waves that traveled from the pulsar. The dark and light represent relative
intensities at a specific frequency and time. The dark ellipses are called “scintles,” and are created because
of the distortions mentioned above in Figure 1.3 causing interference between incoming waves. Here, the
scintles are fairly small.
the structure of the spectrum change with time. This can be seen clearly in some spectra as a
combination of large, semi-consistent blobs surrounded by tilted “crisscross” patterns.
A 2D Power Spectrum
The dynamic spectrum is the basic representation of a pulsar’s emission spectrum as recorded by
a telescope. A typical dynamic spectrum is taken over a roughly one hour period, with a certain
bandwidth, usually on the order of 50 MHz. Across this range of frequencies, the strength of the
electric field at a given radio frequency, ν, is recorded and binned in intervals of around 10 seconds.
Each 10 sec integration is then stitched together to construct a pulsar’s dynamic spectrum. A
typical spectrum is shown above in Figure 1.4, taken at a frequency of 825 MHz.
10
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On the right side is a gray scale showing the intensity corresponding to each gray scale
level. The important thing to note is that darker spots correspond to more power and lighter spots
to less power. Typically, the dynamic spectrum intensity is normalized later on since it is the change
in the interference pattern with frequency and time that is important, not its overall mean value.
This spectrum is from pulsar B0450-18, a fairly bright but canonical pulsar. There is
a clear consistency to the shapes shown here, because the bundle of rays from the pulsar to the
observer changes only over weeks to months timescale. Each of the small, dark, elliptical blobs are
called scintles. Scintles are part of a phenomenon called scintillation, found when examining many
scattering events in astrophysics. The study of interplanetary scintillation, mentioned earlier, is
what led to the initial discovery of pulsars. In the dynamic spectrum, scintles represent interference
maxima between incoming radio waves, while the light areas between them are interference minima.
Each scintle has a characteristic size in frequency and time space. These quantities are called
decorrelation time scale, ∆td, and decorrelation bandwidth, ∆νd, corresponding to the amount of
change in frequency and time before the phases shift substantially and there is a minimum.
Relationship between Frequency and Scintles
The scintle size depends heavily on the frequency of observation. As the frequency goes up, the
scintle size does as well. The scaling of scintle size is given by
∆td ∝ ν1 (1.2)
and
∆νd ∝ ν4. (1.3)
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Figure 1.5: This is a dynamic spectrum taken at 825 MHz. of PSR B628-28. Here, the scintles are large
and there are only a handful of them, which differs from Figure 1.4
Here, ν is the frequency, and ∆νd and ∆td are the diffractive bandwidth and timescales mentioned
above, corresponding to the two dimensions of a scintle in a dynamic spectrum. Depending on how
complex our model is, if we are modeling the scattering as occurring in a Kolmogorov spectrum,
the exponents would become 1.2 and 4.4 respectively. For an in-depth discussion of this, see Rickett
(1990). This means that at higher frequencies, typical spectra will often show only a handful of
scintles, shown below in Figure 1.5, while low frequency observations, such as Figure 1.4 above,
contain many scintles. This may seem like a purely aesthetic change, but due to the finite nature
of the sampling rate and the frequency resolution of the telescope, the resulting spectra can change
drastically.
In a way, this acts as a low-pass filter for the data, taking only the lower frequency oscil-
lations into account, which is important for understanding further analysis. At higher frequencies,
the crisscross pattern dominates, since the crisscross scales up with the scintles in the dynamic
spectrum, and our frequency resolution is good enough to resolve the details of that fine structure.
At lower frequencies, the crisscross pattern is smaller than the frequency resolution of the telescope
12
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and the spectrum will be dominated by the longer periods characteristic of the scintles. In partic-
ular, this impacts the secondary spectrum of a given observation, which I will talk more about in
the next section.
What the Dynamic Spectrum Tells Us
The dynamic spectrum gives a qualitative look at a handful of features. First of all, it gives a clear
indication of any radio frequency interference (RFI), which is important to remove before changing
to the secondary spectrum representation of the data. Additionally, it can give an estimate of scintle
size in frequency and time, and it can qualitatively give an idea of the secondary spectrum that
a pulsar will produce based on certain factors such as tilt of the scintles and quantity of scintles.
Without further processing, though, the dynamic spectrum is of limited utility.
1.2.2 The Secondary Spectrum
Relationship to the Dynamic
The secondary spectrum is a 2-dimensional power spectrum, S(fν , ft), of the dynamic spectrum.
Here, the power is a function of axes conjugate to the original time and radio frequency axes. In
order to create a secondary spectrum from the dynamic, we perform a Fourier transform and then
take the absolute modulus squared of the result. For most purposes, it is useful to plot the secondary
spectrum in a logarithmic fashion to make more diffuse features of scattering events visible.
13
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Fourier Transforms
The Fourier transform is a mathematical technique that allows one to decompose a complex, periodic
function into a sum of sinusoids with varying periodicities. This works in any number of dimensions,
and so it is ideal for attempting to understand the composition of a dynamic spectrum, which, as
seen above, appears quasi-periodic in nature.
Through Fourier methods, multiple analyses can be performed using the autocorrelation
function and the secondary spectrum. Figure 1.6 below shows the schematic relationships between
the dynamic spectrum, secondary spectrum, and the autocorrelation function. It is worth noting
that one can get from a dynamic spectrum to a secondary spectrum in one of two ways. The first
is to take the autocorrelation function of the dynamic spectrum, then Fourier transform it to get
the secondary. This means that the autocorrelation function is a Fourier transform pair of the
secondary spectrum. The operation is reversible. The second way, which is what we typically do
today, is to take the Fourier transform of the dynamic directly, then square it. Both approaches are
equivalent, and the equivalence is known as the Wiener-Khinchin theorem. Though one can go back
and forth between the autocorrelation function (ACF) and the secondary spectrum, the dynamic
spectrum is not recoverable, since phase information is lost through the squaring operation and the
autocorrelation process.
What this represents
Using the Fourier transform on the dynamic spectrum treats the complex electric fields at the
telescope’s viewing plane as a set of sinusoids. These sinusoids have a certain periodicity in frequency
and time, often called delay, fν , and fringe frequency, ft. Together, these quantities define a
14
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Figure 1.6: Shown here is the relationship between ACF, dynamic spectrum, and secondary spectrum.
There are two ways to go from the dynamic spectrum to the secondary spectrum. The first is to take
the 2D ACF of the dynamic, in which phase information is lost, then to Fourier transform the ACF. The
secondary spectrum and the ACF are a Fourier transform pair. Alternatively, one can Fourier transform
the dynamic spectrum, and then take the absolute mod squared of it, again losing phase information. Both
are equivalent processes (Rickett, 2006).
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Figure 1.7: After taking the Fourier Transform of Figure 1.4, then taking the absolute modulus squared,
we arrive (with some manipulation) at this secondary spectrum. The scaling of the power is logarithmic
in order to bring out some of the more faint features here. The axes are delay in microseconds and fringe
frequency in mHz. This image displays a number of interesting features including a small halo-like region
of power near the origin, and a large, parabolic arc known as a scintillation arc. On this arc, one can also
see small, inverted arclets, which are common to many pulsars and are a result of high frequency resolution
enabling the telescope to pick up the interference between individual sinusoidal components of the dynamic
spectrum.
coordinate in the secondary spectrum plane.
An example of a secondary spectrum is shown in Figure 1.7. This secondary spectrum
follows directly from the dynamic spectrum shown in Figure 1.4 above, which displays the spectrum
of B0450-18 at 825 MHz. The axes, mentioned above represent time delay on the y-axis, and a
quantity called fringe frequency on the x-axis. Fringe frequency is related to the change in path
length with respect to time of a given ray path that is represented by a path through the ISM. See
Appendix A for a full derivation of how the path length changes with time.
In plotting a dynamic spectrum, the upper and lower half-planes of the image are sym-
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metric but inverted, due to the fact that interfering sinusoids in the dynamic spectrum create two
terms with the opposite sign for both fν and ft (this is an instance of a cos (x1 − x2) instead of
a cos (x2 − x1) term (Kramer, 2001)). Due to this redundancy, the image is typically cut off in
the middle and rotated 90 degrees to be viewed in the manner shown above. Additionally, the
logarithmic scaling can be seen, with the color bar relating the color of a pixel to its decibel value
(logarithmic power level relative to the maximum power in the array).
This spectrum displays a couple of noteworthy features, particularly the prominent parabolic
arc and a less-visible but still present halo of power centered around the origin. Arcs of this nature
had never been seen in pulsar dynamic spectra until Stinebring et al. (2001) established that with
this processing technique many pulsars began to display such structure in their secondary spectra.
Previous work done primarily with the ACF gave no indication of this type of structure, although,
in principle, the two functions contain the same information. The way that the secondary spectrum
distributes power of interest and also the logarithmic display employed leads to the much greater
value of the secondary spectrum representation. The fν axis is proportional to θ
2, whereas the ft
axis is proportional to θ, where theta represents the scattering angle of the ray’s trajectory through
the interstellar medium. This is what results in the parabolic features visible in many spectra. In
reality, the arc-like structures correspond to a linear, bar-like feature on the sky associated with
shallow angle, thin-screen scattering in the ISM. This is a divergence from previous models and
represents a unique tool to explore intermediate scale structure in the ISM. In addition to the
prominent scintillation arcs, as they are now called, a typical secondary spectrum has a halo-like
region of power near the origin. Due to the low-pass filtering effect mentioned in the previous
section, this is often less visible in higher frequency data.
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This halo region represents what we believe to be the primary mode of scattering in the
ISM, namely a random-walk type mechanism as rays pass through a cloud-like region of ionized
material. In early studies of pulsar emission, this was the only visible structure until the frequency
resolution of telescopes was improved enough to resolve the crisscross patterns prominently displayed
in many dynamic spectra that I mentioned previously. I will go into more detail on both of these
in Chapter 2 when I talk about the ISM in more depth. The secondary spectrum and its ability
to display a wide range of the scattering effects which impact incoming rays is unique, providing
an unprecedented lens into the ISM that has not been fully explored. It is through this type of
analysis that I hope to better understand the distribution of material in the local ISM.
N2 Points of Interference
In the secondary spectrum, each point denotes a given wave’s interference with another wave within
the dynamic spectrum. This includes a wave’s interference with itself, which creates a point at the
origin- one for every wave in the dynamic spectrum. Because of this, a secondary spectrum is
heavily populated, with exactly N2 points, where N is the number of unique waves that make up
the dynamic spectrum interference pattern.
This interference can be seen clearly in some secondary spectra, for example in Figure
1.8 below, where Walker et al. (2004) show a simulated secondary spectrum that is composed of
downward facing arcs, also called inverted arclets. Each inverted arclet is the interference of one of
the points in the 1D feature shown along the top with every other point in the feature. This results
in a parabola composed of inverted arclets. From this image it is fairly clear how we transform
from n sinusoidal components to n2 total points in the secondary spectrum.
18
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Figure 1.8: This simulated secondary spectrum is composed of downward facing arcs, also called inverted
arclets. Each inverted arclet is the interference of one of the points in the 1D feature shown along the top
with every other point in the feature. This results in a parabola composed of inverted arclets. From this
image it is fairly clear how we transform from n sinusoidal components to n2 total points in the secondary
spectrum. (Walker et al., 2004)
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1.3 My Approach
Through an analysis of the secondary spectra of a specific set of pulsars, I became interested in
trying to use these spectra along many different lines of sight in order to gain a better understanding
of the prevalence of scintillation arcs. These arcs are noteworthy primarily in the way that they
differ substantially from the standard models of ISM and the distribution of scattering materials,
seeming to imply that there is a high density of sheet-like regions of material in space. These sheets
are thin and fairly coherent, and the scintillation arcs are usually associated with a deflection at
grazing incidence along these sheets. Because of this interest, a colleague and I spent some time
trying to examine a set of pulsars that were fairly strong and nearby to Earth to catalogue the
prevalence of scintillation arcs. This survey, which we called the GBT Scintarc Survey, will be
discussed in Chapter 3, as it was the basis and inspiration for most of my later work. This was one
of the first efforts to categorize the prevalence of these arcs. We were surprised to find that out of
the pulsars we observed, a vast majority showed clear or convincing evidence of scintillation arcs
in their secondary spectra.
From these results, I decided to explore how the arcs differed from the halo-like regions of
power, which we saw in all spectra, including ones which did not have scintillation arcs. Our starting
point for this question was the fully processed set of secondary spectra from the Scintarc Survey.
Due to our inability to accurately and successfully dissect the spectra, we decided to approach this
problem from another direction. By simulating individual mechanisms in the ISM, we believed that
it would be a more approachable problem. By simulating each of the phenomena independently,
it is possible to build up a dynamic spectrum and a secondary spectrum accurately, and thereby




2.1 The ISM in Pulsar Astronomy
In pulsar astrophysics, when someone refers to the ISM, they are typically talking about the ionized
regions of gas in our Galaxy, including HII regions (“H two,” i.e. regions of ionized hydrogen gas)
and the Warm Ionized Interstaller Medium (WIIM), which is much more diffuse than HII regions.
These are regions consisting primarily of atomic hydrogen that has been hit by ionizing radiation,
causing its electron to be ejected. HII regions are typically found around hot stars, while other
ionized regions of gas are from supernova remnants and other related phenomena. This plasma of
ionized hydrogen and free electrons affects the radio wave in several ways, and this thesis primarily
discusses dispersion and scattering. In the measurement of pulsar emissions, dispersion has become
a convenient method to measure the distance to a pulsar, as it is fairly uniformly distributed
throughout the galactic plane. It is quantified by using a metric called Dispersion Measure (DM),
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which measures the column density of free electron scattering along a path that a signal travels.
This measurement can be fairly accurate for pulsars, since scientists have a rough idea of the density
of free electrons throughout the Galaxy. While the resulting distance estimate is rough, the actual
measurements of dispersion measure are extremely accurate. Because of this, pulsars can become
probes into many lines of sight through these hydrogen clouds, helping to map out the overall
structure and distribution of material in the Galaxy in a more quantitative manner.
2.1.1 Dispersion Measure
Dispersion measure has played a key role in using pulsars as a tool to explore the ISM. It describes
the quantity of free electrons on the path through the ISM between a particular pulsar and the de-
tector per unit length. Dispersion Measure has been recorded in the ranges from 0 to 2500 pc/cm
3
.
The definition of DM comes from the way in which we describe the motion of light through a plasma








where ν is the frequency of the light passing through the electron cloud, and νp is the plasma
frequency, the frequency at which the plasma oscillates naturally due to the free electrons being






where ne is the number of electrons per unit area. Using this, the group velocity of light can be
defined as
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The definition of group velocity can then be used to define a dispersive delay, i.e. the amount of time
that a signal is delayed by the dispersive scattering. It is calculated by looking at the difference






















In other words, DM is the column density of electrons on a given line of sight. This quantity is
measurable for all pulsars and can be found by fitting to many different dispersion measure values
until a properly dedispersed signal is recovered. As shown in Equation (2.4), the total time delayed
is inversely proportional to ν2, which gives the outward sweep seen in Figure 2.1. By mapping out
pulsar locations and their dispersion measures, we can gradually start to map out the distribution
of material in the local ISM. This derivation is from the NRAO online Pulsar Course.
To be clear, DM alone provides a certain amount of freedom due to the fact that the
dispersion measures are not deterministic. A DM of 50 pc/cm
3
only tells about the total scattering
material and gives no information about distribution, i.e. whether it is clustered, evenly spread,
or in one huge cloud. This is illustrated in Figure 2.2 where a set of three possibilities for the
distribution of matter are given that could all result in the same DM value.
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Figure 2.1: Here is what a typical set of pulses coming from a strong pulsar would look like. Each row
represents a single pulse, with many subsequent pulses at different frequencies on top of each other. This
shows clearly the relationship between delay and frequency, sweeping outward in a characteristic parabolic
shape. In pulsar timing, this signal would be “dedispersed” to correct for this effect (Lorimer & Kramer,
2012).
Figure 2.2: Here is a schematic of a handful of possible distributions of free electrons along a specific line
of sight. This is to illustrate that though DM gives an distance estimate to a pulsar, it tells nothing about
the specific structures that sum up to give the dispersion measure of a given signal.
24
CHAPTER 2. THE INTERSTELLAR MEDIUM
2.1.2 Scattering
Much of the treatment here follows a discussion by M. Geyer in her Ph.D. Thesis (Oxford, 2017).
My focus on the ISM is primarily concerned with scattering of light as it passes through space.
Scattering is a multi-path propagation effect caused by inhomogeneities in the ionized clouds of
material that photons pass through in the ISM (Rickett 1969; Cordes 1986). The effects of this are
highly frequency dependent, as seen in the section on DM. Frequency dependent scattering leads to
an effect known as pulse broadening, seen in Figure 2.3 below. This curve is an exponential curve
with the form e−t/τ , where
τ ∝ να. (2.6)
In most cases, models estimate−4.4 < α < −4 (Lewandowski et al., 2015), in which -4.4 corresponds
to a Kolmogorov spectrum, discussed below, and -4 corresponds to Gaussian inhomogeneities (Lee
& Jokipii, 1976). At low frequencies, pulsar signals are scattered much more heavily than at high
frequencies, changing the look of the data drastically regardless of which representation you are
looking at.
The foundation for much of the work done in early scattering models was laid out by
Williamson (1972 & 1973). In these papers, Williamson analytically solves for scattering of a
signal in two cases: the thin screen and the continuous medium. Both of these scattering modes
are important due to their ability to explain observed phenomena as well as for their simplicity.
Additionally, both of these are ideas that are extremely relevant to my research.
Thin screen scattering is characterized by the radio waves experiencing an ordered deflec-
tion that is localized to a specific location along the path from the pulsar to the observer. The
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Figure 2.3: Shown above are the pulses from an observed pulsar at a range of frequencies in order to
display the pulse broadening effect that is frequency dependent. At lower frequencies, the scattering is
much more substantial, resulting in wider, noisier pulses (Lorimer & Kramer, 2012)





in the small angle approximation. Here, θ is the angle that the ray leaves the pulsar, and D is the
total distance between pulsar and the screen. This type of deflection corresponds to a parabolic
structure in the secondary spectrum, and an extremely linear feature on the sky, particularly if it
is the primary contributor to the dispersion along a given line of sight. This has been observed in
a large number of pulsars. For example, in pulsar B0834+06, Brisken et al. (2010) reconstructed
the image on the sky using Very Long Baseline Interferometry (VLBI). The image on the sky that
they recreated from a parabolic secondary spectrum is shown in Figure 2.4. Due to the techniques
they used, the points near the origin could not be properly recreated, but the highly linear nature
of the structure is still apparent.
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Figure 2.4: Taken from Brisken et al. (2010), this image displays the VLBI reconstructed image on the
sky from B0834+06. Of particular note is the striking linearity of the feature on the sky, reminiscent of
thin screen scattering in the ISM.
In addition to the thin screen scattering, continuous medium scattering results in very
predictable, Gaussian broadening of the image on the sky and the image in the secondary spectrum.
Because of the random-walk nature of the continuous medium scattering, we expect to see something
of a halo, which grows proportional to the amount of continuous medium scattering present along
a line of sight. This has also been observed and is seen regularly in spectra both with and without
scattering screens present. I will discuss each of these phenomena in much more detail in subsequent
sections.
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2.2 Models of ISM Scattering
Kolmogorov turbulence models (Kolmogorov, A. N. 1941, 1 & 2) have been widely accepted as a rea-
sonable model for the ISM structure for a number of years, with observational evidence supporting
this since the early 1980s, e.g. Armstrong et al. (1981). Additionally, studies of the magnetohy-
drodynamic (MHD) turbulence in an ionized medium have confirmed that this type of spectrum is
expected in the conditions of the ISM (Montgomery et al., 1987).
The fundamental idea is that the ISM has structure on many different, widely varying
length scales with a characteristic scale size for a given medium. In a turbulent medium, the ionized
plasma in this case, these structures would distort the radio wave fronts in a manner consistent with
the scintillation we observe. For the ISM, the length scales have been observationally determined
to range from li = 10
7 cm for the inner length scale, up to an outer length scale of li ≥ 1014 cm
(Spangler & Gwinn 1990; Cordes et al. 1990). This is characteristic of an energy cascade in a fluid
with turbulent flow.
From this, we expect a pulse-broadening effect on pulsar signals, shown above in Figure
2.3, has been observed in many cases and studied extensively (e.g. Gwinn, Bartel & Cordes 1993).
Much of the analysis of these studies has focused on understanding the characteristic bandwidth,
∆ν, and time scale of the diffraction patterns created by the incoming wave fronts that have passed
through this turbulent medium on their path to us. By analyzing the timescale and ∆ν, we are able
to begin to recreate the environment of the ionized regions that dominate the interstellar regions
of our Galaxy. With a secondary spectrum analysis we also believe that we can examine two very
distinct scattering phenomena, as explored further in Chapter 4.
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Independent of other methods of observing pulsar distances, the dispersion measure can
tell us limited information. In conjunction with accurate parallax measurements or some other mode
of distance measure, the path integral for DM mentioned above can be dissected to understand more
definitively how the matter in the ISM is distributed. There is another quantity, called Emission
Measure (EM), which looks at the path integral of the square of the number density for a given line
of sight through the ISM. This measure can give a better idea of the distribution of material on a
given sight line by weighting extreme variations much more heavily. Through this type of analysis
of many lines of sight, it has been possible to characterize distribution of material in large scales
throughout the Galaxy, primarily in the galactic plane, as seen in Cordes et al. (1991).
In this paper, they managed to gather information about many lines of sight allowing
them to successfully fit their data to physically realizable models for the structures that we are
aware of in our Galaxy, namely the more dense central region and the more diffuse outer regions,
dominated by spiral arms. This resulted in a framework for future constraint of pulsar distances,
though the result was somewhat limited to pulsars located away from the galactic center. This is
because observations in that region were limited and difficult to perform with consistency at radio
wavelengths.
Another model constructed through observation was done by Gwinn et al. (1993). Here,
they attempted to look at how the variation of two parameters, namely the temporal and angular
broadening of a signal coming from a pulsar, corresponds to different scattering phenomena. Dif-
ferent scattering phenomena dominate in different regions along the path to the observer, which
makes it possible to figure out where scattering occurred along the path to the observer. They
used 10 well-studied pulsars in order to better constrain the locations of the scattering material
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that was being examined. Their results allowed them to fit models to multiple types of scattering,
particularly screens of material and continuous medium components similar to what I mentioned
above. They concluded that the thin screens had a substantial impact on the incoming signals from
pulsars, and as such constructed their model to account for this type of structure.
Together these attempts to model the ISM present some of the ways in which pulsars
provide useful information through our understanding of the dispersion of their signals. Pulsars
are powerful tools that can motivate new models of the ISM structure. Scintillation arcs in pulsar
secondary spectra provide complementary information and do so in a clearer and more direct
manner.
2.3 Simulation of the ISM
In addition to observationally constrained models, there have been some extremely interesting and
successful modeling attempts heavily tied to simulation such as Yao et al. (2017). With an ever-
growing repertoire of pulsars which astronomers can use to observe new lines of sight through the
ISM, researchers have been able to map out large-scale structures with substantial success, including
several globular clusters, Magellanic clouds, the Gum Nebula, and other high-density regions in the
Galaxy with a high level of accuracy.
The so-called YWM16 model is shown below in Figure 2.5 in which regions in red and
orange are displaying higher electron density. This model was constructed using very accurately
measured distances to 189 pulsars, all of which are believed to have known distances to within a
factor of 10%. This allowed for significant constraint of the locations of the primary regions of
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Figure 2.5: Taken from the Yao et al. (2017) paper, this image shows the simulated results of their model
for ISM free electron distribution. This model takes into account a number of galactic features that were
previously not considered, including the Gum Nebula and a handful of globular clusters. Using this model,
they were able to review previous DM measurements to further constrain distances and locations of things
such as the Lorimer Burst, the first ever FRB (see Lorimer et al. 2007).
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material contributing to the measured DMs of the pulsars used in this study. This work builds on
early models that had smaller pulsar samples that were less well observed and constrained in their
distances and DMs (e.g. Manchester & Taylor 1981; Lyne et al. 1985; and later work by Cordes et
al. 1991; Cordes & Lazio 2002; Cordes & Lazio 2003). In recent years, further studies (Chatterjee
et al., 2009) have revealed flaws in the early model, resulting in a need for corrections. The YWM16
model makes significant changes to fix these issues.
2.4 Two Scattering Components
The models above focus primarily on large-scale structure in the Galaxy, and most of the models
lack the inclusion of the type of structure that could be responsible for scintillation arcs that we
have observed. The theory behind scintillation arcs was examined by Pen and Levin 2012, and Pen
and King 2012. In their analyses, they thought of the scintillation arc phenomenon as a unique
scattering event that could be created without invoking plasma physics arguments as had previously
been used to explain the phenomenon (see Goldreich & Sridhar (1997) and Goldreich & Sridhar
(2006)). Pen and King speculated that rays hitting a screen that had a turbulent, almost corrugated
surface at grazing incidence could actually create the linear features on the sky that are observed,
as noted in Figure 2.4. This solution also presented an explanation to a handful of other scattering
events simultaneously.
Using the model from Pen and King 2012, we can begin to look at secondary spectra in
a more rigorous way. From this, we began to define two components of the scattering, namely
a continuous medium component and a discrete screen scattering. These are well illustrated in
Figure 2.6 and 2.7, taken from Cordes et al. (2016), where the first image shows the coherent,
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Figure 2.6: Here is a set of ray paths from a pulsar (p) to the observer (o) that only experience a deflection
due to a strongly scattering, coherent screen. This is characteristic of parabolic structure in the secondary
spectrum. This deflection is ordered and causes a coherent structure in the secondary spectrum.
ordered scattering off of a scattering screen. The noteworthy thing about the first image is the way
in which the incoming rays are delayed proportional to the angle at which the ray left the pulsar
and subsequently deflected toward the source. This is consistent with scintillation arcs, using the
ideas developed by Pen and King and earlier by Williamson (1972, 1973). In the second image is a
set of random scattered ray paths showing a number of possible ray paths through space that could
be traveled in order to reach the observer through random, cloud-like components of the ISM that
are consistent with rays in Kolmogorov turbulence, described above.
Most recently, Liu et al. (2016) analyzed the geometry of pulsar lensing, in particular
comparing the phenomenon of a grazing incidence deflection to the linear features of light reflecting
across the turbulent surface of a body of water. This paper was particularly formative in my early
work, helping me grasp the concept of scintillation arcs as a distinct scattering event.
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Figure 2.7: Here is a set of ray paths from a pulsar (p) to the observer (o) that only experience deflections
due to continuous, cloud-like component of the ISM. This would be a random effect, causing Gaussian
scatter-broadening of the entire signal in the secondary spectrum.
2.5 How My Work Fits In
This idea of a two-component scattering model of the ISM has been one of the guiding concepts in my
project throughout this year. My goal is to be able to construct secondary spectra as a combination
of two components of scattering in the ISM, namely the scattering screens and the cloud-like
“extended medium,” as we have called it. Through understanding and constructing secondary
spectra as a combination of these two independent phenomena, we hope to better understand
the prevalence of each of these structures in the spectra that we observe from pulsars. Once we
can create and manipulate spectra that display both components of scattering, we hope to find a
basis for understanding how prevalent these scattering screens are compared to continuous medium
components.
All of my efforts are aimed at understanding the results from the GBT Scintarc Survey:
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namely that there is evidence for a large number of screens in the local ISM, and we want to know
exactly how many and how densely populated they are throughout the ISM. Previous studies have
focused on different aspects of pulsar signals with promising results and valuable conclusions, but
no other method of analysis has resolved the arc phenomenon this clearly, which gives secondary
spectrum analysis an edge. I hope to utilize this unique viewpoint to understand more about the
structure of the ISM.
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Green Bank Telescope (GBT)
Scintarc Survey
3.1 Design of the Survey
The GBT Scintarc survey was a survey to analyze secondary spectra of canonical pulsars near our
solar system in order to better gauge the prevalence of sheets of material in the local ISM, mentioned
in Chapter 2. Collection of data on this phenomenon can help to unambiguously determine the
cause and prevalence of these structures in the ISM. To get the best results, these observations were
conducted at multiple frequencies, 342 and 825 MHz, in 2005 with the GBT. Each of the resulting
dynamic spectra were thoroughly processed and treated for noise and other interference and then
Fourier transformed to view the secondary spectrum. From these secondary spectra, we examined
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each pulsar at each frequency to determine whether or not they displayed scintillation arcs. I picked
up this project at a late stage with my research partner Lele Mathis in order to finish processing
the data and prepare a paper for publication.
3.1.1 The Original Proposal
Pulsars were chosen for the survey according to three criteria:
• The pulsars to be observed should be only ones not in range of Arecibo Observatory, but
visible from the Green Bank Telescope (northward of declination −42◦ but not in the range
−2◦ < δ < 38◦, which is Arecibo’s declination range),
• The pulsars should have a 400 MHz. flux (S400) of at least 40 mJy to get usable data. (The
scintillation arcs are often substantially fainter than the Gaussian “halo” region from the
continuous medium component of the ISM and, as such, will not be discernible in the signal
if the signal to noise is too low).
• The pulsars should have a dispersion measure (DM) of less than 50 pc/cm3, meaning they
should be fairly close by.
This left a list of 18 workable pulsars that were observed successfully. These observations
were carried out by Toney Minter and Scott Ransom (NRAO employees) on our behalf. The
observations were conducted in 2005 on the Green Bank Telescope in West Virginia.
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3.1.2 Multiple Observing Frequencies
One of the key things that led to the survey successfully detecting scintillation arcs was the fact
that the observations were done across multiple frequencies. In a number of cases, the strength of
the scintillation arcs was weak enough that it was often difficult to determine whether or not it was
present at all. Additionally, certain extreme cases of arcs where we lack the frequency resolution to
see more heavily delayed portions of the arcs can be ambiguous as to whether or not the arc opens
up or stays as a flame-like spout of power. By having multiple frequencies to cross-check, we were
often able to identify certain spectra as having parabolic features that would otherwise have been
missed.
One such example is shown in Figure 3.1. It displays pulsar B2217+47, in which the lower
frequency observation displays a fairly ambiguous structure that could be arc-like, but is not entirely
convincing. Luckily, with the presence of a second, higher frequency observation, it becomes clear
that the structure that is visible in the low-frequency observation was actually an emerging arc.
Trends like this are commonly found in spectra that we have observed, which is one of the major
reasons we became interested in the project in the first place. Additionally, it is why there were
multiple frequencies observed for each source.
3.1.3 Our Code
Lele Mathis and I were responsible for writing final data clean-up and presentation code for these
observations. The majority of the code written for this was focused on removing radio frequency
interference (RFI) and cleaning up the data to make the structure in the spectra as visible as
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Figure 3.1: A set of two observations: the left hand side was taken at 432 MHz, and the right hand side
was taken at 825 MHz. This is one instance in which it was extremely important to have both frequencies
available. With only the low frequency observation, we could easily have considered this pulsar as not
having a scintillation arc, but when we consider the high frequency observation, it is clear that the arc is
present but blurred in the lower frequency observation.
possible. Gaussian smoothing was applied to most plots after the secondary spectra were created.
This is primarily for visual continuity of the dynamic spectra (there is a fair amount of variation in
the power at a given time integration of the dynamic spectrum, which can make it look striated).
We wrote this code in Python, which was a departure from the use of IDL, the language in which
most of the code in the Oberlin pulsar lab has been written over the last twenty years.
The code is designed to take in a grouping of FITS files, each containing the dynamic
spectrum of a pulsar, with a header containing the information detailing the specific parameters
of that observation (including bandwidth, Nyquist frequency, observing frequency, etc. See FITS
formatting for a full explanation of the header). From here, the code extracts the information from
the headers that we need to properly construct our spectra, then creates a dynamic spectrum by
plotting the data in the FITS file as a power spectrum.
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From the dynamic spectrum we created a function to remove the RFI using a threshold
value, which needed to be tailored to the specific dynamic spectrum. In this function we used the
fact that a dynamic spectrum is proportional to the squared electric field to eliminate any noise that
was negative in value, due to the fact that a real signal would be manifestly positive. Additionally,
we used a threshold value, which corresponded to the number of standard deviations away from the
median of the data at which we would no longer consider a point to be part of the pulsar signal. In
order to find this, we typically would lower a threshold value until the dynamic started losing data
points in the highest scintle maxima, thereby removing any noise that would overpower the actual
scintle data that we cared about.
At this point we didn’t want to change the threshold further, because structures such as
scintillation arcs often arise from the fine features of the dynamic spectrum and could be easily
overwritten. Next, we created the secondary, again taking the Fourier transform of the dynamic
and calculating its squared modulus. The only processing performed on the secondary was to take
the logarithm of the data points and subtract a background, throwing out any data that were less
than 3 dB above the peak in the noise. This was achieved by taking a histogram of the data points
and finding the value corresponding to this offset, then setting all values below this threshold to
the minimum of the color bar.
For a full look at this important function in our code, see Appendix B. It omits most of
the code, focusing on the functions that I described above.
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3.2 The Results
Table 3.1 below displays the results of our analysis where we examined each spectrum after pro-
cessing was completed. For each one, we decided whether or not there were clear or convincing
scintillation arcs present in at least one of the frequencies which we observed at. In particular, we
considered a few main features to determine whether a specific structure qualified as an arc:
• Whether the structure was parabolic in shape, regardless of extent and continuity,
• Whether or not the central region opened up before the Nyquist limit,
• Whether symmetric structure was present on both sides of the origin.
Total Pulsars 18
Number with Usable Data 17
Number Displaying Scintarcs 15
Total Fraction with Arcs 15/17
Table 3.1: This table details the observed pulsar counts compared to the ones with arcs for the GBT
Scintarc Survey.
Our result was a startlingly high, though not entirely surprising, prevalence of scintillation
arcs, especially considering that all of the pulsars observed are near us (see “The Original Proposal”
section for a reminder). The implication of this is that the local ISM has a high density of sheet-like
structures- enough that on an arbitrary line of sight we should be able to observe scattering from
a sheet almost 90% of the time. This began to raise some key questions:
41
CHAPTER 3. GREEN BANK TELESCOPE (GBT) SCINTARC SURVEY
• Do our current ISM models take this into account?
• If not, how prevalent is this structure and on what size scales?
• Can we understand the distinct phenomenon that causes this scattering?
• Can we deconstruct a secondary spectrum to examine it more closely?
Many of these questions were in my mind throughout the last year, motivating the work I have
done. Below are the finalized secondary spectra that we analyzed during this project, shown in
Figures 3.2-3.3, with a few selected pairs of dynamic and secondary spectra that we thought were
particularly interesting shown in Figures 3.4-3.6.
3.3 What this tells us
3.3.1 Prevalence of Sheets
I mentioned that sheets in the local ISM are intercepted by the sight line to one of the pulsars
in this survey around 90% of the time. This is a startling number, and clearly they need to be
accounted for by a realistic model. The models mentioned in Chapter 2 only started acknowledging
this type of structure that was formally understood by Pen & Levin (2014) in the last five years.
These structures are being studied more in recent years, with a paper by Fadeev et al. (2018)
suggesting that they are not only present, but they scatter much more strongly than the continuous
medium component mentioned in Chapter 2. The more sheet-like structures are studied, the more
important they seem to be in ISM models, which makes this work very relevant.
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Figure 3.2: Set 1: This is a set of secondary spectra from 12 pulsars in the GBT Scintarc Survey. They
are labeled on top with the name of the pulsar being displayed. Each plot is either at 825 MHz.. or at
342MHz.
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Figure 3.3: Set 2: This is a set of secondary spectra from 12 pulsars in the GBT Scintarc Survey. They
are labeled on top with the name of the pulsar being displayed. Each plot is either at 342 MHz. or at
825 MHz.
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Figure 3.4: Here is the pair of dynamic and secondary spectra for pulsar B0450+55 and B0450-18 at
825 MHz.. Each secondary spectrum is created directly from the dynamic spectrum above it following the
procedure explained above.
Figure 3.5: Here is the pair of dynamic and secondary spectra for pulsar B0628-28 and B0818-13 at
825 MHz.. Each secondary spectrum is created directly from the dynamic spectrum above it following the
procedure explained above.
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Figure 3.6: Here is the pair of dynamic and secondary spectra for pulsar B1508+55 and B1540-06 at
825 MHz.. Each secondary spectrum is created directly from the dynamic spectrum above it following the
procedure explained above.
3.3.2 Beginnings of a Database
My hope is that not only will this project motivate future work in pulsar scintillation studies, but
it will provide a foundation for future work. These 18 pulsars can be the start of a database that
takes pulsars and tracks the presence of scintillation arcs over time, measuring curvature, which
frequencies they occur at and more. It would be very useful to compile a catalog with many more
pulsars that would enable researchers to study this in a more rigorous way, choosing from a large
number of pulsars that meet specific criteria pertaining to the scintillation arcs.
These well behaved, nearby pulsars that are well studied can be useful to researchers trying
to study other aspects of pulsar astrophysics in addition to helping to solve the issue of sheets of




The focus of my work this year has been on a simulation aimed at accurately exploring the two
types of scattering that were discussed in Chapter 3. By recreating the scattering scenarios as two
independent phenomena, we can adjust the parameters of scattering for each and effectively begin
to understand which features in observed secondary spectra are caused by which phenomenon.
In addition, we hope to have the ability to look at the proportion of scattering material that is
concentrated in sheets of material. To do this, we intend to simulate a set of rays traveling through
space and random walking away from the pulsar through a continuous cloud-like material, with the
presence of one or more screens that scatter coherently and more strongly than the surrounding
cloud-like medium. Figures 2.6 and 2.7 illustrate the two types of scattering.
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4.1 The Approach
In order to simulate pulsar emissions, we want to trace the ray paths of a handful of rays as they
traverse from the pulsar, simulated as a point source, to the observer. By taking this set of random
scattered rays and forcing them to end up at the observer location, one can determine the delays
for each ray and subsequently figure out the dL/dt, the rate at which the length is changing (this
is essentially the value of ω or fringe frequency). With these delay values and ω values, we can
reconstruct the secondary spectrum in the form of interfering ω and τ values in the ω − τ plane.
The interference terms are calculated as described in Chapter 1, namely where we consider every
possible pair of rays and calculate
ωnew = ω1 − ω2 (4.1)
and
τnew = τ1 − τ2. (4.2)
Doing this for all rays results in N2 points, which includes the self-interference terms and the
interference with the origin. This means that all original points remain in the final set, but now we
also have all possible interference terms that would arise in the dynamic spectrum plane.
4.1.1 Random Scatter
Fundamental to our approach are the two unique types of scattering. The idea of tracing each ray
is extremely important for calculating the proper delay and the proper fringe frequency, since we
need to calculate the distance between deflections in order to know the actual delay for a simulated
ray. In order to simulate a random scattering event in the ISM we supposed that we could define
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a random walk distance set at 1/N of the distance from the pulsar to the observer, where N is at
least 10. The number should be large enough such that it should random walk enough times to see
the spread of the rays approach a Gaussian distribution centered upon the straight-line path from
the pulsar to the observer. Computationally, this was achieved by creating N distinct screens, each
located at intervals of D/N along the whole path from pulsar to observer.
Once the screens were established, each ray was launched at a random angle, chosen with
a Gaussian random number generator, with a standard deviation of σ0, the size of the random
scattering component. At each subsequent screen, a random deflection, σ0, is assigned, with the
distance traveled calculated in order to determine the total delay when compared to the straight-line
path. In addition to saving the total delays, we stored the angles that rays arrived at in order to
calculate the ω values. At the end of N deflections, the ray is at some x and y location in space, and
we then forced it to hit the observer. This is done by finding the distance away from the observer
location and splitting that distance over all subsequent deflections to essentially bend it down to
the observer while still maintaining its unique randomness. I will explain this more in the “Forcing
the Ray Paths” section. In a purely random scattered set of rays, we would expect the final result
to appear as a scatter broadened ellipse in the secondary spectrum. An example of this is shown
below in Figure 4.1 from the simulation.
4.1.2 Thin Screen Deflection
In the case of thin screen scattering, the rays were launched out from the pulsar at a given angle,
and subsequently deflected at angles directly related to the location at which it hit the screen. This
represents an ordered deflection in which the incidence angle is directly proportional to the angle
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Figure 4.1: Here is a simulated secondary spectrum in which only random scattering occurred. This
displays the characteristic halo that is expected for a signal with no coherent screen deflection.
that the ray leaves the screen at. This is consistent with the phenomenon that was theorized by
Pen and Levin (2012) and their corrugated, thin sheets of material. In the case of a ray that has
experienced both random scatter and a thin screen, the location at which the ray hits the screen
is still related to the location that it approached the screen at, but there is a jitter to the ray as it
travels on near straight-line paths from the pulsar to the observer. Figure 2.6 shows this clearly.
4.1.3 Forcing the Ray Paths
It is important to note that when launching random ray paths, we had to consider only ray paths
that would actually hit the observer. In order to do this, we assumed that every ray would end
up a distance, d, away from the observer at the end of its trip through an array of screens. Once
we reach the last step, we can find that distance, then divide it by the N screens it had already
crossed, and for the n-th screen add nd/N to each angular deflection at each screen to ensure that
the last step will hit the observer exactly. In effect, this would bend the ray so that it would hit
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Figure 4.2: Here is an example of what a distribution of rays would look like without forcing. This
distribution shows only random scattered rays, showing an outward sweeping shape (as we would expect).
the observer but not lose the random jitter that we expect. Figure 4.2 shows what rays would look
like if we did not force them at all. We believe that this is a valid manipulation because we are
manufacturing the ray path, but we make no requirement of where it will go except that it will
start and end at a specific location (which is what we implicitly do with any rays that we observe).
Our analysis confirms this, with the resulting ω and τ values, which are calculated incrementally as
we trace out each ray, showing a reasonable and realistic distribution. Shown in Figure 4.3 below
is an example set of values for a random scattered set of rays.
4.2 Wavefield Approach
By simulating the data instead of observing it, we were able to create a secondary spectrum differ-
ently from the way that it is usually done. Because each ray was calculated with a specific delay
and ω value, we actually already had all of the information that we needed in order to create any
of our possible spectra in a few short steps. In particular, the creation of this code showed us the
usefulness and value of the wavefield representation, pioneered by Mark Walker in papers such as
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Figure 4.3: Here is an example of a wavefield representation of the data for random scatter only. This
particular wavefield comes from a screen placed at s=0.6, closer to the observer. It shows the ω-τ pairs of
each ray path with no interference terms. It is often easier to spot structure in this representation than in
the secondary spectrum.
Walker & Stinebring (2005).
This representation is similar to a secondary spectrum in the sense that it shows the
various sinusoidal components that make up the dynamic spectrum, but it is extremely easy to
create from the ω and τ values, namely by plotting them as an ordered pair for each ray. This
enables a convenient presentation of the structures that we are considering. In the case of a thin
screen, this representation would merely be a perfect parabola. With random scatter, it would
be a Gaussian halo, similar to what we expect in a secondary spectrum, but with fewer points.
Essentially, the wavefield representation is a simple, clean-cut secondary spectrum. In terms of the
literal composition of it, it differs from the secondary spectrum only in that it does not contain any
of the interference terms that the secondary spectrum has, making it a field of N points instead of
N2 in a secondary.
On top of this, it allows us to avoid a very inconvenient problem that comes with simulated
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Figure 4.4: Here is an example of the fringing effect that occurs when trying to simulate a secondary
spectrum with data that has no noise. The washed-out center and streaky edges substantially hindered
our ability to examine and see structure initially. The wavefield representation was our solution to this
problem.
data. Because we are creating signals that have power localized to an exact location, the transition
is abrupt, creating a fringing effect in a secondary spectrum that is created through a Fourier
transform from a simulated dynamic spectrum. This results in a a strong sidelobe response (a
plus sign in this case of untapered, rectangularly gridded data), shown in Figure 4.4 below. By
performing the calculations with the wavefield approach, we are successfully able to avoid this
problem and still present the same information.
4.3 How to Calculate a Ray
For a given ray, a trajectory is calculated incrementally as each screen is reached. At each screen
(and at the start) a random angle of deflection is calculated along with a coherent deflection, and the
trajectory of the ray is set. These two deflections have associated strengths (Sr and Sc), which are
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set beforehand. In addition to the two deflections (coherent and random), we can set an axial ratio
(AR) for the coherent deflections, σx/σy, which represents the orientation of the coherent screen
that is deflecting the rays, and an angle, ψ, at which the ellipse created by the axial ratio is tilted.
Because the random component is radially symmetric, there is no need to consider a tilt factor.
Based on the two angles that are calculated using the input parameters (θx,y), we geometrically
calculate the total x displacement at the subsequent screen. This relationship for very small angles
is given by
∆x ≈ θx∆z, (4.3)
where θx is the angle above or below the z axis in the x-z plane as measured from the pulsar, ∆x
is the deflection in the x direction, and ∆z is the distance between the screens (a constant in my
simulation). The same relationship is true for y, but the angle deflected from the z-axis in the y-z
plane. The ray path is then calculated from the subsequent x and y locations, representing the
locations in the 3-space at which the incoming ray hits a specific screen. Each screen then gives
a small deflection to the incoming ray based on the input parameters (ψ, AR, Sr, Sc) and sends
it off with a slightly modified trajectory. The incoming angle plus the deflection angle are added
to determine the trajectory as the ray continues to the next screen. In addition to calculating the
displacement in the x and y directions, the total delay of that ray path is summed up over each





at each step. Here, θ is the angle the ray is traveling at and ∆z is the same as above. This
relationship is the small angle approximation of the extra geometric path length of an angled path
when compared to a straight-line path. When we divide this by the speed of light, c, we are left
with a time, which is the delay of a path compared to the straight-line path through space. Because
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there is a delay in both x and y, I calculate the x delay and the y delay separately and add them


























Here, W is the sum of the weighting factors, sn/(1 − sn), over all screens. Vobs is the observer
velocity, λ is the wavelength of observation, and θx,n is the angular trajectory at a given screen.
This result is equivalent to our fringe frequency value in the secondary spectrum. At this point,
we have all of the information about a specific ray that we will need in order to create a wavefield
spectrum out of the data.
In order to transform this into a real secondary spectrum, we need to calculate all inter-
ference terms. This is done by treating each ray as a sinusoid of the form cos [2π(ωt+ τν)]. When
we look at the interference between these terms, we find
I(t, ν) = A21 +A
2
2 + 2A1A2 cos [2π((ω1 − ω2)t+ (τ1 − τ2)ν)], (4.7)
where A1,2, ω1,2, and τ1,2 are the amplitudes, ω values, and τ values of ray 1 and 2, respectively.
These interference terms are calculated for every possible combination of rays, and then plotted
in a new spectrum that has N2 points: the secondary spectrum. From Equation (4.7) above, the
first two terms place a dot at the origin, while the last term creates most of the structure in the
secondary spectrum. Due to the accumulation of points at the origin, the (0,0) coordinate will
always have a very high power compared to the rest of the spectrum, and this is one reason we
need to view this on a logarithmic scale.
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4.4 Four Representations
Through our approach, we generate four ways to visualize the data generated by a given run of the
ray tracing simulation. This is useful, because it allows many ways in which we can understand
and test the data based specifically upon what it is that we are interested in examining.
4.4.1 Ray Tracing Representation
The most basic way to view the data is by using the ray tracing representation. This is a view in
which I plot the literal paths of the rays as they travel from the pulsar to the observer. In order
to simplify what is being viewed, it is typically plotted as a view of the x-z plane or the y-z plane,
even though the paths are in 3-dimensional space when a simulation is being run. The assumption,
though, is that it should show approximately the same thing regardless of which coordinate is chosen.
Additionally, this representation is shown with the axes many orders of magnitude different so that
the deflection angles are greatly exaggerated from how they actually are.
In simulated examples, I consider the pulsar to always be 1 kpc (3300 light years) away
from the observer, which is the total z distance shown. The screens are placed at even intervals
across the entirety of the 1 kpc distance from the pulsar to the observer.
Because this is a 2-D representation of a 3-D space, we can take a slice at a specific location
along the path of the rays. This is particularly interesting when we consider a trial with a ψ angle
and a large axial ratio. Shown in Figure 4.6 is such a cross-section image of the ray tracing image.
This representation is useful for visualizing the image on the sky for our bundle of rays, so that we
can see how points are distributed away from the pulsar in space.
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Figure 4.5: This image shows a typical set of 400 ray paths launched out from the pulsar through a set of
random screens, 50 in this case. Each ray deflects at each screen randomly, and is forced to hit the observer
at the final screen. The distance scale on the y-axis does not matter, because that distance would scale as
the distance between the observer and the pulsar changed.
Figure 4.6: Shown here is the cross-section of a ray tracing plot showing the distribution of points after
passing through a screen with an axial ratio of 15 and a tilt of 30 degrees. This is the equivalent of the
image on the sky for our simulation.
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4.4.2 Dynamic Spectrum
The dynamic spectrum is the representation that would come directly from the measurement of the
power by the telescope if we were observing a pulsar and putting the signal through a spectrometer.
It displays the power at a given frequency and time over a period of about an hour. For our
purposes, we focused on trying to construct the secondary spectrum, which would typically be
derived from the dynamic spectrum, without having to take a Fourier transform of a constructed
dynamic spectrum. This is because we wanted to minimize the computational time to get a result
and, as stated previously, minimize the sidelobe structure of our point-like contributions to the
spectrum.
I detailed much of the method for constructing a dynamic spectrum earlier when I in-
troduced how we calculated a ray. Despite the fact that it is not our primary focus, in some
cases we still want to see the dynamic spectrum. To do this, once we have a calculated τ and ω
value, we once again treat each pair as a 2-D sinusoidal wave in the dynamic spectrum of the form
cos [2π(ωt+ τν) + φ]. Each of these sinusoids is then plotted at the frequency range we are inter-
ested in over about a one hour span. Then, all components are summed. The resulting spectrum
is then squared, because
I(t, ν) ∝ |E(t, ν)|2 (4.8)
where E is the electric field strength, given by the amplitude of the sinusoid. An example of a
constructed dynamic is above below in Figure 4.7. The dynamic spectrum can give a qualitative
look at how realistic the data is, namely through scintle size, which scales as ν−2. This is useful to
help us compare to existing data and understand if our scattering angles are too large or too small
(remember, τ ∝ θ2).
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Figure 4.7: This is an example of a dynamic spectrum created by my simulation. It is composed of 400
interfering sinusoidal waves that have a periodicity in the two-dimensional frequency and time domain. The
dark regions represent interference maxima, and the light colored spots are interference minima. This is
the representation recorded directly by the telescope and spectrometer combination.
In a spectrum with so many rays, it can be difficult to see the interference between indi-
vidual sinusoids. Figure 4.8 is an example dynamic spectrum with only 15 components to give a
clear visualization of how the components interfere with each other to begin creating scintles.
4.4.3 Wavefield Representation
I described this representation in detail above, explaining how it represents the individual electric
field phasors in a compact form sufficient to form later data products. This visualization was one
of the big breakthroughs for our work this year, allowing for a more efficient, seamless transition
from ray tracing to a secondary spectrum. See Figure 4.3 above for an example of a wavefield
representation.
In addition to making our process more efficient, wavefield plots enable a clearer presenta-
tion of the information in the secondary spectrum, namely the amount of random scatter and the
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Figure 4.8: This simulated dynamic spectrum shows only 5 rays in order to give a good idea of how we
the scintles can be created. In a spectrum with many more rays the regularity of the peaks is lost and it
results in a much more dynamic and varied field of scintles.
clarity of an arc that might be hard to see in a secondary spectrum. It also helped us to realize
that even in a random scatter case, we still get the essence of an arc, due to the fact that a given
ray path that goes up and comes back down will approximate the shape that we get in the case
where there is only a screen deflection (a sort of triangle in the ray tracing plot). The difference is
that it will be substantially more diffuse, since the random walk increased delay when compared to
the case without a random component that merely goes out, hits the screen, and deflects down to
the observer.
This idea is illustrated in Figure 4.9 below. As you can see, the random paths have a
natural selection effect imposed upon the rays. Because the observer is located at a single point, we
are considering only rays that leave the pulsar and eventually come back to hit the observer, which
often means they have a curvature fairly close to that of a mid-placed screen. The only difference is
that the random paths have much more noise in them, resulting in increased delays when compared
to the imagined rays in red, which would result from a deflecting screen in the center. Looking at
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Figure 4.9: Shown schematically here is an example of how random rays that are selected can often
approximate the parabolic shape that screens will create, but with substantially more noise. This results
in a wavefield image that has a loosely parabolic envelope on the bottom of the distribution, seen in Figure
4.3.
Figure 4.3, this can be seen in the bowl-shaped lower boundary of the values. Without the wavefield
representation, this would have been substantially more difficult to understand. For that reason
and many more, this representation of simulated data was extremely useful to us.
4.4.4 Secondary Spectrum
I have already explained the secondary spectrum in detail, so this section is primarily to display
some spectra that were created from various conditions in the simulation. This visualization is
what we are interested in understanding through our simulation attempts. Figure 4.10 shows one
of our simulated spectra for 400 rays with random scatter only. As expected, it is dominated by a
halo-like region at the origin, which is characteristic of random scattered rays. The delays of these
rays are extremely large, because we don’t limit the distance a ray can deflect out, as long as it
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Figure 4.10: This secondary spectrum is an example spectrum created by my simulation. It is composed
of 400 random rays, derived from Figure 4.3 and 4.5 in which there is both a screen and random scatter.
comes back to the observer. In a real secondary spectrum, we might only see delays out to around
1 ms. That would result in a spectrum that is completely dominated by the diffuse power at the
origin here. Figure 4.11 shows a different spectrum in which there is a scattering screen. Though
still hidden, the arc structure is beginning to appear out of the diffuse power at the origin.
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Figure 4.11: This secondary spectrum is another example spectrum created by my simulation. It is
composed of 1000 rays that passed through only random scattering material. For a small number of rays
(under 500) it is easy to create substructure due to the secondary having N2 points. Small clusters of only





With the code working, most of my time has been spent testing it and trying to figure out what
it can tell us about the structure of the ISM. My original goal was to understand the distribution
of material as a combination of planar sheets and continuous medium clouds of material, primarily
through analyzing the secondary spectra. I believe that this tool will provide useful insight into
this question, and I will begin my exploration of the results by discussing a few test cases that I
did, then go on to try some more complicated scenarios and discuss what I believe the simulation
tells us.
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(a) 9 mas θrand (b) 18 mas θrand
Figure 5.1: This is a seeded random generated simulation with random deflection angles of 9 mas (panel
a) and 18 mas (panel b). The image on the left displays larger scintles, smaller delay values, and the ray
tracing image deviates a shorter distance from the straight line path than the image on the right as we
would expect. The larger random walk distance would disperse the signals more and result in in higher
delays and ω values.
5.1 Random Walk Only
Our primary interest in a purely random walk scenario is to see the scaling with the random walk
distance. Figure 5.1a below shows a random walk-only simulation with a random deflection angle of
9 mas. Figure 5.1b shows a random walk-only run with a deflection angle of 18 mas. The runs are
seeded, so the plots should look almost exactly the same. I am primarily interested in the scaling
of the axes on each plot and the qualitative changes in the dynamic spectrum in these two cases.
Starting in the ray tracing panel, note the change from panel a to panel b, namely that
the distance that the rays travel out away from the straight-line path scaled by about a factor of
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two. This is expected, since in the small angle approximation, we measure distance as
∆x = θ∆z. (5.1)
This implies that as we scale θ by a factor of 2, we should see the distance from the straight-line
path scale by the same amount. The most noticeable change between these two plots occurs in the
dynamic spectrum. The scintle size on the left panel is substantially larger than the right panel.
This change occurs due to the uncertainty relation between delay and diffractive bandwidth, ∆νd.
The uncertainty relation says
2π∆νdτ ≈ 1 (5.2)
(Gwinn et al., 1993). This means that as the delay, τ , increases, the scintle size will shrink in the
frequency dimension. Since the wavefield representation shows a clear increase in delay (from .2 µs
to .8 µs), the change in the dynamic spectrum is consistent with what we would expect.
As I mentioned, the delay scaled from .2 µs to .8 µs in the wavefield image. This is a
factor of 4 scaling, or 22. Because τ ∝ θ2, this makes sense. ω scales linearly between the plots,
from 10 mHz. to 20 MHz, which also makes sense, since ω ∝ θx. Both of these changes are also
reflected in the secondary spectrum. Overall, the change when omega is doubled is exactly as we
would expect, and the simulation result seems consistent with observed scattering phenomena.
5.2 Screen Deflection Only
In the instance where a signal is propagated through space with no random scattering component
and a single screen, we would expect a 1:1 relationship between the angle at which the ray hit the
screen and the angle at which it was subsequently deflected to hit the observer. This is a test of
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one of the fundamental expectations and underlying assumptions of the simulation, namely that
τ ∝ θ2x + θ2y, (5.3)
and
ω ∝ θx. (5.4)
For the purposes of initial exploration of the simulation, we assumed that we could choose a co-
ordinate system such that the pulsar or observer movement was confined to move only in the x
direction, since the change in path length with respect to time is more complicated if we allow
movement in θy as well. This relationship implies that a coherent screen consistent with the Pen
and Levin (2012) model should create a perfect parabolic structure in the wavefield spectrum if no
other scattering is present. Due to the constraint mentioned above, though, the y deflections would
just introduce noise, since ω depends only on θx. Because of this, the test has to be run with no y
deflections allowed in order to recover the perfect parabola.
This is shown in Figure 5.2. As expected, the code will take a single screen and deflect
the points in such a way that a perfect parabola is recovered. Once again, the secondary spectrum
on the right shows the interference, very similarly to Figure 1.8 above, with a parabola made of
inverted arclets. This result persists no matter where the screen is placed. As long as no random
scatter or noise from the y-coordinate is introduced, we get a perfect parabola, exactly as expected.
5.2.1 Scaling of ω
Due to the manner in which screens are weighted (see Appendix A), we expect that for a pair of
runs in which the screen location is symmetrically placed on either side of the center, we will see
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Figure 5.2: Shown here is a basic test of the simulation: do we see a perfect parabola in a screen-only
deflection? As we had hoped, our mathematical framework appears to be consistent with the expectation.
When we create a run with no random scatter and one screen deflection, we get a perfect parabola in the
wavefield representation.
delay values that are about the same, but ω will scale differently. Specifically, we expect that the ω
values for a screen very close to the pulsar will have much smaller ω values, due to the large screen





weighting that is applied to ω. For our model, si is 0 at the pulsar and 1 at the observer. Our
expectation is that for a screen at s=0.2 compared to a screen at s=0.8 with no random scatter, we








where θ1,2 are the angles of the rays before the screen and after it, and ws is the weighting of a
given screen. Since θ1 is 4 times steeper than θ2 here, and we are interested in a ratio, we can
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(a) s=0.2 screen (b) s=0.8 screen
Figure 5.3: This figure shows the scaling of omega with screen placement. On the left is the wavefield
from a screen at s=0.2, and on the right is the wavefield plot from a screen at s=0.8. Neither of these plots
have any random component in them.








Letting the computer calculate the weights for 50 screens, we find that ω0.2 = 184. Now when we








This works out to give ω0.8 = 585. So, the ratio of the two is ωx/ωy = 3.2. In our actual simulated
data we see just this. Figure 5.3 shows the screen at s=0.2, and the screen at s=0.8. The scaling
is clearly around a factor of 3, seen by looking at the upper bounds of the axes for ω.
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(a) S=0.2 screen plus random walk. (b) S=0.8 screen plus random walk.
Figure 5.4: This is a seeded random generated simulation with screens at s=0.2 and s=0.8. The image
on the left panel has a much more diffuse, poorly formed parabolic structure in the wavefield plot and
the secondary spectrum compared to the right panel. This makes sense, because the random walk can
effectively scramble the coherent deflection that occurs at the screen, and when the screen is further, less
of that information is propagated to the observer.
5.3 One Screen Plus Random Walk
Once I had convinced myself that the two simplest cases (random walk only and screen only) were
working as I expected, it was time to begin exploring further. The next three experiments are all
complicated enough that I don’t try to mathematically derive the expectations, and focus more
on qualitative changes in the plots and whether they match my expectations or not. First, let’s
consider random walk plus a screen located at s=0.2 and then at s=0.8. My expectation was that
for a farther away screen, the coherence of the screen deflection will be lost, resulting in a less clear
parabolic shape to the data.
As expected, the coherent screen deflection became more scattered as the number of
random screens present increased between the coherent deflection and the observer. Due to the fact
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that the screens, as we simulated them, deflect much more strongly than the random component,
the total delays did not change very much (only a few percent). This is a consequence of the fact
that the total delay for a screen-dominated case is proportional to s(1−s) and, hence, is symmetric
about s = 0.5. When we combine the random component and the screen deflection, the minimum
delay that a ray can experience is equal to the screen only deflection angle (a straight line from the
screen to the observer), which is why there is a parabolic envelope on the lower boundary of both
wavefield plots. In the case of a screen at s=0.2, it is very unlikely that a point has experienced
no additional delay in the 40 or so subsequent random deflections, so the lower boundary is much
less clearly delineated. For a screen at s=0.8, though, a large number of the rays are still on or
very close to the lower boundary, which is clearly shown in the wavefield representation. As before,
this difference is reflected in the secondary spectrum, showing clear inverted arclet behavior and
parabolic structure rising out of the noise.
The next thing to consider is what happens when we keep the screen fixed and change the
strength of the random component compared to the screen strength. In both of the plots above,
the strength of the screen is 25 times greater than that of the random scattering. In the case where
the screen is proportionally much larger than the random component, the arcs should be even more
neatly drawn, with very minimal deviations from the parabolic envelope.
Qualitatively, the results of this make sense. As we move the screen further away, we
expect the noise to dominate more. Similarly, as the screen deflects more strongly compared to the
random noise that we put into the simulation, the delay due to the arc stands out more compared
to the delays due to random components.
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(a) S=0.5 with 10x screen strength. (b) S=0.5 with 25x screen strength.
Figure 5.5: This is a seeded random generated simulation with a mid placed screen of 10x and 25x
strength compared to the noise. Here, the y coordinate is turned off to emphasize the effects of the random
component when the screen deflects with different strengths. The image on the right clearly has a larger
variance than the image on the right, as one would expect when the screen strength is increased from 10
times as strong as the random component to 25 times as strong.
5.4 Multiple Screens
One of the main things that we hoped to explore with our code was the ability to create multiple
arcs, which we believed was due to multiple screens. Because of this, the code is able to put multiple
coherent screens into a single image. The physics behind this is not well established, since it is clear
that subsequent screens cause information about screens near the pulsar to be lost. Regardless,
though, there are some interesting results that come from having multiple screens. Figures 5.6 and
5.7 below show a situation in which three screens are present along the path to the observer.
In Figure 5.6, the last of the three screens is the most strongly scattering. This is clear by
the slope of the deflected ray paths that are leaving the screen. On the final wavefield image, there
is a clear parabola, which I believe is almost exactly the parabola that would be mapped out if only
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Figure 5.6: Shown here is a trial with three screens with no random component and the strongest screen
is last. The parabolic shape is still apparent, but it is warped a little bit, maybe due to the other screens
having different parabolas.
Figure 5.7: Shown here is a trial with three screens with no random component and the strongest screen
is in the middle. As in Figure 5.6, the parabolic shape is apparent but slightly warped. Also, it appears
that the strongest screen still dominates even if it is not last. This plot hints at another parabolic arc, but
it is not well-formed here.
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the final screen were present. The effects of the other screens seems to be a broadening on primary
parabola, since the screens far from the observer are weighted so much less heavily than those close
to the observer in the calculation of ω. When I considered the case where the strongest scattering
screen was located at the center instead of closest to the observer, though, the resulting wavefield
figure was quite interesting. Figure 5.7 shows this trial. When looking at the wavefield image, it is
fairly easy to convince yourself that the parabola that is present there is actually broadening out
and might separate into two parabolas at a higher delay and ω value. This type of structure is very
reminiscent of spectra that I have looked at for pulsar B1133+16, in which we see multiple arcs at
higher frequencies. At lower frequencies, though, the arcs are all merged into one broad arc that
has a similar shape to it.
Neither of these figures show the structure I was hoping for, but I think that Figure 5.7 in
particular raises some interesting questions that warrant further investigation. Due to my inability
to create a setup that will result in multiple arcs, I began to think about what would allow for
multiple coherent arc-like structures that didn’t interfere with each other. It seems likely that
implementing something like the ability to have a finite screen that only affects some ray paths
would enable this type of behavior. Despite the inability to place finite screens, though, there is
still a lot to be learned with the simulation.
5.5 Multiple Screens and Random Walk
The last exploration that I will consider is multiple screens but with random scattering this time.
Since the system is far more complex then the single screen and random-only cases, I don’t know
what to expect. With further study, plots such as these may bring insight into the scattering
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(a) 3 Screens with 1x random component. (b) 3 Screens with 2x random component.
Figure 5.8: Shown here are two images with 3 screens and random scatter at varied strengths. On the
left is 1x random scattering and on the right is 2x random scattering. The plots look very similar, but the
right panel has slightly more spread out points if one looks very closely at some of the outlier points and
how they change.
phenomena in the ISM, but as I mentioned above, I will be only looking qualitatively at the results.
Figure 5.8a and 5.8b show the same setup as in the previous section, with the strongest
scattering screen in the center. The left panel shows the image with random scattering introduced,
while the right panel shows double the random scattering. The results look very similar at a glance,
but if you track individual points, you can see that they move and get more spread out when the
scattering is doubled. This result is consistent with what I discussed earlier, namely that increased
scattering results in a more diffuse parabolic structure in the wavefield and secondary spectrum.
In future tests I want to try to look at how the points spread out with random scattering
in order to see if it is possible to prove that there are two parabolas emerging. I suspect that points
that lie on different parabolas would spread out differently as the random scatter is increased,
maybe bounded by different parabolic envelopes.
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5.6 Future Work
My simulation presents a useful and unique tool that can examine and easily manipulate the
conditions of scattering for a pulsar signal. Our method for creating and displaying the spectra
is efficient and flexible and gives a versatile way to view the resulting spectra. In particular, this
comes from the wavefield representation that we utilize. It enables the viewer to see a deconstructed
image of the secondary spectrum that is otherwise not a standard presentation. Frequently, this
displays structure that would otherwise have been ambiguous when looking at a dynamic-secondary
pair. In addition, the simulation allows us to explore many configurations of screens and random
scatter easily.
The simulation is performing well, but we believe that there is room for more adjustable
knobs to be added to enable tweaking of the conditions in more specific ways. Things such as
creating finite screens (as opposed to infinite ones), mentioned above, and a more robust weighting
scheme would be among the first additions. Currently, the way in which we calculate amplitudes
for a given ray is very simple, but we suspect that it is not quite correct, since the secondary
spectra are not the same as many that we see. Many of the structures that the simulation gives us
are reminiscent of things that have been observed in dynamic and secondary spectra many times
before, but there is clearly a slight disconnect. For example, some of the dynamic spectra look
extremely similar to the ones that we observe in terms of the large-scale features, but they lack
the smaller-scale features that we believe are important to reconstructing the whole picture of
scattering. Similarly, we see arcs in the secondary spectra and we also see random scatter, but we
rarely see arcs that stand far above the halo-like region at the origin as we do in most real data.
Though we don’t know exactly why this happens, we have some suspicions.
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We believe that this could be due to the way we produce the random deflections. Since we
are drawing random numbers from a Gaussian distribution, we reproduce only the “Gaussian core”
of the image. As mentioned in the discovery paper for scintillation arcs (Stinebring et al. 2001)
there is a need for low-level “wings” in the image on the sky in order to produce scintillation arcs
that extend far from the origin in the secondary spectrum. In the future, we plan to implement a
Gaussian+wings structure to our random variate generator. This would be in the form of a different,
broader Gaussian which would allow for more substantially delayed signals to be considered outside
of the halo region. Currently, having only the central region gives data that is very tightly clustered
and the arcs are lost.
Many of these problems will be explored more in the future. Now that the basic tool
is built, these early explorations will be fairly straightforward and will hopefully provide insight
into the physics of the ISM. A simulation of this nature has not been constructed as far as we
are aware, which makes this useful for the community. We plan to write up these results for
publication in the refereed literature. A vast majority of my time and energy was spent simply
getting the code working and trying to understand the basic mechanisms at play in order to create
a physically realistic and reasonable simulation. Because of this I have not yet had the opportunity
to fully utilize the tool that I’ve worked to build, and in the coming months I hope to explore it
more. Also, I know that my work will be continued by other students who also hope to understand
pulsars and the ISM in a more complete way. Simulation is an invaluable tool that is only beginning
to show the breadth of its usefulness in this area of study.
Going forward, I hope that my code can provide a base for further exploration of the ISM
and eventually provide an answer to my original question: How is the material in the interstellar
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medium distributed between sheet-like regions and cloud-like continuous medium components? In
this year-long project, I have learned a lot about pulsars, the ISM, and scattering, and I know that
progress has been made toward the question I posed at the beginning of this thesis: exactly how is
the scattering material distributed between us and the pulsar? With this tool in hand – and with
further observations of pulsar secondary spectra, which provide the fundamental observables – we






In order to simulate a secondary spectrum, we needed to understand where the fringe frequency
came from and what it was proportional to. Fringe frequency is related to the manner in which the
phase of the incoming wave fronts changes with time. We get delay, a purely geometric quantity,
from the literal path length that the light travels at a given time. The fringe frequency gives a
sense of the way in which this path length changes with respect to time. In a way, it is telling us
how quickly a given ray’s phase will change, and in turn how its interference pattern will transform
with time. For this, we concluded that it was proportional to dLdt . In the simulation, we converted
this result into the SI units of fringe frequency. An image is shown below to assist in visualizing
how we are deriving change in path length.
For this derivation we start with a setup similar to what is shown in Figure A.1, where
there are two screens separated by a distance (sn+1 − sn)D, where D is the total distance from
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Figure A.1: A rough schematic of how simulation is set up for the dL/dt calculation. To be clear, it is
not to scale, and many features are exaggerated for clarity. The black line from the pulsar to the observer
is the straight-line path that everything is compared to. The red line represents the arbitrary raypath we
are tracking from the pulsar to the observer, through both screens snandsn+1. The ray passes through each
screen at a given x and y location, deflecting from the incident path by a small amount, θdef . Due to lack
of space, I have not labeled the two component angles, θx and θy, measured as the difference in θx and θy
between the incident ray, extended as a dotted line, and the outgoing ray at a given screen.
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the observer to the pulsar. Each screen has a location xn and xn+1 where the photon bundle is
currently passing through it for an arbitrary raypath. Here, we can say that:
L2 = (sn+1 − sn)2D2 + (xn − xn+1)2 + (yn − yn+1)2, (A.1)
where L is the total path length for the ray from screen n to screen n+1. For this derivation, we
are assuming the angular deflections are tiny enough that we can assume that
xn − xn+1 ≈ θxD(sn+1 − sn), (A.2)
and
yn − yn+1 ≈ θyD(sn+1 − sn), (A.3)
where θx is the x deflection angle at the screen, and θy is the y deflection angle at the screen, shown
in Figure A.1. With some simplification, (A.1) can be written as
L ≈ D(sn+1 − sn)
√
1 + θ2x + θ
2
y. (A.4)
By taking the Taylor expansion of the term under the square root for small ε = (θ2x + θ
2
y), we can
find that this then becomes










This will be the basic relationship between path length and the deflection angle at a given
screen. From here, we can define a simple change in position due to the pulsar moving. Again, this
is a very small perturbation compared to the distance to the observer or even the distance between
any two deflection screens. Let’s say
δn = Veff,nt (A.6)
where Veff is the effective velocity, and t is time. Here, we can choose coordinates such that the
pulsar velocity is entirely in the x direction, simplifying the problem substantially. For our purposes,
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where Vo is the observer velocity (Cordes J. M., Private Communication). This yields
x′n = xn + snδn, (A.8)
and,
y′n = yn, (A.9)
where the primed coordinates represent the location that the rays pass through the screen at a
slightly later time t, and sn is the screen location. This approximation works as long as delta is a
very small change, which it is. Plugging this in, we see that
(x′n+1 − x′n)2 + (y′n+1 − y′n)2 = (yn+1 − yn)2 + (xn+1 + sn+1δn+1 − xn − snδn)2. (A.10)
Since δn is very small, we ignore any terms of order δ
2




(x′n+1 − x′n)2 = (xn+1 − xn)2 + 2(xn+1 − xn)(δn+1sn+1 − δnsn) (A.11)
for small delta. This simplifies to







Combining this with Eq. (A.2) and (A.3), we find that







When we consider L’ now, we find that by using Eq. (A.5) and plugging in our approximation from
Eq. (A.13), we arrive at the fact that
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Now that we have L and L’, we can solve for ∆L by subtracting the two equations from each other.













Finally, using Eq. (A.7) we arrive at the final answer that
∆L ≈ (Veff,n+1sn+1 − Veff,nsn)θxt, (A.17)











Using this equation, we are able to find the change in path length with respect to time for an















where N is the number of screens, W is the sum of the weights, sn/(1 − sn), λ is the wavelength,
and θn is the deflection angle at a particular screen. The 2π/λ gets the correct units, telling us the
number of wavelengths that the ray shifts by.
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Dynamic and Secondary Spectrum
Processing Code
In this section there are a couple of selected blocks of code that were used to process Lele’s and my
data from the GBT Survey. Primarily it will be the code mentioned above.
B.1 Dynamic Processing
This segment of code details how we isolated radio frequency interference points in the dynamic
as well as removing illegitimate points that were negative values. The nsig mentioned below was
input via a text file and was already stored as an instance variable of the dynamic object that we
defined.
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def r emove Inte r f e r ence ( s e l f ) :
med=s e l f . median
std=s e l f . s td
#se t s va l u e s ns i g or more standard d e v i a t i on s above
#the median to the median , and va l u e s l e s s than 0 to 0
indexneg = np . where ( s e l f . data < 0 . )
s e l f . data [ indexneg ] = 0 .
indexb ig = np . where ( s e l f . data >= med+( s e l f . n s i g ∗ std ) )
s e l f . data [ indexb ig ] = med
return s e l f . data
This block of code shows the very simple function to transform a dynamic spectrum into
a secondary spectrum. There are other manipulations that can be done, but most other things are
purely cosmetic in nature.
def makeSec (dyn , nrays ) :
s e c = np . f f t . f f t n ( dyn )
sec = np . abso lu t e (np . f f t . f f t s h i f t ( s e c ) )∗∗2
sec = 10∗np . log10 ( sec /np .max( s ec ) )
return s ec
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B.2 Secondary Processing
The main function I mentioned above from our secondary spectrum class is the one used to remove
the background from the spectra. Often, we found that the finer structure was hard to see due to
a low signal to noise ratio, and this could help with that issue.
def removeBackground ( s e l f , nbins =25):
h i s t S e c = np . histogram ( s e l f . data , b ins=nbins )
b i n s i z e = (np .max( s e l f . data)−np .min( s e l f . data ) )// nbins
#where f requency o f occurences i s h i g h e s t
maxindex = np . where ( h i s t S e c [0]==np .max( h i s t S e c [ 0 ] )
xVal = int ( maxindex [ 0 ] ) #po s i t i o n o f peak in no i se
#va lue o f peak in noise , o f f s e t t i n g by 3dB above
xValDb = np .min( s e l f . data)+ b i n s i z e ∗xVal + 4 .
index = np . where ( s e l f . data<xValDb)
i f index !=−1: #i f t he r e are va l u e s l e s s than t h r e s h o l d va lue
#s e t bottom of co l o r t a b l e i n s t ead us ing pco l o r
s e l f . data [ index ] = xValDb
return s e l f . data
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Ray Tracing Simulation Code
This section will not contain the vast majority of the code that I wrote for the simulation due to
the fact that I would prefer to save a handful of trees. I’ll post it and continue to update it on
github at the link below:
https : // github . com/ a j u s s i l a /2 Draytrac ing S imulat ion
The code here will contain selected sections that were discussed above, namely the forcing
of the ray, the calculation of omega, and the calculation of tau.
C.1 Forcing the Ray
Here is the mechanism used to force a ray to hit the observer. Pathx and Pathy are the x and y
positions at which the ray hit the screen, and nscreen is the total number of screens we deflect at.
88
APPENDIX C. RAY TRACING SIMULATION CODE
Each ray has an incremented value added to it in order to actually bend the ray instead of just
shifting it up or down by a certain amount.
# converge on the ob se rve r more nea t l y by s u b t r a c t i n g a
# smal l amount from each s t ep t ha t adds up .
for ray in range ( nrays ) :
# ca l c u l a t e the f r a c t i o n a l change per screen
dispx = ( pathx [ ray , nscreen ] ) / ( nscreen )
dispy = ( pathy [ ray , nscreen ] ) / ( nscreen )
# app ly t ha t change nscr ( screen number ) t imes to each screen .
for s c r in range (1 , nscreen +1):
pathx [ ray , s c r ] = pathx [ ray , s c r ] − ( d ispx ∗( s c r ) )
pathy [ ray , s c r ] = pathy [ ray , s c r ] − ( d ispy ∗( s c r ) )
C.2 Calculating ω
Shown below is the implementation of the ω calculation that was detailed in Chapter 4. This occurs
after the ray is bent, so the theta values have to be updated now that the x and y positions have
changed slightly from the ray being bent to the observer. For each ray, we go and sum the angles
with the proper weightings applied, then we multiply by a constant that gives it the dimensions of
inverse time.
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for ray in range ( nrays ) :
for i in range ( nscreen ) :
# the screen f r a c t i o n a l d i s t ance
s j = f loat ( i )/ f loat ( nscreen )
# the screen we i gh t ing
wj = s j /(1− s j )
# update t h e t a va l u e s f o r the bent ray
thetax [ ray , i ] = ( pathx [ ray , i ]−pathx [ ray , i −1])/ dz
thetay [ ray , i ] = ( pathy [ ray , i ]−pathy [ ray , i −1])/ dz
# add the screen p l u s the we i gh t ing
omega [ ray ] += ( thetax [ ray , i ]∗wj )
# ge t un i t s c o r r e c t f o r omega
#d i v i d e by wave leng th o f .37m
omega [ ray ] = 2∗np . p i ∗omega [ ray ]∗ ve l /( sum weights ∗0 . 37 )
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C.3 Calculating Delay
Shown below is the implementation of the delay calculation that was detailed in Chapter 4. This
occurs after the ray is bent, so the theta values have to be updated now that the x and y positions
have changed slightly from the ray being bent to the observer. This is actually contained inside
the same loop as the ω calculation, though I separated the two calculations in order to make it
clear exactly what is happening for each variable. Each x and y delay is calculated and added in
quadrature at each screen, then summed across the ray.
for ray in range ( nrays ) :
for i in range ( nscreen ) :
# update t h e t a va l u e s f o r the bent ray
thetax [ ray , i ] = ( pathx [ ray , i ]−pathx [ ray , i −1])/ dz
thetay [ ray , i ] = ( pathy [ ray , i ]−pathy [ ray , i −1])/ dz
# ge t s the tau de l ay s r e l a t i v e to to s t r a i g h t−l i n e
# path . ( sma l l ang l e approximation used here ) .
xdelay = ( ( thetax [ ray , i ]∗∗2)∗ dz )/(2∗ (3 e8 ) ) #seconds
ydelay = ( ( thetay [ ray , i ]∗∗2)∗ dz )/(2∗ (3 e8 ) ) #seconds
tau [ ray ] += np . s q r t ( xdelay∗∗2+ydelay ∗∗2)
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