The identi cation problem of a functional coe cient in a parabolic equation is considered. For this purpose an output least squares method is introduced, and estimates of the rate of convergence for the Crank-Nicolson time discretization scheme are proved, when the equation is approximated with the nite element Galerkin method with respect to space variables.
Introduction
In this article we consider the parabolic equation @u(t; x) @t ? r (b(t; x) ru(t; x)) = f(t; x) in (0; T] ; b @u @n @ = g in (0; T] ; u(0; x) = u 0 (x) in ; (1.1) where is a bounded domain in R 2 with smooth boundary @ ; and 0; T] is a xed time interval with T < 1: A direct problem in (1.1) consists of nding the unknown solution u, when we know both functions b and f; but here we are interested in the inverse problem related to this equation: With some information about the solution u; recover the parameter b:
We assume that we have a distributed observation of the solution u and we use the output least squares method to transform the identi cation problem of b into a minimization problem. The aim of this paper is to generalize the analysis for elliptic identi cation problems in 5] to the case of parabolic equation (1.1) . For other works containing estimates of the rate of convergence for parabolic identi cation problems, we refer to 9], 6] and references therein.
The convergence analysis of inverse problems is based on the techniques used for corresponding direct parabolic problems. This kind of calculations can be found, for example, in the books 10], 4], and in the papers 3], 7] and 11]. In our work we have adopted these techniques especially in the proofs of Lemmas 3.3 and 3.4. However, at least we do not know any work, where a method like ours is used in order to obtain estimates for time derivatives in those lemmas.
This paper is organized as follows. In Section 2 we recall some approximation results and inequalities needed in the analysis. In Section 3 we formulate the identi cation problem as an optimal control problem by introducing a cost functional, which is minimized in the computational procedure. This is followed by estimates of the rate of convergence, when the equation (1.1) is discretized in time with the Crank-Nicolson scheme.
Notations and preliminaries
The standard notations for Sobolev spaces and associated norms will be used. We will not include the domain in the spaces and norms, since we assume it always xed. We use ( ; ) to denote the L 2 inner product on and h ; i on @ : We regard C as a generic constant, which may vary in di erent contexts, but is always independent of h: By D t we denote the derivative with respect to time variable t:
In order to de ne the nite element spaces let T h ; 0 < h < 1; be a family of triangulations of : If the boundary of is curved, we use triangles with one edge replaced by a curved segment of the boundary (see 8] for details). We assume that the family T h is regular and quasi-uniform. For xed integers 0 l r; r 1; we de ne a nite element space as S r h;l = n v j v 2 C l?1 ( ); vj T u h = u 0;h for t = 0 ; (3.4) where U h = S r+1 h;k H 1 for k 1; and u 0;h is the interpolant of u 0 in U h : In order to get a totally discrete scheme we must also discretize the time derivative in (3.4 This ends the proof. Now we are ready to give our main theorem: (3.60) Again, multiplying (3.60) with t; summing from 0 to n?1; applying the triangle inequality and using the results from Lemmas 3.4 and 3.5 prove the result.
Next we consider one possibility to remove the observation for D t u: Because this could be done in many ways by using some interpolation strategy of observation z in time direction, we have so far assumed the existence of with an observation error " 2 H ?1 ) and observation error between the time derivatives of u and z is kD t (u?z)k ?1 " 2 8t 2 (0; T); a minimization of a cost functional By choosing v = ' in (3.70) and using the inequalities (2.7) and (2.4) with = 1 2 we obtain k'k 2 1 = (r'; r') + ('; ') = (g; ') 1 
