By using the relationship between orthogonal arrays and decompositions of projection matrices and projection matrix inequalities, we present a method for constructing a class of new orthogonal arrays which have higher percent saturations. As an application of the method, many new mixed-level orthogonal arrays of run sizes 108 and 144 are constructed.
Introduction
An n × m matrix A, having k i columns with p i levels, i = , , . . . , r, m = [] present a method of construction of orthogonal arrays of strength two by using a relationship between orthogonal arrays and decompositions of projection matrices. In the construction of new mixed orthogonal arrays, two goals should be kept in mind, first, we want the orthogonal array to be as close to a saturated main-effect plan as possible so that there will be a large number of factors and second, we want the p i , the number of levels, to be as large as possible so that the design has a high degree of flexibility (see Mandeli [] ). In this paper by using projection matrix inequalities and further exploring the relationship, matrix images of a class of orthogonal arrays can be found. Therefore we construct a class of new orthogonal arrays. If, as in Mandeli [], we still define the percent saturation of an OA L n (p
× %, then the orthogonal arrays constructed in this paper have higher percent saturations.
Basic concepts and main theorems
The following definitions, notations, and results are needed in the sequel.
Definition  A matrix A is said to be an orthogonal projection matrix if it is idempotent (A  = A) and symmetric (A T = A).
Definition  Suppose that an experiment is carried out according to an array A = (a ij ) n×m = (a  , . . . , a m ), and Y = (Y  , . . . , Y n ) T is the experimental data vector. In the analysis of variance S  j , the sum of squares of the jth factor, is defined as 
T ×r and I r be the identity matrix of order r. Then m((r)) = τ r where τ r = I r -P r . The following permutation matrices are very useful: where ⊗ is the usual Kronecker product in the theory of matrices. Sometimes, it is necessary and easy to use the following properties of these two permutation matrices to obtain the orthogonal arrays needed:
and
Lemma  For any permutation matrix S and any array L, m(S(L
Lemma  Let A be an OA of strength , i.e.,
where r j p j = n and S i is a permutation matrix, for i = , . . . , m. The following statements are equivalent. 
Corollary If p is a prime and D(r, m; p) is a p-level difference matrix, then both D(r, m; p)⊕ (p) and (p) ⊕ D(r, m; p) are OAs, and m(D(r, m; p)
Proof From Bose and Bush [], we see that
Theorem  If p is a prime and D(r, m; p) is a p-level difference matrix, then D(r, m; p)
Using the property (ABC)
Because of the orthogonality in each step, the above decomposition of I r ⊗ τ p ⊗ τ q is orthogonal. By Lemma , we have
By Lemmas  and , we see that
It follows from Lemma  that L is an OA.
Some examples
These matrix inequalities in Theorems , , and  are very useful for construction of orthogonal arrays. We illustrate their applications with some examples. We begin with OAs L  (  ) and L  (  ) and their properties:
where T  = I  and
On the other hand, we have
Example  (Construction of orthogonal arrays of run size ) Orthogonally decompose the projection matrix τ  as follows:
where Q = I  ⊗ K(, ). Now we want to find OAs H  , H  and
Let ⊕ be the Kronecker sum (mod ) in ordinary matrix theory and D(, , ) be a difference matrix as follows:
It follows from the corollary of Theorem  that H = L  (  ) = D(, , ) ⊕ () is an OA and m(H)
and Theorem , we have an orthogonal array H  :
By the definition of an OA, there exists a permutation matrix T such that
contains the two columns   ⊗()⊗  and   ⊗(()⊕())⊗  . Deleting these two columns from
Hence we can construct a new OA L  (      ) as follows:
The percent saturation for this OA is .%. Also, similarly constructing of H  and by use of the orthogonal arrays
whose MIs are less than or equal to
On the other hand, by the definition of an OA, any OA of run size  with two factors having two levels can contain the two columns   ⊗()⊗  and   ⊗(()⊕())⊗  through row permutations. For example, there exists OA
, and L  (      ) whose MIs are less than or equal to 
where T  = I  and T  is the above permutation matrix and
By using the properties
, we can orthogonally decompose τ  as follows:
From the L  (  ), we have
Hence, τ  can be further decomposed as
Now we want to find OAs H  and
By 
, which contains two columns () ⊗   and   ⊗ () ⊗   . Deleting these two columns from K  , we obtain an 
Deleting the column () 
