An abdominal aortic aneurysm (AAA) is a permanent focal dilatation of the abdominal aorta of at least 1.5 times its normal diameter. Although the criterion of maximum diameter is still used in clinical practice to decide on a timely intervention, numerical studies have demonstrated the importance of other geometric factors. However, the major drawback of numerical studies is that they must be validated experimentally before clinical implementation. This work presents a new methodology to verify wall stress predicted from the numerical studies against the experimental testing. To this end, four AAA phantoms were manufactured using vacuum casting. The geometry of each phantom was subject to microcomputed tomography (lCT) scanning at zero and three other intraluminal pressures: 80, 100, and 120 mm Hg. A zero-pressure geometry algorithm was used to calculate the wall stress in the phantom, while the numerical wall stress was calculated with a finite-element analysis (FEA) solver based on the actual zero-pressure geometry subjected to 80, 100, and 120 mm Hg intraluminal pressure loading. Results demonstrate the moderate accuracy of this methodology with small relative differences in the average wall stress (1.14%). Additionally, the contribution of geometric factors to the wall stress distribution was statistically analyzed for the four phantoms. The results showed a significant correlation between wall thickness and mean curvature (MC) with wall stress.
Introduction
An abdominal aortic aneurysm (AAA) is a localized dilatation of the abdominal aorta with a high mortality risk when the rupture occurs [1, 2] . The AAA rupture can be prevented either by an open-repair or by a minimally invasive endovascular repair. Currently, the most appropriate method to decide whether to operate or not is related to the diameter of the patient AAA: if it is greater than 55 mm, the rupture risk is high and surgery is recommended [2] . However, the failure rate of this criterion is 10-25% of the cases [3] . In the last decade, several studies have proposed alternative criteria, such as finite-element analysis (FEA) rupture index [4] , based on simulations to predict the AAA rupture more precisely than maximum diameter criterion.
Independently of the criterion and from a mechanical point of view, the rupture occurs when the local stress in the artery wall exceeds the strength of the tissue. Concerning the strength characterization, Vande Geest et al. [5] developed a model to noninvasively assess the AAA wall strength, whereas other studies [6] [7] [8] tested various AAA specimens and determined the ultimate strength of the tissue and/or the stress-stretch curves. Due to difficulties of physical experiments, FEA is employed to calculate the AAA wall stress distribution. Thus, several parameters related to the AAA geometry [9] [10] [11] , the material properties [12, 13] , the inclusion of intraluminal thrombus [14] , and other biomechanical factors [15] [16] [17] have been investigated.
Although FEA is a valuable noninvasive tool, numerical studies must be validated before clinical implementation. Several studies [18] [19] [20] attempted to overcome this issue by creating silicone phantoms to assess the differences between experiments and simulations. These showed that the AAA rupture site was usually at the inflection points and corresponded to the peak stresses predicted by the simulation. Despite the significance of a photoelastic method to measure wall strain [20] , it had drawbacks concerning the difficulties to achieve normal incidence for complex AAA geometries. Additionally, Doyle et al. [21] confirmed that the actual rupture site of a patient's artery matched the region of peak wall stress predicted by the simulations. However, these studies were focused on the validation of the rupture site and, to the best of our knowledge, there is no study that verifies the stress distribution along the entire AAA wall.
The purpose of this work is to propose and apply a methodology for verifying numerically the predicted AAA wall stress against its counterpart obtained from experimental testing. Additionally, the correlation between wall stress distribution and several metrics characteristic of the AAA geometry was analyzed.
Methodology
AAA Phantom Manufacturing. Four AAA phantoms were fabricated using the vacuum casting process with a variable thickness comprised in the range studied by Raghavan et al. [22] . The phantoms were manufactured with two commercially available bicomponent (A:B) polyurethane resins code-named as 7160 and 7190 (SLM Solutions GmbH, L€ ubeck, Germany). The A:B mixing ratios were 100:69 for the 7160 and 100:75 for the 7190. To select the appropriate polymers and mixing ratios, the AAA stress-strain data from Raghavan and Vorp [23] were used. The 7160 represented the soft region of the nonlinear stress-strain curve (strain range: 0.05-0.1); and the 7190 represented the stiffer region (strain range: 0.1-0.15). Various polymers were tested, and the RMS error of the stress/strain slope was measured against the Raghavan and Vorp data. The materials with the lowest RMS errors were selected. For each resin, two copies (a and b) were made. Briefly, the patient-specific AAA geometry was obtained by segmenting CT images acquired at the Allegheny General Hospital (Pittsburgh, PA) using in-house software (AAAVASC, University of Texas at San Antonio, San Antonio, TX) capable of identifying the boundaries of the lumen, inner, and outer wall surfaces [24, 25] . Based on this native geometry, a rigid physical replica was created using an Objet Eden 330 Additive Manufacturing printer (Stratasys, Ltd., Minneapolis, MN), featuring print resolutions of 42, 84, and 16 lm in the X-, Y-, and Z-axis, respectively. The printed artery was used to create an outer mold in silicone defining the external shape of the artery and an inner mold in wax defining its internal geometry. With the wax mold placed inside the silicone mold, the 7160 or 7190 was poured to fill the gap between the inner and outer molds with the help of an MCP 4/01 vacuum casting machine. When the air gap was filled, the vacuum was released and the mold placed in an oven to cure the resin. After 24 h of curing, the oven temperature was increased to melt the inner wax. At the end of the melting process, the silicone mold was opened and the rubberlike artery phantom was removed.
Scanning Process. Each phantom was tested with a SkyScan 1076 microcomputed tomography (lCT) scanner (SkyScan, Kontich, Belgium) that features a 3D spatial resolution down to 9 lm. Before the scanning process and to detect any air leakage, the artery was pressurized with a sphygmomanometer for 4 h with a pressure loss below 1%. Subsequently, the artery was assembled in the scanner. The proximal neck of each AAA model was connected again to the sphygmomanometer, while the iliac artery ends were blocked with two plastic caps to avoid any air leakage. The phantoms were scanned at 0, 80, 100, and 120 mm Hg with a resolution of 35 lm.
The output from the scanning process was a collection of DICOM files representing cross sections of the phantom geometry. Those files were imported to MIMICS 11.0 (Materialise, Leuven, Belgium) for reconstruction. After the segmentation process, the files were prepared in 3-Matic (Materialise, Leuven, Belgium) obtaining 16 STL files.
Numerical Studies. A mesh independence study was carried out with one of the geometries at zero pressure being meshed in ANSYS ICEM v14.0 (ANSYS, Inc., Canonsburg, PA) and imported to ADINA v8.8 (ADINA R&D, Inc., Cambridge, MA) for structural analysis. Simulations with the same conditions (an intraluminal pressure equal to 120 mm Hg) were run for different mesh densities. The mesh refinement was done until the average stress difference between two meshes was negligible (<1%). This analysis indicated the suitability of a 700,000 tetrahedral element mesh (with one-point integration) for this study, and so forth, the 16 STL files were meshed with approximately 700,000 elements using the Octree method [26] . Then, each mesh containing the AAA geometry at zero pressure was imported into ADINA.
The stress-strain relationship of the two resins was mechanically characterized to be used as input in ADINA. To this end, several tensile specimens were created and uniaxially tested using an INSTRON MINI 44 (Instrom Worldwide, Norwood, MA) tensile test machine to obtain force-extension data. The tensile test specimens were designed in accordance with ASTM D412 Type B. Each specimen was subjected to a cross-head speed of 3.4 mm/min until failure with preconditioning of ten cycles to 7.5% of the gauge length to avoid the Mullins effect [27] . The resulting force-extension data were converted to Cauchy stress and strain. Both materials were assumed incompressible and modeled by the hyperelastic and isotropic two-term Mooney-Rivlin constitutive relation [28] expressed by the following equation:
where W is the strain energy, I 1 and I 2 are the first and second invariants of the right Cauchy-Green deformation tensor, C, and C 1 and C 2 are the material constants. The experimental data were fit to this model ( Fig. 1 ), and the model coefficients were derived for each material. The material parameters C 1 and C 2 for the 7160 material are 279.17 and 94.43 kPa, respectively, while for the 7190 material are equal to 44.52 and 624.18 kPa, respectively. The goodness-of-fit (R 2 values) of the mathematical model were 0.9940 and 0.9506, respectively. To define the near incompressibility of the material, the bulk modulus was calculated for each material using the following equation:
where E is the small strain Young's modulus, and is the Poisson's ratio, which is 0.49 for both materials. The proximal and the distal ends were constrained, while the loading condition was established by applying uniform pressures of 80, 100, and 120 mm Hg to the inner surface of the FEA model. To avoid volumetric locking, a mixed u/P formulation was used [29] . The Von Misses stress was the primary outcome of the FEA simulations. Experimental Studies. To obtain the stress distribution on the surface of the phantoms for each intraluminal pressure, a zeropressure geometry iterative algorithm was used. This algorithm, employed in other studies [10, 30] , utilizes the scanned mesh of the pressurized phantom (80, 100, or 120 mm Hg) to make an initial approximation of the zero-pressure state by extrapolating the nodal displacements of the outer wall mesh. Later, this zeropressure mesh is loaded in ADINA to the corresponding pressure, and the resulting inflated geometry is compared to the scanned mesh. If both meshes are dissimilar, a fixed point iterative algorithm is implemented to make incremental corrections to the nodal coordinates and calculate a new zero-pressure mesh. This new mesh is then inflated, and the results are compared again with the scanned mesh. If the error is low relative to a prescribed relative percentage difference, the iteration stops. Otherwise, the point fixed algorithm is again implemented and another zero-pressure mesh is created. The process continues until the error is lower than the prescribed threshold (0.05%). When the iterative process ends, the wall stress distribution is taken from the last FEA simulation. The algorithm is represented schematically in Fig. 2 . A detailed explanation of this algorithm is well documented by Riveros et al. [31] and developed for anisotropic hyperelastic materials.
Statistical Analyses. The influence of different geometric factors on the stress distribution was analyzed with the four models at the pressure of 120 mm Hg. General plate and shell theory indicates that thickness is negatively correlated with stress and that there is dependence between the principal curvatures and stress. Nevertheless, an examination of the influence of the local mean curvature (MC) on AAA wall stress is nonexistent, and such a study is warranted as its outcome may play a significant role in AAA rupture risk assessment. To this end, the relationship between wall thickness, Gaussian curvature (GC), and mean curvature (MC) with the resulting 99th percentile wall stresses were assessed. Wall thickness was calculated using an in-house code in MATLAB (Mathworks, Natick, MA). An open-source code in MATLAB language was used to determine the principal curvatures (k 1 and k 2 ) [32] . MC and GC are derived from the principal curvatures as indicated in the following equations, respectively,
For each phantom, 5000 nodes from the inner and outer wall surfaces were selected, and a correlation analysis was carried out with MINITAB v17 (Minitab, Inc., State College, PA). Simple correlation analyses were performed taking wall stress as a dependent parameter and thickness, MC, and GC as the independent parameters. For each pair, the Pearson's correlation factor and its p value were calculated with a confident level a ¼ 0.05. Nodal stresses were obtained from ADINA (extrapolated from the Gaussian points of the elements), while the geometric parameter evaluated at nodes with XYZ coordinates similar to the ones in ADINA were calculated in MATLAB.
Results
Experimental Verification. Figure 3 shows the wall stress distributions for the "a" specimens for both the numerical and experimental studies from two different viewpoints. The wall stress distribution for the "b" specimens was similar. Table 1 shows the overall difference regarding stress between the numerical and experimental results taking as input the 99th percentile wall stress of the mesh elements (125,000). As observed, the differences between the numerical and experimental studies were negligible: an average difference of 0.26% in the 7160 models and 2.04% in the 7190 models. The maximum difference for the 7160 models was 0.55%, corresponding to the 7160a-P100 (7160 model at a pressure equal to 100 mm Hg) phantom. For this case, the average stress in the numerical study was 72.60 kPa, while for the experimental one it was 72.21 kPa. For the 7190 models, a difference of 2.59% was the maximum and it was found in the 7190b-P120 phantom. In this case, the numerical and experimental average wall stresses were 94.71 kPa and 97.23 kPa, respectively.
Stresses were also compared at the Gaussian points in 30 elements located in stress concentration regions (Fig. 4) ; 15 were placed on the outer surface and 15 on the inner surface. Table 2 shows the stress comparison between the numerical and experimental studies. This comparison was made manually, selecting the peak stress elements for each region. These regions showed greater differences in wall stress: the averages were 5.08% and 5.23% in the 7160 and 7190 models, respectively.
Statistical
Correlations. An additional statistical analysis was made for each of the surfaces (inner and outer). p values and Pearson's correlation coefficients between the independent factors and stress are shown in Table 3 . Graphical results for the 7160a (outer) and 7190b (inner) models are shown in Fig. 5 . The results confirmed that the three parameters influenced the wall stresses. In the outer surface, the wall thickness, MC, and GC appear to be negatively correlated with the stress showing a maximum Pearson's value of À0.594 (7160a), À0.617 (7160b), and À0.370 (7160b), respectively. The average Pearson's correlation coefficients for the thickness, MC, and GC were À0.436, À0.598, and À0.354, respectively. In the inner wall, while the wall thickness appear to be negatively correlated with the stress (average Pearson's correlation of À0.344), the MC exhibits a positive correlation (average Pearson's correlation of 0.358). Figure 6 illustrates the wall stress, MC, and thickness distribution in two regions of the outer surface of the 7190a model. In region #1, five zones have been selected. Zones a and b have a peak stress that corresponds to negative values of MC and low thickness, whereas zone "c," which has low stress values, matches with high positive curvature and a thick wall. Zones "d" and "e" have similar thicknesses, but different mean curvatures. While zone d has positive curvature, zone e has negative curvature yielding a higher wall stress. In region #2, two zones with similar MC were selected. In this case, the wall in zone "f" is thinner than in zone "g," yielding higher wall stresses in zone f. These observations, which were repeated for other regions of the AAA phantoms, were consistent with the results derived from the statistical analyses.
Discussion
This work describes a methodology to experimentally verify numerical simulations of AAA geometries with the manufactured physical phantoms that have an isotropic and hyperelastic behavior. Large human arteries, however, exhibit a more complex biomechanical behavior, such as anisotropy with preferential stiffening in the circumferential direction [33] . In addition, most AAAs of a clinically relevant size have an intraluminal thrombus [34] and calcifications [35] , making the AAA wall locally stiffer in these regions and making the junction between calcification and the fibrous matrix susceptible to failure [36] . Due to the difficulty of replicating this complex mechanical behavior with synthetic materials, we chose to use simple material models for the verification of this methodology to account for tissue behavior at small strains. In this work, the geometry used for the numerical analyses was identical to the one used for the experimental study due to the high spatial resolution of the lCT scanner (35 lm). However, the inclusion of thrombus [37] and the verification of the presented methodology for anisotropic synthetic AAA should be interesting.
Approximately 125,000 data points were used to calculate the average difference between the numerical and experimental studies, which, considering all the loading conditions and material models, was small (1.14%). However, if focusing only on the volume elements located in the stress concentration regions, the average difference is larger (5.16%), with a maximum error of 13.37% in region #9 of phantom 7160a. This difference can be attributed to the manual process when selecting an element from each of the stress concentration regions: the element was not located exactly at the same coordinates as in the physical phantom (about 1.5 mm as a worst-case scenario). This uncertainty together with the fact that the elements are found in regions with high stress gradients introduces uncertainty in the estimation of the average relative difference. Noteworthy is that the stress distributions could be subjected to numerical errors since the inverse technique used in this work was based on the FEM model and, consequently, it is based on its constitutive model, discretization, and solution strategy.
The wall stress at the 30 elements of the four phantoms under the three loading conditions follows a linear relationship with pressure and showed peak stress values of 167.1, 204.6, and 244.9 kPa (Fig. 7) . The slope of the trend line was similar for each phantom and element. This outcome is expected given the hyperelastic behavior (quasi-linear), isotropic, and homogeneous material behaviors. Small changes in intraluminal pressure within a normal range, i.e., from 80 to 120 mmHg, lead to a wall stress variation of 80 kPa. For small strains due to this stress variation, the nonlinear behavior of a hyperelastic material may be considered quasi-linear. Since our materials have a hyperelasticity whose behavior is close to linear, they can be considered appropriate for small strain regions.
The statistical correlations confirm what other researchers found [11, 38] : the large influence that wall thickness has on wall stress. In addition, we found another geometric parameter, the mean curvature, which had a strong correlation with wall stress. Nevertheless, it becomes necessary to perform analyses with additional AAA geometries to confirm this association. The accuracy of the mean surface curvatures is believed to be highly sensitive to the segmentation protocol. In addition, local variations in the mean curvature of arteries with complex surfaces (e.g., with sharp changes in concavity and convexity) may not be accurately detected (and therefore segmented) by standard 3.0 mm CT slices. While these represent limitations of the present work, future improvements in clinical imaging technology and segmentation algorithms are expected to mitigate such shortcomings.
Several in vivo conditions were not considered in this work. One simplification is related to the aortic branches. In various studies [39] [40] [41] , an axial stretch at the inlet and outlet was applied in order to consider the tethering, whereas, in this study, the tethering was simulated by constraining the proximal and distal ends as explained in other studies [42] [43] [44] . Regarding the surrounding tissues, we did not set up any external geometry surrounding the AAA during the pressurization process, although they can have some influence on the native AAA shape [45] . One of the next steps should include the surrounding tissues and the axial stretch to better simulate the tethering, although the implementation would not be trivial.
An additional simplification in this work is related to the stressfree configuration of our model. We scanned the native AAA (i.e., in a loaded configuration) and the phantoms were manufactured. In this work, the loaded geometry was used; however, the unloaded geometry could have been obtained via different methods [31, 46, 22] and used to manufacture the AAA replicas. Subsequently, the same verification methodology could be carried out. Residual stresses are also involved in in vivo AAA tissue, and considering them in the numerical simulations may modify the stress distribution across the thickness [47, 48] . This issue was not considered in this study, as the manufactured AAA replicas are not exposed to residual stresses. Finally, due to the manufacturing process, the AAA phantoms have a variable wall thickness that does not match exactly the patient-specific wall thickness measured from the CT images. This shortcoming does not influence the Fig. 7 Wall stress distribution in the 7190b model for the three pressure loading conditions verification protocol as both numerical and experimental studies were carried out with the AAA phantom geometry obtained from lCT images and, therefore, the wall thickness distribution of the numerical and experimental models is nearly identical.
Conclusion
This work describes a new methodology for the verification of numerical stress analysis using physical tests with AAA phantoms. The geometry was obtained from high-resolution lCT images of a physical phantom previously manufactured via the vacuum casting process. The small differences in Von Mises stress between the numerical and experimental studies demonstrate the accuracy of the methodology. An additional outcome of the work is the statistical significance of both wall thickness and mean curvature on the wall stress, which indicates the importance of these two geometric parameters in predicting the mechanical behavior of patient-specific AAA.
