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Abstract
Despite their significant functional roles, beta-band oscillations are least understood. Synchro-
nization in neuronal networks have attracted much attention in recent years with the main focus
on transition type. Whether one obtains explosive transition or a continuous transition is an im-
portant feature of the neuronal network which can depend on network structure as well as synaptic
types. In this study we consider the effect of synaptic interaction (electrical and chemical) as well
as structural connectivity on synchronization transition in network models of Izhikevich neurons
which spike regularly with beta rhythms. We find a wide range of behavior including continuous
transition, explosive transition, as well as lack of global order. The stronger electrical synapses
are more conducive to synchronization and can even lead to explosive synchronization. The key
network element which determines the order of transition is found to be the clustering coefficient
and not the small world effect, or the existence of hubs in a network. These results are in contrast
to previous results which use phase oscillator models such as the Kuramoto model. Furthermore,
we show that the patterns of synchronization changes when one goes to the gamma band. We
attribute such a change to the change in the refractory period of Izhikevich neurons which changes
significantly with frequency.
Keywords: beta oscillations, synchronization, Izhikevich neuron, synapse, neural network, complex networks,
phase transition
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I. INTRODUCTION
Synchronization is an important collective phenomenon that may emerge in locally in-
teracting physical and biological oscillatory systems [1–4]. Neural tissue of central nervous
system can generate oscillatory activity in various scales from individual neuron firing to
macroscopic oscillations in large neural ensembles [5–9]. Macroscopic rhythmic activity
which is observed in electroencephalography (EEG) recordings, is believed to occur due
to emergence of synchronization in oscillations of constituent neurons. Synchronization of
neural activity has a fundamental role in brain functions such as vision, memory, action,
perception, information transfer, thought and so on [6, 11–16].
Neural oscillations have been documented to cover a broad spectrum of frequencies. These
oscillations are observed widely in every level of central nervous system and are usually
categorized into five frequency bands: delta 0.5 − 3.5 Hz, theta 4− 7 Hz, alpha 8− 12 Hz,
beta 13 − 30 Hz and gamma > 30 Hz [5, 10]. Beta rhythms are associated with normal
wakeful consciousness states and appear when one is alert, attentive or when a person is
engaged in problem solving or decision making. Beta waves are also associated with the
activities of motor cortex [17, 18].
Synchronization in neural population has been in the focus of intense experimental and
theoretical research recently. See [19–26] for a few examples. Although beta-band activi-
ties have a significant role in brain functions, they have attracted less attention than other
frequency bands [17]. This is all the more important as many fundamental functions of the
brain are associated with such oscillations. For example, synchronization transition is an
important issue. From a theoretical point of view, synchronization in a neuronal network
occurs as one increases synaptic strength. How this transition occurs is of fundamental
importance. Generally, the transition can occur either as a continuous transition or a dis-
continuous (explosive) manner. If continuous, a small change can lead to small changes
in systems response; however, if explosive, a small change can lead to dramatic changes
in system’s response. In addition to the type of synaptic interaction, the role of network
topology is of key issue in determining the order of synchronization transition. In this
paper, we intend to investigate the effect of network topology and synaptic type on syn-
chronization phase transition in populations of spiking neurons with none-identical intrinsic
frequencies in beta band. Specifically, we will focus on the order of the emerging phase
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transition for various network structures and different synaptic interactions. It is believed
that normal brain activity requires it to be close to a phase boundary (a critical point)
which consequently provide access to both synchronous and asynchronous oscillations with
small change in the input [27–29]. Hence, it is important to know whether the emerging
synchronization transition is continuous or abrupt.
It is usual to evoke phase oscillators to characterize transition properties of neural oscil-
lations. See [30–36] for some examples. While this choice offers many computational and
analytic advantages, it suffers from some drawbacks. For example, it is not possible to con-
sider a biologically realistic dynamical model as a phase oscillator, since many important
features such as realistic synaptic interaction, are not easily implemented in phase oscillator
models such as the Kuramoto model. Also, the spiking patterns of real neurons with wide
range of frequencies are washed out in phase oscillator models. We therefore propose to
study neuronal dynamics according to the Izhikevich model [37] which is obtained by reduc-
ing some biological aspects of Hodgkin-Huxley (HH) neuron using bifurcation methods [38].
This model is computationally simpler than HH neuron, but is still biologically plausible.
To describe the functional form of synaptic interactions, we use two experimentally doc-
umented synaptic types: electrical synapses or gap junctions and chemical synapses [39–44].
These two types of interactions will appear as distinct expressions for synaptic currents to
be added to the Izhikevich neurons. To describe the structure of synaptic interaction, we
couple neurons via a network. It is well-known that network connectivity can have strong
effects on patterns of collective behavior such as synchronization [45, 46]. It is believed that
key elements such as small-world effect, clustering, and heterogeneity are of fundamental
importance effecting the general collective behavior of a network. We therefore propose
to study various network structures starting with a regular ring with high clustering and
no randomness. We next consider small-world networks which provide a balance between
high clustering and small-world effect. We also consider the more random structures such
as Erdos-Renyi (homogeneous) and scale-free (heterogeneous) networks with low clustering
but dense long-range synapses.
Our main results are as follows: (i) we find that electrical synapses are more conducive
to synchronization than chemical synapses, leading to explosive synchronization in beta
band in random networks. (ii) we find that the effect of clustering is far more important
than small-world effect in determining the order of transition. (iii) we find that patterns of
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TABLE I: Theoretical values of clustering coefficient C and its corresponding measured values for
the four network structures we have used in this study, first and second columns. Similar results
for average path length L are also shown in the third and fourth columns. Note that the theoretical
values for WS network depend on the density of long-range links p and is not available in the given
closed form, see Fig.3(a) for more details. Theoretical calculations are performed by using formulas
in [50]. The size of all networks is N = 1000 and the coordination number is z≃50 except for SF
network where z≃20.
Network Ct Cm Lt Lm
Ring 0.734 0.734 10.5 10.5
WS − 0.730 − 3.83
ER 0.048 0.054 1.77 2.06
SF 0.020 0.026 2.85 2.60
synchronization are distinctly different in beta band from the corresponding transitions in
the high frequency gamma band.
II. METHODS
To construct a neural circuit, we consider N Izhikevich neurons on an arbitrary network
with a specific (symmetric) adjacency matrix A. The electrical activity of each neuron of
this ensemble is described by a set of two ordinary nonlinear coupled differential equations
[37]:
dvi
dt
= 0.04v2i + 5vi + 140− ui + I
DC
i + I
syn
i (1)
dui
dt
= a(bvi − ui) (2)
with the auxiliary after-spike reset:
if vi≥30, then vi → c and ui → ui + d (3)
for i = 1, 2, ..., N . Here vi is the membrane potential and ui is the membrane recovery
variable. When vi reaches its apex (vmax = 30 mV), voltage and recovery variable are reset
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according to Eq.(3). The term (0.04v2i + 5vi + 140) has been chosen so that v has mV unit
and t has ms units [37]. In addition a, b, c and d are four adjustable parameters in this
model. Tuning these parameters, Izhikevich neuron is capable of reproducing about twenty
different intrinsic firing patterns observed in real neurons [47, 48]. In this paper we set
a = 0.02, b = 0.2, c = −65 and d = 8, which corresponds to regular spiking pattern [37, 47].
The term IDCi is an external current which determines intrinsic firing rate of uncoupled
Izhikevich neurons. Regularly spiking Izhikevich neurons exhibits a Hopf bifurcation at
IDC = 3.78 [49]. We choose values of IDCi randomly from a Poisson distribution with mean
value 10. Thus the intrinsic firing rates fi lay in beta band and are different from one neuron
to the other. The term Isyni in Eq.(1) denotes synaptic current received by post-synaptic
neuron i. If the synapse is electrical, the synaptic current is [39, 40]:
I
syn
i =
1
Di
∑
j
gji(vj − vi) (4)
and if the synapse is chemical then [39, 40]:
I
syn
i =
1
Di
∑
j
gji
exp(−
t−tj
τs
)− exp(−
t−tj
τf
)
τs − τf
(V0 − vi) (5)
where Di is in-degree of node i, gji is the strength of synapse from pre-synaptic neuron j to
post-synaptic neuron i. gji = gAji, where g is the electrical conductance of synapse and Aji
is the element of adjacency matrix of the underlying network [50]. Aji = 1 if nodes j and
i are connected and Aji = 0, otherwise. Also in Eq.(5) τs = 1.7 and τf = 0.2 are the slow
and fast synaptic decay constants [39], tj is the instance of last spike of pre-synaptic neuron
j and V0 is the reversal potential of synapse which is equal to zero since we assumed that
all synapses in our circuit are excitatory. We only consider networks which are composed of
one giant cluster, and thus no isolated nodes or clusters exist.
Our main goal is to study the role of various network properties on synchronization pat-
terns that may emerge. The leading network properties we consider are clustering coefficient
(C) and average path length (L). Also, the existence of hubs in heterogeneous networks are
thought to play an important role in synchronization. We consider a regular ring with high
clustering and large average path length (large-world-effect), a slightly random network
which preserves clustering but has small-world effect, as well as two random networks which
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exhibit small clustering but strong small-world effect: a homogeneous Poissonian network
with no hub as well as a heterogeneous scale-free network with hubs. Details of the networks
used and comparison with corresponding theoretical values are summarized in Table I.
We integrate the dynamical equations using fourth-order Runge-Kutta method with a
time step of 0.01 ms in order to obtain vi(t). We typically evolve the entire system for a long
time and make sure that the system has reached a stationary state. We then perform our
measurements and calculations. We obtain the instants of firings of all neurons and then
assign an instantaneous phase to each neuron between each pairs of successive spikes, as in
[51]:
φi(t) = 2pi
t− tmi
tm+1i − t
m
i
(6)
where tmi is the instant of m
th spike of neuron i. We define a global instantaneous order
parameter:
S(t) =
2
N(N − 1)
∑
i 6=j
cos2
(φi(t)− φj(t)
2
)
(7)
where the sum is over all pairs of neurons in the system whether they are connected or
not. The global order parameter S is the long-time-average of S(t) in the stationary state
of the system (S = 〈S(t)〉t) and measures the collective phase synchronization in neuronal
oscillations. S is bounded between 0.5 and 1. If neurons spike out-of-phase, then S≃0.5,
where they spike completely in-phase S≃1 and for states with partial synchrony 0.5 < S < 1.
Synchronization transition is displayed in S − g plots where transition is expected to occur
at a given value of g. We note that we have also calculated the Kuramoto order parameter
and have found identical results as the ones calculated using Eq.(7). The relevant codes
have been shared in public domain at figshare.com.
III. RESULTS
In Fig.1(a) we have plotted the gain function of regularly spiking Izhikevich neuron. Gain
function of a neuron shows the dependence of firing rate on the external stimulating current
[52]. It is seen that the neuron shows type II excitability in this parameter regime and is
capable of generating regular spikes with a broad range of intrinsic frequencies from theta-
band to gamma-band. This range is more diverse than the possible range of firing rates
6
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FIG. 1: (a) Gain function of Izhikevich neuron which shows the dependence of firing rate of an
uncoupled neuron to the external current. (b) Electrical (and (c) Chemical) synaptic current which
an exemplary neuron in a network receives for g = 0.15. In this case the neurons of the network
are unsynchronized. t = 0 indicates the beginning of stationary state.
of HH neuron [53]. Also for an illustration, we have plotted the time dependence of the
electrical and chemical synaptic currents which an exemplary neuron in a network receives
from its neighbors at the beginning of stationary state in Fig.1(b) and 1(c), respectively.
Here g = 0.15 and neurons of the circuit are unsynchronized. We note that the pattern of
electrical synaptic current is very different from that of the chemical synaptic current. For
one thing, it is an order of magnitude stronger (15 vs 0.5). Secondly, they are dispersed and
act more as a pulse as opposed to fluctuating current due to chemical synapses. Thus it is
expected that electrical synapses have more impact on emergence of synchronization in the
system.
Next we focus on synchronization transition in network models. We construct networks
of size N = 1000 and coordination number (average connectivity) z = 50, unless otherwise
stated. Also we set the values of IDCi so that the intrinsic firing rates fi are in beta-band
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FIG. 2: Synchronization diagram of Izhikevich neurons on a regular ring for: (a) circuit with
electrical synapses and (b) circuit with chemical synapses. (c) Raster plots of the system of panel
(a) for four different values of g. (d) Raster plots of the system in (b) for four different values of
g. The mean firing rate is f≃22 Hz here, and t = 0 indicates the beginning of stationary state. t
is measured in units of ms.
and have mean-value f = 〈fi〉≃22 Hz, unless otherwise stated. Synchronization diagrams
for regular ring of Izhikevich neurons with electrical and chemical synaptic interactions are
illustrated in Fig.2(a) and 2(b), respectively. It is observed that the network with electri-
cal synapses exhibits a continuous transition to phase synchronization, while no transition
occurs in the network with chemical synapses. Investigation of raster plots of the system
with electrical synapses (Fig.2(c)) reveals that when synaptic interaction is weak, neurons
spike out-of-phase. Note that the mean firing rate is f≃22 Hz, and therefore each neuron
should fire about seven times in the 300 ms window that is illustrated here. Increasing
g slightly, leads to two neural groups each of which contains neurons that spike partially
coherently but the members of two groups spike anti-phase with respect to each other. See
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g = 0.15 in Fig.2(c). When we increase g, the phases of a number of members in one
group gradually match the phases of the members of the other group. Hence the order
parameter of synchronization increases continuously from S = 0.5 to higher values and the
neural network exhibits a continuous transition to phase synchronization. In case of ring
with chemical synapses, no anti-phase groups form. Since neuronal interactions are local,
increasing synaptic strength, leads to the formation of wave-like pattern in order of neuronal
spikes (Fig.2(d)). Although increasing g enhances local coherence in neuronal oscillations
and each neuron has a small phase lag with adjacent neurons in the circuit, there exists
no global order in the network and S≃0.5, see Fig.2(d). We cannot increase g to arbitrary
large values, as after a certain value (near g≃0.6) neurons start bursting instead of regular
spiking [49]. We therefore conclude that spiking Izhikevich neurons with chemical synapses
with purely local interactions lead to local order without any long-range order necessary for
a phase transition. However, the effect of long-range interaction may change this picture.
To examine this we consider transition to phase synchronization in Watts-Strogatz (WS)
small-world networks [45]. In Fig.3(a) we have plotted the variation of clustering coefficient
C and average distance L when we rewire the previous ring with different probabilities p
and found that for p = 0.01 the resulting network has significant small-world effect and
clustering coefficient, simultaneously. Figs.3(b) and 3(c) show the synchronization diagrams
of Izhikevich neurons with electrical and chemical synapses in WS networks with p = 0.01.
It is seen that the resultant synchronization diagrams are similar to S − g plots of regular
ring except for a different (larger) transition point in circuits with electrical synapses. Inves-
tigation of the raster plots of WS neural networks (not shown) reveals that the underlying
reason for the observed synchronization transitions is exactly the same as the reason ex-
plained for regular ring above. Since our regular ring and WS network have approximately
the same value of C but distinctly different values of L, similarity of the transitions which
they produce indicates that the clustering coefficient (and not the small-world effect) is the
main topological factor that plays an important role in the resulting transitions.
In order to examine the role of clustering coefficient further, we investigate more random
topologies, viz, Erdos-Renyi (ER) network [59] and scale-free (SF) network with small aver-
age path length and negligible clustering coefficient [50]. Both these networks have random
structures with ER being homogeneous and SF being heterogenous exhibiting hubs which
are thought to be to play an important role in synchronization phenomena [54]. Also, both
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FIG. 3: (a) Dependence of clustering coefficient C and average path length L on rewiring probability
p in WS networks with N = 1000 and z = 50. C and L are normalized with C0 and L0 which are
the clustering coefficient and average path length of a regular ring (p = 0), respectively. (b) and
(c) Synchronization diagram of Izhikevich neurons on WS networks with p = 0.01, for electrical
and chemical synaptic interactions. The mean firing rate is f≃22 Hz here.
these networks exhibit small-world effect, while the existence of hubs in SF networks leads
to a relatively smaller L for a fixed z and N . Dependence of order parameter S on coupling
strength g for an ER network of Izhikevich neurons with electrical synapses is illustrated
in Fig.4(a). The network exhibits a first-order or explosive transition to phase synchro-
nization, with a large hysteresis loop, as neurons spike with beta rhythms. Note that the
transition is truly explosive as S jumps directly to its maximum value immediately at the
transition point, indication full synchrony in the network. Explosive synchronization is a
novel phenomenon and has attracted much attention recently. Different mechanisms have
been reported for generation of such type of synchronization transition so far [54–58], and
the key role played by heterogeneity has been in focus in this regard.
Seeking the underlying reason of this explosive transition, we investigate raster plots of
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FIG. 4: Synchronization diagram of Izhikevich neurons on ER network: (a) S − g plot in forward
and backward evolution of the system with electrical synapses. (b) S − g plot for the system with
chemical synapses. (c) Raster plots for the system with electrical synapses in forward direction.
(d) Raster plots of the system with chemical synapses. The mean firing rate is f≃22 Hz and t = 0
indicates the beginning of stationary state. t is measured in units of ms.
this neural circuit for different values of g. Four such raster plots for forward evolution of
the system are shown in Fig.4(c). We find that neurons spike out-of-order initially. As g
is increased slightly, the neurons in the system are organized into two distinct groups in
which members of each group spike almost coherently, as they oscillate anti-phase with the
other group. Further increase of g regulates neuronal phases in each group but the phase lag
between two groups remain robust. Therefore there exists no global phase coherence in the
system and S = 0.5, see g = 0.33 in Fig.4(c). There exists a transition point for which these
two anti-phase groups abruptly join together leading to complete phase coherence. Hence
the order parameter suddenly jumps from S = 0.5 to S = 1, see Fig.4(a) and g = 0.34 in
Fig.4(c).
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When interaction among neurons is mediated via the softer chemical synapses (Fig.4(b)),
anti-phases groups do not form in the neural network. Since the clustering coefficient of
ER network is negligible (C = 0.054 here) and long-range interaction is significant, wave-
like patterns in neuron spikes do not appear. See raster plots in Fig.4(d). The gradual
increase of g subsequently leads to gradual increase in global order in the system leading to
a continuous transition at which global order appear in the system, see Fig.4(d). Further
increase of g leads to increase of S as more and more neurons align their phases. Therefore
Izhikevich neurons with mean firing rate f≃22 Hz produce continuous transition to phase
synchronization when they interact via chemical synapses on an ER network.
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g
0.5
0.6
0.7
0.8
0.9
1
S
f 22 Hz
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FIG. 5: Synchronization diagram of Izhikevich neurons on SF networks with N = 1000, z = 20 and
degree distribution function P (k)∼k−γ with γ = 3. (a) Phase transition diagram for the system
with electrical synapses in forward and backward evolution of the system. (b) Phase transition
diagram for the system with chemical synapses. The mean firing rate is f≃22 Hz.
Next, we ask whether heterogeneity in SF networks can change the picture obtained from
ER networks above. Fig.5 displays synchronization diagrams of Izhikevich neurons on SF
networks. Here we have generated uncorrelated SF networks [60] with coordination number
z = 20 and degree distribution function P (k)∼k−γ with γ = 3. Smaller z is necessary here
in order to give real meaning to heterogeneity needed in our study for SF networks. Note,
that despite using smaller z the network still displays significant small-world effect and small
clustering coefficient, see Table I. S − g plots of Izhikevich neurons with mean firing rate
f≃22 Hz on SF networks with electrical and chemical synapses are illustrated in Fig.5(a)
and Fig.5(b), respectively. Interestingly, it is observed that the resulting synchronization di-
agrams are essentially exactly the same as the results obtained for ER network. We therefore
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conclude that the existence of hubs does not have a significant effect in the synchronization
pattern in the parameter regime we have focused for Izhikevich neurons. Furthermore, the
dramatic change in clustering coefficient of random networks (ER or SF) lead to decidedly
different synchronization pattern when compared to clustered networks such as regular ring
or WS network.
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FIG. 6: Synchronization diagram of Izhikevich neurons with spiking frequencies in the high gamma
band on ER networks: Phase transition diagram for the system with (a) electrical synapses and
(b) chemical synapses. (c) Raster plots for the system with electrical synapses. The mean firing
rate is f≃70 Hz and t = 0 indicates the beginning of stationary state.
When synchronization transition is studied in a population of phase oscillators such as
Kuramoto model, results are independent of the mean value of frequency distribution. There-
fore we can switch to a rotating frame of reference where the mean value of frequencies is
zero [50]. In contrast we found that the resulting synchronization transitions which we ob-
tain in neural circuits depend on the mean frequency of firing. For example, in Fig.6 we
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have illustrated synchronization diagrams and raster plots of Izhikevich neurons with firing
frequencies in high gamma band (f = 〈fi〉≃70 Hz) on ER network. Comparing these results
with plots of Fig.4, it is observed that while neurons oscillate with high gamma rhythms,
electrical synapses lead to a continuous transition to phase synchronization (rather than the
explosive transition in beta frequencies) and chemical synapses do not lead to any synchro-
nization in the system (as opposed to a continuous transition in beta frequencies). Also
investigation of raster plots shows that while neurons fire with high gamma frequencies,
interactions via electrical synapses do not results in anti-phase synchronization. (Compare
Fig.4(c) and Fig.6(c)). This is a curious result that needs further investigation.
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-40
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10 20 30 40 50 60 70 80
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80
re
f 
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FIG. 7: (a) Spike train of an Izhikevich neuron with spiking frequency 22 Hz (solid black curve)
and with frequency 70 Hz (dashed blue curve). The solid green line indicate the threshold of firing
and solid red line is the rest potential. (b) Dependence of refractory period τref of Izhikevich
neuron on spiking frequency. t = 0 indicates the beginning of stationary state.
In order to justify the frequency-dependent behavior of our neural networks, we illustrate
spike trains of an individual Izhikevich neuron for two different values of firing frequencies
f = 22 Hz and f = 70 Hz in Fig.7(a). The horizontal solid green line at -55 mV indicates
the threshold for firing, while the solid red line at -60 mV indicates the resting potential.
One can see that the firing pattern of the two neurons are exactly the same, i.e. the
dynamics above threshold are identical. However, the dynamics below the resting potential
is decidedly different, as the lower frequency beta oscillation takes much longer to reach
resting potential. Note that the hyperpolarization is stronger in the beta regime and the
relative refractory period (time during which the system remains below resting potential) is
clearly longer. This time scale τref which renders the neuron to be relatively unexcitable is
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an important factor. In other words, while changing the frequency of Izhikevich neurons does
not change the time scale of firing, it has a strong influence on the refractory period. This
relative change of the time scales (firing vs. refractory) can provide an explanation for why
anti-phase oscillations (and consequently explosive synchronization) occur in low frequency
regime but not in the high frequency regime. In fact, existence of anti-phase oscillations
have been attributed to separation of time scales in models of epidemic spreading [61]. In
Fig.7(b), we plot the refractory period of Izhikevich neurons as function of frequency in the
beta and gamma regime. One sees that in the Izhikevich neuron, the refractory period can
become considerably long as one lowers the frequency of oscillations. While such a behavior
may be an artifact of the model, one can see that many other neuronal dynamics models
also exhibit similar behavior, i.e. a long time associated with slow increase in potential
at low frequencies. Therefore, one might suspect that anti-phase oscillations and explosive
synchronization might be associated with other generic neuronal models as well.
IV. DISCUSSION
Synchronization transition in a network of oscillators has attracted much attention in
recent years. The Kuramoto model has been used extensively in this regard with important
implications for neural networks. However, it is a very crude approximation to consider
neurons as phase oscillators. In this work we have studied synchronization transition in
network models of biologically plausible neurons. We used Izhikevich neurons in beta fre-
quency range coupled with electrical and chemical synapses on various network structures.
We found that stronger electrical synapses are more conducive to synchronize than chemical
synapses, regardless of network structure. We also found that electrical synapses can lead
to anti-phase synchronization while no such behavior was seen for chemical synapses. As far
as network structure was concerned, we found that the clustering coefficient, and not the
small-world effect, is the key topological factor that determines the order of synchroniza-
tion transition. When we introduced short-cuts into the regular ring, no significant change
in the pattern of transition was observed. However, when random networks with small
clustering coefficient were considered, synchronization patterns were significantly different.
Additionally, heterogeneity in network structure did not play an important role as ER and
SF results were identical. We note that anti-phase synchronization leading to explosive syn-
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chronization transition is a new and interesting mechanism which has not been reported in
the existing literature to the best of our knowledge. The standard mechanisms reported in
the literature for explosive synchronization are associated with heterogeneity and disorder.
The reported results in this work becomes more interesting when we note that explosive
synchronization occurred in the beta band and was not observed in the gamma band, i.e. it
is frequency-dependent and therefore of dynamical origin, as opposed to the more widely-
studied structural underpinnings. We note the fact that beta and gamma rhythms have
different synchronization patterns has been reported before [62]. Such a frequency depen-
dent behavior in synchronization patterns seem important and deserves further investigation
[63].
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