Introduction
With the MagicBook interface, Billinghurst et al. introduced a new kind of handheld AR display, providing the first transitional handheld device and an alternative to HMDs and their limitations [1] . Like Rekimoto's Transvision system [5] , this device unified the visualization and the interaction space in the same device. However, interaction in the MagicBook was limited to navigation with a movement rate control and a switch with which to transition between the real and virtual worlds.
We are extending this work by adding the AR Mask; a fully functional device for multimodal interaction. Unlike current displays, the AR Mask will unify all required elements within a single hardware platform, in an attempt to increase interactivity and usability (see Figure 1 ).
Output Devices
Input Devices Integrated Solution In the next sections, after reviewing related work, we present our new approach. We then propose interaction techniques supported by the AR Mask.
Related Work
Hand-held interface research is now a sizeable field, largely due to the proliferation of powerful PDAs and cellphones, where different work has proposed a spatiallyaware approach [2] or background sensing technology [3] .
The use of such hand-held interfaces for augmented reality has been demonstrated before. Transvision was a handheld 3D tracked interface where a user could select and manipulate 3D objects with a ray-based approach [5] . The most similar work to our own is that of AR Pad -a video-see through handheld screen coupled with a Spaceball device for manipulating 3D objects [4] . Unfortunately, These devices generally require two-hand grasping, limiting the use of bimanual interaction techniques.
In contrast, the AR Mask integrates multiple modalities and does not require two-hand grasping. This leaves the user's second hand free for bimanual interaction or secondary tasks.
Our Approach
We identified three main requirements in the context of multimodal AR interfaces: a large choice of input/output modalities, a closed loop between input and output and awareness of the real world.
Multiple Modalities: We identify five main categories of modalities that need to be supported: visual, aural, speech, motor and haptic. The hardware also needs to provide efficient access to both real and virtual content.
Closed Loop: The cumbersome aspects of using multiple devices can be removed by integrating these elements into a single piece of hardware. The interface thus becomes more transparent, and provides a simple physical 'externalization' of the interface between the real (physical senses) and virtual worlds (task content). Grouping input and out-put modalities in a more closed loop may also improve interaction efficiency.
Real World Awareness: In contrast to a VR device, the main purpose of a mixed-reality device is to preserve contact with the real world context.
With this in mind, our design requirements are:
• proprioperception awareness: the device needs to provide an easy way to interact with real world content, and support natural proprioperceptive vision of the real world.
• collaborative presence awareness: the device needs to support visual and audio cues of collaborators, and to not affect the speech of other users or the hearing of important external sounds.
• collaborative interaction awareness: the device needs to provide feedback of user state during interactions with another user. The device needs to provide feedback when the user is acting in the real world (head not behind the display) or when the user quits the application (and releases the display).
Implementation
Our prototype AR Mask (see Figure 2) is based on the first MagicBook interface. We use off-the-shelf components to enhance portability and simplify software development. A variety of sensors are embedded in the AR Mask. To detect handling by the user we use a pressure sensor mounted within the handle grip. A photosensor in the headset display indicates when the user is actually holding the mask to their face (this approach has been used previously on Sony Glasstron HMDs).
A small joypad and buttons on the handle can be easily manipulated by the hand used to hold the device. A microphone is used to capture audio for speech recognition or communication, and headphones provide audio output.
Interaction Techniques
The AR Mask supports a number of different interaction techniques both on its own or with additional props such as a tracked paddle.
We have implemented some interaction techniques for the standard tasks of selection, manipulation, navigation and system control. Some possible selection strategies are shown in Figure 3 . 
Discussion and Conclusions
We have developed the AR Mask, a new multimodal AR input and display device that supports two-handed interaction. Simple interaction techniques have been proposed and initial user feedback shows that the device could be interesting within specific application areas, such as in museum exhibits. User evaluations will be conducted soon to compare the device with an HMD, and the performance of motor skill coordination.
In the future, we hope to extend our device to support tactile or haptic feedback and ambient sensors for a richer experience with mixed-reality applications.
