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1. Introduction
The purpose of this paper is to study the geometry of a class of transformational statistical
models obtained by the action of a semi-simple Lie group. This class comprises many classical
families of probability, of statistical relevance, like the zero mean multivariable normal model,
the Von Mises–Fisher model on the sphere, the Wishard model on the space of positive definite
matrices and the Hyperboloid model, introduced by Barndorff–Nielsen.
For the construction of a transformational model one starts with a Lie group G and an action of
G on the topological space X , which plays the role of the sample space (see Barndorff–Nielsen,
Blaesild and Eriksen [3]). The action will be denoted by
(g, x) ∈ G × X 7→ g · x ∈ X
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or simply by gx . For each g ∈ G the mapping x 7→ gx is a homeomorphism if the action is
continuous so that g ∈ G can be seen as a homeomorphism of X . The action of G lifts to an
action on the set of probability measures on X : Let µ be a probability measure on the Borel
subsets of X . We denote by gµ the translation of µ under g ∈ G, that is,
gµ(A) = µ(g−1 A)
if A ⊂ X is a Borel subset. This translation satisfies g(hµ) = (gh)µ if g, h ∈ G, that is, there
is an action of G on the set of probabilities on X . Integration with respect to gµ is performed
by the formula∫
X
f (x)(gµ)(d) =
∫
X
f (gx)µ(dx). (1)
The probability measure µ is said to be quasi-invariant provided gµ ∼ µ for all g ∈ G.
The family {gµ : g ∈ G} of probability measures is called a transformational model on X
with base µ. The natural parameter space for this family is the group G. However for many
basic measures on X this parameter space is not the best one because of possible duplications
of parameters. In order to avoid duplications we put
Kµ = {g ∈ G : gµ = µ}.
Then Kµ is a subgroup of G. Moreover, under mild continuity assumptions, Kµ is closed hence
the coset space G/Kµ is a well-defined manifold. The property g(hµ) = (gh)µ implies that
gµ = hµ if and only if g−1h ∈ Kµ so that the family of probability measures is in one-to-one
correspondence with the homogenous space G/Kµ. In the sequel we consider this manifold as
the parameter space of the transformational model {gµ : g ∈ G}.
Given a basic quasi-invariant measure µ let
p(g, x) = d(gµ)
dµ
(x)
be the Radon–Nykodim derivative of gµ with respect to µ. It satisfies the cocycle property
p(gh, x) = p(h, g−1x)p(g, x).
If Kµ is the subgroup fixing µ then for all g ∈ Kµ and h ∈ G, p(g, x) = 1 and p(hg, x) =
p(h, x). This implies that p(g, x) is constant along any coset hKµ, so that it defines a function,
say p˜, in G/Kµ by putting p˜(gKµ, x) = p(g, x). In order to simplify notation, in what follows
we suppress the accent in p˜ and view p as a function in G/Kµ or in G according to the
convenience.
In this paper we are concerned with two geometrical objects related to the transformational
model {gµ}, namely the Fisher information metric and the α-connections. In order that these
objects become well defined it is required that the model satisfies some regularity assumptions.
We refer to Amari [1] for a list of assumptions about a statistical model. In our computations
we assume that the transformational models satisfy these conditions.
Let l = log p. If ξ ∈ G/Kµ, the Fisher information at ξ is the bilinear symmetric form in
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the tangent space Tξ (G/Kµ) defined by
〈v,w〉ξ = Eξ [vl · wl] =
∫
X
vl(ξ, x)wl(ξ, x)(gµ)(dx).
Here v,w ∈ Tξ (G/Kµ), vl and wl are the derivative of l with respect to the G/Kµ-variable
in the direction of v and w respectively, and ξ ∈ G/Kµ and g ∈ G are related by ξ = gKµ.
Equivalently, if v = A(ξ) and w = B(ξ) with A and B vector fields in G/Kµ, the Fisher
information is given by the expectation of a second derivative as
〈v,w〉ξ = −Eξ [AB(vl)].
Since the parameter space G/Kµ factors out the duplications, it follows that 〈· , ·〉 is a Rie-
mannian metric in G/Kµ. We refer to Marques and San Martin [10] for a functional-analytic
definition of the Fisher information metric for transformatinal models, in the spirit of LeCam [9],
through a representation of G.
Let
(0)∇ stand for the Levi-Civita connection of the Fisher information. In [1] theα-connections
were defined as follows: Consider the symmetric tensor (statistical tensor) on G/Kµ,
Tξ (u, v, w) =
∫
X
ul(ξ, x)vl(ξ, x)wl(ξ, x)(gµ)(dx)
where u, v, w ∈ Tξ (G/Kµ). Then if A, B,C are vector fields on G/Kµ the α connection
(α)∇,
α ∈ R, is given by the expression
〈
(α)
∇A B,C〉ξ = 〈
(0)
∇A B,C〉ξ + 12(1− α)Tξ
(
A(ξ), B(ξ),C(ξ)
)
.
Associated with T there is the 21 tensor T˜, which is the difference between the −1 and the
0-connections. It is given explicitly by the formula〈˜
T(A, B),C
〉 = T(A, B,C).
For a transformational model it is not hard to show that the Fisher metric and the α-
connections are invariant with respect to the canonical left action of G on G/Kµ. We prove
this below in Propositions 2.2 and 2.3 respectively. In this paper we take advantage of this
invariance to compute these objects in case G and Kµ form a Riemannian symmetric pair (see
Sections 3 and 5 below for definition and examples). The idea is that the invariance reduces the
computation to the tangent space at just one point of G/Kµ, namely the base point ξ0 = 1 · Kµ
where 1 stands for the identity of G. On the other hand there is a natural representation of
Kµ by linear maps of the tangent space Tξ0(G/Kµ). If this representation is good enough—as
is the case with a symmetric pair—the subspaces of second- and third-order invariant tensors
are 0- or 1-dimensional so that the Riemannian metric 〈· , ·〉ξ0 and the tensor Tξ0 (and hence
〈· , ·〉 and T) are defined up to constant factors. This factor must be computed afterwards for
each specific µ. Apart from this last computation our method takes an indirect route, avoiding
the computation of the integrals appearing in the definitions by an application of the theory of
invariants of a linear group. The main object in this method is the group Kµ and not the specific
probability µ fixed by it.
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2. Transformational models: invariance properties
As before let G be a Lie group and Kµ the subgroup which fixes the basic measure µ of
the transformational model {gµ : g ∈ G}, whose parameter space is the manifold G/Kµ. We
denote by g the Lie algebra of G and by k the Lie algebra of Kµ. The natural action of G
on G/Kµ is defined by (g, hKµ) 7→ (gh)Kµ. We denote this action simply by gξ , g ∈ G,
ξ ∈ G/Kµ, so that the diffeomorphism ξ 7→ gξ , g ∈ G, of G/Kµ is also denoted by g. Any
A ∈ g induces a vector field A˜ on G/Kµ as follows: Let exp A stand for the exponential of A
in G. Then for ξ ∈ G/Kµ,
A˜(ξ) = d
dt
(
exp(t A)(ξ)
)∣∣∣
t=0
.
Since the action of G on G/Kµ is transitive, for any tangent vector v ∈ Tξ (G/Kµ) there exists
A ∈ g such that v = A˜(ξ). The behavior of these vector fields under translations by elements
of G is given by the following formula, which will be used frequently.
(dg)ξ ( A˜(ξ)) =
(
Ad(g)(A)
)∼
(gξ) (2)
where Ad(g) : g→ g, g ∈ G, is the adjoint map.
Let l = log p be the likelihood of the model. Since p is a cocycle, l satisfies the additive
cocycle formula
l(gh, x) = l(h, g−1x)+ l(g, x), g, h ∈ G.
We denote the directional derivative of l at ξ in the direction of v ∈ Tξ (G/Kµ) with vl(ξ, x).
If v = A˜(ξ) this derivative is denoted simply by A˜l(ξ, x). By abuse of notation the first argu-
ment of l is either an element of G or of G/Kµ. This way A˜l(ξ, x) coincides with Al(h, x)
with A considered as a right invariant vector field in G and ξ = hKµ. Explicitly this derivative
is given by
d
dt
l(exp(t A)h, x)
∣∣∣
t=0
.
From the cocycle property we have the following useful formula:
Lemma 2.1. For all h, g ∈ G and A ∈ g,(
Ad(g)(A)
)∼l(gh, gx) = A˜l(h, x). (3)
Proof. By definition the left-hand side of the (3) is
d
dt
l
(
exp(tAd(g)A)gh, gx
)∣∣∣
t=0
.
Using the well-known formula exp(tAd(g)A) = g exp(t A)g−1 and the cocycle property of l,
this derivative becomes
d
dt
(
l(exp(t A)h, x)+ l(gh, gx))∣∣∣
t=0
.
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In this expression the second term is independent of t while the derivative of the first term is
A˜l(h, x) as claimed. ¤
From this lemma we get easily the invariance of the Fisher information metric 〈· , ·〉 under
the G-action:
Proposition 2.2. Let g ∈ G, ξ ∈ G/Kµ and u, v ∈ Tξ (G/Kµ). Then〈
(dg)ξ (u), (dg)ξ (v)
〉
gξ = 〈u, v〉ξ . (4)
Proof. Take A, B ∈ g such that u = A˜(ξ) and v = B˜(ξ). By the translation formula (2)
(dg)ξ (u) is the value of (Ad(g)A)∼ at gξ . The same statement holds with v and B instead of
u and A. Hence by definition of the Fisher information the left-hand side of (4) is∫
X
(
Ad(g)A
)∼l(gξ, x)(Ad(g)B)∼l(gξ, x)(gµ)(dx).
Using the integration formula (1) for gµ and applying the previous lemma with h ∈ G such
that ξ = h · Kµ, this integral becomes∫
X
A˜l(ξ, x)B˜l(ξ, x)µ(dx)
which by definition is 〈u, v〉ξ , showing the invariance of 〈· , ·〉. ¤
Since each g ∈ G is an isometry of the Fisher metric, the Levi-Civita connection (0)∇ is
invariant under g, that is, if X and Y are vector fields then
(0)
∇g∗X g∗Y = g∗
(0)
∇X Y,
where g∗X stands for the translation of X under g: g∗X (ξ) = (dg)g−1ξ (X (g−1ξ)). Equivalently,
if X, Y, Z are vector fields and g ∈ G then
〈
(0)
∇g∗X g∗Y, g∗Z〉 = 〈
(0)
∇X Y, Z〉.
Now the same method as in the proof of the invariance of the Fisher information yields the
invariance of the statistical tensor T, that is, if X, Y, Z are vector fields, then
T(g∗X, g∗Y, g∗Z) = T(X, Y, Z). (5)
Joining this together with the invariance of the 0-connection we get the invariance of the
α-connection for all α. Thus we have
Proposition 2.3. The α-connections are invariant under G, that is, for all g ∈ G and X, Y, Z
vector fields on G/Kµ it holds
〈
(α)
∇g∗X g∗Y, g∗Z〉 = 〈
(α)
∇X Y, Z〉.
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Let ξ0 = 1 · Kµ be the base point in G/Kµ. If k ∈ Kµ then kξ0 = ξ0 so that dkξ0 is a linear
operator of Tξ0 G/Kµ. Due to the chain rule the mapping δ : k 7→ dkξ0 is a representation of
Kµ and its image
d Kµ = {dkξ0 : k ∈ Kµ}
is a group. Since the Fisher metric is invariant under G, each dkµ is an orthogonal mapping
with respect to the inner product 〈· , ·〉ξ0 hence the closure of d Kµ is a compact group of linear
operators. In later sections this representation will play a central role in the computation of the
Fisher metric and the statistical tensors.
We end this section with the remark that the invariance of the Fisher metric can be proved in
a more general setting, namely if we look at it as the metric induced in G/Kµ by an immersion
in a L2-space of an unitary representation of G (see [10] for details).
3. Symmetric spaces
The invariance properties of the transformational model imply in particular that the Fisher
metric 〈· , ·〉ξ0 and the statistical tensor Tξ0 at the tangent space of the base point of G/Kµ are
invariant under the action of Kµ on Tξ0(G/Kµ) given by the representation δ. In some nice cases
this representation is well behaved so that these tensors can nearly be determined by invariance
alone. Later on we exploit this method for the case where G/Kµ is a Riemannian symmetric
space. In this section we describe the main algebraic tools concerning these spaces.
Let g be the Lie algebra of G. In what follows we assume that G is connected and that g is
a real simple Lie algebra, which means that there are no ideals apart from the trivial ones {0}
and g itself. One of the main achievements of the Lie theory is the complete classification of
these Lie algebras (see, e.g., Helgason [6] and Warner [11]). A basic tool in the study of g is
the Cartan decomposition, which we denote by g = k⊕ s. Here k is a subalgebra of g while s
is a subspace satisfying the bracket relations
[k, k] ⊂ k, [k, s] ⊂ s, [s, s] ⊂ k. (6)
In canonical representations of the simple Lie algebras as algebras of matrices k is represented
as a subalgebra of skew-symmetric matrices and s as a subspace of symmetric matrices.
Let K ⊂ G be a Lie subgroup whose Lie algebra is k. It is a closed subgroup and is compact
if and only if the center of G—which by no means is a discrete subgroup—is finite. Apart
from the trivial one dimensional case, any irreducible Riemannian symmetric space is a coset
space G/K , coming from this construction. The pairs (g, k) or (G, K ) are said to be symmetric
pairs. The symmetric pairs are divided into four types I–IV, where the types III and IV are non-
compact symmetric spaces, with type III associated with the real forms of the complex simple
Lie algebras and type IV is associated with the complex simple Lie algebras. Types I and II are
the compact duals of types III and IV respectively. The Lie algebra associated with type I is
simple while the Lie algebra associated with type II decomposes into two simple components.
We note that in case G is non-compact there is just one symmetric pair of Lie groups associated
to the pair (g, k) where g is the Lie algebra of G, whereas there might be different symmetric
pairs of groups associated to a given Lie algebra pair. For instance, the projective space Pn−1
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and the sphere Sn−1 are symmetric spaces given by symmetric pairs of Lie groups with same
Lie algebras.
The tangent space at the origin ξ0 = 1 · K of G/K identifies with s because this subspace
complements the Lie algebra k of K . The identification is given by the isomorphism
A ∈ s 7−→ A˜(ξ0) ∈ Tξ0(G/K ). (7)
Through this identification the representation δ is given by the adjoint representation Ad of K
in s: By the bracket relations (6) [k, s] ⊂ s. This implies that for all X ∈ k, ad(X)(s) ⊂ s where
ad(X) : g→ g is given by ad(X)(Y ) = [X, Y ]. Now, if X ∈ g, then
Ad(exp X) = exp(ad(X))
so that Ad(exp X)(s) = s for all X ∈ k, and this implies that Ad(k)(s) = s for all k ∈ K .
Hence k 7→ Ad(k)|s defines a representation of K in s. The isomorphism (7) identifies this
representation with δ.
The standard Riemannian metric (· , ·) in G/K is defined as follows: At Tξ0(G/K ) ≈ s it is
given by the expression
(A, B)ξ0 = tr
(
ad(A)ad(B)
)
.
If g is a simple algebra of matrices this inner product is a constant multiple of the bilinear form
tr(AB). Once (· , ·)ξ0 is defined, the Riemannian metric at other points of G/K is obtained by
translation from ξ0 via the G-action.
In the study of the symmetric spaces a crucial role is played by a maximal abelian subalgebra
a ⊂ s. Usually in a representation of g as an algebra of matrices a is given by a subalgebra
of diagonal matrices. A property of a is that for every X ∈ s there exists a k ∈ K such that
Ad(k)X ∈ a. This is a generalization of the well-known fact that every symmetric matrix is
diagonalizable, that is, is conjugate to a real diagonal matrix.
Associated with the symmetric pairs of Lie algebras are the Weyl groups, which are the
classifying objects for the pairs. For the definition of the Weyl group of (g, k) let M∗ stand for
the normalizer of a in K :
M∗ = {k ∈ K : Ad(k)a = a},
and M for the centralizer of a in K :
M = {k ∈ K : Ad(k)H = H for all H ∈ a}.
Then M is a normal subgroup of M∗ and W = M∗/M is a finite group, known as the Weyl
group of the pair (g, k) (see [6, 11]). The group M∗ acts on a by restriction of the adjoint
representation. Since M acts by the identity only, the action of M∗ factors through an action
of W , turning the Weyl group into a group of linear maps of a. As is well known, W viewed
as a linear group is generated by reflections through hyperplanes of a. The Weyl groups are
classified into four classes Al , Bl , Cl and Dl which are associated with classical Lie algebras,
that is, algebras of matrices which show up in nature, and five exceptional ones G2, F4, E6,
E7 and E8 (see, e.g., [4, 7, 11]). In the classification the Weyl groups are distinguished by their
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Dynkin diagrams. In the sequel we need only the diagram for the class Al , which we reproduce
here:
e e · · · e e
4. Fisher information
We shall find here the Fisher information of a transformational model parameterized by a
symmetric space G/K , with G a simple group. In our approach here we refer to the parameter
space only and not to the basic measureµ giving rise to the model. Because of this the metric is
computed only up to a constant. We postpone to a later section the computation of this constant
for some specific models.
We rely in the following two facts from the representation theory of compact groups:
– Let U be a compact group of linear maps of the finite-dimensional real vector space V .
Then there exists a U -invariant inner product (· , ·) in V , that is, such that every k ∈ U is an
isometry
(kv, kw) = (v,w)
for all v,w ∈ V . Moreover suppose that U is irreducible in V in the sense that the only
invariant subspaces under U are the trivial ones {0} and V . Let (· , ·)′ be another U -invariant
inner product. Then
(· , ·)′ = c2(· , ·)
for some 0 6= c ∈ R.
– Let (G, K ) be a symmetric pair and consider the adjoint representation Ad of K on s. If
G is a simple group then Ad is irreducible.
Joining together these facts and recalling that the Fisher inner product 〈· , ·〉ξ0 at the origin
is invariant under the adjoint representation of K on s, it follows that this inner product is
〈A, B〉ξ0 = c2(A, B)ξ0 = c2 tr
(
ad(A)ad(B)
)
, A, B ∈ s (8)
for some c 6= 0. Since both metrics are G-invariant, it follows that the Fisher metric is a multiple
of the standard Riemannian metric on G/K .
In order to fix notation we let | · | stand the norm induced by the standard metric and ‖ · ‖ for
the norm induced by the Fisher metric on s. If A1, . . . , An is an orthonormal basis of s then a
simple computation yields
c2 = ‖A1‖
2 + · · · + ‖An‖2
dim s
.
The constant c in (8) depends of the basic measure µ of the model. Its computation requires
the performance of an integral. In what follows we show how to avoid the integral in the
particular case where K acts transitively on the sample space X . This condition holds for some
classical models.
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For x ∈ X let λx : s→ R be the linear mapping defined by λx(A) = A˜l(1, x). By definition
if A ∈ s then
‖A‖2 =
∫
X
λx(A)2µ(dx)
so that if A1, . . . , An is an orthonormal basis with respect to the standard inner product of s
then
c2 = 1
dim s
∫
X
(
λx(A1)2 + · · · + λx(An)2
)
µ(dx). (9)
The integrand can be written in a more compact form as follows: The standard inner product
in s can be pushed into the dual s∗ by putting
(α, β) = (Aα, Aβ),
where α, β ∈ s∗ and Aα ∈ s is defined by α(·) = (Aα, ·). With respect to this inner product
the norm of α ∈ s∗ is given by |α|2 = α(A1)2 + · · · + α(An)2 if A1, . . . , An is an orthonormal
basis of s. Therefore the expression for c2 in (9) reduces to
c2 = 1
dim s
∫
X
|λx |2µ(dx). (10)
In order to evaluate this integral we note first that from the K -invariance of the cocycle l(g, x)
and Lemma 2.1 it follows that λkx = λx ◦ Ad(k−1) for all k ∈ K . On the other hand Ad(k) is
an isometry of the canonical inner product in s. Passing to the dual we have |α| = |α ◦Ad(k)|
for all α ∈ s∗ and k ∈ K .
Now suppose that K is transitive on X , and fix x0 ∈ X . Then for all x ∈ X there exists
k ∈ K such that x = kx0. Hence the integral in (10) becomes∫
X
|λkx0 |2µ(dx) =
∫
X
|λx0 |2µ(dx) = |λx0 |2.
Thus we have
Proposition 4.1. Let the transformational model be parameterized by G/K and suppose that
K acts transitively on the sample space X. Then the Fisher information metric is
〈· , ·〉 = |λx0 |
2
dim s
(· , ·),
where (· , ·) is the standard Riemannian metric of the symmetric space G/K and x0 ∈ X is
arbitrary.
5. a -Connections
We keep considering a transformational model parameterized by a symmetric space G/K .
The 0-connection
(0)∇ is the Levi-Civita connection of the Fisher metric. Since the Fisher met-
ric is a constant multiple of the standard metric their connections coincide. The Levi-Civita
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connection for a symmetric space is well known (c.f., [8, vol. 2, page 230]). At the base point
ξ0 ∈ G/K it is
(
(0)
∇A˜ B˜)(ξ0) = 0
for all A, B ∈ s. For arbitrary pairs of vector fields the connection is given by linear combina-
tions of those induced by s, and at the other points of G/K it is determined via invariance.
In order to get the α-connections it is enough to have the statistical tensor Tξ0 at the origin,
which we denote henceforth by T, without the subscript. We find T by checking, at the available
classifications, the symmetric spaces G/K admitting an invariant tensor in s for the adjoint
action of K .
Since T is a symmetric tensor a polarization formula holds so that T is completely determined
by T(A, A, A) with A running through s. The mapping
A ∈ s 7−→ T(A, A, A) ∈ R
is a polynomial in s in the sense that if a basis of s is given then T becomes a polynomial
in the coordinates of A ∈ s with respect to the basis. Therefore we are required to find the
polynomials of degree three invariant under Ad(K ). Here invariance of a polynomial P means
that P(Ad(k)A) = P(A) for all k ∈ K and A ∈ s.
Of course, the space of polynomials in s is an associative and commutative algebra, containing
the Ad(K )-invariant polynomials as a subalgebra, which we denote by I. Let a ⊂ s be a maximal
abelian Lie subalgebra. In a similar way we can consider the algebra J of those polynomials
in a which are invariant under the Weyl group W . A crucial fact in the theory of invariants
is that I is isomorphic to J. The isomorphism is given by restriction to a of a polynomial in
s, which is again a polynomial (see [11, Thm. 2.15.7]). The algebra J is a well-understood
subject: It is finitely generated and it is possible to find a finite set of algebraically independent
generators which are labelled by their degrees. We refer to Carter [4, 7] or [11] for these facts.
In the following table the degrees of the generators of J are encoded for each Weyl group of
the classification (see, e.g., [11, page 144]):
W degrees
Al 2, 3, . . . , l + 1
(BC)l 2, 4, . . . , 2l
Dl 2, 4, . . . , 2(l − 2), l
G2 2, 6
F4 2, 6, 8, 12
E6 2, 5, 6, 8, 9, 12
E7 2, 6, 8, 10, 12, 14, 18
E8 2, 8, 12, 14, 18, 20, 24, 30
Any invariant polynomial is a linear combination of products of polynomials having degrees
indicated in the table. By checking the table we see that the only possibility of having non-zero
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invariant polynomials of degree three is when the Weyl group is of type Al , l > 1, or D3 ≈ A3,
otherwise the polynomials have degree 2 or > 4. Moreover in Al , l > 1, the space of invariant
polynomials of degree three is one dimensional because no new invariant polynomial of this
degree is obtained through the product of polynomials of smaller degrees. This shows that the
α-connections coincide to the 0-connection if the Weyl group of the algebra is not of type Al :
Proposition 5.1. Let the transformational model be parameterized by G/K . Let g be the Lie
algebra of G and suppose that its Weyl group is not of type Al . Then the statistical tensor T = 0
so that
(α)∇ = (0)∇ for all α ∈ R.
In view of this proposition our task is to analyze further the symmetric pairs whose associated
Weyl groups are of type Al . From the classification of the real Lie algebras we detect six classical
Lie algebras, that is, algebras of matrices:
III1 (sl(n,R), so(n,R)) where sl(n,R) is the algebra of zero trace matrices and so(n,R) of
skew-symmetric matrices. The associated symmetric space is Sl(n,R)/SO(n,R) where
Sl(n,R) is the group of determinant one n × n real matrices and SO(n,R) the group of
orthogonal matrices in Sl(n,R). The symmetric space identifies to the space of positive
definite matrices with determinant 1.
I1 (su(n), so(n,R)) where su(n) is the Lie algebra of skew-Hermitian matrices. The as-
sociated symmetric space is SU(n)/SO(n,R) where SU(n) is the group of determinant
one (n × n)-unitary matrices.
III2 (sl(n,H), sp(n))where sl(n,H) is the Lie algebra of n×n quaternionic matrices whose
trace have zero real part. Alternatively it can also be realized as the 2n × 2n complex
matrices of the form( C D
−D C
)
(11)
with C and D being n× n complex matrices. In many texts (c.f. [6]) sl(n,H) is denoted
by su∗(2n). The algebra sp(n) is the algebra of complex matrices like in (11) with C
skew-Hermitian and D symmetric.
I2 (su(2n), sp(n)).
IV (sl(n,C), su(n)).
II (su(n)⊕ su(n), su(n)).
The labels identifying the spaces where chosen according to the types I–IV of the symmetric
spaces appearing in the classification. The types I and III are dual to each other and the descrip-
tion of the invariant polynomials for one of them includes the other. Analogously the types II
to IV are essentially the same. In this duality the types I and II are compact symmetric spaces
and III and IV non-compact ones.
Apart from the above classical pairs there are two exceptional ones which are dual to each
other. They are (E6(−26), F4) and (E6(−78), F4).
Let us say a few words about the way these pairs are extracted from the existing tables in the
literature. We refer to the table of Satake diagrams and corresponding diagrams of restricted
roots which appear in [6, page 532 ff] and [11, page 30 ff]. This table gives the classification
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of the non-compact real forms of the complex simple Lie algebras. The third column contains
the Dynkin diagram of the Weyl group of the classified symmetric pair (g, k). Checking in this
column we see that those algebras which have the diagram Al
e e · · · e e
are
AI which corresponds to the pair (sl(n,R), so(n,R)),
AII which corresponds to the pair (sl(n,H), sp(n)),
EIV which is the exceptional pair mentioned above.
Apart from these symmetric pairs there are their compact duals, cited above, and the symmet-
ric pair (sl(n,C), su(n)) and its compact dual (su(n)⊕ su(n), su(n)). These pairs correspond
to the simple complex algebra Al , as follows from the classification of complex Lie algebras
(see the table of Dynkin diagrams in, e.g., [6, page 477]).
5.1. The α-connections
We describe now explicitly the invariant polynomials, the corresponding tensors and α-
connections for the classical symmetric pairs. For all of them the α-connection is given by the
same expression as a product of matrices, which are taken from different spaces of matrices for
the different symmetric pairs. The formula for the α-connection is embodied in the following
statement.
Proposition 5.2. For a transformational model parameterized by the symmetric space asso-
ciated with one of the classical symmetric pairs the α-connection at the base point ξ0 is given
by
(α)
∇A˜ B˜ = γα
(
AB + B A
2
− tr(AB)
n
1n
)
(12)
for some constant γ ∈ R depending on the specific model. In this formula A and B belong to
the symmetric component s of the Cartan decomposition of the Lie algebra. In each case s is a
subspace of real or complex matrices to be specified below. In the right-hand side of (12) AB
stands for the usual product of matrices.
In what follows the subspaces s for each symmetric pair will be described. The details of the
proof of (12) will be made for the pair (sl(n,R), so(n,R)) and its dual (su(n), so(n,R)). The
proof for the other classical pairs is similar.
The usual decomposition of a real matrix as a sum of a skew-symmetric and a symmetric
one provides a Cartan decomposition of sl(n,R) = so(n,R)⊕ s where s is the space of n × n
symmetric matrices with trace zero. A choice of a maximal abelian subalgebra a ⊂ s is given
by the subalgebra of diagonal matrices in sl(n,R). In this case the Weyl group W becomes
the permutation group in n letters. Its action on a is given by permutation of the entries of the
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diagonal matrices
diag{λ1, . . . , λn} 7−→ diag{λi1, . . . , λin }.
A polynomial in a of degree three invariant under every permutation is the symmetric function
σ3(A) =
∑
i< j<k
λiλ jλk, A = diag{λ1, . . . , λn},
which generates the space of one-dimensional invariant polynomials of degree three. Since
tr A = 0, the expansion of (λ1 + · · · + λn)3 = 0 shows easily that
σ3(A) = 13 tr(A3).
Of course tr(A3) defines a polynomial in s hence any polynomial of degree three in s, invariant
under Ad(K ), is of the form c tr(A3), c ∈ R. Let T˜ be the 21 tensor in s associated with the
polynomial tr(A3). Then
T˜(A, B) = AB + B A
2
− tr(AB)
n
1n (13)
for all A, B ∈ s, where 1n stands for the n×n identity matrix. In order to check this expression
note that if S is the mapping from s × s into the space of symmetric matrices defined by
S(A, B) = 12(AB + B A) then
〈S(A, A), A〉 = 〈A2, A〉 = tr(A3)
so that T(A, A, A) = 〈S(A, A), A〉. Hence T˜(A, B) is the orthogonal projection of S(A, B)
onto s, which is exactly (13). From these computations the formula for the α-connections in
(12) follows immediately.
As was mentioned before there is a duality between (su(n), so(n,R)) and the pair just
considered. Here the duality comes from the fact that the decomposition of su(n) into real and
purely imaginary matrices is a Cartan decomposition: su(n) = so(n,R)⊕ is where i = √−1
and s is the vector space of n × n real symmetric matrices with zero trace. The same way the
polynomial tr(A3) spans the space of invariant polynomials of degree three. Therefore the same
computations, or just the remark that A and B appear quadratically in the right-hand side of
(12), yields the same formula for the α-connections.
We look now at the pairs (sl(n,H), sp(n)) and (su(2n), sp(n)). For sl(n,H) realized as an
algebra of complex matrices a Cartan decomposition is given by sl(n,H) = sp(n)⊕ s where
s is the space of trace zero Hermitian matrices of the form( C D
−D C
)
.
The standard inner product in s is given by tr(AB), A, B ∈ s. The subalgebra a ⊂ s of
the diagonal matrices in s is maximal abelian. Therefore the same arguments of the case
(sl(n,R), so(n,R)) gives a similar expression for the α-connections. Concerning the dual we
have su(2n) = sp(n)⊕is as a Cartan decomposition, and again the computation of the statistical
tensors are performed the same way.
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Consider the pair (sl(n,C), su(n)). A Cartan decomposition is given by
sl(n,C) = su(n)⊕ s,
where s = isu(n) is the space of Hermitian matrices with trace zero. Again a maximal abelian
subalgebra a ⊂ s is the subalgebra of diagonal matrices and the third-order invariant polynomi-
als is the one-dimensional space spanned by the symmetric function tr(A3). So the computations
follow as in the real case sl(n,R).
Finally (su(n)⊕ su(n), su(n)) is the compact dual to (sl(n,C), su(n)). We remark that this
dual is the only case where the corresponding Lie algebra is not simple, although semi-simple,
with two simple components.
5.2. Models with transitive K
For the computation of the constant γ appearing in the general formula (12) for the α-
connections it is required, in general, to perform an integral. As with the Fisher information
metric this can be avoided if the group K acts transitively on the sample space X . The same
method applies here, with little changes, by working with third-degree polynomials instead of
quadratic ones.
First we note that if K acts transitively on X then the K -invariant probability measure µ is
unique and is defined from the Haar measure ν on K by the formula∫
X
f (x)µ(dx) =
∫
K
f (kx0)ν(dk)
where x0 ∈ X is any point given in advance and f runs through the measurable functions on X .
Let P3 stand for the space of polynomials of degree three on s. In P3 we can define an inner
product as follows: Let (· , ·) be the standard inner product in s and choose an orthonormal
basis A1, . . . , An with respect to it. The coordinates with respect to the basis are given by the
linear functionals
λi : A 7−→ (A, Ai ).
The monomials λiλ jλk , 1 6 i 6 j 6 k 6 n form a basis of P3. The inner product ((· , ·)) in
P3 is the only one such that this basis of monomials is orthonormal. It is not hard to check that
if λ : s→ R is a linear functional of the form λ(A) = (A, A0) for some A0 ∈ s then
((λ3, Q)) = Q(A0)
for any Q ∈ P3.
The group K represents on P3 by
(k Q)(A) = Q(Ad(k−1)A).
Since Ad(k), k ∈ K , is an isometry of s, it follows that each k ∈ K becomes an isometry of P3
with respect to ((· , ·)).
Fisher information and α-connections 179
Now, let 0 6= PI ∈ P3 be an invariant polynomial. Since the space of invariant polynomials
is one dimensional, PI spans this space. Pick some P ∈ P3 and put
I (P) =
∫
K
(k P)ν(dk).
Then I (P) is an Ad(K )-invariant polynomial because ν is a Haar measure. So that I (P) = a PI
for some coefficient a, which we can find by taking inner products with PI :
a = ((I (P), PI ))|PI |2
so that
a = 1|PI |2
∫
K
((k P, PI ))ν(dk). (14)
However ((k P, PI )) = ((P, k−1 PI )) because K represents in P3 by isometries. But k−1 PI =
PI so that the integrand in (14) is constant. If follows that the coefficient is
a = ((P, PI ))|PI |2
.
Returning to the statistical tensors, let λx(A) = A˜l(1, x). Then T at the base point is given
by
Tξ0(A, B,C) =
∫
X
λx(A)λx(B)λx(C)µ(dx),
and if the action of K on X is transitive then we can write
Tξ0(A, B,C) =
∫
K
λkx0(A)λkx0(B)λkx0(C)ν(dk)
for some x0 ∈ X , where ν is the Haar measure on K .
Define the polynomial P(A) = Tξ0(A, A, A). Since λkx = λx ◦ Ad(k−1),
P(A) =
∫
K
λx0
(
Ad(k−1)A
)3
ν(dk).
This means that if we put Q = λ3x0 , then
P =
∫
K
(k Q)ν(dk).
Hence we have from (14) that if PI is a given non-zero invariant polynomial then
P = ((Q, PI ))|PI |2
PI .
In order to get the inner product ((Q, PI )) let A0 ∈ s be such that λx0(A) = (A, A0). Then
((Q, PI )) = PI (A0), and the tensor is computed without the need of an integration. Summa-
rizing we have:
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Proposition 5.3. Let the transformational model be parameterized by G/K and suppose that
K acts transitively on the sample space X. Pick a generator PI of the one-dimensional space of
Ad(K )-invariant polynomials of degree three in s. Then the α-connection at the base point ξ0
is
(α)
∇A˜ B˜ =
PI (A0)
|PI |2
α
(
AB + B A
2
− tr(AB)
n
1n
)
.
Here A0 is defined by A˜l(1, x0) = (A, A0) for all A ∈ s and some x0 ∈ X , and |PI | is the
norm in the space of degree three polynomials with respect to the inner product induced by the
standard one in s.
For the classical symmetric spaces discussed above the natural candidate for the invariant
polynomial is PI (A) = tr(A3).
6. Examples
1. The Von Mises–Fisher model is a transformational model obtained by the action
of SO(n,R) and is parameterized by the sphere Sn−1, which is the symmetric space
SO(n,R)/SO(n − 1,R). This model is discussed in [3]. The parameter space is a symmetric
space which does not admit an invariant polynomial of degree three (in the above mentioned
table this is the compact symmetric spaces of type B DI , whose Weyl group is of type A1).
Therefore all the α-connections coincide with the Levi-Civita connection of the standard metric
on Sn−1.
2. Another example of transformational model where all the α-connections are coincident
is the hyperboloid model (see [3]). This model is generated by the action of the group SO(1, n)
of (n + 1)× (n + 1) matrices leaving invariant the quadratic form
Q(x) = x21 + · · · + x2n − x2n+1
in Rn+1. The parameter space of the model is the symmetric space SO(1, n)/SO(n) which
identifies with the hyperboloid H n = {Q(x) = −1}. This is the non-compact symmetric space
of type B DI . Its Weyl group of type A1 so that the α-connections are all equal to the standard
invariant connection in H n .
3. Consider the zero mean normal model N (0, 6) with det6 = 1. Starting with µ =
N (0, 1n) let g be an invertible linear mapping of Rn . Then gµ = N (0, gt g) so that our model
is generated by the action of Sl(n,R) on µ. The subgroup of Sl(n,R) leaving invariant µ is
SO(n,R). Hence the parameter space of the model is the symmetric space Sl(n,R)/SO(n,R)
of positive definite matrices with determinant one. The cocycle for the model is
p(g, x) = e−(|g−1x |2−|x |2)/2, g ∈ Sl(n,R), x ∈ Rn,
so that l(g, x) = −(|g−1x |2 − |x |2)/2. At the identity (base point) the Fisher metric and
α-connection are given respectively by
〈 A˜, B˜〉1 = c2 tr(AB)
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and
(α)
∇A˜ B˜ = γα
(
AB + B A
2
− tr(AB)
n
1
)
with A, B ∈ s the space of symmetric matrices with trace zero. It turns out that γ = 8. In fact
let P be the polynomial in s defined by
P(A) =
∫
X
A˜l(1, x)3µ(dx). (15)
We have that P(A) = γ tr(A3) so that γ = P(A)/ tr(A3) for any A ∈ s such that tr(A3) 6= 0.
Note that in this case A˜l(1, x) = 〈Ax, x〉. Hence if we take for instance
A = diag{2,−1,−1, 0, . . . , 0}
then the integrand in (15) becomes
〈Ax, x〉3 = (2x21 − x22 − x23)3.
Its integral with respect to the standard normal distribution µ = N (0, 1) can be found in any
table of integrals:∫
Rn
〈Ax, x〉3µ(dx) = 48.
Since tr(A3) = 6 we get γ = 8. The factor c2 of the Fisher metric can be computed in a similar
way.
4. In this example we illustrate the computation of the factors c2 and γ in case K acts
transitively in the sample space. Let X = Sn−1 and consider the standard probability measure
µ on Sn−1, which is invariant under the action of the orthogonal group. The group Sl(n,R) acts
on Sn−1 by the assignment
(g, x) 7−→ gx|gx | .
This action defines a transformational model with sample space Sn−1 and parameter space
Sl(n,R)/SO(n,R). The action of SO(n,R) is transitive on the sample space Sn−1. We claim
that the density p(g, x) is given by
p(g, x) = |g−1x |, g ∈ Sl(n,R), x ∈ Sn−1.
In fact, put x0 = (1, 0, . . . , 0). If gx0 = x0 then
p(g, x0) = det(dgx0).
In particular let t be an upper triangular matrix with eigenvalues λ1, . . . , λn . Since the tangent
space to x0 is its orthogonal hyperplane, it follows that dtx0 is also upper triangular with
eigenvalues λ2, . . . , λn . Hence p(t, x0) = λ2 · · · λn . However det t = 1 so that
p(t, x0) = λ−11 = |t x0|.
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Now any matrix h ∈ Sl(n,R) can be written uniquely as h = kt with k ∈ SO(n,R) and t
upper triangular (by the Iwasawa decomposition of Sl(n,R)). Hence if for g ∈ Sl(n,R) we
write g−1 = kt , the cocycle property of p and its SO(n,R)-invariance imply that
p(g, x0) = p(t−1k−1, x0) = p(k−1, t x0)p(t−1, x0) = |t−1x0|.
This proves the claim at x0. For general x we apply again the cocycle property and SO(n,R)-
invariance with x = kx0, k ∈ SO(n,R):
p(g, kx0) = p(k−1g, x0) = |(k−1g)−1x0| = |g−1x |
proving the claim.
Therefore l(g, x) = log |g−1x | so that λx0(A) = A˜l(1, x0) = −〈Ax0, x0〉. A simple compu-
tation shows that the only A0 ∈ s satisfying λx0(A) = tr(AA0) for all A ∈ s is
A0 = −1
n
diag{n − 1,−1, . . . ,−1}.
Now consider the invariant polynomial PI (A) = tr(A3). We have
PI (A0) = −(n − 1)(n − 2)
n2
.
Hence Proposition 5.3 implies that the factor γ is
γ = −(n − 1)(n − 2)
n2|PI |2
.
Incidentally we can use this equality and the computation above of the α-connection for
the normal model to get the norm |PI |2 of the invariant polynomial PI (A) = tr(A3) for the
symmetric pair (sl(n,R), so(n,R)). In fact since A˜l(1, x) = −〈Ax, x〉 the given formula for
γ implies that∫
Sn−1
〈Ax, x〉3µ(dx) = (n − 1)(n − 2)
n2|PI |2
tr(A3)
for all A ∈ s. On the other hand let ν be the normal distribution N (0, 1) on Rn and consider
the polynomial P defined in (15):
P(A) =
∫
Rn
〈Ax, x〉3ν(dx).
Passing to spherical coordinates we have
P(A) = 1
0(n/2)
∫ ∞
0
rn−1e−r
2/2dr
∫
Sn−1
〈Ax, x〉3dx,
where 0 is the usual gamma function. Hence
P(A) = Ir (n)
0(n/2)
(n − 1)(n − 2)
n2|PI |2
tr(A3)
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where
Ir (n) =
∫ ∞
0
rn−1e−r
2/2dr =
{ √
n(n − 2)!/2 if n is odd,
2n/2−1(n/2− 1)! if n is even.
However we got before that P(A) = 8 tr(A3) for all A ∈ s. Therefore
|PI |2 = 18
Ir (n)
0(n/2)
(n − 1)(n − 2)
n2
.
5. The α-connections for a model parameterized by Sl(n,R)/SO(n,R) have a geometric
interpretation which might be useful in further works in the subject. Let S stands for the vector
space of all symmetric n × n matrices. We have that s = {A ∈ S : tr A = 0} is a subspace
of codimension one of S, complemented by the line spanned by the identity 1. The trace form
tr(AB) we have been using defines a standard inner product on S. With respect to this inner
product the line of scalar matrices is orthogonal to s. We denote by S+ the cone of the positive
semi-definite matrices in S.
There is a natural representation of Sl(n,R) on S given by the law
(g, A) 7−→ g · s = g Ag∗,
where g∗ means transposition of matrix. This representation comes from the fact that each
A ∈ S is the matrix of a quadratic form in Rn . The representation of sl(n,R) on S induced by
the representation of Sl(n,R) is obtained by the derivative
d
dt
(et X set X
∗
)
∣∣∣
t=0
= Xs + s X.
Each X ∈ sl(n,R) induces the linear operator s 7→ Xs + s X of S, which in turn gives rise to
the linear vector field
X˜(s) = Xs + s X.
If a · 1, a 6= 0 is a scalar matrix in S then its orbit O(a) under Sl(n,R) is the subset of
matrices with determinant an which are positive definite if a > 0 or negative definite if a < 0.
Since g(a · 1)g∗ = a · 1 if and only if g is an orthogonal matrix, it follows that O(a), a 6= 0,
identifies with the homogeneous space Sl(n,R)/SO(n,R). These orbits have codimension one
in S, and the tangent space Ta1O(a) is the subspace of matrices with trace zero. Note that the
line of scalar matrices complements Ta1O(a) in S. Similarly, one checks easily that
S = TsO(a)⊕ [s] (16)
where [s] stands for the line spanned by s ∈ O(a). This decomposition permits to define the
following connection ∇ on O(a):
(∇X Y )(s) = prs
(
(dY )s(X (s))
)
. (17)
Here prs : S → TsO(a) is the projection coming from the decomposition in (16), and X , Y
are vector fields in O(a) with Y viewed as a mapping Y : O(a) → S so that (dY )s stands
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for its differential at s. The definition of ∇ is analogous to the Levi-Civita connection of the
Riemannian metric induced in an immersed submanifold of an Euclidean space. The difference
here is that the projection prs is not orthogonal with respect to the inner product tr(AB). In fact,
the line [s−1] is orthogonal to TsO(a) so that prs is orthogonal if and only if s = a · 1. Since
each orbit O(a), a 6= 0, is diffeomorphic to Sl(n,R)/SO(n,R), we have defined for a 6= 0 a
connection ∇a in Sl(n,R)/SO(n,R). These are the α-connections for α 6= 0. In order to check
this we note first that it follows easily from the invariance of the decomposition (16) and the
definition in (17) that∇a is an invariant connection. Now let A, B ∈ s ≈ Ta·1O(a) and consider
the induced linear vector fields A˜ and B˜. We have A˜(a · 1) = 2a A so that
d B˜a·1( A˜(a · 1)) = 2a(AB + B A).
By applying pra·1 to this equality we get that
4a
(
AB + B A
2
− tr(AB)
n
1
)
.
Therefore as a runs through R \ {0}, ∇a runs through the α-connections with α 6= 0.
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