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Abstract
We construct a self-similar local regular Dirichlet form on the Sierpin´ski gasket using
Γ-convergence of stable-like non-local closed forms. Such a Dirichlet form was constructed
previously by Kigami [14], but our construction has the advantage that it is a realization
of a more general method of construction of a local regular Dirichlet form that works also
on the Sierpin´ski carpet [8]. A direct consequence of this construction is the fact that the
domain of the local Dirichlet form is some Besov space.
1 Introduction
Sierpin´ski gasket (SG) is the simplest self-similar set in some sense, see Figure 1.
Figure 1: Sierpin´ski Gasket
SG can be obtained as follows. Given an equilateral triangle with sides of length 1. Divide
the triangle into four congruent small triangles, each with sides of length 1/2, remove the
central one. Divide each of the three remaining small triangles into four congruent triangles,
each with sides of length 1/4, remove the central ones, see Figure 2. Repeat above procedure
infinitely many times, SG is the compact connect set K that remains.
SG usually serves as a basic example of singular spaces for analysis and probability.
Dirichlet form theory is a powerful tool in this approach. In general, local regular Dirichlet
forms are in one-to-one correspondence to Brownian motions (BM). The construction of
a BM on SG was given by Barlow and Perkins [2]. The construction of a local regular
Dirichlet form on SG was given by Kigami [12] using difference quotients method which
Date: October 1, 2018
MSC2010: 28A80
Keywords: Sierpin´ski gasket, local regular Dirichlet form, Γ-convergence, stable-like non-local closed form
The author was supported by SFB701 of the German Research Council (DFG). The author is very grateful
to Professor Alexander Grigor’yan for very helpful discussions.
1
ar
X
iv
:1
70
6.
04
99
8v
2 
 [m
ath
.FA
]  
5 O
ct 
20
17
Figure 2: The Construction of Sierpin´ski Gasket
was generalized to p.c.f. (post critically finite) self-similar sets in [13, 14]. Subsequently,
Strichartz [21] gave the characterization of the Dirichlet form and the Laplacian using the
averaging method.
The local regular Dirichlet form Eloc on SG admits a heat kernel pt(x, y) satisfying
pt(x, y)  C
tα/β∗
exp
−c( |x− y|
t1/β∗
) β∗
β∗−1
 (1)
for all x, y ∈ K, t ∈ (0, 1), where α = log 3/ log 2 is the Hausdorff dimension of SG and
β∗ :=
log 5
log 2
is the walk dimension of BM which is frequently denoted also by dw. The estimates (1)
were obtained by Barlow and Perkins [2].
The domain Floc of Eloc is some Besov space. This was given by Jonsson [11]. Later on,
this kind of characterization was generalized to simple nested fractals by Pietruska-Pa luba
[17] and p.c.f. self-similar sets by Hu and Wang [10]. This kind of characterization was also
given by Pietruska-Pa luba [18], Grigor’yan, Hu and Lau [7], Kumagai and Sturm [15] if local
regular Dirichlet forms on metric measure spaces admit sub-Gaussian heat kernel estimates.
Here, we reprove this characterization as a direct corollary of our construction.
Consider the following stable-like non-local quadratic form
Eβ(u, u) =
∫
K
∫
K
(u(x)− u(y))2
|x− y|α+β ν(dx)ν(dy),
Fβ =
{
u ∈ L2(K; ν) : Eβ(u, u) < +∞
}
,
(2)
where α = dimHK as above, ν is the normalized Hausdorff measure on K of dimension α
and β > 0 is so far arbitrary.
Using the estimates (1) and subordination technique, it was proved by Pietruska-Pa luba
[19] that
lim
β↑β∗
(β∗ − β)Eβ(u, u)  Eloc(u, u)  lim
β↑β∗
(β∗ − β)Eβ(u, u) (3)
for all u ∈ Floc. This is similar to the following classical result
lim
β↑2
(2− β)
∫
Rn
∫
Rn
(u(x)− u(y))2
|x− y|n+β dxdy = C(n)
∫
Rn
|∇u(x)|2dx
for all u ∈ W 1,2(Rn), where C(n) is some positive constant (see [6, Example 1.4.1]). Re-
cently, the author [22] gave an alternative proof of (3) using discretization method. Here,
we reprove (3) as a direct corollary of our construction.
The main purpose of this paper is to give a construction of a local regular Dirichlet form
Eloc on SG using Γ-convergence of stable-like non-local closed forms of type (2) as β ↑ β∗.
This is our main result Theorem 2.1. The local regular Dirichlet form given here coincides
with that given by Kigami due to the uniqueness result given by Sabot [20]. Kusuoka and
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Zhou [16] gave a construction using the averaging method and approximation of Markov
chains.
The idea of our construction of Eloc is as follows. First, we use the averaging method
to construct another quadratic form Eβ , equivalent to Eβ , which turns out to be a regular
closed form for all β ∈ (α, β∗). Second, we construct a regular closed form E as a Γ-limit of
a sequence {(β∗ − βn)Eβn} with βn ↑ β∗. However, E is not necessarily Markovian, local or
self-similar. Third, we use a standard method from [16] to construct Eloc from E .
The main difficulty in our construction is that we do not have monotonicity property as
in Kigami’s construction. Nevertheless we have weak monotonicity that allows to obtain the
characterization of the Γ-limit. To prove the non-triviality and the regularity of the Γ-limit,
we construct on SG functions with controlled energy and with separation property that are
called good functions.
A similar method was used in [8] to give a purely analytic construction of a local regular
Dirichlet form on the Sierpin´ski carpet. The current paper can be regarded as a realization
of this method on SG. The ultimate purpose of the current paper and [8] is to provide a new
unified method of construction of local regular Dirichlet forms on a wide class of fractals that
uses only self-similar property and ideally should be independent of other specific properties,
in particular, p.c.f. property.
This paper is organized as follows. In Section 2, we give statement of the main results.
In Section 3, we give resistance estimates and introduce good functions. In Section 4, we
give weak monotonicity result. In Section 5, we prove Theorem 2.1.
2 Statement of the Main Results
Consider the following points in R2: p0 = (0, 0), p1 = (1, 0), p2 = (1/2,
√
3/2). Let fi(x) =
(x + pi)/2, x ∈ R2. Then the Sierpin´ski gasket (SG) is the unique non-empty compact set
K satisfying K = f0(K) ∪ f1(K) ∪ f2(K). Let ν be the normalized Hausdorff measure on
K of dimension α = log 3/ log 2. Let
V0 = {p0, p1, p2} , Vn+1 = f0(Vn) ∪ f1(Vn) ∪ f2(Vn) for all n ≥ 0.
Then {Vn} is an increasing sequence of finite sets and K is the closure of V ∗ = ∪∞n=0Vn.
The classical construction of a self-similar local regular Dirichlet form on SG is as follows.
Let
En(u, u) =
(
5
3
)n ∑
x,y∈Vn
|x−y|=2−n
(u(x)− u(y))2, n ≥ 0, u ∈ l(K),
where l(S) is the set of all real-valued functions on the set S. Then En(u, u) is monotone
increasing in n for all u ∈ l(K). Let
Eloc(u, u) = lim
n→+∞En(u, u) = limn→+∞
(
5
3
)n ∑
x,y∈Vn
|x−y|=2−n
(u(x)− u(y))2,
Floc = {u ∈ C(K) : Eloc(u, u) < +∞} ,
then (Eloc,Floc) is a self-similar local regular Dirichlet form on L
2(K; ν), see [12, 13, 14].
Let W0 = {∅} and
Wn = {w = w1 . . . wn : wi = 0, 1, 2, i = 1, . . . , n} for all n ≥ 1.
For all w(1) = w
(1)
1 . . . w
(1)
m ∈ Wm, w(2) = w(2)1 . . . w(2)n ∈ Wn, denote w(1)w(2) as w =
w1 . . . wm+n ∈ Wm+n with wi = w(1)i for all i = 1, . . . ,m and wm+i = w(2)i for all i =
1, . . . , n. For all i = 0, 1, 2, denote in as w = w1 . . . wn ∈Wn with wk = i for all k = 1, . . . , n.
For all w = w1 . . . wn−1wn ∈Wn, denote w− = w1 . . . wn−1 ∈Wn−1.
For all w = w1 . . . wn ∈Wn, let
fw = fw1 ◦ . . . ◦ fwn ,
Vw = fw1 ◦ . . . ◦ fwn(V0),
Kw = fw1 ◦ . . . ◦ fwn(K),
Pw = fw1 ◦ . . . ◦ fwn−1(pwn),
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where f∅ = id is the identity map.
For all n ≥ 1, let Xn be the graph with vertex set Wn and edge set Hn given by
Hn =
{
(w(1), w(2)) : w(1), w(2) ∈Wn, w(1) 6= w(2),Kw(1) ∩Kw(2) 6= ∅
}
.
For example, we have the figure of X3 in Figure 3. Denote w
(1) ∼n w(2) if (w(1), w(2)) ∈ Hn.
If w(1) ∼n w(2) satisfies Pw(1) 6= Pw(2) , we say that w(1) ∼n w(2) is of type I. If w(1) ∼n w(2)
satisfies Pw(1) = Pw(2) , we say that w
(1) ∼n w(2) is of type II. For example, 000 ∼3 001 is of
type I, 001 ∼3 010 is of type II.
000 001 010 011 100 101 110 111
002 012 102 112
020 021 120 121
022 122
200
201 210
211
202 212
220 221
222
Figure 3: X3
For all n ≥ 1, u ∈ L2(K; ν), let Pnu : Wn → R be given by
Pnu(w) =
1
ν(Kw)
∫
Kw
u(x)ν(dx) =
∫
K
(u ◦ fw)(x)ν(dx), w ∈Wn.
Our main result is as follows.
Theorem 2.1. There exists a self-similar strongly local regular Dirichlet form (Eloc,Floc)
on L2(K; ν) satisfying
Eloc(u, u)  sup
n≥1
(
5
3
)n ∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
,
Floc =
u ∈ L2(K; ν) : supn≥1
(
5
3
)n ∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
< +∞
 .
We give the proof of above theorem in Section 5.
Remark 2.2. Above theorem was also proved by Kusuoka and Zhou [16, Theorem 7.19,
Example 8.4] using approximation of Markov chains. Here we use Γ-convergence of stable-
like non-local closed forms.
Let us introduce the notion of Besov spaces. Let (M,d, µ) be a metric measure space
4
and α, β > 0 two parameters. Define
[u]B2,2α,β(M)
=
∞∑
n=1
2(α+β)n
∫
M
∫
d(x,y)<2−n
(u(x)− u(y))2µ(dy)µ(dx),
[u]B2,∞α,β (M)
= sup
n≥1
2(α+β)n
∫
M
∫
d(x,y)<2−n
(u(x)− u(y))2µ(dy)µ(dx),
and
B2,2α,β(M) =
{
u ∈ L2(M ;µ) : [u]B2,2α,β(M) < +∞
}
,
B2,∞α,β (M) =
{
u ∈ L2(M ;µ) : [u]B2,∞α,β (M) < +∞
}
.
It is easily proved that B2,2α,β(K) and B
2,∞
α,β (K) have the following equivalent semi-norms.
Lemma 2.3. ([9, Lemma 3.1],[22, Lemma 2.1]) For all β ∈ (0,+∞), u ∈ L2(K; ν)
Eβ(u, u)  Eβ(u, u)  [u]B2,2α,β(K),
sup
n≥1
2(β−α)n
∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
 [u]B2,∞α,β (K),
where
Eβ(u, u) =
∞∑
n=1
2(β−α)n
∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
,
Eβ(u, u) =
∫
K
∫
K
(u(x)− u(y))2
|x− y|α+β ν(dx)ν(dy).
We have the following two corollaries whose proofs are obvious by Lemma 2.3 and the
proof of Theorem 2.1.
First, we have the characterization of the domain of the local Dirichlet form.
Corollary 2.4. Floc = B2,∞α,β∗(K) and Eloc(u, u)  [u]B2,∞
α,β∗ (K)
for all u ∈ Floc, where
α = log 3/ log 2 is the Hausdorff dimension and β∗ = log 5/ log 2 is the walk dimension of
BM.
Second, we have the approximation of non-local Dirichlet forms to the local Dirichlet
form.
Corollary 2.5. There exists some positive constant C such that for all u ∈ Floc
1
C
Eloc(u, u) ≤ lim
β↑β∗
(β∗ − β)Eβ(u, u) ≤ lim
β↑β∗
(β∗ − β)Eβ(u, u) ≤ CEloc(u, u),
1
C
Eloc(u, u) ≤ lim
β↑β∗
(β∗ − β)Eβ(u, u) ≤ lim
β↑β∗
(β∗ − β)Eβ(u, u) ≤ CEloc(u, u),
1
C
Eloc(u, u) ≤ lim
β↑β∗
(β∗ − β)[u]B2,2α,β(K) ≤ limβ↑β∗(β
∗ − β)[u]B2,2α,β(K) ≤ CEloc(u, u).
3 Resistance Estimates and Good Functions
First, we give resistance estimates. We need two techniques from electrical networks.
The first is ∆-Y transform.
Lemma 3.1. The electrical networks in Figure 4 are equivalent, where
R1 =
R12R31
R12 +R23 +R31
, R2 =
R12R23
R12 +R23 +R31
, R3 =
R23R31
R12 +R23 +R31
,
and
R12 =
R1R2 +R2R3 +R3R1
R3
, R23 =
R1R2 +R2R3 +R3R1
R1
, R31 =
R1R2 +R2R3 +R3R1
R2
.
5
p2 p3
p1
R23
R12 R31
(a) ∆-circuit
p2 p3
p1
p0
R1
R2 R3
(b) Y-circuit
Figure 4: ∆-Y Transform
The second is shorting and cutting technique (see [5]). Shorting certain sets of vertices
will decrease the resistance between arbitrary two vertices. Cutting certain sets of vertices
will increase the resistance between arbitrary two vertices.
For all n ≥ 1, let us introduce an energy on Xn given by
En(u, u) =
∑
w(1)∼nw(2)
(
u(w(1))− u(w(2))
)2
, u ∈ l(Wn).
For all w(1), w(2) ∈Wn with w(1) 6= w(2), we define the resistance
Rn(w
(1), w(2)) = inf
{
En(u, u) : u(w
(1)) = 1, u(w(2)) = 0, u ∈ l(Wn)
}−1
= sup
{(
u(w(1))− u(w(2)))2
En(u, u)
: En(u, u) 6= 0, u ∈ l(Wn)
}
.
It is obvious that(
u(w(1))− u(w(2))
)2
≤ Rn(w(1), w(2))En(u, u) for all w(1), w(2) ∈Wn, u ∈ l(Wn),
and Rn is a metric on Wn, hence
Rn(w
(1), w(2)) ≤ Rn(w(1), w(3)) +Rn(w(3), w(2)) for all w(1), w(2), w(3) ∈Wn.
We calculate the resistance of Xn as follows.
Theorem 3.2. The electrical network Xn is equivalent to the electrical network in Figure
5, where
rn =
1
2
(
5
3
)n
− 1
2
.
0n 1n
2n
rn
rn rn
Figure 5: An Equivalent Electrical Network
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Proof. Using ∆-Y transform directly, we have
r1 =
1 · 1
1 + 1 + 1
=
1
3
=
1
2
(
5
3
)1
− 1
2
.
For n+ 1, using ∆-Y transform again, we have the electrical network Xn+1 is equivalent to
the electrical networks in Figure 6.
0n+1 1n+1
2n+1
rn
rn rn
rn
rn rn
rn
rn rn
1
1 1
0n+1 1n+1
2n+1
rn rn
rn
2
3
rn +
1
3
2
3
rn +
1
3
2
3
rn +
1
3
Figure 6: Equivalent Electrical Networks
Hence
rn+1 =
5
3
rn +
1
3
.
By elementary calculation, we have
rn =
1
2
(
5
3
)n
− 1
2
for all n ≥ 1.
Remark 3.3. For all n ≥ 1, we have
Rn(0
n, 1n) = Rn(1
n, 2n) = Rn(0
n, 2n) = 2rn =
(
5
3
)n
− 1.
Proposition 3.4. For all n ≥ 1, w ∈Wn, we have
Rn(w, 0
n), Rn(w, 1
n, ), Rn(w, 2
n) ≤ 5
2
(
5
3
)n
.
Proof. By symmetry, we only need to consider Rn(w, 0
n). Letting w = w1 . . . wn−2wn−1wn,
we construct a finite sequence in Wn as follows.
w(1) = w1 . . . wn−2wn−1wn = w,
w(2) = w1 . . . wn−2wn−1wn−1,
w(3) = w1 . . . wn−2wn−2wn−2,
. . .
w(n) = w1 . . . w1w1w1,
w(n+1) = 0 . . . 000.
For all i = 1, . . . , n− 1, by cutting technique, we have
Rn(w
(i), w(i+1))
= Rn(w1 . . . wn−i−1wn−iwn−i+1 . . . wn−i+1, w1 . . . wn−i−1wn−iwn−i . . . wn−i)
≤ Ri(wn−i+1 . . . wn−i+1, wn−i . . . wn−i) ≤ Ri(0i, 1i) =
(
5
3
)i
− 1 ≤
(
5
3
)i
.
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Since
Rn(w
(n), w(n+1)) = Rn(w
n
1 , 0
n) ≤ Rn(0n, 1n) =
(
5
3
)n
− 1 ≤
(
5
3
)n
,
we have
Rn(w, 0
n) = Rn(w
(1), w(n+1)) ≤
n∑
i=1
Rn(w
(i), w(i+1))
≤
n∑
i=1
(
5
3
)i
=
5
3
(
1− ( 53)n)
1− 53
≤ 5
2
(
5
3
)n
.
Second, we introduce good functions with energy property and separation property.
For all n ≥ 1, let
An(u) = En(Pnu, Pnu) =
∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
, u ∈ L2(K; ν).
For all n ≥ 0, let
Bn(u) =
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2, u ∈ l(K).
Given x0, x1, x2 ∈ R, we define U = U (x0,x1,x2) : K → R as follows. We define U on
V ∗ by induction. Let U(pi) = xi, i = 0, 1, 2. Assume that we have defined U on Pw for all
w ∈Wn+1. Then for all w ∈Wn, note that Pwii = Pwi and Pwij = Pwji for all i, j = 0, 1, 2,
define
U(Pw01) = U(Pw10) =
2U(Pw0) + 2U(Pw1) + U(Pw2)
5
,
U(Pw12) = U(Pw21) =
U(Pw0) + 2U(Pw1) + 2U(Pw2)
5
,
U(Pw02) = U(Pw20) =
2U(Pw0) + U(Pw1) + 2U(Pw2)
5
.
(4)
Hence we have the definition of U on Pw for all w ∈ Wn+2. Then U is well-defined and
uniformly continuous on V ∗. We extend U on V ∗ to obtain a continuous function U on K.
It is obvious that
Bn(U) =
(
3
5
)n (
(x0 − x1)2 + (x1 − x2)2 + (x0 − x2)2
)
, n ≥ 0.
Remark 3.5. In Kigami’s construction, Bn is the energy of difference quotients type and
U (x0,x1,x2) is the standard harmonic function with boundary values x0, x1, x2 on V0, see [14].
Here we use Bn(U) only to calculate An(U).
We calculate An(U) as follows.
Theorem 3.6. For all n ≥ 1, we have
An(U) =
2
3
[(
3
5
)n
−
(
3
5
)2n] (
(x0 − x1)2 + (x1 − x2)2 + (x0 − x2)2
)
.
Remark 3.7. Above result was also obtained in [21, Theorem 3.1].
Proof. We observe the following facts.
• For all w(1) ∼n w(2) of type I, w(1), w(2) are of the form wi,wj for some w ∈ Wn−1
and i, j = 0, 1, 2 with i 6= j. On the other hand, for all w ∈ Wn−1 and i, j = 0, 1, 2
with i 6= j, wi ∼n wj is of type I.
• For all w(1) = w(1)1 . . . w(1)n ∼n w(2) = w(2)1 . . . w(2)n of type II, there exists k = 1, . . . , n−
1 such that w
(1)
1 . . . w
(1)
k ∼k w(2)1 . . . w(2)k is of type I and w(2)k = w(1)k+1 = . . . = w(1)n ,
w
(1)
k = w
(2)
k+1 = . . . = w
(2)
n . On the other hand, for all w
(1)
1 . . . w
(1)
k ∼k w(2)1 . . . w(2)k
of type I, w
(1)
1 . . . w
(1)
k w
(2)
k . . . w
(2)
k ∼n w(2)1 . . . w(2)k w(1)k . . . w(1)k is of type II for all n =
k + 1, k + 2, . . ..
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It is obvious that for all n ≥ 1, w ∈Wn, we have Vw = {Pw0, Pw1, Pw2} and
PnU(w) =
1
ν(Kw)
∫
Kw
U(x)ν(dx) =
1
3
(U(Pw0) + U(Pw1) + U(Pw2)) .
Pw0 Pw1
Pw2
Pw02 = Pw20
Pw01 = Pw10
Pw12 = Pw21
Kw2
Kw0 Kw1
Figure 7: Cells and Nodes
For all n ≥ 1, w ∈Wn−1, we have
PnU(w0) =
1
3
(U(Pw00) + U(Pw01) + U(Pw02))
=
1
3
(
U(Pw0) +
2U(Pw0) + 2U(Pw1) + U(Pw2)
5
+
2U(Pw0) + U(Pw1) + 2U(Pw2)
5
)
=
1
3
9U(Pw0) + 3U(Pw1) + 3U(Pw2)
5
=
3U(Pw0) + U(Pw1) + U(Pw2)
5
.
Similarly
PnU(w1) =
U(Pw0) + 3U(Pw1) + U(Pw2)
5
,
PnU(w2) =
U(Pw0) + U(Pw1) + 3U(Pw2)
5
.
Hence
(PnU(w0)− PnU(w1))2 + (PnU(w1)− PnU(w2))2 + (PnU(w0)− PnU(w2))2
=
4
25
[
(U(Pw0)− U(Pw1))2 + (U(Pw1)− U(Pw2))2 + (U(Pw0)− U(Pw2))2
]
.
Kw(1)
K
w(1)w
(2)
n
Kw(2)
K
w(2)w
(1)
n
a2
a1
b2
b1
c
Figure 8: Adjacent Cells
For all n ≥ 1, w(1) = w(1)1 . . . w(1)n ∼n w(2) = w(2)1 . . . w(2)n . Assume that U takes values
a1, a2, c and b1, b2, c on Vw(1) and Vw(2) , respectively, see Figure 8. By above, we have
PnU(w
(1)) =
a1 + a2 + c
3
, PnU(w
(2)) =
b1 + b2 + c
3
,
9
Pn+1U(w
(1)w(2)n ) =
a1 + a2 + 3c
5
, Pn+1U(w
(2)w(1)n ) =
b1 + b2 + 3c
5
,
hence
PnU(w
(1))− PnU(w(2)) = 1
3
((a1 + a2)− (b1 + b2)) ,
Pn+1U(w
(1)w(2)n )− Pn+1U(w(2)w(1)n ) =
1
5
((a1 + a2)− (b1 + b2)) .
Hence
Pn+1U(w
(1)w(2)n )− Pn+1U(w(2)w(1)n ) =
3
5
(
PnU(w
(1))− PnU(w(2))
)
.
Therefore
An(U) =
4
25
Bn−1(U) +
(
3
5
)2 [
4
25
Bn−2(U)
]
+ . . .+
(
3
5
)2(n−1) [
4
25
B0(U)
]
=
4
25
(
(x0 − x1)2 + (x1 − x2)2 + (x0 − x2)2
)
·
[(
9
25
)0(
3
5
)n−1
+
(
9
25
)1(
3
5
)n−2
+ . . .+
(
9
25
)n−1(
3
5
)0]
=
2
3
[(
3
5
)n
−
(
3
5
)2n] (
(x0 − x1)2 + (x1 − x2)2 + (x0 − x2)2
)
.
Let
U =
{
U (x0,x1,x2) : x0, x1, x2 ∈ R
}
.
We show that U separates points as follows.
Proposition 3.8. U separates points, that is, for all x, y ∈ K with x 6= y, there exists
U ∈ U such that U(x) 6= U(y).
Proof. First, we show that for all n ≥ 1, w ∈ Wn, u ∈ l(Vw), there exists U ∈ U such that
U |Vw = u. Indeed, we only need to show that there exists v ∈ l(Vw−0 ∪ Vw−1 ∪ Vw−2)
satisfying Equation (4) such that v|Vw = u. We only need to consider the following three
cases in Figure 9.
a b
c
x
y
z
b a
c
x
y
z
c b
a
xy z
Figure 9: Separation Property
Assume that u takes a, b, c on Vw and v takes x, y, z on (Vw−0 ∪ Vw−1 ∪ Vw−2)\Vw as in
Figure 9. Letting
b =
2a+ 2x+ y
5
, c =
2a+ x+ 2y
5
, z =
a+ 2x+ 2y
5
,
we have
x =
−2a+ 10b− 5c
3
, y =
−2a− 5b+ 10c
3
, z =
−a+ 2b+ 2c
3
.
Second, without lose of generality, we may assume that x ∈ K0\K1 and y ∈ K1\K0.
Take U = U (1,0,0) ∈ U , then U(x) ∈ [ 25 , 1] and U(y) ∈ [0, 25 ), hence U(x) > U(y).
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4 Weak Monotonicity Result
In this section, we give weak monotonicity result using resistance estimates.
For all n ≥ 1, let
Dn(u) =
(
5
3
)n
An(u) =
(
5
3
)n ∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
, u ∈ L2(K; ν).
The weak monotonicity result is as follows.
Theorem 4.1. There exists some positive constant C such that
Dn(u) ≤ CDn+m(u) for all u ∈ L2(K; ν), n,m ≥ 1.
Indeed, we can take C = 36.
Remark 4.2. In Kigami’s construction, the energies are monotone, that is, the constant
C = 1. Hence, the above result is called weak monotonicity.
Theorem 4.1 can be reduced as follows.
For all n ≥ 1, let
Gn(u) =
(
5
3
)n
En(u, u) =
(
5
3
)n ∑
w(1)∼nw(2)
(
u(w(1))− u(w(2))
)2
, u ∈ l(Wn).
For all n,m ≥ 1, let Mn,m : l(Wn+m)→ l(Wn) be a mean value operator given by
(Mn,mu)(w) =
1
3m
∑
v∈Wm
u(wv), w ∈Wn, u ∈ l(Wn+m).
Theorem 4.3. There exists some positive constant C such that
Gn(Mn,mu) ≤ CGn+m(u) for all u ∈ l(Wn+m), n,m ≥ 1.
Proof of Theorem 4.1 using Theorem 4.3. Note Pnu = Mn,m(Pn+mu), hence
Dn(u) =
(
5
3
)n ∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
= Gn(Pnu)
= Gn(Mn,m(Pn+mu)) ≤ CGn+m(Pn+mu)
= C
(
5
3
)n+m ∑
w(1)∼n+mw(2)
(
Pn+mu(w
(1))− Pn+mu(w(2))
)2
= CDn+m(u).
Remark 4.4. The constant in Theorem 4.1 can be taken as the one in Theorem 4.3.
Proof of Theorem 4.3. For all n ≥ 1. Assume that W ⊆ Wn is connected, that is, for all
w(1), w(2) ∈ W , there exists a finite sequence {v(1), . . . , v(k)} ⊆ W with v(1) = w(1), v(k) =
w(2) and v(i) ∼n v(i+1) for all i = 1, . . . , k − 1. Let
EW (u, u) =
∑
w(1),w(2)∈W
w(1)∼nw(2)
(u(w(1))− u(w(2)))2, u ∈ l(W ).
For all w(1), w(2) ∈W , let
RW (w
(1), w(2)) = inf
{
EW (u, u) : u(w
(1)) = 1, u(w(2)) = 0, u ∈ l(W )
}−1
= sup
{
(u(w(1))− u(w(2)))2
EW (u, u)
: EW (u, u) 6= 0, u ∈ l(W )
}
.
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It is obvious that(
u(w(1))− u(w(2))
)2
≤ RW (w(1), w(2))EW (u, u) for all w(1), w(2) ∈W,u ∈ l(W ),
and RW is a metric on W , hence
RW (w
(1), w(2)) ≤ RW (w(1), w(3)) +RW (w(3), w(2)) for all w(1), w(2), w(3) ∈W.
By definition, we have
Gn(Mn,mu) =
(
5
3
)n ∑
w(1)∼nw(2)
(
Mn,mu(w
(1))−Mn,mu(w(2))
)2
=
(
5
3
)n ∑
w(1)∼nw(2)
(
1
3m
∑
v∈Wm
(
u(w(1)v)− u(w(2)v)
))2
≤
(
5
3
)n ∑
w(1)∼nw(2)
1
3m
∑
v∈Wm
(
u(w(1)v)− u(w(2)v)
)2
.
Fix w(1) ∼n w(2), there exist i, j = 0, 1, 2 with i 6= j such that w(1)im ∼n+m w(2)jm, see
Figure 10.
w(1)Wm w
(2)Wm
w(1)im w(2)jm
w(1)v w(2)v
Figure 10: w(1)Wm and w
(2)Wm
Fix v ∈Wm, we have(
u(w(1)v)− u(w(2)v)
)2
≤ Rw(1)Wm∪w(2)Wm(w(1)v, w(2)v)Ew(1)Wm∪w(2)Wm(u, u).
By cutting technique and Proposition 3.4, we have
Rw(1)Wm∪w(2)Wm(w
(1)v, w(2)v)
≤ Rw(1)Wm∪w(2)Wm(w(1)v, w(1)im) +Rw(1)Wm∪w(2)Wm(w(1)im, w(2)jm)
+Rw(1)Wm∪w(2)Wm(w
(2)jm, w(2)v)
≤ Rm(v, im) + 1 +Rm(v, jm) ≤ 5
(
5
3
)m
+ 1 ≤ 6
(
5
3
)m
,
hence
(u(w(1)v)− u(w(2)v))2 ≤ 6
(
5
3
)m
Ew(1)Wm∪w(2)Wm(u, u)
= 6
(
5
3
)m(
Ew(1)Wm(u, u) + Ew(2)Wm(u, u) +
(
u(w(1)im)− u(w(2)jm)
)2)
.
Hence
1
3m
∑
v∈Wm
(
u(w(1)v)− u(w(2)v)
)2
≤ 6
(
5
3
)m(
Ew(1)Wm(u, u) + Ew(2)Wm(u, u) +
(
u(w(1)im)− u(w(2)jm)
)2)
.
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In the summation with respect to w(1) ∼n w(2), the terms Ew(1)Wm(u, u), Ew(2)Wm(u, u) are
summed at most 6 times, hence
Gn(Mn,mu) ≤
(
5
3
)n ∑
w(1)∼nw(2)
1
3m
∑
v∈Wm
(
u(w(1)v)− u(w(2)v)
)2
≤ 6
(
5
3
)n
6
(
5
3
)m
En+m(u, u) = 36
(
5
3
)n+m
En+m(u, u) = 36Gn+m(u).
5 Proof of Theorem 2.1
We need the following theorem for preparation.
Theorem 5.1. For all u ∈ L2(K; ν), let
E(u) =
∞∑
n=1
2(β−α)n
∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
,
F (u) = sup
n≥1
2(β−α)n
∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
.
Then for all β ∈ (α,+∞), there exists some positive constant c such that
|u(x)− u(y)| ≤ c
√
E(u)|x− y| β−α2 , (5)
|u(x)− u(y)| ≤ c
√
F (u)|x− y| β−α2 , (6)
for ν-almost every x, y ∈ K, for all u ∈ L2(K; ν).
Therefore, if u ∈ L2(K; ν) satisfies E(u) < +∞ or F (u) < +∞, then u has a continuous
version in C
β−α
2 (K).
Remark 5.2. Theorem 5.1 was also proved in [7, Theorem 4.11 (iii)]. The proof here is
direct since E,F are defined using the averaging method.
Proof. For all n ≥ 1, w ∈Wn, we have
|Pnu(w)− Pn+1u(w0)| = |1
3
(Pn+1u(w0) + Pn+1u(w1) + Pn+1u(w2))− Pn+1u(w0)|
=
1
3
|(Pn+1u(w1)− Pn+1u(w0)) + (Pn+1u(w2)− Pn+1u(w0))|
≤
√
2
3
[
(Pn+1u(w1)− Pn+1u(w0))2 + (Pn+1u(w2)− Pn+1u(w0))2
]1/2
≤
√
2
3
(
E(u)
2(β−α)(n+1)
)1/2
=
√
2
3
√
E(u)
2
β−α
2 (n+1)
.
Similarly
|Pnu(w)− Pn+1u(w1)|, |Pnu(w)− Pn+1u(w2)| ≤
√
2
3
√
E(u)
2
β−α
2 (n+1)
.
Since u ∈ L2(K; ν), we have ν-almost every point in K is a Lebesgue point of u. For all
Lebesgue points x, y ∈ K with x 6= y, there exist n ≥ 1, w(1) = w(1)1 . . . w(1)n ∼n w(2) =
w
(2)
1 . . . w
(2)
n such that x ∈ Kw(1) , y ∈ Kw(2) but x 6∈ Kw(1)w(2)n or y 6∈ Kw(2)w(1)n , see Figure
11.
Then √
3
2
1
2n+1
≤ |x− y| ≤ 1
2n−1
.
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Kw(1)
K
w(1)w
(2)
n
Kw(2)
K
w(2)w
(1)
n
x
y
Figure 11: Positions of x and y
There exist v
(1)
1 , v
(1)
2 , . . . , v
(2)
1 , v
(2)
2 , . . . = 0, 1, 2 such that
{x} =
∞⋂
k=1
K
w(1)v
(1)
1 ...v
(1)
k
, {y} =
∞⋂
k=1
K
w(2)v
(2)
1 ...v
(2)
k
.
Since x, y are Lebesgue points of u, we have
lim
k→+∞
Pn+ku(w
(1)v
(1)
1 . . . v
(1)
k ) = u(x), lim
k→+∞
Pn+ku(w
(2)v
(2)
1 . . . v
(2)
k ) = u(y).
Note that
|Pnu(w(1))− Pnu(w(2))| ≤
(
E(u)
2(β−α)n
)1/2
=
√
E(u)
2
β−α
2 n
,
hence
|u(x)− u(y)| ≤ |u(x)− Pnu(w(1))|+ |Pnu(w(1))− Pnu(w(2))|+ |u(y)− Pnu(w(2))|
≤
∞∑
k=0
|Pn+ku(w(1)v(1)1 . . . v(1)k )− Pn+k+1u(w(1)v(1)1 . . . v(1)k v(1)k+1)|+ |Pnu(w(1))− Pnu(w(2))|
+
∞∑
k=0
|Pn+ku(w(2)v(2)1 . . . v(2)k )− Pn+k+1u(w(2)v(2)1 . . . v(2)k v(2)k+1)|
≤ 2
∞∑
k=0
√
2
3
√
E(u)
2
β−α
2 (n+k+1)
+
√
E(u)
2
β−α
2 n
=
√
E(u)
1
2
β−α
2 (n+1)
(
2
√
2
3
2
β−α
2
2
β−α
2 − 1
+ 2
β−α
2
)
≤
√
E(u)|x− y| β−α2
[(
2√
3
) β−α
2
(
2
√
2
3
2
β−α
2
2
β−α
2 − 1
+ 2
β−α
2
)]
= c
√
E(u)|x− y| β−α2 ,
where
c =
(
2√
3
) β−α
2
(
2
√
2
3
2
β−α
2
2
β−α
2 − 1
+ 2
β−α
2
)
.
Hence we obtain Equation (5). Replacing E(u) by F (u) in above proof, we obtain Equation
(6) with the same constant c.
For all β > 0, let
Eβ(u, u) =
∞∑
n=1
2(β−α)n
∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
,
Fβ =
u ∈ L2(K; ν) :
∞∑
n=1
2(β−α)n
∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
< +∞
 ,
denote Eβ(u, u) = [u]B2,2α,β(K)
for simplicity.
In what follows, K is a locally compact separable metric space and ν is a Radon measure
on K with full support. We say that (E ,F) is a closed form on L2(K; ν) in the wide sense
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if F is complete under the inner product E1 but F is not necessary to be dense in L2(K; ν).
If (E ,F) is a closed form on L2(K; ν) in the wide sense, we extend E to be +∞ outside F ,
hence the information of F is encoded in E .
In what follows, K is SG in R2 and ν is the normalized Hausdorff measure on K.
We obtain non-local regular closed forms and Dirichlet forms as follows.
Theorem 5.3. For all β ∈ (α, β∗), (Eβ ,Fβ) is a non-local regular closed form on L2(K; ν),
(Eβ ,Fβ), (Eβ ,Fβ) are non-local regular Dirichlet forms on L2(K; ν). For all β ∈ [β∗,+∞),
Fβ consists only of constant functions.
Remark 5.4. Eβ does not have Markovian property but Eβ ,Eβ do have Markovian property.
An interesting problem in non-local analysis is for which value β > 0, (Eβ ,Fβ) is a regular
Dirichlet form on L2(K; ν). The critical value
β∗ := sup
{
β > 0 : (Eβ ,Fβ) is a regular Dirichlet form on L2(K; ν)
}
is called the walk dimension of SG with Euclidean metric and Hausdorff measure. A classical
approach to determine β∗ is using the estimates (1) and subordination technique to have
β∗ = β∗ =
log 5
log 2
,
see [18]. The proof of above theorem provides an alternative approach without using BM.
Proof. By Fatou’s lemma, it is obvious that (Eβ ,Fβ) is a closed form on L2(K; ν) in the
wide sense.
For all β ∈ (α, β∗). By Theorem 5.1, Fβ ⊆ C(K). We only need to show that Fβ is
uniformly dense in C(K), then Fβ is dense in L2(K; ν), hence (Eβ ,Fβ) is a regular closed
form on L2(K; ν).
Indeed, by Theorem 3.6, for all U = U (x0,x1,x2) ∈ U , we have
Eβ(U,U) =
∞∑
n=1
2(β−α)nAn(U)
=
∞∑
n=1
2(β−α)n
2
3
[(
3
5
)n
−
(
3
5
)2n] (
(x0 − x1)2 + (x1 − x2)2 + (x0 − x2)2
)
≤ 2
3
(
(x0 − x1)2 + (x1 − x2)2 + (x0 − x2)2
) ∞∑
n=1
2(β−α)n
(
3
5
)n
< +∞,
hence U ∈ Fβ , U ⊆ Fβ . By Proposition 3.8, Fβ separates points. It is obvious that Fβ
is a sub-algebra of C(K), that is, for all u, v ∈ Fβ , c ∈ R, we have u + v, uv, cu ∈ Fβ . By
Stone-Weierstrass theorem, Fβ is uniformly dense in C(K).
Since Eβ ,Eβ do have Markovian property, by above, (Eβ ,Fβ), (Eβ ,Fβ) are non-local
regular Dirichlet forms on L2(K; ν).
For all β ∈ [β∗,+∞). Assume that u ∈ Fβ is not constant, then there exists some integer
N ≥ 1 such that DN (u) > 0. By Theorem 4.1, we have
Eβ(u, u) =
∞∑
n=1
2(β−α)n
(
3
5
)n
Dn(u) ≥
∞∑
n=N+1
2(β−α)n
(
3
5
)n
Dn(u)
≥ 1
C
∞∑
n=N+1
2(β−α)n
(
3
5
)n
DN (u) = +∞,
contradiction! Hence Fβ consists of constant functions.
We need some preparation about Γ-convergence.
In what follows, K is a locally compact separable metric space and ν is a Radon measure
on K with full support.
Definition 5.5. Let En, E be closed forms on L2(K; ν) in the wide sense. We say that En
is Γ-convergent to E if the following conditions are satisfied.
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(1) For all {un} ⊆ L2(K; ν) that converges strongly to u ∈ L2(K; ν), we have
lim
n→+∞
En(un, un) ≥ E(u, u).
(2) For all u ∈ L2(K; ν), there exists a sequence {un} ⊆ L2(K; ν) converging strongly to
u in L2(K; ν) such that
lim
n→+∞ E
n(un, un) ≤ E(u, u).
We have the following result about Γ-convergence.
Proposition 5.6. ([4, Proposition 6.8, Theorem 8.5, Theorem 11.10, Proposition 12.16])
Let {(En,Fn)} be a sequence of closed forms on L2(K; ν) in the wide sense, then there exist
some subsequence {(Enk ,Fnk)} and some closed form (E ,F) on L2(K; ν) in the wide sense
such that Enk is Γ-convergent to E.
We need an elementary result as follows.
Proposition 5.7. Let {xn} be a sequence of nonnegative real numbers.
(1)
lim
n→+∞
xn ≤ lim
λ↑1
(1− λ)
∞∑
n=1
λnxn ≤ lim
λ↑1
(1− λ)
∞∑
n=1
λnxn ≤ lim
n→+∞xn ≤ supn≥1xn.
(2) If there exists some positive constant C such that
xn ≤ Cxn+m for all n,m ≥ 1,
then
sup
n≥1
xn ≤ C lim
n→+∞
xn.
Proof. The proof is elementary using ε-N argument.
In what follows, K is SG in R2 and ν is the normalized Hausdorff measure on K.
Take {βn} ⊆ (α, β∗) with βn ↑ β∗. By Proposition 5.6, there exist some subsequence
still denoted by {βn} and some closed form (E ,F) on L2(K; ν) in the wide sense such that
(β∗ − βn)Eβn is Γ-convergent to E . Without lose of generality, we may assume that
0 < β∗ − βn < 1
n+ 1
for all n ≥ 1.
We have the characterization of (E ,F) on L2(K; ν) as follows.
Theorem 5.8.
E(u, u)  sup
n≥1
Dn(u) = sup
n≥1
(
5
3
)n ∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
,
F =
u ∈ L2(K; ν) : supn≥1
(
5
3
)n ∑
w(1)∼nw(2)
(
Pnu(w
(1))− Pnu(w(2))
)2
< +∞
 .
Moreover, (E ,F) is a regular closed form on L2(K; ν) and
1
2(log 2)C2
sup
n≥1
Dn(u) ≤ E(u, u) ≤ 1
log 2
sup
n≥1
Dn(u).
Proof. Recall that
Eβ(u, u) =
∞∑
n=1
2(β−α)nAn(u) =
∞∑
n=1
2(β−β
∗)nDn(u).
We use weak monotonicity result Theorem 4.1 and elementary result Proposition 5.7.
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On the one hand, for all u ∈ L2(K; ν)
E(u, u) ≤ lim
n→+∞
(β∗ − βn)Eβn(u, u) = lim
n→+∞
(β∗ − βn)
∞∑
k=1
2(βn−β
∗)kDk(u)
=
1
log 2
lim
n→+∞
(1− 2βn−β∗)
∞∑
k=1
2(βn−β
∗)kDk(u) ≤ 1
log 2
sup
k≥1
Dk(u).
On the other hand, for all u ∈ L2(K; ν), there exists {un} ⊆ L2(K; ν) converging strongly
to u in L2(K; ν) such that
E(u, u) ≥ lim
n→+∞(β
∗ − βn)Eβn(un, un) = lim
n→+∞(β
∗ − βn)
∞∑
k=1
2(βn−β
∗)kDk(un)
≥ lim
n→+∞(β
∗ − βn)
∞∑
k=n+1
2(βn−β
∗)kDk(un) ≥ 1
C
lim
n→+∞(β
∗ − βn)
∞∑
k=n+1
2(βn−β
∗)kDn(un)
=
1
C
lim
n→+∞
[
(β∗ − βn)2
(βn−β∗)(n+1)
1− 2βn−β∗ Dn(un)
]
.
Since 0 < β∗ − βn < 1/(n+ 1), we have 2(βn−β∗)(n+1) > 1/2. Since
lim
n→+∞
β∗ − βn
1− 2βn−β∗ =
1
log 2
,
we have
E(u, u) ≥ 1
2C
lim
n→+∞
β∗ − βn
1− 2βn−β∗Dn(un) ≥
1
2(log 2)C
lim
n→+∞Dn(un).
Since un → u in L2(K; ν), for all k ≥ 1, we have
Dk(u) = lim
n→+∞Dk(un) = limk≤n→+∞
Dk(un) ≤ C lim
n→+∞
Dn(un).
Taking supremum with respect to k ≥ 1, we have
sup
k≥1
Dk(u) ≤ C lim
n→+∞
Dn(un) ≤ C lim
n→+∞Dn(un) ≤ 2(log 2)C
2E(u, u).
By Theorem 5.1, F ⊆ C(K). We only need to show that F is uniformly dense in C(K),
then F is dense in L2(K; ν), hence (E ,F) is a regular closed form on L2(K; ν).
Indeed, by Theorem 3.6, for all U = U (x0,x1,x2) ∈ U , we have
sup
n≥1
Dn(U) = sup
n≥1
(
5
3
)n
An(U)
= sup
n≥1
(
5
3
)n
2
3
[(
3
5
)n
−
(
3
5
)2n] (
(x0 − x1)2 + (x1 − x2)2 + (x0 − x2)2
)
≤ 2
3
(
(x0 − x1)2 + (x1 − x2)2 + (x0 − x2)2
)
< +∞,
hence U ∈ F , U ⊆ F . By Proposition 3.8, F separates points. It is obvious that F is a
sub-algebra of C(K). By Stone-Weierstrass theorem, F is uniformly dense in C(K).
Now we prove Theorem 2.1 using a standard approach as follows.
Proof of Theorem 2.1. For all u ∈ L2(K; ν), n, k ≥ 1, we have∑
w(1)∼n+kw(2)
(
Pn+ku(w
(1))− Pn+ku(w(2))
)2
=
∑
w∈Wn
∑
w(1)∼kw(2)
(
Pn+ku(ww
(1))− Pn+ku(ww(2))
)2
+
∑
w(1)=w
(1)
1 ...w
(1)
n ∼nw(2)=w(2)1 ...w(2)n
(
Pn+ku(w
(1)w(2)n . . . w
(2)
n )− Pn+ku(w(2)w(1)n . . . w(1)n )
)2
,
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where for all i = 1, 2
Pn+ku(ww
(i)) =
∫
K
(u ◦ fww(i))(x)ν(dx) =
∫
K
(u ◦ fw ◦ fw(i))(x)ν(dx) = Pk(u ◦ fw)(w(i)),
hence ∑
w∈Wn
Ak(u ◦ fw) =
∑
w∈Wn
∑
w(1)∼kw(2)
(
Pk(u ◦ fw)(w(1))− Pk(u ◦ fw)(w(2))
)2
≤
∑
w(1)∼n+kw(2)
(
Pn+ku(w
(1))− Pn+ku(w(2))
)2
= An+k(u),
and(
5
3
)n ∑
w∈Wn
Dk(u ◦ fw) =
(
5
3
)n+k ∑
w∈Wn
Ak(u ◦ fw) ≤
(
5
3
)n+k
An+k(u) = Dn+k(u).
For all u ∈ F , n ≥ 1, w ∈Wn, we have
sup
k≥1
Dk(u ◦ fw) ≤ sup
k≥1
∑
w∈Wn
Dk(u ◦ fw) ≤
(
3
5
)n
sup
k≥1
Dn+k(u) ≤
(
3
5
)n
sup
k≥1
Dk(u) < +∞,
hence u ◦ fw ∈ F .
For all u ∈ L2(K; ν), n ≥ 1, let
E(u, u) =
2∑
i=0
(
u(pi)−
∫
K
u(x)ν(dx)
)2
,
E(n)(u, u) =
(
5
3
)n ∑
w∈Wn
E(u ◦ fw, u ◦ fw).
By Theorem 5.1, we have
E(u, u) =
2∑
i=0
(∫
K
(u(pi)− u(x)) ν(dx)
)2
≤
2∑
i=0
∫
K
(u(pi)− u(x))2 ν(dx)
≤
2∑
i=0
∫
K
c2|pi − x|β∗−α
(
sup
k≥1
Dk(u)
)
ν(dx) ≤ 3c2 sup
k≥1
Dk(u),
hence
E(n)(u, u) ≤
(
5
3
)n ∑
w∈Wn
3c2 sup
k≥1
Dk(u ◦ fw) ≤ 3c2C
(
5
3
)n ∑
w∈Wn
lim
k→+∞
Dk(u ◦ fw)
≤ 3c2C
(
5
3
)n
lim
k→+∞
∑
w∈Wn
Dk(u ◦ fw) ≤ 3c2C lim
k→+∞
Dn+k(u) ≤ 3c2C sup
k≥1
Dk(u).
(7)
On the other hand, for all u ∈ L2(K; ν), n ≥ 1, we have
Dn(u) =
(
5
3
)n ∑
w(1)∼nw(2)
(∫
K
(u ◦ fw(1))(x)ν(dx)−
∫
K
(u ◦ fw(2))(x)ν(dx)
)2
.
For all w(1) ∼n w(2), there exist i, j = 0, 1, 2 such that
Kw(1) ∩Kw(2) = {fw(1)(pi)} = {fw(2)(pj)} .
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Hence
Dn(u)
=
(
5
3
)n ∑
w(1)∼nw(2)
[(
(u ◦ fw(1))(pi)−
∫
K
(u ◦ fw(1))(x)ν(dx)
)
−
(
(u ◦ fw(2))(pj)−
∫
K
(u ◦ fw(2))(x)ν(dx)
)]2
≤ 2
(
5
3
)n ∑
w(1)∼nw(2)
[(
(u ◦ fw(1))(pi)−
∫
K
(u ◦ fw(1))(x)ν(dx)
)2
+
(
(u ◦ fw(2))(pj)−
∫
K
(u ◦ fw(2))(x)ν(dx)
)2]
≤ 6
(
5
3
)n ∑
w∈Wn
2∑
i=0
(
(u ◦ fw)(pi)−
∫
K
(u ◦ fw)(x)ν(dx)
)2
= 6
(
5
3
)n ∑
w∈Wn
E(u ◦ fw, u ◦ fw) = 6E(n)(u, u).
(8)
For all u ∈ L2(K; ν), n ≥ 1, we have
E(n+1)(u, u) =
(
5
3
)n+1 ∑
w∈Wn+1
E(u ◦ fw, u ◦ fw)
=
(
5
3
)n+1 2∑
i=0
∑
w∈Wn
E(u ◦ fi ◦ fw, u ◦ fi ◦ fw) = 5
3
2∑
i=0
E(n)(u ◦ fi, u ◦ fi).
(9)
Let
E˜(n)(u, u) = 1
n
n∑
l=1
E(l)(u, u), u ∈ L2(K; ν), n ≥ 1.
By Equation (7), we have
E˜(n)(u, u) ≤ 3c2C sup
k≥1
Dk(u)  E(u, u) for all u ∈ F , n ≥ 1.
Since (E ,F) is a regular closed form on L2(K; ν), by [3, Definition 1.3.8, Remark 1.3.9,
Definition 1.3.10, Remark 1.3.11], we have (F , E1) is a separable Hilbert space. Let {ui}i≥1
be a dense subset of (F , E1). For all i ≥ 1,
{
E˜(n)(ui, ui)
}
n≥1
is a bounded sequence.
By diagonal argument, there exists a subsequence {nk}k≥1 such that
{
E˜(nk)(ui, ui)
}
k≥1
converges for all i ≥ 1. Hence
{
E˜(nk)(u, u)
}
k≥1
converges for all u ∈ F . Let
Eloc(u, u) = lim
k→+∞
E˜(nk)(u, u) for all u ∈ Floc := F .
Then
Eloc(u, u) ≤ 3c2C sup
k≥1
Dk(u) for all u ∈ Floc = F .
By Equation (8), for all u ∈ Floc = F , we have
Eloc(u, u) = lim
k→+∞
E˜(nk)(u, u) ≥ lim
n→+∞
E(n)(u, u) ≥ 1
6
lim
k→+∞
Dk(u) ≥ 1
6C
sup
k≥1
Dk(u).
Hence
Eloc(u, u)  sup
k≥1
Dk(u) for all u ∈ Floc = F .
Hence (Eloc,Floc) is a regular closed form on L2(K; ν). Since 1 ∈ Floc and Eloc(1, 1) = 0, by
[6, Lemma 1.6.5, Theorem 1.6.3], (Eloc,Floc) on L2(K; ν) is conservative.
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For all u ∈ Floc = F , we have u◦fi ∈ F = Floc for all i = 0, 1, 2. Moreover, by Equation
(9), we have
5
3
2∑
i=0
Eloc(u ◦ fi, u ◦ fi) = 5
3
2∑
i=0
lim
k→+∞
E˜(nk)(u ◦ fi, u ◦ fi)
=
5
3
2∑
i=0
lim
k→+∞
1
nk
nk∑
l=1
E(l)(u ◦ fi, u ◦ fi) = lim
k→+∞
1
nk
nk∑
l=1
[
5
3
2∑
i=0
E(l)(u ◦ fi, u ◦ fi)
]
= lim
k→+∞
1
nk
nk∑
l=1
E(l+1)(u, u) = lim
k→+∞
1
nk
nk+1∑
l=2
E(l)(u, u)
= lim
k→+∞
[
1
nk
nk∑
l=1
E(l)(u, u) + 1
nk
E(nk+1)(u, u)− 1
nk
E(1)(u, u)
]
= lim
k→+∞
E˜(nk)(u, u) = Eloc(u, u).
Hence (Eloc,Floc) on L2(K; ν) is self-similar.
For all u, v ∈ Floc satisfying supp(u), supp(v) are compact and v is constant in an open
neighborhood U of supp(u), we have K\U is compact and supp(u) ∩ (K\U) = ∅, hence
δ = dist(supp(u),K\U) > 0. Taking sufficiently large n ≥ 1 such that 21−n < δ, by
self-similarity, we have
Eloc(u, v) =
(
5
3
)n ∑
w∈Wn
Eloc(u ◦ fw, v ◦ fw).
For all w ∈ Wn, we have u ◦ fw = 0 or v ◦ fw is constant, hence Eloc(u ◦ fw, v ◦ fw) = 0,
hence Eloc(u, v) = 0, that is, (Eloc,Floc) on L2(K; ν) is strongly local.
For all u ∈ Floc, it is obvious that u+, u−, 1− u, u = (0 ∨ u) ∧ 1 ∈ Floc and
Eloc(u, u) = Eloc(1− u, 1− u).
Since u+u− = 0 and (Eloc,Floc) on L2(K; ν) is strongly local, we have Eloc(u+, u−) = 0.
Hence
Eloc(u, u) = Eloc(u+ − u−, u+ − u−) = Eloc(u+, u+) + Eloc(u−, u−)− 2Eloc(u+, u−)
= Eloc(u+, u+) + Eloc(u−, u−) ≥ Eloc(u+, u+) = Eloc(1− u+, 1− u+)
≥ Eloc((1− u+)+, (1− u+)+) = Eloc(1− (1− u+)+, 1− (1− u+)+) = Eloc(u, u),
that is, (Eloc,Floc) on L2(K; ν) is Markovian. Hence (Eloc,Floc) is a self-similar strongly
local regular Dirichlet form on L2(K; ν).
Remark 5.9. The idea of the standard approach is from [16, Section 6]. The proof of
Markovian property is from the proof of [1, Theorem 2.1].
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