A lmost all areas of the sciences use models to study and predict physical phenomena, but predictions and conclusions are only as good as the models on which they are based. The statistical assessment of errors in model prediction and model estimation is of fundamental importance. Recent reports of the Intergovernmental Panel on Climate Change (IPCC; see http:// www . ipcc . ch), for example, present and interpret several commonly used estimates of average error to evaluate and compare the accuracies of global climate model simulations [Flato et al., 2013] .
One recently developed model evaluation metrics package (http:// bit . ly/ PCMDI -metrics) similarly assesses, visualizes, and compares model errors [Gleckler et al., 2016] . This package also evaluates the most commonly reported measure of the average difference between observed and predicted values: the root-mean-square error (RMSE).
We contend, however, that average-error measures based on sums of squares, including the RMSE, erratically overestimate average model error. Here we make the case that using an absolute value-based average-error measure rather than a sum-of-squaresbased error measure substantially improves the assessment of model performance.
Error Measures
Our analyses of sum-of-squares-based average-error measures reveal that most models are more accurate than these measures suggest [Willmott and Matsuura, 2005; Willmott et al., 2009] . We find that the use of alternative average-error measures based on sums of the absolute values of the errors (e.g., the mean absolute error, or MAE) circumvents such error overestimation.
At first glance, the distinction between average-error measures based on squared versus absolute values may appear to be an arcane statistical issue. However, the erratic overestimation inherent within sum-ofsquares-based measures of average model estimation error can have important and long-lasting influences on a wide array of decisions and policies. For example, policy makers and scientists who accept the RMSEs and related measures recently reported by the IPCC [Flato et al., 2013] are likely to be underestimating the accuracy of climate models. If they assessed error magnitude-based measures, they could place more confidence in model estimates as a basis for their decisions.
Absolute Values
Our recommendation is to evaluate the magnitude (i.e., the absolute value) of each difference between corresponding modelderived and credibly observed values. The sum of these difference magnitudes is then divided by the number of difference magnitudes. The resulting measure is the MAE.
In effect, MAE quantifies the average magnitude of the errors in a set of predictions without considering their sign. Similarly, the average variability around a parameter (e.g., the mean) or a function is the sum of the magnitudes of the deviations divided by the number of deviations. This measure is commonly referred to as the mean absolute deviation (MAD).
An Inconsistent Relationship
The RMSE has an inconsistent relationship with the MAE [Willmott and Matsuura, 2005] . It is possible, for example, for RMSE to increase at the same time that MAE is decreasing, that is, when the variability among squared error elements is increasing while the sum of the error magnitudes is decreasing.
At the same time, squaring each error often alters-sometimes substantially-the relative influence of individual errors on the error total, which tends to undermine the interpretability of RMSE. Although the lower limit of RMSE is MAE, which occurs when all of the errors have the same magnitude, the upper limit of RMSE is a function of both MAE and the sample size (√n × MAE) and is reached when all of the error is contained in a single data value [Willmott and Matsuura, 2005] .
An important lesson is that RMSE has no consistent relationship with the average of the error magnitudes, other than having a lower limit of MAE. 
OPINION

An Example Using Precipitation Data
We illustrate the inconsistent relationship between RMSE and MAE by appraising errors associated with the spatial interpolation of monthly precipitation totals, evaluated over 5 years, at locations across South America ( Figure 1 ).
As noted above, the RMSE is always greater than or equal to the MAE. Thus, in Figure 1 , points lie above or on the diagonal line representing the case where RMSE is equal to MAE.
But an infinite number of RMSEs can be associated with one value of MAE. As a result, when researchers report one or more values of RMSE without their corresponding MAEs and sample sizes, as is usually the case, it is nearly impossible to interpret them meaningfully or to make useful comparisons among the RMSEs.
It is important to note that RMSE tends to increase with variability, as illustrated at some locations closer to the equator that tend to have higher precipitation magnitudes (and variability) and therefore larger differences between RMSE and MAE (Figure 1) . Furthermore, RMSE often increases with increasing geographic area and/or time period being analyzed because larger sampling domains are more likely to contain greater numbers of outliers [Willmott and Matsuura, 2006] .
In short, by summing the squares of errors, RMSE is disproportionately amplified by outliers, giving them more weight than they may deserve. MAE, on the other hand, gives each error the natural weight of its magnitude.
Interpreting Average-Error Measures
Drawing from long-accepted statistical practices, the average-error or average-deviation measures that are most often computed, interpreted, and reported are based on sumof-squares errors or deviations. The RMSE and the standard deviation are well-known examples.
Nevertheless, we concur with J. S. Armstrong, who after assessing a number of forecast evaluation metrics warned practitioners, "Do not use Root Mean Square Error" [Armstrong, 2001 ]. Only in rare cases, when the underlying distribution of errors is known or can be reliably assumed, is there some basis for interpreting and comparing RMSE values.
More broadly, comparable critiques can also be leveled at sum-of-squares-based measures of variability, including the standard deviation and standard error [Willmott et al., 2009] . Their roles should be limited to probabilistic assessments, such as estimating the sample standard deviation as a parameter in a Gaussian distribution.
Losing the Ambiguities
In view of the inconsistent relationship between RMSE and MAE, we argue that comparing the performance of competing models by comparing their RMSEs lacks merit.
Because of the ambiguities that are inherent within commonly used sum-of-squares error measures, such as the RMSE, we encourage scientists to no longer evaluate and report them as average-error measures. Instead, researchers should evaluate, interpret, and report values of the mean absolute error or the mean absolute deviation and the sample size.
It remains essential for researchers to go beyond statistical summaries and to present and interpret visualizations of the errors and error distributions to allow for a full and accurate assessment of model performance. But as we increasingly seek to convey climate data and projections to policy makers, let's use MAE and related measures [e.g., Willmott et al., 2015] to help them evaluate the relative accuracy of the information.
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