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ABSTRACT
This thesis deals with two unrelated problems. In Chapter 1, we examine
permutations with restricted positions according to cycle type. R. Stanley
and J. Stembridge developed this theory and defined "cycle indicators" to
attack some conjectures about immanants of the Jacobi-Trudi matrix. They
also proved a general formula for computing these cycle indicators. We calcu-
late some cycle indicators using a different method for particular restrictions
and prove some nice identities along the way. We also generalize the theory
of classifying permutations in S,, with restricted positions by cycle type to
wreath products of finite abelian groups with the symmetric group. We prove
a general formula for the generalized cycle indicator which involves the for-
gotten symmetric function and a generalization of the power-sum symmetric
function.
We study unlabelled interval orders in Chapter 2. Interval orders which
correspond to interval representations in which each interval has the same
length are called semiorders and have been studied in great detail. We classify
(1, 1,..., 1, 1 + a)-interval orders where 0 < a < 1.
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Chapter 1
Cycle Indicators of
Permutations with Restricted
Positions
1.1 Introduction
Let [n] = {1,2,...,n}. Consider a board B C [n] 2 = [n] x [n]. The classi-
cal problem of permutations with restricted positions involves counting the
number of placements of n non-attacking rooks on B. Rooks are said to
be non-attacking if no two occupy the same row or column. Thus, each
placement of n non-attacking rooks corresponds to a permutation r E S,
(if a rook is in position (i,j), then 7r(i) = j). It is also an interesting prob-
lem to see how many placements of n non-attacking rooks correspond to a
particular conjugacy class of S,. The theory of cycle indicators for boards
was developed by R. Stanley and J. Stembridge [SS93] to examine this prob-
lem. We prove some nice identities of inverse Kostka numbers, and we use
them to compute the cycle indicators for particular boards, thus computing
the number of placements of n non-attacking rooks according to conjugacy
class for those boards. We also generalize these ideas for the symmetric
group to wreath products of finite abelian groups with the symmetric group
and compute a general formula for the generalized cycle indicator for these
wreath products analogous to the one for the symmetric group calculated by
R. Stanley and J. Stembridge.
1.2 Background
In this section, we will explain the background of the theory of cycle indi-
cators; consequently, we will follow the notation of [SS93]. Fix A - n (A
is a partition of n). Let xA denote the irreducible character of S, indexed
by A. Let us define the immanant of an n x n matrix A with respect to
A as ImmA(A):= EsES xA(w) p 1- a,(. Note that when A = 1I, xA is
the trivial character, and ImmA(A) = per(A), the permanant of A. When
A = (n), xA is the sign character, and ImmA(A) = det(A), the determinant
of A. Immanants were first studied long ago (see, e.g., [Lit50, Schl8]).
Given partitions p[ = (11,1 2, ... ý n) and v = (vl, v2 ,...,v n) with v _< p
(i.e., 0 < vi < pi for all i), define the n x n Jacobi-Trudi matrix H,/ :={hi_(V3 _j)}i,j, where hk is the k-th homogeneous symmetric function. (Set
h = 1 and hk = 0 for k < 0.) It is a well-known result that
det H,I, = sl.,
where s,/ is the skew Schur function. We can ask what properties
ImmA(H,/,) has for any partition A. In the past few years, many conjec-
tures have been made by I. Goulden and D. Jackson [GJ92] and J. Stem-
bridge [Ste92], and many theorems have been proven about these immanants.
C. Greene [Gre92] proved that they are monomial-positive (i.e., nonnegative
linear combinations of monomial symmetric functions), and M. Haiman [Hai93]
proved that they are Schur-positive.
There is a conjecture of J. Stembridge [Ste92] that remains open that
is stronger than the Schur-positivity result of M. Haiman. To state this
conjecture, we must make a few definitions. Let
F,/l(x,,y) := S (y)ImmA(Hp/v)(x).
M-n
We can rewrite this so that
F,7,(x, y) = - E'7,(y)s,(x).
-Y '/1 A/l
Conjecture 1.1 [SS93] E/1 ,(y) is a nonnegative linear combination of
complete homogeneous symmetric functions h, of degree n.
It turns out that this conjecture is equivalent another conjecture which
we will state after we give some background. Let ch denote the charac-
teristic map, which is an isometry between the space of class functions on
Sn and the ring of symmetric functions of degree n (see, e.g., [Mac95, p.
113] and [Sag91, p. 163]) such that given an irreducible character X' of So,
we have ch(XA) = s,. Let q0 denote the class function on Sn such that
ch( ) = mA. J. Stembridge [Ste92] defines the monomial immanant to be
ZEwesn A(w)(H, 1 ,)1,w(1) " * *(Hi/)n,w(n) for obvious reasons.
Let F / denote the class function on Sn such that ch(F/,1 ) = E / ( y ) .
We define the usual inner product (,) on A, the ring of symmetric functions,
such that (hA, rm,) = A,,, where hA and rn, denote the homogeneous and
monomial symmetric functions, respectively. J. Stembridge [Ste92] explains
that the coefficient of s'I in the monomial immanant is (0k, r/,). Now we
can restate Conjecture 1.1 as follows:
Conjecture 1.2 [Ste92] Monomial immanants of Jacobi-Trudi matrices are
Schur-positive; i.e., (0, ýj/,) > 0 for A - n and 7 H |u/v .
Note that if Conjecture 1.1 is true, then
F I,(x, y)- = coh,(y)s,(x),
-ýi-I•/lv I ci-n
where c, > 0. Since h,(y) = EA IKA,asA(y) [Mac95, Sag91], where KA\,a is
the Kostka number (which is nonnegative), we see that this conjecture would
be stronger than the Schur-positivity of the immanant of the Jacobi-Trudi
matrix. Now we will explain how this relates to non-attacking rooks.
Given some board B C [n] 2 , a permutation 7r E Sn is said to be B-
compatible if (i,j) E B for 7r(i) = j. R. Stanley and J. Stembridge define the
cycle indicator of B to be
Z[B] := Pp(r),
rE Sn
B-compatible
where p(w) is the partition of n which gives the cycle type of 7r, and pi is the
i-th power-sum symmetric function. Thus pp(,) = p( l(p()) 22(P (7r)) ... , where
mi(p(7r)) denotes the number of parts of p(r) of size i.
Example 1.1 Let B be the following board:
Here, we can see that
are the only possible placements of 3 non-attacking rooks. Hence,
Z[B] = Pp((132)) + Pp((13)(2))
= P3+ P21.
Let us define the partition S = (n - 1, n - 2,... , 0). Given the definition
of F,/I(x, y) and the fact that pa = EA xsA [Mac95, Sag91], we can see that
F,I,(x, y) = P pp(r) (y)ht+s_-(,+s)(x).
7r C Sn,
Again, since ha(y) = EA KA,as•A(y), we get
Fg1v(X, y) = 5 Pp() (Y) K: SS(X)
So
E41 (y) = K Ix,+S-(+S)p (7)(y).
rESn
Given a partition 3 = (3 > 02 ... > 3 > 0), the Young diagram of 3
is defined to be an array of left-justified boxes, with /3 boxes in row n- i + 1.
Example 1.2 Let 0 = (3221). Then the Young diagram of 3 is:
A Young tableau of shape 0 is a filling of the Young diagram of 0 with
positive integers, where repetitions are allowed (see, e.g.,[Sag91, p. 78]). The
type of a Young tableau T is a partition a = (a 1, a2 ,...), where ai is the
number of times that i appears in T.
Example 1.3 Say the Young tableau T is of shape 0 = (3221) and looks
like:
5
22
31
171
Then the type of T is (3,2,1,0,1,0, 1).
In the case that 7 = (jp/v[), KI,,+5-(v+±) is the number of semi-standard
(weakly increasing rows from left to right and strictly increasing columns from
bottom to top) Young tableaux of shape (|p/vl) and type p + - 7r(v + 5),
and hence is equal to 1. Note that A+,,+±_(v+±) = 0 if [ + S - r(v + 5) < 0.
Let a := o(p/v) be the partition whose Young diagram consists of all
positions (i,j) such that h,,_i_(=,_j) = 0. Thus, it sits in the lower-left
corner of the matrix H,/,. Define B'7 to be the board which has the diagram
of r removed from the lower left corner of [n]2.
Example 1.4 If we let y = (4331) and v = (32), then (2,1), (3, 1), (4, 1), (4, 2)
are the positions such that hp-_-( _ -) = 0. Therefore, a = (211) and B'
looks like:
When 7y = (jp/uv), we see that E'/,(y) = EZesn Pp(.)(Y), where the sum is
taken over B'-compatible permutations, so E,/(y) is a cycle indicator. This
motivated R. Stanley and J. Stembridge to study these cycle indicators. Now
that we have given some motivation, we will explain our results.
1.3 The Symmetric Group
In this section, we will follow the notation of I. G. Macdonald [Mac95] and
B. Sagan [Sag91].
We will need to define some notation. If p H n, let C, denote the
conjugacy class of S, of cycle type p. We know that |C I = , where
zp
z, = 1m1()2m2 •() ... M1(*2)!M2(tt)! .. Let R/ denote an irreducible matrix
representation of S, indexed by 7 - n, and let Xy denote the corresponding
irreducible character of Sn. Then tr(R'(7r)) = X (7r) for any 7r E Sn. Let fl
denote the dimension of R-. First, we will need the following theorem.
Theorem 1.1 (Burnside) Take 7y F- n. Then
- z11 IfY,
n! -y"
where IfY is the fr x f' identity matrix. Furthermore, fX E Z.
Proof [FH91]
t r R' (7r)) tr(R"(7r))
= S x(7r)
irECP
n!
z-
where x~ is the value of x/ on C,.
On the other hand, by Schur's Lemma,
R}Z I =)A-lY , (1.1)
for some A~,,, C C. Taking the trace of both sides of Equation (1.1), we
obtain n!
z,
We see that A,,,, is a rational number. To show that it is an integer, we need
the following lemma:
Lemma 1.1 [Ser77] Fix pu H n. Let
Sif r EC,C0 otherwise
Let
u=t u(r)= 7r E centerofC[S,].
7rESn rECP
Then Z s u(r)X-(w7) 1n! •x is an algebraic integer.
Since Az, , is a rational number and an algebraic integer, it is an integer. U
1.3.1 Boards Avoiding a Fixed Permutation
Fix some T E S,. Let B, denote the n x n chessboard with a permutation
T removed (i.e., B, = {(i,j) E [n]2 IT(i) # j}). We will give an expression
for Z[B,]. Before we do this, however, we need the following facts. Let
n = {1 E Sn 17r(i) 7 i Vi E [n]}, the set of derangements of [n]. (Dn is
the set of Bid-compatible permutations.) Let Dn denote J•I,. It is well-
known (e.g., [Sta86, p.67]) that Dn = Eo(-1) . Take 7r E D. Note that
T7r(i) : T(i), so 7Tr is BR-compatible.
Claim 1.1 Fix r E Sn. Then {1 E Sn a is B, - compatible} = {ITr E
Theorem 1.2 Fix 7 E S,. Then
Z[BT] E (ZrE~n X^(7)0 xY(T)] Sly,
Proof By definition, Z[B,] = Pp(a ), where the sum is taken over per-
mutations a in S, that are B,-compatible. Since p, = EA X A
SZ[Besy x Sn}
Br -compatible
So if we denote the coefficient of s, in Z[B,] by [s,]Z[B,],
[s]Z[B] = E x(")
UESn
B 7 -compatible
- 1 X-(TWr)
'TrE!)n
- tr R-(7)R- E r
= tr R^'(7) R-Y E 7
pA-n ,rEC
m 1 (/)=0
By Theorem 1.1,
n!Xyf
[s8]Z[B,] = tr f (7) - If SO
m •I (p)=0
Z[B,] = sY rEfDn x'(T).
5p
Note that if p(u) = p(7), then Z[B,] = Z[B]. Hence, if p() = A, we will
use the notation Z[B,] and Z[BA] interchangeably. Before we proceed, let us
state a couple of properties of the inner product (,) we defined earlier. We
know (e.g., [Mac95, p. 64 and p. 114]) that (pA,p,) = 6A,,zA and (s, p,) =
AXW•
Corollary 1.1 Fix 7 E Sn and A n. Let g9 (r) {= E{ Sn p(U) =
A, and a is B, -compatible} , the number of B,-compatible permutations in
S, of cycle type A. Then
9A (7) - z-r.y n fXy '(7r) X, (r) X'"
ZA * -
Proof By definition, Z[B,] = _,n g, (r)p,, so
(Z[B,r],PA) = g (7)p,, A
()O-n
= zAg9 (7).
On the other hand, from Theorem 1.2,
(Z[B,],pA) f= K EzeD Xy() x0(r)s-,PA
- Evn Xf (7 '(r)7X'Y
yF-n P
R. Stanley and J. Stembridge [SS93] calculated a more general formula
for computing cycle indicators for any board that involves the forgotten sym-
metric functions fa (see [Mac95, p. 22]). Given the involution w on the ring
of symmetric functions which is defined such that w(ei) = ht (e, is the i-th
elementary symmetric function), f, is defined to be w(mr). Before we can
state the aforementioned gneral formula, we must make some definitions. We
can think of any subset B of [n] 2 as a directed graph, viz., i -- j if (i,j) E B.
Consider some placement S of at most n non-attacking rooks on B. The
graph of S consists of disjoint cycles and directed paths. We say that the
graph of S is of type (a; 3) where a = (q, 2 ,...) and al,a 2,... are the
number of vertices in the directed paths of S, and where/3 = (/3, 32,...) and
/3Oi, 132,... are the lengths of the cycles of S. Note that |a + 101 = n.
Example 1.5 The following is a placement S of 3 non-attacking rooks on
[4]2:
and the graph of S looks like:
S3* 2 41
The type of the graph of S is (1; 21).
Theorem 1.3 [SS93] Take any B C [n]2 . Then
Z[B] = E(-1)"I1 ]J mi(a)!r,p(B)fopO,
where al + /3 = n and rr,,(B) denotes the number of subgraphs of B, the
complement graph to B, of type (a;/3 ).
Example 1.6 Let B be the following board:
7!
Then the graph of B looks like:
0 3
2 Z
Here, we can see by inspection that Z[B] = pp((123)) = p3. Let us verify
Theorem 1.3. The following is a table of terms with non-zero r,;O(B) values:
3 0 3
21 0 3
13 0 1
2 1 1
12 1 1
0 3 1
From this, we can compute Z[B] = -p3 - 2fl2pl - f 2 p1 + 6f3 + 3f21 + 3f3
which simplifies to Z[B] = P3, using J. Stembridge's symmetric function
package "SF" for Maple.
Here, it turns out that calculating Z[B] by inspection is much simpler
than using the general formula of Theorem 1.3. However, Theorem 1.3 is
very useful, as we will see later.
The following symmetric function base transformations are well-known
(see, e.g., [Bec93, Mac95]). Let the n-th Kostka matrix be the matrix whose
rows and columns are indexed by partitions of n such that the (A, t) entry is
the Kostka number KA,,. Let KA- denote the A, p entry of the inverse of the
Kostka matrix. Then fA = , sK- ,. Furthermore, since SA = E•, ~p we" A•/ 
z,,
•
have fA = E, , E ý,, K , •x". Given this, it seems that it might be useful to
compute some values K- in order to compute Z[B] of Theorem 1.3.
Theorem 1.4 Take a,y H- n, and fix 1 < 1 < n. Then
0- ( 1)n-l-l(y)+1 n-l(yl))
L0
if y is a hook
otherwise.
The following proof is due to R. Stanley.
Proof [Sta] Before we begin, we will need the following claim.
Claim 1.2
ESman(x)t ' (a) -
ae
txi
1--xi)
where the sum is taken over all partitions a.
Proof [Claim 1.2] The right-hand side of Claim 1.2 looks like:
Take any term on the right-hand side of this equation.
tkx11 x2 ... , where #{a j I a. 0} = k. M
Let S = Z aln .K-1
It will look like
We know (e.g., [Bec93, Mac95]) that K•,, =
S= [t'] s (I + txi1 -xi)
Well, we can rewrite fIl 1 + - as
(H I 11 - x
= ( ,t ]k>1 (tk>O
k>= O(-1k>O )kek E hm.m>O
-1)kek C hm)
m>0
+1Ck O mIk m>0= s, O(-1)k>O (k ( hs)y k M)= E(-1)k+ 1k,m
= -- (_ 1)
k+1
k,m
z
al-nI(Q:)=l
(s~y, ma). So
i
txi ) = ij( 1 + tx, + tX2 + tx3 +...).
1 -xi
+ (t )x)
Using the Littlewood-Richardson rule (see, e.g., [Sag91, p. 173]), we know
that SlkS(m) = s(m,lk) + s(m+l,1k-1). Therefore,
S = E(_1)k+1 (k) [&yI,(m,1k) + &,(m+llk-1)]
k,m Ik
Clearly, if 7' is not a hook, S = 0. If 7' is a hook, say
= (1(7,), 1n-(')),
then
S = (-1)nl(s)+l [( l()) - n - 1(y) + 1
S()n-l(Y)++l (n -_(1))
We also have a combinatorial proof of Theorem 1.4. For this, we will
need some background, and we follow the notation of D. Beck [Bec93]. Let
FA denote a Young diagram of shape A. We say that ý is a rim hook of FA if
it is edgewise connected and lies along the north-east boundary of FA such
that ý contains no 2 x 2 subset of cells, e.g.,
Fix partitions P and A. A rim hook tabloid of shape A and type 1- is defined
to be a sequence of partitions:
0-- AOc •c A c... c A k = A
such that := - A•i-1 is a rim hook of size pi of the diagram of A' for
all 1 < i < k. The following is a rim hook tabloid of shape (4331) and type
(524):
We say that ýi is a special rim hook if it is a rim hook of A' and it contains
a cell from the first column of A. We then define a special rim hook tabloid
(SRHT) T of shape A and type y to be a sequence of partitions:
=0 o AO cA C...-C Ak = A
such that ýi is a special rim hook of A% of size pti. The following is a special
rim hook tabloid T of shape (4331) and type (137):
We define a weight function on the tabloid as follows: wt(ýi) := (-1) (1(C ,)
where the leg length of ýi is ll(.) = (the number of rows of i)- 1. We define
wt(T) := Hk= 1 wt(ýi). In our example above, wt(T) = (-1)'-1(-1)2-1(-1)4- 1
- 1.
Theorem 1.5 ([Bec93]) Take A,ft FH n. Then
K = wt(T),
T
where the sum is taken over all special rim hook tabloids T of shape ft and
type A.
Claim 1.3 Take a •H n. Then
K - 1(a)! (-1)n_(e)
i•,n H- rig-(a)!
Proof By definition, K in = ET wt(T) where the sum is taken over all
SRHT T of shape 1n and type a. Take any SRHT T in this sum. We know
that wt(T) = H- wt(aj).
Kin = (number of permutations of parts of a) - wt(aj)
i
1(a)!ri•.(•)flw t(a,).
fJi mi(a)!
It is easy to see that
flwt(a3 ) - l(-1)'j - 1
j 3
= (_1)n-l(e)
Claim 1.4 Take a,, y n such that p is a hook. Then
K,,-, = E (_1)nl()_()+1 ((1() - 1)!m(a),
where t' denotes the conjugate of tp.
Proof Since y is a hook, A' is also a hook. Then K- 1 , = ETwt(T), where
the sum is taken over all special rim hook tabloids T with shape p' and type
a. In particular, any such tabloid T must contain a special rim hook ý of
length j > l(p) since all special rim hooks by definition must contain a cell
from the first column:
l(p-)
This hook contributes weight (-1)j - ('), so
K --, = E K•-. (),ln-j(-i) J- t(s)
jBl(g)
By Claim 1.3, we know that
_ll\  - (n(-) - 1)!Ce\(j)H1 r mi(a)!
K--1 >i:(/J )
(I(a) - 1)!
-Fit. M7i (a ) (
Claim 1.5 Fix 1 < 1 < n. Then
S:
cd-n
1(.k)=l
Proof Take a H n such that 1(a) = 1. We know that 1 ! =
of permutations of parts of a. Then
E
cdn
1(a)=1
the number
= #{al a 2,-..
= 
n -()
(1- 1)! Mk()
Ii mi(a)!
Then
1-2 k -1 -2
1)
l! n -1-
H~tmI a)!
Ld-n1(a)=1
Corollary 1.2 Fix 1 < k < n and 1 < 1 < n.
W- 3 .)--((e) - 1  (_ 1)3,-GL()
Proof
( - 1)! (1 - 1)!
l(a) =l t(a)=
(1 -1)!
= z (i-i()!
l (-n--k ma)!
l(a)=I--1
By Claim 1.5,
(1 - 1)! n - k - I
al-n-k H1imd a)! 1 -2J
Now we will prove Theorem 1.4 combinatorially.
Proof [Theorem 1.4] First, assume that 7 is a hook. From Claim 1.4, we
know 5 ! =ZIi S- S (-1)n -l -(Y)+1 (1 - 1)!
al-n al-n j_>l(-) Hi mi()
1(a()=1 I(a)=l
By Corollary 1.2, we have
(1-1)! n - j- 1
al-n Himi(a)! 11-2)'l(a)=l
so
•, (-1)n• - •()+1 1- 2
l•)= j~l(yr)
n-1-l(/)+l (nl
Now assume that 7y is not a hook. Take 7y = (71 > 72 > ). Fix
1 < 1 < n. Note that since -y is not a hook, -y72 > 1. If T is a special rim
hook tabloid, then let sh(T) denote the shape of T and ty(T) denote the
type of T. Given a SRHT T such that sh(T) = -, we say that T is in class
1 (cl(T) = 1) if there is a special rim hook occupying both the -i position of
the bottom row and the 72 position of the second row from the bottom. We
say that T is in class 2 (cl(T) = 2) if there is a special rim hook occupying
the 7i and 72 - 1 positions of the bottom row. Note that these are mutually
exclusive conditions, and any SRHT T of a fixed shape 7y is either in class 1
or class 2.
Let S 1  : {SRHT T : sh(T) = 7,1(ty(T)) = I, ty(T) -n,cl(T) = 1}.
Let S2 := {SRHT T : sh(T) = 7,1(ty(T)) = 1, ty(T) F n, cl(T) = 2}.
We will define a bijection f : 1 ++ ,. Take some T1 E ,, of type
a:
i.e., there exists a special rim hook (i, say of size ai, that occupies both the
71 position of the bottom row and the 72 position of the second-from-bottom
row. Then there must be another special rim hook (j of size aj (j = i) that
ends in the 72 - 1 position of the bottom row.
Define a - n such that
Uk = {Oak - (y71 - -72 + 1)ak + 71 - 7Y2 + 1
ak
if k = i
if k = j
otherwise.
Note that 1(a) =
tabloid T2 e S 2
l,-/,n
1 and o• a. We can then construct a special rim hook
of shape 7y and type u:
-YI ( -.-.----------
Ncj
where a special rim hook (j of size aj occupies the 71 and Y72 - 1 positions
of the bottom row, such that (j is ýj plus the last 7y1 - 7Y2 + 1 boxes of the
ý i
Y11
bottom row. A special rim hook (i of size ri ends in the 72 position of the
second-from-bottom row such that (i is ri minus the last Yi - 72 + 1 boxes
of the bottom row.
This is clearly a bijection, and it is easy to see that wt(TI) = -wt(T 2).
Also, Sý ,,,J 12,,, (disjoint union) consists of all rim hook tabloids of shape
-y and type of 1 parts. So
•)
I(a)=t
E
(a)-nI(Q)=I
E
SRHT T
sh(T)=-
ty(T)=a
wt(T)
- wt(T)
SRHT T
sh(T)=y
1(ty(T))=1
ty(T)ý-n
S E wt(Ti)+
T1 ESI,-, n
This sum is 0 from the above construction. U
Theorem 1.6 Take y7 - n. Then
[s]Z[B()] = (-1)n-l(-)+1 + nDn-_(y)0
Proof By Theorem 1.2,
[s-]Z[B(n)] = .IED ^7Sf-Y X(n)"
By the Murnaghan-Nakayama rule,
X^) { (-1)/(+)-1X() 0 if 7 is a hookotherwise.
( )1-Y 1 ZITEEn x-(irIs-]Z[B(n)] = f( )-Y x()
=~ o
if 7y is a hook
otherwise.
Let us take y7 - n to be a hook. The graph of B(n) is a directed n-cycle,
so when considering subgraphs of B(,) of type (a; 3), the only possibilities
E wt(T 2),
T2 Es1, ,n
if 7 is a hook
otherwise.
are / = 0 (and a -n) or = (n) (and a = 0). Now let us compute the cycle
indicator the other way. By Theorem 1.3, we have
Z[B(n)] = mIj(a)!ra,(B(Rn))fa + (-I)"r0 ,(n)(B(n))pn.
&d-n 3j
Before we proceed with the proof, we must prove the following claim:
Claim 1.6 Take a -n.
n(l(a) - 1)!ro,a(B(n)) = 1-3. m(a)!
Proof [Claim 1.6] We know that ra,0 (B(n)) is the number of ways of taking
an n-cycle and cutting edges to form paths of lengths a 1, a2,.... Say a =
(a > ai 2  '" >-ak+1 > 0). Fix some 1 < i < k + 1. There are n ways to
choose the first point of the ai-path. The number of ways to split the rest of
the n-cycle into paths of type o' = (ae, . . , ai- 1, a•iO, . . ., ak+l) is m(')!H-I m,(o')!"
Since there are m,((a) paths of length ai,
n -k!
,o(B() mc(a) H3 (a,)!
n(l(a) 
- 1)!
U Hj Mj (a)!
Given Claim 1.6 and fa= Zn s= Iy,',,
Z[B(n)] = n(l(a) - 1)! sK , + (_-1)n Sx7.
c&-n -yI-n -y,-n
1,•n - + E I( ) - 1 ! K O-- 1
So [s,]Z[B(n)] = (-1) X(n) + n(l(a)- 1) ,
cM-n
n
= (-1)n(-1)t()-1 + n(1 - 1)! • 1•,,.
l=1 ac-n
By Theorem 1.4, we have 1n-l(y)+ n - )
[s-]Z[B(n)] = (-1)T-(s)+1+ n(1 - 1)!(1)n_(s)+1(+n Y)
1=-1l= 1
n--/(')+IE (r -- ( ))[ nl'T-'
= -1)n-l(-y)+l + n n-(Y+ n - . -1n-l(-y)-I+l
(= +(n -/(O) -1 + 1)!
Here we reindex, letting i = n - 1(7) - 1 + 1. Then we have
n-l(-y)
[$s•]Z[B(n)] = (-I) n -l(' )+± + n Z (n -l(7))(i= 0 " i
= (-1)n - t( y)+ l + nDn-t( ).
Note that this lemma shows that Z[B(n)] is Schur-positive. In fact, the
corresponding representation has degree n!. If it is a permutation represen-
tation, the number of orbits is Dn. We do know that Z[B(n)] is not h-positive
in general. For example, Z[B(4)] = 3h14 - 8h212 + 8h31 + 2h 22 + 4h 4.
We know that in general, Z[BA] is not Schur-positive if A # (n). For
example, Z[B 31] = 9s4 - 3s22- 3s 1111. See Tables .1 and .2 in the Appendix
for a table of cycle indicators for n < 6.
Corollary 1.3 Take 7 - n where -y is a hook. Then
E x'(w) = fy [(-1)n + (-1)(s)-lnDn-l(y)]
7rED,
1.3.2 Menage Board
The probleme des menages can be described as follows. Suppose there are
n married couples. The men are seated around a circular table, leaving one
seat open in between each consecutive pair of men. Each woman, bored of
her husband's conversational skills, wishes to sit next to any man but her
own husband. In how many ways can this be done?
Definition 1.1 We define the n x n menage board to be Bnen : {(i,j) E
[n] 2 j i or i+ 1lmodn}.
The probleme des menages can then be restated as counting the number
of Bmnen-compatible permutations in Sn. It is well-known (see, e.g., [Sta86,
p.73]) that this number is En 0o(-1)'(n- i)•2n (2n-i). But what if we wish
to classify these permutations by cycle type?
Theorem 1.7
Z[Bmen] = • "n - 1,A1) EX (7r)X'(7r) + (-1) X(n)
y(n-n (n 1rEin
-hook
Proof By Theorem 1.3, we have
Z[•Bmen] (-l)1)3  - mj (a)!rc,,3(Amen)fapQ.
a,O 3
Take some graph of type
1-cycles and the n-cycle.
(a; /3) in the sum. The only cycles
This is because the graph of B-en
in Rmen are the
looks like:
So the only possibilities are:
0 iffa n
1i' iff aFn - i where 1 <i <i n(n) iff a = 0.
Therefore,
Z[Bmen] = H ma(a)!a ,)(Bm! r en)f +
ol-n 3
n
S (--1)iJ( m(a)!,1(B men)f ACPl + (-1) r0 ,(n)(Bmen)Pn.
i=1 abcn-i 3
Let
bA := E 3mj(ac)!ra,(B-A en) E
cd-n j
and let
as := ~ 1 (-1)n-i=1 GL)n-i
Since f, = Z1 , N x K-, Ix, we know that
Z[Bmen] = E Pibt +
p1-n
E
p+-n
M1l(JA) 1
ppa, + (-1)npn.
AM-n
S•mj(a)!r,,ii(R n en) S
j A-n-
1
zI A
1p\I, 1i
We can rewrite this so that
Z[Bnmen] = p b, +
pM-n
m 1 (0)0
pubg + _ pa, + (-1)npn.
pl--n
By definition of Ben and Z[Bmen], we know that [p,]Z[Bien] = 0 wheremen mn]me] 0whr
mi(u) > 1. SO o pbo = 0 and ~ - p.a. = 0. Thus, we have
m:()_ mI(p)>1
pA - mj (a)!r",0('en) E S z
o4-n j Al-n
S cn ( (=)- 1)!Since r, 0(BImnen) = ra,o(B(n)) = l- I( we know that
E
m1 (A)=O
P - n(l(a) - 1)! : A
c4-n Al-n Iýc 'ZA x
+ (I-)npn.
Changing to the Schur function basis, we get
Z[B men]= E s, E n(l(a) - 1)! E Ký,
-e y-n A-n Al-n
+ (-1)nX"n).
It follows that
= E n(l(a) - 1)! E Kxz,
a-n AF-n
E
pt-n
m 1 (/)=o
1 
-yX + (1)nXn)
-A x A ( (1)"
= En(l - 1)!
=1I
EE
A-n ac-nI(a)=1
Kc 1 1 Xx
m1 n z( A
m 1 (A)=
+ (-1)nX(n).
Then by Theorem 1.4,
n
= n(1 - 1)!
1=1
n
=E E
/=1 A-nhook
l(A)_<n-t+1l
(- 1)n--(A()+1(n - l(A))!
(n - 1)!(n - /(A) - 1 + 1)!
Z[B en 1 E
m 1 (0')=0
+ (I-)npn.
Z[Bmen] =
1 xx.
z-l
E
pi-n
m 1 ()=o
[s-,] Z [Bmen]
E-
A'-n
hook
n - I(A)1- ) S:
jLOfl
m1 (P)=O
1 xx A
zI-t
EI
p1-n
m 1 (p)=0
-•X.x +
m1 (M)___:
(- 1) n-1-I(A)+[sY]Z[Bmsen]
= E
-• (-1 n- I(A)+ l
M-n (n - 1)!
hook
+(--1)nx (\.
E
ml(-n)=ml 0') =0
n! n. + (-1)l(n - 1(A))!
z -1= (n - l(A) + 11)!
Reindexing,
(-1)l(n - I(A))!
(n - l(A) + I - 1)!
=5
hook
Ah-n
hook
n-l(A) ( -1)
= (-1) (nA 1 (n - (A))! (
1=0
= (1)n-(A)+Dn-l(A).
Dn-1).
(n-i1)!
n! Y7 A + (_I-)•X•)
m1 (-n) 0
mn1 (1,) =0
Dn-l(A) E xAir)x,(w) + (-l)nX-)(n - 1)! (rE)1 (n)
U
Corollary 1.4 Let g>,, = {o E Sn I p(u) = A,, o is Bnen - comrnpatible} . Then
g, 1 Dn-l(1) X,"(7r)X() + (-1)~ .
A) y/•-n IA-n n r n
hook
Proof Follows the proof of Corollary 1.1. U
1.4 Wreath Products
Take a finite abelian group G with G| = m. Say G = {gl,g2,...,g
Assume gi = identity. We will define the wreath product of G with Sn,
denoted G Sn, as follows: GI Sn := {(hi,h 2,...,h; 7) |hi E G and 7r E Sn-}.
Note that IG I SI - m n"- n!. Group operations are defined as follows:
n-l(A)±1
S
1=1
[S,]Z[Bmen]
* For (hi,..., hn; 7), (h'i, ... , h'n; a) c G I Sn,
(hl,..., hn; )-(h'l,..., h'n; o-) = (h,-1(1)h'7r-1(), ... , hr-l(n)h'ir-l(n); 7r- ).
•(hl,..., hn,;7r) - 1 =-(h-'),..h-1n);Tr-1).
We will define for G I Sn the analogue of the cycle type of an element of
Sn. Consider w = (hi, h2 , ... , hn; 7) CGI Sn. Given any 1-cycle (iii 2 .. 'i 1)
of 7, the corresponding element hi, hi2 ... hi~1  G is in some conjugacy class
of G.
Fix some conjugacy class gi of G. (Since G is abelian, each element of G
is its own conjugacy class.) Let a' be the partition whose parts consist of the
cycle-lengths of the cycles of 7r whose corresponding element in G is gi. Then
type(w) := (al ,a 2, am). (Note that p(ir) = UTLa'.) Any two elements
of G ? S,, are conjugate if and only if they have the same type. Let Z1,2 ...,m
denote the order of the centralizer of the conjugacy class (al, a2 ,... , am).
We know (see, e.g., [Mac95, p. 171]) that Z.1,c2,...,am = IGI1(p(17)) I1  Zai.
We define a generalization of the power-sum symmetric function that
is mentioned in [Mac95, p. 172]. Take some conjugacy class, say gj, of
G. Then we define pi(gj3 ) := EZ X(gj)Pi(xx), where the sum is taken over
all irreducible characters of G and p,(xx) denotes the regular i-th power-
sum symmetric function in the variables xx, .... For a = (al, a 2,...) a
partition, pa(g9) = Pa (gj)pa2 (g9) " . For partitions a , a2, ... , am such that
Ei Jail = n, we define a generalized power-sum symmetric function
PFaa2,...,am := pa(1)Pa22(g2) ... Pam(9m). (1.2)
Just as we can think of a permutation in Sn as a placement of n non-
attacking rooks on [n]2, we can think of an element w = (hi,... ,hn; 7r) as a
placement of n labelled non-attacking rooks on [n] 2 viz., if 7r(i) = j, then we
place a rook labelled hi in position (i, j).
Consider the following generalization of B-compatibility to the group
G I Sn: instead of removing positions from [n] 2 , we label some positions
with elements of G, and we allow no rooks with those labels on those posi-
tions. Formally, given some subset A C [n] 2, we define a function L : A -+ G
such that L(i,j) is the label in position (i,j) of the board B. We will say
that (h,..., h,; 7r) C G Sn is B-compatible if hi # L(i, 7r(i)), if the latter is
defined. If L(i, 7r(i)) is not defined, h, can be any element of G. We define
the generalized cycle indicator to be ZG[B] := Ptype(w), where the sum is
taken over B-compatible elements w E G I S,.
Example 1.7 Let G= Z2 and let A= {(1, 1), (1,3), (2,1), (3,2)}. Define
L : A - Z2 such that L(1,1) = +1, L(1,3) = +1, L(2,1) = -1, and
L(3,2) -1. Then B looks like:
We say that (hl, h2 , h3 ; r) G Z2 S3 is B-compatible if
* hi L(1, r (1))
* h2 L(2, (2))
* h3  L (3, 7(3))
For example, (-1, +1, -1; (13)(2)) is B-compatible:
+
We can think of any labelled subset of [n]2 with label function L as a
graph, viz., i -+ j if r(i) = j, and edge i -4 j is labelled L(i,j). When the
subset is a placement of at most n labelled non-attacking rooks, then the
graph consists of labelled disjoint paths and cycles:
+
3 2 .4
1
Then we give each cycle (or path) a label, which is the conjugacy class of
the product of the labels of the edges in the cycle (or path). In our example
above, the path/cycle labels are in quotes. We say that the graph has type
(a•0, a1 ,..., am• M;/31, /32,.., /3O), where •o is the partition of singletons (1-
paths), a' (i > 0) is the partition whose parts are the lengths of paths
labelled gi, and /3j is the partition whose parts are the lengths of the cycles
labelled g9. (Note that mi(a') = 0 for i > 0.) Again, referring to the example
above, the graph is of type (1, 0, 0; 0, 21).
Claim 1.7
IG_,a I-1 m2 (i3'),. .. mj(C3m)!P',...,m.
U1n a)=a
Z= 1
Proof Fix an irreducible character x of G. Then we know (see [Mac95,
p. 174]) that pi(xx) = 1 '=1 x(gj)pi(gj). Let x = xtriv where triv denotes
the trivial character of G. Then pi(x) = (Pi(91i) +Pi(92) +' Pi (gm)). So
1
pa(x) = Gjl (Pa1 (91) + + p Ca (gm))(pN 2 (gl) + -pc(M))'
It follows from (1.2) that
pc(X) = I z1m m3(a)! P0. I.....m.U P= 1-I aG- /(c•-- '- 1 ..... .3m 3 >- Mjl 0 9 !.( Pl) m ) !
urn 3
With the above definitions, we can prove the wreath product analogue of
Theorem 1.3. Much of the notation used here is from [SS93].
Theorem 1.8 Given S a placement of at most n labelled non-attacking rooks
with label function L, we define Z' := Ew Ptype(w), where the sum is taken
over all w = (hi,...,h,;') E G IS such that if L(i,w r(i)) is defined, hi =
L(i, wr(i)); otherwise, hi can be any element of G. Say that S is a graph of
type (ao,...,am 1, ... ,m). Then
Zs = (-1)a-l(a)IG l(Y)H mi(a)! f(x)P'31,...,3m,
where a denotes UTia•a.
Proof Each i-cycle labelled "gk" in S contributes a factor of pi(9k) to ZDs,
so we need only consider the case in which S is of type (ao,... , am;0,... ,).
Let a denote Um0a' in this proof.
Let I(A) denote the number of unlabelled subgraphs of type (a; 0) in the
unlabelled graph of A. Then
mhla(A) = number of inclusions S1 C S2 ,
ZA1 ,..., 
m
where S2 is a labelled digraph of type (0,..., 0; A1,..., Am) and Si is a digraph
of type (a; 0) inheriting labels from S2 and A denotes U__I A'.
Since n! is the total number of unlabelled digraphs of type (a; 0),Hi mi(0)!
and jG n-l(,) is the number of ways of labelling an unlabelled digraph of type(a; 0),
[AT,...'Am]IZDS
IGI'n! I (A)Zx1 A...m
Zn! rnc)
,= sj!Gs n0
I F mt (a)! GI (e) Ic (A).
ZA1,...,Am
Since ZA1,...,A m = G Il(A)zAl ... ZAm,
[PA' ... mZ] ;?s
S Hi•mi(a)! G I)
ZA1 ... Z-- rI G|I(A)
From [Ste92], we know that f,(x) = ) )p(x), so using
Claim 1.7, we get
- ~ (l)I~V(IC
-yý-n Z~f GII-)
IUrn A\ilnZ=1
A1 ,-.. ,,m
E
>j ...... \ n  j>_l
Urýn Ax=Y
t= 1
m .-7 m'(Am)!
mTj(,Al)! ... 1mj (A\m)! P ' ' ' m
(--1) l-i(a) 1
z\ IG (A )
H m3 (A)!A
,m j(A,)! .•.. ,-(Am)! ""
Since zA = ZAI z,.m Hi m,(Al)!...mj(Am)!,
(-1)1Ce-I(CY) I[PA ,...,Am]fO (x) = ( -)-() I (A) 1()ZAI ... ZAM IG "
[PA ,...,Am] ZDS = (-1)11-i(a)1G/i(a) H1- m(a)![PA1,...,Am]fc,(x).
Therefore,
fa Wx
(-1) 1`1 -() IG1( e) I m.(a)! f,(x).
Theorem 1.9
ZG [B] =
o . 1G r,( )!rm)o,...,rn;, ....(Ceo I,...,'Cern;^y,/1 ý ,.,.r)
where r o,...,am;ry ... m (B) denotes the number of subgraphs of B of type
(ao ... I , am, .7 m ) and a denotes Uo a' and 7y denotes UiT -y.
Proof Using the standard inclusion-exclusion argument,
ZG [B] )ISIZGS
scB
where the sum is
B. Use Theorem
taken over all labelled non-attacking rook placements S
1.2, noting that SI = I U 0 ail + I UMl 3 - l(UToa')
S of type (ao,..., am;!l,... /Om).
Example 1.8 Let our board B be given by:
Then the graph of B will look like:
2
We use Figure 1.1 to calculate ZZ2 [B] = (pl(x)-pl(y))3 +(p(x)+pl(y)) 2(p,(x)-
P1(Y)) + 2(p (x) + pi(y))(pi(x) - P (y)) 2 + 2(p2(x) + p2(y))(p (x) + p1 (y)) +
3(p2(x) + P 2(Y))(Pl (x)- Pl (Y))+ 2 (pi (x) + pl (y))(p2(x)- P2(Y)) + 3(p, (x) -
Pil(y))(p2 (x) - P2(Y)) + 4(p 3 (x) + P3(y)) + 5(p 3 (x) - p3(y)), which simplifies
to
Zz2[B] = 9p3 (x) + 10p21(x) + 4p13(x) - 4pj2(x)pl(y) - 2p2(x)pl(y) - P3( Y).
Now let us verify Theorem 1.9. The following is a table of terms in ZZ2 [B]
of Theorem 1.9 with non-zero r0o,xl,.2 ;.12(B) values.
on
for
Wo E Z2 I S 3  Ptype(w)(- + +; (1)(2)(3)) P12;1
(-+ -; (1)(2)(3)) P1 ;12
(-- +; (1)(2)(3)) P1 ;12
- -; (1)(2)(3)) P0 ;13
(+ + +; (12)(3)) P2 1;0
(+ + -; (12)(3)) P 2 ;1
(- ++; (12)(3)) P1;2
(- + -; (12)(3)) PO; 2 1(- + +; (13)(2)) P1;2(- + -; (13)(2)) P21;0(- - +; (13)(2)) PO; 21
- - -; (13)(2)) P2;1
(- + +; (1)(23)) P 2 ;1
--- +; (1)(23)) PO; 21
(+ + +; (123)) P3;0
(+ + -;(123)) PO;3
(+ - +;(123)) PO; 3
(+ -; (123)) P3;0
(-+ +; (123)) PO; 3
(-+ -;(123)) P3;0
(--+; (123)) P3;0(- -; (123)) PO;3
(-+ +; (132)) PO; 3
Figure 1.1: Table of B-compatible elements of Z 2 1 S3
rao 1l,2 ;-Y1 ly2(g)
1
2
111
1
2
1
By Theorem 1.9 and with the help of
package "SF" for Maple,
Zz2 [B]
J. Stembridge's symmetric function
- 22 3f 21(x) - 2!22 f 12(x)P;- + 3!23 f 13 (x) + 2f 3(x) - 2f 2(x) Pi;- +
2 .2f 3 (x) - P3;0
(1 1)12(-P21(X) - P3(X)) -- 8 -2p12(x W +p2(x) (pl(x) + Pl(Y))
+48 1- -pP(x)x+ 2p2 (x)(pi(x) +P(y)) + -4p3(x
+48 -P21(X) + I 3(x)+ ) - 2P2 1 (Y)) 3(X)2 3 6
-(p3(x) + P3(Y))
S9p3(x) + 10p21 (x) + 4p13 (x) - 4p12(x)pi(y) - 2p 2(x)pl(y) - P3(Y),
which is what we want.
1.5 Some Related Generating Functions
Given partitions a,3, and A such that fac + I/1 = JAI, we can think of A as
a graph consisting of disjoint cycles of lengths A1, A2,.... Let r",O(A) denote
the number of subgraphs of A of type (C; 3).
Lemma 1.2 Let f(u, x1, x 2,...) := 1 XJUŽ xu. Then
1afr,¢ ((n)) x"l(a) M2(e)... - [un-1] auc--n1 2 1 -f
1
1
12
0
01300
0
20
0
-0
2
3
0
2
0
0
0
3
0
0
0
y 1
0
0
0
0
1
0
0
0
0
0
0
0
0
0
3
Proof Define F(t,u,x1,x 2,...):= * •Z1_(tf)1. Then
F = (xut + x2U2t +...)1
l>1 t
= t'-1 (xl u + x2u2 +
l>1
mE+m2mlq-m2-b ...l 1( 1• Mi2,
1 m2
_ _... *m1! m2!
mE+m2+mlTm2-t- ... l l!(m, + 2m 2 +
m ) xm2 X Um1+ 2m2+ 3m3±..
XM 1 XM2 ... U
m l +2233"
... ml+ 2m2+ 3m3+"
X1  
2  
... U(ml+2m2+3m3+...)-1
mn.! m2!
Integrating with respect to t, we get
1 8F dtt=o0 Bu =E E>1 ml+m2+...'=l
(mi + 2m2 + -)(- 1)!XlXm2 ,... U (ml+2m2"
m !m ...2. -2
8FF dt - n( ,m-1)!mX "
1>1 ml+m2+ =. 1.! 2! 1 2..
ml+2m2 +---=n
- 3 ra, ((T)) xM1(e)xx M2(a)...
c&-n
It is easy to see that F(t, u, xi, X 2 ,...) = __ _. Taking the partial deriva-
tive of this with respect to u and integrating with respect to t, we get
= O au<=o0 B
8f
a u -dt
Jt=o (1t - f)2
af81f~ 11
au
f(1 - tf) t=o
1f
au
1-f
1>1
1>1
Hence,
-t' 1
/>1
= 0 au dt ( f dtI - t f)
t=0
Theorem 1.10 Let fi(ui, xX2,... EjI Xj Then
Theoremn 1.10 Let f;(us,xwi,2 2 , .. .) := i x, u(. Then
>1i (A) m2(Zra,0 (A)x7a X22
A(
mA(u) -fl
U afi
+ t1- fi
where the outer sum is taken over all partitions A.
9h_8u i
Proof Let Gi u. ~-, and let Fi(n):= [un]Gi, the
of Lemma 1.2. Then
= [ x l(a) .m2(ac ) M2 V(1 1)922( 2)...
= [Xl (a)Xm2().
S [Xl I (a) m2()X1 ~ x
G1G2... Gk =
A • k\-L \ IA
Therefore,
E Gil Gi2 .. Gik
i <i2< " <ik ~I~N (ceFJI
generating function
where mA(u) denotes the monomial symmetric function in infinitely many
variables u1 , u2, .... Summing over all k, we get
(1 + Gi) = (z r•o0 (A)xml(a)xM2(a)
A (ceFIA I
... ) MA(u).
We know that
o- , ((n)) mn(O)r2(3)2
1 Hn
()2) / M )
(n Y ' 2 1
yn.
=-- yn •
* 1u1• u22 ,) ]GuG2 ...) G(G )
S.[rnAU1, U2,..., - (A))]GiG2 ... I(G ).
rA(Ul, U2, . . Uk).
rce,0 (A)xml(C'1 ( 2(a) .) MA(U),
,O (A)xl (e) xm2()
(I )1[
&k A)= N1
So in order to calculate ra,O(A), we can consider any n-cycle of A and impose
either a path structure or a cycle structure on it. Therefore, we get
= [xm1(a)XM2(Ce) .. yml(• )Y 2() ... • n-1
n(
af
1- f
mn(A)
+ Y
Theorem 1.11 Let fi be defined as in Theorem 1.10. Then
1 = roIm()x l(a) m2(a) m. ( •) yM2(1)TQp(A)X 1 X 2 ... 1 Y 2
e- f iui Ou
1-f
S) M' (U) =
YmZQi) ,+ m>
m>1
where the outer sum is taken over all partitions A.
Proof Let )f[
N' (u) := [un-1] 1-f(i 
(n)
ymuim-1+E
m>1
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ofUi aui 
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Therefore,
9 1 g 2 * .. k r( = n) (M 1\ (a)x m2•c )
1(A)=k
which gives us
E ggi 9Z2 ...9sk
il <it2 < ...<ik 1(A)=k
( ()X m (e)M2(C°) Y y ()Y2()Z r 2  1 2
(C I-IAI
mi31) M2(0)Yi Y2 m.) (U1, U2 , ... iUk)
• ..) M (u).
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Summing over all k, we get
fl(1±+ ) = E rm,,)(A)x.'(e)zM2 (1 2 .2
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Chapter 2
Unlabelled Interval Orders
2.1 Introduction
Interval orders have been studied purely for the mathematics and also for
their various applications in the social sciences. It has long been known
which posets have interval representations in which all of the intervals are of
equal length. These posets are called semiorders. Here, we determine which
posets are (1, 1,..., 1, 1 + a)-interval orders.
2.2 Background
A poset P - (X, <p) is called an interval order if there exists a function F
from X to the set of non-degenerate closed intervals on the real line such that
F(x) = [ax, bx], and x is less than y in P if and only if [ax, bx] lies completely
to the left of [ay, by]. Any interval representation of P may also be expressed
as an ordered pair of real functions (f, 1) such that f(y) is the left endpoint
of the interval corresponding to y E X and l(y) is the length of that interval.
(F(y) = [f(y), f(y) + 1(y)].)
Suppose XJ = k with X = {x 1 ,X 2 ,. . . ,Xk}. P is said to be an
(11,12, ... , lk)-interval order if there exist closed real intervals I1,... , Ik with
the length of I, being 1, such that there is a bijection F : X ý+ {I1,..., Ik}
with F(y1 ) lying completely to the left of F(y 2 ) for Y1, Y2 E X if and only if
yl is less than y2 in P.
Example 2.1
X5
5 6  x3  x4x4 x 6  x2  1
x3 x6
xl x2
Interval orders that have an interval representation in which all intervals
have equal length (which we can take to be 1) are called semiorders and have
been studied quite a bit. Let i + j denote an i-chain and a j-chain which
are disjoint from one another such that no relations hold between elements
of the i-chain and elements of the j-chain. We say that S = (Xs, <s) is an
induced subposet of P = (X, <p) if Xs C X and given x, y E Xs, x <p y if
and only if x <s y. The following are two well-known results about interval
orders (see, e.g.,[Tro92, p. 86 and p. 193]):
Theorem 2.1 A poset P is an interval order if and only if P does not
contain 2 + 2 as an induced subposet.
Theorem 2.2 An interval order P = (X, <p) is a semiorder if and only if
P does not contain 3 + 1 as an induced subposet.
The problem we investigate is that of characterizing (1,1,...,1 + )-
interval orders, where 0 < a < 1. Before we state the main result, we state
some relevant theorems.
Theorem 2.3 [Fis85, p. 126] Suppose P = (X, <p) is a finite interval
order, where X| = k. Let p denote the set of inequalities of the form
EyEx1 l(y) < Eyex 2 l(y), where X, X 2 C X, which must be satisfied by
any length function I of an interval representation (f, 1) of P. Then P is
an (li, 12 ... , Ik)-interval order if and only if there exists a function l : X -+
{li,... , lk} and a permutation 7r G Sk with l(xi) = ,(i) (1 < i < k) such that
1 satisfies the inequalities in p.
Corollary 2.1 Let P be an (li,12, -... ,l k)-interval order such that i < Im <
i + 1 for some i C Z and ld 1 ZVn rnm. Then P is an
(ll,... , m,l m',lm+i,... , lk) -interval order, for any i < lm' < i + 1.
We are now ready to state our main result.
2.3 (1, 1,..., 1,1 + a)-Interval Orders
Theorem 2.4 Let P = (X, <p) be an interval order. Fix 0 < a < 1. Then
P is a (1,.. . , 1, 1 + a)-interval order if and only if
1. P does not contain a 4 + 1 and
2. If P contains more than one 3 + 1, then they share the same 1. (This
excludes a finite number of induced subposets.)
If P does contain a 4 + 1 or any 3 + ls that do not share the same 1,
then it is clear from the following that P is not a (1,...,1,1 + a)-interval
order:
d
a b c d cIII I I II Io e
, b
e must contain --
b and c ' a
i
f g h
-i' must--
.g' h'I I I I I I
In the case in which P contains no 3 + 1, Theorem 2.4 is easy to see. This
is because P is a semiorder, so there exists an interval representation of P
with intervals of length 1. Take the right-most interval in this representation
and extend it by a.
Also, because of Corollary 2.1, we need only show that if P satisfies 1.
and 2. of Theorem 2.4, then P is a (1,1,...,1,1 + a)-interval order, for some
0 < a < 1.
Given y E P, define D(y) = {z E X z <p y}, the set of elements below
y in P. Similarly, define U(y) in P to be the set of elements above y in P.
Following W. Trotter [Tro92], we say that yi, Y2 E X have duplicated holdings
in P if D(yi) = D(y 2) in P and U(yi) = U(y 2) in P. (When considering
interval representations of an interval order P, we can assume that no two
S)1
conan 
g
elements in P have duplicated holdings in P, since any such elements may be
represented by the same interval.) Define the binary relation <Hp such that
yI <Hp Y2 if D(yi) C D(y2) (read "D(yi) is strictly contained in D(y 2)")
in P or if U(y2) C U(yi) in P. (Note that Hp is a partial order if P is a
semiorder.) This relation has some very nice properties which we will see
throughout this section.
Let P = (X, <p) be an interval order with at least one 3 + 1 and no
4 + 1. Suppose further that all 3 + l's have the same 1, which we denote
by x. Consider all of the 3 + l's. Let X 1 be the set of all least elements in
the 3-chains in a 3 + 1 of P. Similarly, let X 2 be the set of middle elements,
and let X 3 be the set of all maximal elements. Let us write yl Jp y2 if Y1
and y2 are incomparable in P. More formally,
Definition 2.1 Let Ix = {y E X: y |lp x}. Then
X 1 :={yEI x : 3b, cEIx such thaty<pb<pc}.
X 2 :={y E Ix: 3a, c Ix such that a <p y <pc}.
X 3 :={yE Ix : 3a,bE Ix such thata<pb<py}.
Claim 2.1 D(x) C D(b) and U(x) C U(b) for all b E X 2 .
Proof Fix some b E X 2 . We know there exists no y E X such that
x <p y <p b. So suppose that y Ilp b for somey E U(x). There exists a
c E X 3 such that b <p c. Since b ýp y, we know that c ýp y; and since
x |lp c, we know that y p c. Thus, there exists a 2 + 2:c iy
bb x
which contradicts the fact that P is an interval order, so U(x) C U(b).
Similarly, D(x) C D(b). 0
Given L a linear order on X, we say that L is a linear extension of P if
Y1 <L Y2 for any Y1, Y2 E X such that yi <p y2-
Definition 2.2 Since P - x is a semiorder, Hp_- is a partial order. Let
L' be a linear extension of Hp-, and define bc to be the least element of
the elements of X 2 in the ordering L'. By Claim 2.1, we can define a linear
extension L of P extending L' such that:
* for Y1,Y2 E X - x, Yi <L Y2 ifyi <L' Y2 and
* for yEX -x, x <L y if bc •L, y and
* for y E X - x, y <L X if y <L' bc.
Unless otherwise noted, let us assume that P = (X, <p) is an interval
order with IXI = k and X = {x,x 2, X .. ,x k}. Suppose the xi's are labelled
so that x1 <L x 2 <L "..." <L Xk, where L is the linear extension of P in
Definition 2.2. Let A := {y E X - Xk : y l p Xk}. For X 1,X 2 C X, let us say
X1 ý X 2 if X1 = X 2 or if X1 is not strictly contained in X 2.
Lemma 2.1 There exists i > 1 such that
A= {x, i, xi+,...,Xki} if Xk E X 3
S {xi, Xi+ 1,..., xk-1} otherwise
Furthermore, b <L xi for all b E X 2, and x <L xi- 1.
Proof The proof follows from Claims 2.2-2.5. M
Claim 2.2 If b E X 2 , then b <p Xk.
Proof Suppose there exists a b E X 2 such that b | p Xk. Then we know
that there exists some c E X 3 such that b <p c and c Ip Xk.
Since c <L Xk, we have D(xk) t D(c) in P - x. We know that D(xk)
D(c) in P - x since b ' D(xk), so there exists z E X - x such that z <p Xk
and z ýpc and hence, z p b. Since Xk lp b,c, we know that b,c p z.
Hence, there exists a 2 + 2:
xc wlxk
S2b z
Claim 2.3 Suppose xi E A such that xi x. Then xi,+i x.
Proof Suppose that xi+1 = x. Then xi <L b for all b E X 2. So U(xi) i
U(b) in P - x for allb E X 2 . By Claim 2.2, we know that xk E U(b) for
all b E X 2 . Fix b E X 2 . Since Xk i U(x ), there exists z E X - x such
that xi <p z and b jp z. Since xzi lp xk, we know that z p b. Similarly,
z p Xk and xi p b. Finally, since b p z, we know that b p x,; hence,
there exists a 2 + 2:
xk
b xi
Claim 2.4 Suppose xi E A such that xi x. Then x+4 1 e A.
Proof Suppose xi+1 <P Xk. We know that xi 11p xi+1 and xi <L Xi+l. In
particular, U(xi) ý U(xi+1 ) in P - x. We know that U(xi) 5 U(xi+1 ) in
P - x, so there exists z E X - x such that x, <p z and x,+ ýp z. Since
Xi 1p xk, we know that z 5 p xj+1 and z ep Xk. So z p Xk and z p i+,
and there exists a 2 + 2:
Xi Xi+1
Claim 2.5 All elements of A
rable.
(except for x, if x E A) are pairwise incompa-
Proof Suppose not. Suppose there exists xjh, xj 2 E A (where xlX, x5 2 7 x)
such that xjl <p xj 2. Since xj2 <L Xk, D(xk) ý D(XN2) in P - x. Because
D(xk) # D(xj2 ) in P - x, there exists a z E X - x such that z <p xk
and z p xj2 and hence, z p x,,. Also, since xjl,xj 2 lP Xk, we know
x3, x32 ý p z. Then x31 <p xj2, z <p Xk form a 2 + 2:
Xk
Z
xj2
*
UA proof of Theorem 2.2 that appears in [Tro92, p. 193] proves the fol-
lowing stronger theorem:
Theorem 2.5 [Tro92] Let P = (X, <p) be a finite interval order with no
3 + 1. Let L, be a linear extension of Hp. Then there exists an injection:
h : X -+ R such that
* h(yi) < h(y 2 ) iffy1 <L, Y2
* h(yi) + 1 < h(y 2) iff Y1 <P 92
* h(yi) + 1 z h(y 2) if y1 P Y2
To prove Theorem 2.4, we will prove the following stronger theorem,
which is similar to Theorem 2.5:
Theorem 2.6 Let P = (X, <p) be a finite interval order with
X = {X, X 2 , ... , Xk}. Let L be the linear extension of P of Definition 2.2,
and without loss of generality, assume xi <L x 2 <L '... <L Xk. Fix 0 < c < 1
and assume:
* P contains at least one 3 + 1,
* P does not contain a 4 + 1, and
* If P contains more than one 3 + 1, then they share the same 1, which
we denote by x.
Then there exists an injection f : X -+ R such that
1. f(yI) < f(y 2) if
* Y1 <L Y2 and yi, y2 E {Xi-, Xi ,... ,X k} or
* yI <L xi- 1 and y2 = Xi-1
2. f(y1) + 1 < f(y 2) if and only if yl <p y2 and yl $ x
3. f(yI) + 1 f(y 2) if y1 P y2 and y1i x
4. f(x) + 1 + a <f(y 2) if and only if x <p y2
5. f(x) + 1 + a - f(y 2) ifx JP y 2.
Before we prove this theorem, let us attempt to give an idea why this
linear extension L should work. First of all, for yi, y2 e X, if D(yl) C
D(y2), we must have f(yl) < f(y 2 ) for any interval representation (f, 1).
Furthermore, there exists z E X such that f(yi) < f(z) + 1(z) < f(y 2 ):
Y1
Z Y2
Similarly, if U(y 2) C U(yi), we must have f(yi) + I(yi) < f(y 2) + (y2);
furthermore, there exists w E X such that f(yl) + I(yi) < f(w) • f(Y2) +
l(y2)
So it seems like a good idea to have L be some extension of Hp. But Hp is
not a partial order since P is not a semiorder, so we must be careful. We know
that P - x is a semiorder, so a linear extension of P - x which extends Hp-x
is desired. The problem remains of where to place x. We know that the left
end of the interval corresponding to x must be less than the left ends of the
intervals corresponding to the elements of X 2, (i.e., f(x) < f(y) Vy E X 2).
These are the reasons behind the choice of L. We will now proceed with the
proof.
Proof [Theorem 2.6] We will prove this theorem by induction on the size
of X. Assume the theorem holds for all P = (X, <p) with IXI k - 1. Take
an interval order P = (X, <p) with IX| = k and X = {X1 ,x 2, ... ,Xk}. Let
L and bc be as defined in Definition 2.2. Say x1 <L x 2 <L '... <L Xk. Let
A = {y X : y Jlp xk}. By Lemma 2.1, we know there exists i > 1 such that
A = {X, Xi, .Xi+I , Xk-1} if Xk E 
X 3
{Xi, Xi+1, ... ., Xk-1} otherwise
Case 0: Suppose x E A and P-xk is a semiorder. We will need the following
claims.
Claim 2.6 We have Xk E X 3 and xi- 1 E X 2 .
Proof We know there exist ae X 1, b E X 2,c E X 3 such that a <p
b <p c. We know from Claim 2.2 that b <p Xk, which implies that
Xk E X 3 . Suppose xi- 1 ý X 2 . We know there exists some a E X'1
and b G X 2 such that a <p b <p Xk. Since xi_ 1 ý X 2, we know
that a ýp xi-1. We have xi-1 p X, and since x JlJp xk, we have
x ýp xi-1, so x lip x•i_ 1 . Because b <L Xi- 1, we know D(xi- 1) 9 D(b)
in P - x. Now D(xi-1) / D(b) in P - x, so there exists z E X - x
such that z <p X,-1 and z ýp b and hence, z p a and xi-1 p b.
Since a yp xi-1, we know a, b ýp z. There does not exist a 4 + 1, so
b ýp xi, 1 and xi-j1 p a. Hence, there exists a 2 + 2:
xk
Xi_0 b exxi-1
z a
W
Claim 2.7 If there exists y E X such that x <p y, then y and Xk have
duplicated holdings in P - x.
Proof We know that y <L Xk, so D(xk) ý D(y) in P - x and
U(y) ' U(Xk) in P - x. Assume that D(xk) € D(y) in P - x. There
exists z E X - x such that z <p xk and z p y and thus z p x.
Because x lip Xk, we have x, y p z and y yp Xk. Thus, we have a
2 + 2:
xkI y
z x
Now assume that U(y) / U(xk) in P - x. Then there exists w G X - x
such that y <p w and Xk jp w. This gives a 3 + 1 in which Xk is the
1:
W *Xk
yn
x'
In particular, this claim shows that if x E A, then we can assume that
x p y for all y Ce X. Furthermore, for any xj E A where x 3 x, we
know that xj ýp x. So we can assume that ifx E A, then xj lip x for
any x3 E A with xj $ x.
Claim 2.8 There exists a linear extension L" of Hpxk such that
Xi-1 <L11 xi <L1 .'" <L" Xk, and if y <L Xi- 1, then Y <L" Xi-1 .
Proof Take any y <L xi-1. From Claim 2.6, we know that xi-1 E X 2
so there is some a E X 1 with a <p xi- 1. Assume that xi- 1 <HP-k Y.
We can also assume that y lip xi- 1. If y <p x, then we can show that
there exists a 2 + 2:
xi-1 Y
a
Thus, y lip x. Now D(x_1) C D(y) in P - xk implies that D(xi-1) C
D(y) in P - x, which is a contradiction. Similarly, U(y) C U(xi- 1) in
P - xk implies that U(y) C U(xi_1) in P - x, which is a contradiction.
So xi_ 1 eHP-k y for any y <L Xi-1-.
We know that D(x) C D(xi_) in P, so D(x) C D(x_•1 ) in P - xk.
Thus, xi-1 Hp-" x.
Suppose xi <Hp-xk xi- 1. If D(xi) C D(xi1) in P - xk, then the same
holds in P-x. This is a contradiction. Now U(xi 1) C U(xi) in P - Xk,
so there is a z E X- xk such that xi <p z and xi- 1 p z and hence
xk yp z. Since Xil,Xk lip xi, we know z jp x-i1,Xk. There exists a
2 + 2:
xi-1 xi
Take j1, j 2 e {i,i+1,...,k} such that xjx <L xj 2. Suppose xy2 <Hp-x k
x31 . If D(xi2) C D(xy ) in P - Xk, then the same holds in P -x,
which is a contradiction. Similarly, since x3 , x712 Lp Xk, x, we get a
contradiction if U(xjl) C U(xj 2 ) in P - xk. So xj 2 HP-xk Xj1
By Claim 2.7, we can assume that x p xj for all xj E A where xJ x.
By Theorem 2.5 and Claim 2.8, there exists an injection h : X-k - R
such that:
1. h(yx) < h(y 2) if y1 <L Y2 and Y1,Y2 E Xi- 1lXi . ik-
2. h(y) < h(x•, 1 ) for all y such that y <L Xi_,
3. h(yi) + 1 < h(y 2) if and only if yi <P y2,
4. h(yi) + 1 7 h(y 2) if Y1 11P Y2-
Let a - h(x)+h(x1) - h(x) + S, where 0 < 6 < h(xk-1) - h(xi). Then
0 <a < 1, and h(x) + 1 + a> h(x)+h(xj_1 ) + 1. We extend the length2
of the interval corresponding to x by a and place the left end of the
interval corresponding to Xk so that it is less than the right end of the
new interval corresponding to x and the right end of xi, but greater
than the right end of xi_1 and the left end of xk-1. Let
f(k) = h(x ) + h(x& 1) +f(xk) = -1 2
and f(xj) = h(xj) for 0 < j < k. The interval representation looks
like:
xi_1  x k
xi . h(xi )+h(xi_1 )
+1
Xi+ 1  2
Xk-1
By Claim 2.7, we can assume that there does not exist a y E X such
that x <p y. So extending the length of the interval corresponding to
x does not affect anything.
Now we must consider the cases in which P - Xk is not a semiorder. Let
L(P - Xk) denote the linear extension L restricted to elements of P - Xk.
Note that it is a linear extension of P - xk.
Claim 2.9 There exists a linear extension L* of HP-x-xk such that
* for Y1, y2 E X - x -xk, Y1 <L(P-xk) Y2 if y1 <L* Y2 and
* for y E X - X - Xk, X <L(P-xk) y if bc •L* y and
* for y EX - x - xk, Y <L(P-xk) X if Y <L* bc.
Proof Straightforward. U
Let A' denote the set of elements incomparable to Xk-1. Then there exists
i' > 1 such that
A' {X X iXi+l, ... ' Xk-2} if Xk- 1 E X
3
f {xi, X,1i, .... xk-2} otherwise
By induction, there exists an injection h : X - Xk -+ R for a with 0 < a < 1
such that
1. h(yl) < h(y 2) if
* YI <L Y2 and y1,y2 {Xi'-1,Xi', ... ,Xk-1} or
* Y1 <L ,i'-1 and y2 - xi-1
2. h(yi) + 1 < h(y 2) if and only if yli <p Y2 and Y, # x
3. h(yi) + 1 : h(y 2) if y1 P Y2 and yi x
4. h(x) + 1 + a < h(y 2) if and only if x <p y2
5. h(x) + 1 + a $ h(y 2) if x p Y2.
Claim 2.10 Xil-1 •L Xi-i-
Proof Suppose that xi- 1 <L Xi,'-l. This implies that Xi,_ 1 1|p Xk. We
know xi,-1 <p Xk-1. Since Xk-1 <L Xk, we know D(xk) _ D(Xk-1) in
P - x. Now D(xk) D(xk-1) in P - x, so there exists y E X - x such that
y <p Xk and y ýp Xk-1 and hence y yp xi,-1. We have Xk p Xi'-1, Xk-1, so
Xk-l,Xi'-1 p y. There is a 2 + 2:
/ x k -1
Y xi-1  xi'-1
Note that
* {xi-l,xi,... ,Xk-1} C {Xi,-1Xi ,... ,x k-1}, so h(yi) < h(y 2) ify1 <L Y2
and y1,y2 {Xi-l, Xi, ... ,Xk-1} and
* if Yl <L xi'-1, then h(yi) < h(xi,1) < h(xi_1), and if xi,- 1 <L Y1 <L
Xi- 1 , then y,X i_1 E {Xi,_l ,Xi,,..., Xk-1}, so h(yi) < h(xil).
So h(yi) < h(y2) if
* Y1 <L Y2 and Y1, y2 E {Xi- lXi,...,Xk-1 or
* Yi <L Xi- 1 and Y2 = xi-1.
From Claim 2.5, we know that h(xi) < h(xi+l) < ... < h(xk-1) < h(xi) + 1.
For the construction in Cases 1 and 2, see Figure 2.1.
Case 1: If h(x) + 1 + a < h(xi) + 1 and if x <p Xk, then let f(x 3 ) =
h(xj) for 0 < j < k. We place the left end of the interval corresponding
to Xk so that it is greater than the left end of xk-1, the right end of
xi- 1, and the right end of x, but less than the right end of x,. To do
this, we let
f(Xk) = h(xi) + h(xi-1) + 1h(xi) + h(xk- 1 ) +- 1f(Zk) = mnax2  1,22 2
h(xi) + h(x) + a
2+1 .
x h(xi ) + h(x) +oS..... +1
x 2
i-1 . .... h(x)+a+h(xi1 )
-- + 1
xi 2
x I h(x,)+h(xi-1)Xi+1 
+ 1
2
*1
Xk-1
.• -, h(x) +1+ +h(xk_ )
2
h(xi )+h(xk_)+1
2
Figure 2.1: Case 1 and Case 2
Case 2: If h(x) + 1 + a < h(xi) + 1 and if x || Xk and if h(xi_1) + 1 <
h(x) + 1 + o, then let f(x3) = h(xj) for 0 < j < k. We wish to place
the left end of the interval corresponding to Xk so that it is greater than
the left end of Xk-1 and the right end of xi- 1, but less than the right
ends of xi and x. To do this, we let
f(Xk) = max h(x) + a + h(xi_1) +lh(x) + l + ±a + h(xk-1)f(xk) = mnaX 2 2
2 2
For the construction in Cases 3 and 4, see Figure 2.2.
Case 3: If h(x) + 1 + a > h(xi) + 1 and if x |p xk, then let f(x) =
h(x,) for 0 < j < k. We wish to place the left end of the interval
corresponding to Xk so that it is greater than the left end of Xk-1 and
the right end of xi_ 1, but less than the right ends of xi and x. To do
this, we let
f (Xk) -- max {h(xi) + h(xk-l) 1 , h(xi) +hh(xi- 1) +
2 '2
I I
x. h(xi)-h(x H)E-1-
x h(x+)+h(x)
xi+ 1 A 2
xk_1
S I
SI
- •_h(x )+1 +h(xk 1 )
h(x&)++h( k+ x 1) 2
Figure 2.2: Case 3 and Case 4
Case 4: If h(x)+ 1 + a1 > h(xi) + 1 and if x <p Xk,
then we shrink the interval corresponding to x by a small amount so
that the new length a' + 1 satisfies 1 < a' + 1 < 2, and the right
end of the new interval is less than the right end of xi. More for-
mally, let a' = a - (h(x) + 1 + a - h(xi) - 1) - S, where 0 < 5 <
min{h(xi) + 1 - h(xk-1),h(xi) - h(xi- 1 )}. Then 0 < a' < 1, and
h(x) + a' + 1 < h(xi) + 1. We can now go to Case 1.
0 The techniques used in the proof of this theorem certainly generalize to
other interval orders, and we are currently working on these generalizations.
n=2
Z[B2] = 82 + 811
Z[B11] S s2 - 811
n= 3
Z[B3 ] = 283 + 821 + 2s811
Z[B 21] = 283 - 28111
Z[Bll] =-- 283 - 2821 + 2s8111
n=4n =- 4
Z[B 4] = 984 + 3831 + 8211+ 381111
Z[B 31] = 984 - 3822- 381111
Z[B 22] = 984 + 3831 + 6822 - 8211 - 3s81111
Z[B 211] = 984 - 3831 - 8211 + 381111
Z[B111] = 984 - 9831 + 68,22 + 38211 - 3s81111
n=5
Z[Bs] = 4485 + 11 + 41+ 48311 + 82111 + 48s11111
Z[B 4 1] -= 4485 - 4s 32 - 48221 - 4s111
Z[B 32] = 4485 + 11841 + 4832 + 48221 - 82111 - 4s111
Z[B 311] = 4485 - 11841 - 4832 + 48221 - 82111 + 4s111
Z[B 221] = 44s85 + 4832 - 88311 - 48221 + 4s111
Z[B2111] = 44s5 - 22841 + 4832 + 48221 + 282111 - 411111
Z[B11111] --= 44s5 - 44841 + 20s832 + 248311 - 208221 - 482111 + 4s+111
Figure .1: Cycle indicators of boards avoiding a fixed permutation in Sn
(2 <•n < 5)
n=6
Z[B 6] = 26586 + 53s851 + 138411 + 583111 + 821111 + 5 s81111i
Z[B 51] = 265s86 - 15842 - 58321 - 582211 - 5s8111111
Z[B 42] = 26586 + 53851 + 15842 + 11833 - 78222 + 582211 - 821111 - 5s8111111
Z[B 411] = 26586 - 53ss51 - 15842 + 11833 + 78222 + 582211 - 821111 + 58111111
Z[B 33 ] = 265s6 + 53851 + 138411 - 22833 + 108321 - 583111 + 14S 222 - 821111-
58111111
Z[B 3 2 1] = 26586 - 138411 - 11833 - 583111 - 78222 + 58111111
Z[I3111] -= 265s6 - 1068s51 + 138411 118S33 + 108321 - 583111- 78222 + 2821111-
Z[B 22 2] = 265s6 + 53851 + 45842 - 268411 + 33833 - 1083111 + 218222 - 1582211+
821111 + 58111111
Z[B2211] = 26586 - 53851I + 15S42 - 268411 - 11833 + 1083111 + 78222 + 582211+
821111 - 58111111
Z[B21111] -= 26586 - 159851 + 45842 + 268411 - 11833 + 1083111 - 78222 - 1582211-
3821111 + 5811111
Z[Bii11] = 265s8 - 265851 + 135842 + 1308411 - 55833 - 808321 - 5083111 + 358222+
4582211 + 5821111 - 58111111
Figure .2: Cycle indicators of boards avoiding a fixed permutation in S6
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