The Escalator Boxcar Train (EBT) is a tool widely used in the study of balance laws motivated by structure population dynamics. This paper proves that the approximate solutions defined through the EBT converge to exact solutions. Moreover, this method is rigorously shown to be effective also in computing optimal controls. As preliminary results, the well posedness of classes of PDEs and of ODEs comprising various biological models is also obtained. A specific application to welfare policies illustrates the whole procedure.
Introduction
This paper is devoted to the well posedness, to the numerical approximation and to the optimal control of renewal equations motivated by physiologically structured population models and whose solutions attain values in spaces of measures.
The dynamics of populations which are heterogenous with respect to some individual property can be described through initial -boundary value problems for a class of nonlinear first order partial differential equations (PDE), called renewal equations. Within this class, one of the first PDE models devoted to population biology is the renewal equation introduced by Kermack and McKendrick with reference to epidemiology, see [21, 22] . There, the time since infection, i.e., the age, plays the role of a structure parameter, due to its essential role in the spreading of the epidemic. Equations of the same class are later proposed by von Förster in [30] to describe the process of cell division. The recent monograph [9] provides an extensive theoretical and empirical treatment of the ecology of ontogenetic growth and development of organisms, emphasizing the importance of an individual-based perspective in understanding the dynamics of populations and communities. Classical analytic studies on these equations are settled in L 1 and go back, for instance, to the monographs of Webb [31] , Iannelli [20] or Thieme [28] .
The space of positive Radon measures is introduced in biological applications in [24] . Indeed, whenever the distribution of individuals is concentrated on discrete values of structure Euler equations in fluid mechanics [15, 32] . Other artcle method are found also in the study of problems related to crowd dynamics and pedestrians flow, see [12, 13, 26] , as well as in the description of the collective motion of large groups of agents, see [4] . Differently from the case of structured population models, the original particle methods are mainly designed for problems where the total mass, or number of individuals, is conserved.
Aiming at the optimal control of the solution to (1.1), we introduce therein a control parameter u, possibly time and/or state dependent, attaining values in a given set U . Therefore, we obtain: and we provide below a constructive algorithm to find, within a suitable function space, a control function u * optimal in the sense that
As is well known, solutions to conservation or balance laws typically depend in a Lipschitz continuous way from the initial datum as well as from the functions defining the equation. This does not allow the use of differential tools in the search for the optimal control. Here, constructive should be understood in the following sense: on the basis of the control problem for (1.2), we define a sequence of control problems for a system of ordinary differential equations and prove that the corresponding sequence of optimal controls converges to an optimal control for the original problem. More precisely, we approximate the solution to (1.2) by means of the EBT algorithm as defined in [16, Section III] . The functional J computed along approximate solutions is proved to be a smooth, namely C 1 , function of the control parameter u and this allows to exhibit the existence of an optimal control for each approximate problem. A limiting procedure constructively ensures the existence of the optimal control for the original problem (1.2).
The next section presents results on the well posedness of (1.1) and the results on the escalator boxcar train algorithm that allow to obtain our main result, namely the construction of a sequence of controls that converge to an optimal control for (1.2). Section 3 is devoted to a possible application of the theory here developed. The technical proofs are deferred to Section 4, with a final Appendix that gathers necessary results concerning ordinary differential equations.
Main Results
Throughout, we denote R + = [0, +∞[. Let (M, d M ) be a metric space and (V, V ) be a normed space. Then, C 0 (M ; V ), respectively C 0,1 (M ; V ) is the space of continuous, respectively Lipschitz continuous, functions defined on M and attaining values in V , equipped with the norm
Given T ∈ R and a function f : [0, T ] → V , we set
3)
The space M + (R + ) of positive Radon measure on R + is equipped with the flat distance
see [5, Section 2] . Below, for positive T, L and C, we use the space F of functions
with the properties:
(F 2 ) f has bounded total variation in time:
Throughout, the constants T, L and C are kept fixed and the dependence of F on them is omitted. In M + (R + ) × R + we use the distance
where d is as in (2.4) . Therefore, (F 1 ) also implies that f is Lipschitz continuous in µ and a uniformly in t, in the sense that for all t ∈ [0, T ], µ 1 , µ 2 ∈ M + (R + ) and a 1 , a 2 ∈ R + ,
PDE -Well Posedness
As a first step, we need to extend the well posedness of (1. 1. µ is Lipschitz continuous with respect to the flat distance (2.4);
We now weaken the assumptions on the regularity in time used in [5, Theorem 2.11].
admits a unique solution in the sense of Definition 2.1. Moreover, there exists a constant C dependent only on C, L and T such that if for i = 1, 2, µ i is the solution to (1.1) with initial data µ i o and b, c, β replaced by
The proof is deferred to Section 4. Aiming at the study of (1.2), we extend the definition of F as follows. Fix T > 0 and a compact subset U of R N , for fixed positive T, L, C and a positive integer N , we introduce the space F u of functions
(F u 2 ) f has bounded total variation in t uniformly in u:
(F u 3 ) f is Lipschitz continuous in the control uniformly in time: for all t ∈ [0, T ] and for all
As above, we remark that (F u 1 ) ensures that f (t; u) is Lipschitz continuous in µ and a uniformly in t and u: for all t ∈ [0, T ], u ∈ U , µ 1 , µ 2 ∈ M + (R + ) and a 1 , a 2 ∈ R + ,
In (F u 2 ), the total variation is computed as in (2.3), keeping u fixed. Throughout, the constants T, L and C are kept fixed and the dependence of F u on them is omitted.
The extension of Definition 2.1 from the case of (1.1) to that of (1.2) is immediate. 
The proof is in Section 4.
ODE -Well Posedness
We first present the approximation algorithm introduced in [8] , see [2, 16] for the present simplified version. Fix a positive time T . For any n ∈ N \ {0} and for the time step ∆t, approximate the initial datum µ o in (1.2) by means of a linear combination µ n 0 of Dirac deltas centered at x 0 0 , x 1 0 , . . . , x n 0 with masses m 1 0 , . . . , m n 0 and approximate the initial datum with the measure
On the time interval [0, ∆t[, we approximate the solution to (1.2) with the measure
Define x i 1 = lim t→∆t− x i (t) and m i 1 = lim t→∆t− m i (t) for i = 0, . . . , n. Iteratively, for k ≥ 1, we prolong µ n , x −k+1 , . . . , x n and m −k+1 , . . . , m n on the interval k ∆t, (k + 1) ∆t solving
where
To describe the hypotheses on b, c, β ensuring the well posedness of (2.7)-(2.8) it is of use to introduce, for positive T and L, the set F u of functions
( F u 4 )f is Lipschitz continuous in A, a, u uniformly in t:
The next result ensures the well posedness of the Cauchy Problem for the system of ordinary differential equations (4.2)-(4.3).
The proof directly follows from Lemma 4.2 in § 2.2 and from the usual properties of the Nemitsky operator.
2) in the sense of Definition 2.1 and (m, x) solve problem (2.7)-(2.8) with time step ∆t. Then, there exists a positive C independent from u, ∆t and n such that for all
In specific numerical implementations of the present method, the quantity
is typically of the same order of the size of the space mesh ∆x.
Optimal Control
A general cost functional defined on the controls in
where γ ∈ C 0,1 (R + ; R + ), µ u is the solution to (1.2) corresponding to the control u with b, β, c and µ o satisfying the assumptions of Theorem 2.2, and j : [0, T ] × U × R + → R + being such that:
Having to consider also costs related to the adjustments in the values of the control, it is natural to seek the minimization of
As a first result, we prove the existence of an optimal control. Theorem 2.6. Fix T > 0 and a compact subset U of R N . For all b, c, β ∈ F u , u ∈ BV([0, T ]; U ) and µ o ∈ M + (R + ), let µ u be the solution to problem (1.2). With reference to the cost functional (2.9), γ ∈ C 0,1 (R + ; R + ) and j satisfies (J 1 ), (J 2 ), (J 3 ). Then, there exists a control minimizing J as defined in (2.10):
We now pass to the discrete counterpart of Theorem 2.6, substituting the evolution described by (1.2) with the approximation provided by the Escalator Boxcar Train (2.7)-(2.8).
At the same time, also the functionals (2.7)-(2.8) have to be computed on linear combination of Dirac deltas.
Theorem 2.7. Fix T > 0 and a compact subset U of R N . Let b, c, β ∈ F u and u ∈ BV([0, T ]; U ). For any n ∈ N \ {0} and ∆t n > 0, fix an initial datum (
-(2.8) and call (x −n , . . . , x n ), (m −n , . . . , m n ) the corresponding solution. Further, define the cost functionals
The above theorems yield the following corollary, which is the main result of the present work. It ensures that the Escalator Boxcar Train algorithm can also be used to solve optimal control problems. 
and, up to a subsequence,
(2.14)
The McKendrick -Von Förster Model in Welfare Policies
The McKendric -Von Förster model for population growth, equipped with an integral functional to be maximized, provides a first example of a system fitting within (1.2), where the results in the sections 2.1 and 2.2 can be applied.
Consider a population described by the amount n = n(t, a) of people that at time t have the age a. Call −d, with d = d(a), the population mortality rate. We thus obtain:
Here,β describes the natality rate of the population of age a at time t.
Introduce a policy to sustain birth rate. It is then natural to assume that a control parameter, say u, enters the birth functions. The parameter u, possibly vector valued, reflects a government policy to foster natality, helping through ad hoc acts the families with children.
From the governmental point of view, the income of the state welfare can be described by the functional
The weight w = w(a) is positive all through the active age interval, i.e., all during the period where individuals, paying taxes, sustain the state. On the contrary, w is negative when individuals receive services from the state, e.g., during childhood and retirement. 
then, for all u ∈ C 
while for t ∈ [k ∆t, (k + 1)∆t] the solution to the above system is extended as follows
Note that the variables x i decouple and it is immediate to obtain x i (t) = t − i ∆t for t ≥ min{−i ∆t, 0} and i = −k, . . . , n .
The discretized version of the cost functional (3.2) is
4 Technical Details . Then, for any ε > 0, there exists n ∈ N, {t 1 , t 2 , . . . , t n } ⊂ [0, T ] and {x 1 , x 2 , . . . , x n } ∈ X such that, setting
Proof 
Moreover, the inclusion proved in Lemma 4.1 ensures that 
By [5, (iv) in Theorem 2.8], for any ε, ε ′ > 0 sufficiently small,
Therefore, by the completeness of C 0 [0, T ]; M + (R + ) , there exists a measure valued map
To prove that µ solves (1.1) in the sense of Definition 2.1, observe that by construction Proof of Corollary 2.3. Note first that if b, c, β ∈ F u and u ∈ BV([0, T ]; U ), then the maps b u , c u , β u defined by b u (t) = b t, u(t) , c u (t) = c t, u(t) and β u (t) = β t, u(t) all satisfy b u , c u , β u ∈ F. Therefore, Theorem 2.2 applies, ensuring the existence of a solution to (1.2). Concerning the stability estimates, with obvious notations, by (2.5) we have:
Observe now that
Entirely analogous estimates hold for the term c u 1
, allowing to obtain (2.6).
Proofs Related to Section 2.2
Aiming at the well posedness of (2.7)-(2.8) we rewrite it as
the functions f i , g i being defined, for i = −n, . . . , n, by
and (f 1 ) t → (f, g)(t, x, m; u) is measurable for all x ∈ R + , m ∈ R + and u ∈ U ;
(f 3 ) (x, m; u) → (f, g)(t, x, m; u) is sublinear, uniformly in t.
Proof. We detail the proof that f satisfies the above properties, the case of g being entirely similar.
The measurability of t → f (t, x, y; u) is immediate. To verify the differentiability, introduce the standard base (e −n , e −n+1 . . . , e n−1 , e n ) of R 2n+1 and compute for i = −n, . . . , n, for t > max{−i∆t; 0} and for a (small) h ∈ R
as h → 0, while for ℓ = i and for t > max{−i∆t; −ℓ∆t, 0}
proving the differentiability of f i with respect to x. Let now i, ℓ = −n, . . . , n:
so that f i is differentiable also with respect to m. The differentiability with respect to u is immediate. Finally, we prove that (x, m; u) → (f, g)(t, x, m; u) is sublinear:
and the first summand above is bounded by (F u 1 ), completing the proof.
Below, we call semiflow (or process) on the set M a map S : 
Proof of Theorem 2.5. The proof relies on Lemma 4.4. First, we prove that the map 
[by (4.1)]
] These estimates, inserted in (4.6), complete the proof of the Lipschitz continuity of µ n with respect to the metric d defined in (2.4).
By the above computations and Corollary 2.3, we can thus use Lemma 4.4, where S is the semiflow generated by (1.2) and µ is replaced by µ n as defined in (4.5), obtaining
The rest of the proof is devoted to estimate the integrand in the latter term above. Without loss of generality, we may assume that τ ∈ [0, ∆t[ and that h is so small that
for suitable maps M 0 , . . . , M n , y 0 , . . . , y n , the density π(t, ·) arising from the boundary and supported inside [x 0 o , y 0 (t)]. Denote the total mass of π(t, ·) by
Using suitable test functions in Definition 2.1, we obtain:
where with O(h k ) we denote a quantity that can be bounded the product of h k with a constant dependent only on T, L and C. Above, (F u 1 ) ensures a bound on c and β. We also used the uniform boundedness of π(t, ·) on [0, T ] and the estimate
in other words, in the measure ξ(t) the mass created due to the boundary condition, described by the density π(t, ·), is shifted to the closest Dirac delta. We note that:
Recalling that t → y i (t) is Lipschitz continous with Lipschitz constant
and that the total mass is uniformly bounded on [0, T ], the first term in the right hand side of (4.9) is estimated as follows:
To bound the second term in (4.9), we want to use Lemma 4.4. Hence, we preliminary obtain the following estimates on x i (τ + h) − y i (τ + h) and m i (τ + h) − p i (τ + h) :
since µ n (τ ) = µ τ (0) and x i (τ ) = y i (τ ). Analogous estimates can be used to bound the term
, taking into account (4.8) and the estimate for M π (t):
Inserting the obtained estimates in the integrand in (4.7), we get:
completing the proof.
Proofs Related to Section 2.3
Proposition 4.5. (Helly). Fix N ∈ N with N > 0. Let U be a compact subset of R N and T be a positive scalar. Consider a sequence of functions 
Let γ ∈ C 0,1 (R + ; R + ) and j satisfy (J 1 )-(J 3 ). Then, the functional J defined in (2.9)-(2.10) is lower semi-continuous with respect to the L ∞ -norm.
Next we show the sequential continuity of the map J defined in (2.9), using (J3) and the fact that ω is a nondecreasing function by (J 3 ).
Proof of Theorem 2.6. Let ε n be a strictly decreasing sequence converging to 0. Correspondingly, there exists a sequence u εn ∈ BV([0, T ]; U ) such that
and, without loss of generality, we may also assume that J (u εn ) ≤ J (û) + 1 for all n. Moreover, by (J 1 ) and (2.10)
So that Proposition 4.5 can be applied, showing that, up to a subsequence, u εn converges pointwise a.e. to a function u * ∈ BV([0, T ]; U ). Therefore,
Proof of Theorem 2.7. The proof follows the same lines as that of Theorem 2.6.
Proof of Corollary 2.8. We first prove the uniform convergence J n → J of the costs on BV([0, T ]; U ), using (J 3 ), (2.9), (2.10), (2.11), (2.12) and Theorem 2.5, for all n, we have:
which immediately implies (2.13). Using (J 2 ), the same procedure used in the proof of Theorem 2.6 ensures that TV(u n ) is bounded uniformly in n. By Proposition 4.5, up to a subsequence, u n →ū a.e. on [0, T ], proving (2.14). Using Lemma 4.6 and the uniform convergence of J n to J proved above, we have: J (u) , where (2.13) was used to obtain the last equality.
A Appendix: ODE Results
For completeness, we collect here a few basic ODE results using exactly the spaces and norms of use above.
Lemma A.1. Fix T > 0 and a compact U ⊂ R M . Let f : [0, T ] × R N × U → R N be such that (f 1 ) t → f (t, x; u) is measurable for all x ∈ R N and u ∈ U ;
(f 2 ) (x, u) → f (t, x; u) is in C 1 for a.e. t ∈ [0, T ] and there exists a constant L > 0 such that for a.e. t ∈ [0, T ], for all x 1 , x 2 ∈ R N and for all u 1 , u 2 ∈ U , Proof. The map X is well defined by the standard theory of Caratheodory ODEs, see for instance [14] . ∂ v f τ, X(u + ϑhv) (τ ), (u + ϑhv)(τ ) − ∂ v f τ, X(u); u ≤ ε .
Introduce now the quantity δ h (t) = 1 h X(u + hv) − X(u) (t) − g(t) .
T ]×Ω×U ;R N ) < +∞, the above estimates lead to
An application of Gronwall Lemma yields that for all ε > 0, if h is sufficiently small
