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This thesis examines the relationship between knowledge search, learning 
strategies and product innovation. Prior research has emphasized that the acquisition 
of knowledge from external sources is crucial to product innovation. Such innovation 
is a central mechanism through which firms adapt to changing market and 
technological conditions (Argote et al, 2003; Kogut and Zander, 1992). This thesis 
explores the heuristic rules that drive a firm's search for external knowledge across 
organizational and geographic boundaries, and how learning strategies affect firms’ 
product innovations. The chief contribution of this thesis is the conceptualization of 
different types of heuristic rules in knowledge search and learning strategies for 
product innovation. It also contributes to the literature by filling in a number of 
empirical gaps in the area of organizational learning and innovation. 
 
While a key function of firms’ R&D is to combine and recombine 
knowledge that is generated both internally and externally, it is much more difficult 
for firms to identify, assess and absorb externally generated knowledge. This is 
because of limitations in their resources, bounded rationality (Simon, 1991; March, 
1994) and incomplete information. In the first essay (Chapter 2), I investigate the 
heuristic rules that guide a firm’s knowledge search across organizational and national 
boundaries. Based on a review of extant research, I propose that the heuristic factors 
followed by knowledge seeking firms can be classified into two groups with distinct 
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theoretical basis. I further examine how national boundaries alter the relative strength 
of each group of factors. To empirically test my theory, I trace inter-firm patent 
citations of 182 firms in the information storage and communication industries over 
20 years. The analysis shows that heuristic factors derived from a knowledge 
originating firm’s previous innovations become less effective when the knowledge 
search is conducted across national boundaries. In contrast, factors based on a high 
status third party’s recognition strengthen when geographic distances increase. 
 
The second essay (Chapter 3) presents a longitudinal study of the 
relationship between firms’ learning strategies and their product innovation. A 
typology of learning strategies is proposed that considers both learning approaches 
(“explorative learning” or “exploitative learning”) and learning locus (“specific 
knowledge” or “generic knowledge”). I further examine the comparative effects of 
different learning strategies under different product innovation requirements 
(subsystem improvement or architectural innovation). By tracing the new product 
information of 72 manufacturers in the magnetic rigid disk drive industry over 20 
years, and using patent citation data to measure firms’ learning strategies, I find that 
learning approaches and learning loci jointly influence firms’ product innovation. 
Specifically, exploitative learning in specific technologies creates the highest impact 
for incremental subsystem improvement. However, when the innovation is 
architectural, absorbing new knowledge in the generic technology areas becomes the 
most impactful learning strategy.  
 3
Chapter 1: Introduction 
This chapter reviews the organizational learning and knowledge 
management literature, introduces the thesis, summarizes the key findings, and 
provides an organizing framework for the following chapters. 
1.1 Theoretical Background and Motivations 
There has been dramatic increase of interest in the issues of organizational 
learning and knowledge management in recent years, from both academics and 
practitioners. On the practical side, the increased competition, dynamic market shift, 
technologies proliferation, globalization and almost overnight obsolescence of 
products brought the issues of organizational learning and knowledge management to 
the center stage for organizations. Successful companies are those that consistently 
absorb and create new knowledge, disseminate it widely throughout the organization, 
and quickly embody it in new technologies and products (Nonaka and Takcuchi, 
1995).  
 
On the academic side, literature on organizational learning and knowledge 
management also grew considerably, as evidenced by the wealth of empirical 
evidence and a wide array of theoretical perspectives1, e.g. the economics perspective 
                                                        
1
 For example, there are a number of special issues on organizational learning and knowledge management 
appeared in leading academic journals: Special issue on organizational learning by Organizational Science, 1996; 
Special issue on the evolution of firm capabilities by Strategic Management Journal, 2000; Special issue on 
managing knowledge in organizations by Management Science, 2003.  
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which emphasizes the market structure and competition vs. sociological perspective 
which stresses the social structure and network.  
 
Despite the recent prosperity and the diversity of theoretical explanations for 
organizational learning and knowledge management, the concepts of learning and 
coordination of organizational activity can be traced back to the seminal work by 
Adam Smith, who used pin-making example to illustrate experience-based learning 
(Smith, 1776/1937); and Alfred Marshall, whose work on regional agglomerations 
identified the phenomena of regional knowledge spillover and laid the ground for the 
development of regional economics (Marshall, 1920). As more recent studies 
provided the evidence that important performance variation occurred at the level of 
the organization or organizational subunit (Rumelt, 1991; Pisano et al., 2001), new 
theories and theoretical perspectives emerged aiming to understand the factors 
contributing to these differences. Resource based view and evolutionary perspectives 
are among the earliest that contribute to this shift. The resource based view 
(Wernerfelt, 1984; Barney, 1991) suggests that the strategic actions which reposition 
the firm require it to possess specific resources or competencies which must be scarce, 
valuable, sustainable and non-substitutable. Parallel to the emergence of the resource 
based views and consistent with the evidence of firm level performance differences, 
the concept of “capabilities” was introduced by scholars who hold the knowledge 
based views (Eisenhardt and Martin, 2000; Kogut and Zander, 1992, Dosi et al., 2000). 
The knowledge based views suggest that firms’ competitive advantage is more likely 
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to arise from the intangible firm-specific knowledge which enables it to add value to 
the incoming factors of production in a relatively unique manner. Therefore it is the 
firm’s knowledge, and its ability to generate knowledge, that lies at the core of the 
theory of the firm.  
 
The knowledge based views of the firm identifies the primary rationale for 
the firm as the creation and application of knowledge (Bierly and Chakrabarti, 1996). 
Firm level performance differences can be explained as the result of firms’ different 
knowledge bases and differing capabilities in developing and deploying knowledge. 
The idea that firm is a body of knowledge (Nelson and Winter, 1982; Spender, 1996) 
has attracted great attention not because of the popular belief that we are moving into 
a new knowledge economy era, but because this theoretical perspective puts content 
back into theories of organizations (Argote et al., 2003). Unlike other theories which 
emphasize the structure and process of organizational activities, knowledge based 
views emphasize what the organization knows (or the content) as an important 
explanatory variable of performance. This theoretical view aims to capture and 
explain changes in the content and distribution of knowledge over time and 
investigate the effect of these changes on firm performance. Research in this area has 
investigated not only the processes of learning and knowledge transfer and their 
effects on organizational outcomes, but also how learning strengthens firms’ 
competitive advantages (Argote and Ingram, 2000; Helfat 2000, Kogut and Zander, 
1996). The fundamental set of questions asked in the research on organizational 
 6
learning and knowledge management include: How do organizations search for both 
internal and external knowledge and what factors influence this process? How do 
organizations retain the knowledge they absorb and create? How is knowledge 
transferred within and across organizational and national boundaries and what factors 
facilitate the transfer? How does learning lead to better performance, e.g. financial 
performance and product innovation? 
 
1.1.1 External, internal learning and knowledge search 
The balance of external learning and internal learning is one of the strategic 
choices that shape and direct the organization’s learning process and, subsequently, 
determine the firm’s knowledge base. Internal learning occurs when employees in the 
organization generate and distribute new knowledge within the boundaries of the firm. 
External learning occurs when firms search for and absorb knowledge which is 
generated outside the firm boundary. Focusing more on internal learning allows the 
firm to develop its own core competencies and appropriate more profits. Most of the 
time, internal learning gives firm more control over the development process. It’s 
especially efficient in learning tacit knowledge (Nonaka Takcuchi, 1995). 
 
However, external learning is required for the firm to develop a roader 
knowledge base and to keep abreast of cutting-edge technologies. Especially in a 
dynamic environment, access to a broader knowledge base through external learning 
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increases the flexibility of the firm (Grant, 1996). External learning is important also 
because internal learning and external learning are mutually interdependent and 
complementary processes. On one hand, firms must excel at internal learning and 
develop “absorptive capacity” before they can learn from external sources (Cohen and 
Levinthal, 1990). On the other hand, internal learning process can be substantially 
improved by effective external learning without the constraint from the established 
organizational routines and biases.  
 
A critical process for external learning is knowledge search. Without the 
identification of valuable external knowledge, there won’t be subsequent knowledge 
transfer and absorption. There is evidence that knowledge search tends to be localized 
technologically, organizationally and geographically. Studies of innovation have 
highlighted the tendency toward technologically local search. It was found by Helfat 
(1994) that petroleum firms allocate their R&D spending among various lines of 
technology varies little across time. Japanese semiconductor firms also maintained 
similar positions on their technological landscape over time (Stuart and Podolny, 
1996). This technologically local search is also reinforced by various interfirm 
relational mechanisms. For instance, social networks and technical committees 
emerge between professionals with common technological interests (von Hippel, 
1987).  
 
Studies in evolutionary economics suggest the path dependence in the 
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learning process (Nelson and Winter, 1982). The results of past searches for 
knowledge become the natural starting points for new searches, as firms rely on their 
own experience and established knowledge bases to determine what is important and 
useful. Similarly, organizational learning literature suggests that bounded rational 
decision makers rely on established organizational practices to drive the search for 
knowledge. Firms, thus, recognize and absorb external knowledge close to their 
existing knowledge base or within their organizational boundaries (Cohen and 
Levinthal, 1990).  
 
Other studies on the spatial pattern of knowledge search highlight the 
geographic localization of knowledge flows. Using US patent data, Jaffe et al. (1993) 
provided systematic empirical evidence of technological knowledge localization at the 
country, the state as well as metropolitan levels, after controlling for the pre-existing 
concentration of technology activities. Subsequent research incorporated geographic 
distance as a key element of innovation production (Jaffe, 1989; Krugman, 1991; 
Feldman, 2000; Audretsch and Feldman, 1996), and found a tendency of innovative 
activities to cluster in regions where knowledge-generating inputs are most highly 
concentrated and where knowledge spillovers are the most prevalent (Porter, 1990; 
Saxenian, 1990). In recent work, Thompson and Fox-Kean (2005) refined the 
methodology used by Jaffe et al., and found that national borders remain a significant 
constraint to knowledge flow, while localization effects at the state and metropolitan 
levels diminished. 
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In spite of the evidence that knowledge search tend to be localized and the 
founded various mechanisms of knowledge transfer, there are few studies 
investigating the heuristics and cues that firms follow in the process of recognizing 
and searching for external knowledge. Table 1-1 summarizes the findings from 
existing literature and the unanswered questions in this area.  
 
1.1.2 Exploration vs. exploitation and product innovation 
Another important strategic choice that shape firms’ learning is to determine 
the radicalness of learning. In other words, the firm faces a trade-off in the sense that 
incremental learning, or exploitation of known knowledge is more effective in the 
short run, but radical learning, or exploration, is required to be successful in the long 
run. The concept of exploration and exploitation was first introduced by March (1991). 
Exploration is characterized as searching for new, unused knowledge while 
exploitation is characterized as searching for knowledge with a firm’s existing 
knowledge base. Exploration and exploitation have been regarded as two 
incompatible ends of the continuum (March, 1991) due to their competition of 
resources. Firms that focus too much on exploration will suffer the costs of 
experimentation without harvesting many of its benefits; but firms that focus too 
much on exploitation typically find themselves trapped in suboptimal stable 




Table 1 - 1: List of prior studies and the unanswered questions in the field of 
organizational learning and knowledge management 
 
Prior studies What we know from prior studies What we do not know 
Helfat (1994) 
Stuart & Podolny (1996) 
Von Hippel (1987) 
Knowledge search is localized technologically 
 In the condition of bounded 
rationality and other 
constraints, how does firm 
search for externally 
generated knowledge? Are 
there heuristics that firms 
follow to evaluate external 
knowledge? 
 How does the geography 
influence the process that 
firms search for knowledge 
by following some 
heuristics? 
Nelson & Winter (1982) 
Cohen & Levinthal (1990) 
Knowledge search is localized organizationally 
Jaffe et al. (1993) 
Thompson & Fox-Kean (2005) 





Knowledge search is constrained locally by several factors: 
 Tacitness of knowledge 
 Limited resources 
 Bounded rationality 
 Insufficient communication with external environment 
Rosenkopf & Almeida (2003) 
Bell & Zaheer (2007) 
Singh (2005) 
 
There are several mechanisms for interfirm knowledge transfer: 
 Mobility of engineers 
 Alliances and interfirm relational  linkages  
 Relational ties, institutional ties and friendship ties. 
 Social network among inventors 
Uotila et al. (2009) 
He and Wong (2004) 
Barnett & Pontikes (2008) 
Nerkar (2003) 
Ahuja & Lampert (2001) 
Learning has important implications for firms’ performance: 
 Learning leads to better financial performance 
 Learning leads to higher survival rate 
 Learning increase the generation of influential technologies 
 Learning leads to more new products 
 Is the construct of 
exploration vs. exploitation 
alone sufficient to explain 
firms’ learning process? 
 How does the construct of 
learning locus complement 
the existing construct of 
exploration and 
exploitation in describing 
firms’ learning strategies? 
 Considering the different 
types of product 
innovation, what is the 
most effective learning 




Gupta, Smith & Shalley (2006) 
Katila & Ahuja (2002) 
Exploration vs. exploitation is an important set of concepts in organizational 
learning: 
 Exploration and exploitation are two ends of the continuum 
 Exploration and exploitation can be orthogonal to each other as long as 
it’s not studied within a single domain 
Cohen & Levinthal (1990) 
Brusoni, Prencipe & Pavitt 
(2001) 
Gambardella & Torrisi (1998) 
 firms possess knowledge in excess of what is required to make their 
products 
 large firms are narrowing the range of products they offer, while 
increasing the diversity of technologies on which they rely 
March (1991) 
Levitt & March (1988) 
Mezias & Glynn (1993) 
Rosenkopf & Nerkar (2001) 
Greve (2003) 
The relationship between exploration / exploitation and new product 
introduction: 
 Firms that explore are more likely to generate innovative technologies 
 Firms that exploit introduce new technologies more frequently 
Baldwin & Clark (2000) 
Tushman & Murmann (1988) 
Henderson & Clark (1990) 
Product innovation can be categorized as modular innovation and 
architectural innovation, depending on whether the innovation occurs on 
components or the linking mechanisms of components 
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More recent studies suggest that exploration and exploitation are exclusive 
to each other only when the resources needed for learning are scarce and when these 
two types of learning are studied within a single domain (i.e., an individual or a 
subsystem) (Gupta, Smith and Shalley, 2006). Therefore, when the study unit is a firm 
with different, loosely coupled domains (i.e., different R&D groups), exploration and 
exploitation will generally be orthogonal. Firms can vary their degree of exploration 
and exploitation simultaneously (Katila and Ahuja, 2002).  
 
Both exploration and exploitation have been found to have important 
implications for firms’ performance. For example, previous studies have found that 
the balance between exploration and exploitation leads to better financial performance 
(Uotila et al., 2009; He and Wong, 2004), a higher survival rate (Barnett and Pontikes, 
2008) and the generation of influential technologies (Nerkar, 2003; Ahuja and 
Lampert, 2001). Product innovation as an important indicator of a firm’s innovation 
performance has also been found to be closed related to a firm’s exploration and 
exploitation. However, few studies have directly examined the impact of learning on a 
firm’s new product introductions. 
 
Another important concept relevant to exploration and exploitation is firm’s 
knowledge base which refers to all the technological knowledge possessed by a firm 
for its innovation. Knowledge base is the starting point where firms build their 
absorptive capacity to search for new knowledge. In turn, both exploration and 
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exploitation search increases a firm’s existing knowledge base. It is found that firms 
possess knowledge in excess of what is required to make their products (Cohen and 
Levinthal, 1990; Brusoni, Prencipe and Pavitt, 2001). It has also been observed that in 
various industries, specifically that large firms are narrowing the range of products 
they offer, while increasing the diversity of technologies on which they rely 
(Gambardella and Torrisi, 1998; Von Tunzelmann, 1998). This is especially notable in 
high technology firms whose products always encompass multiple complex 
components.  
 
Considering the relevance of knowledge base in learning process and the 
phenomena that knowledge base may not be exactly matched to a firm’s production, it 
is interesting to introduce the concept of learning locus to the organizational learning 
research. Differentiating learning locus within a firm’s knowledge base not only 
advances our knowledge of how a firm’s knowledge base is constructed, but this new 
construct complements the existing construct of exploration and exploitation in 
explaining firms’ learning behaviors. While the construct of exploration and 
exploitation emphasize the learning method, the learning locus emphasizes the 
content of learning (or what knowledge that firm comes to learn). Further, the concept 
of learning locus is inherently dynamic. It aims to capture and explain changes in the 
content of learning over time and the effect of those changes on learning. Together, 
these two constructs (exploration vs. exploitation and learning locus) provide a more 
complete picture of organizational learning than each could accomplish alone. 
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However, no existing study has jointly examined the effects of learning locus and 
learning method on firms’ innovation performance, especially in the context of 
product innovation. This is therefore the focus of my second essay of this thesis.  
 
1.2 Overview of the Thesis 
This thesis consists of two essays, each of which focuses on different 
learning aspects. Together the studies fill several conceptual and empirical gaps in the 
organizational learning and knowledge management literature. Table 1-2 provides a 
summary of the research questions, hypotheses, units of analysis, and key results of 
each essay. 
 
The first essay, presented in Chapter 2, focuses on how firms’ search for 
external knowledge is shaped by heuristics and cues. The research question addressed 
in this essay is: What are the heuristics that firms follow in order to search for 
knowledge across organizational and national boundaries? While external knowledge 
is crucial to a firm’s ability to adapt to technological changes and to remain innovative, 
prior studies suggest that firms have a propensity to engage in “local” searches 
(March and Simon, 1958; Nelson and Winter, 1982), both organizationally and 
geographically.  Knowledge exploration  is  constrained locally by several factors: 
(1) the tacitness of knowledge acts as a deterrent to inter-organizational knowledge 
search  (Nelson and Winter, 1982; Kogut and Zander, 1993, 1995; Von Hippel, 1994; 
Szulanski, 1996); (2) limited resources, bounded rationality (Simon, 1991; March, 
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1994) and incomplete information prevent firms from accurately evaluating the 
quality of external knowledge; and (3) insufficient communication with the external 
environment hinders learning even when the value of knowledge is known. 
 
These limitations occur despite the fact that firms are constantly bombarded 
by a deluge of knowledge. In the absence of clear information on its value, firms thus 
have to decide what knowledge to attend to, and to absorb. Ideally managers should 
evaluate all the potential knowledge, but this process is exhaustive and reality 
demands that they make decisions that are timely and that incur only acceptable costs. 
Previous studies have suggested that firms therefore rely upon several key indicators 
of knowledge quality, including attributes of the knowledge being acquired, the 
source, and the availability of knowledge transfer channels (Hamel, 1991; Gupta and 
Govindarajan, 2000; Tallman and Phene, 2007). Firms are known to follow heuristics 
in searching for external knowledge, but it is less clear how these heuristic factors are 
formed, what mechanisms are in operation that direct a firm’s search process, and 
whether geographic boundaries affect the strength of different factors. 
 
In Chapter 2, I propose two distinct mechanisms that determine which 
factors take effect. The first type of heuristic factors is derived from information of 
the knowledge originating firms’ past activities, particularly its successes. This type of 
heuristics directs firms’ knowledge searches largely by guiding their estimates of the 
value and relevance of the potential knowledge (Hall et al., 2000; Harhoff et al., 1999; 
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Lanjouw & Schankerman, 1999). Another type of heuristics is derived from the 
collective awareness of information that guides firms’ knowledge searches by 
increasing the visibility and credibility of the knowledge source (Sine et al., 2003; 
Merton, 1968; Walker, 1985).  Because of the significant role of geography in 
knowledge transfer and the distinct theoretical rationales underpins these two types of 
heuristics, it is interesting to explore the resilience of different heuristic factors across 
geographic boundaries. However, whether geographic boundaries alter the heuristics 
on which firms rely on in their international search for knowledge has not been 
examined thus far. In order to fill this gap, I trace the patent citation data derived from 
182 firms in two high technology industries over a period of 20 years and test the 
moderating effect of national boundaries on the strength of different types of 
heuristics in directing firms’ knowledge searches. 
 
My second essay, presented in Chapter 3, examines the relationship between 
firms’ learning strategies and their product innovation. The research question 
addressed in this essay is: how should firms adjust their learning approaches and 
learning loci in the face of differing product innovation requirements? New product 
introductions are essential for firms to adapt to changing market and technological 
conditions, yet few studies have directly examined the learning effects on new 
product introductions2. More importantly, new product innovations are heterogeneous 
in nature. Some new products are associated with only subsystem improvements, 
                                                        
2
  An important exception is the study by Katila and Ahuja (2002).  
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while others are associated with architectural changes. However, this heterogeneity of 
new product introductions has not been addressed in the few studies that examine the 
learning effects on new product introductions. Since different types of products create 
different innovating and learning requirements, treating new product introductions as 
homogenous may lose the information on different innovation requirements and lead 
to mixed results of learning effects.  
 
Another important phenomenon observed by previous studies is that firms 
tend to expand their knowledge boundaries beyond their product domain (Brusoni and 
Prencipe, 2001; Granstrand, Patel and Paitt, 1997). This implies that learning occurs 
not only within a firm’s product domain, but also across different technological 
domains. However, existing studies have not examined the role played by different 
learning loci in firms’ product innovation. Instead of just asking how firms learn 
(repeatedly using known knowledge or exploring new knowledge) during product 
innovation processes, it is also important to know what firms learn (knowledge within 
product domain or knowledge across different technological domains) in order to 
drive their product innovations.  
 
Chapter 3 attempts to fill these gaps in the literature by proposing a typology 
of learning strategies that simultaneously accounts for different learning approaches 
and learning loci. It examines the effects of these learning strategies on two different 
types of product innovations—subsystem improvements and architectural changes. I 
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classify learning approaches into two distinct categories—those that reuse existing 
knowledge (“exploitative learning”) and those that involve the absorption of new 
knowledge (“explorative learning”). Following more recent studies on exploration and 
exploitation (Gupta, Smith and Shalley, 2006; Katila and Ahuja, 2002), I propose that 
the degree of exploitative versus explorative learning varies along two distinct 
dimensions. Alongside the learning approaches, I further divide a firm’s knowledge 
base into two loci, namely that of specific and generic knowledge. Specific 
knowledge is defined as knowledge necessary for use in technologies which are 
within the firm’s existing product domain and that comprise the key components or 
subsystems of a particular product. In contrast, generic knowledge is knowledge 
beyond a firm’s particular product domain but that is relevant and can be applied to 
the firm’s current product. 
 
I use the USPTO patent class and subclass to classify the specific and 
generic knowledge of firms in the magnetic rigid disk drive industry. Using the 
learning approaches and loci based typology outlined above; I analyze the 
comparative effects of different learning strategies under different product innovation 
requirements. A longitudinal study was conducted on 72 rigid disk drive 
manufacturing firms’ patent citations and new product introductions in order to test 




Table 1 - 2: Summary of the two essays 
 
 Chapter 2 Chapter 3 
Research 
Questions 
 What are the heuristics that knowledge 
seeking firms follow to search knowledge 
across organizational and national 
boundaries? 
 Does national boundary change the 
strength of different heuristic factors in 
inter-national knowledge search? 
 How do learning approaches and 
learning loci jointly influence firms’ 
product innovation? 
 What are the most impactful learning 




Two industries with high inter-firm 
knowledge transfer: Information storage 
and communication industries. 
Magnetic rigid disk drive industry which 
experiences both incremental innovation 




A focal firm’s patent A firm 
Methods Repeated Hazard Rate Analysis by using 
semiparametric Cox Model. 
Generalized Estimating Equations (GEE) 
approach for logistic regression. 
Key Findings  Firms follow two distinct types of 
heuristic factors to evaluate the quality of 
unknown knowledge. One type of heuristic 
factors is based on the link between the 
perception of originating firms’ past 
performance and knowledge seeking firms’ 
expectation on their knowledge. Another 
type of heuristic factors is based on the 
recognition from a third party. 
 National boundaries weaken the effect 
of first type of heuristics but strengthen the 
effect of the second type of heuristics 
 Exploitative learning has higher impact 
on subsystem improvement, but 
explorative learning has higher impact on 
architectural changes. 
 Exploitative learning of specific 
knowledge has the highest impact for 
subsystem improvement among all four 
different learning strategies. 
 Explorative learning of generic 
knowledge has the highest impact on 
architectural innovation among all four 




 Provide clear theoretic basis for 
different types of heuristics followed by 
knowledge seeking firms. Explained how 
different heuristics are formed, assessed 
and followed by firms in cross-boundary 
knowledge search. 
 Show how the geography boundary 
(national boundary in particular) influence 
international knowledge flows through 
influencing the strength of different types 
of heuristics.  
 Introduce learning locus as a separate, 
independent concept to the existing 
exploration vs. exploitation construct and 
enhance its predictive power in contingent 
contexts. 
 Provide new insights and empirical 
evidence on what learning strategies are 





1.3 Key Findings 
In the first essay (Chapter 2), I use patent citations as an indicator of 
knowledge selection across organizational and national boundaries (Jaffe et al, 1993; 
Alcacer and Gittelman, 2005). The dependent variable is the hazard rate of a patent 
being cited by the patented inventions of other firms. Because a patent can be cited by 
other patents multiple times after its publication, I use a repeated event hazard rate 
analysis. The distribution of “failure times” (time between citations) is unknown, so I 
modeled the hazard rate using semiparametric Cox models (Kalbfleisch and Prentice, 
1980; Cleves et al, 2002). The independent variables are indicators of two distinct 
types of heuristics. The first type of heuristics is based on the linkage between 
knowledge originating firms’ past performance and the knowledge seeking firms’ 
expectation of their knowledge. I use two proxies for the knowledge originating firms’ 
past performance--its prior level of innovation and specialization in a particular 
technological field. Firms which have higher level of innovativeness and are more 
specialized in a field are expected to generate knowledge with higher quality. The 
second type of heuristics is formed on the basis of an influential third party’s 
evaluation toward a piece of knowledge, no matter who the originator of that 
knowledge is. Three different influential third parties are suggested in my 
study—technology leaders, universities, and firms located in the same country as the 
knowledge seeking firm. A piece of knowledge which has been previously cited by 
these parties is seen as having been recognized by them, and therefore is seen as with 
higher quality. 
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Empirical tests are conducted in the context of two high technology 
industries—information storage and communication. These two industries exhibit 
high levels of inter-firm and international knowledge flows, and thus provide a good 
backdrop for this research. Patent citations from 182 firms in these two industries and 
other firm-level information are obtained for the 20-year period between 1976 and 
2004.  
 
The results show that firms use both types of heuristics to evaluate the value 
of external knowledge, although the strength of the positive driving effects of the 
different indicators varies tremendously (e.g. the knowledge originating firm's prior 
innovativeness shows stronger positive effects than the firm's prior specialization in 
guiding knowledge search) Among the three different third parties, prior citations 
made by universities to the focal patent seem to be the strongest factor. More 
interestingly, geographic boundaries, particularly national boundaries tend to 
significantly alter the strength of different heuristic factors.  It is found that national 
boundaries weaken the strength of heuristic factors which are based on knowledge 
originating firms’ past performance, but enhance the strength of factors which are 
based on a third party’s recognition.  
 
In the second essay (Chapter 3), I investigate how learning approaches and 
learning loci jointly influence firms’ product innovations, especially the subsystem 
improvements and architectural innovations. I use panel data indexed by year (1979 to 
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1998) and by firm (72 firms in magnetic rigid disk drive industry). The dependent 
variable examined in my study is the probability of firms introducing new products 
with either improved subsystems or new architecture each year. Independent variables 
are the four learning strategies adopted based on the typology proposed in this study 
which simultaneously considers both learning approaches and learning loci. Patent 
and patent citation data are also used as proxies for the firms’ learning activities. 
Information on the firms' introduction of new products each year is collected from the 
Disk/Trend Report and various sources. 
 
The research setting in this essay is the magnetic rigid disk drive industry. 
This industry faced rapid developments during the decade between 1979 and 1998. 
Innovations at the level of the technological subsystem dramatically increased the 
storage capacity of disk drives. During this period, there were six waves of 
architectural changes in this industry. These continuous innovations at both subsystem 
and architectural levels in this industry make it a suitable setting in which to test the 
learning effects on product innovations.  
 
The results show that subsystem improvements and architectural changes 
require very different learning strategies. When the innovation is on the subsystem 
level and is focused on improving existing products, learning that deepens a firm’s 
understanding of existing knowledge generates the greatest impact. However, when 
an innovation is architectural, new knowledge that enlarges the firm’s knowledge base 
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and broadens its understanding of potential markets generates the greatest impact. 
These findings imply that both a firm’s learning approach and locus matters greatly in 
the formulation of learning strategies. While the different learning strategies are not 
exclusive to each other, given the different product innovation requirements, some 
learning strategies are more effective than others. 
 
1.4 Organizing Structure of the Thesis 
This thesis is structured as follows. Chapter 2 and 3 presents the two essays, 
each with introduction, literature review, hypotheses, data and methods, results, 
discussion and conclusion. Chapter 4 is the concluding chapter which presents an 
integrative framework to organize the literature in the field of organizational learning 
and knowledge management. This framework is used to show the integration of the 








Chapter 2: Heuristics for Evaluating External Knowledge: A Study 
of How Firms Search for Knowledge across Organizational and 




The acquisition of knowledge from external sources is crucial to a firm’s 
ability to continually innovate (Argote et al., 2003; Kogut and Zander, 1992; Bettis 
and Hitt, 1995; Rosenkopf and Nerkar, 2001). Considerable evidence suggests that a 
greater level of competitiveness of a firm in its operating environment is associated 
with a greater usage of external expertise and information. Firms with the ability to 
identify, acquire, and integrate external sources of knowledge generate superior 
performance and are said to possess “dynamic capabilities” (Teece, Pisano, and Shuen, 
1997; Cornish, 1997; Eisenhardt & Martin, 2000). This study is intended to add to the 
discussion of how firms identify, assess and search for external knowledge by 
following heuristics; in particular, the different underlying mechanisms governing the 
operation of two types of heuristic factors and their resilience across geographical 
boundaries. 
 
Unlike physical goods, the true value of knowledge is extremely difficult to 
 24
assess accurately, especially when it is produced across organizations and national 
boundaries. The effects of limited resources, bounded rationality (Simon, 1991; 
March, 1994), and incomplete information leads firms to direct their search efforts 
towards certain knowledge sources at the expense of others. Previous studies suggest 
that firms search for external knowledge by following some heuristics which are 
characterized by the condition of the knowledge source, the attributes of the 
knowledge and the availability of the knowledge transfer channels (Hamel, 1991; 
Gupta and Govindarajan, 2000; Tallman and Phene, 2007). Whereas these 
characteristics are known to direct firms’ knowledge search, it is less clear how these 
heuristics are formed, how they direct firms’ searching process, and whether 
geographical boundaries affect the strength of different heuristics. 
 
Based on a review of the research on inter-organizational knowledge flow, I 
suggest two distinct types of heuristic factors that guide knowledge seeking firms to 
evaluate external knowledge. The first type of heuristics increases the expected value 
and relevance of knowledge to a firm trying to acquire that knowledge (Hall et al., 
2000; Harhoff et al., 1999; Lanjouw & Schankerman, 1999). These expectations are 
formed on the basis of past activities and successes. A knowledge originating firm’s 
past innovation success or expertise increases the expected value of its knowledge to 
other firms. The rationale for this kind of heuristics is the link between observed past 
activities and future expectations. 
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In contrast, another type of signal works mainly by increasing the visibility 
and credibility of the knowledge that can be acquired (Sine et al., 2003; Merton, 1968; 
Walker, 1985). These heuristics are formed through the collective awareness of a 
particular piece of knowledge. The process of searching for knowledge is 
characterized by the receipt of cues from the environment. The selection of the 
knowledge seeking firms is influenced by other actors such as experts and peers. The 
underlying rationale for such heuristics is the information exchanged by various 
actors, and the social influence they wield over each other (Rao et al., 2000; Sine et al., 
2003; Rindova et al., 2005). 
 
Outlining the distinction between different types of heuristics provides a 
high level of conceptual clarity on the perceived quality of a piece of knowledge. 
When the actual quality is uncertain, its perceived quality can be based on its 
originator’s status, or the attention it has received from a high status third party, or 
both. Both heuristics types can help to reduce the uncertainty surrounding a 
knowledge search. While these two types of heuristics interrelate in guiding firms’ 
knowledge search, it is likely that firms rely more on one type of heuristics than the 
other in some situations and vice versa. In other words, the impact of different types 
of heuristics may vary as the external environment changes. One important 
environmental factor is geographic distance. There is a large body of literature on the 
relationship between geography and knowledge flow (Marshall, 1920; Jaffe et al, 
1993; Jaffe, 1989; Krugman, 1991; Feldman, 2000; Audretsch and Feldman, 1996). 
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Particularly, national boundaries have been found to act as significant constraint to the 
spillover of knowledge (Thompson and Fox-Kean, 2005; Jaffe et al, 1993). 
 
Besides being a constraint on knowledge spillover, geographical boundaries 
have also been found to constrain firms’ search for knowledge. The mechanisms that 
enable firms to overcome the tendency of local search change as the geographic 
distance between the firm's country of operation and the country of origin of the 
knowledge increases. For example, Rosenkopf and Almeida’s (2003) study of the 
patent citation pattern in the semiconductor industry reveals that while the mobility of 
inventors facilitates inter-firm knowledge flows regardless of geographical distance, 
inter-firm alliances do not demonstrate the same tendency. Bell and Zaheer (2007) 
investigated the influence of geography on the knowledge flowing through the 
channel of different types of relational ties, namely, institutional ties, organizational 
ties, and friendship ties. They show that an institutional tie loses its knowledge 
transmission function without geographical proximity. Geographically distant ties of 
friendship are far superior conduits for knowledge flow. Tallman and Phene (2007) 
compared knowledge flows across national boundaries and regional cluster 
boundaries characterized by various factors in the biotechnology industry. They found 
that geographic proximity does not matter in some instances, but has a decidedly 
nonlinear effect on knowledge flows in others. Whereas geography has been widely 
recognized as an important element in inter-firm knowledge flows, we know very 
little about the comparative influence of geography on signals that direct firms’ 
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knowledge searches across organizational and national boundaries. To the extent that 
firms use heuristics in their attempts to identify and evaluate unknown external 
knowledge receivable from a variety of nearby and distant firms, it is necessary to 
better understand how heuristic mechanisms are affected by geographic boundaries. 
 
This study has two objectives. First, I conceptualize the distinction between 
two types of heuristics that help to shape the perceived quality of a piece of 
knowledge. One type of heuristics is based on the knowledge originators’ past success 
and expertise and the other is based on the third party’s evaluation of the potential 
knowledge. The second aim of this study is to investigate the resilience of different 
types of heuristics with regards to knowledge searches across national boundaries. 
The key questions addressed in this study are whether the effects of different types of 
heuristics change when the geographic distance increases and how such changes 
occur. 
 
I used patent citation data to test my hypotheses. A sample of 30,526 patents 
awarded to 182 firms in the data storage and communication industries was collected. 
Firms in these two industries have experienced very rapid technological change and 
globalization over the last three decades making it critical for them to leverage 
knowledge created outside organizational and national boundaries. This feature 
provides a suitable context for the study. I used Cox proportional regression models to 
estimate the likelihood that a piece of knowledge will be selected by knowledge 
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seekers. I further used repeated event hazard rate analyses to examine the data as this 
technique allowed us to take into account the fact that a patent can be cited multiple 
times after its publication.  
 
To preview the results, both types of heuristics were found to significantly 
influence knowledge seeking firms’ evaluation and knowledge selection. However, 
when the potential knowledge is generated in another country, knowledge seeking 
firms tend to rely more on a third party’s evaluation rather than the knowledge 
originating firms’ past expertise to evaluate knowledge across national boundaries. 
 
This chapter is structured as follows: in the second section I review the 
extant literature and provide theoretical rationale for two distinct types of heuristics. I 
then examine how these signals are affected by geographic boundaries. Section 2.3 
describes the dataset and methodology used for empirical tests. The results are 
presented in Section 2.4 and discussed in Section 2.5 before concluding remarks are 
made in Section 2.6. 
 
2.2 Theory and Hypotheses 
2.2.1 Organizational and national boundaries as constraint of knowledge 
search 
The organizational learning literature suggests that firms have a propensity 
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to engage in “local” search (March and Simon, 1958; Nelson and Winter, 1982), both 
organizationally and geographically (Stuart and Podolny, 1996; Rosenkopf and Nerkar, 
2001; He, Lim and Wong, 2006). While local search retains firms’ expertise in 
familiar domains and strengthen their competences (Chesbrough and Teece, 1996), it 
may also lead to “competency traps” (Levitt and March, 1988), and “core rigidities” 
(Leonard-Barton, 1995). Therefore, in environments in which technology changes 
rapidly, managers are particularly concerned with the effects of local search on firm 
performance (Abernathy and Clark, 1985; Tushman and Anderson, 1986; Henderson 
and Clark, 1990; He, Lim and Wong, 2006). Especially when radical technological 
developments shift the basis of competition, in order to respond quickly and keep 
their competitive advantages, firms must look beyond their boundaries and import 
external knowledge (Kogut and Zander, 1992; Teece, Pisano, and Shuen, 1997; 
Eisenhardt & Martin, 2000). 
 
However, firms’ search for external knowledge is constrained by both 
organizational and national boundaries. Several explanations are suggested by 
previous scholars for the tendency of “local search”. First of all, most knowledge is 
tacit (Polany, 1966). The lack of codification of knowledge acts as a prime 
impediment to inter-organizational knowledge search (Nelson and Winter, 1982; 
Kogut and Zander, 1993, 1995; Von Hippel, 1994; Szulanski, 1996). When knowledge 
is less codified, face-to-face communication as well as other communication channels 
become necessary for knowledge transfer. However, many of these communication 
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channels, such as the mobility of skilled workers (Saxenian, 1990; Almeida and Kogut, 
1999; Rosenkopf and Almeida, 2003; Song et al., 2003) and interpersonal networks 
(Granovetter, 1973; Dahl and Pedersen, 2004; Singh, 2005) are constrained by 
geographic proximity.  
 
Limited resources, bounded rationality (Simon, 1991; March, 1994), and 
incomplete information also deter firms from accurately evaluating the quality of 
external knowledge, and lead firms’ knowledge search efforts toward some 
knowledge sources at the expense of others. Even within organizational boundary, 
where face-to-face communication is available, inventors are found to search 
knowledge of their colleagues on the basis of their intra-firm network positions 
(Nerkar and Paruchuri, 2005), therefore suggesting that technological characteristics 
alone are insufficient to explain knowledge selection. To overcome the organizational 
and national constraints, inventors and firms must follow heuristics beyond 
technological characteristics to assess the quality of knowledge (Arthur, 1989; Katz 
and Shapiro, 1985).  
 
2.2.2 Two types of heuristics in cross-boundary knowledge search 
In the area of marketing research where different parties to a transaction 
often have asymmetric information regarding the transaction (Rao and Monroe, 1988; 
Kirmani & Rao, 2000), signaling effects have long been an important focus. When a 
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buyer lack full information about a seller’s product or service, the buyer makes 
inferences about the quality of the goods being sold based on the seller’s past 
activities or by relying upon a third party’s feedback (Kirmani & Rao, 2000). Not only 
does signaling play an important role in the transaction of physical goods (Stuart, 
1998), it is also important in markets of knowledge (Sine et al., 2003). For example, 
the licensing of university inventions is more highly dependent upon the prestige of 
the university than upon other factors, exemplifying the “hallo effect” (Crane, 1965; 
Sine et al., 2003). A similar concept is the “Matthew effect” suggested by Merton 
(1968). Merton demonstrated that for the same quality of scientific research, more 
prestigious scientists receive more citations than less prestigious scientists. In a study 
of citations to academic papers, Judge et al. (2007) found that academic researchers 
confronted with the task of identifying significant work published in their field rely 
upon the professional reputation of the journal as well as the authors as cues when 
deciding which other papers to cite. Competitors’ reaction to a piece of knowledge is 
also regarded as an important signal of the knowledge importance. In Harhoff and 
Haeussler’s (2009) study on stock market reactions to patent oppositions, they found 
that oppositions against science-oriented patents by commercial rivalries signaled 
their interests in having that patent revoked. Investors therefore use such oppositions 
as signals of importance of that patent and adjust their assessment of these 
science-oriented patents which are normally regarded as with below-average 
commercial importance. There is also anecdotal evidence of such heuristics that guide 
firms’ knowledge search. In my interviews with several innovating companies, an 
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engineer from Seagate mentioned that on the first day of his join of Seagate, his boss 
asked him to review the patents filed by Hitachi in the recent w years. Another 
interviewee from the IPR (Intellectual Property Research) department of Panasonic 
described her department’s work as “ Our department’s key objective is to find out the 
recently filed patents which are technologically relevant to our R&D projects…of 
course, we always pay more attention to patents of our competitors and the patents 
they have cited”.  
 
In the context of cross-boundary knowledge search, bounded rational 
inventors search externally generated knowledge on the basis of incomplete 
information about which knowledge should be recombined. They look for indicators 
of quality absent any information about the actual future impact of the potential 
knowledge. Technological indicators that are embedded in the potential knowledge 
are limited and insufficient because they may help to reduce the number of 
alternatives but do not necessarily lead to an unambiguous choice. Under this 
situation, firms benefit from the use of knowledge that they believe to be valuable, 
relevant, visible and credible. These four features of a piece of knowledge increase its 
perceived quality and attract more attention toward it. Like merchants in goods 
transaction, knowledge seeking firms look for these features of potential knowledge 
on the basis of different mechanisms that are developed based on both the knowledge 
originator’s past status as well as the evaluation from a third credible party. In this 
study, I propose two types of heuristics that are developed on the basis of distinct 
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rationale and guide knowledge seeking firms through signaling different features of a 
piece of knowledge. 
 
The underlying rationale of first type of heuristics is the link between past 
activities and future expectations (Shapiro, 1983; Wilson, 1985). Selection uncertainty 
is mainly due to the information asymmetries between the knowledge owner and the 
knowledge seeker. An effective mechanism to reduce such uncertainty and form 
rational expectations of the quality of the knowledge is through observing the 
knowledge generators’ past performance. A firm used to be innovative and showed 
great expertise in a particular area is more likely to be trusted by knowledge seeking 
firms to generate more valuable and relevant knowledge in the future. 
 
In contrast, another type of heuristics is more loosely linked to past records, 
but based on collective awareness and evaluation of a piece of knowledge. 
Uncertainty about the quality of potential knowledge is reduced through the exchange 
of information among diverse actors in the same area and recognitions of authorities. 
High status actors or trustworthy actors in a technological field are deemed as having 
superior ability to assess or disseminate knowledge by virtue of their prominent status 
or structural positions (Rao, 1998; Sine et al., 2003; Rao et al., 2000). Therefore, 
knowledge seeking firms closely watch the choices of such actors because of their 
perceived superiority in evaluating the quality of knowledge (Stuart, 2000; Nerkar and 
Paruchuri, 2005). As a result, the choices of these actors result in some knowledge 
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becoming more visible and credible for the knowledge seeking firms, and work as 
important guidance. 
 
2.2.3 Prior records as indicators of knowledge quality 
A daunting problem for firms engaging in R&D is to cope with the flood of 
publicized information and to decide which prior technological innovations to base 
their future innovative efforts. In an ideal world where information search and 
evaluation is costless, firms can exhaustively search all available prior knowledge and 
independently evaluate their value to judge which prior knowledge is of greater 
quality. However, in reality the cost of knowledge search and evaluation is significant, 
as succinctly stated by Greenberger (1971): 
 
“What information consumes is rather obvious: it consumes the attention of 
its recipients. Hence a wealth of information creates a poverty of attention, 
and a need to allocate that attention efficiently among the overabundance of 
information sources that might consume it.” 
 
Firms benefit from the use of external knowledge of potential technological 
value and relevance. Although technological characteristics of knowledge could be 
used to assess quality, earlier research has shown that these technological 
characteristics are far from sufficient to explain the knowledge selection process it is 
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impossible for knowledge seekers to exhaustively assess every piece of knowledge 
(Arthur, 1989; Schwenk, 1984; Tversky and Kahnma, 1989). At the same time, firms 
have to resort to heuristic rules to determine which knowledge is of better quality as 
well as to reduce the cost of knowledge search. Heuristics are therefore formed to 
reduce the uncertainty of knowledge search on the basis of knowledge originators’ 
past innovative performance. A firm’s past records reveal the unobservable attributes 
that affect its ability to create good knowledge in the future (Shapiro, 1982). While 
many indicators can be used to represent a firm’s past innovative performance, two 
indicators are most relevant in the context of technology innovation: the knowledge 
originating firm’s prior inventiveness and specialization in a particular technological 
field.  
 
A firm’s prior inventiveness in a technological field refers to the innovation 
scale of that firm in the field. It is an important indicator of potential technological 
value of knowledge generated by that firm for several reasons: First, highly 
innovative firms are often regarded as possessing superior resources, methods and 
processes in creating new knowledge. The possession of these rare tangible and 
intangible resources (technological, financial, or human resources) helps the firm to 
create sustainable competitive advantage. Therefore their knowledge is perceived as 
of higher value. Second, a firm’s inventiveness also indicates its continuous focus on 
technological innovation. These continuous efforts ensure the knowledge seeking 
firms that this firm is able to make correct judgment of potential technological 
 36
directions and hence generates knowledge with higher potential value. Finally, highly 
inventive firms tend to be the leading players in a technological field whose 
technologies are more likely to become the future dominant design. Therefore a firm’s 
prior inventiveness is used as an indicator of the potential value of its knowledge, 
both technologically and economically.  
 
Hypothesis 1-1: A firm’s prior inventiveness in a technological field will be 
positively associated with the likelihood of its knowledge being selected by other firms 
innovating in the same field. 
 
In addition to the potential value, firms also indentify knowledge on the 
basis of the relevance of that knowledge to their current and future area of 
specialization. Due to this focus on competitive relevance, firms tend to closely 
observe the innovations of their competitors who are specialized in the same 
technological field (McGonagle & Vella, 1990). Due to this competitive standing in 
one field, specialized firm’s innovations tend to attract more follow-on innovations 
from other firms in the same field. In addition, a firm’s specialization also shows its 
accumulated expertise in a technological field over time. This accumulation of 
knowledge and innovative success in the past imply that subsequent knowledge 




Hypothesis 1-2: A firm’s prior specialization in a technological field will be 
positively associated with the likelihood of its knowledge being selected by other firms 
innovating in the same field.  
 
2.2.4 Third party’s evaluation as indicators of knowledge quality 
Another way to reduce the uncertainty of knowledge search is to rely on 
choices of a credible third party (Merton, 1968; Crane, 1965). This mechanism 
suggests that context influences what knowledge others pay attention to, and the value 
they ascribe to this knowledge. For example, in the academic environment, peer 
evaluation system serves as a quality screen of research articles. As Judge et al (2007) 
found in their study of the causes of citations to management articles: “although 
certain characteristics of both articles and authors influence citations, the single most 
important factor driving citations to an article is the prestige or average citation rate of 
the journal in which the article was published” (p491). Therefore, when the quality of 
research papers is uncertain and the work of evaluating every research paper’s actual 
quality is overwhelming, researchers resort to a third party’s evaluation. In this 
example, it is the peer review system.  
 
In the context of inter-firm knowledge search, a knowledge seeking firm 
looks for opinions and choices of a third party authority (Rao et al., 2001). If a 
high-status actor cites a patent, that actor implicitly acknowledges the dependence of 
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its innovation on the technologies represented by the patent, hence imply the 
credibility of this patent. In addition, this claimed contribution of the cited knowledge 
also increases its visibility, which attracts follow-on innovations from other 
knowledge seeking firms. Three kinds of third parties are proposed in this study as 
having significant influence on other knowledge seeking firms’ decision: technology 
leading firms, universities, and firms in the same country. 
 
Technology leading firms are believed to have superior technological 
expertise to identify and evaluate knowledge. Acknowledgement by learning firms 
increases the credibility of that knowledge because this acknowledgement enables 
knowledge seeking firms to assume that technology leaders have evaluated that 
knowledge positively. Once a piece of knowledge has been selected by leading firms, 
its visibility also increases. This is because the technology leaders themselves tend to 
have a disproportionate amount of attention within their industry (Granovetter, 1985; 
Stuart, 2000; Stuart et al., 1999). An analogous example has been given by Merton 
(1968). He found that scientific papers of equal academic importance but cited by 
famous scientists are more likely to be read by other scientists because the citation 
appears on articles which attract more attention. This example implies that citation by 
an influential third party greatly increases the cited work’s visibility, not matter the 
third party is an individual or a firm.  
 
Hypothesis 2-1: Previous citation by technological leading firms will 
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increase the likelihood of a piece of knowledge being selected by other firms 
innovating in the same field. 
 
Another influential third party is universities. Being identified, recognized 
and cited by universities also enhances the likelihood that knowledge seeking firms 
will know about the knowledge. Universities play a critical role in facilitating regional 
knowledge spillovers through the network of scientists and close ties between 
university and industry (Saxenian, 1990; Jaffe, 1989). A patent originating from 
university also receives more attention than a random sample of all patents (Agrawal, 
2001). Therefore, knowledge upon which the university patents develop is more likely 
to be disseminated to other knowledge seeking firms.  
 
Hypothesis 2-2: Previous citation by universities or research institutes will 
increase the likelihood of a piece of knowledge being selected by other firms 
innovating in the field. 
 
 Apart from technology leading firms and universities, firms in the 
geographic proximity tend to share common mental models, problems, and other 
issues. Knowledge selected by firms within the same national boundary is more likely 
to be seen, recognized, and understood by other knowledge seeking firms. This is 
because of the greater understanding and trust among firms in the same country than 
firms in different countries (Saxenian, 1994). Geographic and cultural closeness also 
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fosters chances of meeting and interactions among different actors (Jaffe et al., 1993; 
Thompson and Fox-Kean, 2005). The frequency of interaction and the medium of 
face-to-face communication facilitate the dissemination of knowledge and 
information, which increases the visibility and credibility of the selected knowledge. 
Moreover, geographic closeness increases the competitive relevance due to the 
competition in the same national market, which in turn makes knowledge seekers pay 
close attention on knowledge on which other competitors have built their innovations. 
Based on the above arguments, I propose that: 
 
Hypothesis 2-3: Previous citation by firms in the same country will increase 
the likelihood of a piece of knowledge being selected by other firms innovating in the 
same field. 
 
2.2.5 Geography and resilience of two types of heuristics 
The existing studies examining the influence of geography on knowledge 
flow suggest that geographic distance change the nature of knowledge flow, and that 
national boundary exerts a profound effect on how knowledge transfer mechanisms 
function. For example, Owen-Smith and Powell (2004) found that the effectiveness of 
a single tie between organizations is strong within a bounded geographic area, but 
reduces when geographic distance increases. Bell and Zaheer (2007) found that 
geographic boundary significantly changes the function of different types of ties in 
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transmitting knowledge. Rosenkopf and Almeida (2003) compared two inter-firm 
knowledge transfer mechanisms—inventor mobility and alliances. They found that 
while the function of alliances is influenced by geographic distance, inventor mobility 
facilitates knowledge transfer regardless of geographic distance.  
 
Therefore, given the preliminary evidence suggesting a strong geographic 
effect, I consider directly how geography affects the ability of different signaling 
mechanisms to guide knowledge seeking firms in search for external knowledge. As 
discussed in previous sections, firms follow heuristics to reduce the uncertainty in the 
searching process, the difficulty of evaluating the actual quality of a piece of 
knowledge, and the cost involved in exhausting all potential knowledge. Two types of 
heuristics are therefore discussed in this study. The first type of heuristics is based on 
the linkages between the knowledge originating firm’s prior performance and 
expectation on its future knowledge. Another type of heuristics does not rely on any 
characteristics of the knowledge originating firms, but relies mainly on a third party’s 
evaluation of the potential knowledge. Because of the distinct underlying rationales of 
these two types of heuristics, they are expected to have different resilience across 
geographical boundaries. Specifically, I expect knowledge seeking firms to be more 
dependent on a third party’s evaluation than on the knowledge originating firm’s prior 




First, geographic distance influences the knowledge seeking firms’ ability to 
find out the conditions of the knowledge source, and to develop linkages with the 
knowledge source. While geographically close firms are better able to observe the 
knowledge originating firms’ prior innovative performance, firms in foreign countries 
are in a worse position to develop linkages between knowledge source’s prior 
performance and quality of future knowledge. Without direct information of the 
knowledge source, geographically distant firms tend to obtain information from a 
third party that is more credible and reachable.  
 
Second, when geographic distance makes the learning process more 
uncertain and costly, knowledge seeking firms tend to resort to a third party who they 
may have already had some informal relationships, professional associations, and 
mutual understanding to obtain knowledge, rather than learning directly from the 
knowledge source. A third party who has already absorbed the exotic knowledge may 
translate, interpret, and present the knowledge in a more familiar and understandable 
way for knowledge seekers, therefore makes the whole learning and knowledge 
searching process more smoothly.  
 
Finally, it has been suggested that geography filters information before it can 
reach the knowledge seekers. Not all knowledge with quality can cross oceans and 
continents. Visibility of a piece of knowledge becomes the precondition of quality 
evaluation in this situation. Therefore, knowledge which is more visible has higher 
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chances to be selected by distant knowledge seekers. Therefore, I suggest: 
 
Hypothesis 3: The influence of the heuristics which are based on the 
knowledge originator’s prior records becomes weaker when knowledge search is 
across national boundaries. 
 
Hypothesis 4: The influence of the heuristics which are based on a third 
party’s evaluation becomes stronger when knowledge search is across national 
boundaries. 
 
Figure 2-1 summarizes the hypotheses model: 
 
Figure 2 - 1: Hypotheses model of essay 1 
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2.3.1 Sample and data 
To test my hypotheses, I compiled a data set of US patents that were issued 
to firms in the information storage and communication technology industries. My 
sample contains 182 firms (with 91 firms from each industry), and covers the period 
of 1981-1994. Each patent contains extensive information about the company to 
which it is assigned, the country where it is invented, the number of claims or 
contributions that it makes, and the technological classes into which it falls. 
 
I follow other researchers who use patents as indicators of technological 
competence (Jaffe et al, 1993; Narin et al, 1987) and patent citations as a way of 
tracing knowledge flows across firms. I used Hall, Jaffe & Trajtenberg’s 
categorization scheme (2001) to identify information storage and communications 
patents3. In line with recent research (Jaffe et al., 1993; Narin et al., 1997), I use 
patent citations are a measure of technology search. Citations are likely to be 
correlated with actual information flows, although two types of errors have to be 
considered: applicants for patent protection may have an incentive to conceal sources 
of their ideas in order to enlarge their claim. Patent examiners, on the other hand, are 
                                                        
3
 Hall, Jaffe & Trajtenberg classified around 400 USPTO technology classes into 6 big categories and for each big 
category there are 6 sub-categories. Their classification is based on USPTO Patent Classification System in Dec 31, 
1999. However, our study is based on the USPTO Patent Classification System in Dec 31, 2004. In order to keep 
the consistency with Hall et al’s classification, we exhaustively searched the USPTO Orders between Dec 31, 1999 
and Dec 31, 2004 and made changes accordingly to Hall et al.’s original categories. The detail of the Orders can be 
found in Appendix 2-B. The final category classified classes 360, 365, 369, 711 and 720 as information storage 




to make sure all relevant prior art is cited even if the inventor was unaware of it. As a 
result, there may be citations where there is no real knowledge flow and there may be 
flows that do now show up as a citation. However, only if these errors may be 
correlated with my explanatory variables, should there be a serious econometric 
problem. And it was proved that the majority of patent citations reflect the real 
knowledge flows between citing and cited patents.  
 
A total of 30,526 patents were issued to these firms between 1981 and 1994. 
I calculated the number of forward citations each patent receives from subsequent 
patents granted in the same industry. Forward citations are subject to right-censoring. 
However, this does not present a severe problem for our study as our database 
contains patents granted up to 2004, giving us a time window of 10 year between 
1994 and 2004 for identifying forward citations4. As an added measure, I use a 10 
year window to collect forward citations for every patent in our sample. For example, 
for a patent granted in 1981, I include its forward citations till the end of 1991. Of the 
30,526 patents in the sample, there were 2,194 patents uncited within 10 years and 
1,618 patents only cited by its own assignee. The remaining 26,714 patents were cited 
206,012 times within 10 years. As my focus in this study is knowledge search across 
organizational boundaries, I exclude all the citations within organizations 
(self-citations). Patents that remained uncited or only cited by their own assignees by 
                                                        
4
 According to Jaffe et al. (1993), recent patents get cited faster than old patents. Their analysis of 1975- and 1980 
patents shows that the average lag between the application year a cited patent and its citing patents is 6.5 to 8 years 
for the 1975 cohort, and a little over 4 years for the 1980 cohort.  
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the end of 10-year period are marked as censored. In addition, all patents are censored 
at the end of 10-year period. Therefore, my final sample has 236,538 observations 




2.3.2 Dependent variable and analytical technique 
Despite several limitations, patent citations are a useful indicator of 
knowledge flows (Jaffe et al., 1993; Alcacer and Gittelman, 2005). The dependent 
variable is the rate at which a patent is cited, excluding self-citations. Following 
Podolny and Stuart (1995) and Nerkar and Paruchuri (2005), I use a repeated event 
hazard rate analysis to model citations. Hazard rate models incorporate information on 
both censored and uncensored cases, i.e., whether or not a patent is cited. If T is the 
time elapsed since a patent was issued5 or since it was last cited (whichever is more 














Since the exact distribution of “failure times” (time between citations) for the data is 
unknown, I model the hazard rate using semiparametric Cox models (Kalbfleisch and 
Prentice, 1980; Cleves et al, 2004). The equation that I estimate takes the following 
                                                        
5
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Where )(tr  is the hazard rate of a patent being cited by another patent, )(0 th is an 
unspecified baseline rate for the transition, X is a matrix of time-constant covariates, 
)(tY  is a matrix of time-varying covariates, and B and S are vectors of unknown 
regression parameters. In this study, most of the independent variables are 
time-varying. The exponentiated individual coefficients in B and S should be 
interpreted as being the ratio of the hazards for a one-unit change in the 
corresponding covariate. A positive coefficient means that an increase in the 
corresponding covariate will increase the hazard rate of a patent being cited (although 
the relationship is not linear). 
 
The distribution of patent citations is presented in Table 2-1. It shows that 
patents are highly heterogeneous in terms of their likelihood of being cited. Since 
each patent can be cited more than once after publication, patent citations are treated 
as multi-failure survival observations. Following earlier research, each patent’s first 
‘spell’ begins when it is issued. The first spell ends on the date when it is cited. The 
second spell then begins at the date of first citation and so on. Therefore, each spell 
begins when a patent is issued or cited and ends when it is next cited, or marked as 
censored if it is not cited by the end of our observation period, which is 10 years from 
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its issue date.  
 
Table 2 - 1: Frequency of events per patent 
 
Citations Patents Total citations (= citation * patents) 
>=300 2 669 
200-299 6 1,409 
100-199 26 3,255 
90-99 10 953 
80-89 22 1,862 
70-79 35 2,582 
60-69 55 3,534 
50-59 92 5,031 
40-49 187 8,186 
30-39 406 13,695 
20-29 1,180 27,885 
10-19 4,435 58,588 
1-9 20,258 78,363 
0 3,812 0 
Total 30,526 206,012 
 
Figure 2-2 presents an example of spell construction of three different 
patents. Patent 4899339 was granted on February 6, 1990, and has 5 citations on 
August 4, 1992, September 1, 1992, January 18, 1994, October 25, 1994 and June 11, 
1996, respectively6. For this patent, the first spell begins on the date of issue of that 
patent (February 6, 1990) and ends on the date of first citation (August 4, 1992). The 
time-varying variables are computed on the basis of three years prior to the end of this 
spell (August 4, 1992 when the first citation was made). The second spell starts on the 
first citation date (August 4, 1992) and ends on its next citation. For this spell, the 
time-varying variables are measured three years prior to September 1, 1992. Similar 
                                                        
6
 The application date of the citing patent is used, because it better approximates the time of knowledge flows than 
the issue date of the citing patent.  
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calculations are made for the third, fourth and fifth spell. The final spell is censored 
because I stopped observing citations on February 2, 2000, which is 10 years after the 
cited patent’s grant date. Unlike Patent 4899339, Patent 4405908 does not receive any 
citation by then end of 10th year from its grant. Therefore, there is only one spell for 
Patent 4405908, and it lasts till the end of the 10th year and is marked as censored.  
 
The above coding of the data led to a total of 236,538 spells, of which 
193,878 led to no-tied citations or events7; the remainder was censored. Finally, 
because I sampled patents in two different industries, considering that the baseline 
hazard functions of different industries may differ to each other, I stratified on 
technology sector in our tests.  
 
2.3.3 Independent variables 
There are two groups of independent variables in my study—time-varying 
variables and time-constant variables. All the time-varying variables were constructed 
in a moving three-year window prior to the end of each spell. Table 2-2 presents the 
variable definitions. 
 
Originating firm’s prior innovativeness. This variable represents the 
                                                        
7
 Tied events refer to two events occur at exactly the same time. In my study, if two citations to a patent have the 
same application date, these two citations are tied events. Specific methods are provided by statistics software to 
handle the tied events. In our study, I used STATA. STATA provides four methods for handling tied failures in 
calculating the Cox partial likelihood. While I report my results using the exact marginal likelihood methods, I also 
tested our models by using the other three methods. My results remained unaffected.   
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innovation size of a firm in a given industry relative to other firms innovating in the 
same industry. The time-varying variable prior inventiveness is the percentage of the 
patent assignee’s information storage (or communication) patents in all the USPTO 
patents in the same technology industry.  
 
Originating firm’s prior specialization. This variable reflects how 
concentrated a firm’s expertise is within a selected field. The time-varying variable 
prior specialization was computed as the ratio of the patent assignee’s patents in 
information storage (or communication) over its total number of patents in all fields in 
the last three years prior to each spell.  
 
Prior citations by technology leaders. This variable measures the extent 
leading innovative firms value the knowledge embedded in each focal patent. 
Citations by leaders is a time-varying variable that calculates the number of times the 
focal patent has been cited by leading firms in a selected field. In this study, I define 
leading innovative firms in terms of the size of their innovation output. The top 30 
patentees (firms) in each industry (information storage or communication) are 
selected in the study as leading innovative firms.  
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Figure 2 - 2: Spell construction 
 
Patent No. Issue date End of observation (10 year window) # Citations received till the end of 
observation date 
Citation date 
4899339 1990 Feb 6 2000 Feb 4 (issue date + 365*10) 5 Citation 1: 1992 Aug 4  
Citation 2:  1992 Sep 1 
Citation 3:  1994 Jan 18 
Citation 4:  1994 Oct 25 
Citation 5:  1996 Jun 11 
4893294 1990 Jan 9 2000 Jan 7 (issue date + 365*10) 1 Citation 1:  1995 Jun 13 
4405908 1983 Sep 20 1993 Sep 17 (issue date + 365*10) 0  
 
(1)  For patent 4899339, 6 spells are constructed:                                                              Event 






   Spell 1 
      
                     Spell  2      
 1992-8-4 Spell 3     
  1992-9-1 Spell 4    
   1994-1-18 Spell 5   
          1994-10-25 Spell 6  
                1996-6-11  
                 2000-2-4                       
 
 
(2) For patent 4893294, 2 spells are constructed:  
 
Start Date    
1990-1-9 Spell 1   
Grant date                                                               Spell 2  
                          1995-1-13  
                              2000-1-7              
    
 
(3) For patent 4405908, 1 spell is constructed:  
 
Start Date   
1983-9-20   
Grant date                  Spell 1  
                                             1993-9-17                                       
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Table 2 - 2: Definition of independent variables and control variables 
 
Variable Definition Type of variable 
Independent Variables:   
Prior  innovativeness Firm i's patents in information storage (or communication) industry as a percentage of all USPTO patents in the same 
technology industry.  
Time-varying8 
Prior  specialization Firm i’s patents in information storage (or communication) industry as a percentage of its own patents in all technology industries.  Time-varying 
Citations by leaders For each citing-cited dyad, the number of times the cited patent has been cited by leading firms before the apply date of the 
citing patent. 
Time-varying 
Citations by same country 
firms 
For each cross-national citing-cited dyad, the number of times the cited patent has been cited by firms in the same country as the 
citing patent, before the apply date of the citing patent. 
Time-varying 
Citations by universities For each cross-national citing-cited dyad, the number of times the cited patent has been cited by universities in the same country 
as the citing patent, before the apply date of the citing patent. 
Time-varying 
Cross national citation Indicator variable. 1= inventors of the cited and citing patents are invented in different countries. 0  otherwise. Time-constant 
Control Variables:   
Same country inventor Indicator variable. 1= cross-national citing-cited dyad, but citing patent and cited patent have one or more inventors from the 
same country; 0 otherwise. 
Time-constant 
Sector Indicator variable.  1 = information storage patent, 0 = communication patent.  Time-constant 
Total citations For each cited patent, total number of forward citations made by all other assignees (excluding self-citation)  by the end of 2004 Time-constant 
Self citations For each cited patent, total number of forward citations made by it own assignee by the end of 2004. Time-constant 
Claims Number of claims the cited patent makes Time-constant 
Examination time The examination time for each cited patent. Calculated as  (patent issue date – patent apply date) / 365 Time-constant 
Scientific reference Number of references to made by the cited patent to scientific publications. Time-constant 
US Indicator variable. 1= the focal patent is invented in US; 0 otherwise. Time-constant 
Japan Indicator variable. 1= the focal patent is invented in JP; 0 otherwise. Time-constant 
Year Year dummies. Issue year of each cited patent Time-constant 
                                                        
8
 All the time-varying variables are calculated on the basis of three years prior to the end of each spell. 
 53
The “country” of each patent is defined as follows. Following prior studies, I 
use the patent inventors’ location as that patent’s invented country (Almeida & Kogut, 
1999; Rosenkopf & Almeia, 2003; Singh, 2007). Therefore, if a patent invented in the 
United States cites a patent invented by a Japanese inventor, I regard this citation as a 
cross-national boundary citation (foreign citation). For patents with inventors in 
different countries9, I define the patent’s “country” as the country of its majority 
inventors. For example, if a patent has three inventors in the US and two inventors in 
Japan, this patent is defined as a US patent in my study. 
 
Prior citations by firms in the same country. For each citing-cited dyad, I 
calculated the number of prior citations made by other firms in the same country to 
the cited patent. This time-varying variable citations by same country firms indicates 
that the focal patent has been previously cited by other firms in the same country. 
 
Prior citations by universities. For each citing-cited dyad, this 
time-varying variable citations by universities calculates number of citations made by 
universities and research institutes to the cited patents in the past 3 years. 
 
Cross national citation. This variable is an indicator variable coded as 1 if 
the countries of the cited patent and citing patent are different, and as 0 otherwise. 
Because of the way I define the country of each patent, there is possibility that two 
different country patents have one or more inventors located in a same third country10. 
                                                        
9
 There are only less than 1% patents in the sample with inventors in multiple countries. For those even fewer 
cases (less than 0.05%) with same number of inventors in two different countries, the country of the inventor in the 
front rank is used. 
10
 For example, patent A has 5 inventors, 3 are from Japan, 1 is from the United Kingdom, 1 is from Germany. Its 
citing patent B has 3 inventors, 2 are from the United States, 1 is from Germany. According to my definition of a 
patent’s country, patent A is a Japanese patent while patent B is a US patent. However, these two patents both have 
an inventor from Germany. I introduced a control variable to take this scenario into account.  
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It has been widely accepted that formal and informal ties between inventors as well as 
the mobility of inventors promote knowledge flow. Inventors are more mobile within 
national boundary and have higher chances to form different types of ties with other 
inventors in the same country (Singh, 2005; Rosenkopf & Almeia, 2003). To control 
for this effect, I introduced a dummy variable same country inventor which is coded 
as 1 if the cross-national citing and cited patents have one or more inventors from the 
same country. Other control variables are discussed in next section. 
 
2.3.4 Control variables 
Technology industry. Sector is a binary variable coded as 1 if the patent is 
an information storage patent, 0 if it is a communications technology patent. Since 
patents in different technology fields may have different baseline citation (hazard) 
rates, I use this dummy variable to control the industry effect. All the regression 
models are stratified on this variable.  
 
Total Citations. Patent citation counts have been widely used to measure the 
economic and technological importance of an invention. (Hall et al, 2001; Narin et al, 
1987). The higher the number of forward citations received by a patent, the greater its 
economic and technological impact is. I included this variable to control the economic 
and technological value of a patent (Albert et al, 1991). This variable was calculated 
as the total number of citations (excluding selfcitation) a patent received till the end of 
2004. 
 
Self-citations. Local search behavior leads to self-citations (Rosenkopf and 
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Nerkar, 2001) which citation is made by the assignee to its own patents. Self-citation 
is also found to indicate the degree to which a firm is able to internally appropriate the 
value of its own inventions (Trajtenberg et al, 1997; Hall et al, 2001, 2005; He, Lim 
and Wong, 2006). A firm’s aggressive strategy of appropriating its own knowledge 
may deter other firms from using its knowledge (Zhao, 2006), therefore has negative 
impact on inter-organizational knowledge search.  
 
Number of patent claims. Because technological breadth and scope of a 
patent could also influence the selection of knowledge seekers, I control for the 
variables representing such attributes. The number of claims that a patent makes is 
one of such measures (Tong and Frame, 1994). It is interpreted as the product “space” 
that is occupied or protected by a patent (Lanjouw and Schankerman, 2001). 
Therefore I include the number of claims made by a patent as a control variable in my 
tests. 
 
Patent examination time. The time period between a patent application and 
its grant data reflects the difficulty faced by the patent office in examining the 
invention. A patent that is granted immediately is usually simple and uncontroversial, 
whereas a patent granted after a long examination process is likely to be complex and 
controversial. To take this into consideration, I control for the examination time of 
each patent. It is computed as the difference (in years) between the application date 
and issue date of a patent. 
 
Number of scientific publications referenced by the cited patent. The 
number of references made by a patent to scientific publications reflects how 
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fundamental the innovation is (Collins & Wyatt, 1988). A patent might be perceived 
as a fundamental innovation when it builds upon scientific knowledge. This leads to 
more citations to the focal patent. I control this effect by including the variable 
scientific reference which calculates the number of scientific references made by the 
focal patent.  
 
Country dummies. As shown in Figure 2-2, the distribution of patents 
invented in different countries in our sample is uneven. The United States and Japan 
are the largest patent owners among all countries. In the communication industry, 77% 
patents are invented in the US and Japan, while in the information storage industry, 
only 9% of all the patents in our sample are invented outside the US and Japan. To 
control for the possible country effect, I introduced two dummy variables. US is 
coded as 1 for patents invented in the US, 0 otherwise. Japan is coded as 1 for 
Japanese patents, 0 otherwise11. 
 
Year Dummies. Finally, I included fixed-year effects that control for 








                                                        
11
 The method I used to define a patent’s invented country is clarified in the “independent variables” section.  
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Figure 2 - 3: Geographic distribution of patents in information storage and 

























2.4.1 Tests of hypotheses—signaling effects 
 
Table 2A-1 (See Appendix 2-A) shows the descriptive statistics and 
correlations for all variables. All correlations with values above 0.005 are significant 
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at p<0.05. It shows that the pairwise correlations among the main variables are low, 
and hence do not pose major multicollinearity problems. 
 
Table 2-3 summarizes the Cox Proportional hazard regression tests for the 
effects of two types of heuristics on knowledge search. Numbers in parentheses 
represent standard errors. In the Cox model, a positive coefficient means that an 
increase in the corresponding covariate will increase the hazard rate of a patent being 
cited, and vice versa. There are 5 models presented in Table 2-3. Model 1 shows the 
results of our control variables. Model 2 and 3 add knowledge generating firm’s prior 
inventiveness and specialization to control variables, respectively. Model 4 tests the 
effect of a third party’s recognition by including three variables, prior citations by 
innovative leading firms, universities, and firms in the same country. Model 5 is a 
comprehensive model contains all these five independent variables. 
 
Hypotheses 1-1 and 1-2 predict that firms evaluate the quality of a piece of 
knowledge on the basis of the knowledge sources’ past innovative performance. Two 
indicators of innovation performance are suggested in this study: prior inventiveness 
and specialization. These two hypotheses are strongly supported by significant, 








Table 2 - 3: Tests for hypotheses—signaling effects 
 
Variable Model 1 Model 2 Model 3 Model 4 Model 5 
    
 
Prior inventiveness  0.0721*** (0.0012)   
0.0695*** 
(0.0012) 
Prior specialization   0.0041*** (0.0001)  
0.0009*** 
(0.0002) 
Citations by leaders    0.0004* (0.0001) 
0.0004 
(0.0002) 
Citations by universities    0.3763*** (0.0027) 
0.3738*** 
(0.0027) 
Citations by same country firms    0.0005* (0.0002) 
0.0003 
(0.0002) 































































Year  Sig. Sig. Sig. Sig. Sig. 
 
     
-2 Log-Likelihood 3,645,556 3,641,856 3,644,767 3,626,629 3,623,094 
Improvement in Log-likelihood --  3,704 789 18,927 22,462 
Comparison  Model 1 Model 1 Model 1 Model 1 
Subjects 30,526 30,526 30,526 30,526 30,526 
Events 193,878 193,878 193,878 193,878 193,878 
No. of obs. 236,538 236,538 236,538 236,538 236,538 
Notes: (1) Values in parentheses are standard errors.    
(2) All regressions are stratified by technology sector.  





Hypotheses 2-1, 2-2, and 2-3 predict that firms also depend on heuristics 
from the environment, e.g. feedback from a third party, to select external knowledge. 
Three kinds of third party are tested in this study: technology leading firms, 
universities and other firms in the same country. In model 4, the significant, positive 
coefficients for all three independent variables show support to this proposition. 
However, in the comprehensive model 5 which contains variables representing both 
heuristic mechanisms, variables of prior citations by leaders and by same country 
firms lose significance, though in the right direction. The results in these two models 
lend strong support for hypothesis 2-2 that prior citation by universities increases the 
likelihood of a piece of knowledge being cited by others. While prior citations by 
leaders and by same country firms also guide knowledge search process, they lose 
their significance when another type of signal is available. Therefore, hypotheses 2-1 
and 2-3 are partially supported. 
 
To check the robustness of my results, I run additional tests with alterative 
measures of the above independent variables. The results of these additional tests are 
presented in Table 2-4. In Model A-1, I use two binary variables large inventing firm 
and medium inventing firm to replace the continuous variable prior inventiveness. The 
baseline group is small inventing firm. This model shows that large inventing firms’ 
patents have much higher hazard rate of being cited than small innovating firms’ 
patents. Medium inventing firms also have their patents more likely to be cited than 
small inventing firms’, though in a smaller scale. This is consistent with results in 
model 2 in Table 2-3. Similarly, I use binary variables to replace continuous variables 
presented in models in Table 2-3. Specialized firm is coded as 1 if the firm has more 
than 60% patents in one technology industry (information storage or communication), 
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and 0 otherwise. Cite by leaders, cite by same country firms, cite by universities are 
coded as 1 if the focal patent has been  
 
Table 2 - 4: Additional tests of signaling effects by using alternative variables 
 
Variable Model A-1 Model A-2 Model A-3 Model A-4 
    































Cite by same country firms 
  1.6073*** 
(0.0069) 
 
Cite by universities 
   0.5065*** 
(0.0150) 
















































(0.0014) 0.0156*** (0.0013) 
Year  Sig. Sig. Sig. Sig. 
 
    
-2 Log-Likelihood 3,644,939 3,644,462 3,644,152 3,643,320 
Subjects 30,526 30,526 30,526 30,526 
Events 193,878 193,878 193,878 193,878 
No. of obs. 236,538 236,538 236,538 236,538 
 
Notes: (1) Values in parentheses are standard errors.    
(2) All regressions are stratified by SECTOR.  
(3) *p<0.1,   **p<0.01,   ***p<0.001 
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cited by technology leaders, same country firms and universities, respectively, prior to 
each spell, and 0 otherwise. The coefficients of all these alternative variables are 
significant and positive, consistent with the hypotheses. 
 
Overall, the results presented in Table 2-3 and 2-4 suggest that both types of 
heuristics influence knowledge seekers’ evaluation and selection of external 
knowledge, only that some heuristic rules may be stronger than others as guidance of 
knowledge selection. This will be further discussed in the discussion section.  
 
2.4.2 Tests of hypotheses—national boundary and heuristics in knowledge 
search 
Table 2-5 presents tests for effects of heuristics in the context of geography. 
The binary variable cross national citation indicates whether the knowledge seeking 
firm is in a different country from the knowledge source. To test how national 
boundary moderates the relationship between different heuristics and hazard rate of 
citations, interactions between variable cross national citation and all the other 
variables representing different heuristics are added to the models. Model 6 presents 
the main effects of all variables. Model 7 to model 11 add interaction terms one by 
one along with variables in model 6. Model 12 is a comprehensive model containing 
all interaction terms and main effects. 
 
Model 7 and model 8 test the change of strength of first type of heuristic 
rules across national boundaries. The significant, negative coefficients of the 
interaction term (prior inventiveness) X (cross national citation) in model 7 
( =β -0.4242, p<0.001) and (prior specialization) X (cross national citation) in model 
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8 ( =β -0.0487, p<0.001) indicate that the heuristic effects based on knowledge 
originating firm’s past performance weakens when it goes across national boundaries. 
In contrast, in model 9 to 12, the interaction terms between cross national citation and 
the three measures for second type of signaling mechanism are significant and 
positive ( =β 0.0078, p<0.001 for citations by leaders; =β 0.0191, p<0.001 for 
citations by same country firms; and =β 0.6074, p<0.001 for citations by 
universities), suggesting an opposite moderating effect of geographic boundary. 
Therefore, hypotheses 3 and 4 are strongly supported. 
 
2.4.3 Tests of control variables 
All the control variables in the tests are in the expected direction and show 
consistent results across models. The total number of citations received by a patent is 
a proxy for the technological and economic importance of that patent (Albert et al., 
1991; Hall et al., 2000; Harhoff et al., 1999). It shows significant, positive relationship 
with the probability that patent being selected by others. Similarly, the number of 
claims made by a patent is considered as indicator of its value (Tong and Frame, 
1994). The results show that patents with more claims are more likely to be cited by 
others. In contrast, the likelihood of inter-firm citation decreases when a patent is 
complex and therefore takes longer examination time for the patent office. The 
knowledge originating firms’ internal appropriation also deters other firms from 
selecting its knowledge, reflected as the significant, negative coefficient of self 
citations (Zhao, 2006). Finally, consistent with my expectation, patent that builds 
upon scientific knowledge to a greater extent is also more likely to be cited by others.   
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Table 2 - 5: Tests for hypotheses—signaling effects across national boundary 
 
Variable Model 6 Model 7 Model 8 Model 9 Model 10 Model 11 Model 12 
   
   
 














































































(Prior innovativeness)          X 
(Cross national citation)  
-0.4242*** 
(0.0032)     
-0.3674*** 
(0.0034) 
(Prior specialization)             X 
(Cross national citation)   
-0.0487*** 
(0.0004)    
-0.0438*** 
(0.0004) 
(Citations by leaders)             X 
(Cross national citation)    
0.0078*** 
(0.0005)   
0.0047*** 
(0.0005) 
(Citations by same country firms) X 





(Citations by universities)      X 
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Years Sig. Sig. Sig. Sig. Sig. Sig. Sig. 
 
       
-2 Log-Likelihood 3,614,427 3,593,748 3,598,872 3,614,181 3,611,724 3,606,148 3,575,210 
Improvement in Log-likelihood -- 20,679 15,555 246 2,703 8,279 39,217 
Comparison  Model 6 Model 6 Model 6 Model 6 Model 6 Model 6 
Subjects 30,526 30,526 30,526 30,526 30,526 30,526 30,526 
Events 193,878 193,878 193,878 193,878 193,878 193,878 193,878 
No. of obs. 236,538 236,538 236,538 236,538 236,538 236,538 236,538 
Notes: (1) Values in parentheses are standard errors.    
(2) All regressions are stratified by technology sector.  








When faced with uncertainty, firms follow two distinct types of heuristic 
rules to evaluate the uncertain quality of the unknown knowledge. One type of 
heuristics is based on the linkage between the knowledge originating firms’ past 
performance and knowledge seeking firms’ expectation on their knowledge. Two 
measures of knowledge originating firms’ past performance are tested—the 
knowledge originating firm’s prior innovativeness and specialization in a particular 
technological field. Another type of heuristics is based on the recognition from a third 
party. The third party could be either technological leaders in the field, universities, 
firms in the same country or any other organizations or individuals with authority. 
Although these two types of heuristic rules are based on very different rationales, they 
both positively influence knowledge seeking firms’ evaluation of the potential 
knowledge. I further proposed that geographic boundaries, especially national 
boundaries alter the effect of these two types of heuristics in guiding knowledge 
selection. While national boundaries weaken the strength of heuristic rules based on 
past performance, they strengthen the influence of heuristics from a recognized third 
party.  
 
The empirical tests, based on over 20 years’ patent citation data of firms in 
information storage and communication industries, offer strong support for my 
hypotheses that both types of heuristics guide knowledge seeking firms toward 
knowledge with suggested attributes. Moreover, national boundaries significantly 
change the strength of different types of heuristics. 
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Comparing the independent direct effects of the “prior inventiveness” in 
model 2 and “prior specialization” in model 3 shows some interesting patterns. A one 
standard deviation increase in knowledge generating firm’s “priori inventiveness” 
leads to a corresponding 16.17% (exp(0.0721 x 2.08)=1.1617) increase in the hazard 
of subsequent citation, however, a one standard deviation increase in “prior 
specialization” only leads to 7.78% increase in the hazard rate. This big difference 
suggests that of these two indicators of a firm’s past innovation performance, 
innovation scale of the knowledge originator as an indicator of quality attracts more 
knowledge seeking firms. A possible explanation is that while specialized firms’ 
knowledge is deemed valuable, some of it may be too specialized that can only fit into 
some niche areas, therefore deterring knowledge seeking firms who are looking for 
more general knowledge. 
 
Similarly, comparison of the independent direct effects of the third parties’ 
prior citations variables shows their difference in guiding knowledge selection. A one 
standard deviation increase of citations by leaders, citations by same country firms 
and citations by universities in model 4 leads to a corresponding 0.37% (exp(0.0004 x 
9.22)=1.0037), 0.62% (exp(0.0005 x 12.32)=1.0062), and 47.34% (exp(0.3763 x 
1.03)=1.4734) increase in the likelihood of citation, respectively. Therefore, among 
these different third parties, citations from universities increase the visibility and 
credibility to the greatest extent. This is also consistent with prior findings that 
universities play critical roles in the process of knowledge dissemination (Agrawal, 
2001; Saxenian, 1990; Jaffe, 1989). In addition, in the comprehensive model 5, the 
coefficients of “citations by leaders” and “citations by same country firms” loose their 
significance (though in the same direction) when the signaling mechanisms based on 
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knowledge generators’ past performance are considered, implying that when the 
information of knowledge generator is available, knowledge seekers are more likely 
to base their evaluation of knowledge on this first hand information, rather than on 
recognitions from these two kinds of third party. However, universities as authorized 
knowledge disseminators remain their function as knowledge seeking firms’ guidance. 
 
Finally, national boundaries significantly change the function of different 
signaling mechanisms. Model 7 to model 12 provide consistent evidence that national 
boundaries weaken the function of signaling mechanism based on past performance, 
but strengthen the heuristic effects of recognitions from third parties. Furthermore, the 
magnitude of coefficients of three third part recognition variables in model 12 show 
that in the process of inter-national knowledge transfer, universities still play the most 
important role in disseminating knowledge, followed by firms in the same country, 
and then by technology leaders located globally. 
 
2.6 Conclusions 
This paper explores the influence of different types of heuristics by 
examining the theoretical rationales that underlie the cross-boundary knowledge 
searches conducted by firms. I focused on knowledge selection as measured by patent 
citations and examined the processes through a geographic lens. The analysis 
empirically demonstrates that heuristic rules are followed by firms to overcome 
problems of bounded rationality, uncertainty, and incomplete information. The 
findings of this paper advance our understanding of firms’ knowledge search process 
by distinguishing between two types of heuristics and testing their comparative 
 69
strength in the context of geographic boundaries. These knowledge selection 
processes that rely on the heuristic mechanisms examined form an important part of 
the routines adopted in organizational learning.  
 
This study contributes to the organizational learning literature in several 
ways. First, it provides several insights into the differential process of knowledge 
transfer across organizational and national boundaries. Prior researchers have focused 
on various mechanisms of knowledge transfer, such as collaborative networks (Singh, 
2005; Granovetter, 1973; Rogers, 1985), the mobility of engineers (Saxenian, 1990; 
Almeida and Kogut, 1999; Rosenkopf and Almeida, 2003; Song et al, 2003) and the 
link between technology and science (Sorenson and Fleming, 2004). I propose that 
attributes of knowledge sources as well as heuristics from the environment (e.g. third 
parties) play important roles in shaping the patterns of inter-organizational and 
international knowledge transfer. When information is incomplete, heuristics serve as 
important substitutes for the identification and detailed assessment of knowledge. 
Second, I found that a piece of knowledge is more likely to be attended to when it 
receives the recognition from a reputable third party. This finding also lends empirical 
support to the institutional concept of mimetic isomorphism. Prior research has 
offered evidence for mimetic isomorphism in the context of market/product 
diversification (Haveman, 1993) market positioning (Greve, 1996) and non-profit 
groups (Galaskiewicz and Wasserman, 1989). Despite this, evidence of mimetic 
behavior in innovation-related activities remains scant. Interestingly, in a study on the 
global diffusion of the ISO9000, Guler et al. (2002) found significant support for 
coercive isomorphism, and found the effect of technological learning through 
normative or mimetic isomorphism to be limited. They acknowledged that a likely 
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cause of this difference is the weakness of their variables. For example, they used 
publications as a rough measure of technology, and were thus unable to objectively 
measure knowledge flow. The current study overcame this limitation by relying on 
patent data which allowed us to obtain proxies for both these variables. Moreover I 
did not test only for the presence of mimetic behavior. By including different 
indicators of recognition by third parties, I was able to test the extent to which 
different third parties represent “models of success” to be imitated by others.  
 
This study also helps to explain the complexity and heterogeneity of 
international diffusion. It suggests that the diffusion of a piece of knowledge is 
collectively determined by various factors not directly reflective of the “real quality” 
of that knowledge. Especially when traveling across national boundaries, the visibility 
and credibility of a piece of knowledge may outweigh perceived value as the most 
important factor facilitating subsequent diffusion. The significant positive relationship 
found between prior citations by firms in one country and subsequent citations by 
firms from the same country suggests that the “knowledge localization” effect within 
national boundaries may diminish once the knowledge has been absorbed by a foreign 
firm. This also suggests that knowledge diffusion will be accelerated in that foreign 
country. While proving the validity of the accelerated knowledge diffusion process is 
beyond the focus of this study, it would be a valuable area of investigation for future 
studies.  
 
By showing the signaling effects of an influential third party’s evaluation of 
knowledge, my findings have clear implications for managers who try to transfer or 
sell their technology and know-how to other countries. While the quality of their 
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technologies definitely matters, getting recognition and support from reputable third 
parties in that country may play an equally important role in promoting the visibility 
and credibility of their products. 
 
Several limitations of our study point to useful directions for future research. 
Due to data limitations, I have used patent citations as a proxy for measuring 
knowledge searches. However, such patent citations represent only a limited measure 
since not all knowledge is patentable or patented. In reality, firms tend to explore 
external knowledge which does not always result in patents being granted. Future 
studies may consider including other measures that complement patent citation data. 
While I relied on patent citation to track knowledge flows, this raises concerns 
regarding patent examiner-added citations (Alcacer and Gittelman, 2004) and noise in 
citation data (Jaffe et al, 2002) and suggests that caution may be necessary in 
interpreting of our findings. Finally, I tested my theory in the context of two 
technology industries—information storage and communication. The use of these 
industries may limit the generalizability of my findings to more science-oriented 
industries such as the biotechnology industry. It may be worthwhile to focus 
subsequent research efforts on extending the arguments in this study by conducting 






Appendix 2-A: Descriptive Statistics and Correlations for Variables in Chapter 2 
 
Table 2A-1: Descriptive statistics and correlations 
 
Variable description Mean SD (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) 
(1) prior innovativeness 2.77 2.08 1             
(2) prior specialization 22.44 18.26 -.062 1            
(3) citations by leaders 5.16 9.22 -.001 .088 1           
(4) citations by same country firms 4.90 12.32 -.076 .298 .154 1          
(5) citations by universities 0.46 1.03 -.053 .281 .108 .659 1         
(6) cross national citation 0.59 0.49 -.057 -.099 -.026 -.195 -.346 1        
(7) sector 0.61 0.49 -.360 .308 .016 .115 .107 .046 1       
(8) same country inventor 0.02 0.14 -.006 .005 -.001 .023 -.012 .092 .028 1      
(9) examination time 2.06 0.92 .005 -.072 .004 -.013 -.028 -.002 -.088 -.023 1     
(10) total citations 36.74 55.72 -.086 .353 .169 .606 .439 -.116 .173 .030 -.017 1    
(11) self citations 3.86 12.56 -.031 .303 .144 .399 .254 -.077 .093 .006 -.005 .820 1   
(12) claims 13.90 10.86 -.003 .168 .031 .164 .172 -.084 .135 .025 .003 .281 .236 1  
(13) scientific references 1.21 2.49 -.032 .170 .019 .096 .137 -.056 .135 .016 .004 .171 .098 .189 1 
Note. All coefficients above 0.005 are significant at the 0.05 level (2-tailed Pearson correlation). 





Appendix 2-B: USPTO Orders between 1999-12-31 and 2004-12-31  
Order 1746, Jan 2000, Classes 395 (abolish), 703, 716, 717 (New) 
Order 1769, Oct 2000, Classes 725 (New) 
Order 1811, Dec 2002, Classes 715 (New) and 707 
Order 1819, Apr 2003, Classes 398 (New) and 359 
Order 1826, Nov 2003, Classes 718, 719 (New) and 709 
Order 1832, July 2004, Classes 720 (New) and 369 
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Chapter 3: Learning Approach, Learning Locus and Product 
Innovation: A Longitudinal Study of the Relationship between 
Knowledge Search Processes and New Product Introductions in the 
Disk Drive Industry 
3.1 Introduction 
Management scholars have long been interested in the role that learning 
plays in a firms’ performance (e.g., Nelson and Winter, 1982; March, 1991; 
Henderson and Clark, 1990; Katila and Ahuja, 2002; Rosenkopf and Nerkar, 2001; 
Stuart and Podolny, 1996). A firm’s knowledge base is changed either by the 
combining, and recombining of existing knowledge (Kogut and Zander, 1992), or by 
the search and acquisition of new knowledge (Rosenkopf and Nerkar, 2001). It is a 
process of self renewal or reinvention that has multiple implications for a firms’ 
performance. For example, previous studies have found that learning leads to better 
financial performance (Uotila et al., 2009; He and Wong, 2004), a higher survival rate 
(Barnett and Pontikes, 2008) and the generation of influential technologies (Nerkar, 
2003; Ahuja and Lampert, 2001). In this study, I focus on the innovation performance 
of firms and explore the relationship between learning and the introduction of new 
products.  
 
New products are an important indicator of a firm’s innovation performance 
for several reasons. First, introducing new products into the market is a central aim of 
R&D activities. Second, firms use new products to get ahead in a changing market or 
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to diversify their portfolio and enter new markets. Finally, the successful introduction 
of new products also strengthens a firm’s market position and increases its survival 
rate. Despite the importance of new product introduction, few studies have directly 
examined the impact of learning on a firm’s new product introductions12. It is also 
important to note the heterogeneity of new products. While some new products result 
mainly from subsystem improvements, other new products are associated with 
architectural changes. This is particularly prominent in industries with different 
generations of products such as the hard disk drive industry. Firms introduce both new 
products with improved subsystems within the existing architectures (e.g. disk drives 
of the same form factor but increased storage capacity), and new products with new 
architectures (e.g. disk drives of smaller form factors). Each type of product has 
distinct innovation requirements and it is therefore important to understand the 
relationship between learning and new product introductions. In this study, I focus on 
the introduction of two types of new products — those with improved subsystems and 
those with changed architecture – and explore the contingent effects of different 
learning strategies13 on the introduction of different products.  
 
Organizational learning scholars have argued that firms’ learning activities 
can generally be classified as either the exploration of new knowledge or the 
exploitation of existing knowledge. Explorative and exploitative learning are regarded 
as two different learning approaches used by firms to accumulate knowledge. For a 
long time, exploration and exploitation have been regarded as two incompatible ends 
of the continuum (March, 1991) However, more recent studies suggest that 
exploration and exploitation are exclusive to each other only when the resources 
                                                        
12
  An important exception is Katila and Ahuja’s study (2002).  
13
  In this study, learning strategy is defined as a certain combination of learning approach and learning locus. 
There are totally four learning strategies proposed in this study, which will be expatiated in the following sections.  
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needed for learning are scarce and when these two types of learning are studied within 
a single domain (i.e., an individual or a subsystem) (Gupta, Smith and shalley, 2006). 
Therefore, when the study unit is a firm with different, loosely coupled domains (i.e., 
different R&D groups), exploration and exploitation will generally be orthogonal. 
Firms can vary their degree of exploration and exploitation simultaneously (Katila and 
Ahuja, 2002). In this study, I follow the orthogonal argument of exploration and 
exploitation and define exploration as the act of searching for new knowledge, and 
exploitation as the reuse of existing knowledge. Again, it is worth reiterating that 
exploration and exploitation can occur simultaneously in different knowledge 
sub-domains within a firm. To demonstrate, I introduce the concept of learning locus. 
Unlike the learning approach which describes how a firm accumulates knowledge, 
learning locus refers to the content of learning, namely, what the firm learns. The 
more complex the product, the more diverse the knowledge base required for 
innovation (Brusoni and Prencipe, 2001; Granstrand, Patel and Pavitt, 1997). To 
create, maintain and expand this knowledge base, a firm needs to learn at different 
loci. In this study, I propose that each product’s knowledge base can be classified as 
being specific or generic.  Specific knowledge refers to knowledge of the key 
components and subsystems of the product and it is specific to the product. In contrast, 
generic knowledge refers to knowledge which is beyond the product domain, but 
contains knowledge elements relevant to the existing product. While this generic 
knowledge is useful to the existing product, its major application may be in other 
product domains. Within each of these two knowledge sub-domains (learning locus), a 
firm can choose to reuse existing knowledge or acquire new knowledge. Thus the 
learning approach and learning loci will jointly influence product innovation. 
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The aim of this study is threefold: first, I introduce a typology of learning 
strategies by simultaneously considering learning approaches (explorative learning or 
exploitative learning) and learning loci (specific knowledge or generic knowledge). 
While learning approaches explain how a firm learns, learning loci show what a firm 
learns. Second, given the heterogeneity of new product introductions, I propose that 
the effects of different learning strategies  on innovation performance should be 
investigated after considering the different innovation requirements (subsystem or 
architectural innovations), Third, I use longitudinal data on the product introductions 
of 72 firms’ involved in  the magnetic rigid disk drive industry to empirically test my 
propositions and show the comparative effects of different learning strategies under 
different product innovation requirements. 
 
This chapter is organized as follows. In the next section (section 3.2) I will 
review the previous literature and provide the theoretical rationale for the typology of 
learning strategies, followed by my hypotheses on the relationship between learning 
and new product introductions. Section 3.3 describes the dataset and methodology for 
my empirical tests of hypotheses developed in the previous section. Results are 
presented in section 3.4 and then discussion in section 3.5. The final section concludes 
this chapter. 
 
3.2 Theory and Hypotheses 
3.2.1 Specific knowledge and generic knowledge 
It has been widely accepted by management scholars that firms possess 
knowledge in excess of what is required to make their products (Cohen and Levinthal, 
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1990; Brusoni, Prencipe and Pavitt, 2001). Another interesting phenomenon has been 
observed in various industries, specifically that large firms are narrowing the range of 
products they offer, while increasing the diversity of technologies14 on which they 
rely (Gambardella and Torrisi, 1998; Von Tunzelmann, 1998; Brusoni and Prencipe, 
2001). This is especially notable in high technology firms whose products always 
encompass multiple complex components.  An investigation of the technology 
portfolio of these firms reveals that a non-negligible portion of their R&D has actually 
been invested in fields beyond their industry domain, or in fields not directly 
underpinning any of the functions of their existing product components. For example, 
Seagate, a leading firm specializing in the information storage industry, has patents 
falling into more than 20 technology classes15. Up to 30% of its patents are in fields 
beyond its product domain. Some of these technologies could be very distant from 
disk drive manufacturing and have major applications in other industries, such as gas 
separation materials processing and handling, and electrical and wave energy. 
 
Why the knowledge boundaries of a firm tend to stretch beyond its product 
boundaries has been extensively explored in the organizational learning literature 
(Wang and von Tunzelmann, 2000; Brusoni and Prencipe, 2001; Granstrand, Patel and 
Pavitt, 1997). According to Cohen and Levinthal (1990), firms pay conscious effort to 
the accumulation of knowledge beyond their product domain in order to increase their 
absorptive capacity in related areas. If firms have not previously acquired knowledge 
in rapidly evolving technological areas, they quickly lose the ability to assimilate and 
exploit new information in those domains. Helfat (1997) used “complementary 
                                                        
14
  While technology and knowledge can be very different concepts, technology is used to refer to the bodies of 
technological knowledge in this study. Therefore, in the rest this chapter, I use “technology” and “technological 
knowledge” interchangeably to refer to the knowledge embodied in technologies.  
15
  Here the technology class refers to USPTO patent classification.  
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knowledge” to describe firms’ preexisting know-how in technologically related areas. 
She pointed out that such “complementary knowledge” could be a useful resource for 
the accumulation of knowledge via R&D and internal spillover. Complex systems and 
multi-component products like aircraft engines (Prencipe, 2002), hard disk drive 
(Chesbrough and Kusunoki, 2001) and electric power generation systems (Hughes, 
1992)tend to rely on different and distant technological fields that advance at different, 
and not necessarily consistent, rates. The prevalence of such uneven rates of 
development in different component fields requires firms to develop the capability to 
identify and catch up with these changes.. For this, high technology firms need not 
only possess knowledge specialized to their product domain, but also knowledge 
across diverse technology areas. 
 
In this chapter, I introduce the notion of specific and generic knowledge to 
describe the knowledge base possessed by a firm for product innovation. Specific 
knowledge has a twofold meaning. On the one hand, specific knowledge underpins 
the core design, function, or manufacturing of the components of a product. On the 
other hand, specific knowledge of a particular product means the major application of 
this knowledge is within the product domain. Competition among firms in the same 
product domain is largely based on their possession of such specific knowledge. 
Specific knowledge is created, accumulated and strengthened during the innovation 
and manufacturing processes and it reflects the core competence of firms in that 
product domain. An example of the specific knowledge available to optical disk drive 
manufacturers is that of an optical servo system. Similarly, an example of specific 
knowledge available to magnetic disk drive manufacturers is that of the coating of a 
thin layer of magnetic material on disk platters.  
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In contrast, generic knowledge owned by a firm is knowledge that is relevant 
and applicable to the focal product domain but that may have major application in 
other product domains, or that performs some generic function that is vital to a 
number of different product domains. The notion of generic knowledge stems from 
the idea of general-purpose technology, that originated in the field of economics 
(Rosenberg and Trajtenberg, 2004; Richard et al., 2005). Such general-purpose 
technology has a wide breadth of applications across industry sectors. It is defined as 
“a technology, the exploitation of which will yield benefits for a wide range of sectors 
of the economy and/or society” (Keenan, 2003). The concept of generic knowledge in 
this study is analogous to general-purpose technology in that both have the potential 
to create value across a broad range of technology domains. However, they are 
different concepts for at least two reasons. First, their significance is studied in 
different contexts. While the importance of general-purpose technology lies in its 
contribution to the whole economy/society, generic knowledge is identified as part of 
the knowledge assets owned and used by a firm for product innovation. Second, 
general-purpose technology is a broader, unconstrained concept than the generic 
knowledge proposed in this study. A technology is general-purpose because it can be 
applied in many different areas (e.g. Nano technology). Its general-purpose nature is 
not subject to the context of any firm or product domain. However, generic 
knowledge in this study stands in contrast to specific knowledge owned by a firm that 
has major applications outside that firm’s product domain. This generic knowledge 
does not have to be a general-purpose technology, as long as it is relevant to the firm’s 
current product but has major applications in other domains. According to this 
characteristic, whether a piece of knowledge is generic or not is subject to the product 
 81
domain under study. In other words, knowledge that is generic for hard disk drive 
manufacturing firms may be deemed specific when applied by chemical engineering 
firms. An example of generic knowledge for magnetic disk drive manufacturers is 
electronic digital logic circuitry technology. Such technology can be employed in any 
product having a logic device such as magnetic disk drives, arithmetical calculators 
and electrical computers.  
 
It is not surprising then to find that firms search for both specific and generic 
knowledge. Both types of knowledge are critical inputs for product innovation. While 
the accumulation of specific knowledge strengthens a firm’s core competence in that 
product domain, the possession of generic knowledge creates “intangible capital” that 
helps firms capture the unbalanced development in different technological areas and 
increases a firm’s flexibility to pursue alternative market applications should the 
current product market be saturated or should new opportunities emerge in other 
markets. Despite the different roles played by specific and generic knowledge in 
product innovation, no existing studies on organizational learning have addressed 
their differences or looked at them as different learning loci. Several questions such as 
whether firms use the same learning approach to obtain specific and generic 
knowledge, and whether learning at different loci impacts product innovation 
differently remain unanswered. In order to fill this conceptual and empirical gap, I 
propose a typology of learning strategies that considers both the learning approach 
and the learning loci, and I test the comparative effects of different learning strategies 
under different production innovation requirements. 
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3.2.2 Learning approach and learning locus: a typology 
Organizational learning researchers have suggested that firms create and 
accumulate knowledge through either reusing existing knowledge (exploitation) or 
pursuing new knowledge (exploration) (March, 1991; Levinthal and March, 1993; 
Gupta et al., 2006). More recent studies suggest that firms’ efforts of exploiting 
existing knowledge and exploring new knowledge are actually varying on two distinct 
dimensions (Katila and Ahuja, 2002; He and Wong, 2004; Gupta et al., 2006). In other 
words, firms can vary in their degree of reuse of existing knowledge as well as in their 
degree of pursuit of new knowledge. I call this reuse of existing knowledge and search 
of new knowledge learning approaches because they demonstrate how firms obtain 
knowledge, no matter it’s specific or generic knowledge. To facilitate the writing in 
the rest of this chapter, I name the approach of reusing existing knowledge as 
“exploitative learning” and pursuing of new knowledge as “explorative learning”. 
Learning approach and learning locus reflect different aspects of learning. Since either 
approach can be used on either locus, I propose a typology of learning strategies that 
exhaust all their possible combinations. 
 
Figure 3 - 1: A typology of learning strategies 
 
 
Exploitation of  
specific knowledge 
Exploitation of 











Specific Knowledge Generic Knowledge  
 
Learning Locus   
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In Figure 3-1, four learning strategies are proposed by considering whether 
the knowledge learned is specific or generic (learning locus, the x-axis) and whether 
existing knowledge is reused or new knowledge is acquired (learning approach, the 
y-axis). Implicit in this typology is the notion that learning can be separately 
undertaken in different knowledge sub-domains (different learning locus) of a firm’s 
whole knowledge base. In each sub-domain, a firm not only chooses to learn by 
exploration or by exploitation, but also chooses the degree of exploration and 
exploitation. The learning locus and learning approach jointly determines a firm’s 
learning strategy, knowledge boundary, and product innovations. 
 
“Exploitation of specific knowledge” in the upper left quadrant of Figure 3-1 
represents the typical “local search” behavior. Because of the path-dependent feature 
of learning (March and Simon, 1958; Nelson and Winter, 1982), firms tend to reuse 
their existing knowledge when looking for solutions for new products, especially 
within their current expertise (Stuart and Podolny, 1996) which mainly comprises 
specific knowledge of that product. This learning strategy creates new solutions by 
repeatedly recombining existing domain knowledge. Although possible choices of 
solutions are largely confined by the quantity of existing specific knowledge, this 
learning strategy reduces the likelihood of errors and makes learning results more 
reliable (Levinthal & March, 1981). It strengthens a firm’s “component competence” 
(Henderson and Cockburn, 1994). When incremental product innovations occur at 
component or subsystem level and require for more predicable solutions, recombining 
the existing specific knowledge can generate satisfactory results. Exploitative learning 
in specific knowledge sub-domain also leads to deeper understanding of the existing 




In contrast, “exploration of specific knowledge” is a learning strategy that 
searches for solutions through combining and recombining unused specific knowledge. 
Comparing with “exploitation of specific knowledge”, this learning strategy is a more 
experimental process that spans the existing expertise boundary. By searching for 
unused knowledge, this learning strategy introduces new knowledge elements for 
combination and recombination, and adds new variant solutions for product 
innovation. However, due to its experimental nature, this learning strategy may also 
incur higher cost than exploitation of specific knowledge, and generates less 
predictable results.  
 
Again, generic knowledge also plays critical role in building up a firm’s 
knowledge base. Firms can apply either learning approach (explorative learning or 
exploitative learning) to obtain generic knowledge. The two quadrants on the right 
hand side of Figure 3-1 address the two learning strategies used to learn generic 
knowledge. “Exploitation of generic knowledge” is repetitive use of a firm’s existing 
generic knowledge aiming to get deeper understanding of it. Although generic 
knowledge may not have immediate relevance to the improvement and 
commercialization of products in the existing product domain, it enriches the firm’s 
knowledge base and provides potential innovation avenues where the firm may 
choose to introduce new products. By owing generic knowledge, firms develop their 
absorptive capacity in a broader range of relevant technology areas. This will help 
them catch up with the technological changes, should there be any unbalanced 
development in areas beyond the current product domain. Since generic knowledge 
 85
lies in a broad range of areas outside the firm’s expertise, it is costly to develop, renew, 
and maintain this knowledge. Therefore, by repeatedly recombining the known and 
familiar generic knowledge, firms can largely reduced the cost and at the same time 
keep renewing of their generic knowledge. This is what the “exploitation of generic 
knowledge” does. Whereas reducing the learning cost, this learning strategy may risk 
the fast obsolescence of used knowledge in some fast growing fields without 
absorbing new knowledge. 
 
Different from “exploitation of generic knowledge”, “exploration of generic 
knowledge” is a learning strategy that continuously searches for new knowledge 
beyond the firm’s expertise. Through assimilating new knowledge of relevant 
technologies and collecting information of the development in “distant” areas, this 
learning strategy may help firms understand potential market and identify potential 
customers in the early stage of emerging opportunities. It also enlarges the scope and 
diversity of the firm’s knowledge base. This learning strategy therefore may 
strengthen a firm’s “architectural competence” (Henderson and Cockburn, 1994). 
 
These four learning strategies are mutually exclusive. Learning approach and 
learning locus are different dimensions in determining learning strategy. A firm’s 
learning would not fall exclusively into one of these four categories, though it is 
possible that for some period certain learning strategy would predominate. Because 
the mix of learning strategies may vary with time, I undertake longitudinal study to 




3.2.3 Learning strategy and product innovation 
Firms introduce new products to adapt themselves and compete with others 
in changing market and technical conditions (Banbury & Mitchell, 1995; 
Schoonhoven, Eisenhardt & Lyman, 1990). Based on previous studies, products can 
be treated as composed of hierarchically ordered subsystems and linking mechanisms 
among these subsystems (Baldwin and Clark, 2000; Schilling, 2000; Tushman and 
Murmann, 1988). Product innovation could occur either in the subsystems or on those 
linking mechanisms. Henderson and Clark (1990) named these two kinds of product 
innovation as modular innovation and architectural innovation, respectively. 
Specifically, modular innovation involves changes in subsystems or components 
linked together by existing linking mechanisms, whereas architectural innovation 
involves changes in the linkages between existing subsystems. Henderson and Clark’s 
(1990) definitions of modular innovation and architectural innovation very well 
describe the two major kinds of innovations happen in magnetic rigid disk drive 
industry. Like all other high technology industries that are characterized by different 
product generations, disk drive manufacturers produce disk drives with generational 
characteristics. In rigid disk drive industry, modular innovations occur on the 
subsystem level and lead to increased areal density of disk drive within the existing 
disk generation. This kind of innovation is done through replacing old components by 
new components, e.g. substitution of thin-film head for ferrite head; or by improving 
existing component, e.g. a faster electric spin motor driving the rotation of disks. In 
contrast, architectural innovations result in products with new generation 
characteristics. In hard disk drive industry, architectural innovations bring out disk 
with new form factors (disk size). This kind of innovations are usually accomplished 
through changing the arrangement of existing disk drive components, e.g. the change 
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of motor positioned in the corner of the disk in 8-inch drive to beneath the spindle in 
5-inch drive (Christensen, 1993). 
 
The distinction between new products associated with different innovation 
types underscores the idea that successful product innovation requires different 
learning strategies. First, it requires knowledge of different content, from component 
specific knowledge, to architectural knowledge or knowledge in some new emerging 
areas. Second, it requires both in-depth understanding of existing knowledge and 
acquisition of new, unused knowledge (Bruderer & Singh, 1996; Katila & Ahuja, 
2002; Winter, 1984). Treating new product introductions as a homogeneous process 
may risk overlooking the different innovation requirements by different products. 
Therefore, in this study I categorize new product introductions into two groups—new 
product with improved subsystem and new product with new architecture. A general 
proposition in this study is that both learning locus and learning approach influence 
firms’ product innovation, and their effects are contingent on different product 
innovation requirements.  
 
3.2.4 Hypotheses 
Organizational learning theory provides mixed predictions on the results of 
explorative learning and exploitative learning. On one hand, repeatedly using existing 
knowledge reduces the learning cost, increases the reliability of learning results, and 
leads to deeper understanding of existing concepts. On the other hand, it can cause too 
much inward looking and lead a firm to develop “core rigidities” (Leonard-Barton, 
1995). Similarly for explorative learning, searching for new knowledge enriches 
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firms’ knowledge base and increases the variation for knowledge recombination 
(Kogut and Zander, 1992). However, too much explorative learning may also disrupt 
successful routines in a firm’s existing domain and reduces the speed at which 
existing competencies are improved and refined (March, 1991). Therefore, the 
balance between exploration and exploitation are suggested (Gupta et al., 2006), 
“ambidextrous organizations” are stressed by previous studies (Tushman and O’Reilly, 
1996; He and Wong, 2004) and nonlinear relationships between exploration, 
exploitation and innovation performance are found by scholars (Katila and Ahuja, 
2002).  
 
In this chapter, I test the combined effects of learning approach and learning 
locus on introduction of two different types of new products—products with improved 
subsystem and products with new architecture. 
 
3.2.4.1 Subsystem improvement and learning strategy 
Subsystem improvements are made on the basis of existing subsystems and 
components of current product. The innovations of subsystem build on a firm’s 
expertise in existing component technology and occur within its established product 
architecture (Henderson and Clark, 1990). The preconditions for such improvements 
are firms’ deep understanding of the domain technology of each subsystem and 
components. One prominent example is given by Christensen’s (1993) study of rigid 
disk drive industry, where most of the new component technologies were introduced 
by established firms who have already had strong expertise in the product domain. 
This is because “these (component or subsystem) innovations generally were complex, 
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time-consuming, and expensive, and only leading incumbent firms commanded the 
resources required to undertake and coordinate such development” (P. 551). Not only 
complex, expensive component innovations, but even simple, inexpensive 
component-level innovations require established expertise in the domain. Examples 
given by Christensen including the substitution of Run Length Limited (RLL) 
recording codes for Modified Frequency Modulation (MFM) codes, embedded servo 
systems, zone-specific recording densities, which are all introduced by firms with 
established technological competence in the product domain.  
 
These examples demonstrate that subsystem improvements, no matter how 
complex or simple, build on firms’ existing competences and established routines. The 
aim of introducing new products with improve subsystems is to improve the functions 
of existing products and meet customers’ escalating needs within the same product 
generation. Therefore, the results of subsystem innovations must be predictable and 
reliable. Learning strategies which is more cost-efficient and can create more 
predictable and reliable results are more preferred than learning strategies which are 
more experimental and risky. Recall the learning approaches discussed in previous 
sections. Explorative learning which searches for new knowledge greatly increases a 
firm’s knowledge variant but at the same time incurs higher search cost. Compared 
with reusing existing knowledge, searching for unknown knowledge also risks less 
reliable and predictable learning results. This is supported by previous studies which 
found that innovation projects in which the proportion of existing knowledge is high 
are more likely to succeed than projects that use previously unknown knowledge 
(Cyert & March, 1963; Katila and Ahuja, 2002). Therefore, I propose: 
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Hypothesis 1: Exploitative learning has higher impact on the introduction of 
new products with improved subsystems than explorative learning, regardless of the 
learning locus. 
 
Besides the decision of using existing knowledge or using new knowledge 
when searching for solutions for new product, firms need to select the content of 
learning as well. Both generic knowledge and specific knowledge play important 
(though different) roles in product innovations (Brusoni et al., 2001). Due to the 
different resources constraint, previous learning path and accumulated expertise 
among firms, different firms may choose to rely on different kind of knowledge when 
they search for solutions. Drawing on specific knowledge which is within the existing 
product domain and spreads across relatively few technology areas will make the 
search more relevant for continued work of the current product. For most of the firms, 
based their product innovations on established specific knowledge reduces learning 
cost, lowers innovation risk and shortens the product experiment process. In contrast, 
generic knowledge spreads across broad technological areas. It forms the “intangible 
capital” of innovating firms and strengthens their absorptive capacity of knowledge 
beyond their product domain. But learning generic knowledge involves more efforts 
as it’s more distant from the firms’ expertise. It may also take longer time to identify 
and integrate relevant generic knowledge into the existing knowledge base. For 
innovations aiming at improved subsystems, more predictable, reliable and effective 
results are expected. In such situation, learning and using specific knowledge will 
generate greater and immediate impact than using generic knowledge. Combining the 
effect of learning approached discussed in previous section and the difference in 
learning loci, I suggest: 
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Hypothesis 2-1: Exploitative learning of product specific knowledge has the 
highest impact on the introduction of new products with improved subsystems among 
all four learning strategies. 
 
Hypothesis 2-2: Explorative learning of generic knowledge has the lowest 
impact on the introduction of new products with improved subsystems among all four 
learning strategies. 
 
3.2.4.2 Architectural change and learning strategy 
Different from subsystem improvements, architectural change places a 
premium on exploration in design and assimilation of new knowledge (Henderson and 
Clark, 1990). It is found that architectural innovations presents established firms with 
a more subtle challenge, therefore were always brought out by new entrants (Foster, 
1986; Christensen, 1997; Tripsas, 1997). An important reason why architectural 
innovations are so invisible to established firms is that information that might warn 
the organization of a particular innovation being architectural may be screened out by 
the information filters that embody old architectural knowledge. Moreover, simply 
recognizing a new technology is architectural in character does not give a firm the 
architectural knowledge that it needs. A firm must invest time and resources in 
learning the new architecture, and more important, integrate it into existing 
architecture or even completely overturn the existing architecture. In such conditions, 




Architectural changes also require firms to change their learning mode. 
Exploitation by reusing existing knowledge which has improved learning efficiency 
and generated large amount of component innovations may no longer be an effective 
learning approach for architectural changes. In contrast, exploration by continuously 
assimilating new knowledge prevents firms from refining well-known ways to 
combine knowledge, and therefore avoids narrow focus on architecture that worked in 
the past. Consequently, I propose that explorative learning is a more effective learning 
approach than exploitative learning for architectural innovations: 
 
Hypothesis 3: Explorative learning has higher impact on the introduction of 
new products with architectural changes than exploitative learning, regardless of the 
learning locus.  
 
Again, no matter what learning approach is used, learning occurs on 
different loci. Different from innovations on subsystem, innovations aiming at new 
architectures requires for knowledge beyond the existing product domain and 
sometimes knowledge that may overthrow the existing routines. Under this situation, 
acquisition of generic knowledge becomes more important than possessing specific 
for at least two reasons. First, the opportunity of architectural change may emerge due 
to the needs of specialized niche market customers or from emerging technology 
markets. For example, 8-inch disk drives are mainly sold to mainframe computer and 
minicomputer manufacturers. Before the emergency of desktop personal computer 
market, 8-inch disk drives dominate the whole drive industry. However, the newly 
emerged market requires for smaller size disk drive, which needs are met by 5-inch 
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drives. Similarly, 3.5-inch drives are used primarily in portable machines, and 
2.5-inch drives in notebook personal computers (Christensen, 1993; Ren, 2006). 
Without generic knowledge about what is developing fast in other domains, firms are 
difficult to identify the opportunity and requirement for architectural changes. 
 
Second, opportunity of architectural changes may also stem from the 
unbalanced development among different subsystems and components (Brusoni et al, 
2001). An example is the substitution of magneto-resistive head for mechanical-based 
technology in disk drive industry. The technological breakthrough in magnetic 
technologies, which is beyond the disk drive domain, induced the architectural change 
in disk drive industry. Chesbrough and Kusunoki (2001) pointed out that Fujitsu’s 
success in this architectural shift is mainly due to its knowledge beyond the immediate 
boundary of existing product. By knowing more than its own design and production, 
Fujitsu successfully managed uneven technological advances and navigated the 
dangerous waters of architectural innovation stemming from it. 
 
Considering this learning locus effect together with previous hypothesis on 
learning approach for architectural changes, I propose:  
 
Hypothesis 4-1: Explorative learning of generic knowledge has the highest 
impact on the introduction of new products with architectural changes among all four 
learning strategies. 
 
Hypothesis 4-2: Exploitative learning of product specific knowledge has the 
lowest impact on the introduction of new products with architectural changes among 
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all four learning strategies. 
 
The hypothesized relationships between new product introduction and 
learning strategies by considering learning approach and loci simultaneously are 
summarized in Figure 3-2: 
 
Figure 3 - 2: Hypothesized relationships between learning strategies and new 
product innovation 
 
Impact on new products with 
 Improved subsystems 











































3.3.1 Sample and data 
I examine my hypotheses by using the rigid magnetic disk drive industry 
data. The rigid magnetic disk drives include both fixed disk drives and disk cartridge 
drives. In this study, the focus is the rigid magnetic fixed disk drive industry only. I 
chose this setting because previous in-depth studies of this industry reveal a high rate 
of technological innovation reflecting both subsystem improvements and architectural 
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changes (Christen, 1993; 1997). Focusing on one industry also allows me to control 
for industry-level effects. Disk/Trend Report, one of the major data sources of my 
study, provides a comprehensive list of firms in the rigid fixed disk drive industry 
from 1979 to 1998. Another data source is patent data. Following previous scholars 
who have used patent to measure firm learning and knowledge boundary (Henderson 
and Cockburn, 1994; Jaffe, Trajtenberg, and Henderson, 1993; Rosenkopf and Nerkar, 
2001; Katila and Ahuja, 2002), I categorize and measure learning approaches and 
learning loci by using USPTO patent and patent citation data.  
 
Rigid fixed disk drive manufacturers are identified through using Disk/Trend 
Report. Around 130 fixed disk drive manufacturers are included in this report in the 
20 years from 1979 to 1998. The report provides each firm’s annual sales in US 
dollars and market share. For each year, it lists the new product introduced by each 
manufacturer as well as the detailed technical characteristics of the product such as 
disk drive size (form factor) and storage capacity. In order to do a longitudinal study 
of firms’ learning strategy and product innovation, I included only those firms which 
are active for 3 years consecutively, have introduced at least one new product after 
start-up, and have at least 10 patents filed by USPTO till the end of 1998. This focus 
trims my final sample to 72 firms (Table 3-1), among which 38 are from US and 15 
are from Japan. These 72 firms account for 61% of 3,610 products listed in the report 






Table 3 - 1: Firms in the sample (72 firms) 
 
Alps Electric Integral Peripherals Plus Development 
Amcodyne International Memories Priam 
Ampex Iomega Quantum 
Alreal Technology JVC Raymond Engineering 
Avatar Systems Kyocera Ricoh 
BASF Matsushita Com. Ind. Rodime 
Brand Technologies Maxtor Samsung Electronics 
Bull Meorex Telex Seagate Technology 
Burroughs MFM Technology Shugart Associates 
Cii—Honeywell Bull Micropolis Siemens 
Cipher Data Products/Perkin Elmer Microscience International Sony 
Computer Memories Miltope Storage Technology 
Conner Peripherals Miniscribe SyQuest Technology 
Control Data/Imprimis Mitsubishi Electric Tandon Magnetics 
Data General Mitsumi Electric TEAC 
Datapoint NEC Texas Instruments 
Digital Euqipment New World Computer Tokico 
DMA Systems/DMA Technologies Nippon Electric Industry Tokyo Electric 
Seiko Epson Mixdorf Toshiba 
Fuji Electric Nomai Toyo Soda 
Fujitsu Northern Telecom Unisys 
Hewlett—Packard Otari Western Digital 
Hitachi PerSci Xebec 
IBM Philips Y-E Data 
 
 
I use USPTO patent three-digit technical class and nine-digit sub-class 
information to establish patent classes that circumscribe magnetic rigid fixed disk 
drive technology, which are also called the specific technology in this study. Both the 
specific technology and the generic technologies which are mainly utilized in other 
areas but relevant to rigid fixed disk drive innovation are identified through USPTO 
patent classification manual for the patent system, Derwent Information 16  and 
consultation of technology experts. Table 3-2 lists the 5 core subsystems as well as 
other specific devices of a rigid disk drive, and their corresponding USPTO patent 
subclasses. Those “generic” technologies and their corresponding patent classes and 
sub-classes can be found in Table 3-3.  
 
 
                                                        
16
 Derwent is a firm specialized in patent searches.  
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Table 3 - 2: Specific technology of magnetic rigid disk drive 
 
Component Name Function Patent subclass 
1 Signal Processing Modify, correct or insure the efficient storage or 
retrieval of information signals 
360#18-54 
2 Recording or Reproducing Record or reproduce signals 360#55-68 
3 Automatic Control 
Systems 
Automatically control the recording without 
proximate human intervention 
360#69-80 
4 Transport Systems Produce the relative movement between record 
carrier and transducer  
360#81-101 
5 Physical Elements Assist physical elements forming sub combinations 
of apparatus 
360#102-136 




Table 3 - 3: Generic technology of magnetic rigid disk drive  
 
 Technology Patent subclass 
1 Methods of making magnetic transducers 29#603.1+17 
2 Recording or reproducing means in combination with musical instruments 84#601+ 
3 Plastic compositions usable in magnetic record carriers 106#all 
4 Apparatus for making coated magnetic record carriers 118#all 
5 Magnetic stock material 148#300+ 
6 Recording or reproducing means combined with code transmitters or receivers 178#all 
7 Switching devices usable in magnetic recorders or reproducers 200#all 
8 Receptacles for magnetic record carriers 206#62 
9 Means for advancing a record carrier past a transducer 226#all 
10 Record controlled electromechanical calculators 235#419+ 
11 Sensing or analyzing mechanism and records 235#439+,438+ 
12 Data conversion in magnetic recording 235#154 
13 Use of storage elements 235#449 
14 Winding, tensioning or guiding 242#all 
15 Magnetic compositions 252#62.51+ 
16 Sheet record handling 271#all 
17 Electrical transmission or interconnection systems 307#112+ 
18 Positional servo systems 318#560+ 
19 Program or pattern controlled systems 318#567+ 
20 Magnetic field testing methods 324#244 
21 Voltage or current storage methods 324#112 
22 Electronic digital logic circuits usable in dynamic magnetic information storage 326#all 
23 Miscellaneous active electrical nonlinear devices, circuits and systems 327#1+, 100+, 365+ 
24 Demodulators usable in magnetic reproduction 329#all 
25 Amplifiers usable in magnetic recording 330#all 
26 Oscillators usable in bias or erase circuits 331#all 
27 Modulators usable in magnetic recording 332#all 
28 Equalizers usable in magnetic recording 333#all 
29 Inductor devices 336#all 
                                                        
17
 “+” refers to all the subclasses under this subclass.  
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 Technology Patent subclass 
30 Coded data generation or conversion 341#all 
31 Computer graphics processing 345#418-475 
32 Recorders 346#all 
33 Motion picture apparatus in combination with recorders or reproducers 352#all 
34 Projectors combined with recorders or reproducers 353#all 
35 Data processing for static presentation on fixed medium 358#1.1-1.18 
36 Magneto-optical polarization devices in magnetic signal reproduction 359#281+, 484 
37 Demagnetizing means for records and heads when not in combination with recorders or 
reproducers 
361#143+, 159, 267 
38 Static information storage and retrieval 365#all 
39 Multiplex switching 370#351+ 
40 Magnetic core for switching or storage 370#531 
41 Recorders or reproducers combined with telephones 379#41,51,67.1+ 
42 Fluid bearings usable to space head from magnetic record carriers 384#100+ 
43 Television signal processing for dynamic recording or reproducing 386#all 
44 Machine operators using magnetic records 400#all 
45 Alloys or metallic compositions 420#all 
46 Methods of making and coating magnetic record carriers 427#all 
47 Magnetic heads, and magnetic and magneto-optic storage medium 428#800-848.9 
48 Radiation imagery chemistry process, composition, or product used as a storage medium 430#all 
49 Recording or reproducing means combined with significant education apparatus 434#all 
50 High temperature superconducting devices 505#150+,170+ 
51 Generic data processing control systems 700#1-89 
52 Artificial intelligence systems that process speech signals 704#200+ 
53 Artificial intelligence systems 706#all 
54 Arithmetic processing and calculating for hybrid computers 708#1+ 
55 Data transferring among multiple computer and digital processing systems 709#all 
56 Storage addressing, accessing, and control in data processing systems 711#4 
57 Error checking systems 714#all 
58 Data processing for a computer operator interface 715#700-866 
59 Information storage or retrieval using scanning probe microscope 850#all 
 
 
For my analyses, the unit of analysis is the firm-year. I aggregated the patent, 
patent citation and product innovation information for each firm in each year. 
Aggregating year’s data for a firm gives an overall picture of the firm’s learning 
approach and learning loci. Since most of the firms exit the rigid disk drive market 
within 10 years, a total of 667 firm-year observations were therefore analyzed.  
 
3.3.2 Innovations in rigid disk drive industry 1979-1998 
The rigid disk drive industry has fascinating development during the two 
decades from 1979 to 1998. The revenue of the industry rose from 3.8 billion in 1979 
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to 30.1 billion US dollars in 1998. The storage capacity increased dramatically from 
less than 30 MBytes on a 14-inch disk to more than 80 GBytes on a 1.3-inch disk in 
less than 20 years. The fast development of this industry from 1979 to 1998 was also 
demonstrated by the high entry and exit rate. The number of active firms in the 
industry worldwide increased from 49 in 1979, of which majority was US firms, to a 
peak of 76 in mid 1980s. And dropped to 19 in 1998 (Figure 3-3). 
 























































        Source: Disk/Trend Report 
 
Disk drive technology changed very rapidly along several dimensions 
between 1979 and 1998. One important dimension has been the increase of recording 
capacity. Recording capacity is also known as the recording density, namely, how 
many bits can be stored on a square inch of the platter. Another remarkable dimension 
has been the disk size, which is also known as the disk form factor. The nature of 
innovations along these two dimensions is distinct from each other. The changes of 
disk size (form factor) were realized through architectural innovation (Henderson and 
Clark, 1994), which does not change the core technological concepts of the 
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components, but changes the way they are designed to work together. There have been 
6 waves of architectural change in the rigid disk drive industry in these twenty years, 
from 14-inch form factor disk to 8-inch, 5.25-inch, 3.5-inch, 2.5-inch, 1.8-inch and 
1.3-inch disks. Table 3-4 lists the year and the manufacturers who were the first to 
introduce each new disk architecture. Different from architectural changes, the record 
capacity increases within the same disk architecture were mainly made through 
improvements of subsystems or components of the disk drive, such as the 
development of barium-doped ferrite, improved coating technology with thin metal 
films, and the invention of voice coil actuator.  
 
Table 3 - 4: Six waves of architectural change from 1979 to 1998 
 
Disk Form Factor Year Manufacturer Model 
First 8-inch form factor disk drive 1979 By IBM  3310 
First 5.25-inch form factor disk drive 1980 By Seagate  ST-506 
First 3.5-inch form factor disk drive 1983 By Rodime  RO352 
First 2.5-inch form factor disk drive 1988 By Peripherals  CP3022 
First 1.8-inch form factor disk drive 1991 By Integral Peripherals  1820 




3.3.3.1 Dependent variables: subsystem improvement and architectural change 
My measures of the subsystem improvement and architectural change are 
based on previous studies on different types of innovations in hard disk drive industry 
(Christensen, 1993; 1997; Henderson and Clark, 1994; Ren, 2006). Products within 
the same architecture (disk size) but with improved storage capacity are treated as 
subsystem improvements. However, products with changed architectural features, i.e. 
smaller disk size, are defined as architectural changes. Disk/Trend Report provides 
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each manufacturer’s new product introduction information every year, as well as the 
storage capacity, disk size details of every product. I used dichotomous measures to 
capture whether or not a manufacturer successfully introduces a new product with 
improved subsystem or new architecture into the market every year. The variable 
subsystem improvement is coded as 1 for the year if the firm introduced a new disk 
drive with increased storage capacity within the existing architecture in that year, and 
0 otherwise. Architectural change is coded as 1 for the year if the firm introduced a 
new disk drive with new disk size in that year, and 0 otherwise. I then run separate 
regressions for each of these two dependent variables. Table 3-5 lists the names and 
definitions of all variables.  
 
Table 3 - 5: Names and definitions of variables 
 
Variable Operational definition 
Dependent Variables:  
Subsystem improvement 1 if the focal firm introduces a new disk drive with increased storage capacity within the existing 
architecture in year t; 0 otherwise. 
Architectural change 1 if the focal firm introduces a new disk drive with different disk size (form factor) in year t; 0 
otherwise. 
Independent Variables:  
Exploitative learning The average number of times each citation in year t-1 was repeatedly used in the past three years 
(t-4 to t-2).  
Explorative learning The proportion of new citations (which could not be found in year t-4 to t-2) made by the focal firm 
in its total citations in year t-1. 
Exploitation of specific knwdg The average number of times each citation (made to rigid disk drive “specific” technologies) in year 
t-1 was repeatedly used in the past three years (t-4 to t-2). 
Exploitation of generic knwdg The average number of times each citation (made to “generic” technologies) in year t-1 was 
repeatedly used in the past three years (t-4 to t-2). 
Exploration of specific knwdg The proportion of previously unused (in year t-4 to t-2) citations (made to rigid disk drive 
“specific” technologies) in the focal firm’s list citations to specific technologies. 
Exploration of generic knwdg The proportion of previously unused (in year t-4 to t-2) citations (made to generic technologies) in 
the focal firm’s list citations to generic technologies. 
Control variables:  
Total number of patents The log of the focal firm’s total count of patents filed in all fields between 1979 and 1998. 
Ratio of disk drive patents The ratio of focal firm’s rigid disk drive patents in total count of patents filed between 1979 and 
1998. 
Market share The focal firm’s average market share in rigid disk drive industry in the past three years. 
Product lines The focal firm’s number of existing product lines in rigid disk drive industry in the past three years. 
Self-citations The total number of citations made by the focal firm to its own patents in the past three years. 
US firm 1 if the firm is a US firm; 0 otherwise. 
Japanese firm 1 if the firm is a Japanese firm; 0 otherwise. 




3.3.3.2 Independent variables 
It is always challenging to assess a firm’s learning strategies over time. 
There is no public data on how and what a firm is doing in-house R&D, even if they 
are publicly available, it is very difficult to collect such data in a systematic and 
consistent way. In this study, I used firms’ patent and patent citation information to 
measure their learning approaches and learning loci. Since patenting has been used by 
hard disk drive manufacturers as an important strategy to protect their innovations, 
patent can used as a good proxy of firms’ innovation behaviors (Rosenberg and 
Trajtenberg, 2004; Ahuja and Katila, 2002; Rosenkopf & Nerkar, 2001; Stuart & 
Podolny, 1996). In addition, patent and patent citations contain detailed information of 
technology class, year, and geographic location of the patented invention as well as 
prior knowledge which the current invention is built on. Therefore, patent data 
provide a detailed and consistent chronology of firms’ learning approach and learning 
loci. Since firms can be very diversified in different product markets, I only measure 
firms’ learning in the rigid fixed disk drive area. In other words, learning approaches 
and loci are measured by citation data of patents filed in specific technologies of 
magnetic rigid fixed disk drive field, as defined in Table 3-2. All the dependent 




Two learning approaches are measured. The variable exploitative learning 
describes repeatedly using of the same knowledge elements. As discussed above, it is 
an exploitative learning that leads firms to deep understanding of that knowledge. To 
measure the degree of exploitative learning, I borrowed the concept of search depth 
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from Katila and Ahuja (2002). Thus, exploitative learning was measured as the 
average number of times a firm repeatedly used the citations to generate the patents of 
the specific rigid disk drive technologies. It was calculated as the number of times that, 























Explorative learning which corresponds to the notion of explorative 
learning describes using of new knowledge in the learning process. Therefore it was 
measured as the proportion of new citations in a firm’s total citations made in each 
year (Katila and Ahuja, 2002). Consistent with other measures, new citations are 
citations that could not be found in the previous three years’ list of patents and 




















Two learning loci were proposed in this study, specific technologies and 
generic technologies. Learning locus describes what kind of knowledge a firm 
searched or used to create new inventions. Recall that by considering both the 
learning approaches and learning loci, four learning strategies were proposed in the 





Exploitation of specific knowledge and exploration of generic knowledge 
describe exploitative learning in specific area and generic area, respectively. 
Exploitation of specific knowledge is a learning strategy that firms repeatedly use 
knowledge which is specific to the rigid disk drive industry. By doing this, firms 
strengthen their core competences. It is measured as the average number of times a 





















Exploitation of generic knowledge, differently, is repetitive use of 



















         
The other two learning strategies are characterized as explorative learning in 
specific and generic technological areas. Variable exploration of specific knowledge 
measures the proportion of previously unused specific knowledge in a firm’s focal 
year’s list of citations to specific technologies. However, exploitation of generic 
knowledge refers to the use of new generic knowledge. Therefore, it is the portion of 
previously unused generic knowledge in a firm’s focal year’s list of citations to 
































Two firms’ (Seagate and Toshiba) different learning patterns over time are 
shown in Figure 3-4. In both graphs, the x-axis represents the degree of exploitative 
learning while the y-axis is the degree of explorative learning. The red dots represent 
generic technologies, and blue triangles represent specific technologies. The firm’s 
position in each year is plotted. The mean of degree of exploitative learning and 
explorative learning by all sampled firms are shown as dotted lines in the graph, blue 
color for specific technologies and red color for generic technologies.  
 
It shows that Seagate and Toshiba have different learning patterns over time. 
While both firms tend to explore more new generic technologies, and at the same time 
reuse more existing specific technologies, Toshiba consistently shows higher degree 
of exploitative learning in both specific technologies and generic technologies than 
Seagate. The two graphs also show that both firms strategically adjust their learning 
approaches and loci over time, with some years showing one type of learning 
significantly dominant (e.g. extremely reusing existing specific technologies while 









Figure 3 - 4: Seagate and Toshiba’s learning strategy 1979-1998 
 
 
         
 
 
3.3.3.3 Control variables 
I used a firm’s total number of patents filed between 1979 and 1998 as a 
proxy for a firm’s innovation scale. These data can also describe the amount of efforts 
and resources the firm has put into R&D in various fields, and the innovation 
capability built upon these efforts. Besides the overall innovation capability, whether a 
firm is specialized in rigid disk drive industry may also affect its learning strategy and 
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reaction to the technological and market changes in disk drive industry. Therefore, I 
used variable ratio of disk drive patents as a proxy for the degree of a firm’s 
specialization in rigid disk drive industry. This variable is calculated as the ratio of a 
firm’s total number of rigid disk drive patents filed between 1979 and 1998 in a firm’s 
total number of patents filed in the same period. 
 
Prior work suggests that firm’s market performance may affect innovation in 
two ways. On one hand, previous innovations in a product may encourage exploration 
for new innovations (Levinthal & March, 1981). On the other hand, successes in old 
product markets may lead firms to learning myopia (Levitt and March, 1988) or fear 
of cannibalization of existing market, thus impede firms’ introduction of new product. 
I therefore included two variables to measure a firm’s prior market performance. 
Market share is the firm’s average market share in the past three years. Product lines 
is the total number of existing disk drives (e.g. 14-inch disk drive with 60MB capacity 
and 14-inch disk drive with 100MB capacity are two different product lines) 
manufactured by each firm in the past three years.  
 
A firm’s degree of inward looking during knowledge search has been found 
to have negative impact on its subsequent innovations (He, Wong and Lim, 2006). 
Organizational boundary has been proved to constrain firms’ learning and hence 
previous studies suggest cross organizational boundary knowledge search (Rosenkopf 
and Nerkar, 2001). To measure the degree of inward looking in a firm’s learning 
process, I included the variable self-citations. It is calculated as the total number of 
citations made by a firm to its own patents in the past three years.  
 
 108
Among the 72 firms in my sample, the majority are US and Japanese firms. 
Because national specific characteristics such local market demand, competition, 
R&D infrastructure and culture may also affect the innovation behavior (Nelson, 1993; 
Porter, 1990), I controlled for such effects by including dummy variables for 
nationality. US firm and Japanese firm were the categories, with “other country 
firms” as the omitted category.  
 
To control the general economic environment and fluctuation of market over 
time, which affect firm’s intention to introduce new products, I used year dummies 
(1980-1998). “Year 1979” was the omitted category.  
 
3.3.4 Statistical method and analysis 
The data are organized as a panel data indexed by year (1979 to 1998) and 
firm. Since the dependent variables of this study are binary (whether introduced a new 
product or not) with values of 0 and 1, I used panel logistic regression models to test 
my hypotheses. To control for firm heterogeneity, I followed previous scholars to use 
the generalized estimating equations (GEE) approach for modeling panel data (Liang 
and Zeger, 1986; Ahuja and Lampert, 2001; Ahuja and Katila, 2002). The GEE 
approach is about to account for autocorrelation among observations that repeatedly 
measure the same firms over time by estimating the correlation structure of the error 
terms. I also included a one-period-lagged dependent variable as an additional control 
for firm heterogeneity (Heckman & Borjas, 1980). Additionally, I also include year 
dummies to capture any overall changes in product innovation due to technological 
standardization, environmental changes or market fluctuation.  
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Table 3A-1 (see Appendix 3-A) shows the descriptive statistics and 
correlations for all variables. The low, nonsignificant correlation (0.007) between 
exploitative learning and explorative learning suggests that these two variables 
represent two distinct learning approaches. However, learning on different locus by 
using the same learning approach has significant positive correlations (0.786 for the 
two learning loci by exploitative learning, and 0.454 for the two learning loci by 
explorative learning), suggesting the difficulty for firms to switch learning approach 
within short period, even when the locus of learning is different. The descriptive 
statistics on the control variables indicate that the sampled firms differ widely in 
innovation scope, specialization in rigid disk drive industry, market share and 
manufacturing scope. Overall, the correlation matrix suggests that the collinearity 
among the main variables is low. 
 
3.4 Results 
3.4.1 Hypothesis tests 
Table 3-6 summarizes the GEE logistic regression analysis for the 
introduction of subsystem improved products. Numbers in parentheses represent 
standard errors. Interpretation of the logistic regression coefficients follows the 
normal pattern: positive, significant values indicate that one unit increase in that 
variable (or a movement from 0 to 1 for binary variables) increases the odds that a 
new product (either with subsystem improvements or architectural changes) will be 
introduced, ceteris paribus. Negative values indicate the reverse. The coefficient B 
represents the natural logs of the odds ratio Be . Since the correlation between 
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exploitation of specific knowledge and exploitation of generic knowledge (0.454) and 
coefficient between exploration of specific knowledge and exploration of generic 
knowledge (0.786) are high, a danger of multicollinearity arises. In general, the 
multicollinearity will cause (1) inflated standard errors for the affected variables and 
therefore even true effects show up as non- significant, or (2) extreme sensitivity of 
results such that minor changes in model specification or sample size influence the 
results substantially (Greene, 1997). However, in the reported results, none of these 
symptoms was observed. In fact, the results are robust and stable across all models 
and in my robustness checks.  
 
Model 1 in Table 3-6 presents the results for the control variables. Model 2, 
3 and 4 add the variables of learning approaches. Hypothesis 1 predicted that 
“exploitative learning” is a more effective approach for subsystem improvements. 
Consistent with the prediction of Hypothesis 1, exploitative learning variable has 
positive, significant coefficients in both Model 2 and Model 4 (comparing with the 
significant, negative coefficients form explorative learning), indicating that firms 
reusing existing knowledge in learning process have a significantly higher likelihood 
to succeed in subsystem innovations. Model 5 and Model 6 test the joint effect of 
learning approaches and learning loci on subsystem improvements. In Model 5, 
exploitative learning in specific technologies was compared with exploitative learning 
in generic technologies. In Model 6, four learning strategies were examined in the 
same model. Exploitative learning in specific technologies (Exploitation of specific 
knowledge) consistently show significant, positive effect on subsystem improvements. 
However, the other three learning strategies do not show significant effect. Wald tests  
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Table 3 - 6: Learning impact on subsystem improvements 
 
Variable Model1 Model 2 Model 3 Model 4 Model 5 Model 6 
Exploitative learning  1.2262** (0.4028)  
1.2890*** 
(0.4116)   
Explorative learning   -1.2032 (0.8078) 
-1.2254 
(0.8098)   
Exploitation of specific 





Exploitation of generic 





Exploration of specific 
knowledge      
-0.7166 
(0.4387) 
Exploration of generic 
knowledge      
-0.5828 
(0.4399) 













































































Year dummies Yes Yes Yes Yes Yes Yes 











       
Model chi-square 153.15*** 163.02*** 146.73*** 155.14*** 159.47*** 154.97*** 
N 667 667 667 667 667 667 
 
 
demonstrate that the coefficient of exploitation of specific knowledge is significantly 
higher than those of exploitation of generic knowledge (p<0.10), exploration of 
specific knowledge (p<0.05) and exploration of generic knowledge (p<0.05) This is 
consistent with what I have hypothesized (Hypothesis 2-1) that exploitative learning 
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of specific technologies has the highest impact on subsystem improvements than other 
learning strategies. At the same time, the coefficient of exploration of generic 
knowledge is significantly lower than that of exploitation of generic knowledge 
(p<0.10), but not significantly different from exploration of specific knowledge, 
partially supporting Hypothesis 2-2. 
 
In control variables, firms’ total number of patents and product lines has 
significant, positive effects on firms’ innovation in subsystems. This is consistent with 
what I have expected that a firm’s overall innovation capability and previous 
performance in the same product market provide the firm with advanced knowledge, 
well established routines as well as abundant resources to conduct subsystem 
innovations, both incremental and radical. 
 
Table 3-7 summarizes the relevant coefficients for introduction of new 
architectural products. I hypothesized that architectural innovations require different 
types of learning from subsystem innovations. In contrast to subsystem improvements, 
architectural innovations depend more on learning new knowledge, especially new 
knowledge that outside the industry specific technologies. Model 8, 9 and 10 add two 
learning approach variables to the baseline model 7. The coefficients of explorative 
learning are consistent across models, showing that explorative learning significantly 
increases a firm’s likelihood to introduce new architectural products. In contrast, 
exploitative learning doesn’t show significant impact on firm’s architecture 
innovations. Thus Hypothesis 3 is supported. Once again, in Model 11 and 12, I test 




Table 3 - 7: Learning impact on architectural changes 
 
Variable Model7 Model 8 Model 9 Model 10 Model 11 Model 12 
Exploitative learning  0.4812 (0.5369)  
0.4123 
(0.5261)   
Explorative learning   0.8914* (0.3703) 
0.8900* 
(0.3721)   
Exploitation of specific 
knowledge      
-0.2559 
(0.3529) 
Exploitation of generic 
knowledge      
0.5169 
(0.7503) 
Exploration of specific 





Exploration of generic 


















































































Year dummies Yes Yes Yes Yes Yes Yes 











       
Model chi-square 44.26*** 43.60*** 52.03*** 51.42*** 47.66*** 46.07*** 
N 667 667 667 667 667 667 
 
 
variable exploration of generic knowledge imply that firms keep exploring new 
generic knowledge are about 2.7-2.8 times ( 0171.1e and 0492.1e , respectively)more likely 
to introduce new architectural products than those which do not span the specific 
technology boundary. Wald tests also demonstrate that the coefficient of exploration 
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of generic knowledge is significantly higher than those of exploration of specific 
knowledge and exploitation of specific knowledge (p<0.01), as well as that of 
exploitation of generic knowledge (p<0.10). Therefore, Hypothesis 4-1 is supported. 
However, Wald tests fail to show significant differences among the other three 
learning strategies. Hypothesis 4-2 is not supported.  
 
In control variables, although a firm’s previous product lines have positive 
effect on subsystem improvements, it becomes an impediment for architectural 
innovations. This is also consistent with the theory that previous success may develop 
“competence traps” (Levitt and March, 1988) when there’s requirement for 
architectural changes. While a firm’s total number of patents has positive effect on 
subsystem improvement, this innovation scale does not show significant effects on 
architectural innovations. In addition, the negative, significant coefficients of 
self-citations imply that two much inward-looking also impede a firm’s architectural 
innovations. 
 
3.4.2 Robustness checks and additional tests 
Although the results presented above generally support my hypotheses, I 
conducted a further set of tests, primarily as a check on the robustness of the main 
results. These are presented in Table 3-8 and Table 3-9. First, I tested the sensitivity of 
the regression models by including an additional measure of the industry level effects. 
Adding a variable for the industry growth rate, measured as yearly industry revenue 
growth rate, did not change the results.  
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Second, I used a cohort approach, testing the hypotheses on a subgroup of 
firms with at least 10 years’ of operation in this industry (Model 17, 18, 23 and 24). 
The subgroup contains 30 firms. By choosing firms with longer time in the rigid disk 
drive industry, I was able to eliminate to a large extent the problem that young firms 
exit before the waves of technological and architectural changes came. The cohort 
analysis produced consistent results with previous tests; the only exception is in 
Model 17. The coefficient for exploitative learning is positive but no longer 
significant. A possible reason being the combined effects of a drop in sample size and 
the inherent noisiness of patent data (Griliches, 1984). However, none of the earlier 
results was directly contradicted.  
 
Third, I tested the robustness of the results against unobserved heterogeneity. 
The existing theories suggest that firms differ in their learning behaviors (Argote, 
1999). I used two different approaches to control for such unobserved heterogeneity. 
First, I followed previous studies (Heckman & Borjas, 1980) to include a one period 
lagged dependent variable as an additional independent variable. Second, I added a set 
of dummy variables to capture each firm’s disk form factor (i.e. does this firm enter 
the market with 14 inch disk, or 8 inch disk or other form factors) when it entered the 
rigid disk drive industry. This set of dummy variables was used as a proxy of each 
firm’s pre-sample condition and served as a fixed effect for the firms in the panel. The 
results are generally robust, although the coefficients for exploration of generic 
knowledge lost significance in Model 21 and 22. The most likely interpretation of this 
result is that the pre-sample dummies are picking up systematic differences across 
firms in their likelihood of introducing new architectural products when they entered 
the rigid disk industry at different times. Finally, I used a generalized estimating  
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Table 3 - 8: Robustness checks (learning impact on subsystem improvements) 
 
Variable Model13 Model 14 Model 15 Model 16 Model 17 10 years 
Model 18 
10 years 
Exploitative learning 1.2538** (0.4203) 
1.2589*** 
(0.3214)   
0.8621 
(0.5705)  
Explorative learning -1.3192 (0.8198) 
-1.3488 
(0.8411)   
-1.4002 
(0.8997)  
Exploitation of specific 







Exploitation of generic 







Exploration of specific 
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Presample disk form factor  Yes  Yes   











       
Model chi-square 150.95*** 156.94*** 151.47*** 160.24*** 110.11*** 117.64*** 





Table 3 - 9: Robustness check (learning impact on architectural changes) 
 
Variable Model19 Model 20 Model 21 Model 22 Model 23 10 years 
Model 24 
10 years 
Exploitative learning -0.4619 (0.5186) 
-0.3681 
(0.5128)   
-0.7119 
(0.6873)  
Explorative learning 0.8876* (0.3502) 
0.7950* 
(0.3386)   
0.7976* 
(0.4487)  
Exploitation of specific 







Exploitation of generic 







Exploration of specific 







Exploration of generic 
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Presample disk form factor  Yes  Yes   











       
Model chi-square 82.37*** 91.84*** 74.36*** 86.52*** 44.80*** 42.50*** 




equations (GEE) method across all models which as been suggested by previous 
studies as an effective method to account for any remaining serial correlations (Liang 
and Zeger, 1986; Ahuja and Lampert, 2001; Katila and Ahuja, 2002). 
 
3.5 Discussion 
In this study, I investigated how combinations of learning approaches and 
learning loci meet firms’ different product innovation requirements. I tested the 
impact of four learning strategies which are the combination of learning approach and 
learning locus in the context of product innovation. I have described the mechanisms 
underlying different learning approaches and learning loci in detail and distinguished 
their effects on different innovation requirements. My results highlighted the 
distinction of subsystem improvements and architectural innovation (Henderson and 
Clark, 1990) and showed that firms need strategically change learning approaches to 
search solutions from different knowledge loci when they recognize different 
innovation requirements. I developed a typology of learning strategies by considering 
both learning approaches and learning loci. The four types of learning are not 
exclusive to each other; however, some learning strategies are more effective than 
others when specific innovation requirements arise. 
 
Consistent with the organizational learning theory, my results reveal that 
when the innovation requirements arise within the firms’ existing technology 
capabilities, such as subsystem improvements, exploitation of specific knowledge 
which aims to deepen the firm’s existing technological competence generates greatest 
impact (Abernathy and Clark, 1985). However, when the innovation requirements 
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arise from outside such as emerging niche markets or new customer needs, learning 
strategy which can quick enlarge the firm’s knowledge base and broaden its 
understanding of potential markets generates the greatest impact. It also to some 
extent explains why some firms successful in one architectural market fail to 
introduce new architectural products. Due to the path dependence in learning, firms 
successful in one product market are stuck to their existing structure and routine 
which enable them to learn quickly and effectively about new component technology, 
but completely ineffective in learning about changes in product architecture. 
 
Another interesting finding is that industry revenue growth rate has 
significant, positive effect on firms’ likelihood of introducing new products within the 
same architectural market, but has opposite effect on firms’ introduction of products 
with new architecture features. This to some extent indicates the dangerous nature of 
architectural innovation and explains why some established firms fail to detect the 
subtle but fatal threat. When the industry revenue grows fast, firms tend to focus on 
how to escalate their existing manufacturing scale, increase market share and improve 
their existing products to meet the current customers’ needs. Therefore overlook the 
emerging threats from architectural innovations, as pointed out by previous scholars 
(Christensen, 1993; 1997).       
 
3.6  Conclusions 
This study make both theoretical and empirical contributes to the 
organizational learning and strategic management literature. First, no prior literature 
has recognized the distinction between learning approach and learning locus. The 
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introduction of the concept of learning locus as a separate and independent conceptual 
dimension enriches the existing exploration vs. exploitation construct by enhancing its 
predictive power in different contingent contexts. Second, this research provides new 
insights on what learning strategies are better for what types of product innovation 
through differentiating different types of new product introduction. Few other authors 
have examined the performance implications of learning in differentiated product 
innovation contexts in this way. The extant literature generated mixed predictions of 
the performance effects of exploration and exploitation. My findings suggest that 
these mixed predictions are most likely due to the different learning requirements 
arising from distinct product innovations. Third, the results show that exploitation and 
exploration can simultaneous occur at different learning loci. This finding supports the 
proposition that learning can be studied at sub-domain levels within firm boundaries. 
While entire system-level studies suggest that exploration and exploitation can not be 
achieved simultaneously (March 1991), my observations at the sub-domain level 
demonstrate that ambidexterity (Tushman and O’Reilly, 1996; He and Wong, 2004) is 
entirely feasible and (in some situations) desirable. Finally, this study also provides 
empirical evidence for Henderson and Clark’s (1990) argument that effective learning 
strategies adopted for new component and subsystem improvements may not be as 
effective when applied to architectural innovations. Even worse, I demonstrated that 
sticking to one learning strategy that works well in component innovation may in fact 
prevent firms from learning quickly and effectively about new product architectures.  
  
A greater understanding of the learning loci and approaches that are best 
applied in different technological areas holds great promise for R&D managers. This 
study’s findings highlight the fact that the most fruitful learning strategies lie in the 
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understanding of different innovation requirements and in the balance of exploration 
and exploitation. Such a reminder of the importance of balance is especially relevant 
when one learning strategy is dominantly effective in one situation but becomes much 
less useful when the situation changes. This study also suggests a feasible solution to 
the problem of strategy matching by differentiating the learning loci within firm 
boundaries. Managers therefore can manage the balance by arranging different 
divisions, units or individuals to adopt different approaches based on their learning 
loci. In this way, an important level of balance can be achieved at the firm level.  
 
Given the dramatic improvements of components and the multiple waves of 
architectural changes the industry has experienced, the rigid disk drive industry 
provides a suitable empirical setting for the study as learning is indeed crucial to the 
innovativeness and competitiveness of its firms. While the findings in this industry are 
likely to generalize to other multi-system, high-technology industries (e.g.   
telecommunication, computers and electronics), future research is necessary to 
illustrate how the framework developed in this study applies to other industries. 
 
One limitation of this study is that I used only patents granted by the US 
patent office. Although the US is a dominant market in which almost all disk drive 
manufacturers file their important inventions, future studies would do well to consider 
patents granted in other countries (e.g. EPO) to get a more comprehensive picture of 
firms’ global learning strategies. Further, not all firms’ learning is represented by 
patent citations and many other forms of learning may occur that do not directly result 
in a patent.  Given the limitations of using patent data to track knowledge search, it 
would be beneficial to initiate more painstaking fieldwork in order to increase our 
 122
understanding of firms’ learning. .  
 
Finally, this study only examined effects of learning in the context of 
subsystem improvements and architectural innovations. Given the complexity of 
product innovations, subsequent studies should examine learning effects under other 
innovation requirements. The field would benefit greatly from further studies of the 
links between various learning strategies, innovation requirements and performance.  
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Appendix 3-A: Descriptive Statistics and Correlations for Variables in Chapter 3 
 
Appendix 3A-1: Descriptive Statistics and Correlations 
 
Variable Min. Max. Mean S.D. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1.  Subsystem improvement 0 1 0.42 0.50 1               
2.  Architectural change 0 1 0.16 0.36 .137 1              
3.  Exploitative learning 0 1.48 0.20 0.22 .119 -.040 1             
4.  Explorative learning 0 0.97 0.56 0.33 -.036 .125 .007 1            
5.  Exploitation of specific knowledge 0 1.77 0.33 0.35 .132 -.033 .888 .014 1           
6.  Exploitation of generic knowledge 0 1.72 0.10 0.15 .053 .002 .654 -.034 .454 1          
7.  Exploration of specific knowledge 0 0.9 0.48 0.35 -.037 .089 .026 .935 .008 -.027 1         
8.  Exploration of generic knowledge 0 1 0.68 0.35 -.041 .128 .015 .909 -.002 -.040 .786 1        
9.  Total number of patents 0.7 4.44 2.6 1.17 .224 .092 .011 .241 -.034 -.095 .264 .249 1       
10. Ratio of disk drive patents 0.02 1 0.49 0.27 -.094 -.077 -.005 -.212 .023 -.037 -.192 -.269 -.455 1      
11. Market share 0.01 46.8 2.82 6.66 .237 .083 .026 .146 -.005 -.105 .158 .138 .551 -.118 1     
12. Product lines 0 24 4.11 4.44 .515 .175 -.024 .162 .003 -.050 .158 .140 .479 -.192 .506 1    
13. Self-citations 0 5,706 95.56 418.90 .103 -.034 -.003 .094 -.028 -.071 .105 .095 .439 -.117 .380 .240 1   
14. US firms 0 1 0.59 0.49 -.042 -.024 -.024 -.151 .056 -.063 -.149 -.155 -.329 .376 .179 -.092 -.029 1  
15. Japanese firms 0 1 0.33 0.47 .087 .024 .011 .137 -.044 .097 .148 .129 .331 -.349 -.124 .187 .064 -.834 1 
 
N = 667 Observations 
All correlations with magnitude > |0.07| are significant at the 0.05evel.  






Chapter 4: Integration of the Two Essays and Contributions to the 
Literature 
In this chapter, I develop an integrated framework for organizational 
learning and knowledge management. Given the size and diversity of the literature, I 
only draw on the literature reviewed in the previous chapters and other representative 
work in the field to exemplify the framework. I will then position my two essays 
along the three dimensions in the framework and therefore discuss the contributions 
of this integrated thesis to the field of organizational learning and knowledge 
management. 
 
4.1 An integrated framework and the position of my thesis in this framework 
As reviewed in Chapter 1, the field of organizational learning and 
knowledge management is highly differentiated and is characterized by a wide array 
of theoretical perspectives. Despite the diversity of research in this field, the literature 
can be organized based on their relative position along three critical dimensions: 
Learning process (knowledge acquisition, knowledge interpretation, knowledge 
creation and knowledge distribution), properties of the learning context (properties of 
knowledge, properties of knowledge, and properties of the relationships between 
units), and learning outcome (knowledge base, production innovation, financial 





Figure 4 - 1: Integrative framework for organizing literature of organizational 












The learning processes are represented on the horizontal axis of Figure 4-1. 
Knowledge acquisition refers to the process organizations identify, assess and absorb 
the new knowledge no matter it is generated internally or externally. Knowledge 
interpretation occurs after knowledge is acquired. It is the process where newly 
acquired knowledge is decoded and learned by members in the organization. 
Knowledge creation involves combining existing and newly acquired knowledge to 
generate new knowledge. Knowledge distribution is characterized as the transfer or 
spillover of knowledge within or across organizational boundaries. These four 
processes are linked with each other. For example, for an organization to create 
knowledge, the knowledge must be acquired and interpreted. In turn, the distribution 
































In spite of the multitude of disciplinary perspectives in this field, the 
theoretical explanations can be organized according to three properties of the context 
within which organizational learning occurs: Properties of units (e.g. the learning unit 
can be an individual, a firm, or a division), properties of the relationships between 
units (e.g. social network of scientists, strategic alliances between two firms), and 
properties of the knowledge itself (e.g. tacit knowledge). The context dimension is 
displayed along the vertical axis of Figure 4-1. Figure 4-1 highlights the fact that 
different theories of knowledge management give causal priority to different 
contextual properties. For example, the concept of absorptive capacity (Cohen and 
Levinthal, 1990) emphasizes the properties of the learning units, while Nonka’s (1991) 
research recognizes the importance of properties of the knowledge. Sociological 
perspectives emphasize the properties of relationships between units, such as the 
network structure in which the units are embedded (Saxenian, 1990). 
 
The third dimension is learning outcome including the organization’s 
knowledge base, product innovation, financial performance and survival rate. These 
outcomes are frequently used to measure whether the learning process is successful or 
not. They also reflect the various purposes of learning of different organizations. 
 
The Framework in Figure 4-1 can be used to characterize research in the 
organizational learning and knowledge management literature. For example, Nerkar 
and Paruchuri’s (2005) study investigates how inventor’s intrafirm network position 
influences its knowledge being cited by other inventors in the same firm. The learning 
context for this study is the properties of the relationships between units, while the 
dependent variable falls on the knowledge acquisition cell along the horizontal axis. 
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Katila and Ahuja’s (2002) study can be positioned on the cross of knowledge 
acquisition and production as it examines the relationship between knowledge search 
and firm’s introduction of new product. Although most of the studies can be 
positioned in this framework along these three dimensions, there are many studies that 
analyze more than one learning outcome, more than one learning processes, or use 
more than one contextual variables. For instance, Nonaka and Takeuchi (1995) 
illustrate a spiral process of knowledge management in Japanese firms in the context 
of tacit knowledge. This spiral process covers all the four learning processes on the 
horizontal axis.  
 
The two essays of this thesis can also be positioned in this integrative 
framework. My first essay examines firm’s knowledge search from external 
knowledge sources. The context of study covers both the properties of the units and 
the properties of the relationship between units, as this study looks at how knowledge 
generators characteristics and other knowledge searching firms’ selection influence 
the focal firm’s knowledge search. Therefore by using this framework, my first essay 
can be positioned along the learning process dimension and learning context 
dimension. My second essay investigates firm’s learning strategy (in terms of learning 
approach and learning locus) and its new product introduction. The main focus of this 
essay is the relationship between a firm’s learning process and its learning outcome, 
specifically, it’s product innovation. Therefore, the second essay falls into the cross of 
knowledge acquisition and product innovation on the horizontal axis and third axis, 
respectively.  
 
Positioning the two essays into this integrative framework shows that 
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although these two essays shed light on different insights, they are interrelated with 
each other in examining the different aspects of firms’ knowledge search process and 
learning outcomes. Overall, these two essays make contributions to the field of 
organizational learning and knowledge management and advance our knowledge 
along different dimensions of this area. The contributions of this thesis are therefore 
discussed in the following section.  
 
4.2 Contributions to the Literature 
This research generates a number of interesting findings that add to our 
understanding of several important aspects of firms’ learning strategies and their quest 
for product innovation. The first essay (Chapter 2) focuses on how a firm’s ability to 
learn from external sources of knowledge is shaped by heuristic rules related to 
knowledge quality and geographic context. The second essay (Chapter 3) examines 
the relationship between the firms’ learning approach, locus and product innovation.  
 
This thesis contributes to organizational learning and knowledge 
management literature in several ways. First, the conceptualization of two types of 
heuristic rules that guide firms’ knowledge search improves our understanding of the 
knowledge search process. The findings provide new insights into the existing 
organizational learning literature. It demonstrates that the knowledge search process is 
influenced not just by the technological characteristics, but also by heuristic rules 
formed on the basis of the perception of originating firms’ performance and the third 
party’s evaluation of that knowledge. Moreover, geographic proximity plays an 
important role in shaping a firm’s ability to recognize and interpret these heuristics. 
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Few studies have done the conceptualization of different types of heuristic rules in 
knowledge search and suggested the distinct underlying theoretical rationales. 
Particularly, no study has examined the effects of heuristics in the geographic context. 
This contribution is important since we know relatively more about knowledge 
transfer through various mechanisms (e.g. collaborative networks, mobility of 
engineers) than we know about identification and evaluation of external knowledge, 
which must be completed before transferring knowledge. In addition, we have known 
well about the significant role played by geographic boundary in knowledge transfer, 
but know almost nothing about how geographic distance may alter firms’ dependence 
on heuristics to evaluate external knowledge.  
 
Second, my results show that simultaneous distinction of learning approach 
and learning locus is worthwhile. The introduction of the concept of learning locus as 
a separate and independent conceptual dimension complements the existing 
exploration exploitation construct, and enriches the exploration vs. exploitation 
construct by enhancing its predictive power in different contingent contexts. It also 
provides new insights on what learning strategies are better for what types of product 
innovation.  
 
Third, adding the learning locus concept to the existing exploration vs. 
exploitation construct and demonstrating firms’ simultaneous exploration and 
exploitation at different learning loci also provide empirical support to the proposition 
that exploration and exploitation can be achieved simultaneously at different 
sub-domains within a firm’s boundary. This suggests that ambidexterity (Tushman and 
O’Reilly, 1996; He and Wong, 2004) is entirely feasible and in fact, desirable for a 
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firm’s product innovation. 
 
This thesis also makes methodological contributions. Chapter 2 presents the 
use of a repeated hazard rate analysis for measuring the possibility that a patent may 
be cited multiple times by subsequent patents. While survival analysis has been 
widely used in management research (for example, in the survival of firms), most 
studies have applied survival analysis only to single-failure data. This thesis is among 
the few studies (e.g., Nerkar and Paruchuri, 2005; Podolny and Stuart, 1995) that 
apply survival analysis to multi-failure data. A detailed description of this method and 
how each analysis is constructed is provided in Chapter 2. The semiparametric Cox 
model provides a formal model with which to test multi-failure data including patent 
citations and data pertaining to other repetitive events. 
 
Besides providing new insights on organizational learning and innovation, 
this study raises new questions and provides cues for future studies in the 
organizational learning and innovation areas. Does the heuristics effect vary across 
industries? Do firms in more science-based industries follow the same kind of 
heuristic rules? How can the heuristics effect explain the accelerated international 
knowledge diffusion process? How do firms manage to change their learning 
strategies when facing different product innovation requirements? It is hoped that 
these questions and similar others will lead to interesting research in the future that 
will advance our understanding of the learning and innovation that occurs in high 
technology firms.  
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