Many algorithms have been proposed in prior literature to guarantee resilient multi-agent consensus in the presence of adversarial attacks or faults. The majority of prior work present excellent results that focus on discrete-time or discretized continuous-time systems. Fewer authors have explored applying similar resilient techniques to continuoustime systems without discretization. These prior works typically consider asymptotic convergence and make assumptions such as continuity of adversarial signals, the existence of a dwell time between switching instances for the system dynamics, or the existence of trusted agents that are do not misbehave. In this paper, we expand the study of resilient continuoustime systems by removing many of these assumptions and providing conditions for normally-behaving agents with nonlinear dynamics to achieve consensus in finite time despite the presence of adversarial agents. The use of discontinuous systems theory allows us to demonstrate these results despite possible discontinuities in the adversarial signals. The efficacy of the presented conditions is demonstrated through simulations.
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Abstract-Many algorithms have been proposed in prior literature to guarantee resilient multi-agent consensus in the presence of adversarial attacks or faults. The majority of prior work present excellent results that focus on discrete-time or discretized continuous-time systems. Fewer authors have explored applying similar resilient techniques to continuoustime systems without discretization. These prior works typically consider asymptotic convergence and make assumptions such as continuity of adversarial signals, the existence of a dwell time between switching instances for the system dynamics, or the existence of trusted agents that are do not misbehave. In this paper, we expand the study of resilient continuoustime systems by removing many of these assumptions and providing conditions for normally-behaving agents with nonlinear dynamics to achieve consensus in finite time despite the presence of adversarial agents. The use of discontinuous systems theory allows us to demonstrate these results despite possible discontinuities in the adversarial signals. The efficacy of the presented conditions is demonstrated through simulations.
I. INTRODUCTION
Recent years have seen increased interest in multi-agent control systems that can accomplish desired control objectives despite the presence of adversarial or faulty agents. In particular, the resilient consensus problem has been the focus of much attention. Many approaches for discretetime systems based on the family of Mean-Subsequence-Reduced (MSR) algorithms have been developed to ensure that normally-behaving agents in a multi-agent system can achieve consensus despite a bounded number of arbitrarily misbehaving agents [1] - [7] . MSR algorithms typically operate by having agents update their states with a trimmed mean of the local values received from their in-neighbors. Additional conditions on the network structure and the scope of the adversarial threat guarantee consensus of the normally-behaving agents. The majority of papers using MSR-based algorithms consider either discrete-time systems or discretized continuous systems.
Less attention has been devoted to studying counterparts of these MSR algorithms designed for continuous-time systems that are not discretized [8] - [12] . One of the difficulties in studying resilient consensus in the continuous-time domain with arbitrarily misbehaving adversaries is the issue of existence and uniqueness of system solutions that describe normal agents' state trajectories. Discontinuous adversarial signals can result in normal agents' dynamics becoming discontinuous, which prevents the use of existence and uniqueness results involving Lipschitz continuity. In the seminal work [8] the Adversarial Robust Consensus Protocol (ARC-P) was presented, where continuous-time singleintegrator agents apply a trimmed-mean approach to achieve resilient consensus. These results were extended in [9] to more general LTI agents achieving state synchronization. A limiting assumption made in [8] , [9] is that all signals sent from adversarial agents to normal agents are continuous in time. The authors of [8] give reasonable justifications for this assumption, but their results have not yet been extended to more general adversarial signals that may exhibit discontinuities. A few prior works have made the assumption of minimum dwell time between instances where the system dynamics change due to filtering [11] , [12] . Nevertheless for many prior control algorithms it is possible to construct adversarial signals that cause infinite switching of system dynamics in a finite amount of time (which is demonstrated in Section II-B of this paper). The works [10] - [12] do not discuss the possibility of discontinuous adversarial signals or the existence and uniqueness of system solutions.
Finite-time consensus is also a current topic of interest in the literature [13] - [16] . Much of the prior literature on finite-time consensus assumes all agents apply the nominally specified controllers. There is relatively little work that treats finite-time consensus in the presence of adversarial agents. Some examples include the excellent results in [17] , [18] . However, in [17] it is assumed that only the initial conditions of certain agents are faulty, with all agents applying the nominally specified control protocol. In contrast, Byzantine adversaries may apply an arbitrary control protocol at any instant subsequent to the initial time. In addition, [18] considers only undirected graphs and assumes that there exists a safe set of trusted agents that never misbehave. It further assumes that all misbehaving agents are only connected to trusted agents.
This work approaches the problem of resilient continuoustime consensus from a discontinuous systems perspective [19] and relaxes many of the assumptions of prior literature. We present a novel nonlinear resilient control algorithm and conditions under which normally-behaving agents achieve consensus in finite time despite the presence of misbehaving adversarial agents. The contributions of this paper can be summarized as follows:
• We introduce a novel controller that guarantees finitetime consensus for a class of nonlinear systems in the presence of adversarial attacks and faults. • We demonstrate using discontinuous systems theory that our analysis holds even for discontinuous adversarial signals with no minimum dwell time between disconti-nuities. • We demonstrate that our analysis holds for the general F -local adversarial model on digraphs, which does not assume the presence of any trusted agents.
This paper is organized as follows: Section II introduces the notation and problem formulation, Section III presents our main results, Section IV gives simulations demonstrating our method, and Section V gives a brief conclusion and directions for future work.
II. NOTATION AND PROBLEM FORMULATION
The sets of real numbers and integers are denoted R and Z, respectively. The sets of nonnegative real numbers and integers are denoted R + and Z + , respectively. The cardinality of a set S is denoted as |S|, and the empty set is denoted ∅. The power set is denoted as P(S). The convex hull of a set S is denoted co{S}, and the convex closure of a set S is denoted co{S}. The notation B(x, ǫ) denotes the open ball of radius ǫ > 0 at x ∈ R d . The notations 1 and 0 denote the vector of all ones and the vector of all zeros, respectively, where the size of the vectors will be implied by the context. The ith column of the identity matrix I is denoted e i , with I = [ e 1 e 2 ... e n ]. The gradient of a continuously differentiable function f : R d → R is denoted ∇f . The Clarke generalized gradient of a function is denoted ∂f , and will be defined in Section II-C. A directed graph (digraph) is denoted as D = (V, E), where V = {1, . . . , n} is the set of indexed vertices and E is the edge set. A directed edge is denoted (i, j), with i, j ∈ V, meaning that agent j can receive information from agent i. The set of in-neighbors for an agent j is denoted V j = {i ∈ V : (i, j) ∈ E}. The set of inclusive in-neighbors is defined as J i = V i ∪ {i}. The set of out-neighbors for an agent j is denoted V out j = {i ∈ V : (j, i) ∈ E}. The sign function (sign : R → R) is defined as follows:
The notions of r-reachability and r-robustness will be used in this paper to quantify the graph theoretic conditions guaranteeding resilient consensus.
is r-robust if for every pair of nonempty, disjoint subsets of V, at least one of the subsets is r-reachable.
A. Problem Formulation
Consider a network of n agents with n ≥ 2 whose communication structure is modeled by the digraph D = (V, E). Without loss of generality we assume an initial time of t 0 = 0. Each agent i has a scalar state x i : R → R and continuous-time first-order dynamicṡ
where the form of u i (t) will be given in Algorithm 1. At all times t ≥ 0 each agent i is able to send a signal to its outneighbors containing a function of its state g(x i (t)), where g : R → R is a strictly increasing function with domain equal to R. The function g(·) is the same for all agents and is not required to be continuous. Definition 3. The notation g(x i j (t)), x i j : R → R, denotes the signal received by agent i from agent j at time t.
A normally-behaving agent is defined as an agent i that sends the function of its true state value g(x i (t)) to all of its out-neighbors and updates its state according to the Finite-Time Resilient Consensus Protocol (FTRC) defined in Algorithm 1. The set of all normal agents is denoted N ⊂ V.
Algorithm 1 FTRC PROTOCOL (FTRC-P):
1) At time t, each normal agent i receives values g(x i j (t)) from its in-neighbors j ∈ V i (t) and forms a sorted list.
2) If there are less than F values strictly larger than i's own value g(x i (t)), then i removes all values which are strictly larger than its own. Otherwise i removes precisely the largest F values in the sorted list. 3) In addition, if there are less than F values strictly smaller than i's own value g(x i (t)), then i removes all values which are strictly smaller than its own. Otherwise i removes precisely the smallest F values in the sorted list. 4) Let R i (t) denote the set of agents whose values are removed by agent i in steps 2) and 3) at time t. Agent i applies the following update:
where α > 0 and g : R → R is defined in Section II-A. Note that since i ∈ J i by definition and agent i never filters out the function of its own state g(x i (t)), (3) is always well-defined.
We consider the presence of Byzantine adversaries in this problem setting, which are defined as follows:
least one of the following conditions holds:
• There exists t ≥ t 0 such that u k (t) is not equal to the input (3) defined by the FTRC Protocol in Algorithm 1. • There exists i ∈ V out k and t ≥ t 0 such that g(x i k (t)) = g(x k (t)); i.e. agent k sends an out-neighbor a different value than its actual state value.
k (t)) = g(x i2 k (t)); i.e. agent k sends different values to different out-neighbors. The set of Byzantine adversaries is denoted A ⊂ V.
All nodes in V are either normal or adversarial; i.e. A ∩ N = ∅ and A ∪ N = V. No other assumptions are made on the signals originating from the adversaries. In particular, the adversarial signals may be discontinuous at an arbitrary number of times and/or take on arbitrarily large or small values. In addition, the identities of the Byzantine agents are in general not known to the normal agents. To quantify the number and distribution of Byzantine agents in the network, we will use the F -local model commonly employed in prior literature.
Note that under the F -local model, no agents are assumed to be trusted, i.e. invulnerable to attacks or faults.
The objective is for the normal agents to achieve consensus in their state values despite the presence of an in general nonempty set A. We ultimately are not concerned with the trajectories of the adversarial agents' states-we are only concerned with ensuring that the actions of the adversarial agents do not prevent the consensus of the normal agents. In this light, we define the vector of normal agents' states as follows:
where N j is the index of the jth agent in N according to any arbitrary fixed ordering of N , with {N 1 , N 2 , . . . , N |N | } = N . To give a brief example, in a network of n = 5 agents with the normal agents being {2, 4, 5}, we have N 1 = 2,
Consensus of the normal agents is achieved when x N (t) ∈ span(1). However, note by the form of (3) that each u i (·) is a function of both signals from normal agents and signals from any adversarial agents that are in-neighbors of i. For all i ∈ N , the vector of adversarial signals sent to i at time t is denoted x i A ∈ R |Vi∩A| . The dynamics of the normal agents are therefore written as follows:
where {N 1 , . . . , N |N | } = N and
is the vector of all adversarial signals at time t. By definition, the adversarial signals are arbitrary functions of time and in general will not be functions of the normal agent state vector x N (t). The adversarial signals in each vector x Ni A can therefore be viewed as arbitrary, possibly discontinuous inputs to the system of normal agents. The objective of the normally-behaving agents is to achieve Finite-Time Resilient Consensus (FTRC). To define FTRC, we first introduce the following functions:
We also define the following sets to describe the agents with state values equal to M (x N ) or m(x N ):
The notion of FTRC is based on the notion of Continuous-Time Resilient Asymptotic Consensus (CTRAC) in [8] , but imposes the stricter requirement that V (x N (t)) converges exactly to zero in a finite amount of time and remains there for all future time.
Determine conditions under which FTRC is achieved by the normal agents i ∈ N in the presence of a misbehaving subset of agents A ⊂ V.
B. Justification for Discontinuous Systems Approach
This paper uses discontinuous systems theory and nonsmooth analysis to prove that a network of agents applying the FTRC-P achieves FTRC. There are two reasons for such an approach. First, the form of u i (·) in (3) implies that the right hand side (RHS) of (5) is discontinuous. Note that we cannot simply assume a minimum "dwell time" and treat the system as a switching system, since cleverly designed adversarial signals may induce an arbitrary number of discontinuities in any given time interval. To give a pathological example, suppose an agent i ∈ N receives an adversarial signal x k i (t) from k ∈ A defined as follows:
where a and b are chosen appropriately, and I and Q represent the sets of irrational and rational numbers in R, respectively. Both I and Q are dense in R, implying that no positive minimum dwell time can be assumed for the system. The second reason for a discontinuous systems approach is that the Lyapunov-like candidate V (x N (t)) from (7) which will be used for convergence analysis is nonsmooth in general. Discontinuous systems theory allows for nonsmoothness and discontinuities to be addressed in a mathematically precise manner while solving Problem 1.
C. Review of Discontinuous Systems Theory
This subsection gives a brief overview of several fundamental concepts from discontinuous systems theory that are relevant to this paper. The reader is referred to [19] - [22] for more detailed information.
A differential inclusion is a system with dynamicṡ
where
where P(R d ) denotes the power set of R d as defined in Section II. The set-valued map F indicates that at every time t there can be multiple possible evolutions of the system state rather than just one. A Caratheodory solution of (10) defined
in the sense of Lebesgue measure. Existence of Caratheodory solutions to (10) is guaranteed by the following proposition:
is locally bounded and takes nonempty, compact and convex values. Assume that, for each t ∈ R, the set-valued map x → F (t, x) is upper semicontinuous, and for each
exists a Caratheodory solution of (10) with initial condition
For the sake of convenience, the definitions of locally bounded and upper semicontinuity are given below.
Definition 7 (Locally bounded [19] ). The set-valued map F : Definition 8 (Upper semicontinuity [19] ). The time-invariant set-valued map F :
Existence intervals for Caratheodory solutions to (10) can be extended forward in time using the following result. ∈ D can be continued in time until t x(t) reaches the boundary of D. Although there are multiple ways to define set-valued maps, the following method will be used in this paper.
Definition 9 ([19]
). Let f : R d × U → R, where U ⊂ R m is the set of allowable control inputs, and let u :
The notion of generalized gradient extends the notion of gradient to locally Lipschitz functions that may not be continuously differentiable everywhere:
Definition 10 (Generalized Gradient [20] , [21] ). Let V : R d → R be a locally Lipschitz function [24, Sec. 3.1] , and let Ω V ⊂ R d denote the set of points where V fails to be differentiable, 1 and let S ⊂ R d denote any other set of measure zero. The generalized gradient ∂V :
Computing generalized gradients can be difficult in general. However several useful results exist in the literature that facilitate this calculation, including the following one.
Proposition 2 ([19]
). For k ∈ {1, . . . , m}, let g k : R d → R be locally Lipschitz at x ∈ R d , and define the functions g max : R d → R and g min :
Then all of the following statements hold: 1) f max and f min are locally Lipschitz at x 2) Let I max (x) denote the set of indices k for which g k (x) = g max (x). Then the function g max is locally Lipschitz at x, and
Furthermore, if g i is regular 2 at x for all i ∈ I max (x), then equality holds in (15) and g max is regular at x. 3) Let I max (x) denote the set of indices k for which g k (x) = g min (x). Then the function g min is locally Lipschitz at x, and
Furthermore, if −g i is regular at x for all i ∈ I min (x), then equality holds in (15) and −g min is regular at x.
The set-valued Lie derivative is used to analyze the stability of differential inclusions: [19] ). Given a locally Lipschitz function V : R d → R and a set-valued map F :
Given a locally Lipschitz and regular function f and a Caratheodory solution x(t) of (10), the following result describes properties of the time derivative of the composition f (x(t)).
Proposition 3 ([18]
, [19] ). Let x : [0, t 1 ] → R d be a solution of the differential inclusion (10) with F (·) satisfying the hypotheses of Proposition 1, and let h : R d → R be locally Lipschitz and regular. Then the composition t → h(x(t)) is differentiable at almost all t ∈ [t 0 , t 1 ], and the derivative of t → h(x(t)) satisfies
for almost every t ∈ [0, t 1 ].
Lastly, the following result will be used to demonstrate finite-time convergence.
Then V (x(t)) converges to 0 in finite time, implying that x(t) reaches the subspace M in finite time.
III. MAIN RESULTS
The first Lemma of this paper describes a differential inclusion for the total system in (5) under the controller (3) and demonstrates that it satisfies all the conditions of Proposition 1. This will guarantee existence of solutions despite the discontinuous nature of (3) and the possibly discontinuous nature of the adversarial signals.
Lemma 1. The dynamics of the system (5) under the controller (3) satisfy the differential inclusioṅ
Furthermore, G[f N ](x N ) satisfies all the hypotheses of Proposition 1 for all x N ∈ R |N | and for all t ≥ 0.
Proof. By the definition of the sign(·) function, observe that for all i ∈ N we have u i ∈ {−α, 0, α}. Note that this holds for all possible adversarial signals x N A defined in (6) .
Next With existence of solutions guaranteed for the differential inclusion (19) , we will next characterize the functions M (·), m(·), and V (·). These results will be necessary to demonstrate that FTRC is achieved by the system of normal agents. Similarly, m(x N ) is the pointwise minimum over the functions (e i ) T x N for i ∈ {1, . . . , N }, which are all locally Lipschitz on R |N | . By Proposition 2, m(x N ) is therefore locally Lipschitz on R |N | . Since each (e i ) T x N is affine, each function −(e i ) T x N is also affine and therefore convex and regular on R |N | . Therefore by Proposition 2 the function (−m(x N )) is regular on R |N | .
Since V (x N ) is equal to the sum of two locally Lipschitz and regular functions, it holds that V (x N ) is also locally Lipschitz and regular [19] . Finally, every locally Lipschitz function on R |N | is absolutely continuous on R |N | [19] , which implies that M (x N ), (−m(x N )), and V (x N ) are all absolutely continuous.
Remark 3. We primarily consider the function (−m(·)) rather than m(·) because Proposition 2 only allows us to prove the regularity of (−m(·)). The property of regularity is required by Proposition 3 to prove that the time derivative of (−m(x N (t)) exists for almost all t ∈ [0, t 1 ), which will be shown later in Theorem 3.
We next derive the Clarke generalized gradients for M (·) and m(·), which are defined in (7) . Lemma 3. Let M : R |N | → R and m : R |N | → R be defined as in (7) . Let {N 1 , . . . , N |N | } be the indices of the normal agents, with N i being the index of the ith agent in N . The Clarke generalized gradients ∂M and ∂m are
∂m(x N ) = co
Proof. By Lemma 2, M (x N ) is the pointwise maximum over the functions (e i ) T x N for i ∈ {1, . . . , |N |}, which are all locally Lipschitz and regular on R |N | . Furthermore, each function (e i ) T x N is continuously differentiable at all [19] . By Proposition 2, we therefore have
where I max (x N ) denotes the indices j such that (e j ) T x N = x Nj = M (x N ) (recall from (4) that (e j ) T x N = x Nj , where N j is the index of the jth normal agent in N ). By Definition 8, the set of indices N j such that x Nj = M (x N ) is precisely S M (x N ), which by substitution into (23) yields (21) . Similar arguments can be used to derive ∂m(x N ). The function m(x N ) is the pointwise minimum over the functions (e i ) T x N for i ∈ {1, . . . , |N |} which are all locally Lipschitz, regular, and continuously differentiable on R |N | . Observe that the functions −(e i ) T x N are also locally Lipschitz, regular, and continuously differentiable on R |N | . By Proposition 2, we therefore have
where I min (x N ) denotes the indices j such that (e j ) T x N = x Nj = m(x N ). By Definition 8, the set of indices N j such that x Nj = m(x N ) is precisely S m (x N ), which by substitution into (24) yields (22) .
The next theorem proves that m(x N (t)) is nondecreasing on the interval t ∈ [0, t 1 ) and that M (x N (t)) is nonincreasing on the interval t ∈ [0, t 1 ), where [0, t 1 ) is the interval on which x N (t) is a solution to (19) . This will imply that the states of all agents remain within the invariant set [m(x N (0)), M (x N (0))] for all t ≥ 0.
Theorem 3. Consider a digraph D = {V, E} with the system dynamics (19) under the control law (3) . Suppose that A is an F -local model and that D is (2F + 1)-robust. Let m(x N (t)) and M (x N (t)) be defined as in (7) . Then the derivatives d dt (M (x N (t))) and d dt (m(x N (t))) exist at almost all t ∈ [0, t 1 ) and satisfy
at almost all t ∈ [0, t 1 ).
Proof. Where possible, we abbreviate x N (t) to x N for brevity. By Lemma 1, solutions x N (t) to the differential inclusion (19) are guaranteed. By Lemma 2, the functions M (·) and (−m(·)) are both locally Lipschitz and regular on R |N | . Therefore by Proposition 3, the compositions M (x N (t)) and (−m(x N (t))) are differentiable at almost all t ∈ [0, t 1 ). This implies that m(x N (t)) is also differentiable at almost all t ∈ [0, t 1 ). In addition, by Proposition 3 we have
represents the set-valued Lie derivatives of M (x N ) and (−m(x N )), respectively.
The next part of the proof focuses on characterizing L G M (x N ) and L G m(x N ) and demonstrating the range of possible values for d dt M (x N ) and d dt m(x N ). We first consider L G M (x N ). By definition,
Define E M as a matrix with columns e i such that N i ∈ S M . 3 By the definition of ∂M (x N ) from Lemma 3, each z ∈ ∂M (x N ) can be written as the convex combination z = Eθ, where θ ∈ R |SM | , θ 0 and 1 T θ = 1. It therefore holds that 
We can further restrict the range of values for d dt M (x N ) to the range [−α, 0] by considering the form of (3). We prove this by contradiction. Suppose there exists a t ≥ 0 such that d dt M (x N (t)) > 0. This implies that there exists t ≥ 0 and
However, for all N i ∈ S M all normal in-neighbors j ∈ V i (t) have state values less than or equal to x Ni (t) by the definition of S M . Since g(·) is strictly increasing, we have g(x Ni j ) − g(x Ni ) ≤ 0 for all normal in-neighbors j ∈ V Ni ∩ N . In addition, since A is F -local, any adversarial signals satisfying g(x Ni k (t)) > g(x Ni (t)) for k ∈ (V Ni ∩ A) are filtered out by Algorithm 1. Therefore we must have
This contradicts the assumption that there exists
The preceding logic can be repeated to demonstrate that d dt m(x N ) ∈ [0, α] wherever this derivative exists.
The preceding Lemma demonstrates that M (x N (t)) is nonincreasing and m(x N (t)) is nondecreasing for all t ≥ 0, and therefore all agents' states remain within the interval [m(x N (0)), M (x N (0))] for all t ≥ 0. This implies that the hyperrectangle P (0) ⊂ R |N | defined as
. . .
is strongly invariant for all t ≥ 0, which is precisely condition (i) of Definition 6.
The following Lemma will be needed for our later results.
Proof. We prove the contrapositive. If at t ≥ 0 there
is therefore undefined at t. Similar arguments demonstrate the same result for d dt m(x N (t)). The next result demonstrates that the time derivative of the composition V (x N (t)), wherever it exists, is upper bounded by −α when x N (t) is not in span(1).
Our final theorem completes the paper by showing that FTRC is achieved by the system of normal agents.
Theorem 5. Consider a digraph D = {V, E} with the system dynamics (19) under the control law (3) . Suppose that A is an F -local model and that D is (2F + 1)-robust. Then the normal agents achieve FTRC as described in Definition 6.
Proof. By Theorem 3, all normal agents remain within the invariant set P (0) defined in (28), satisfying condition (i) of FTRC. By Theorem 4, condition (ii) of FTRC is satisfied. To show that condition (iii) of FTRC is satisfied, observe that by Lemma 2 V (·) is locally Lipschitz on R |N | . Since Caratheodory solutions x N (t) of (19) are absolutely continuous, the composition V (x N (t)) is therefore absolutely continuous [18, Appendix B] . By Lemma 1 G[f ](x N ) satisfies the hypotheses of Proposition 1 for all x N ∈ R |N | and for all t ≥ 0, implying that these hypotheses are satisfied for the compact set Q = co(P (0) + B(0, ǫ)) for some ǫ > 0 (where addition is in terms of the Minkowski sum). Since P (0) is an invariant set and P (0) does not intersect the boundary of Q, no solution x N (t) will reach the boundary of Q for all t ≥ 0. Consider any domain D(t ′ 1 ) = [−δ, t ′ 1 ] × Q for δ, t ′ 1 > 0. Each domain D(t ′ 1 ) is therefore compact. By Theorem 1 this implies that all solutions x N (t) to (19) exist on t ∈ [0, t ′ 1 ) for any t ′ 1 > 0, which implies that all solutions x N (t) to (19) exist on t ∈ [0, ∞). By Theorems 2 and 4 V (x N (t)) converges to span(1) in finite time, implying that x N (t) reaches consensus in finite time and condition (iii) of FTRC is satisfied.
IV. SIMULATIONS
Our simulations are for a system of n = 15 agents. The underlying communication graph is a k-circulant digraph with k = 11, which can be shown to be at least 6-robust using results from [25] . The highest (integer) value of F for which we can infer the graph is (2F +1)-robust is therefore F = 2. Each agent's initial state x i (0) ∈ R, i ∈ V is a random value on the interval [0, 50]. Two agents are chosen at random to be adversaries, resulting in A = {2, 13}. We emphasize that the normally-behaving agents have no knowledge as to whether their in-neighbors are adversarial or normal. The adversarial agents are malicious [1] , meaning each adversary updates its state according to some arbitrary function of time but sends the same state value to all of its out-neighbors. All other agents are normal and apply the FTRC-P from Algorithm 1 with α = 10. The function g : R → R in (3) is chosen to be g(x) = (1/10)x 3 + (1/1000)x 5 + (1/10000)x 7 , which can be verified to be a strictly increasing function. Figure  1 shows the results of this first simulation, with malicious agents represented by red dotted lines and normally-behaving agents represented by solid colored lines. The normal agents achieve consensus in a finite amount of time despite the influence of the adversarial agents.
V. CONCLUSION
In this paper we presented conditions under which finitetime convergence of normally-behaving agents in the presence of discontinuous, nonlinear adversarial signals is guaranteed. Future work will extend the use of discontinuous systems theory to other resilient continuous-time control objectives. Proof. Necessity: If q = a1, then for all θ ∈ Θ we have θ T q = q T θ = a(1 T θ) = a.
Sufficiency: We prove the contrapositive, i.e. q = a1 implies there exists θ * ∈ Θ such that (θ * ) T q = a. If q = a1 then there exists j ∈ {1, . . . , m} such that q j = a. Choose θ * = e j , where e j is the jth column of the identity matrix. Clearly, we then have θ * 0 and 1 T θ * = 1, implying θ * ∈ Θ. Then (θ * ) T q = e T j q = q j = a.
