The source of signal variations that governs the analytical performance of laser ablation inductively coupled plasma mass spectrometry (LA-ICP-MS) was investigated in this study. In order to specify the source of signal variations of LA-ICP-MS, laser-induced plasma ( 
Introduction
Laser ablation (LA) coupled with ICP-AES (LA-ICP-AES) [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] and ICP-MS (LA-ICP-MS) [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] has become a popular method for the determination of trace elements in solid samples. There are numerous advantages of LA-ICP-AES/MS for direct solid sample analysis: for example, sample preparation is minimum, loss of volatile analytes is avoided, contamination from reagents is reduced and sample throughput is increased. Furthermore, LA can also be used to analyze refractory solid samples. Moreover, spatial distribution analysis can be conducted with a resolution of less than 10 µm. However, there are some disadvantages with LA-ICP-MS. In general, the precision and accuracy of LA-ICP-MS are worse than those of ICP-MS with conventional pneumatic nebulization. One of the reasons for this poorer analytical performance is the large variation of the ablated amount owing to fluctuations in laser power on a shotto-shot basis, heterogeneous chemical and textural compositions, different sample surface characteristics and vaporization characteristics.
Several methods have been proposed to improve the analytical performance of LA-ICP-AES/MS. Calibration with matrix matched standards and internal standardization using elements in the samples have been used widely. 3, 5, 6, 8, 9, 15, 16, 20, 24 Monitoring acoustic waves produced during laser ablation, 1,2,7,10 emission signals from laser-induced plasma (LIP) 4 that can be observed on the surface of the sample, scattered light during sample transport, 12, 13, 17 and shot to shot normalization 23 have been reported. The purpose of this study is to elucidate the source of signal variations that governs the analytical performance of LA-ICP-MS. In this study we compensated for the variations of LA-ICP-MS signals for the determination of Ti, V, Cr, Co, Ni, Cu, Zr, Nb, Mo, and W in Fe low-alloy steel reference materials. We selected the laser-induced plasma (LIP) emission signal as an internal standard because it can be considered that the analytical performance of LA-ICP-MS is determined inside the sample cell during laser ablation. The LIP Fe I 373.5 nm emission signals observed on the surface of the low-alloy steel reference materials during laser ablation were used as an internal standard to correct for the signal variations detected by LA-ICP-MS. Internal standardizations using 57 Fe + and 60 Ni + ion signals detected by LA-ICP-MS were also conducted and compared to the LIP Fe emission standardization. From these observed results, we discussed and specified the sources of signal variations of LA-ICP-MS. Figure 1 shows schematic diagram of the instrument configuration. Operating conditions of the laser-induced plasma atomic emission spectrometer (LIP-AES) and ICP-MS are listed in Table 1 . The carriage system consists of two parallel cylindrical stainless-steel rails, whose horizontal position can be adjusted accurately. An LSX-100 Nd:YAG laser ablation instrument (CETAC, Omaha, Nebraska, USA) was installed on the rail system. The LSX-100 employs a specially designed TEM00 UV Nd:YAG 266 nm laser, a Gaussian beam profile, and can be operated at a repetition rate of 20 Hz. In this study, both Fe emission signals from the LIP and LA-ICP-MS trace element signals were measured simultaneously. Because the LIP can be observed on the sample surface during the laser ablation, a quartz sample cell (45 cm 3 ) was laboratory-made for the ablation cell to detect the UV emission signals from the LIP. An X-Z stage was used to collect emission signals from the LIP. For collection of LIP Fe emission signals, an optical lens (45 mm diameter and 170 mm of focal length) and an optical fiber (0.8 mm of core diameter, Mitsubishi Cable Industries, Ltd., Japan) were installed on the X-Z stage. A He-Ne laser was also located on the rail system for accurate parallel and horizontal alignment of the optical lens and the optical fiber. The optical lens was located on the X-Z stage and the LIP was imaged down by a factor of 2. Since the core diameter of the optical fiber was 0.8 mm, emission signals that were measured from the LIP corresponded to a 1.6 mm diameter area. LIP emission signals collected by the optical fiber were dispersed by a scanning monochromator (HR 1000, Jobin Yvon-Horiba, France). Signals were detected using a photomultiplier tube (PMT) (R919, Hamamatsu Photonics, Hamamatsu, Japan). Signals detected by the PMT were introduced into a fast preamplifier (Model SR 240, Stanford Research Systems, California, USA), and converted from current to voltage, and amplified. The amplified voltage was sampled by a boxcar averager (Model SR 250, Stanford Research Systems, California, USA), which enabled the signals to integrate. LIP emission signals were also monitored by an oscilloscope (TDS 360, Tektronix Inc., Beaverton, Oregon, USA). In this study, the output energy (2.1 ± 0.1 mJ) and frequency (20 Hz) of the laser were fixed and operated for 30 s, i.e., 600 laser shots were conducted for all measurements. The laser was focused on the sample surface for each laser ablation (a raster mode) thus the power density was kept constant during 30 s laser ablation. Pre-ablation was also performed to clean the sample surface. The refraction effect at the curved surface of the cylindrical quartz cell was avoided by maintaining the position of the x-and z-axes constant during all experiments, i.e., the sample cell was only moved along the yaxis for 5 measurements of each Fe low-alloy steel.
Experimental
An external trigger, which triggered the system when laser ablation started, was introduced into a digital pulse generator (Model DG 535, Stanford Research Systems, California, USA). A 250 ns delay from the external trigger was set by the digital pulse generator (1st pulse) to set 0 ns of LIP Fe emission signals displayed on the oscilloscope, as shown in Fig. 2 . In addition, a delay time of 170 ns from the 1st pulse was set by the digital pulse generator (2nd pulse) to start the sampling gate of the boxcar averager. The sampling gate width was determined by monitoring the LIP Fe I 373.5 nm emission signals displayed on the oscilloscope. A sampling gate width of 4000 ns was selected, because this sampling gate width integrated all LIP Fe emission signals. The LIP 373.0 nm emission signal is also shown in Fig. 2 Fig. 3 . Except for Ti and Zr, RSDs without internal standardization were about 10 -20% for each element. Figure 4 shows RSDs obtained with and without different compensations as a function of number of ion counts detected by LA-ICP-MS, excluding Ti and Zr. In general, it can be seen that RSDs decreased with increase in number of ion counts.
Results and Discussion
The curves fitted for different compensations are also indicated in Fig. 4 . From the slope of the fitted curves, the compensation degrees can be figured out.
The steeper the fitted curve is, the larger the compensation degree is. From the fitted curves, it can be evaluated that the 1107 ANALYTICAL SCIENCES OCTOBER 2002, VOL. 18 compensation degrees of RSDs increased with increase in number of ion counts. More than 10 5 ion counts showed that the effective compensation as RSDs were improved to less than 10% for all internal standardizations. All of the RSD improvement factors (RSD without correction/RSD with correction) obtained by different compensation methods are listed in Table 3 . Zirconium variations were not compensated by any of the internal standardization methods. Titanium variations also were not compensated when Ti concentrations were low (BS 50D, JSS 1005 and 1006). The fact that Zr and Ti show the different behavior compared with other elements can be considered to be because Zr and Ti remain as refractory particles inside both the laser ablation cell and the ICP. for Fe and for other elements in a mass spectrometer due to a space charge effect.
Comparison of accuracy using LIP Fe emission, LA-ICP-MS Fe + and LA-ICP-MS Ni + signals as internal standards
The accuracy of LA-ICP-MS was also evaluated using various methods of compensation. Table 4 lists correlation coefficients (r) of the calibration curves prepared by ablating the Fe lowalloy steel CRMs (BS 50D and JSS 1005-1008). The certified and reference values listed in Table 2 were used to make calibration curves and to calculate the correlation coefficients (r). With the exception of Zr, correlation coefficients were improved using different signal compensations. The correlation coefficients (r) using LA-ICP-MS Fe + and LA-ICP-MS Ni + signals compensations (0.9985 and 0.9996, respectively) were better than those obtained by LIP Fe emission correction (0.9932). It should be noted that the best fits were obtained using LA-ICP-MS Ni + signals as an internal standard, which varied from 0.9990 to 1.0000 with exception of Zr. The relative deviation (%) was calculated as follows: the difference between the analytical result obtained using the calibration curve and the certified or reference value was divided by the certified or reference value ([(measured value -certified value)/certified value] × 100 (%)). relative deviations (%) decreased with increase in number of ion counts. Moreover, from the fitted curve, it can be evaluated that the compensation degrees of the relative deviations also increased with increase in number of ion counts. 
Conclusions

