We establish the existence of free energy limits for several sparse random hypergraph models corresponding to certain combinatorial models on Erdös-Rényi graph G(N, c/N ) and random r-regular graph G(N, r). For a variety of models, including independent sets, MAX-CUT, Coloring and K-SAT, we prove that the free energy both at a positive and zero temperature, appropriately rescaled, converges to a limit as the size of the underlying graph diverges to infinity. In the zero temperature case, this is interpreted as the existence of the scaling limit for the corresponding combinatorial optimization problem. For example, as a special case we prove that the size of a largest independent set in these graphs, normalized by the number of nodes converges to a limit w.h.p., thus resolving an open problem, (see Conjecture 2.20 in [Wor99], as well as [Ald],[BR],[JT08] and [AS03]).
INTRODUCTION
Consider two random graph models on nodes [N ] {1, . . . , N }, the Erdös-Rényi graph G(N, c/N ) and the random r-regular graph G(N, r). The first model is obtained by adding each edge of the N (N − 1)/2 possible edges randomly independently with probability c/N , where c > 0 is a constant (does not grow with N ). The second is a graph chosen uniformly at random from the space of all r-regular graphs on N nodes, where the integer r is a fixed constant. Consider the size |IN | of a largest independent set IN ⊂ [N ] in G(N, c/N ) or G(N, r). It is straightforward to see that |IN | grows linearly with N . It was conjectured in several papers including Conjecture 2.20 in [Wor99] , [GNS06] , [BR] , as well as [JT08] and [AS03] that |IN |/N converges in probability as N → ∞. The fact that the actual value of |IN | concentrates around its mean follows from a standard Azuma-type inequality. However, a real challenge is to show that the expected value of |IN | normalized by N does not fluctuate around different values, for large N .
This conjecture is in fact just one of a family of similar conjectures. Consider, for example, the random MAX-K-SAT problem -the problem of finding the largest number of satisfiable clauses of size K in a uniformly random instance of a K-SAT problem on N variables with cN clauses. This problem can be viewed as an optimization problem over a sparse random hypergraph. A straightforward argument shows that at least 1 − 2 −K fraction of the clauses can be satisfied with high probability (w.h.p.). It was conjectured in [CGHS04] that the proportion of the largest number of satisfiable clauses has a limit w.h.p. as N → ∞. As a third example, consider the problem of partial q-coloring of a graph: finding a q-coloring of nodes which maximizes the total number of properly colored edges. It is natural to conjecture again that value of this maximum has a scaling limit w.h.p. (though we are not aware of any papers explicitly stating this conjecture).
Recently a powerful rigorous statistical physics method was introduced by Guerra and Toninelli [GT02] and further developed by Franz and Leone [FL03] , Franz, Leone and Toninelli [FLT03] , Panchenko and Talagrand [PT04] , and Montanari [Mon05] . The method is based on an ingenious interpolation between a random hypergraph (spin glass) model on N nodes on the one hand, and a disjoint union of random hypergraph models on N1 and N2 nodes, on the other hand, where N = N1 + N2. Using this method it is possible to show for certain random hypergraph models that when one considers the expected log-partition function, the derivative of the interpolation function has a definite sign at every value of the interpolation parameter. As a result the expected log-partition function of the N -node model is larger (or smaller depending on the details of the model) than the sum of the corresponding expected log-partition functions on N1 and N2-node models. This super(sub)additivity property is used to argue the existence of the (thermodynamic) limit of the expected log-partition function scaled by N . From this the existence of the scaling limits for the ground states (optimization problems described above) is also shown by taking a limit as positive temperature approaches zero temperature. In [FL03] , the method was used to prove the scaling limit of log-partition functions corresponding to random K-SAT model for even K (and the so-called Viana-Bray models with random symmetric Hamiltonian functions.) The case of odd K was also later resolved using the same method [FM] .
Results and technical contributions. The goal of the present work is to simplify and extend the applicability of the Guerra-Toninelli interpolation method, and we do this in several important ways.
First, we extend the interpolation method to a variety of models on Erdös-Rényi graphs not considered before. Specifically, we consider independent set, MAX-CUT, Ising model, graph coloring (henceforth referred to as Coloring), K-SAT and Not-All-Equal K-SAT (NAE-K-SAT) models. The coloring model, in particular, is of special interest as it becomes the first non-binary model to which interpolation method is applied.
Second, we provide a simpler and a more combinatorial interpolation scheme as well as analysis. Moreover, we treat the zero temperature case (optimization problem) directly and separately from the case of the log-partition function, and again the analysis turns out to be substantially simpler. As a result, we prove the existence of the limit of the appropriately rescaled value of the optimization problems in these models, including independent set problem, thus resolving an open problem earlier stated.
Third, we extend the above results to the case of random regular graphs (and hypergraph ensembles, depending on the model). The case of random regular graphs has been considered before by Franz, Leone and Toninelli [FLT03] for the K-SAT and Viana-Bray models with even number of variables per clause, and Montanari [Mon05] in the context of bounds on the performance of certain low density parity check (LDPC) codes. In fact, both papers consider general degree distribution models. The second of these papers introduces a multi-phase interpolation scheme. In this paper we consider a modification of the interpolation scheme used in [FLT03] and apply it to the same six models we are focusing in the case of Erdös-Rényi graph.
Finally, we prove the large deviation principle for the sat-isfiability property for Coloring, K-SAT and NAE-K-SAT models on Erdös-Rényi graph in the following sense. A well known satisfiability conjecture [Fri99] states that for each of these models there exists a (model dependent) critical value c * such that for every > 0, when the number of edges (or clauses for a SAT-type problem) is at most (c * − )N , the model is colorable (satisfiable) w.h.p. and when it is at least (c * + )N , it is not colorable (not satisfiable) w.h.p. as N → ∞. Friedgut came close to proving this conjecture by showing that these models exhibit sharp phase transition: there exists a sequence c * N such that for every , the model is colorable (satisfiable) w.h.p. as N → ∞ when the number of edges (clauses) is at most (c * N − )N and is not colorable (satisfiable) w.h.p. when the number of edges (clauses) is at least (c * N + )N . It is also reasonable to conjecture, and indeed was shown for the case K = 2, that not only the satisfiability conjecture is valid, but, moreover, the probability of satisfiability p(c, N ) decays to zero exponentially fast when c > c * .
In this paper we show that for these three models, namely Coloring, K-SAT and NAE-K-SAT, the limit r(c) limN→∞ N −1 log p(c, N ) exists for every c. Namely, while we do not prove the satisfiability conjecture and exponential rate of convergence to zero of the satisfiability probability above the critical threshold, we do prove that if the convergence to zero occurs exponentially fast, it does so at a well-defined rate. Assuming the validity of the satisfiability conjecture and the exponential rate of decay to zero above c * , our result implies that r(c) = 0 when c < c * and r(c) < 0 when c > c * . Moreover, our results would imply the satisfiability conjecture, if one could strengthen Friedgut's result as follows: for every > 0, p(c * N + , N ) converges to zero exponentially fast, where c * N is the same sequence as in Friedgut's theorem.
Organization of the paper. The remainder of the paper is organized as follows. In the following section we introduce the sparse random (Erdös-Rényi) and random regular (hyper)-graphs and introduce various combinatorial models of interest. Our main results are stated in Section 3. The proof for the case of Erdös-Rényi graphs is presented in Section 4. In the interest of space, the proofs random regular graphs are presented in the Appendix. In the Appendix, we also state and prove a simple modification of a classical super-additivity theorem -if a sequence is nearly superadditive, it has a limit after an appropriate normalization.
Notations. We close this section with a few notational conventions. R(R+) denotes the set of (non-negative) real values and Z(Z+) denotes the set of (non-negative) integer values. As before, [N ] denotes the set of integers {1, . . . , N }. Throughout the paper, we treat [N ] as a set of nodes, and we consider splitting this into two sets of nodes, namely [N1] = {1, . . . , N1} and {N1 + 1, . . . , N }. For symmetry, with some abuse of notation, it is convenient to denote the second set by [N2] where N2 = N − N1. Bi(N, θ) denotes binomial distribution with N trials and success probability θ. Pois(c) denotes a Poisson distribution with parameter c. A sequence of random variables XN is said to converge to a random variable X with high probability (w.h.p.) if for every > 0, limN→∞ P(|XN −X| > ) = 0. This is the usual convergence in probability.
SPARSE RANDOM HYPERGRAPHS
Given a set of nodes [N ], and a positive integer K, a directed hyperedge is any ordered set of nodes (i1, . . . , iK ) ∈ [N ] K . An undirected hyperedge is an unordered set of K not necessarily distinct nodes i1, . . . , iK ∈ [N ]. A directed (undirected) K-uniform hypergraph on the node set [N ] is a pair ([N ], E), where E is any set of directed (undirected) K-hyperedges E = {e1, . . . , e |E| }. A hypergraph is called simple if the nodes within each hyperedge em, 1 ≤ m ≤ |E| are distinct and all the hyperedges are distinct. A (directed or undirected) hypergraph is called r-regular if each node i ∈ [N ] appears in exactly r hyperedges. The necessary condition for such a hypergraph to exist is N r/K ∈ Z+. A degree ∆i = ∆i(G) of a node i is the number of hyperedges containing i. A matching is a set of hyperedges such that each node belongs to exactly one edge. In this paper we use the terms hypergraph and graph (hyperedge and edge) interchangeably.
In order to address a variety of random models in a unified way, we introduce two random directed hypergraph models, namely Erdös-Rényi model G(N, M ), M ∈ Z+ and random regular graph model G(N, r), r ∈ Z+. These two graph models, each consisting of N nodes, are described as follows. The first model G(N, M ) is obtained by selecting M directed hyperedges uniformly at random with replacement from the space of all [N ] K hyperedges. A variant of this is a simple Erdös-Rényi graph also denoted for convenience by G(N, M ), which is obtained by selecting M edges uniformly at random without replacement from the set of all undirected hyperedges each consisting of distinct K nodes. In this paper we will consider exclusively the case when M = cN and c is a positive constant (does not grow with N ). In this case the probability distribution of the degree of a typical node is Pois(cK) + O(1/N ). For this reason we will also call it a sparse random Erdös-Rényi graph.
The second model G(N, r) is defined to be an r-regular directed K-uniform hypergraph generated uniformly at random from the space of all such graphs. We assume N r/K ∈ Z+, so that the set of such graphs is non-empty. A simple (directed or undirected) version of G(N, r) is defined similarly. In this paper we consider exclusively the case when r is a constant (as a function of N ) and we call G(N, r) a sparse random regular graph.
From non-simple to simple graphs. While it is common to work with simple hypergraphs, for our purpose it is more convenient to establish results for directed non-simple hypergraphs first. It is well-known, however, that both G(N, M ) and G(N, r) graphs are simple with probability which remains at least a constant as N → ∞, as long as c, r, K are constants. Since we prove statements which hold w.h.p., our results have immediate ramification for simple Erdös-Rényi and regular graphs.
It will be useful to recall the so-called configuration method of constructing the random regular graph [Bol85] , [Bol80] , [Gal63] . To each node i associate r nodes denoted j i 1 , . . . , j i r . We obtain a new set of N r nodes. Consider a matching e1, . . . , e Nr/K generated uniformly at random on this set of nodes. From this set of edges we generate a graph on the original N nodes by projecting each of the edge to their representative. Namely an edge (i1, . . . , iK ) in the graph on N nodes is created iff there is an edge in this set of the form (j i 1 k 1 , . . . , j i K k K ) for some k1, . . . , kK ∈ [r]. The resulting graph is random r-regular (not necessarily simple) graph, which we again denote by G(N, r). From now on when we talk about configuration graph, we have in mind the graph just described on N r nodes. It is known [J LR00] that with probability bounded away from zero as N → ∞ the resulting graph is in fact simple.
Given a hypergraph G = ([N ], E) we will consider a variety of combinatorial structures on G, which can be defined in a unified way using the notion of a Markov Random Field (MRF). The MRF is a hypergraph G together with an alphabet χ = {0, 1, . . . , q − 1}, denoted by [q − ], and a set of node and edge potentials Hi, i ∈ [N ], He, e ∈ E. A node potential is a function Hi : [q − ] → R and an edge potential is a function He :
where xe = (xi, i ∈ e). Namely, H(x) is the value associated with a chosen assignment x and H is the optimal value, or the groundstate in the statistical physics terminology. In many cases the node and edge potentials will be random functions generated i.i.
d. (see examples below).
Associated with an MRF is the Gibbs probability measure µ G on the set of node values [q] N defined as follows. Fix a parameter λ > 0 consider the probability measure
The case T = 0, namely λ = ∞ then corresponds to zero temperature, or equivalently the optimization. We distinguish this with a positive temperature case, namely λ < ∞.
We will consider in this paper a variety of MRF defined on sparse random graphs G(N, cN ) and G(N, r). (In the statistical physics literature xi are called spin values, and the corresponding MRF is called a diluted spin glass model.)
We now describe some examples of concrete and well-known MRF and show that they fit the framework described above.
Independent set. K = 2 and q = 2. Define Hi(1) = 1, Hi(0) = 0 for all i ∈ [N ]. Define He(1, 1) = −∞, He(1, 0) = He(0, 1) = He(0, 0) = 0 for every edge e = (i1, i2). Then for every vector x ∈ {0, 1} N we have H(x) = −∞ if there exists an edge ej = (i1, i2) such that xi 1 = xi 2 = 1 and H(x) = |{i : xi = 1}|, otherwise. Equivalently, H(x) takes finite value only on x corresponding to independent sets, and in this case it is the cardinality of the independent set. H(G) is the cardinality of the largest independent set. MAX-CUT. K = 2 and q = 2. Define Hi(0) = Hi(1) = 0. Define He(1, 1) = He(0, 0) = 0, He(1, 0) = He(0, 1) = 1. Every vector x ∈ {0, 1} N partitions nodes into two subsets of nodes taking values 0 and 1 respectively. H(x) is the number of edges between the two subsets. H(G) is the largest such number, also called maximum cut size. The more general case of this model is q-coloring.
Anti-ferromagnetic Ising model. K = 2 and q = 2. Fix β > 0, B ∈ R. Define Hi(0) = −B, Hi(1) = B. Define He(1, 1) = He(0, 0) = −β, He(1, 0) = He(0, 1) = β. It is more common to use alphabet {−1, 1} instead of {0, 1} for this model. We use the latter for consistency with the remaining models.
q-Coloring K = 2 and q is arbitrary. Hi(x) = 0, ∀x ∈ [q − ] and He(x, y) = 0 if x = y and He(x, y) = 1 otherwise. Therefore for every x ∈ [q − ] N , H(x) is the number of properly colored edges and H(G) is the maximum number of properly colored edges.
Random K-SAT. K ≥ 2 is arbitrary, q = 2. Hi = 0 for all i ∈ [N ]. The edge potentials are defined as follows. For each edge e ∈ E generate ae = (a1, . . . , aK) uniformly at random from {0, 1}, independently for all edges. For each edge e set He(a1, . . . , aK) = 0 and He(x) = 1 for all other x = (x1, . . . , xK). Then for every x ∈ {0, 1} N , H(x) is the number of satisfied clauses and H(G) is the largest number of satisfiable clauses. Often this model is called (random) MAX-K-SAT model. We drop the MAX prefix in the notation.
NAE-K-SAT (Not-All-Equal-K-SAT). The setting is as above except now we set He(a1, . . . , aK) = He(1−a1, . . . , 1− aK ) = 0 and He(x) = 1 for all other x for each e.
It is for the K-SAT and NAE-K-SAT models that considering directed as opposed to undirected hypergraphs is convenient, as for these models the order of nodes in edges matters. For the remaining models, however, this is not the case.
In several examples considered above we have had only two possible values for the edge potential He and one value for the node potential. Specifically, for the cases of Coloring, K-SAT and NAE-K-SAT problems, He took only values 0 and 1. It makes sense to call instances of such problems "satisfiable" if H(G) = |E|, namely every edge potential takes value 1. In the combinatorial optimization terminology this corresponds to finding a proper coloring, a satisfying assignment and a NAE satisfying assignment, respectively. We let p(N, M ) = P(H(G(N, M )) = M ) denote the probability of satisfiability when the underlying graph is Erdös-Rényi graph G(N, M ). We also let p(N, r) = P(H(G(N, r)) = rN K −1 ) denote the satisfiability probability for a random regular graph G(N, r).
MAIN RESULTS
We now state our main results. Our first set of results concerns Erdös-Rényi graph G(N, cN ).
Theorem 1. For every c > 0, and for every one of the six models described in Section 2, there exists (model dependent)
w.h.p. Also for every c > 0 there exists p(c) such that
w.h.p. for Coloring, K-SAT and NAE-K-SAT models. Moreover, H(c) is continuous and non-decreasing function of c for all models except for independent set and Ising model. For independent set H(c) is non-increasing. For Coloring, K-SAT and NAE-K-SAT, p(c) is continuous and nonincreasing in c.
As a corollary one obtains the following variant of the satisfiability conjecture. Namely, there exists a threshold value c * such that if the number of clauses is smaller than c * N there exists a nearly satisfiable assignment (assignment satisfying all but o(N ) clauses), and if the number of clauses is larger than c * N , then every assignment violates linearly in N many clauses. The interpretation for Coloring is similar. The result above was established earlier by the second author for randomly generated linear programming problem, using local weak convergence and martingale techniques [Gam04] . It would be interesting to see if the same result is obtainable using the interpolation method. Can one use Corollary 1 to prove the satisfiability conjecture in the precise sense? The answer would be affirmative, provided that a stronger version of Friedgut's result [Fri99] on the sharp thresholds for satisfiability properties holds. In contrast, Friedgut's sharp phase transition result [Fri99] replaces the second part of this conjecture with (the weaker) limN→∞ p(N, (1 + )M * N ) = 0. Thus, we conjecture that beyond the phase transition region M * N , not only is the model not satisfiable w.h.p., but in fact the probability of satisfiability converges to zero exponentially fast. Conjecture 1 together with Theorem 1 implies the satisfiability conjecture using a simple counting argument which we omit.
Let us now state our results for the existence of the scaling limit for the log-partition functions.
Theorem 2. For every c > 0, λ ≥ 1, and for every one of the models described in Section 2, there exists (model dependent) z(c) such that
w.h.p., where z(c) is continuous non-decreasing functions of c for all models except for independent set and Ising model. For independent set H(c) is non-increasing.
Remark: The case λ = 1 is actually uninteresting as it corresponds to no interactions between the nodes leading to Z(G) = i∈[N] λ x∈[q − ] H i (x) . In this case the limit of N −1 log Z(G(N, cN )) exists trivially when node potentials Hi are i.i.d. For independent set, the proof holds for λ < 1 as well. But, unfortunately the proof technique based on interpolation method does not seem to extend to the case λ < 1 in the other models. For Ising model this corresponds to a ferromagnetic case and the existence of the limit was established in [DM] using a local analysis technique. We now turn to our results on random regular graphs.
Theorem 3. For every r ∈ Z+, and for all of the models described in the previous section, there exists (model dependent) H(r) such that lim N→∞,N∈r −1 KZ + N −1 H(G(N, r)) = H(r) w.h.p. Also for every r ∈ Z+ there exists p(r) such that lim N→∞,N∈r −1 KZ + N −1 log p(N, r) = p(r) for K-SAT and NAE-K-SAT models.
Note, that in the statement of the theorem we take limits along subsequence N such that N rK −1 is an integer, so that the resulting random hypergraph is well-defined. Unlike the case of Erdös-Rényi graph, we were unable to prove the existence of the large deviation rate lim N −1 log p(N, r) as N → ∞ and N ∈ r −1 KZ+, for the case of coloring on random regular graph. At the end of the proof of Theorem 3 we discuss challenges associated with obtaining such a result, which we still believe is true.
Finally, we state our results for the log-partition function limits for random regular graphs.
Theorem 4. For every r ∈ Z+, λ ≥ 1, and for every one of the six models described in the previous section, there exists (model dependent) z(r) such that w.h.p, we have lim N→∞ N −1 log Z(G(N, r)) = z(r) .
(4)
PROOFS: OPTIMIZATION PROBLEMS IN ERDÖS-RÉNYI GRAPHS
The following simple observation will be useful throughout the paper. Given two hypergraphs Gi = ([N ], Ei), i = 1, 2 on the same set of nodes [N ] for each one of the six models in Section 2
This follows from the fact that adding (deleting) an edge to (from) a graph changes the value of H by at most 1 for all models except for the Ising model, where the constant is β.
Our main technical result leading to the proof of Theorem 1 is as follows.
Theorem 5. For every 1 ≤ N1, N2 ≤ N − 1 such that N1 + N2 = N , and all models
(6) Remark: The randomness underlying the probability p(N, Mj) is both with respect to the randomness in the graph generation and randomness of Mj. Also in the theorem above, we do not assume independence of Mj, j = 1, 2. In other words, p(N, Mj) M ≥0 P(Nj , M )P(Mj = M ). Let us first show how this result implies Theorem 1.
Proof of Theorem 1. Since Mj have binomial distribution, we have E[|Mj − cNj |] = O( √ N ). This together with observation (5) and Theorem 5 implies
Namely the sequence E[H(G(N, cN ))] is "nearly" superadditive, short of the O( √ N ) correction term. Now we use Proposition 3 in the Appendix for the case α = 1/2 to conclude that the limit limN→∞ N −1 E[H(G (N, cN ) )] H(c) exists. Showing that, this also implies convergence of H(G(N, cN ))/N to H(c) w.h.p. can be done using standard concentration results [J LR00] and we skip the details. It remains to show that H(c) is a non-decreasing continuous function for all models (except for independent set and Ising), and is non-increasing for independent set. For all models (except independent set and Ising), In fact, this implies Lipschitz continuity of H(c). This concludes the proof of (1).
We now turn to the proof of (2). We first establish the following claim for the three models of interest (Coloring, K-SAT, NAE-K-SAT). Proof. We first assume K-SAT or NAE-K-SAT models. Note that for these models there exists a constant ω > 0 such that for every graph and potential realization (G = (V, E), H) such that the problem is satisfiable (namely H(G) = |E|), if a randomly chosen hyperedge e is added with a potential chosen according to the model, then
In other words, if the current graph is satisfiable, the new graph obtained by adding a hyperedge remains satisfiable with at least a constant probability. Indeed, for example for the case of K-SAT, if the instance is satisfiable and x is a satisfying assignment, the added edge remains consistent with x with probability at least ω 1 − 1/2 K . For the case of NAE-K-SAT it is ω = 1 − 1/2 K−1 . This observation implies that for every positive M, m, For the case of Coloring the proof is more involved. Given a constant δ > 0 we call a graph G on N nodes δ-unusual if it is colorable and in every coloring assignment there exists a color class with size at least (1 − δ)N . Namely, for every x such that H(x) = |E|, there exists k ∈ [q − ] such that the cardinality of the set {i ∈ [N ] : xi = k} is at least (1 − δ)N . We claim that if M = Θ(N ) then
for some α(δ) such that α(δ) → 0 as δ → 0. The claim is shown using the first moment method -the expected number of graphs with such a property is at most α N (δ). Indeed, given a subset C ⊂ [N ] such that |C| ≥ (1 − δ)N , the probability that the graph G(N, M ) is has a proper coloring with all nodes in C having the same color is at most (1 − (1 − δ) 2 ) Θ(N) , since we must have that no edge falls within the class C. There are at most N δN ≈ exp(H(δ)N ) choices for the subset C, where H(δ) = −δ log δ − (1 − δ) log(1−δ) is the usual entropy function. It is easy to check that α(δ) exp(H(δ))(1 − (1 − δ) 2 ) Θ(1) satisfies α(δ) δ→0 → 0 and the claim is established. Now observe that if a graph G = (V, E) is colorable but not δ-unusual, then adding a random edge e we obtain P(H(G+ e) = |E| + 1) ≥ δ(1 − δ) ω. Namely, in this case the probability goes down by at most a constant factor. This observation implies that when M = Θ(N ), we have To complete the proof of (2), we use Proposition 3 from the Appendix with α again set to 1/2. Monotonicity of p(c) is proven similarly as for H(c). Lipschitz continuity of p(c) is similar to H(c) and using Lemma 2.
We now turn to the proof of Theorem 5 and in particular introduce the interpolation construction.
Proof of Theorem 5. We begin by constructing a sequence of graphs interpolating between G (N, cN ) Proof of (6) is similar (and simpler).
Proof of Proposition 1. Observe that G(N, cN , r − 1) is obtained from G (N, cN , r) by deleting a hyperedge chosen u.a.r. independently from r hyperedges e1, . . . , er and adding a hyperedge either to nodes [N1] or to [N2] with probabilities N1/N and N2/N respectively. Let G0 be the graph obtained after deleting but before adding a hyperedge. For the case of K-SAT and NAE-K-SAT (two models with random edge potentials), assume that G0 also encodes the underlying edge potentials of the instance. For the case of Coloring, K-SAT, NAE-K-SAT, note that the maximum value that H can achieve for the graph G0 is cN − 1 since exactly one hyperedge was deleted. We will establish a stronger result: conditional on any realization of the graph G0 (and random potentials), we claim that E[H(G (N, cN , r) )|G0] ≥ E[H(G (N, cN , r − 1) )|G0]. (11)
And P(H (G(N, cN , r) ) = cN |G0) ≥ P(H(G0(N, cN , r − 1)) = cN |G0) (12)
for Coloring, K-SAT, NAE-K-SAT. Proposition then follows immediately from these claims by averaging over G0. Observe that conditional on any realization G0, G(N, cN , r) is obtained from G0 by adding a hyperedge to [N ] u.a.r. That is the generation of this hyperedge is independent from the randomness of G0. Similarly, conditional on any realization G0, G(N, cN , r − 1) is obtained from G0 by adding a hyperedge to [N1] or [N2] u.a.r. with probabilities N1/N and N2/N respectively. We now prove properties (11) and (12) for each of the six models. N, cN , N, cN , r 
Using N 1 N (
Ising. The proof is similar to the MAX-CUT problem but requires extra care and we leave that for the journal version.
Coloring. Let C * ⊂ [q − ] N be the set of optimal colorings. Namely H(x) = H(G0), ∀x ∈ C * . Given i, k ∈ [N ], define i ∼ k iff xi = x k for every x ∈ C * . Namely, in every optimal coloring assignments, i and k receive the same color. Then for every edge e, H(G0 + e) = H(G0) − 1 if i ∼ k and H(G0 + e) = H(G0) otherwise. The remainder of the proof of (11) is similar to the one for MAX-CUT. Now let us show (12). Thus assume G0 is a colorable graph. Since it has cN −1 edges it means H(G0) = cN − 1. Letting O * j ⊂ [N ], 1 ≤ j ≤ J denote the equivalence classes, we obtain that
Similarly,
The relation (12) then again follows from convexity. K-SAT. Let C * ⊂ {0, 1} N be the set of optimal assignments. Define a node i (variable xi) to be frozen if either xi = 0, ∀x ∈ C * or xi = 1, ∀x ∈ C * . Namely, in every optimal assignment the value of i is always the same. Let O * be the set of frozen variables. Let e = (i1, . . . , kK) ⊂ [N ] be a hyperedge and let He : {0, 1} K → {0, 1} be some corresponding edge potential. Namely, for some y1, . . . , yK ∈ {0, 1}, He(xi 1 , . . . , xi k ) = 0 if xi 1 = y1, . . . , xi K = yK and He = 1 otherwise. Consider adding e with He to the graph G0. Note that if e∩([N ]\O * ) = ∅ then H(G0 +e) = H(G0)+ 1, as in this case at least one variable in e is non-frozen and can be adjusted to satisfy the clause. Otherwise, suppose e ⊂ O * , and let x * i 1 , . . . , x * i K ∈ {0, 1} be the corresponding frozen values of i1, . . . , iK . Then H(G0 + e) = H(G0) if x * i 1 = y1, . . . , x * i K = yK, and H(G0 + e) = H(G0) + 1 otherwise. Moreover, for the random choice of H, the first event H(G0 +e) = H(G0) occurs with probability 1/2 K . We conclude that
and P H G (N, cN , r 
Using the convexity of the function x K on x ∈ [0, ∞), we obtain the result. NAE-K-SAT. The proof is very similar. The estimate 1/2 K changes to 2/2 K , but the rest of the proof is the same.
We have established (11) and (12). With this, the proof of Proposition 1 is complete.
PROOFS: LOG-PARTITION FUNCTION IN ERDÖS-RÉNYI GRAPHS
The following property serves as an analogue of (5). Given two hypergraphs Gi = ([N ], Ei), i = 1, 2 on the same set of nodes [N ] for each one of the six models and each finite λ
This follows from the fact that adding (deleting) an hyperedge to (from) a graph results in multiplying or dividing the partition function by at most λ for all models except for the Ising model, where the corresponding value is λ β . The analogue of Theorem 5 is the following result.
Theorem 6. For every 1 ≤ N1, N2 ≤ N − 1 such that N1 + N2 = N and every λ > 1
where Mj d = Bi(cN, Nj /N ), j = 1, 2.
As before, we do not assume independence of Mj, j = 1, 2. Let us first show how this result implies Theorem 2. Proof Proof of Theorem 2. Since Mj have binomial distribution, using observation (13) and Theorem 6 we obtain
Now we use Proposition 3 in the Appendix for the case α = 1/2 to conclude that the limit
exists. Showing that this also implies convergence of N, cN ) )] to z(c) w.h.p. again can be done using standard concentration results [J LR00] by applying property (13) and we skip the details. The proof of continuity and monotonicity of z(c) is similar to the one of H(c).
Thus it remains to prove Theorem 6. Proof of Theorem 6. Construct an interpolating graph G (N, cN , r) , 0 ≤ r ≤ cN exactly as in the previous subsection. We now establish the following analogue of Proposition 1.
Proposition 2. For every r = 1, . . . , cN , N, cN, r) )] ≥ E[log Z(G(N, cN, r − 1))]. (14) Let us first show how Theorem 6 follows from this proposition. Observe that for disjoint union of two graphs G = G1 + G2, with G = (V, E), G1 = (V1, E1), G2 = (V2, E2), we always have log Z(G) = log Z(G1) + log Z(G2). Theorem 6 then follows from Proposition 2.
Proof of Proposition 2. Recall that G (N, cN, r − 1) is obtained from G (N, cN, r) by deleting a hyperedge chosen u.a.r. independently from r hyperedges e1, . . . , er and adding a hyperedge e either to nodes [N1] or to [N2] with probabilities N1/N and N2/N respectively. Let as before G0 be the graph obtained after deleting but before adding a hyperedge, and let Z0 and µ0 be the corresponding partition function and Gibbs measure respectively. In the case of K-SAT and NAE-K-SAT models we assume that G0 encodes the realizations of the random potentials as well. We now show that conditional on any realization of the graph G0
The proof of (15) is done on a case by case basis and it is very similar to the proof of (11).
Independent sets. We have
where the sums I are over independent sets only and I0 denotes an independent set chosen randomly according to µ0. Notice, that since we are conditioning on graph G0 the only randomness underlying the expectation operator is the randomness of the hyperedge e and the randomness of set I0. Note that µ0(e ⊂ I0) < 1 since µ0(e ⊂ I0) ≥ µ0(I0 = ∅) > 0. Using the expansion log(1 − x) N, cN, r) )|G0] − log Z0
where in the last equality we have used the fact that e is distributed u.a.r. Similar calculation for log Z(G(N, cN, r − 1)) that is obtained by adding an hyperedge to G0∩[N1] with probability N1/N or to G0 ∩ [N2] with probability N2/N gives
Again using the convexity of f (x) = x 2 we obtain N, cN, r) )|G0] − log Z0 ≥ E [log Z(G (N, cN, r − 1) )|G0] − log Z0
and (15) is established. MAX-CUT. Similarly to the case of independent sets, if G (N, cN, r) is obtained from G0 by adding an edge (i, j) where i, j are chosen uniformly at random, we have E[log Z(G (N, cN, r) )|G0] − log Z0
(1 − λ −1 ) k k (1 − λ −1 ) k k
Using the convexity of the function f (x) = x 2 , we obtain (15).
Ising, Coloring, K-SAT and NAE-K-SAT. The proofs of the remaining cases are obtained similarly and is omitted. The condition λ > 1 is used to assert positivity of 1 − λ −1 in the logarithm expansion.
In the interest of space we omit proof of Theorem 7. This proof is described in the longer version of this paper [BGT09] . The proof of the existence of the large deviations limit lim N→∞,N∈r −1 KZ + N −1 log p(N, r) = p(r) for K-SAT and NAE-K-SAT models uses the same interpolation process and the same proof as the one used in the case of Erdös-Rényi graph.
The proof of Theorem 4 uses the same interpolation as the one above and the proof itself mimics the one for Theorem 2. For this reason, we omit the details.
MODIFIED SUPER-ADDITIVITY THE-OREM
Proposition 3. Given α ∈ (0, 1), suppose a non-negative sequence aN , N ≥ 1 satisfies aN ≥ aN 1 + aN 2 − O(N α ).
(16)
for every N1, N2 s.t. N = N1+N2. Then the limit limN→∞ a N N exists.
Proof. It is convenient to define aN = a N for every real not necessarily integer value N ≥ 1. It is then straightforward to check that the property (16) holds when extended to reals as well (thanks to the correction term O(N α )). Let a * = lim sup N→∞ aN N .
Fix > 0 and find k such that 1/k < ≤ 1/(k − 1). Find find N0 = N0( ) such that N −1 0 aN 0 ≥ a * − , k α N α−1 0 < . Clearly, such N0 exists. Consider any N ≥ kN0. Find r such that kN02 r ≤ N ≤ kN02 r+1 . Applying (16) iteratively with N1 = N2 = N/2 we obtain aN ≥ 2 r a N 2 r − 0≤l≤r−1 O 2 l ( N 2 l ) α = 2 r a N 2 r − O 2 (1−α)r N α , Now let us find i such that (k +i)N0 ≤ N/2 r ≤ (k +i+1)N0. Note i ≤ k. Again using (16) successively with N0 for N1 and N/2 r , (N/2 r ) − N0, (N/2 r ) − 2N0, . . . for N2, we obtain 
