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Abstract
This paper applies the variational iteration method to multispecies Lotka–Volterra equations. Comparisons with the Adomian
decomposition and the fourth-order Runge–Kutta methods show that the variational iteration method is a powerful method for
nonlinear equations.
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1. Introduction
The Lotka–Volterra equations model the dynamic behaviour of an arbitrary number of competitors [1]. Though
originally formulated to describe the time history of a biological system, these equations find their application in a
number of engineering fields such as simultaneous chemical and nonlinear control. In fact, the one-predator one-prey
Lotka–Volterra model is one of the most popular ones to demonstrate a simple nonlinear control system. The accurate
solutions of the Lotka–Volterra equations may become a difficult task either if the equations are stiff (even with a
small number of species), or when the number of species is large [2].
Unlike the discrete solutions obtained by the purely numerical methods like the fourth-order Runge–Kutta method
(RK4), approximate analytical solutions can increase our insights into the natural behaviour of complex systems. An
analytical method called the Adomian decomposition method (ADM) proposed by Adomian [3] aims to solve frontier
nonlinear physical problems. It has been applied to a wide class of deterministic and stochastic problems, linear and
nonlinear, in physics, biology and chemical reactions etc. For nonlinear models, the method has shown reliable results
in supplying analytical approximations that converge rapidly [4].
Yet another powerful analytical method for nonlinear equations is called the variational iteration method (VIM),
which was first envisioned by He [5] modifying the approach by Inokuti et al. [6]. VIM has successfully been applied
to many situations. For example, He [7] solved the classical Blasius’ equation using VIM. In [8], He gave a solution
for a seepage flow problem with fractional derivatives in porous media using VIM. He [9] also employed VIM to
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give approximate solutions for some well-known nonlinear problems and in [10], a successful application of VIM
to autonomous systems of ordinary differential equations is shown. VIM was also demonstrated to be a powerful
method for strongly nonlinear equations by He [11–14]. Many other researchers have shown further applications of
VIM. For example, Soliman [15] applied VIM to solve the KdV–Burger’s and Lax’s seventh-order KdV equations.
For the application of VIM to other Burger’s related equations, see [16,17]. VIM has recently been applied to the
solution of nonlinear coagulation problem with mass loss by Abulwafa et al. [18]. Momani et al. [19] applied VIM
to the Helmholtz equation. VIM has been applied for solving nonlinear fractional differential equations by Odibat
et al. [20]. Bildik et al. [21] used VIM for solving different types of nonlinear partial differential equations.
In this paper, we apply VIM to the nonlinear multispecies Lotka–Volterra equations. Comparisons with ADM and
RK4 shall be made to determine the performance of VIM.
2. Variational iteration method
The main feature of the method is that the solution of a mathematical problem with linearization assumption is
used as initial approximation or trial function, then a more highly precise approximation at some special point can be
obtained. This approximation converges rapidly to an accurate solution. To illustrate the basic concepts of VIM, we
consider the following nonlinear differential equation:
Lu + Nu = g(x), (1)
where L is a linear operator, N is a nonlinear operator, and g(x) is an inhomogeneous term. According to VIM [9–14],
we can construct a correction functional as follows:
un+1(x) = un(x)+
∫ x
0
λ{Lun(τ )+ Nu˜n(τ )− g(τ )}dτ, (2)
where λ is a general Lagrangian multiplier [6], which can be identified optimally via the variational theory, the
subscript n denotes the nth-order approximation, u˜n is considered as a restricted variation [9–11], i.e. δu˜n = 0.
3. Analysis of multispecies Lotka–Volterra equations
Consider the general Lotka–Volterra model for an m species system given as
dNi
dt
= Ni
(
bi +
m∑
j=1
ai jN j
)
, i = 1, 2, . . . ,m. (3)
These equations may represent either predator–prey or competition cases.
3.1. One species
In the one-species case, Eq. (3) reduces to one species competing for a given finite source of food,
dN
dt
= N (b + aN ), b > 0, a < 0, N (0) > 0, (4)
where a and b are constants. This equation has an exact solution
N (t) =

bebt
b+aN (0)
N (0) − aebt
, for b 6= 0,
N (0)
1− aN (0)t , for b = 0,
(5)
where N (0) is the initial condition.
Solving Eq. (4) by ADM [3] yields the following recursive algorithm,
N0 = N (0), Nn+1(t) =
∫ t
0
(
bNn + aA1,n
)
dt, n ≥ 0, (6)
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where the Adomian polynomials A1,n are given by
A1,n =
n∑
k=0
NkNn−k . (7)
Now, formally in VIM [5], we construct the correction functional,
Nn+1(t) = Nn(t)+
∫ t
0
λ(s)
[
dNn(s)
ds
− bNn(s)− aN˜ 2n (s)
]
ds, (8)
where N˜n is considered as restricted variations, i.e. δ N˜n = 0. Its stationary conditions can be obtained as
1+ λ(t) = 0, λ′(s)+ bλ(s)|s=t = 0. (9)
The Lagrange multiplier λ can therefore be identified as λ(s) = −e−b(s−t) and the following variational iteration
formula is obtained,
Nn+1(t) = Nn(t)−
∫ t
0
e−bs
e−bt
[
dNn(s)
ds
− bNn(s)− aN 2n (s)
]
ds, n ≥ 0. (10)
The solution of the linearized version of Eq. (4), where a = 0, is N (t) = Cebt . Taking this as the initial approximation
N (0) gives
N1(t) = Cebt + aC
2ebt (ebt − 1)
b
. (11)
The condition N (0) = 0.1 gives us C = 0.1. Thus
N1(t) = 0.1ebt + 0.01ae
bt (ebt − 1)
b
. (12)
In the same manner, the rest of the components of the iteration formula (10) can be obtained using the computer
algebra package Maple.
3.2. Two species
The Lotka–Volterra equations modelling two species competing for a common ecological niche are
dN1
dt
= N1(b1 + a11N1 + a12N2), (13)
dN2
dt
= N2(b2 + a21N1 + a22N2), (14)
where a11, a12, a21, a22, b1 and b2 are constants.
The Adomian recursive algorithms for solving (13) and (14) are, cf. [3],
N1,0 = N1(0), N2,0 = N2(0), (15)
N1,n+1 =
∫ t
0
(
b1N1,n + a11A1,n + a12A1,2,n
)
dt, n ≥ 0, (16)
N2,n+1 =
∫ t
0
(
b2N2,n + a21A2,1,n + a22A2,n
)
dt, n ≥ 0, (17)
where N1(0) and N2(0) are the initial conditions and the Adomian polynomials are given by
A1,n =
n∑
k=0
N1,kN1,n−k, A1,2,n =
n∑
k=0
N1,kN2,n−k, (18)
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A2,n =
n∑
k=0
N2,kN2,n−k, A2,1,n =
n∑
k=0
N2,kN1,n−k . (19)
The correction functionals for system (13) and (14) are
N1,n+1(t) = N1,n(t)+
∫ t
0
λ1(s)
[
dN1,n(s)
ds
− b1N1,n(s)− a11 N˜ 21,n(s)− a12 N˜1,n(s)N˜2,n(s)
]
ds, (20)
N2,n+1(t) = N2,n(t)+
∫ t
0
λ2(s)
[
dN2,n(s)
ds
− b2N2,n(s)− a22 N˜ 22,n(s)− a21 N˜2,n(s)N˜1,n(s)
]
ds, (21)
where N˜i,n are considered as restricted variations, i.e. δ N˜i,n = 0. Its stationary conditions can be obtained as
1+ λ1(t) = 0, λ′1(s)+ λ1(s)|s=t = 0, (22)
1+ λ2(t) = 0, λ′2(s)+ λ2(s)|s=t = 0. (23)
The Lagrange multipliers, therefore, can be identified as λ1(s) = −e−b1(s−t) and λ2(s) = −e−b2(s−t). The solutions
of the linearized versions of (13) and (14), where a11 = 0, a12 = 0, a21 = 0 and a22 = 0, are N1(t) = C1eb1t and
N2(t) = C2eb2t . Now taking these as initial estimates and imposing the conditions N1(0) = 4 and N2(0) = 10, for
example, give C1 = 4 and C2 = 10. Thus the first iteration solutions are given by
N1,1(t) = 4eb1t + 4e
b1t (−4a11b2 − 10a12b1 + 4a11b2eb1t + 10a12b1eb2t )
b1b2
, (24)
N2,1(t) = 10eb2t + 10e
b2t (−4a21b2 − 10a22b1 + 4a21b2eb1t + 10a22b1eb2t )
b1b2
. (25)
Again, the rest of the components of the iteration formulas (20) and (21) can be obtained using the computer algebra
package Maple.
3.3. Three species
The following version of the Lotka–Volterra equations modelling three species shall be used [22]:
dN1
dt
= N1(1− N1 − αN2 − βN3), (26)
dN2
dt
= N2(1− βN1 − N2 − αN3), (27)
dN3
dt
= N3(1− αN1 − βN2 − N3), (28)
where α and β are constants.
The Adomian recursive algorithms for solving (26)–(28) are, cf. [3],
N1,0 = N1(0), N2,0 = N2(0), N3,0 = N3(0), (29)
N1,n+1 =
∫ t
0
(
N1,n − A1,n − αA1,2,n − βA1,3,n
)
dt, n ≥ 0, (30)
N2,n+1 =
∫ t
0
(
N2,n − βA2,1,n − A2,n − αA2,3,n
)
dt, n ≥ 0, (31)
N3,n+1 =
∫ t
0
(
N3,n − αA3,1,n − βA3,2,n − A3,n
)
dt, n ≥ 0, (32)
where N1(0), N2(0) and N3(0) are the initial conditions and the Adomian polynomials are
A1,n =
n∑
k=0
N1,kN1,n−k, A1,2,n =
n∑
k=0
N1,kN2,n−k, A1,3,n =
n∑
k=0
N1,kN3,n−k, (33)
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Table 1
Numerical comparisons when b = 1, a = −3, N (0) = 0.1
t Exact solution ADM, φ3 2-iteration VIM
0.0 0.1000000000 0.1000000000 0.1000000000
0.1 0.1071367895 0.1071400000 0.1071389974
0.2 0.1145329055 0.1145600000 0.1145545368
0.3 0.1221638511 0.1222600000 0.1222530752
0.4 0.1300011386 0.1302400000 0.1302589889
0.5 0.1380126120 0.1385000000 0.1386248288
0.6 0.1461628997 0.1470400000 0.1474445088
0.7 0.1544139905 0.1558600000 0.1568693714
0.8 0.1627259130 0.1649600000 0.1671263185
0.9 0.1710574954 0.1743400000 0.1785357990
1.0 0.1793671754 0.1840000000 0.1915249307
A2,n =
n∑
k=0
N2,kN2,n−k, A2,1,n =
n∑
k=0
N2,kN1,n−k, A2,3,n =
n∑
k=0
N2,kN3,n−k, (34)
A3,n =
n∑
k=0
N3,kN3,n−k, A3,1,n =
n∑
k=0
N3,kN1,n−k, A3,2,n =
n∑
k=0
N3,kN2,n−k . (35)
In VIM, the correction functionals are
N1,n+1(t) = N1,n(t)+
∫ t
0
λ1(s)
[
dN1,n
ds
− N1,n + N˜ 21,n + α N˜1,n N˜2,n + β N˜1,n N˜3,n
]
ds, (36)
N2,n+1(t) = N2,n(t)+
∫ t
0
λ2(s)
[
dN2,n
ds
− N2,n + β N˜2,n N˜1,n + N˜ 22,n + α N˜2,n N˜3,n
]
ds, (37)
N3,n+1(t) = N3,n(t)+
∫ t
0
λ3(s)
[
dN3,n
ds
− N3,n + α N˜3,n N˜1,n + β N˜3,n N˜2,n + N˜ 23,n
]
ds, (38)
where N˜i,n are considered as restricted variations, i.e. δ N˜i,n = 0. Its stationary conditions can be obtained as
1+ λ1(t) = 0, λ′1(s)+ λ1(s)|s=t = 0, (39)
1+ λ2(t) = 0, λ′2(s)+ λ2(s)|s=t = 0, (40)
1+ λ3(t) = 0, λ′3(s)+ λ3(s)|s=t = 0. (41)
Thus, the Lagrange multipliers are λ1(s) = λ2(s) = λ3(s) = −e−s+t . The solutions of the linearized versions of
(26)–(28) are N1(t) = C1et , N2(t) = C2et and N3(t) = C3et . Now taking these as initial estimates and imposing the
conditions N1(0) = 0.2, N2(0) = 0.3 and N3(0) = 0.5, for example, give C1 = 0.2, C2 = 0.3 and C3 = 0.5. Thus,
the first iteration solutions are
N1,1(t) = 0.2et + 0.04et + 0.06αet + 0.1βet − 0.04e2t − 0.06αe2t − 0.06βe2t , (42)
N2,1(t) = 0.3et + 0.06βet + 0.09et + 0.15αet − 0.06βe2t − 0.09e2t − 0.15αe2t , (43)
N3,1(t) = 0.3et + 0.06αet + 0.15βet + 0.09et − 0.06αe2t − 0.15βe2t − 0.25e2t . (44)
Again, the next iterations can be obtained using the computer algebra package Maple.
4. Numerical results and discussion
The numerical solutions obtained by using the VIM are compared with the exact solution (for the one-species case),
and those obtained by ADM and RK4. Table 1 shows comparison between the 2-iteration of VIM, 3-term ADM and
the exact solution for the one species in the case b = 1, a = −3 and N (0) = 0.1. The results show the good accuracy
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Table 2
Numerical comparisons in the case b1 = 0.1, a11 = −0.0014, a12 = −0.0012, b2 = 0.08, a21 = −0.0009, a22 = −0.001, N1(0) = 4 and
N2(0) = 10
t ADM, φ3 2-iteration VIM RK4, h = 0.001
N1 N2 N1 N2 N1 N2
0.0 4.000000000 10.00000000 4.000000000 10.00000000 4.000000000 10.00000000
0.1 4.033070630 10.06657242 4.033070759 10.06657251 4.033070747 10.06657249
0.2 4.066362522 10.13348966 4.066363553 10.13349043 4.066363454 10.13349028
0.3 4.099875674 10.20075174 4.099879151 10.20075432 4.099878808 10.20075380
0.4 4.133610086 10.26835866 4.133618314 10.26836476 4.13361749 10.26836347
0.5 4.167565760 10.33631040 4.167581808 10.33632225 4.167580159 10.33631970
0.6 4.201742694 10.40460698 4.201770394 10.40462736 4.201767478 10.40462287
0.7 4.236140890 10.47324838 4.236184811 10.47328059 4.236180090 10.47327334
0.8 4.270760346 10.54223462 4.270825823 10.54228247 4.270818626 10.54227146
0.9 4.305601062 10.61156570 4.305694169 10.61163354 4.305683707 10.61161755
1.0 4.340663040 10.68124160 4.340790588 10.68133427 4.340775941 10.68131190
Table 3
Numerical comparisons when α = 0.1, β = 0.1, N1(0) = 0.2, N2(0) = 0.3, N3(0) = 0.5
t ADM, φ3 4-iteration VIM RK4, h = 0.001
N1 N2 N3 N1 N2 N3 N1 N2 N3
0.0 0.20000 0.30000 0.50000 0.20000 0.30000 0.50000 0.20000 0.30000 0.50000
0.1 0.21473 0.31916 0.52236 0.21473 0.31914 0.52234 0.21473 0.31914 0.52234
0.2 0.23013 0.33883 0.54444 0.23010 0.33873 0.54429 0.23010 0.33873 0.54428
0.3 0.24620 0.35901 0.56624 0.24609 0.35867 0.56573 0.24609 0.35867 0.56572
0.4 0.26293 0.37970 0.58777 0.26265 0.37889 0.58662 0.26264 0.37888 0.58655
0.5 0.28033 0.40091 0.60901 0.27975 0.39931 0.60693 0.27973 0.39927 0.60667
0.6 0.29839 0.42263 0.62998 0.29734 0.41987 0.62679 0.29729 0.41974 0.62601
0.7 0.31713 0.44487 0.65066 0.31540 0.44054 0.64653 0.31527 0.44020 0.64449
0.8 0.33651 0.46762 0.67107 0.33393 0.46138 0.66683 0.33361 0.46054 0.66208
0.9 0.35657 0.49088 0.69120 0.35294 0.48254 0.68887 0.35222 0.48068 0.67871
1.0 0.37730 0.51465 0.71105 0.37256 0.50438 0.71455 0.37105 0.50053 0.69438
of VIM. In Table 2 we show the comparison between the 2-iteration of VIM, 3-term ADM and RK4 solutions for
the two species in the case b1 = 0.1, a11 = −0.0014, a12 = −0.0012, b2 = 0.08, a21 = −0.0009, a22 = −0.001,
N1(0) = 4 and N2(0) = 10. Clearly, high accuracy is achieved with only two iterations of VIM. The numerical
solutions for the three-species case are tabulated in Table 3 in the case α = 0.1, β = 0.1, N1(0) = 0.2, N2(0) = 0.3
and N3(0) = 0.5. Again, the numerical results show that VIM is of high accuracy.
5. Conclusions
In this paper, the VIM is applied to the solution of nonlinear multispecies Lotka–Volterra equations. Comparisons
with the Adomian decomposition method and the fourth-order Runge–Kutta method show that the VIM is a powerful
method for nonlinear equations. The advantage of the VIM over the ADM is that there is no need for the evaluations
of the Adomian polynomials and the advantage over the RK4 method is that VIM or variational iteration method gives
continuous solutions.
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