Calculations of the absorption of solar radiation by atmospheric gases, and water vapor in particular, are dependent on the quality of databases of spectral line parameters. There has been increasing scrutiny of databases such as HITRAN in recent years, but this has mostly been performed on a band-by-band basis. We report nine high spectral resolution (0.03 cm -1 ) measurements of the solar radiation reaching the surface in southern England over the wavenumber range 2000 to 12500 cm -1 (0.8 to 5 µm) that allow a unique assessment of the consistency of the spectral line databases over this entire spectral region. The data is assessed in terms of the modelled water vapor column that is required to bring calculations and observations into agreement; for an entirely consistent database, this water vapor column should be constant with frequency. For the HITRAN01 database, the spread in water vapor column is about 11%, with distinct shifts between different spectral regions. The HITRAN04 database is in significantly better agreement (about 5% spread) in the completely updated 3000 to 8000 cm -1 spectral region, but inconsistencies between individual spectral regions remain: for example, in the 8000 to 9500 cm -1 spectral region, the results indicate an 18% (±1%) underestimate in line intensities with respect to the 3000 to 8000 cm -1 region. These measurements also indicate the impact of isotopic fractionation of water vapor in the 2500 to 2900 cm -1 range, where HDO lines dominate over the lines of the most abundant isotope of H 2 O.
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Abstract:
Calculations of the absorption of solar radiation by atmospheric gases, and water vapor in particular, are dependent on the quality of databases of spectral line parameters. There has been increasing scrutiny of databases such as HITRAN in recent years, but this has mostly been performed on a band-by-band basis. We report nine high spectral resolution (0.03 cm -1 ) measurements of the solar radiation reaching the surface in southern England over the wavenumber range 2000 to 12500 cm -1 (0.8 to 5 µm) that allow a unique assessment of the consistency of the spectral line databases over this entire spectral region. The data is assessed in terms of the modelled water vapor column that is required to bring calculations and observations into agreement; for an entirely consistent database, this water vapor column should be constant with frequency. For the HITRAN01 database, the spread in water vapor column is about 11%, with distinct shifts between different spectral regions. The HITRAN04 database is in significantly better agreement (about 5% spread) in the completely updated 3000 to 8000 cm -1 spectral region, but inconsistencies between individual spectral regions remain: for example, in the 8000 to 9500 cm -1 spectral region, the results indicate an 18% (±1%) underestimate in line intensities with respect to the 3000 to 8000 cm -1 region. These measurements also indicate the impact of isotopic fractionation of water vapor in the 2500 to 2900 cm -1 range, where HDO lines dominate over the lines of the most abundant isotope of H 2 O.
Introduction
Water vapor is the dominant absorber of solar radiation at near-infrared wavelengths (0.8 to 5 µm; 12500 to 2000 cm -1 ) accounting for about 75% of the total (0.2 to 5 µm; 50000 to 2000 cm -1 ) clear sky absorption [Kiehl and Trenberth, 1997] . This absorption offsets a significant amount of the thermal infrared cooling of the atmosphere and is therefore important in the overall atmospheric energy budget. In recent years, the absorption by water vapor in this region has come under scrutiny because of concerns about the quality of data on spectral line databases [e.g. Giver et al., 2000; Belmiloud et al., 2000; Chagas et al., 2001; Bennartz and Lohmann 2001; Smith et al., 2004] . Proposed modifications to these data have led to systematic increases in the calculated absorption by water vapor.
One problem with these analyses is that they examine the water vapor absorption in a rather piecemeal way, each only covering a limited number of spectral regions. In addition, the data that makes up the spectral line databases [e.g. Rothman et al., 2003] are also derived in a piecemeal way, with different bands measured by different groups at different times. Sierk et al. [2003] have quantified inconsistencies in the HITRAN 2001 [Rothman et al., 2003 ] database between five water vapor bands around the visible (0.59 to 0.94 µm) from surface based observations; earlier versions of the database been assessed using surface based observations in the same spectral region by Smith and Newnham [2001] , Veihelmann et al. [2002] and Albert et al. [2004] . In our paper, we use high spectral resolution measurements of near-infrared radiation reaching the surface over a large spectral range to provide a consistent assessment of water vapor absorption across the whole near-infrared region.
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The eventual aim of these measurements is to derive a stable high-quality calibration for ground-based Fourier-transform measurements of direct solar radiation that is traceable to the national primary radiance scale at the National Physical Laboratory, UK; this will allow an absolute assessment of any unknown atmospheric absorption, and in particular any underlying smooth continuous absorption (such as dimer or water vapor continuum). The results presented here concern only the spectral lines and, as such, do not need an absolute calibration. The observations are used to assess the relative consistency of the water vapor lines on spectral line databases and examine the impact of recent updates in the databases in a way that has not hitherto been possible.
In Section 2, the experimental details are given. In Section 3, the modelling tools and analysis method are described. In Section 4, the uncertainties in the analysis are discussed. The results are presented in Section 5, including the impact of a recent update in the spectral line database, and conclusions are presented in Section 6.
Experimental set up
Ground-based measurements of the atmospheric absorption of solar radiation are recorded using a Bruker IFS 120M Fourier Transform Infrared (FTIR) spectrometer with OPUS Spectroscopy Software v3.0.1 at the National Physical Laboratory, Teddington, UK (latitude 51.4º, longitude -0.33º). This instrument has been used as a mobile intercomparison standard within the Network for the Detection of Stratospheric Change [Paton-Walsh et al., 1997 , Bell et al., 1998 ]. The spectrometer -5 -is coupled to a solar tracker that uses a quadrant detector and feedback loop to initially find and then actively track the solar disc. The solar tracker is located in a southfacing dome and delivers a vertical beam down into the laboratory where two aluminium-coated optics are used to steer the beam into the spectrometer. A removable aperture and target assembly is locked into the spectrometer bench prior to measurement and it is checked that the beam passes through the aperture and is imaged concentrically on the target. If necessary the two steering optics are adjusted to correct for any mis-alignment. This ensures the consistency of the incident beam alignment and therefore consistent imaging of the solar disc onto the spectrometer field of view aperture. The effect of scattered light on the measurements can be neglected due to the narrow field of view of the spectrometer of approximately 2x10 -6 steradians.
The measurements described here were made using a CaF 2 beam splitter and a liquid nitrogen cooled InSb detector. Spectra were recorded across the complete range from 1000 cm -1 to 13000 cm -1 . With this spectral coverage, the maximum resolution possible was 0.03 cm -1 (resolution defined as [0.9 / maximum optical path difference] the reciprocal of the optical path difference in the FTIR) due to the limits of the processing capacity of the analogue-to-digital converter card that carries out the Fourier transform. Mertz phase correction, boxcar apodization and a zero-filling factor of 2 were used. Measurements typically consisted of nine co-added interferograms. All measurements were recorded during days that appeared cloud free to the naked eye. In order to determine the solar intensity variation, the DC power measured on the InSb detector was monitored during the later measurements. The measurement at 11:39 on the 9 June 2005 is taken as an example of the stability level.
-6 -During the time taken to acquire 9 interferogram scans (4.5 min) it was found that the received solar intensity varied by less than 1% (a standard deviation of 0.9% of the mean DC signal). Given this level of stability and that any variability in the solar intensity will have a similar effect at all wavelengths, the variability of intensity does not affect the conclusions drawn in this paper.
Observations were taken during 9 clear sky days over a wide range of solar zenith angles and column water vapor amounts. A series of 10 to 20 measurements were taken on each day but for the purpose of this paper we have selected one example per day as listed in Table 1 . The details of all 9 observations are listed in Table 1 along with the cosine of the solar zenith angle and the column of water vapor retrieved from the analyses of the Met Office Unified Model (UM) for the day and place of the observations. The vertical water vapor columns range from 13.2 to 30.8 kg m -2 , which corresponds to a factor of about three for the slant water vapor column. As a typical example of an atmospheric spectrum, the measurement taken at 11:39 on the 9 June 2005 is shown in Figure 1 -7 -
Analysis method
Each measured absorption spectrum is a composite of the absorption along the slant path through the atmosphere. The absorption at each point along the path is a function of the constituents of the atmosphere at that point together with the local temperature and pressure. The individual absorption lineshapes of atmospheric gases are typically characterised by broad tropospheric wings with a narrow stratospheric core. In the case of water vapor, the vertical concentration profile means that the observed composite lineshape is completely dominated by the tropospheric contribution.
In order to compare our observations with models, we chose to use the optical depth spectra and concentrate on the comparison of the water vapor line intensities. Any unknown continuum absorption (for example due to aerosols, water vapor continuum or water dimer) or any calibration factor just shifts the baseline of the optical depth spectra and so does not affect the line strength or shape. This would not be the case for a comparison of observed and modelled fluxes.
Calculated optical depth spectrum (τ c )
The calculated optical depth was obtained with the line-by-line code Reference Forward Model (RFM) version 4.22 [Dudhia, 1997] , using different spectroscopic databases: HITRAN01 [Rothman et al., 2003] , HITRAN04 [Rothman et al., 2005] , and the theoretical Partridge and Schwenke [Partridge and Schwenke, 1997; Schwenke and Partridge, 2000] In order to derive the observed optical depth (τ m ) from the observed flux, F m , two main approximations are made. First, since the resolution of the observations is 0.03 cm -1 and the typical water vapor line widths at half maximum are larger than this by a factor of about five, we neglect the instrumental line shape convolution. Second, as our observations are in the near infrared, we neglect Rayleigh scattering since it scales with the fourth power of the wavenumber. The justifications for these approximations are discussed in Sections 4.1 and 4.2.
-9 -With these two approximations, F m (ν), the signal measured by the FTIR as a function of wavenumber ν, is simply the actual flux reaching the surface (given by Beer's Law) multiplied by a calibration factor k(ν) . So that:
where F s (ν) is the extraterrestrial solar irradiance from Kurucz [1995] and θ is the solar zenith angle at the time of observation. This equation ignores the effect of the Earth's curvature and the refractive effects of the atmosphere on the solar beam.
However, since these measurements were made at small to moderate solar zenith angles and the majority of the water vapor is in the lower part of the atmospherewith typically 99.9% of the total water vapor column in the bottom 10 km -these effects can be neglected for the measurements considered here. Even for the largest zenith angle (66 o on the 15 March 2005), the change in path length due to the Earth's curvature on the key region of the atmosphere is less than 0.5%.
The calibration factor, k(ν), is only known with a relatively large uncertainty, and is the focus of ongoing work. However, because it varies slowly with frequency (with a typical scale much larger than 10 cm -1 ) it does not affect the absorption lines and is -10 -not relevant to the conclusions of this paper. Therefore we can restrict ourselves to a 'pseudo' observed optical depth spectrum, τ ' m (ν), which is given by
The results presented here are only based on the observed F m (ν) when it is more than 2% of F s (ν) in order to eliminate poor signal-to-noise values. A consequence of this is that results are not obtained around the cores of the main water vapor absorption bands as these regions are heavily saturated and F m (ν) is therefore small (see Figure   1 ).
Fitting procedure
The observed optical depth τ m can be separated into three different contributions: τ 1 due to water vapor, τ 2 due to the five other gases (CH 4 , CO 2 , O 2 , N 2 O, O 3 ) and τ 3 due to any other extinction. Our a priori suppositions were that :
• τ 2 should be reasonably close to the calculated optical depth due to these five gases, τ g ,
• τ 1 should be predominantly different from the calculated optical depth due to water vapor,τ w, by a scaling factor due to the limited knowledge of the water vapor column, and
• τ 3 should vary slowly with frequency because it should include mainly broadband contributions such as aerosol, any sub-visible cirrus, continuum absorption and instrument response.
-11 - This method has similarities with the Differential Optical Absorption Spectroscopy (DOAS) technique, developed by Platt and co-workers [e.g. Platt, 1994] in which the component of the optical depth that varies rapidly with wavelength, and is of most direct interest, is separated from a slowly varying component.
The standard errors retrieved for the fit parameters are shown on the figures. As the optical depth of the water vapor lines is proportional to the water vapor amount, the parameter a gives an approximate estimation of the ratio of the observed vertical water vapor column to the water vapor column used in the model. Since the FTIR makes simultaneous measurements over the complete spectral range, the same actual water vapor column is measured at all wavenumbers. If the model and the associated spectroscopic database were perfect we would expect the same value of a at all wavenumbers, to within the measurement uncertainties. We can therefore use the spectral variation in a as our main parameter for assessing the consistency of the model and its associated water vapor line parameters.
Estimations of the uncertainties
In order to justify the assumptions given in Section 3, a sensitivity study was carried out. The fitting procedure was tested for one solar zenith angle (60°), one profile (Global Annual Mean, hereafter GAM) and the HITRAN 01 database. The analysis procedure was carried out as above by using the exact calculated optical depths as simulated measurement data and by fitting these with the approximated calculated optical depths.
Instrumental line shape
With a boxcar apodisation and a resolution of 0.03 cm -1 , the Instrumental Line Shape (ILS) is simply given by (2/0.03) *sinc(2π ν /0.03) [Griffiths and Haseth, 1986] . It should be applied to fluxes and not to optical depth, so we convolved the calculated flux spectrum with the ILS and converted this back to optical depth to obtain a simulated measurement. The standard fitting procedure was then applied to the simulated measurement and this showed that the effect of including the ILS function changed the value of the fit by less than 0.1%. This result confirmed that the uncertainty in the ratio of observed to measured water vapor line absorption due to the omission of the ILS could be neglected.
Rayleigh scattering
Rayleigh scattering scales as the fourth power of the wavenumber, so that the error in the determination of the ratio of observed to calculated water line absorption due to -13 -neglecting the Rayleigh scattering increases with wavenumber. We find that for θ smaller than 66° (i.e. cos(θ) bigger than 0.4, which is the case for all our observations), this uncertainty in the fit is less than 0.1% at wavenumbers below 5000 cm -1 and less than 1% below 11000 cm -1 .
Vertical profiles
The main source of uncertainty in the model originates from the vertical profiles obtained from the UM analyses. In order to estimate the scale of this uncertainty the UM profiles were compared to local radiosonde results. The comparison between radiosonde (RS) profiles and the UM profiles was carried out on data from 12:00 UTC for each of the 9 days of observations at two different locations -Herstmonceux (long 0.32º, lat 50.9º) and Nottingham (long -1.25º, lat 53.0º) which are within 80 km and 180 km respectively of our observations. The results of the comparison showed significant differences in the water vapor columns and in the vertical distributions of this water vapor. Table 2 shows the ratio of the UM water vapor column over the RS ones for all 9 observations for the two locations. The differences in the water vapor column are usually below 10% but can reach 35% and, for this set of days, the UM overestimates the RS water vapor column by an average of approximately 8%. We should stress that we applied no corrections to the radiosonde data for chemical contamination [see Wang et al., 2002] , so that these profiles may have some dry bias.
An error in the column amount would first lead to a constant offset in a at each wavenumber. However an error in the vertical profile will also have a spectral signature because of the temperature and pressure dependence of the absorption lines.
-14 -To study the sensitivity to the profile uncertainties, we first tested separately the effect of uncertainties in the pressure (usually ±1 mbar at the surface) and temperature (about ±1 K). We constructed two simulated profiles to compare with the GAM profile, one with the temperature increased by 0.3% compared to GAM (profile named GAM+T), the other with the pressure increased by 0.1% compared to GAM (profile named GAM+P). In both cases, the effect of the modified profile is quite small (about 2% and 0.2% respectively) and consists of an offset and a varying component with a distinct spectral signature. The underlying offset is due in part to the change in air density with temperature and pressure, while the remaining offset and the spectral signature is due to the specific temperature and pressure effects on the absorption lines.
The intensity S of the lines depends on temperature T via S(
, with E the lower energy level of the transition, k the Boltzmann constant, m a parameter of the order of 1.5 and S o the intensity at the temperature T o .
Therefore, any uncertainty in the temperature will produce an uncertainty in the line strengths that will follow a spectral pattern that is based on the frequency distribution of the low energy levels. This distinct spectral signature is clearly visible in Figure 2a ,
-15 -with the spectral regions with small numbers of lower energy level transitions giving a retrieved value closer to the expected ratio of water vapor columns (a ratio of 0.997).
The spectral signature in Figure 2b is linked to the line-shape and saturation level of the lines. Since the overall lineshape is dominated by absorption in the troposphere, the lineshape is predominantly Lorentzian (pressure-broadened). An uncertainty in the pressure means an uncertainty in the width of the lines that is not dealt with very well with our linear fit. Once the basic offset (due to the 0.1% increase in density) has been taken into account, the fitting procedure gives a slight positive or negative bias depending on whether the lines are saturated or not. This explains the shape in Figure   2b , with increasing discrepancies near the saturated cores of the water vapor bands.
Although the uncertainties due to errors in the temperature and pressure profiles are small, significant uncertainties can arise when considering errors in the water vapor profile. In fact, any change in the vertical distribution of a normalised water vapor profile can be described by a combination of change of temperature and pressure for some part of the profile. Thus, any uncertainty in the water vapor profile will produce an uncertainty in the water line absorption ratio that can be estimated by a linear combination of Figures 2a and 2b .
To demonstrate this, we fitted the water vapor line spectrum obtained with the UM vertical profile with the water vapor line spectrum obtained using the vertical profile from a radiosonde launched at the same time (at 12:00 on the 18 March 2005). This was done for both radiosonde sites (Herstmonceux and Nottingham).
-16 - Figure 2c shows the retrieved a parameter for both locations. We can see from this figure that the water vapor column from the UM profile is about 1.40 (±0.07) and 1.09(±0.01) times higher than the water vapor column of the radiosonde profile, for
Herstmonceux and Nottingham respectively, in agreement with the water column ratios directly derived from the radiosonde data (Table 2) We calculated the correlation coefficient of these two spectral signatures from the results of a least square linear fit using the temperature and pressure spectral signatures (shown in Figures 2a and 2b) . The correlation coefficients were 0.99 and 0.97 for Herstmonceux and Nottingham respectively confirming that an uncertainty in the profile can be represented quite well by a linear combination of the effect of the uncertainty on pressure and temperature.
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Assessment of the water vapor line parameters in different databases
Among the three databases that are being tested in this paper, HITRAN01 (i.e. database is still useful because it provides an independent set of spectroscopic parameters that has been calculated in a consistent manner across the complete spectral range.
HITRAN2000 with its

Description of the results
Since the conclusions from all 9 observations are similar, the measurement on 23
April 2004 is taken as the main example in the discussions that follow. Figure 3 shows the ratio of observed to calculated water vapor lines, a, retrieved for each 10 cm -1 section for the observation on 23 April 2004 calculated respectively using the PS, HITRAN01 and HITRAN04 databases. As noted previously, for all three figures, no values are retrieved in the saturated absorption bands, because very little flux -18 -reaches the detector. Also, in some other spectral regions, the error bars of the fitting procedure are very large; this happens when the water vapor lines are less intense than lines of other gases or solar lines. In the rest of the paper we will restrict the discussion to the sample of a values with standard errors due to fitting which are smaller than 5%.
In all three cases we can see that the retrieved value of a is not constant with wavenumber (and not equal to 1, which would indicate perfect agreement between model and observations), but ranges from approximately 0.5 to 1.5 with important spectral variations.
There are differences within individual bands: for instance in Figure 3b there is a sudden decrease by a factor 2 between 4000 and 4200 cm -1 , and there is much more irregular structure in the 6500 to 7000 cm -1 range where two consecutive values can differ by more than 35%.
There are also systematic inconsistencies between bands: in all three cases we can see that the retrieved value in the 2500 to 2900 cm -1 spectral range is significantly smaller then in the rest of the spectrum (see section 5.3), and in Figure 3c the mean a retrieved in the 8000 to 9500 cm -1 spectral region is clearly higher than the one given by the 3000 to 8000 cm -1 region (see section 5.4).
In order to evaluate the variability in the a values more quantitatively we define a 'spread' value as the standard deviation of the distribution of the a values across a defined spectral range (and with a standard error lower than 5%) normalized by the -19 -mean of this distribution. The spreads (and the means) for all three cases are listed in Table 3 for the whole spectral range and for the restricted 3000 to 8000 cm -1 spectral range. We can see that for the whole spectral range the PS database gives the largest spread, which is expected given the 20% uncertainty in the line intensities of this purely theoretical database, and that HITRAN04 shows a small improvement compared to HITRAN01. However, for the 3000 to 8000 cm -1 spectral range, the spread is considerably reduced in HITRAN04 and the consistency of the 'retrieved water column' is clearly improved in this spectral region. Figure 4 shows the normalized distribution of the a values for each of the three databases across the 3000 to 8000 cm -1 range, illustrating the much smaller spread in HITRAN04.
As seen in Section 4.3, the real water vapor column in the atmosphere differs from the UM model profile, and it is therefore difficult to compare the retrieved mean a with the expected value of 1 (see section 5.4 for more discussion on this point), but we believe that the unexpected spectral dependence of a is in itself informative and in particular allows us to assess the internal consistency of the databases.
Reliability of this spectral signature
As shown in section 4.3, using an inaccurate atmospheric profile will produce a spread in the distribution of the water line absorption ratios a. For example when using a global annual mean (GAM) profile instead of the UM profile for the day and time in the HITRAN01 calculation, the spread of a over the whole spectral range is 13.3 % instead of 11.3 %.
-20 -A key element of the interpretation of the results is to establish which part of the measured spread is due to incorrect knowledge of the atmospheric profile, and which part is due to errors in the spectral line database. We compared the spectral signature of a obtained for the 23 April 2004 observation fitted against the calculation using the HITRAN04 database and UM profile with a series of other results obtained with the other databases, observations, profiles and with the best fit linear combination of the pressure and temperature signatures. Study of these comparisons shows that a significant part of this spread cannot be due to uncertainty in the atmospheric profile.
Firstly, when using an obviously inaccurate profile, such as the GAM profile, the spread increases but this does not change the overall shape of the spectral signature of a. The spectral signatures using both profiles are well correlated, with a correlation coefficient of 0.94. Secondly, observations on different dates give a very similar spectral signature for a. is changed, and is poorly correlated with the best fit linear combination of the pressure and temperature signatures. We therefore believe that most of the spectral variation of a is due to inconsistencies in the databases.
Isotopic fractionation
In the 2500 to 2900 cm -1 spectral range, the results for all of the databases, as shown in Figures 3 and 5 , consistently show that the water line absorption ratios are approximately 20% smaller than that retrieved elsewhere, for instance in the 3000 to 3500 cm -1 spectral range. This localised discrepancy has a simple explanation. The 2500 to 2900 cm -1 spectral range is the only spectral region of our observations where HDO lines are much stronger than the main isotope H 2 O lines.
All three databases were constructed assuming that the ratio between these two isotopes is the same as in liquid water i.e. 3.1 x 10 -4 . However, in the atmosphere, because of isotopic fractionation, this ratio is much smaller: it is about 10% lower at the surface and falls rapidly to 30% or 40% lower after successive rainfalls. The exact vertical profile of this ratio is very variable [e.g. Ehhalt et al., 2005] , depending on meteorological conditions, but this is almost certainly the cause of this discrepancy in the retrieval of a when using HDO lines. If we assume the HITRAN04 line data are correct, we can estimate a 15% lower HDO/H 2 O ratio than the value assumed in HITRAN.
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Discussion
As discussed in Section 5.1, Table 3 shows that in the 3000 to 8000 cm -1 spectral range, (where the water vapor line parameters have been updated thoroughly based on the measurements and analysis by Toth [2005] ), the new water vapor line intensities of HITRAN04 are much more consistent with our observations than the other two databases, and that the water vapor amount is well constrained to within ± 5%. By contrast Figure 3c indicates a predicted water vapor column that is about 18% higher between 8000 and 7500 cm -1 and 4% higher between 10000 and 11000 cm -1 than the water vapor column retrieved in the 3000 to 8000 cm -1 spectral range.
In the 8000 to 9500 cm -1 and the 10000 to 11000 cm -1 spectral ranges, the water vapor line intensities are practically unchanged between HITRAN01 and HITRAN04. For the 10000-11000 cm -1 region, the line parameters are from relatively recent measurements and analysis [Brown et al. 2002] . However, the line data between 8000
and 9500 cm -1 , in particular, derive from significantly older measurements [Mandin et al., 1988] ; HITRAN04 reports an error code of >20% for most of the lines in this region, compared to 10% or better in the neighbouring spectral regions. Tolchenov and Tennyson [2005] report an analysis of the weak lines between 7400 and 9600 cm -1 using more recent measurements and conclude that the same lines in HITRAN04 underestimate line intensities by about 9%. In addition, an analysis of laboratory measurements by Smith et al. [2004] indicate than in the 8000 to 9500 cm -1 spectral region, HITRAN01 (and hence HITRAN04) underestimates line intensities by between 20% (for pure water) and 12% (for air-water mixtures). These lines of -23 -evidence support the conclusion that the parameters in the 3000 to 8000 cm -1 region are closer to the 'true' values.
An alternative approach to assessing which spectral region is closer to the truth is to use the measurements reported here. We have used the complete set of 9 observations to compare the retrieved water vapor column with the UM one. Table 4 shows average a values retrieved in two regions -3000 to 8000 cm -1 and 8000 to 9500 cm -1 .
It should be remembered that a corresponds to the ratio of the measured and modelled water vapor line absorptions, which is effectively the ratio of the retrieved water vapor column to the UM water vapor column. There are three main points to note.
Firstly, the range of average a values over different days is quite large. This depends on how well the UM profile describes the real atmosphere at the time of measurement.
We have already shown in section 4.3 that this uncertainty could reach 35% for the times in question. Secondly, the water vapor column retrieved in the 8000 to 9500 cm -1 region is consistently 17.8 (±1.5) % higher than that in the 3000 to 8000 cm -1 region for all nine observations. Finally, on average over the 9 days of observations, the 3000 to 8000 cm -1 retrieval underestimates the UM water vapor column by 8.7% and that the 8000 to 9500 cm -1 retrieval overestimates it by 7.7%.
Taken in isolation this last result would indicate that the actual water vapor amount probably lies somewhere between the amount retrieved from the two spectral regions.
However, we must keep in mind the results of the comparison between the UM model and the radiosonde measurements from Herstmonceux and Nottingham. Figure 6 shows the column values predicted by the measurements in both spectral regions,
-24 -together with the UM results and the radiosonde measurements. This highlights the fact that, as shown previously in Table 4 ) are also the days when the UM results show large differences from the radiosonde retrieval (see Table 2 ). These results suggest that the fits in the 3000 to 8000 cm -1 region give a better estimate of the actual water vapor column than the fits in the 8000 to 9500 cm -1 region, supporting the evidence from the laboratory measurements discussed above.
Finally, the results obtained using the theoretical PS database give an average value for a from the observation of 23 April 2004 of about 0.93 for the whole spectral range (see Table 3 ). This compares to average values obtained with HITRAN04 of 1.04 in the 3000 to 8000 cm -1 region and 1.24 in the 8000 to 9500 cm -1 region. Since the differences between the PS results and the HITRAN04 results are significantly higher in the 8000 to 9500 cm -1 region, this places further doubt on the water vapor line parameters in this region.
Conclusions
We have shown that the water vapor line parameters in current infrared spectral databases do not lead to consistent retrievals of water vapor columns that are independent of the spectral region of observation. The spread in the retrieved water vapor column exceeds 10% for all 3 databases. The column values show systematic biases in different spectral regions, and the spread is reduced to 5% using the -25 -HITRAN04 database over the 3000 to 8000 cm -1 spectral region. We have shown that uncertainties in the atmospheric profile cannot explain these effects. We have established that the discrepancy in the 2500 to 2900 cm -1 spectral range is at least partly a consequence of the differences between the actual HDO/H 2 O ratio and that assumed in the database.
Retrievals using the HITRAN04 database give water vapor column results that are generally consistent with the UM model water vapor column over a wide range of values. On average, the retrieved value in the 3000 to 8000 cm -1 region is 9% lower than the UM value, and in the 8000 to 9500 cm -1 region it is 8% higher.
Measurements from nearby radiosondes are, on average, 8% lower than the UM results for the nine measurement days. Therefore, the retrieved values in the 3000 to 8000 cm -1 spectral region are more consistent with the measured radiosonde results
than the values for the 8000 to 9500 cm -1 region. However, since these radiosonde measurements are not coincident in space and time with the FTIR measurements, it is not possible to draw a definitive conclusion on the absolute accuracy of the retrieved values in either region, but other lines of evidence reported here support this conclusion.
The systematic deviations in HITRAN in some regions may be explained by the difficulty in precisely measuring water vapor within the measurement volume during laboratory measurements. We recommend that more laboratory spectroscopic measurements should be carried out on the main water vapor isotope over the complete near infrared range, with a focus on the 8000 to 12500 cm -1 spectral region.
Also, laboratory measurements need to be made over a larger range of pressures -26 -and/or path lengths in order to capture adequately the vast range of line strengths that occur across the full range of the water vapour spectrum (as recommended by, for example, Tolchenov and Tennyson [2005] ). Finally more ground-based FTIR measurements in conjunction with coincident radiosonde launches would help to reduce uncertainties on the absolute accuracy of the retrieved values.
The results of our measurements illustrate the advantage of a broad spectral range of observation that ensures that the retrieval consistency can be assessed over different water vapor bands. spectral region with the HITRAN04 database on this particular day.
-33 - Table 4 . Retrieved a for different spectral regions (ratio of the retrieved water vapor amount to the UM water vapor amount at the date and place of observation).
-38 - on each 10 cm -1 section, for the 3000 to 8000 cm -1 spectral region. The solid curve is using HITRAN04, the dashed curve HITRAN01 and the dotted line PS database.
-45 - with the HITRAN04 database on this particular day, when the UM water column is clearly much higher then the retrieved one.
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