The grain handling industry plays a significant role in U.S. agriculture by storing, distributing, and processing a variety of agricultural commodities. Commercial grain elevators are hazardous agro-manufacturing work environments where workers are prone to severe injuries, due to the nature of the activities and workplace. Safety incidents in agro-manufacturing operations generally arise from a combination of factors, rather than a single cause, therefore, research on occupational incidents must look deeper into identifying the underlying causes, through the application of advanced analyses methods. In occupational safety, it is possible to estimate and predict probability of safety risks through developing artificial neural network predictive models. Due to the significance of safety risk assessment in the design and prioritization of effective prevention measures, this study aimed at classifying and predicting causes of occupational incidents in grain elevator agro-manufacturing operations in the Midwest region of the United States. Workers' compensation claims data, from 2008 to 2016, were utilized for training multilayer perceptron (MLP) and radial basis function (RBF) neural networks. Both MLP and RBF models could predict the probability of safety risks with a high overall accuracy of 60%, 61%. Based on values of AUC (area under the curve) from the ROC (receiving operating charts), both models predicted the probability of individual safety risks with a high accuracy rate of between 71.5% and 99.2%. In addition, sensitivity analysis showed that nature of injury is the most significant determinant of safety risks probability, along with type of injury. The novelty of this study is the use of the artificial neural network methodology to analyze multi-level causes of occupational incidents as the sources of safety risks in bulk storage facilities. The results confirm that artificial neural networks are useful in safety risk estimation, and identifying the incidents' risk factors. The implementation of safety measures in grain elevators can help in preventing occupational injuries, saving lives, and reducing the occurrence and severity of such incidents in industrial work environments.
Introduction
Despite extensive and ongoing efforts to reduce occupational incidents, the World Health Organization (WHO) has introduced occupational injuries as a public heath epidemic [1] . Occupational injuries are one the most significant health threats in largescale workplaces [1] , and are associated with suffering and loss at individual, community, societal and organizational levels [2] . At the organization level, occupational accidents have a significant negative influence on the financial performance of a company [3] . Workplace incidents have direct costs, paid as medical and indemnity expenses to the injured. In addition, indirect costs of occupational incidents include equipment damage and repair, incident investigation time, training new personnel for the replacement of injured ones, an increase in insurance premiums in the year following the incidents, a slowdown of production schedules, damage to companies' reputation, and lowering workers' motivation to return to work [4] . These observations point to the growing importance of workplace health and safety intervention efforts [5] .
Identifying the patterns of incident occurrence in different types of workplace incidents provides a broader perspective on preventative strategies than might be gained from studying a single type of workplace [6] . Workplace incidents are the result of various causes [7] . Thus, it is necessary to learn from past incidents to plan measures that reduce the likelihood of future incidents [8] . Using injury data, occupational incident analysis focuses on identifying the prevalent causes of incidents to design proper prevention measures [9] .
Conducting in-depth research on identifying risk factors and causes of occupational incidents in various industries will ultimately help to reduce the rate of incidents and injuries [10] through establishing effective injury prevention programs [11] . Agricultural-related industries are high-hazard workplaces, where workers are exposed to serious safety risks and the cost of occupational incidents is enormous [12] . The grain handling industry has a significant role in U.S. agriculture by storing, distributing, and processing a variety of agricultural commodities [13] . The expansion of grain storage capacity in recent years has led to a higher number of occupational incidents in grain handling industrial operations [14] . The frequency and costs of occupational incidents in grain elevators are higher than in other agribusinesses [11, [15] [16] [17] . Few studies have addressed safety issues in the grain handling industry. Mosher, Keren, Freeman, and Hurburgh [18] evaluated the role of human factors in the management of occupational safety in commercial grain handling facilities. Geng and Jepsen [11] conducted a survey on grain handling operations to evaluate how safety and health information was incorporated at the grain handling and storage facilities in Ohio, US. Ramaswamy and Mosher [14] used chi-square contingency tables to characterize the injury costs in commercial grain elevators, and showed that employee age and tenure, cause of injury, and body part injured have a significant influence on the cost of occupational incidents in such an industry. Davoudi Kakhki, Freeman, and Mosher [19] utilized various machine learning methods in estimating the severity of injuries in agribusiness industries, based on information from workers' compensation data. However, there is no recent comprehensive study focused on identifying the causes of occupational incidents in agribusiness operations and within grain elevators, using advanced data mining methods.
Workers' compensation data are a rich source of injury data, which includes detailed incident information about the demographics of the injured workers, as well as type of injury, nature of injury, main causes of injury, and injured body parts. In this study, a data set with over 5000 workers' compensation claims, reported between 2008 and 2016, was used. The details of the data are explained in Section 3.1. Using information from workers' compensation claims, the primary interest of this study is to identify which incident factors are important in influencing the probability of a specific safety risk occurrence. Furthermore, this study aims to apply, validate and assess the performance of multilayer perceptron (MLP) and radial basis function (RBF) neural networks in accurately classifying and predicting the main sources of safety risks (causes) of occupational incidents in commercial grain elevators in the Midwest of the United States.
This study contributes to the current literature on the analysis of non-farm, agricultural-related occupational injuries, by investigating the effect of workers' age, experience, occupation, and the type and nature of injury for classification purposes, in the cause prediction of such incidents. In addition, interpreting the results from the ANN model could provide useful insights about the contributing factors of potential future occupational incidents. Such insights aid safety practitioners and planners, who aim to revise safety measures and reduce occupational incident rates in non-farm, agricultural-related industries.
The rest of the paper is organized as follows: Section 2 presents a review of the literature on the ANN methods and their applications in occupational safety analytics; Section 3 explains the data and modeling procedures; Section 4 presents, evaluates, and discusses the analysis findings, and applications; in Section 5, discussions of conclusions, the limitations of the research and future studies complete this paper.
Literature Review

Artificial Neural Networks
Artificial Neural networks (ANNs) are well suited for classification and prediction [20] . ANNs enable problem-solving by changing the structure of interconnected components [21] . The reason for the popularity of ANNs is that is they are non-parametric statistical models, which do not need any assumptions between input and output variables [22] , and that they have the ability to learn from experience and enhance their functions to improve classification and prediction accuracy [23] . Nonlinear modeling machine learning (such as ANNs) is used to extract information from noisy data, and can avoid over-fitting, making it generally more robust [24, 25] . The ANNs are composed of nodes connected by directed links, and each link has a numeric weight [26] . Preparation of the ANNs includes data cleaning and processing, and choosing the number of hidden layers, number of nodes, type of activation function and learning algorithm rate. In this research, two types of ANNs are applied: multilayer perceptron (MLP) and radial basis function (RBF) neural networks. Both MLP and RBF are used in predictive modeling as 'supervised' methods, in the sense that the model-predicted results can be compared against the known values of the target variable [27] .
The first algorithm is the MLP neural networks as in Figure 1 , which consist of three kinds of layers: Atablien input layers, a hidden layer(s), and an output layer. MLP can have one or many hidden layers, and the number of hidden layers can be determined by trial and error, or intelligently. There are some neurons in each layer. Artificial neurons, as processing units, constitute ANNs, which are parallel distributed systems. The amount of input and output data determines the number of neurons in the input and output layers. The input layer contains the predictors. The hidden layer contains unobservable nodes, or units. The value of each hidden unit is some function of the predictors; the exact form of the function depends [28] , in part, upon the network type and in part upon user-controllable specifications. The output layer contains the responses. Each output unit is some function of the hidden units. The second type are RBF neural networks as in Figure 2 , with the same three layers, which have the ability to generalize the results with high tolerance of input noise [23] . In other words, the RBF network consists of a layer of units, performing linear or non-linear functions of the attributes, followed by a layer of weighted connections to nodes, whose outputs have the same form as the target vectors. As seen from Figure 2 , RFB networks have only three layers, which makes them superior to the MLP for easy design [29] . More details about the structure and specifications of MLP and RBF can be found in [27] [28] [29] [30] [31] [32] [33] .
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Artificial Neural Networks in Occupational Safety
Predictive modeling is the use of data to forecast future events by capturing relationships between explanatory variables and predicted variables from past events, and applying them to predict future outcomes [34] . Artificial neural networks (ANNs) are among the most popular predictive methods in analyzing occupational incidents [1, 35, 36] predicting causes and severity of injuries [37, 38] , and determining the underlying factors that influence workplace incidents [39] [40] [41] .
Training ANNs is a practical method for assessing the severity of occupational incidents, based on a combination of incident risk factors [39] . Many studies have used ANN modeling in industrial settings to analyze occupational incidents and injuries. The work of Asensio-Cuesta et al. [42] and Zurada et al. [43] analyzed the effect of specific industrial lifting jobs, and workplace design on lower back pain. The work of Darvishi et al. [44] estimated the probability of lower back pain from occupational incidents in industrial units with a prediction accuracy rate of 92% in train and test data, based on sixteen risk factors of lower back pain in such injuries. The work of Aliabadi et al. [45] predicted the hearing loss threshold in high-noise industrial workplaces in a steel factory, and analyzed the effects of occupational exposure risk factors on determining the hearing loss threshold. The work of Shankar Beriha et al. [46] identified the deficiencies in safety health practices in Indian industries and analyzed the influence of workplace hazards on injury level and material damage.
Other studies used ANNs to analyze and classify the risk of injury from machine and drilling [47] , and the slip-trip incident risk in construction-related occupations [48] .
Materials and Methods
The data for this study were taken from a leading insurance company, specializing in agricultural commodities in the United States. The data show that a loss of over $78 million U.S. dollars was incurred in occupational incidents costs, that occurred in grain elevators and cooperatives over eight years, from 2008 to 2016. The incurred amount was paid in both closed claims and open claims, which are a continued cost for the parties involved. In more than 5500 incidents, 92% are closed claims, and 8% of claims are open. However, an almost equal proportion of the total amount incurred is paid on open claims (50.23%) and closed claims (49.77%). In this study, all claims (both open and closed) were analyzed. SPSS IBM 26 and JMP Pro statistical software (JMP ® , Version 13.2, SAS Institute Inc., Cary, NC, USA, 1989-2007) were used to build MLP and RBF ANN predictive models. The models were used to forecast the probability of the main causes of incidents, based on available workers' compensation information.
3.1.Variable Importance
The predictors in this study are type of injury, nature of injury, Class Description, Age, Experience, and Gender. The type of injury refers to the main outcome of the incident, and has three main classifications: medical injuries, permanent partial disability, and temporary total or temporary partial disability, forming of 75.28%, 15.64%, and 9.07% of the total claims, respectively. The nature of injury shows the specification of an injury, such as fracture, laceration, concussion, or burn. The variable Class Description refers to the main classification of the operations/occupations a worker was 
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Architecture of ANNs
Data for this analysis were divided into train (70%) and test (30%) sets. The decision regarding the usefulness of a predictive model was made against the test set. The reason for dividing data into train and test sets was to decrease the bias in the results [49] . Table 2 shows the specifications of both MLP and RBF neural networks. Cross-entropy Sum of Squares * The "best" number of hidden units is the one that yields the smallest error in the testing data.
Model Assessment Criteria
This section explains the measures of fit to evaluate the performance of ANNs. These criteria are applied in the model assessment for classification problems with binary or multi-level categorical output variables. The overall accuracy rate is a measure of how successful the model is in correctly grouping the predicted categorical response as the actual one; it is presented as the numerical difference of 1 and the misclassification rate. The misclassification rate is the rate at which the categorical response group with the highest fitted probability is not the actual group. The confusion rate is a measure that shows the percentage of correct classification of a categorical response, and is expressed in the form of a contingency table, where the diagonal values show the correct classification frequency of a multi-level categorical response. Area under the curve (AUC) is an indicator of the predictive model goodness of fit, and is gained from the receiving operating chart (ROC). Past research has proven that the ROC curve is a standard and useful tool to determine the quality of deterministic and probabilistic models [50] . The ROC curve provides a comprehensive and visually attractive way to summarize the accuracy of predictions [51] . It is widely applicable, regardless of the source of predictions. In the ROC curve, on the X axis, the "sensitivity" of the model is plotted, against "100-specificity" on the Y axis [52] . The area under the ROC curve (AUC) shows the ability of a model to predict the correct occurrence or non-occurrence of landslide events. As the AUC values increase, the predictive capability of the model is better. According to Yesilnacar and Topal [53] , the quantitative-qualitative relation between the AUC and prediction accuracy can be classified as follows: 0.5-0.6 (poor), 0.6-0.7 (average), 0.7-0.8 (good), 0.8-0.9 (very good), and 0.9-1(excellent).
Results
This section discusses the results from the ANNs models and assesses their performance and application in identifying safety prevention priorities in agro-manufacturing operations. The performance of the ANNs models on train and test data sets is discussed. The quantitative measures of model performance are gained from the confusion matrices, which include the frequency of each incident cause group in actual and predicted classes. The AUC values are gained from the ROC charts. A discussion of the information gained from the ANNs, regarding the factors influential in predicting injury causes via sensitivity analysis, completes this section. Table 3 depicts the results for the classification and prediction performance for both MLP and RBF models. The overall model accuracy rates in all data sets was over 60%. Deciding on the test dataset for model performance, the ANNs model was able to accurately classify and predict the causes of incidents (no matter what group) in 64% of cases. Tables 4 and 5 show the MLP and RBF models performance in the prediction and classification of individual safety risk sources (cause group). From the MLP model performance on the test sets, the incident cause groups with the highest prediction accuracy were cut, puncture, scrape (86.1%), strain or injury by (84.4%), and heat or cold exposure (75.7%). The MLP ANNs predicted that cut, puncture, scrape would have the highest chance of being the main cause of incident occurrence in grain elevator occupational injuries, followed by strain, and heat or cold exposure.
Model Performance
The other cause groups had a relatively lower prediction and classification rate. Incident cause group of fall, slip, or trip injury had a 50.4% classification accuracy rate. This means that future incidents in grain elevator operations were expected to happen due to falls, slips, or trips with a probability of almost 0.51. Struck or injured by, and caught in, under, or between injury groups had the lowest accuracy rate: 28.9%, and 5.0% respectively. As suggested by the literature, in general, binary categorical outputs are expected to have a higher prediction accuracy (random performance: 50%), compared to three-level categorical outputs (random performance: 33.3%) [54] . As categories increased, the expected accuracy per class dropped [55] . This explains the lower classification accuracy in specific cause groups (caught in, under, or between; struck or injured by).
The results from the RBF model agrees with the MLP outcomes, with a bit less accuracy per predicted class. 
ROC and AUC Results
According to Bradley [49] , the AUC is one of the most accurate model assessment criteria in classification problems, that indicates how well separated classes are based on the modeling algorithm. At a cut point of 0.5 in the ROCs, a value of 1 indicates a perfect fit and a value near 0.5 indicates that the model cannot discriminate among groups. Looking at the AUC values for the test data set from Table 6 , all incident cause groups have high AUC values (AUC: 71.5% to 99.2%). Based on the AUC results, both MLP and RBF models were successful in accurately and effectively separating the incident causes based on the input information. The results from the RIC charts and AUC values are shown in Figures 5 and 6. 
Sensitivity Analysis
To extract detailed information about the relationship between the input variables and outcomes, sensitivity analysis is used as a valuable way to evaluate such relationship [19, 56] . In other words, sensitivity analysis investigates the relative contribution of the uncertainty (variability) of the input variables on the uncertainty (variability) in the output levels [57] . As a feature extraction method in ANN models [58] , sensitivity analysis computes the importance of each predictor (independent variable) in determining the probability of an output in the neural network [27] . The results of the sensitivity analysis in the study are depicted in Table 7 . 
Model Intepretation and Application in Safety
Sensitivity Analysis
Model Intepretation and Application in Safety
Based on the analysis in this study, both MLP and RBF NN models show high performance in classifying and predicting multi-categorical incident causes in workers' compensation claim data in occupational injuries from within commercial grain elevators. The results show that applying ANNs could be a straightforward approach for probabilistic prediction of the main causes of incidents based on prior injuries data (type and nature), as well as on the workers' age, experience, and occupation.
The results from the analysis emphasize the role of the nature of injury in such predictions and classifications, and are in agreement with the previous literature on the significance of the nature of injury in determining the severity of occupational injuries [15, 16, [59] [60] [61] [62] [63] [64] . In general, injuries are divided into three main groups in workers' compensation claims: occupational disease, multiple injuries, and specific injuries. However, each category has many details, from amputation and laceration, to contusion, fracture, hearing impairment, and vision loss. For example, regardless of occupation or injury type, the cause of carpal tunnel syndrome in all occupational injuries was most likely strain (0.75-0.79 probability). The main cause of incidents of inflammation was predicted to be struck or injured by, with little variation in the prediction probability based on occupation class (0.35-0.46 probability). Dislocation injuries have a probability of between 0.60 to 0.79 to occur due to the fall, slip, or trip cause group.
The results also indicate the significant effect of the workers' occupation in predicting the potential causes of the incidents, which agrees with previous studies on the significance of work-related activities in determining the probability of specific safety risks and incident severity in agro-industry workers [65] [66] [67] .
Although the experience and age of the worker are not the most significant contributors to the probability of a specific safety risk from the RBF model, they both show a high impact on the sensitivity analysis of the MLP model. This also agrees with the previous literature about the importance of workers' age and their years on the job in the occurrence of a specific incident [68] [69] [70] .
The main application of this model could be to provide a probabilistic table of various scenarios, for which the main cause of incident can be estimated [39] . A variety of levels for each predictor of the multi-categorical cause group output variable were fed into the ANNs model, and the probability of each cause group incidence was calculated and compared. The cause group with the highest probability was then classified as the main future cause of injury. For example, a puncture medical injury in a younger worker, with less experience, was mostly estimated to occur for a fall, slip, or trip, while the same puncture in an older worker, with more years on the job, was estimated to be caused by being struck, and has a permanent partial disability outcome. Table 8 shows various scenarios and their predicted cause group, based on the ANNs model results for a worker occupied in grain elevator operations with a permanent partial disability injury. Further application of ANNs involved estimating the most probable, and predicting the most dominant causes of, incidents, based on occupation. Strain or injury by was predicted as the main cause of injury in grain elevator operations, farm machinery operations, grain milling, and auto service/ repair occupation classes, which is the same as in the original data. Hay grain or feed dealers have the same actual and predicted main cause group, of fall, strip, or trip. For chauffeurs, helpers and gas and oil dealers, the actual cause group is fall, strip, or trip injury, while the most likely predicted cause is strain or injury by. Considering these results, the most dominant cause groups for all occupations in commercial grain elevators are either strain or injury by, or fall, slip, and trip injury. Safety practitioners can prioritize preventing those incidents that are caused by these two groups, and invest in doing so, with the purpose of efficiently decreasing the frequency of incidents.
Considering the monetary expenses of occupational incidents, the loss was huge. These data show that, on average, $16,200 was incurred on medical costs and $8400 on indemnity costs for a worker injured due to fall, slip, or trip injuries. The average medical and indemnity expenses for an injury caused by strain were $7800 and $5400, respectively. The highest mean medical and indemnity costs belong to the caught in, under, or between cause group ($19,000 and $9500), followed by the heat or cold exposure cause group ($16,500 and $5000). Struck, or injured by, and cut, puncture, scarp cause groups had the lowest medical ($5600 and $2300), and indemnity costs ($2700 and $620).
Conclusions
Many studies have applied artificial neural networks in occupational injury analysis with a binary classification of injury severity outcomes. Yet, very few have addressed a multi-categorical injury outcome problem, specifically in non-farm agricultural-related occupational incidents. The novelty of this study was in analyzing the multi-level causes of occupational incidents as the source of safety risks in bulk storage facilities in the Midwest of the United States. This study incorporated 5400 injury narratives, to investigate the influential predictors of causes of occupational incidents in agribusiness operations within commercial grain elevators. The results indicated that the nature of the injury has the highest contribution to the variation of the safety risks, along with the type of injury, either medical or a disability.
Considering model performance metrics, artificial neural networks have proved useful in accurately classifying various sources of safety risks and estimating the most likely causes of similar future incidents. The high predictive accuracy of artificial neural networks models (60% to 61% overall accuracy, and 71.5% to 99.2% accuracy per safety risk group) in the study justified the use of a machine learning complex model over traditional parametric statistical models. The main application of this study on safety was that it gives practitioners and managers the ability to prioritize safety interventions, providing the opportunity to remove the sources of hazards that have the highest chance of future occurrence. By identifying the link between incident cause and history of prior injuries, and using the workers' demographics, the proposed artificial neural networks model structure can assist safety practitioners in planning relevant strategies to reduce or eliminate safety risks in grain elevators. The results of this study highlight the application of advanced machine learning methods in studying occupational incidents. The application of these methods, in addition to the opinion of safety experts and safety regulations, enhances safety management in high-hazard workplaces.
Considering the architecture of artificial neural networks models, future research should focus on augmenting the predictive accuracy rate for multi-categorical classification problems. When addressing scenarios with more than two classes of target variable, deep learning is the preferred solution in pattern recognition. However, the construction of a deep learning model was not applied in this study, due to the data limitation. Deep learning models have the problem of overfitting data when applied to small samples. Since workers' compensation information is recorded by a human, another limitation of the study is the loss of some data, due to entry errors. Regarding the overall approach, similar techniques could be taken to apply artificial neural networks for cause identification in other industrial settings where the information about prior incidents and workers' demographics is available. A direction for future research is to apply the methodology of this research in other industries to validate the methods and results. This study provides proper analytical techniques for safety practitioners who continue to research the application of complex data mining methods to efficiently and meaningfully analyze occupational incidents in various industries and businesses.
