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RESUME
De nos jours, les technologies d'actuateurs et de capteurs piezo-
electriques offrent des solutions interessantes dans Ie controle actif des vibrations.
Pour ce type d'actuateur et de capteur, Pefficacite d9 un controle actif est limitee
par la non-linearite de 1'arrangement actuateur/colle/systeme mecanique/colle/
capteur. L'identification de cet arrangement est une etape tres importante dans Ie
developpement des controleurs. Pour tenir compte de la non-linearite du systeme
dans P identification, des modeles non-lineaires sont requis.
Dans ce projet, on commence par utiliser des excitations en regime
harmonique pour evaluer 1'importance quantitative et Ie comportement general de
la non-linearite. Ensuite, on evalue les performances des identifications basees sur
des modeles lineaires. Finalement, on fait des identifications du systeme par des
modeles non-lineaires bases sur les reseaux de neurones. D'apres les
experimentations faites, ces demiers sont des meilleurs candidats que les modeles
lineaires, pour P identification de la branche de controle.
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1. INTRODUCTION
Aujourd'hui, de nombreuses technologies d'actuateurs et de capteurs
sent utilisees en controle actif du bruit et des vibrations. Panni ces technologies
les actuateurs et capteurs piezo-electriques offrent des solutions interessantes en
raison de leur compacite et de leur legerete. Us peuvent en effet etre etendus
(colles) en couches minces sur les structures mecaniques a controler, ne
modifiant pas de fagon importante la structure.
Un arrangement tres simple pour etudier Ie controle actif de vibration sur
une poutre encastree-libre par cette technologie est illustre dans la figure 1.1. Get
arrangement existe deja sur des maquettes utilisees pour Ie developpement des















Figure 1.1 Arrangement pour etude de controle actif de vibration
1
Les dimensions de la poutre sont donnees dans la figure 1.2. La premiere
frequence de resonance de la poutre est tres proche de 15.0 Hz. Cette valeur est
obtenue en observant la fonction de transfert du systeme, lors des identifications
basees sur des modeles lineau-es (voir Ie chapitre 4). Si on essaye de calculer la
premiere frequence propre de la poutre avec la fonnule donnee dans 1'annexe 1,
en utilisant les dimensions donnees dans la figure 1.2 (L = 367 mm, h = 2.00
mm), une densite de 2710 kg/m3 et un module de Young de 6.7 x 1010 Pa pour
V aluminium, on obtient une valeur de 11.9 Hz. Cette difference est en partie due
au fait que Pactuateur piezo-ceramique colle sur la poutre modifie legerement la
structure (1'epaisseur augmente legerement et les valeurs effectives pour Ie
module de Young et la densite sont aussi alterees). Les autres facteurs qui
pourraient etre responsables de cette difference sont la non-uniformite de la poutre
et 1'imprecision sur la valeur du module de Young utilisee. La deuxieme frequence
propre de la poutre est calculee a 74.6 Hz en utilisant la formule de Paimexe 1.
Pour les memes raisons, on pourrait s'attendre que la deuxieme frequence de
resonance de la poutre soit un peu plus elevee que la valeur calculee.
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Figure 1.2 Dimensions de la poutre
L'actuateur est forme de deux tranches piezo-electriques collees de
chaque cotes de la poutre (en aluminium). En appliquant une tension assez haute
sur Pactuateur, 1'une des cellules piezos se contracte, tandis que 1'autre s'etire
dans la direction de la longueur de la poutre. Cela resulte en un moment de flexion
qui fait flechir la poutre lateralement.
Une deflexion de la poutre produit une charge sur Ie capteur PVDF
proportionnelle a la deflexion. Cela resulte en une tension qui apparait a 1'entree du
preamplificateur qui Pamplifie. Le convertisseur analogique-numerique transforme
la sortie du preamplificateur en un signal numerique.
Les points A et B dans la figure 1.1 correspondent a des points
specifiques sur une carte DSP (appelee DSKX) pour les signaux entree et sortie
du systeme. Tout Ie systeme entre les points A et B, du point de vue de la fonction
de transfert, est refere comme la branche de controle et il est represente par C
dans ce qui suit.
Dans une situation de controle de vibration, la poutre encastree-libre e st
soumise a une perturbation exteme pouvant etre due a un couplage mecanique au
support ou a une autre force appliquee sur la structure. On dit qu'une onde de
perturbation existe sur la structure. Le principe de controle est d'appliquer une
anti-onde sur la structure pour annuler la vibration. L'anti-onde est appliquee via
Pactuateur piezo-electrique et elle provient d'un controleur. Le signal de sortie du
controleur est refere comme Ie signal de controle. L'effet de la combinaison de
Ponde et de Panti-onde est mesure par Ie capteur PVDF et un signal d'erreur de
controle est disponible au point B.
Deux configurations sont possibles pour Ie controle : controle par
anticipation (feedfor^ard control) et controle par retroaction {feedback control).
La premiere est illustree dans la figure 1.3. Dans cette configuration, un signal de
reference, provenant d9 un capteur a la source de la perturbation, est disponible et
11 est utilise comme reference pour Ie controleur. La fonction de transfer! entre ce
capteur et Ie point B est representee par P.
reference
perturbation





Figure 1.3 Controle par anticipation
Dans Ie cas ou il rfest pas possible d'avoir une reference a la source de
la perturbation, un controle par reti'oaction est plus pertinent. Cette configuration
est illustree dans la figure 1.4. Remarquons que Ie signal d? entree du controleur






Figure 1.4 Controle par retroaction
Dans ces deux configurations, Ie probleme est Ie developpement et la
conception d'un controleur optimal. Pour ce faire, il est tres important d'avoir une
representation precise de la branche de controle C. Le processus permettant
d'obtenir un modele numerique pour representer un systeme physique, en ce qui
conceme les signaux d? entree et de sortie, est appele une identification.
Pour une technologie utilisant des actuateurs et capteurs piezo-
electriques, la non-linearite de la branche de controle pose des problemes pour un
controle optimal. Pour contoumer ces problemes, des controleurs non-lineaires
sont requis. II serait alors tres important d'avoir un modele non-lineaire pour la
branche de controle pour tenir compte de sa non-linearite.
L'objectif de ces recherches est d'identifier un modele non-lineau'e qui
serait plus capable de representer la branche de controle que Ie ferait un modele
lineaire. Une identification basee sur un modele par moyenne ajustee (moving
average process ou MA) donne un erreur d5 identification avec un energie
d'environ -20 dB en moyenne par rapport a Penergie du signal de sortie, c'est-a-
dire que la difference entre la sortie du systeme physique et celle du modele
identifie est en moyenne 10% de 1'amplitude moyenne de la sortie du systeme
physique.
Dans ce document, on presente les travaux de recherches qui ont ete
faits a ce sujet. On commence par exposer Petat de Part en ce qui conceme
P identification des systemes non-lineaires. Ensuite, une evaluation globale de la
non-linearite basee sur des excitations en harmoniques est faite. On precede avec
des identifications basees sur des modeles lineaires pour evaluer leurs
performances. Finalement, on considere des identifications par des modeles bases
sur les reseaux de neurones.
Une grande quantl.e de litterature est disponible a ce sujet. L'article [20]
a ete important pour etablir la frequence cTechantillonnage des signaux
analogiques. Pour les algorithmes de filtrage adaptatif, Pouvrage [5] est tres utile.
La litterature sur les reseaux de neurones et les algorithmes d'apprentissages
provient principalement de [2, 7, 8, 10, 15]. L'utilisation des reseaux de neurones
dans Ie controle actifest documentee dans [1, 3, 9, 10].
2. NON-LINEARITE DU SYSTEME ET METHODES D'IDENTIFICATIONS
2.1 Introduction
Dans ce chapitre, on discute du probleme en general. On considere la
non-linearite de la branche de controle et ses consequences. Ensuite, on definit Ie
probleme d'identification et on presente des techniques d'identifications lineaires
et non-lineaires qui ont ete couramment utiliseesjusqu'a ce jour.
2.2 Non-linearite de la branche de controle
II est certain que la non-linearite de la branche de controle, illusti-ee dans
la figure 1.1, est confinee a 1'arrangement actuateur piezo/poutre/capteur PVDF
car les convertisseurs analogique/numerique et numerique/analogique,
Pamplificateur haute tension et Ie preamplificateur, sont reconnus pour leur
linearite. La non-linearite peut etre due a plusieurs facteurs. Elle peut etre due a
une relation force-voltage non-lineaire ou a 1'hysteresis dans Pactuateur piezo-
electrique. Une elasticite mecanique non-lineaire de 1'assemblage piezo/colle/poutre
pourrait aussi etre une source de non-linearite. L? equation de Duffing, equation
2.1, est souvent utilisee pour representer un oscillateur mecanique avec une
elasticite non-lineaire:
m S(t) + D S(t) + K 8(t) + yj3 (t) = f(t) (2.1)
ou m est la masse par unite de longueur, D est Ie coefficient d'amortissement, K
est une constante d'elasticite lineau-e, y est une constante d'elasticite non-lineaire,
et 5(t) est Ie deplacement de la position repos pour une excitation f(t). L9 equation
(2.1) de Duffmg et sa solution theorique pour une excitation periodique sont
relativement bien connues. Le lecteur interesse peut consulter par exemple la
reference [21, eq. 4.35].
Le capteur PVDF est connu pour etre assez lineaire. Le circuit equivalent
ainsi que la fonction de transfert, pour 1'arrangement capteur
PVDF/preamplificateur, sent donnes dans I'annexe 2. On voit que cet
arrangement agit comme un differentiateur en basse frequence.
2.3 Distorsion harmonique et frequence d?echantillonnage
Un systeme LTI excite par un sinusoi'de de frequence / donnerait a la
sortie un autre sinusoi'de de meme frequence. Par centre, un systeme non-lineaire
excite par un sinusoi'de de frequence / produirait une sortie composee des
frequences /, 2/, 3/, et ainsi de suite. De plus, si F entree etait composee des
frequencesy} et^, la sortie contiendrait des termes de distorsion harmonique aux
frequences 2fj, If 2, 3fj, 3/2, ... et des termes de distorsion intermodulation aux
frequences/7 ±,2, 2/2 ±/y, 2/} ±f^, et ainsi de suite [18]. Ces proprietes sont
importantes pour une evaluation globale de la non-linearite.
La distorsion harmonique est reliee a la frequence d'echantillonnage des
signaux en temps continu. Un systeme non-lineaire excite par un signal de bande
limitee B[ produirait une sortie de bande Bo > B[. A premiere vue, on pourrait
penser qu'il est essentiel d'echantillonner Ie signal de sortie du systeme a une
frequence au moins deux fois B(). Pourtant, il a ete demontre [20] qu'un systeme
non-lineaire peut etre identifie et compense a la frequence Nyquist du signal
d5 entree. C'est-a-dire qu'on peut echantillonner au double de la frequence la plus
haute du signal d'excitation.
2.4 Identification des systemes
L'identification des systemes represente une partie tres importante dans Ie
controle des systemes, surtout dans Ie controle actif. L'identification correspond
souvent a la determination d'une relation entree-sortie d'un systeme.
II y a plusieurs etapes dans I'identiflcation [16] :
1. Choix du modele
Un modele est une description mathematique d'un systeme. Le modele peut
etre :
• parametrique ou non-parametrique
modele parametrique : compose d'un nombre limite de quantites
(caracteristiques).
modele non-parametrique : caracterise par la mesure d'une fonction du systeme
en un grand nombre de points.
• lineaire ou non-lineaire
• boite noire ou boite blanche
modele de boite blanche : base sur une connaissance comprehensive du
fonctionnement inteme.
modele de boite noire : modele comportemental base sur des observations
entree-sortie.
2. Choix d'une structure
- Cela peut etre, par exemple, Ie choix de 1'ordre d'un filtre FIR ou Ie choix
d'une structure parmi d'autres.
3. Estimation des parametres
Des mesures sur Ie systeme physique sont utilisees pour determiner les
parametres. Souvent on cherche a optimiser une fonction de performance, par
exemple 1'erreur de 1'estimation, par rapport aux parametres du systeme.
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4. Verification du modele
- Verifler si les resultats predits par Ie modele correspondent assez bien aux
observations sur Ie systeme physique.
2.5 Identification par filtrage adaptatif lineaire
Un systeme lineaire et temps-invariant (LTI) a memoire peut etre estime
par un filtre FIR. Les parametres du filtre peuvent etre estimes par les











Figure 2.1 Identification par filtre transversal adaptatif
x(k) est 1'entree et d(k) la sortie du systeme. y(k) est la sortie du filtre
FIR qui estime Ie systeme LTI. Le but de 1'identification est de trouver les
parametres optimaux du flltre FIR qui minimisent Penergie de 1'erreur e(k) de
1'estimation.
Les parametres optimaux, hopt, sont donnes par 1'equation de Wiener-
Hopf [5] :
1-1
hopt = R" P (2.2)
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ou R est la matrice d'autocorrelation du signal x(k):
R = E{X|, x,T} (2.3)
ou Xi, = [x(k) x(k-l) x(k-2) ... x(k-N+l)]T (2.4)
et p est Ie vecteur d'intercorrelation entre Ie signal x(k) est Ie signal d(k):
p=E{d(k)xJ (2.5)
Au lieu de chercher a calculer h^ par 1'equation (2.2), la technique du
filtrage adaptatifpermet d'ajuster les parametres du filtire FIR a chaque echantillon
d'apres un certain algorithme. Si 1'algorithme a ete bien con9u, les parametres h du
filtre vont converger vers h^ apres un certain nombre d'iterations.
Plusieurs algoritihmes ont ete developpes et utilises [5]. Les plus
communs sont:
1) la methode dite du gradient dont une forme est la methode de LMS (least mean
squares),
2) la methode des moindres carres recursifs (RLS pour recursive least squares).
La methode du LMS a 1'avantage de posseder une tres faible charge de
calcul. Cependant, elle n'est pas celle qui donne une plus rapide convergence. Par
contre, Palgorithme RLS est beaucoup plus rapide mais demande une plus grande
charge de calcul.
2.6 Identification par series de Volterra
Les series de Volterra ont ete etudiees pour la premiere fois par Vito
Volterra dans les annees 1880. Pourtant, ce n'est qu'en 1958 qu'elles furent
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utilisees par Norbert Wiener pour modeliser la relation entree-sortie d'un systeme
non-lineaire [5].
La relation entree-sortie d'un systeme non-lineaire a memoire, invariant





ou x(n) est 1'entree et y(n) la sortie, ho est une constante, et h^[x(n)} est donnee
par:
N-l N-l
hk[x(n)]= ^ •-•^^Oi,...,^)^-;i)...x(n-^) (2.7)
^=0 ^=0
Les equations (2.6) et (2.7) constituent la serie de Volterra. Chaque h^[x(n)] est
appele un noyau de Volterra.
Notons que pour k=l, Ie terme hi(ii) est la reponse impulsionnelle lineaire
usuelle, et Ie terme h^ii,...,^) peut etre considere comme une reponse
impulsionnelle d'ordre k. Dans une serie de Volterra d'ordre K, la limite superieure
dans 1'equation (2.6) est remplacee par K. Pour K=2, on obtient une serie de
Volterra d'ordre 2. Les equations (2.6) et (2.7) se reduisent alors a :
N-l







Un filtre adaptatifbase sur les series de Volterra peut etre decompose de
la maniere suivante [5] :
1) un augmenteur d'etat Volterra non-lineaire qui combine 1'ensemble des entrees
x(n), x(n-l), ..., x(n-N+l) pour produire un plus grand ensemble d'etats UQ, u^,
..., Uq.i ou q > N. Par exemple, Ie vecteur augmente pour un systeme quadmtique
avec N = 3 a la forme u = [1, x(n), x(n-l), x(n-2), x(n) , x(n)x(n-l), x(n)x(n-2),
x(n-l)2, x(n-l)x(n-2), x(n-2)2]T
2) un filtre lineaire adaptatif qui opere sur Ie vecteur d'etat u pour produire une
estimation y(n) d'une reponse desiree d(n). L'algorithme LMS peut etre utilise
pour faire Padaptation. Ceci est illustre dans la figure 2,2.
vecteur d'entree
x









Figure 2.2 Filtre Volterra adaptatif
Plusieurs applications des filtres Volterra quadratiques ont ete etudiees
[13]. Void quelques exemples : la reduction adaptative d'echo, la reduction
adaptative d'interference et 1'egalisation adaptative des canaux de communications.
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2.7 Reseaux de neurones de type feedforward
Depuis leur introduction dans les annees 1950, beaucoup de recherches
ont ete faites sur les reseaux de neurones. Le resultat : ce champ d'etude est
maintenant tres developpe, des outils analytiques tres perfectionnes sont
disponibles, et les applications sont nombreuses. Le but ici est de presenter
sommairement ces puissants outils.
Les reseaux de neurones ont ete tres utilises dans beaucoup de domaines.
Les possibilites sont grandes. Dans [6], ces reseaux sont presentes comme des
outils pour simultanement tenir compte du comportement non-lineaire, non-
stationnaire et non-Gaussien d'un processus ou d?un systeme. Dans les exemples
presentes, des utilisations sont faites pour la modelisation du chaos, la detection
des signaux dans un environnement non-stationnaire et la compression d'image.
On distingue deux types de reseaux de neurones: les resestuxfeedforward
a multiples couches et les reseaux recursifs. Dans Ie premier type, il n'y a que des
chemins directs entre les entrees et les sorties du reseau, c'est-a-dire que les
sorties sont des fonctions non-lineaires des entrees seulement. Dans Ie deuxieme
type, il existe aussi des chemins de retour entre les sorties et les entrees du reseau,
c'est-a-dire que les "orties du reseau sont des fonctions non-lmeaires des entrees
ainsi que des sorties precedentes. On se concentre sur les reseaux de types
feedforward pour les raisons suivantes :
• A cause des chemins de retour entre les sorties et les entrees dans les reseaux
recursifs, il n'est pas possible de garantir la stabilite du reseau durant
Papprentissage. Par contre, la stabilite d?un reseau de type feedfonvard est
assuree.
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• La plupart des algorithmes performants pour Papprentissage des reseaux de
neurones out ete developpes particulierement pour les reseaux de types
feedforward.
• On peut utiliser des reseaux de types feedforward pour faire des identifications
(meme si les modeles sur lesquels on se base sont recursifs) en utilisant une
structure serie-parallele (voir la section 2.8).
La figure 2.3 illustre un reseau de type feedforward de deux couches









Xo Wi YI X, W, X,
Figure 2.3 Reseau feedforward de deux couches
Le reseau accepte un vecteur d'entree XQ, ou :
XQ = [XQI, XQ2,..., XQNnl (2.9)
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La premiere couche (cachee) comprend N^ cellules decrites par :
Y,=WI.[I,XOT]T (2.10)
Xi=f[Yi] (2.11)
ou Wi est la matrice des poids dans la premiere couche, et f est une fonction non-
lineaire de type sigmol'de ou tangent hyperbolique.
La k couche comprend N^ cellules decrites par:
Y,=W,.[1,X,./]T (2.12)
X,=f[Y,] (2.13)
D'apres [7], un reseau de neurones de type feedforward a multiples
couches est capable d'estimer n'importe quelle fonction mesurable a n'importe
quelle precision desiree, si on n'impose pas une limite superieure a la taille du
reseau. Dans un cas pratique, cette demiere est limitee, done la precision de
1'estimation est limitee aussi. Tout manque de succes dans 1'application d'un tel
reseau serait du a un apprentissage inadequat, un nombre insuffisant de couches
cachees, ou a 1'inexistence d'une relation deterministe entre 1'entree et la sortie
desiree.
L' apprentissage consiste a presenter un ensemble de patrons d5 entree et
un ensemble de sorties desirees correspondant, et a ajuster les parametres du
reseau afin d'optimiser une fonction de performance de I5 approximation, telle que
1'energie de 1'erreur entre la sortie desiree et la sortie du reseau. Ce processus est
repete autant de fois qu'il faut pour converger vers la solution optimale. La
methode traditionnellement utilisee pour les reseaux feedforward est Palgorithme
de retropropagation standard. Bien que cet algorithme jouisse d'un poids de calcul
assez faible, il possede plusieurs desavantages. Le premier est la tres faible vitesse
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d'apprentissage. Deuxiemement, Ie succes de 1'algorithme repose sur des
parametres qui sont assez difficiles a regler. Dans beaucoup de cas, U faut essayer
Papprentissage a plusieurs reprises, avec diverses valeurs pour ces parametres,
pour avoir des bons resultats. Finalement, avec cet algorithme, Ie reseau a souvent
tendance a aboutir dans des minimums locaux, ce qui donne des solutions assez
loin de la solution optimale.
Un algorithme qui donne une convergence beaucoup plus rapide que
Palgorithme de retropropagation standard, et dont les parametres d'apprentissage
sont beaucoup plus facile a regler, fut presente en 1992 [15]. Get algorithme est
decrit sommairement ci-dessous :
1) Initialiser les poids et les matrices R pour chaque couche.
2) Presenter un patron cT entree et une sortie desiree.
3) Faire propager Ie patron dans Ie reseau.
4) Calculer les gains de Kalman et mettre a jour R pour chaque couche.
5) Calculer les signaux d'erreur de chaque couche par la retropropagation.
6) Calculer les nouveaux poids pour chaque couche.
7) Si la convergence n'est pas satisfaisante retoumer a etape 2.
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2.8 Identifications par reseaux de neurones
Quatre modeles pour la representation des systemes SISO sont donnes
dans [10].
n-1









+g[u(k), u(k -1),..., u(k - m +1)]
ModeleW:
yp(k+l)=f[yp(k),yp(k-l),...,y^k-n+l);
u(k\ u(k -1),..., u(k - m +1)]
ou [u(k),yp(k)] represente la paire entree-sortie du systeme SISO au temps k,
Yp(k+l) represente la sortie au temps k+1 dans Ie futur, et m < n.
Les quatre modeles sont representes sous la forme de diagrammes dans
les figures 2.4(a) a 2.4(d). On suppose que f(.) et g(.) sont des fonctions sur
lesquelles on peut prendre les derivees par rapport a chacun des arguments. Dans
chaque modele, la sortie au temps k+1 depend des valeurs des n sorties
precedentes yp(k-i) (ou i = 0, 1, ..., n-1) ainsi que des valeurs des m entrees u(k-j)
(ouj = 0, 1, ..., m-1). Pour Ie modele I, la sortie Yp(k+l) depend d'une fa^on non-
lineaure des entrees u(k-j), mats la dependance des sorties precedentes yp(k-i) est
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lineaire. Done, ce modele est approprie pour des systemes avec une non-linearite a
P entree seulement. Pour Ie modele II, la sortie yp(k+l) depend d'une fa9on lineaire
des entrees u(k-j), mats la dependance sur les sorties precedentes yp(k-i) est non-
lineaire. Ce modele est utile pour representer des systemes avec une non-linearite a
la sortie seulement, par exemple 1'oscillateur de Duffing. Dans Ie cas du modele
Ill, la sortie yp(k+l) depend de fa9on non-lineaire des entrees, ainsi que des
sorties precedentes. Ce modele est une generalisation des deux premiers (I et II).
Cependant, il est important de noter que la dependance des entrees et des sorties
precedentes est separable. Le demier modele (IV) est Ie plus general et il englobe
les trois autres. Malgre sa plus grande generalite, Ie modele TV est Ie mains
attrayant du point de vue analytique. Les trois premiers modeles sont plus
pratiques en raison de leur simplicite.
yo(k+D Yo(k)
u(k)






Figure 2.4(c) Modele III
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Figure 2.4(d) Modeled
Leur habilite a representer des fonctions generates multivariables rendent
les reseaux de neurones de type feedforward des candidats ideaux pour estimer
les fonctions f(.) et g(.) dans les quatre modeles precedents [10]. Les reseaux
feedforward peuvent done etre vus comme des composants, tout comme les
retards purs, les multiplicateurs, et les additionneurs qui servent a construire des
modeles plus complexes. Les modeles peuvent etre eux-memes recursifs. Aussi,
les reseaux de neurones recursifs peuvent etre vus comme des modeles recursifs
construits avec des reseaux feedforward et des elements de retard [10].
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Le probleme d'identification consiste a choisir un modele approprie, et a
ajuster les parametres de ce modele, pour optimiser une fonction de performance
basee sur 1'en-eur entre les sorties du systeme physique et du modele. L'ajustement
des parametres est fait de maniere iterative. Cependant, il faut prendre certaines
mesures pour simplifier 1'algorithme d'apprentissage et pour assurer la
convergence vers la solution optimale.
II y a deux modeles d5 identification [10] : 1) modele d'identification en
parallele, et 2) modele d'identification serie-parallele. Un exemple d'une
identification en parallele est donne dans la figure 2.5.
Figure 2.5 Identification en parallele
Dans cet exemple, on essaye d'identifler un systeme non-lineaire, P, par
Ie modele suivant:
^p (k) = «i . yp(k-l)+ «2 • J>p (^ - 2) + N[u(k)] (2.18)
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L'identification consiste a trouver les parametres du reseau N, ainsi que ai et
02. On utilise ici la retropropagation basee sur 1'erreur e(k) entre la sortie du
systeme P et la sortie du modele.
Dans une identification serie-parallele du meme systeme P, la sortie du
systeme est retoumee dans Ie modele d'identification, comme demontree dans la
figure 2.6. Cela unplique que Ie modele d'identification, dans ce cas-la, est la
suivante :
^p(k) = ai • ^ (k-V) + 02 • 3^ (^ - 2) + A^K^)] (2.19)
Figure 2.6 Identification serie-parallele
D'apres [10], Ie modele d'identification serie-parallele possede plusieurs
avantages sur 1'identification en parallele. Le premier avantage est relie a la stabilite.
Dans Ie cas d'une identification en parallele, il n?y a aucune garantie que Ie modele
sera stable durant 1'adaptation. C'est meme tres probable que Ie modele devienne
instable, ce qui rend Papprentissage tres difficile. Par centre, avec une
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identification serie-parallele, la stabllite durant 1'apprentissage est assuree. Aussi,
en utilisant un modele serie-parallele, I'algorithme d'apprentissage est beaucoup
plus simple, puisqu'on a deux signaux de reference (x(k) et Yp(k)) et les
problemes de minimums locaux sont moins graves. Par contre, Palgorithme
d'apprentissage pour un modele en parallele peut etre extremement complexe.
Cependant, Ie modele d? identification serie-parallele a aussi son
inconvenient. Dans tous les problemes d'identification, la sortie yp(k) du systeme
physique est contaminee par un bruit qui est souvent aleatoire et non-correle a
P entree. En retoumant la sortie bruitee du systeme physique (yp(k) + bruit) dans Ie
modele, lors d'une identification serie-parallele, on altere quelque peu Ie critere de
PoptimisatioiL En effet, une identification par un modele serie-parallele cherche
non seulement a trouver la relation entre P entree x(k) et Yp(k), mats elle essaye
aussi a predire Ie bruit a la sortie du systeme. Le resultat est que P ensemble de
parametres du modele converge vers une solution biaisee. Plus Ie bruit est
important, plus grand sera Ie biais.
En considerant les avantages et les desavantages que nous offrent les
deux modeles d'identification, on prefere Ie modele serie-parallele, surtout pour sa
stabilite et son apprentissage beaucoup mains complexe.
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2.9 Bruit dans Ie systeme physique
Le bruit existe dans la plupart des systemes physiques. Pour Ie systeme
etudie, Ie bruit est present dans les sous-systemes electroniques et il provient aussi
de Penvironnement (vibrations mecaniques). La presence du bruit limite la
precision des identifications du systeme.
Dans un test, Pactuateur piezo-ceramique est laisse en cicuit ouvert et la
sortie du convertisseur A/N est observee. Un bloc de 2048 echantillons sur Ie
signal de sortie est montre dans la figure 2.7(a), et son spectre d'energie est donne
dans la figure 2.7(b).
On remarque que Ie bruit est assez important. Pour une comparaison,
Pamplitude moyenne du signal de sortie est d'environ 6000 lors des identifications.
Aussi, Penergie du bruit est concentree en bande etroite autour de 15 Hz. II est
evident que la presence du bmit limiterait beaucoup la performance des
identifications. II est done tres important de verifier la validite des modeles apres
les identifications.
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Figure 2.7(a) Bruit a la sortie avec Factuateur en circuit ouvert
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Figure 2.7(b) Spectre d'energie du bruit
2.10 Conclusion
On retient certains points importants presentes dans ce chapitre. Le reste
de ce document repose beaucoup sur ces observations.
Premierement, la reponse du systeme pour des excitations en
harmonique peut etre utilisee pour faire une evaluation globale de la non-linearite.
Deuxiemement, 1'identification d'un systeme non-lmeaire, par un modele
numerique en temps discret, peut se faire a la frequence d'echantillonnage egale a
la frequence Nyquist du signal d'excitation.
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Troisiemement, des modeles bases soit sur les series de Volterra, ou sur
les reseaux de neurones, peuvent etre utilises pour une identification non-lineau-e
du systeme. On utilise ces demiers a cause de leur formulation plus generale.
Finalement, un modele d'identification serie-parallele est prefere a un
modele d'identification en parallele, car ce premier possede plusieurs avantages
(stabilite garantie durant 1'apprentissage, algorithme d'apprentissage plus simple,
meilleure chance de converger vers une solution). L'inconvenient majeur avec
cette methode, c'est que Ie modele identifie risque d'etre biaise due a la presence
du bruit dans Ie signal de sortie.
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3. EVALUATION DE LA NON-UNEARITE GLOBALE PAR
EXCITATION EN REGIME HARMONIQUE
3.1 Introduction
C'est un fait fondamental que lorsqu'un systeme lineau'e est excite par
un sinus pur, sa reponse en regime permanent est aussi un sinus pur de la meme
frequence. Cependant, ceci n'est pas Ie cas pour un systeme non-lineaire.
Lorsqu'un systeme non-lineaire est excite par un sinus pur, sa reponse en regime
permanent n'est pas en general un sinus pur. Dependant de la nature de la non-
linearite, on peut obtenir des harmoniques a des frequences multiples de la
frequence d'excitation, et on peut aussi observer la bifurcation de frequence (Ie
doublement de la periode fondamentale) dans Ie cas d'un systeme chaotique.
Dans ce chapitre, on utilise ces faits pour demontrer Pexistence d'une
non-linearite dans Ie systeme actuateur piezo/poutre/capteur PVDF, et pour faire
une evaluation globale du taux de non-linearite presente dans ce systeme.
3.2 Procedure de I9 experimentation
L'arrangement experimental pour faire une estimation de la non-linearite
globale, presente dans la branche de controle, est illustre dans la figure 3.1.
Notons que P represente la branche de controle. P comprend 1'amplificateur de
haute tension, I5 arrangement actuateur piezo-electrique/poutre/capteur PVDF, Ie
preamplificateur et Ie convertisseur analogique-numerique. Le signal d'excitation,
x(t), est donne par:
x(t)=Asin(27ift) (3.1)
ou A est Pamplitude d'excitation arbitrairement choisie a 1.0 Vet la frequence













Figure 3.1 Arrangement pour evaluer la distorsion harmonique
Pour chaque frequence d'excitation, on attend assez longtemps apres Ie
debut du signal d'excitation pour que la reponse se stabilise, et on prend un bloc
de 1024 echantillons du signal de sortie. On fait un calcul d'autocorrelation pour
ce bloc de signal, on applique une fenetre de Hanning sur la fonction
d'autocorrelation pour reduire les effets de repliement, et ensuite on prend la
transformee de Fourier du resultat pour finalement obtenir Ie spectre d'energie. La
partie amplitude du spectre est convertie en dB et ensuite afflchee. Le signal de
sortie est aussi affiche.
Notons qu'on n'utilise pas Ie convertisseur numerique-analogique integre
sur la carte DSKX, car la memoire disponible sur la carte nous pennet de
n? envoy er qu'un signal de 4096 echantillons seulement comme excitation. Cela
n'est pas sufflsant si on veut observer la reponse en regime permanent. A la place,
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on utilise une carte d'acquisition capable de generer continuellement un signal
periodique.
3.3 Resultats
La partie amplitude des transformees de Fourier nous montre clairement
Peffet de la non-linearite du systeme. Puisque 1'excitation est un sinus, la sortie du
systeme est periodique. Done, Ie spectre du signal de sortie est constitue des
harmoniques a des frequences discretes. On a done des pics dans Ie spectre
representant chacun un composant spectral: Ie fondamental et les autres
harmoniques.
Les figures 3.2(a) a 3.2(d) nous montrent les spectres du signal de sortie
pour les frequences d'excitation de 3.0, 5.0, 7.5 et 17.0 Hz.














( ,0 5 0 I 15..0 21 .0 2 .0 31 .0 3i .0 4i
w^





Figure 3.2(a) Spectre du signal de sortie pour une excitation de 3.0 Hz
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Figure 3.2(c) Spectre du signal de sortie pour une excitation de 7.5 Hz
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Figure 3.2(d) Spectre du signal de sortie pour une excitation de 17.0 Hz
Le tableau 3.1 nous montre en detail Pamplitude (en dB) de chaque
composant, dans Ie spectre du signal de sortie, pour les frequences de 3.0 Hz a
18.0 Hz. On evite les frequences dans la voisinage de 15.0 Hz. En effet, la poutre
est tres resonante a cette firequence, et une excitation trop proche de la frequence
resonante produit des oscillations de grandes amplitides. Vue la fa9on dont la
poutre est encastree (voir la figure 3.3), la deflexion de la poutre est limitee par les
bords Pi et P^. Pour les frequences cTexcitation trop proches a 15 Hz, cette limite
sur la deflexion forme une autre non-linearite qui peut masquer celle de
1'actuateur. De meme, les frequences d'excitations au-dela de 18.0 Hz ne sont pas
tres interessantes puisqu'on echantillonne a 120.0 Hz, et la frequence de coupure
du filtre antirepliement est ^ 50 Hz. Done, les troisiemes harmoniques ne peuvent
pas etre observes pour les firequences d'excitation au-dela de 18 Hz.
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3 PI ] deflexion poutre
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Figure 3.3 Vue de haut de la poutre
TABLEAU 3.1 AMPLITUDES DES HARMONIQUES DANS LE SIGNAL DE SORTIE




















































































































II nous est difflcile de faire une comparaison du taux de non-linearite par
cette table, car Ie systeme a une fonction de transfert tres coloree, et selon sa
frequence, chaque harmonique est rehaussee ou attenuee. II nous faut done faire
une compensation de la fonction de transfert. Cette fonction de transfert est
obtenue en faisant une identification lineaire sur Ie systeme (voir chapitre suivant).
Elle est montree dans la figure 3.4. Aussi, il est preferable de normaliser les
amplitudes de sorte que Ie composant fondamental soit ramene a 0 dB. Ceci nous
permet de voir plus facilement Ie taux de distorsion. Le tableau 3.2 nous montre Ie
niveau de chaque harmonique, apres la compensation de la fonction de transfert,
et la normalisation.
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Figure 3.4 Fonction de transfert du systeme
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TABLEAU 3.2 NIVEAUX DES HARMONIQUES APRES LA COMPENSATION DE



















































































































NOTE**: Cette valeur est erronee due a une surcompensation de la fonction de
transfert. En effet, la fonction de transfert, obtenue par une identification lineaire
du systeme, tient aussi compte de la coupure de la fonction de transfert du
convertisseur numerique/analogique sur la carte DSKX. Cependant, Ie pic a la
frequence 54.0 Hz represente un harmonique qui provient de la non-linearite du
systeme. Puisque cette non-linearite est situee dans la partie mecanique du
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systeme, 1'harmonique a la frequence 54.0 Hz n'est pas influence par la fonction
de transfert en amont de la partie mecanique. Le gain du convertisseur N/A a la
frequence 54.0 Hz est de -22 dB (voir la figure 4.7). Done, il y a eu une
surcompensation de 22 dB. En faisant cette correction, on obtient une valeur de -
32 dB pour Ie pic a 54.0 Hz.
3.4 Conclusion
D'apres les resultats obtenus par ces experimentations, on voit que les
excitations en regime harmonique ont ete tres utiles pour demontrer la distorsion
harmonique, conflrmant ainsi 1'existence d'une importante non-lineante dans Ie
systeme.
On observe que la plupart des cas, les harmoniques sont impairs
seulement (fondamental, 3 , 56me, etc.), et lorsque les harmoniques pairs sont
presents, leur contribution est tres faible. La bifurcation de la frequence
fondamentale (ou doublement de la periode fondamentale) n'a pas ete obser^ee
pour aucune frequence d'excitation.
On remarque aussi que Ie niveau de distorsion varie entre environ -20 et
-50 dB, dependant de la frequence d'excitation.
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4. IDENTIFICATIONS DU SYSTEME PAR MODELES LINEAIRES
4.1 Introduction
Dans ce chapitre, on considere I9 identification du systeme par des
modeles lineaires. On commence par decrire sommairement Palgorithme LMS.
Ensuite, on considere une identification du systeme par un modele MA. On
precede aussi a une identification des filtres dans les convertisseurs numerique-
analogique et analogique-numerique par un modele MA. Finalement, on considere
une identification du systeme par un modele ARMA. Ces identifications nous
permettent d'evaluer la performance des identifications lineaires, pour qu'on
puisse faire des comparaisons ulterieurement. La frequence d'echantillonnage est
a 120.0 Hz dans toutes les identifications.
4.2 Algorithme LMS pour filtre lineaire
Considerons Ie probleme suivant. Le systeme P est excite par un signal
de reference, x(n), et sa reponse est Ie signal d(n). En supposant que Ie systeme
peut etre modelise par un filtre transversal, F, Ie probleme d'identification est de
trouver les parametres, [h^, h^, h^, ...hN.i], de F qui minimisent 1'energie du signal











Figure 4.1 Identification par filtre lineaire transversal
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Avec les definitions suivantes:
x(n) = [x(n), x(n-l), x(n-2),... x(n-N+l)]T (4.1)
h = [ho, hi, h;,... hN.i]T, (4.2)
la sortie du filtre F, y(n), est donnee par:
y(n)=hTx(n) (4.3)
et Ie signal d'erreur par:
e(n) = d(n) - y(n). (4.4)
Pour trouver Ie vecteur h qui minimise Penergie du signal e(n), 1'algorithme
LMS est souvent utilise. C'est un algorithme de filtrage adaptatif qui fonctionne
sur chaque echantillon des signaux connus. L'algorithme se resume de la fa9on
smvaate.
1) Les poids dans Ie vecteur h sont initialises a zero.
2) Pour chaque echantillon du signal x(n), on calcule y(n) et e(n) par les equations
4.3 et 4.4.
3) Le vecteur h est mis a jour a chaque iteration d'apres P equation 4.5.
h(n+l) = h(n) + [i e(n) x(n) (4.5)
ou |Ll est Ie pas d'adaptation.
4) Si Penergie de 1'erreur e(n) est assez petit, on arrete 1'adaptation de h. Sinon on
retoume a Petape 2.
Si Ie modele est representatif, et que Ie pas d'adaptation est bien choisi, Ie
vecteur h converge vers une solution optimale h^. La vitesse de convergence
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depend du pas d'adaptation. Si ce demier est trop petit, la vitesse de convergence
est tres lente : il faut beaucoup d'iterations pour arriver a h^- Par centre, si |LI est
trop grand, Palgorithme est instable, et Ie vecteur h diverge de hypt.
Dans une forme normalisee de 1'algorithme, Ie pas d'adaptation est choisi
comme [5]:
^ = N-l ^norm _. <4-6)
YE{x(n-k)2}
k=0
ou M'norm < l'^- Bien qu'il existe d'autres algorithmes plus performants que Ie
LMS, ce demier possede une tres faible complexite. Pour toutes les identifications
par modele lineaire faites dans ce travail, c'est cet algorithme qui est done utilise.
II est important de bien definir un critere pour mesurer la performance de
P identification. C'est-a-dire qu'on doit deflnir un parametre qui nous indique si on
se rapproche ou si on s'eloigne de la solution optimale, et aussi, qui sert a evaluer
Ie modele, une fois que ce demier a converge. Le critere souvent utilise est Ie
rapport de Penergie du signal d'erreur sur Penergie du signal desire. Le terme
« convergence » est utilise pour ce rapport d'energie dans Ie reste de ce
document. L'energie du signal d'erreur doit etre calculee sur une fenetre de petite
taille pour pouvoir suivre assez rapidement revolution de Padaptation. Cependant,
Penergie du signal de sortie varie a cause de la resonance du systeme et doit etre
calculee sur une fenetre assez large. Une fa9on de faire est de calculer 1'energie
sur une fenetre exponentielle. C'est-a-dire que 1'energie E(n) d?un signal s(n)
quelconque au temps n est calculee de la fa9on suivante :
E(n) = a. [s(n)]2 + (1 - a). E(n -1) (4.7)
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ou E(n-l) est Penergie au temps precedent et 0 < a « 1.0. Une valeur a = 0.01
est utilisee pour 1'identification par modele MA, et a = 0.005 dans toutes les autres
identifications.
4.3 Identification du systeme par modele MA adaptatif
Une identification par un filtre FIR de 1024 coefficients, basee sur
Palgorithme LMS normalise, donne une convergence de -23 ± 8 dB. Plusieurs
facteurs contribuent a cette importante erreur d'identification. D'abord, Ie
systeme est tres resonant et meme 1024 coefficients ne suffisent pas a Ie
modeliser. Ensuite, la non-linearite du systeme et Ie bruit dans 1'environnement
forment d'autres contributions a 1'erreur d'identification. La variation de 8 dB
dans la convergence provient du fait que Penergie du signal de sortie varie
considerablement, a cause de la resonance du systeme (signal de sortie en bande
etroite).
La reponse impulsionnelle du systeme, qui correspond aux coefflcients
du filtre FIR ordonnes, est montree dans la figure 4.2. La fonction de transfert
calculee avec ces coefficients est donnee dans la figure 4.3.
Reponse impulsionellej
0.06-r
Figure 4.2 Reponse impulsionnelle identifiee
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Figure 4.3 Fonction de transfert identifiee
Bien qu'une identification par un modele FIR soit inadequate, elle nous
permet d'avoir une idee generale sur Ie comportement du systeme. Premierement,
en examinant la reponse impulsionnelle, c'est evident qu'un modele ARMA
(autoregressif avec moyenne ajustee) serait plus pertinent. Deuxiemement, en
examinant la fonction de transfert du modele, on s'apper9oit qu'il n'y a qu'un
pole tres resonant a 15 Hz dans la bande 0 a 60 Hz. Done, deux coefficients
devraient suffir pour la partie autoregressif du modele ARMA.
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4.4 Identification des filtres d9 acquisitions par modele MA
Dans cette section, on considere une identification FIR sur Ie sous-
systeme compose des filtres pour les conversions numerique-analogique et
analogique-numerique en serie. Le but est de verifier que ces filtres peuvent etre
representes par des FIR, bien qu'ils soient elliptiques, et contiennent des poles.
Ce sous-systeme est identifiable jusqu'a une convergence d'environ -65
dB avec un filtre FIR de 128 coefficients. La reponse impulsionnelle de ce sous-
systeme et sa fonction de transfert sont montrees dans les figures 4.4 et 4.5
respectivement. Ceci montre que les filtres d'acquisitions peuvent etre representes
tres precisement par des flltres FIR. On remarque que la frequence de coupure est
de 50 Hz et la vitesse de coupure dans la bande d'attenuation est d'environ 10
dB/Hz. Puisque les deux filtres de conversions sont identiques, alors la vitesse de
coupure de chaque filtre est environ 5 dB/Hz. Le bruit present dans Ie systeme
electronique limite la convergence. Le bruit peut aussi etre observe dans la
fonction de transfert identiflee, en particulier dans la bande entre 57 et 60 Hz ou
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Figure 4.5 Fonction de transfert de 1'arrangement A/N-N/A en serie
Une fois que la fonction de transfert de P arrangement A/N-N/A est
identifiee, il est aussi interessant d'obtenir la fonction de transfert et la reponse
impulsionnelle de chaque convertisseur. Si G(jco) est la fonction de transfert
identifiee, et que H(jd)) est la fonction de transfert de chaque convertisseur (les
deux convertisseurs sont identiques), alors :
GCjco) = HCco).H(jco) (4.8)
Done, |H(jco)| = |GOO))|1/2 (4.9)
et arg{H(j®)} =^arg{G(j(0)} (4.10)
En calculant la phase de H(jco) avec Pequation (4.10), on doit etre pmdent. En
effet, la phase de G(jco) prend des valeurs dans Pmter^alle (-71, 7i]. Cette
discontinuite de 2n ne pose aucun probleme dans la representation de G(jco). Mais
si P equation (4.10) est appliquee directement, la fonction arg{H(jco)} comportera
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des discontinuites de TT, ce qui est inacceptable. Pour eviter ce probleme, il est
essentiel d'enlever les discontinuites de 2n dans la fonction arg{G(jco)} (depliment
de phase).
Une fois qu'on a calcule H(jco) avec les equations (4.9) et (4.10), on obtient la
reponse impulsionnelle de chaque convertisseur en prennant la transforme inverse
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Figure 4.7 Reponse impulsionnelle de chaque convertisseur
44
4.5 Identification du systeme par modele ARMA adaptatif
On considere dans cette section une identification par modele ARMA. On
a vu que les filtres d5 acquisition sont facilement representes par des flltres FIR.
Aussi, deux coefficients autoregressifs devraient en principe sufflr pour
representer Ie pole resonant a 15 Hz. Done, un modele ARMA aura la forme
suivante :
N-l 2
y(n) = ^biX(n-i) - ^ajy(n-j) (4.11)
i=0 j=l
Deux methodes peuvent etre utilisees pour 1? identification des systemes
par modeles ARMA: lamethode dite de Perreur d'equation et la methode d'erreur
de sortie [19]. Dans la premiere methode, qui est similaire a 1'approche serie-
parallele discutee dans la section 2.8, on utilise un modele base sur une equation
non-recurssive pour faire 1'identification :
N-l 2
y(n) = ^biX(n-i) - ^ajd(n-j) (4.12)
i=0 j=l
On remarque que la sortie desiree, d(n), est retoumee dans Ie modele. On a ainsi
un modele avec deux signaux d'entrees, x(n) et d(n-l), et une sortie y(n). Le
modele comporte essentiellement deux filtres FIR agissant sur chacune des
entrees. Cette methode est illustree dans la figure 4.8. Les coefficients de chaque
filtre sont adaptes par 1'algorithme de LMS pour flltre FIR.
L'autre methode est basee sur une equation recursive, comme decrite
par Pequation (4.11). Cette approche est similaire a I5 identification en parallele
discutee dans la section 2.8. Les coefficients du modele sont adaptes, soit par
Falgorithme RPE (recurs ive prediction error algorithm), ou par Palgorithme PLR




Figure 4.8 Identification d'un modele ARMA par la methode de 1'erreur
d'equation.
La premiere methode a les avantages suivants. Premierement,
Palgorithme LMS pour les filtres FIR peut etre applique directement.
Deuxiemement, la convergence est assez rapide, et il n'y a pas Ie probleme de
minimums locaux. En plus, puisque Ie modele est base sur deux FIR, il est stable
durant Padaptation. Le desavantage de cette methode, c'est qu'on utilise Ie signal
d(n) comme une reference, et ce demier est souvent contamine par un bruit non-
correle a 1'entree. Done, les parametres du modele convergent vers une solution
qui est biaisee par ce bruit.
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La deuxieme methode, par centre, n'utilise pas d(n) comme une
reference, et done, ne donne pas une solution biaisee. Cependant, les algorithmes
d'apprentissage sont plus complexes, la vitesse de convergence est relativement
faible et Ie modele peut devenir instable durant V adaptation. Aussi, les parametres
peuvent converger vers un minimum local [19], ce qui donne une solution sous-
optimale.
En pesant les pour et les centre, on choisit la premiere methode, celle de
1'erreur d'equation, pour les avantages qu'elle represente.
Dans une identification avec 256 coefficients pour la partie MA, on peut
atteindre une convergence de -34 ± 3 dB. Autrement dit, Pamplit.ide de 1'erreur
d'identification, lorsque les parametres ont converge, est entre 1.4% et 2.8% de
Pamplitude du signal cible. Pour verifier que cette faible erreur d'identification
n'est pas juste due a une adaptation a court terme des parametres du modele, on
garde ces demiers fixes apres 1'adaptation et on observe Ie signal d'erreur.
L'amplitude de Perreur reste dans les bomes indiquees ci-dessus, ce qui implique
que Ie modele est fiable.
Les coefficients {\} identifies sont montres dans la figure 4.9. Les
coefficients a^ et a^ identifies sont -1.3992 et 0.9916 respectivement. On peut
ecrire la partie autoregressive de la fonction de transfert, c'est-a-dire
1 + a^z~l + a^z~^, dans la forme suivante :
l_2ycosf2^V-l+yV2 (4.13)
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ou fo et y sont la frequence et Ie coefficient d'amortissement respectivement du
pole resonant et fg est la frequence d'echantillonnage. En calculant fo et y, utlisant
fg = 120.0 Hz et les valeurs a^ et 03 identifiees, on obtient fo = 15.12 Hz et y =
0.996. Les spectres du signal cible et d'erreur, ainsi que la fonction de transfert
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Figure 4.9 Coefficients {b^} pour Ie modele ARMA identifie
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Figure 4.10 Spectres du signal cible (A) et d'erreur (B) et fonction de transfert
identifiee (C)
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En examinant la figure 4.9, on remarque qu'on aurait pu utiliser
seulement 128 coefflcients ou moins pour la partie MA. On fait les observations
suivantes sur la figure 4.10. Premierement, on remarque que 1'energie de 1'erreur
est plus importante aux frequences plus grandes que la frequence de resonance.
Deuxiemement, Pattenuation dans la bande de rejet (50 a 60 Hz) de la fonction de
transfert identifiee est deux fois plus importante que Pattenuation observee dans Ie
spectre du signal cible. Ceci est une consequence de la non-linearite presente dans
Ie sous-systeme mecanique entre les deux fitltres de conversions.
II est aussi interessant de calculer la reponse impulsionnelle du systeme
avec les coefflcients {a^} et {b^} identifies et de la comparer avec la reponse
impulsionnelle mesuree directement sur Ie systeme. Pour avoir des meilleurs
resultats, on utilise une impulsion de taille 30,000. Les reponses sont illustrees
dans les figures 4.11 et 4.12. La difference entre les deux reponses est aussi
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Figure 4.13 Difference entre les reponses
En examinant la figure 4.13, on voit que la difference entre les deux
reponses est tres importante. Cela peut s'expliquer comme suit. D'abord, on
remarque un battement a une frequence de 0.46 Hz dans la reponse impulsionnelle
mesuree. Cela veut dire que la reponse contient deux frequences dominantes tres
proches (a une separation de 0.46 Hz). Alors, il se peut que Ie deuxieme ordre
pour la partie autoregressive du modele n'est pas adequat. Cet effet peut aussi etre
du a la non-linearite du systeme. Ensuite, Ie fait que la reponse impulsionnelle de la
figure 4.11 est calculee par un modele recursif, c'est-a-dire que la sortie du
modele est retoumee a I5 entree, alors la sortie du modele derive par rapport a la
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sortie du systeme physique. L'erreur sur chaque coefficient identifie contribue a
une erreur a la sortie du modele, et cette erreur est retoumee a 1'entree. Bien que
pour les premiers cent echantillons Peffet n'est pas trop important, la derive de la
sortie du modele par la suite est plutot importante. Ceci est observable en faisant
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Figure 4.14(b) Agrandissement sur les echantillons entre 300 et 450
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La difference entre les deux reponses est aussi due en partie a la
presence du bruit dans la reponse impulsiormelle mesuree.
4.6 Conclusion
On a vu dans ce chapitre qu'une identification du systeme basee sur un
modele MA necessite beaucoup trop de coefficients, et ne donne pas une
convergence satisfaisante. Cependant, cette identification nous donne des
indications pour Ie choix d'un modele ARMA.
On a aussi vu que les filtres de conversions sont identifiables tres
precisement (jusqu'a environ -65 dB d'erreur) par un modele MA avec peu de
coefficients. Cela nous donne aussi une limite superieure a la performance d'une
identification non-lineaire du systeme, c'est-a-dire qu'on ne pourrait pas faire
mieux que -65 dB.
L5 identification par un modele ARMA avec seulement deux coefflcients
pour la partie AR, et 256 coefficients pour la partie MA, domie une convergence
bien meilleure que Ie modele MA. La convergence est a -34 dB en moyenne.
Done, lors d'une identification non-lineaire, il s'agirait de faire une meilleure
performance que cela.
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5. IDENTIFICATION NON-LINEAIRE PAR RESEAUX DE NEURONES
5.1 Introduction
Dans ce present chapitre, on presente les formulations theoriques pour
Pidentification des systemes par des reseaux de neurones. On commence par
presenter des modeles generaux des systemes non-lineaires. Ensuite, on presente
un reseau de neurones de deux couches et un algorithme rapide pour son
apprentissage. On propose aussi une amelioration sur cet algorithme. Finalement,
on presente les methodes d'identification pour chacun des quatre modeles et la
methode de verification de ces modeles.
5.2 Modeles d'identification non-lineaires
II existe beaucoup de modeles pour la representation des systemes non-
lineaires. On peut avoir des modeles tres structures qui sont bases sur une
connaissance physique du systeme qu'on cherche a identifier. On peut par centre
avoir des modeles generaux qui ont pour but de representer la relation entree-
sortie du systeme, sans toutefois avoir une interpretation physique de ce demier.
Ces modeles ont Pavantage d'etre applicables pour une plus grande gamme de
systemes. Ce sont ces types de modeles qu'on utilise dans cette etude.
Si on suppose que la sortie y(n) du systeme ne depend que de 1? entree x,
alors Ie modele MA non-lineaire suivant peut etre utilise:
y(n) = f[x(n), x(n-1), x(n- 2),..., x(n- N)] (5.1)
ou N est Pordre de memoire du systeme et f est une fonction non-lineaire. Ce
modele ne peut etre utilise que pour des systemes a memoire finie. Dans beaucoup
de cas ce n'est pas un modele adequat.
53
Si la sortie y(n) du systeme depend de 1'entree x ainsi que des sorties
precedentes y(n-l), y(n-2),...etc., alors on utilise des modeles ARMA non-
lineaires. On reprend les quatre modeles pour la representation des systemes SISO
non-lineaires donnes dans [10].
M




y(n) = f[y(n-1), y(n- 2),..., y(n- M)] + ^ b;x(n- i)
i=0
ModeleIII: (5.4)
y(n) = f[y(n-1), y(n- 2),..., y(n- M)] + g[x(n), x(n-1),.... x(n- N)]
ModeleIV: (5.5)
y(n) = f[y(a-1), y(n- 2),..., y(n- M), x(n), x(n- 1),..., x(n- N)]
ou [x(n),y(n)] represente la paire entree-sortie du systeme SISO au temps n, et
f(.) et g(.) representent des fonctions non-lineaires generates.
Notons que Ie modele III est plus general que les deux premiers. Aussi, Ie
modele IV est Ie plus general de tous. Cependant, une interpretation devient plus
difficile avec plus de generalites.
5.3 Reseau de neurones feedforward de deux couches
Dans cette etude, on n'utilise que des reseaux de neurones de deux
couches seulement. De plus, la couche de sortie est lineaire, c'est-a-dire sans
fonction d'activation, et il n'y a qu'une seule sortie. Ce type de reseau est illustre





entree <—„-—..Couche cachee——————><—Couche de sortie——>
Figure 5.1 Reseau de neurones de deux couches
L? entree du reseau est Ie vecteur Xo. La premiere couche (couche
cachee) du reseau se compose de la matrice des poids W^, les additionneurs, et
les fonctions d'activations f(.). A la sortie de la premiere couche, on a Ie vecteur
Xi. La sortie y du reseau est une somme ponderee (par W^) des sorties de la
couche cachee. Si No est Ie nombre d'entree du reseau et N1 est Ie nombre de
neurones dans la couche cachee, alors:
XQ == [Xi, X2, ..., XNO]T (5.6)
L0 Li? xl? X2? •••? XNOJ I3-
Yi=Wi.Xo* (5.8)
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X, = [f(Yi,0, f(Y^), ..., f(Y,, Ni)]T (5.9)
y=w/.x, (5.10)
Les fonctions d'activations f(.) peuvent etres sigmo'i'des ou de type
tangent hyperbolique. Ce sont ces demieres qu'on utilise dans ce travail. C'est-a-
dke que:
YI,, =tanh(pX,,) (5.11)
ou (3 est arbitrairement choisis egal a 1.
II a ete demontre qu'un tel reseau peut bien estimer n'importe quelle
fonction continue et absolument-integrable, g(xi, x^, ..., x^o), si Ie nombre de
neurones N^ est assez grand [2]. C'est cette propriete qui est exploitee pour la
modelisation des systemes non-lineaires dynamiques. On utilise une ligne a retard
(tapped delay line) pour convertir un signal temporel en signal spatial a 1? entree du
reseau. Pour modeliser un systeme non-lineaire dynamique avec (u(n),y(n))
comme la paire entree-sortie, on peut definir Xo comme [u(n), u(n-l), ..., u(n-N)]
ou [y(n-l), y(n-2), ..., y(n-M)] ou meme [u(n), u(n-l),..., u(n-N), y(n-l),..., y(n-
M)], dependant du modele choisi.
II faut aussi noter qu'en pratique les entrees dans Ie vecteur XQ sont
normalisees pour qu'ellessoient dans Pintervalle [-1,1]. Celanous permet d'avoir
une matrice W^ plus facile a initialiser et a controler.
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5.4 Algorithme de retropropagation amelioree [Scalero, 1992]
Le principe d'identification par reseau de neurones artificielle (RNA) est


















Figure 5.2 Identification par reseau de neurones
L'algorithme de retropropagation amelioree (enhanced backpropagation)
[15] pour Tapprentissage cTun reseau de neurones de type feedfonvard est decrit
dans cette section. Get algorithme est beaucoup plus rapide que Palgorithme de
retropropagation standard. Dans Particle original [15], 1'algorithme est decrit pour
un reseau de neurones general de plusieurs couches. Ici on presente 1'algorifhme
adapte pour Ie reseau decrit dans la section precedente.
Voici Falgorithme :
1) Initialisations
Avant de commencer Papprentissage, on mitialise les matrices de poids
Wi et W2 et les matrices de correlation inverses Ri et R^ comme suit:
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Wj est une matrice de dimension N^ x (No + 1) avec les entrees
aleatoirement choisies dans I'intervalle
r 1 i }
}3^NoTl' syNoTTJ'
W^ est un vecteur de N^ entrees aleatoirement choisies dans 1'intervalle
1 1
S^NI 7 S^NI
RI est une matrice de dimension (N9 + 1) x (N9 + 1) et de valeur Rj"1 =
8 INO+I ou 5 est une petite valeur positive («1) et 1^0+1 est la matrice d'identite
de meme dimensions que R^ .
R2'1 est une matrice de dimension N1 x N^ et de valeur R2'1 = 5 I^i ou
INI est la matrice d'identite de meme dimensions que R2 .
Ensuite, pour chaque iteration n, c'est-a-dire pour chaque association
entree-sortie (x(n), d(n)), on suit les etapes suivantes :
2) Les vecteurs Xg et XQ* sont formes a partir de x(n) et/ou la sortie
desiree d(n) et les vecteurs Y^ et Xj , ainsi que la sortie y(n) du reseau sont
calcules en utilisant les equations dans la section precedente.
3) Pour chaque couche, les vecteurs de gains de Kalman, k^ et k2 sont
calcules et les matrices cTautocorrelation inverses sont mises a jour d'apres les
equations suivantes :
*R71Xo




k9 = —^^ ' , — (couche de sortie) (5.:
b + XilR^lXi
-1Ri-l(n+l)= R^(n) - kjXo Ri-l(n) -1 (couche cachee) (5.14)
R21(n+l)=[R21(n) - k2XiTR21(n)] b-l (couche de sortie)(5.15)
ou b est un facteur d'oubli proche de Punite mais plus faible.
4) Le signal d'erreur e(n) a la sortie du reseau est evalue et retropropage a
la sortie de la couche cachee.
e(n) = d(n) - y(n) (5.16)
ei= z®(W2-e(n)) (5.17)
ou z=[f/(Yi,i), f'(Yi,2),..., f'(Yi,Nl)] (5.18)
f '(a) =ft sech2Q8.a) (5.19)
et ® represente Ie produit element par element sur deux vecteurs.
5) Les poids dans Wi et W2 sont mis a jour.
W,(n+l) = W,(n) + Hz e(n) k, (5.20)
Wi(n+l) = Wi(n) + Hi e, k^ (5.21)
ou Hi et |Li2 sont les pas d'adaptation. Des valeurs typiques sont |Lli = 1/4 et ^ =
1/2.
6) Si la puissance du signal d'en-eur e(n) est assez petite, on arrete
Padaptation. Sinon on retoume a 1'etape 2 pour 1'iteration suivante.
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Notons que les matrices de poids sont mises a jour a chaque echantillon
des signaux d'entree et de sortie, a Paide d'un algorithme iteratif rapide. Cela
represente un certain avantage par rapport aux algorithmes qui fonctionnent avec
la mise a jour periodique des parametres.
5.5 Modification sur Falgorithme de retropropagation amelioree
L'algorithme de retropropagation amelioree, decrit dans la section
precedente, a ete implante avec Ie logiciel LabVIEW et teste avec des exemples
simples. Dans ces exemples, on essaye de representer des fonctions
unidimensionnelles telles que x2, x3 et sin x par des reseaux de neurones de deux
couches. Dans un autre exemple on essaye d'identifier un systeme decrit par
Fequation y(n) = y(n-l)/[l + y(n-l) ] + x3(n) par un reseau. Dans ces tests, on
s9apper9oit que si les pas d'adaptation Hi et ^ sont tr°P grands, Ie reseau a
tendance a entrer dans des minimums locaux (et y rester longtemps) du a h
saturation excessive des neurones. Par contre, si (li et [t^ sont trap petits la
vitesse de convergence diminue.
II est aussi fait mention dans [3] que la protection centre les
changements excessifs des poids est un des objectifs a viser dans Papprentissage
d'un reseau de neurones, car cela mene a la saturation excessive des neurones.
Cependant, les fonnulations developpees directement avec cette contrainte [3]
sont tres complexes a implanter.
On developpe dans cette section une technique plus simple qui permet
une protection efficace contre la saturation excessive des neurones. Cette
technique et son developpement sont originaux. De plus, puisque Papprentissage
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d'un reseau de neurones est de nature statistique, la technique est developpee sur
des bases statistiques.
Considerons un neurone individuel dans la couche cachee. Le signal
d'entree Y pour la fonction d'activation est donne par :
Y = Swix. (5.22)
i=l
ou Wj est Ie poids de 1? entree x^ au neurone considere et No est Ie nombre d" entree
du reseau.
Supposons que les w^ sont fixes et que les entrees x, sont uniformement
distribuees dans 1'inter^alle [-1,1]. Afm de simplifier la formulation, on suppose
aussi que les entrees x^ sont independantes 1'une de 1'autre. Alors,
E{Y} = 0
fNO




Sous Phypothese que Y est une somme de variables independantes, ce
qui suppose la blancheur du signal d'excitation du reseaux, Ie theoreme central-
limite nous dit que pour N9 assez grand, la distribution de Y se rapproche d'une
distribution Gaussienne. C'est-a-dire que :
Y~N(0,Oy2) (5.25)
On sait aussi que pour une distribution Gaussienne, on est a 99.7% sur
que la variable Y prend des valeurs dans Pmtervalle (- SGy? ^^)- C'est-a-dire que
c'est plutot sur que :
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|Y|<3aY (5.26)
On etablit maintenant une limite pour Ie taux de saturation d9 un neurone.
Si on utilise la fonction f(Y) = tanh (PY) comme fonction d'activation, Ie neurone
est sature lorsque sa sortie se rapproche de bomes (-1 ou 1) de la fonction
hyperbolique. Puisque Palgorithme cT adaptation fait usage de f/(Y) au lieu de
f(Y), on place la contrainte sur ce premier. Puisque la fonction f/(Y) =
P sech (/? Y) prend des valeurs entre 0 et p et que la valeur 0 represente une
saturation totale du neurone, on fixe une lunite mmimale a f/(Y), soit £|3. Une
valeur de 0.9 pour £ implique qu'on se limite a la region tres lineaire de la fonction
d'activation et une valeur de 0 veut dire qu'il n'y pas de contrainte. Durant
Papprentissage, une valeur typique pour e est de 0.1 qui a pour but d'offrir une
operation assez non-lmeau-e sans trop saturer Ie neurone. Done, pour un neurone
non-saturable, on a :
I Y I ^ 4 sech~l(Vi) (5.27)
En combinant les inegalites dans les equations (5.26) et (5.27), on obtient
la contrainte qui assure la non-saturation des neurones. C'est-a-dire que :
3ay <^ sech-lV£ (5.28)
En utilisant I5 equation (5.24) pour Oy, on obtient:
/NO
3(7.x ^w? < ^ sech-lV£ (5.29)
4=1
Done, la contrainte qu'il nous faut imposer sur les poids pour eviter la saturation







On tient a remarquer que, lors de la derivation de 1'equation (5.30), on
suppose que les distributions des entrees sont independantes. En realite, ce n'est
souvent pas Ie cas. Si les entrees du reseau proviennent d'une ligne a retard
agissant sur un signal blanc, alors la supposition est tout a fait valide. Si par
centre, les entrees du reseau proviemient d'une ligne a retard qui contient les
echantillons de la sortie d'un systeme, alors la supposition peut etre erronee. En
principe, si Ie signal d5 entree n'est pas blanc, on devrait tenir compte de sa
coloration spectrale pour calculer la variance du signal a 1'entree de chaque
fonction d? activation. Toutefois, 1'hypothese de blancheur permet une
approximation sufflsante pour Ie but recherche. L'erreur encourue ne justifie pas
Paugmentation de complexite decoulant de ce rafinement.
Dans ce nouvel algorithme, cette contrainte est appliquee de la maniere
suivante. Les etapes 1 a 4 restent les memes que dans la section precedente.
L'etape 5 est modifiee de la maniere suivante. Les poids sont d'abord modifies
d'apres les equations 5.20 et 5.21. Ensuite, on verifie pour chaque neurone si la
contrainte de Pequation 5.30 est respectee. Si elle Pest, on passe a Fetape
suivante. Sinon, les poids pour les neurones satures sent reinitialises aleatoirement
comme lors de Pinitialisation. Cette reinitialisation aleatoire peut paraitre un peu
brutale, mais c'est dans I'interet de conser^er une nature aleatoire a
Fapprentissage. Evidemment, il y a encore des ameliorations a faire sur la fa9on
dont on corrige les poids d'un neurone excessivement sature.
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Des tests faits avec les memes exemples precedents demontrent que
pour les memes parametres d'adaptation (p-i, ^ etc.), cette modification ameliore
la vitesse cTapprentissage de Palgorithme decrit dans la section precedente,
surtout si les valeurs de |Lii et 4-2 sont assez grandes. II semble aussi que les
minimums locaux soient assez bien evites avec cette modification. Cette technique
est done utilisee dans tous les apprentissages de reseau de ce travail.
L'equation (5.30) est aussi utile pour I'initialisation des poids. En
pratique, il est preferable d'initialiser les poids avec des valeurs assez petites pour
que tous les neurones operent dans leur region lineaire au depart.
Supposons qu'on initialise les poids aleatoirement par une distribution
uniforme dans Pintervalle (-a, a). Alors, on obtient:
E{w,2}=a2/3 (5.31)




En combinant les equations 5.31 et 5.32, on a :
3 sech-x^/£
(5.32)
a < J—-rrr—^ (5.33)
/No 3/3a,
En utilisant e = 0.9 (tres lineaire), |3 =1.0, et o^ = 1/^/3, on obtient :
a " —^= (5.34)
3VNo~
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) lors de Pinitialisation.
5.6 Methodes pour les identifications
Dans les sections precedentes, Palgorithme pour 1? adaptation d'un reseau
de neurones de deux couches a ete presente. Cependant, pour faire 1? identification
des modeles dans les equations 5.2 a 5.5, ily a plusieurs precautions a prendre.
L? adaptation est faite avec Palgorithme pour reseau feedforward bien que les
modeles soient recursifs. Cela est possible en faisant des identifications serie-
paralleles (voir section 2.8). Puisqu'on suppose que les entrees des reseaux
varient dans Pintervalle [-1,1], une normalisation basee sur une connaissance des
amplitudes des signaux d5 entree et de sortie est indispensable. Pour les trois
premiers modeles, on adapte simultanement deux stmctures en parallele: soit un
reseau et un filtre lineaire ou deux reseaux. Dans ces cas, 1'erreur d'identification
a la sortie du modele est multipliee par des facteurs (dependant du modele) pour
obtenir Perreur a la sortie de chaque branche parallele. De plus, les flltres lineaires
sont adaptes d'apres I'algorithme LMS normalise (voir Ie chapitre precedent),
tandis que les reseaux sont adaptes d'apres 1'algorithme presente dans les sections
5.4 et 5.5. Le signal de reference x(n) est un bruit blanc pour s'assurer un
apprentissage en large bande.
Les structures pour 1'identification de chaque modele sont presentees
dans les figures 5.3 a 5.6. Les significations des abreviations utilisees dans ces
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Figure 5.6 Structure pour I5 identification basee sur Ie modele IV
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5.7 Methode de verification des modeles identifies
Une fois que 1'identification est faite, c'est-a-dire qu'on a atteint une
convergence optimale, on fige les parametres du modele et on precede a une
verification. Pour cela, on excite Ie systeme physique et Ie modele par Ie meme
signal.
Dans un premier temps, on verifie Ie modele pour des excitations en bruit
blanc. On calcule Perreur entre la sortie du systeme physique et celle du modele.
On peut aussi calculer Ie spectre d'energie de la sortie du modele et Ie comparer
avec celui du systeme. Dans un deuxieme temps, on verifie les modeles pour des
excitations en regime harmonique. Le but est de montrer que bien que
Papprentissage soit fait en large bande (excitation en bruit blanc), les modeles sont
capables de representer la non-linearite du systeme, meme pour des excitations en
regime harmonique. Des comparaisons des spectres de sorties seront tres
pertmentes a cette fin.
Rappelons que pour faire 1'identification des modeles recursifs, on utilise
Ie signal cible, d(n), comme reference (pour Ie filtre ou Ie reseau) au lieu de
boucler la sortie du modele a 1'entree (figures 5.3 a 5.6). Cela nous permet
d'eviter des problemes d'instabilite, de minimum local et de convergence trop
lente. Cependant, pour la verification de chaque modele, on doit retoumer la sortie
du modele meme a 1'entree, comme illustree dans la figure 5.7, pour la verification
du modele III par exemple.
Lors de la verification d'un modele en mode recursif, on doit s'attendre a
une derive de la sortie du modele par rapport a la sortie du systeme. Cette derive
est due au fait que les parametres du modele sont identifies avec une certaine
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marge d'erreur. L'erreur sur chaque parametre contribue a une erreur a la sortie
du modele. En bouclant la sortie du modele a I9 entree, cette erreur a la sortie est



















Figure 5.7 Verification du modele III en mode recursif
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6. RESULTATS DES IDENTIFICATIONS NON-LINEAIRES
6.1 Introduction
On presente dans ce chapitre les resultats des identifications basees sur
les theories du chapitre precedent. On commence par presenter les resultats des
identifications basees sur chacun des quatre modeles. On procede aussi a une
verification de la validite des modeles retenus. Ensuite, on considere une
optimisation du modele IV. Finalement, on commente sur les resultats obtenus.
Toutes les programmations sont faites avec Ie logiciel LabVIEW. La frequence
d'echantillonnage est a 120.0 Hz dans toutes les identifications.
6.2 Identification basee sur Ie modele I
Vu que Ie modele I est une extension directe du modele ARMA lineaire,
I9 identification basee sur ce premier est faite de la maniere suivante. On
commence par faire une identification du systeme basee sur Ie modele ARMA
liaeaire comme decrite dans la section 4.5. Une fois qu'on a atteint une
convergence optimale avec ce modele, on arrete I5 adaptation et on conserve les
coefficients {a^, 03} de la partie autoregressive. On precede ensuite a une
identification basee sur Ie modele I comme illustree dans la figure 5.3.
Le filtre FIR dans cette structure est initialise a {a^, a.^} et il n'est pas
adapte dans la premiere phase de P identification. La ligne a retard qui sert d'entree
au reseau contient 127 elements de retard. Le reseau a 128 points d'entrees et 64
neurones. Les poids du reseau sont initialises comme decrits dans la section 5.4.
On commence 1'adaptation du reseau avec les parametres suivants: oubli
= 0.995, £ = 0.1, et Hi =[i^ = -10 dB. La convergence est assez rapide: on atteint
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-15 dB apres environ 1300 iterations et -30 dB apres environ 4000 iterations. A ce
point, la convergence est beaucoup plus lente. Apres 20,000 iterations, la
convergence varie entre -31 et -37 dB. La, on laisse varier les coefflcients du filtre
FIR avec un pas [t^orm = "40 dB et les parametres du reseau sont ajustes: oubli =
0.999, 6 = 0.1, et Hi = ^ = -20 dB. Apres 45,000 iterations, la convergence varie
entre -32 et -37 dB. On arrete 1? adaptation a ce point.
Un bloc du signal cible est montre dans la figure 6.1 et Perreur
d'identification, a la fin de Padaptation, est montree dans la figure 6.2. Les
spectres de ces signaux sont montres dans la figure 6.3.
Signal cible d(n)|
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Figure 6.3 Spectres des signaux de cible et d'erreur (modele I)
6.3 Identification basee sur Ie modele II
Similairement a I5 identification basee sur Ie modele I, 1'identification par
Ie modele II est faite de la maniere suivante. On commence par une identification
du systeme basee sur Ie modele ARMA lineaire comme decrite dans la section 4.5,
en utilisant 160 coefficients pour la partie MA. Une fois qu'on a atteint une
convergence optimale avec ce modele, on arrete I5 adaptation et on conserve les
coefficients {bo, b^, ..., bN.i} de la partie MA. On procede ensuite a une
identification basee sur Ie modele II comme illustree dans la figure 5.4.
Le filtre FIR dans cette structure est mitialise a {bo, bi, ..., 5^-1} et il
n'est pas adapte dans la premiere phase de P identification. La ligne a retard qui
sert d'entree au reseau contient 7 elements de retard. Le reseau a 8 points
d'entrees et 50 neurones. Les poids du reseau sont initialises comme decrits dans
la section 5.4.
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On commence 1'adaptation du reseau avec les parametres suivants: oubli
= 0.995, E = 0.1, et Hi = ^ = -10 dB. La convergence est tres rapide au debut.
Une fois qu'on a atteint une convergence de -30 dB, on ajuste les parametres
d'adaptation : oubli = 0.999, e = 0.1, ^ = ^ = -16 dB. Apres 20,000 iterations,
on laisse varier les coefficients {bo, b^,..., ^-1} avec un pas 4,^^ = -30 dB et on
place Hi = p-2 = -20 dB. Apres 75,000 iterations, la convergence varie entre -33 et
-39 dB. On arrete P adaptation ici. L'erreur d9 identification pour Ie demier bloc de
signal est donnee dans la figure 6.4. Les spectres de la cible et de Perreur sont
donnes dans la figure 6.5.
600 800 1000 1200 1400 1600
I I
1800 2048




5.0 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0 50.0 55.0 60.00.0
lFr6auence en Hzl
Figure 6.5 Spectres des signaux de cible et d'erreur (modele II)
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6.4 Identification basee sur Ie modele III
Cette identification est faite d'apres la structure de la figure 5.5. La ligne
a retard pour Ie reseau Rl contient 127 elements de retard et celle pour Ie reseau
R2 contient 7 elements de retard. Rl contient 128 entrees et 48 neurones. R2
contient 8 entrees et 48 neurones. Les initialisations sont faites independamment.
On commence P identification avec les parametres suivants, pour chaque
reseau : oubli = 0.995, £ = 0.1, |Lli = ^ = "10 dB. La convergence est tres rapide
au debut. On atteint -15 dB apres 100 iterations, -20 dB apres 800 iterations et -25
dB apres 1400 iterations. Apres 5000 iterations, la convergence est environ -32 dB
et apres 20,000 iterations elle varie entre -36 et -41 dB. A ce point on ajuste les
parametres d'adaptation: oubli = 0.999, £ = 0.1, Hi = [l^= -20 dB. Apres 30,000
iterations, la convergence varie entre -37 et -42 dB. On n? observe aucune
amelioration meme apres 45,000 iterations. On arrete 1'adaptation la.
Le signal d'erreur a la fin de Padaptation est montre dans la figure 6.6.
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Figure 6.7 Spectres des signaux de cible et d'erreur (modele III)
6.5 Identification basee sur Ie modele IV
L? identification est faite d'apres la structure de la figure 5.6. La ligne a
retard avec entree x(n) contient 127 elements de retard et Pautre contient 7
elements. Le reseau contient 136 entrees et 48 neurones.
On commence 1'adaptation avec les parametres suivants: oubli = 0.995,
£=0.1,Hi=H2=-10 dB.La convergence est tres lente au debut. Apres environ
6000 iterations, 1'erreur baisse plus rapidement. Apres 20,000 iterations, la
convergence varie entre -37 et -42 dB et on ajuste les parametres d5 adaptation:
oubli = 0.999, £ = 0.1, Hi = ^2 = -20 dB. Apres 45,000 iterations la convergence
varie entre -38 et -42 dB. L'adaptation est arretee ici. L'erreur d'identification
pour Ie demier bloc de signal est donnee dans la figure 6.8. Les spectres des
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Figure 6.9 Spectres des signaux de cible et d'erreur pour modele IV
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6.6 Verification des modeles identifies pour excitation en bruit blanc
La verification des modeles identifies, pour des excitations en bruit blanc,
est faite comme decrite dans la section 5.7. On ne presente ici, que les resultats
pour les modeles III et IV seulement, car les modeles I et II ne sont pas
satisfaisants en vue de leur convergence relativement faible. La figure 6.10(a)
nous montre sur Ie meme graphique les reponses du systeme physique et du
modele III pour la meme excitation (en bruit blanc). La figure 6.10(b) nous
montre la difference entre ces deux reponses, c'est-a-dire Perreur de
modelisation. La figure 6.10(c) nous montre les spectres des reponses du systeme
et du modele, ainsi que Ie spectre de Perreur. Les resultats de la verification du
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Figure 6.10(a) Reponse du modele III en comparaison avec celle du systeme
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Figure 6.10(c) Spectres des reponses du systeme et du modele III
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Figure 6.1 l(c) Spectres des reponses du systeme et du modele IV
En observant la figure 6.10(b), on remarque une erreur assez importante
pour Ie modele III. II y deux sources qui contribuent a cette erreur. Premierement,
la sortie du systeme est contaminee par un bruit non-correle a 1? entree. L'energie
du bruit est concentree dans la proximite de 15 Hz (frequence de resonance).
Deuxiemement, Perreur sur chaque parametre identifie cont-ibue a une erreur a la
sortie du modele. Puisque les modeles sont verifies en mode recursif (voir la
figure 5.7), cette erreur a la sortie est retoumee a 1'entree, ce qui entraine une
derive de la sortie du modele par rapport a la sortie du systeme. Cette derive n'est
pas tres grave pour les premiers 300 echantillons, mais elle est bien plus
importante par la suite (figure 6.10(b)).
En examinant la figure 6.1 l(b), on remarque que Perreur pour Ie modele
IV est moins importante que pour Ie modele III. Cela s'explique par Ie fait que Ie
modele IV, qui est Ie plus general, tient compte de toutes les correlations entre les
signaux x(n) et d(n), done la derive de la sortie est moins importante.
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6.7 Verification des modeles pour excitation en regime harmonique
On presente dans cette section les resultats des verifications des modeles
Ill et IV, pour des excitations en regime harmonique. La methode de verificatiun
est similaire a celle pour la verification en large bande (en bruit blanc), sauf que
cette fois-ci, les excitations sont des sinuso'ides. Une comparaison des reponses
temporelles n'est pas tres interessante a cause de la presence du bruit dans Ie
systeme et de la derive de la sortie du modele (due a 1'erreur sur chaque parametre
identifie) par rapport a la sortie du systeme. Cependant, une comparaison des
reponses spectrales permet de faire ressortir les harmoniques dues a la non-
linearite. Ces spectres nous permettent aussi de comparer les modeles III et IV, en
ce qui conceme la capacite de representer la non-linearite du systeme. Les
resultats pour la verification du modele III, pour des excitations en regime
harmonique, sont donnes dans les figures 6.12(a) a 6.12(f). Les resultats pour la
verification du modele IV sont donnes dans les figures 6.13 (a) a 6.13(f). Dans
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Figure 6.12(a) Verification du modele III: excitation a 3.0 Hz
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Figure 6.12(b) Verification du modele III: excitation a 4.0 Hz
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Figure 6.12(d) Verification du modele III: excitation a 9.0 Hz
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Figure 6.12(f) Verification du modele HI: excitation a 17.0 Hz
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Figure 6.13 (a) Verification du modele IV: excitation a 3.0 Hz
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Figure 6.13(b) Verification du modele IV: excitation a 4.0 Hz
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Figure 6.13(f) Verification du modele IV: excitation a 17.0 Hz
On peut faire quelques observations importantes sur ces resultats.
Premierement, on observe que la reponse a la frequence fondamentale (la
frequence cTexcitation), pour les deux modeles, represente tres bien la reponse du
systeme physique a la meme frequence.
Deuxiemement, on remarque que les harmoniques (dues a la non-
linearite) sont mieux representees par Ie modele IV que par Ie modele III. Cela
peut s'expliquer par Ie fait qu'on suppose une separabilite pour Ie modele III. Par
contre, Ie modele IV est plus general, done on doit s'attendre a de meilleurs
resultats.
Troisiemement, on observe dans les figures 6.13(b), 6.13(d) et 6.13(f)
des pics a 15.1 Hz dans la reponse du modele. On ne s? attend pas a ces pics car
Us ne correspondent pas a une frequence multiple de la frequence d'excitation.
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Ces pics sont dus au fait qu'on n'a pas attendu assez longtemps avant de prendre
un bloc du signal de sortie pour calculer Ie spectre d'energie. Les signaux
d'excitations utilises dans ces verifications etaient des blocs de 2048 echantillons.
Pour les 2048 echantillons du signal de sortie, on calcule Ie spectre d'energie sur
la deuxieme moitie du signal. Cependant, a cause du fait que Ie systeme est tres
resonant a 15.1 Hz, la reponse transitoire est toujours discemable, meme apres les
1024 premieres echantillons.
Finalement, on remarque qu'il y a toujours une concenti'ation d'energie
d'une ampleur d'environ 90 dB dans la proximite de 15 Hz dans la reponse du
systeme. Ceci est du d'une part a la reponse transitoire du systeme et d'autre part
au bruit (voir la section 2.9) qui est accentue a 15 Hz a cause de la resonance de
la poutre.
6.8 Optimisation du reseau pour Ie modele IV
Dans cette section, on considere Ie modele IV plus en details car les
resultats des verifications nous montrent que c'est un meilleur modele. On
precede a une optimisation du modele en deux etapes. Dans la premiere etape, on
explore Pordre temporel du systeme, c'est-a-dire qu'on examine Peffet de varier
lataille des lignes a retard qui servent d'entree au reseau. Cela nous pennettra de
reduire Ie nombre d5 entrees pour Ie reseau. Dans la deuxieme etape, on explore la
complexite spatiale de la non-linearite, c'est-a-dire qu'on observe Peffet de varier
Ie nombre de neurones, N}, dans la couche cachee pour 1'ordre temporel retenu a
la premiere etape.
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On appelle N^ Ie nombre de sorties qui proviennent de la ligne a retard
qui a pour entree Ie signal x(n) et Ny pour Pautre ligne a retard. Les resultats des
identifications, pour de differentes combinaisons (Nx, Ny), sont donnes dans Ie
tableau 6.1. On retient Pordre (N^ = 32, Ny = 24) car cette combinaison nous
donne une tres bonne convergence pour un minimum d'entrees du reseau. Les X
representent des combinaisons pour lesquelles 1'apprentissage etait impossible,
meme apres des dizaines de milliers d5 iterations. Les valeurs donnees sont les
moyennes de la convergence en dB. L'effet de varier N1 pour N^ = 32 et Ny = 24
est montre dans Ie tableau 6.2.












































6.9 Commentaires sur les resultats
On remarque que dans la plupart des cas, 1'apprentissage des reseaux
etait plutot rapide. Aussi il semblait que Falgorithme d'adaptation n'avait pas
tendance a aboutir les reseaux dans des minimums locaux.
L? identification basee sur Ie modele I donne une performance a peine
meilleure que Ie modele ARMA Imeaire. U identification basee sur Ie modele II est
un peu plus performante que ce demier, c'est-a-dire qu'on parvient a faire baisser
1'energie de 1'erreur d? identification par environ 2 dB.
Les modeles III et IV sont des bien meilleurs candidats pour
I5 identification du systeme. Dans les deux cas, on parvient a faire baisser 1'energie
de 1'erreur par environ 6 dB (un facteur de 2 sur 1'amplitude de 1'erreur) par
rapport a 1'identification ARMA lineaire. Les deux modeles sont aussi performants
si Ponjuge par Penergie de 1'erreur a la fin des identifications. Cependant, lors des
verifications, on s'apper9oit que lorsque les modeles sont en boucle fermee, c'est-
a dire qu'on utilise les sorties des modeles au lieu des sorties cibles pour 1'entree
des lignes a retard, 1'erreur de modelisation est plus faible pour Ie modele IV que
pour Ie modele III. En plus, les verifications pour des excitations en regime
harmonique nous montrent que Ie modele IV tient mieux compte de la non-linearite
du systeme. Pour ces raisons, on considere que Ie modele TV est Ie meilleur des
modeles consideres.
Une optimisation du modele IV nous montre qu'en gardant 32
echantillons en memoire sur Ie signal d'entree, et 24 echantillons en memoire sur
Ie signal de sortie, on obtient un bon modele avec Ie minimum de memoire. II
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parait aussi qu'il faut environ 112 neurones dans la couche cachee, pour une
meilleure representation de la non-linearite.
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CONCLUSION
Dans cette ouvrage, la non-linearite de la branche de controle d'un
systeme de controle de vibrations muni d'un actuateur piezo-electrique et d'un
capteur PVDF a ete evaluee et des identifications de la branche de controle par des
modeles bases sur les reseaux de neurones ont ete considerees.
En excitant Ie systeme par des harmoniques, on a pu demontrer que la
non-linearite du systeme est assez importante. Une identification basee sur un
modele ARMA lineaire nous donnait une convergence dans les alentours de -34
dB. En faisant des identifications avec certains modeles non'lineaires bases sur
des reseaux de neurones, on a pu baisser la convergence jusqu'aux alentours de
-41 dB. Cela nous offre une bien meilleure representation du systeme. Le modele
retenu a la forme suivante :
y(n) = f[x(n), x(n-l), x(n-2), ..., x(n-31), y(n-l), y(n-2), ..., y(n-24)]
ou x(n) est Ie signal d5 entree, y(n) est la sortie et fest une fonction non-lineaire.
Les problemes souvent rencontres dans 1'apprentissage des reseaux de
neurones sont la faible vitesse d'apprentissage et la tendance a tomber dans des
minimums locaux. Par contre, Ie type de reseau utilise dans ce travail et
Falgorithme d'apprentissage pour ce reseau donnaient, en general, des
convergences assez rapides et semblaient eviter les minimums locaux.
On a vu que lors des identifications, la presence du bruit dans
1'environnement biaise les resultats des identifications, surtout pour les
identifications des modeles recursifs en mode serie-parallele. II est important dans
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Pavenir de faire des recherches sur 1'identification des systemes non-lmeaires par
des modeles recursifs, en la presence du bruit.
Avec Ie succes de ces recherches plusieurs avenues sont ouvertes vers
des travaux futurs. En consequence, on pourrait considerer Ie probleme de
developpement des controleurs non-lineaires pouvant etre bases sur Ie type de
reseau de neurones considere ici, en utilisant Ie modele identifie de la branche de
controle. On doit aussi remarquer que les techniques d'identification presentees
dans ce travail peuvent aussi etre utilisees dans les problemes de controle du bruit
avec les haut-parleurs, par exemple pour la reduction de bruit dans des conduits
ou cheminees, puisque la non-linearite de ce type d'actuateur est un probleme bien
connu qui limite la performance d?un controle.
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ANNEXE 1
MODES DE VIBRATION POUR UNE POUTRE UNIFORME ENCASTREE-UBRE
Si h = epaisseur
L = longueur
E = module de Young
p = densite du materiel








et les modes de vibrations sont donnees par:
coshf^T-cosf^l-Jsinhf L̂^1 sinf nx







MODELISATION D'UN CAPTEUR PVDF





La charge q(t) est proportionnelle a la deformation en longueur.
Lorsque Ie capteur est connecte a un preamplificateur avec impedance
d5 entree R^ et gain K, la fonction de transfert entre la sortie du preamplificateur et
la charge sur Ie capteur est donnee par:
V(s) Ks/C
QW S+VCK
ou R est la resistance combinee de RpyDp et Rin en parallele.
En supposant que la deformation en longueur est proportionnelle a la
deflexion laterale, w(t), de la poutre alors:
V(s) s
w(s) s + y^
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