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LAGRANGE INTERPOLATION OVER DIVISION RINGS
VLADIMIR BOLOTNIKOV
Abstract. For a division ring F, the polynomials f ∈ F can be evaluated “on
the left” and “on the right” giving rise to left and right Lagrange interpola-
tion problems. The problems containig interpolation conditions of the same
type were considered in [7] where the solvability criterion was given in terms
of polynomial independence of interpolation nodes. We establish the solvabil-
ity criterion and describe all solutions of low degree (less than the number of
interpolation conditions imposed) for the problem containing both “left” and
“right” conditions.
1. Introduction
Given distinct nodes α1, . . . , αn and target values c1, . . . , cn in a field F, the
classical Lagrange interpolation problem consists of finding a polynomial f ∈ F[z]
such that
f(αi) = ci for i = 1, . . . , n. (1.1)
If we consider Pn(F) := {g ∈ F[z] : deg g < n} and F
n as n-dimensional vec-
tor spaces over F, then the linear operator T : Pn(F) → F
n defined by Tf =
(f(α1), . . . , f(αn)) is injective, since a nonzero f ∈ F[z] cannot have more zeros in
F than deg f . Since dimPn(F) = dimF
n, T is also surjective, which leads us to
the following observation.
Remark 1.1. Given any distinct α1, . . . , αn and any c1, . . . , cn in a field F, there
is a unique polynomial fL ∈ Pn(F) subject to conditions (1.1).
The explicit formula for that unique fL (the Lagrange interpolation formula)
fL(z) =
n∑
i=1
pi(z)ci
pi(αi)
, where pi(z) =
∏
j 6=i
(z − αj) for i = 1, . . . , n, (1.2)
is easily verified as the i-th term fi(z) =
pi(z)ci
pi(αi)
∈ Pn(F) satisfies conditions fi(αi) =
ci and fi(αj) = 0 for all j 6= i.
We now turn to Lagrange interpolation over a division ring F, which is different
from the commutative case in two regards. First, left and right evaluation func-
tionals f 7→ f eℓ(α) and f 7→ f er(α) on F[z] (see formulas (2.3) below) give rise to
two different (left and right) Lagrange interpolation problems: given sets
Λ = {α1, . . . , αn} and Ω = {β1, . . . , βk} (1.3)
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of distinct elements in F along with given target values c1, . . . , cn and d1, . . . , dk in
F, find a polynomial f ∈ F[z] subject to left or right interpolation conditions
f eℓ(αi) = ci for i = 1, . . . , n, (1.4)
f er(βj) = dj for j = 1, . . . , k. (1.5)
Evaluation functionals (2.3) also give rise to non-equivalent notions of left and
right zeros; consequently the solution sets of homogeneous problems (1.4) and (1.5)
are respectively, the right ideal generated by the left minimal polynomial of Λ and
the left ideal generated by right minimal polynomial of Ω.
Another distinction with the commutative case was indicated in [4]: as any
polynomial f ∈ F[z] having two distinct left (right) zeros in the same conjugacy
class of F, actually has infinitely many zeros in this class, the target values cannot
be assigned arbitrarily (at least a’priori) at more than two points within the same
conjugacy class. The latter has been clarified in [7] by introducing the notion of
left (right) polynomial independency (P -independency; see Definition 2.3). Loosely
speaking, a finite set Λ ⊂ F contains a maximal P -independent subset Λ0, and the
left values of each polynomial f on Λ0 uniquely determine f
eℓ on the whole Λ.
This leads to consistency conditions for target values which either indicate that
the problem (1.4) has no solutions, or allow us to disregard the interpolation con-
ditions on Λ\Λ0, hence making the problem (1.4) with left P -independent interpo-
lation nodes a generic one. Similar observations hold true for the right Lagrange
problem (1.5). The results concerning Lagrange problems with P -independent in-
terpolation nodes are the same (up to minor noncommutative adjustments) as in
the commutative case. This material is briefly recalled in Section 2 in the form
suitable for the subsequent analysis.
The main purpose of the present paper is to study the two-sided Lagrange
problem that contains both left and right interpolation conditions (1.4), (1.5). We
do not assume that the sets (1.3) are disjoint, so left and right target values can be
assigned to the same interpolation node. Without loss of generality, we will assume
that the sets Λ and Ω in (1.3) are respectively left and right P -independent, so that
the left and right subproblems are consistent. Still, the combined problem may
be inconsistent, and on the other hand, it may admit many low-degree solutions.
In Section 3, we present the solvability criterion for the two-sided problem (1.4),
(1.5) to have a solution, establish a parametrization formula (which is fairly explicit
under the assumption that the interpolation nodes are algebraic over the center
of F) producing all low-degree solutions. Two-sided polynomial independence and
the two-sided Lagrange interpolation formula are also discussed in Section 3.
2. Background
In what follows, F is assumed to be a division ring with the center ZF, and for
each α ∈ F, we let [α] := {hαh−1 : h ∈ F\{0}} to denote its conjugacy class.
We let F[z] to denote the ring of polynomials in one formal variable z which
commutes with coefficients from F. Since the division algorithm holds in F[z] on
either side, any ideal (left or right) in F[z] is principal. We will write 〈p〉r and
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〈p〉ℓ for the right and the left ideal generated by p ∈ F[z] dropping the subscript
if the ideal is two-sided. Any two-sided ideal of F[z] is generated by a polynomial
with coefficients in ZF (see e.g., [3, Proposition 2.2.2]); the converse is clear since
ZF[z] = ZF[z].
The intersection of two left (right) ideals is a left (right) ideal; the least right
and left common multiples lrcm(f, g) and llcm(f, g) of two monic polynomials
f, g ∈ F[z] are defined as generators of the respective ideals
〈f〉r ∩ 〈g〉r = 〈lrcm(f, g)〉r and 〈f〉ℓ ∩ 〈g〉ℓ = 〈llcm(f, g)〉ℓ. (2.1)
2.1. Evaluation functionals. Left and right evaluations of an f ∈ F[z] at α ∈ F
can be defined as the remainders of f when divided by ρα(z) = z − α on the left
and on the right, respectively. As is easily verified, for any α ∈ F and f ∈ F[z],
f(z) = f eℓ(α) + ρα · (Lαf) = f
er(α) + (Rαf)(z) · ρα (ρα(z) := z − α), (2.2)
where f eℓ(α) and f er(α) are left and right evaluations of f at α:
f eℓ(α) =
m∑
j=0
αjfj and f
er(α) =
m∑
j=0
fjα
j if f(z) =
m∑
j=0
zjfj, (2.3)
and where Lαf and Rαf are the polynomials given by
(Lαf)(z) =
m−1∑
i+j=0
αifi+j+1z
j , (Rαf)(z) =
m−1∑
i+j=0
zjfi+j+1α
i. (2.4)
Remark 2.1. The quantities introduced in (2.3) and (2.4) are related as follows:
(Lαf)
er(β) =
deg f−1∑
k=0
k∑
j=0
αkfk+j+1β
k−j = (Rβf)
eℓ(α), (2.5)
α · (Lαf)
er(β)− (Lαf)
er(β) · β = f eℓ(α)− f er(β), (2.6)
for any α, β ∈ F and f ∈ F[z]. Indeed, equalities (2.5) are immediate from (2.4),
whhereas applying the right evaluation at z = β to the first equality in (2.2) gives
f er(β) = f eℓ(α) + (Lαf)
er(β) · β − α · (Lαf)
er(β)
which is equivalent to (2.6).
We next recall the product formulas for evaluations (2.3). From the definitions
(2.3), one can see that for any f, g ∈ F[z] and α ∈ F,
(gf)eℓ(α) =
∑
αkgeℓ(α)fk =
(
geℓ(α) · f
)
eℓ(α), (2.7)
(gf)er (α) =
∑
gkf
er(α)αk =
(
g · f er(α)
)
er (α), (2.8)
which imply
(gf)eℓ(α) =
{
geℓ(α) · f eℓ
(
geℓ(α)−1αgeℓ(α)
)
if geℓ(α) 6= 0,
0 if geℓ(α) = 0,
(2.9)
(gf)er (α) =
{
ger
(
f er(α)αf er (α)−1
)
· f er(α) if f er(α) 6= 0,
0 if f er(α) = 0.
(2.10)
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Indeed, the top formula in (2.9) follows from (2.7) and the computation∑
αkgeℓ(α)fk = g
eℓ(α)
∑
(geℓ(α)−1αgeℓ(α))kfk = g
eℓ(α) ·f eℓ
(
geℓ(α)−1αgeℓ(α)
)
.
The top formula in (2.10) is justified similarly, while the bottom formulas in (2.9),
(2.10) follow immediately from (2.7), (2.8).
Proposition 2.2. For any α ∈ F and f, g ∈ F[z],
Lα(gf) =
{
(Lαg) · f + g
eℓ(α) · Lα˜f, if g
eℓ(α) 6= 0,
(Lαg) · f, if g
eℓ(α) = 0,
(2.11)
where Lα is defined as in (2.4) and where α˜ := g
eℓ(α)−1αgeℓ(α).
Proof. If geℓ(α) = 0, then gf = ρα(Lαg) · f , which proves the bottom formula in
(2.11). If geℓ(α) 6= 0, we define α˜ as above and observe that ραg
eℓ(α) = geℓ(α)ρα˜.
Now we have, on account of (2.9),
ρα · Lα(gf) = gf − (gf)
eℓ(α) = (g − geℓ(α)) · f + geℓ(α)(f − f eℓ(α˜))
= ρα · (Lαg) · f + g
eℓ(α)ρα˜ · (Lα˜f)
= ρα · (Lαg) · f + ρα · (Lα˜f),
which completes the proof of (2.11). 
2.2. Polynomial independence. An element α ∈ F is called a left (right) zero
of f ∈ F[z] if f eℓ(α) = 0 (respectively, f er(α) = 0). We will denote by Zℓ(f) and
Zr(f) the respective sets of left and right zeros of f and observe from (2.2) that
α ∈ Zℓ(f) ⇐⇒ f ∈ 〈ρα〉r and α ∈ Zr(f) ⇐⇒ f ∈ 〈ρα〉ℓ. (2.12)
More generally, given an algebraic set ∆ ⊂ F, the polynomials
P∆,ℓ = lrcm (ρα : α ∈ ∆) and P∆,r = llcm (ρα : α ∈ ∆) (2.13)
generate the ideals 〈P∆,ℓ〉r and 〈P∆,r〉ℓ consisting of polynomials f ∈ F[z] such
that f eℓ |∆ = 0 and f
er |∆ = 0, respectively:
∆ ⊆ Zℓ(f) ⇐⇒ f ∈ 〈P∆,ℓ〉r and ∆ ⊆ Zr(f) ⇐⇒ f ∈ 〈P∆,r〉ℓ. (2.14)
The polynomials P∆,ℓ and P∆,r are called left and right minimal polynomials of ∆.
In particular, it follows from (2.14) that
∆ ⊆ Zℓ(P∆,ℓ) and ∆ ⊆ Zr(P∆,r); (2.15)
both inclusions can be proper, by Gordon-Motzkin theorem [4]. It is clear from
(2.15) that the numbers degP∆,ℓ and degP∆,r cannot exceed the cardinality of ∆.
Definition 2.3. A set ∆ ⊂ F is called left polynomially independent if degP∆,ℓ =
|∆|, and it is called right polynomially independent if degP∆,r = |∆|.
The notion of polynomial independence (P -independence) was introduced in
[7]; see also [8], [10] for later elaborations. On account of (2.15), the equality
degP∆,ℓ = |∆| means that the polynomials (ρα : α ∈ ∆) are left relatively prime,
i.e., each one (say, ρβ) is left coprime with the lrcm of the others, i.e., with the
left minimal polynomial P∆\{β},ℓ of the set ∆\{β}. Since β is the only zero of ρβ ,
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the latter simply means that P eℓ∆\{β},ℓ(β) 6= 0. We record this observation along
with its right counter-part.
Remark 2.4. An algebraic set ∆ ⊂ F is left (right) P -independent if and only if
P eℓ∆\{β},ℓ(β) 6= 0 (respectively, P
er
∆\{β},r(β) 6= 0) for all β ∈ ∆. (2.16)
The following theorem characterizes P -independent sets in interpolation terms
and provides two (left and right) noncommutative counter-parts of Remark 1.1.
Theorem 2.5. (1) A set Λ = {α1, . . . , αn} ⊂ F is left P -independent if and only
if the left problem (1.4) has a solution in Pn(F) for any c1, . . . , cn ∈ F. In this
case, a unique fℓ ∈ Pn(F) subject to conditions (1.4) is given by the formula
fℓ(z) =
n∑
i=1
pi(z)p
eℓ
i (αi)
−1ci, where pi = PΛ\{αi},ℓ := lrcm
(
ραj
: j 6= i
)
. (2.17)
(2) A set Ω = {β1, . . . , βk} ⊂ F is right P -independent if and only if the right
problem (1.5) has a solution in Pk(F) for any d1, . . . , dk ∈ F. In this case, a
unique fr ∈ Pk(F) subject to conditions (1.5) is given by
fr(z) =
k∑
i=1
diq
er
i (βi)
−1qi(z), where qi = PΛ\{βi},r := llcm
(
ρβj
: j 6= i
)
. (2.18)
Proof. To argue as in the commutative case, we consider Pn(F) and F
n as right
F-modules over F and define the right-linear operator T : Pn(F) → F
n by the
formula Tf = (f eℓ(α1), . . . , f
eℓ(αn)). Since dimF Pn(F) = dimF F
n, this operator
is surjective (i.e., the problem (1.4) has a solution in Pn(F) for any c1, . . . , cn ∈ F)
if and only if it is injective, i.e., no nonzero polynomial of degree less than n left-
vanishes at Λ. The latter means that the left minimal polynomial PΛ,ℓ of ∆ is of
degree at least n, which means that the set Λ is left P -independent.
Conversely, if Λ is left P -independent, then P eℓΛ\{αi},ℓ(αi) 6= 0 for all i = 1, . . . , n,
by Remark 2.4. Then the formula (2.17) makes sense and defines a polynomial
fℓ ∈ Pn(F) satisfying conditions (1.4). The uniqueness follows since the operator T
is injective. This completes the proof of part (1) of the theorem. The proof of part
(2) is similar once we consider Pk(F) and F
k as left F-modules over F and deal with
the left linear operator T : Pk(F)→ F
k given by Tf = (f er(β1), . . . , f
er(βk)). 
2.3. Consistency of interpolation conditions. By (2.14), the solution sets of
homogeneous problems (1.4) and (1.5) are the ideals 〈PΛ,ℓ〉r and 〈PΩ,r〉ℓ. Combin-
ing the latter Theorem 2.5 leads us to the following conclusion.
Remark 2.6. If the sets Λ and Ω in (1.3) are respectively, left and right P -
independent, then all polynomials f ∈ F[z] satisfying conditions (1.4) and (1.5)
are parametrized by respective formulas
f = fℓ + PΛ,ℓh and f = fr + gPΩ,r, h, g ∈ F[z] (2.19)
where fℓ and fr are defined in (2.17) and (2.18).
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Let us now consider the left interpolation problem
f eℓ(αi) = ci for i = 1, . . . , N (2.20)
where the set ∆ = {α1, . . . , αN} is not necessarily left P -independent. If degP∆,ℓ =
n < N , we can find a left P -independent subset Λ ⊂ ∆ consisting of exactly n
elements (a left P -basis of ∆) and having the same left minimal polynomial as ∆,
that is, PΛ,ℓ = P∆,ℓ. Without loss of generality we may let Λ = {α1, . . . , αn}.
By Remark R:1.3, any polynomial f satisfying conditions (2.20) (for i = 1, . . . , n)
is of the form f = fℓ + P∆,ℓh for some h ∈ F[z] and fℓ given in (2.17). Therefore
f eℓ(γ) = f eℓ
ℓ
(γ) for all γ ∈ Zℓ(P∆,ℓ). (2.21)
By (2.15), we have in particular, f eℓ(αj) = f
eℓ
ℓ
(αj) for j = 1, . . . , N . Combining
the latter equalities with (2.20) (for j > n) and the formula (2.17) for fℓ, we get
n∑
i=1
p
eℓ
i (αj)p
eℓ
i (αi)
−1ci = cj for j = n+ 1, . . . , N. (2.22)
Thus, if the problem (2.20) is solvable, then the Lagrange polynomial fℓ is a
solution. For this to happen, the target value cj (for j > n) has to be equal to the
actual value f eℓ
ℓ
(αj). If at least one of the equalities (2.22) fails, then the problem
(2.20) is inconsistent. Otherwise, any polynomial f ∈ F[z] satisfying the first
n conditions in (2.20) will satisfy the remaining conditions automatically. After
removing the redundant conditions we get a reduced interpolation problem based
on the left P -independent set Λ and with the same solution set as the original
problem.
The same observations apply to the right-sided problem: a set ∆ = {β1, . . . , βM}
with the right minimal polynomial P∆,r of degree k, can be rearranged so that its
subset Ω = {β1, . . . , βk} be right P -independent. Then the right interpolation
problem
f er(βi) = di for i = 1, . . . ,M (2.23)
has a solution if and only if the following compatibility conditions are satisfied
n∑
i=1
diq
er
i (βi)
−1qeri (βj) = dj for j = k + 1, . . . ,M, (2.24)
where qi are given in (2.18). If the latter equalities hold true, then the last M − k
conditions in (2.23) are redundant and can be disregarded.
Remark 2.7. Since a set ∆ is left (right) P -independent if (and clearly, only
if) its intersection with each conjugacy class is, it suffices to verify compatibility
conditions (2.22) and (2.24) within each conjugacy class having non-empty inter-
section with ∆. In other words, the problems (2.20) and (2.23) are solvable if their
subproblems within each conjugacy class are.
In the subsequent analysis, we will make frequent use of polynomials over ZF,
for which the notions of left and right values, and consequently, the notions of
left and right zeros coincide (see formulas (2.3)). Without any ambiguity, we may
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write g(α) and Z(g) for the values and the zero set of a central polynomial g.
Besides, if g ∈ ZF[z], then for each α and τ 6= 0, we have g(τατ
−1) = τg(α)τ−1,
so that Z(g) contains with each α the whole conjugacy class [α].
2.4. Extension formulas. The formula (2.21) shows that given an algebraic set
∆ with a fixed left P -basis Λ ⊂ ∆ and given any f ∈ F[z], the Lagrange polynomial
fℓ constructed from the left values of f on Λ provides a unique extension of f from
∆ (even from Λ) to a possibly larger set Zℓ(P∆,ℓ) (the left P -closure of ∆, in the
terminology of [7]). On the other hand, if γ 6∈ Zℓ(P∆,ℓ), then the set Λ ∪ {γ} is
left P -independent and the value f eℓ(γ) is independent of f eℓ |Λ (and therefore, of
f eℓ |∆), by Theorem 2.5. Thus, it makes sense to consider extensions of polynomials
within conjugacy classes. Similar observations apply to right evaluations.
If V is an algebraic conjugacy class in F, its left and right minimal polynomials
(2.13) are equal to the same central polynomial which will be denoted by X
V
.
Thus, X
V
= PV,ℓ = PV,r and Z(XV ) = V .
For any polynomial to be uniquely extended from a given ∆ ⊂ V to the whole
V , we need ∆ to contain a left P -basis for V . Without loss of generality (and
in order to use Lagrange interpolation formulas) we may assume that ∆ itself is
a left P -basis for V . In this case, the restriction of f eℓ to a left P -basis of a
conjugacy class V uniquely determine not only f eℓ |
V
but also f er |
V
. Similarly.
the restriction of f er to a right P -basis of V uniquely determine f eℓ |
V
and f er |
V
.
Details are furnished below.
Lemma 2.8. Let ∆ = {γ1, . . . , γm} be a left P -basis for the conjugacy class V .
Then for any f ∈ F[z] and γ ∈ V ,
f eℓ(γ) =
m∑
i=1
P
eℓ
∆\{γi},ℓ
(γ)P eℓ∆\{γi},ℓ(γi)
−1f eℓ(γi), (2.25)
f er(γ) =
m∑
i=1
(
P∆\{γi},ℓ · P
eℓ
∆\{γi},ℓ
(γi)
−1f eℓ(γi)
)
er(γ). (2.26)
Proof. Since the set ∆ is a left P -basis for ∆, the formulas (2.25), (2.26) make
sense and besides, P∆,ℓ = PV,ℓ = XV . Since the polynomial
g(z) = f(z)−
m∑
i=1
P∆\{γi},ℓ(z)P
eℓ
∆\{γi},ℓ
(γi)
−1f eℓ(γi)
satisfies conditions geℓ(γi) = 0 for i = 1, . . . ,m (i.e., g
eℓ |∆ = 0), it follows from
(2.14) that g ∈ 〈P∆,ℓ〉ℓ = 〈XV 〉, and the latter ideal is two-sided, since XV ∈ ZF[z].
Then geℓ(γ) = ger (γ) = 0 for all γ ∈ Z(X
V
) = V , which implies (2.25) and
(2.26). 
The right-sided version of Lemma 2.8 asserts that for a right P -basis ∆ =
{γ1, . . . , γm}, any polynomial f ∈ F and the right Lagrange polynomial constructed
from f er |∆ have the same left and right values at any γ ∈ V . We omit the precise
formulation.
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Example 2.9. If F = H, the skew field of real quaternions, any set ∆ = {γ1, γ2} in
a conjugacy class V is a left and right P -basis for V . Adapting formulas (2.25) and
(2.26) to this particular “two-point” case, where P∆\{γ1},ℓ = ργ2 and P∆\{γ2},ℓ =
ργ1
, we conclude: for any f ∈ H and any γ1, γ2 and γ in the same conjugacy class,
f eℓ(γ) = (γ − γ2)(γ1 − γ2)
−1f eℓ(γ1) + (γ − γ1)(γ2 − γ1)
−1f eℓ(γ2),
f er(γ) = (γ1 − γ2)
−1f eℓ(γ1)γ − γ2(γ1 − γ2)
−1f eℓ(γ1)
+ γ1(γ1 − γ2)
−1f eℓ(γ2)− (γ1 − γ2)
−1f eℓ(γ2)γ.
Hence, the latter (well known) formulas turn out to be particular instances of
Lagrange interpolation formula.
3. The two-sided problem
Assuming that the sets Λ and Ω of interpolation nodes in (1.3) are respectively,
left and right P -independent, i.e., such that
degPΛ,ℓ = n and degPΩ,r = k, (3.1)
we now address the two-sided problem (1.4), (1.5). This problem can be ap-
proached from two directions. First, one can start with the formula (2.19) de-
scribing all solutions to the left subproblem (1.4), and then to characterize all
parameters h ∈ F[z] such that f = fℓ+PΛ,ℓh satisfies right-sided conditions (1.5).
The main difficulty here is that, according to (2.10),
(PΛ,ℓh)
er (β) = P erΛ,ℓ
(
her (β)βher (β)−1
)
· her (β),
which does not allow us to separate PΛ,ℓ and h. Alternatively, we can start with
more restricted (but simpler) problem by imposing extra interpolation conditions,
and then to use the target values in these conditions as parameters describing
solutions of the original problem. More precisely, if the problem (1.4), (1.5) admits
a solution f ∈ F[z], then it follows from (2.6) that the elements ψij = (Lαif)
er(βj)
satisfy equalities
αiψij − ψijβj = ci − dj for all i = 1, . . . , n; j = 1, . . . , k. (3.2)
Note that equalities (3.2) can be equivalently written as a single matrix equality[
α1 0
. . .
0 αn
]
X −X
[
β1 0
. . .
0 βk
]
=
[ c1
...
cn
]
[ 1 ··· 1 ]−
[ 1
...
1
]
[ d1 ··· dk ] (3.3)
satisfied by the matrix X = [ψij ] ∈ F
n×k.
We are going to use ψij as the prescribed target values for an unknown inter-
polant f , thus arriving at the following modified interpolation problem: given two
sets Λ and Ω as in (1.3) along with prescribed ci, dj , ψij ∈ F, find an f ∈ F[z]
such that
f eℓ(αi) = ci, f
er(βj) = dj and (Lαif)
er(βj) = ψij (3.4)
for i = 1, . . . , n and j = 1, . . . , k.
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This modified problem is quite simple: if the necessary conditions (3.4) are met,
the problem admits a unique solution in Pn+k(F), whereas the solution set of its
homogeneous counter-part equals the product of ideals 〈PΛ,ℓ〉r and 〈PΩ,r〉ℓ. Details
are given in Propositions 3.1 and 3.3 below.
Proposition 3.1. Given sets (1.3), a polynomial f ∈ F[z] satisfies conditions
f eℓ(αi) = 0, f
er(βj) = 0 and (Lαif)
er(βj) = 0 (3.5)
for all αi ∈ Λ, βj ∈ Ω if and only if it belongs to 〈PΛ,ℓ〉r · 〈PΩ,r〉ℓ = PΛ,ℓ ·F[z] ·PΩ,r.
Proof. For any h ∈ F[z], the polynomial f = PΛ,ℓ · h · PΩ,r satisfies conditions
f eℓ |Λ = 0 and f
er |Ω = 0, by formulas (2.7), (2.8) and the definitions (2.13) of
minimal polynomials. Since P eℓΛ,ℓ(αi) = 0 for any αi ∈ Λ, we have
Lαif = Lαi(PΛ,ℓ · h · PΩ,r) = (LαiPΛ,ℓ) · h · PΩ,r
and since P erΩ,r(βj) = 0 for any βj ∈ Ω, evaluating the latter equality at z = βj on
the right gives (Lαif)
er(βj) = 0. Conversely, for fixed αi and βj , we have by (2.2),
f = f eℓ(αi) + ραi · (Lαif)
er(βj) + ραi · (RβjLαif) · ρβj .
If f satisfies conditions (3.5), we have f = ραihρβj with h = RβjLαif . Hence, f
belongs to 〈ραi〉r · 〈ρβj〉ℓ for all (αi, βj) ∈ Λ×Ω. By (2.13), it then follows that for
each fixed βj , Rβjf belongs to 〈PΛ,ℓ〉r so that f belongs to 〈PΛ,ℓ〉r · 〈ρβj〉ℓ for all
βj ∈ Ω. Using the same argument as above we come the desired conclusion. 
Remark 3.2. Conditions (3.4) are not independent: it follows from (2.6) that
after dropping left (or right) conditions in (3.2), the remaining conditions still
define the product-ideal PΛ,ℓ · F[z] · PΩ,r. It is of some interest to characterize the
latter set in terms of (presumably, n + k) independent conditions. One possible
choice is to take all left conditions in (3.2) and certain k linear combinations of
the two-sided conditions. In more detail, if [v1 v2 . . . vn] denote the bottom row
of the matrix W−1, where W =
[
α
j−1
i
]n
i,j=1
is the Vandermonde matrix associated
with Λ (it is invertible since Λ is left P -independent; see [7]), then, whenever a
polynomial f satisfies conditions
f eℓ(αi) = 0 (i = 1, . . . , n) and
n∑
i=1
viL
er
αi
(βj) = 0 (j = 1, . . . , k),
it belongs to PΛ,ℓ · F[z] · PΩ,r.
Proposition 3.3. Under the assumptions (3.1), the equalities (3.2) are necessary
and sufficient for the problem (3.4) to have a solution. In this case, the formula
f(z) =
n∑
i=1
pi(z)p
eℓ
i (αi)
−1ci + PΛ,ℓ(z) ·
n∑
i=1
k∑
j=1
peℓi (αi)
−1ψijq
er
j (βj)
−1qj(z), (3.6)
where pi = PΛ\{αi},ℓ and qj = PΩ\{βj},r, defines a unique polynomial f ∈ Pn+k(F)
satisfying conditions (3.4).
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Proof. The necessity of (3.2) follows from equality (2.6). The polynomial f in
(3.6) is of the form f = fℓ + PΛ,ℓh (where fℓ is the left Lagrange polynomial
(2.17)) and hence, it satisfies the left-sided conditions in (3.5), by Remark 2.6. It
remains to show that if equalities (3.2) hold, the polynomial(3.6) satisfies the rest
of conditions in (3.4). Once the two-sided conditions in (3.4) will be confirmed,
the right-sided conditions will follow automatically, by (2.6) and (3.2):
f er(βj) = f
eℓ(αi)− αi · (Lαif)
er(βj) + (Lαif)
er(βj) = ci − αiψij + ψijβj = dj,
for j = 1, . . . , k. To verify that f satisfies the third condition in (3.4) we first note
that
PΛ,ℓ = pi · ρα˜i , where α˜i = p
eℓ
i (αi)
−1αip
eℓ
i (αi) (3.7)
for every i = 1, . . . , n. Indeed, the polynomial g = pi · ρα˜i satisfies g
eℓ(αj) = 0 for
j 6= i (by the definition of pi = PΛ\{αi},ℓ) and for j = i (by the formula (2.9)). Since
deg g = n, it follows that g is the minimal polynomial of Λ, i.e., that g = PΛ,ℓ. By
Proposition 2.2, we now have, for each i, s = 1, . . . , n,
LαsPΛ,ℓ = Lαs(pi · ρα˜i) = (Lαspi) · ρα˜i + p
eℓ
i (αs). (3.8)
We also observe the identity
p1(z)p
eℓ
1 (α1)
−1 + p2(z)p
eℓ
2 (α2)
−1 + . . .+ pn(z)p
eℓ
n (αn)
−1 − 1 ≡ 0. (3.9)
Indeed, the polynomial on the left side is of degree less than n and has left zeros
at α1, . . . , αn. Since the set Λ is left P -independent, (3.9) follows. In particular,
we conclude from (3.9) that
Lα
( n∑
i=1
pi · p
eℓ
i (αi)
−1
)
= 0 for any α ∈ F. (3.10)
For any fixed αs ∈ Λ and βt ∈ Ω, we have for f of the form (3.6),
(Lαsf)
er(β) =
n∑
i=1
(
(Lαspi) · p
eℓ
i (αi)
−1ci
)
er(βt) + Φ (3.11)
where we have set for short,
Φ =
n∑
i=1
k∑
j=1
(
Lαs
(
PΛ,ℓ · p
eℓ
i (αi)
−1ψijq
er
j (βj)
−1qj
))
er(βt).
Due to equalities P eℓΛ,ℓ(αs) = 0 and q
er
j (βt) = P
er
Ω\{βj},r
(βt) = 0 (for all j 6= t), the
latter expression for Φ can be written as
Φ =
n∑
i=1
((
LαsPΛ,ℓ
)
· peℓi (αi)
−1ψit
)
er(βt).
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Substituting (3.8) into the latter equality and taking into account that peℓi (αs) = 0
for all i 6= s, we have
Φ =
n∑
i=1
((
(Lαspi) · ρα˜i + p
eℓ
i (αs)
)
· peℓi (αi)
−1ψit
)
er(βt)
=
n∑
i=1
(
(Lαspi) · ρα˜i · p
eℓ
i (αi)
−1ψit
)
er(βt) + ψst
=
n∑
i=1
(
(Lαspi)p
eℓ
i (αi)
−1 · ραi · ψit
)
er(βt) + ψst, (3.12)
where the last equality holds, by the definition of α˜i in (3.7). Since by (3.2),(
ραi
· ψit
)
er(βt) = ψitβt − αiψit = dt − ci,
we may invoke formula (2.8) to write (3.12) as
Φ =
n∑
i=1
(
(Lαspi)p
eℓ
i (αi)
−1 · (ραi · ψit)
er (βt)
)
er(βt) + ψst
=
n∑
i=1
(
(Lαspi)p
eℓ
i (αi)
−1 · (dt − ci)
)
er(βt) + ψst.
Substituting the latter expression for Φ into (3.11) and making use of (3.9) we get
(Lαsf)
er(βt) =
n∑
i=1
(
(Lαspi)p
eℓ
i (αi)
−1 · dt
)
er(βt) + ψst
=
(
Lαs
( n∑
i=1
pi · p
eℓ
i (αi)
−1
)
· dt
)
er
(βt) + ψst = ψst.
The difference of two polynomials f, g of degree less than n + k and satisfying
conditions (3.4) is in PΛ,ℓ ·F[z] ·PΩ,r, by Proposition 3.1. Therefore f = g and the
uniqueness of f ∈ Pn+k(F) satisfying conditions (3.4) follows. 
Remark 3.4. The formula (3.6) looks asymmetric with respect to the left and
right interpolation subproblems. To dismiss this asymmetry, note that the poly-
nomial f in (3.6) can be alternatively written in terms of the right Lagrange
polynomial (2.18) as
f(z) =
k∑
j=1
djq
er
j (βj)
−1qj(z) +
n∑
i=1
k∑
j=1
pi(z)p
eℓ
i (αi)
−1ψijq
er
j (βj)
−1PΩ,r(z). (3.13)
Verification of equality of right-hand side expressions in formulas (3.6) and (3.13)
relies on relations (3.2) and is quite straightforward.
Upon interpreting the target values ψij ∈ F in (3.4) as unspecified parame-
ters subject to Sylvester equations (3.2) we arrive at the following consequence of
Proposition 3.3
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Proposition 3.5. Under assumptions (3.1), the formula (3.6) (or (3.13)) estab-
lishes a bijection between nk-tuples {ψij} of solutions to the Sylvester equations
(3.2) (equivalently, solutions X = [ψij ] ∈ F
n×k to the matrix Sylvester equation
(3.3)) and all polynomials f ∈ Pn+k(F) satisfying conditions (1.4), (1.5).
Consequently, the problem (1.4), (1.5) has a solution (a unique solution in
Pn+k(F)) if and only if each equation in (3.3) has a solution in F (respectively,
has a unique solution in F). To proceed further, we recall some needed results
concerning the solvability in F of the scalar Sylvester equation
αx− xβ = γ, α, β, γ ∈ F; (3.14)
the study of the latter in the context of general division rings goes back to [5]
and [6]. (see also [2], [10, Section 6]) and to Hamilton (see e.g., [12, p. 123]) in
the case of real quaternions. We will assume that α is algebraic over ZF. In this
case, the conjugacy class [α] is algebraic and its minimal polynomial X
[α]
∈ ZF[z]
turns out to be the minimal central polynomial for α (as well as for any β ∈ [α]).
Furthermore,
X
[α]
= ρβ · (LβX[α]) = (RβX[α]) · ρβ, LβX[α] = RβX[α], (3.15)
X ′
[α]
(β) = (LβX[α])
eℓ(β) 6= 0 for each β ∈ [α]. (3.16)
Indeed, the first equality in (3.15) holds since each β ∈ [α] is a left and a right
zero of X
[α]
, and the second equality holds since X
[α]
∈ ZF[z]. The chain rule gives
X ′
[α]
= LβX[α] + ρβ · (LβX[α])
′, which being evaluated at α on the left, implies
the equality in (3.16). Since the formal derivative X ′
[α]
also belongs to ZF[z] and
degX ′
[α]
< degX
[α]
, it follows that X ′
[α]
(β) 6= 0 for any β ∈ [α].
Given a triple (α, β; γ) with α algebraic and degX
[α]
= κ, the element
Ψα,β(γ) :=

−
(
LαX[α]γ
)
er(β) · X
[α]
(β)−1, if β 6∈ [α],
κ−1∑
j=1
j−1∑
i=0
(−1)i+j
(j + 1)!
(
j−1
i
)
αiγX (j+1)
[α]
(β)βj−i−1 · X ′
[α]
(β)−1, if β ∈ [α],
(3.17)
is well defined, due to (3.16) and since Z(X
[α]
) = [α] (and hence, X
[α]
(β) 6= 0 for
β 6∈ [α]).
Proposition 3.6. Let α ∈ F be algebraic and let X
[α]
∈ ZF[z] be its minimal
polynomial.
(1) If β 6∈ [α], then for any γ ∈ F, the equation (3.14) has a unique solution x ∈ F,
given by the top formula in (3.17): x = Ψα,β(γ).
(2) If β ∈ [α], then the equation (3.14) has a solution in F if and only if(
LαX[α]γ
)
er(β) = 0. (3.18)
In this case, all solutions x ∈ F to the equation (3.14) are given by
x = Ψα,β(γ) + ϕ, (3.19)
12
where Ψα,β(γ) is defined by the bottom formula in (3.17) and ϕ is any intertwiner
of α and β (i.e., αϕ = ϕβj).
Proof of (1). To verify that x = Ψα,β(γ) of the form (3.17) solves the equation
(3.14), we use (2.6) (with f = X
[α]
γ) and relations βX
[α]
(β) = X
[α]
(β)β and
X
[α]
(α) = 0:
(αx− xβ)X
[α]
(β) = −α(LαX[α]γ)
er(β) + (LαX[α]γ)
er (β)β
= (X
[α]
γ)er (β)− (X
[α]
γ)eℓ(α) = γX
[α]
(β),
which implies (3.14), as X
[α]
(β) 6= 0. For the uniqueness part, let x be any solution
to the equation (3.14), or equivalently, to the equation xρβ−ραx = γ. Multiplying
both sides in the latter equality by LαX[α] on the left we get, on account of (3.15),
(LαX[α])xρβ − X[α]x = (LαX[α])γ,
which being evaluated at β on the right gives (since X
[α]
∈ ZF[z])
− xX
[α]
(β) =
(
(LαX[α])γ
)
er(β) (3.20)
which uniquely defines x via the top formula in (3.17). 
Proof of (2). By part (1), equality (3.20) holds for any solution x (if exists) to the
equation (3.14). If β ∈ [α], then X
[α]
(β) = 0 and (3.20) amounts to (3.18), which
completes the proof of the “only if” part. To prove the “if” part, we start with
the general formula
(Lαf)(z) =
deg f−1∑
j=0
(−1)j
(j + 1)!
(z − α)jf (j+1)(z)
relating the left backward shift Lα of a polynomial f with its formal derivatives.
Applying the latter formula to f = X
[α]
γ gives
Lα(X[α]γ) =
κ−1∑
j=0
(−1)j
(j + 1)!
ρ
j
αX
(j+1)
[α]
γ, where κ = degX
[α]
.
Assuming that (3.18) is in force, we evaluate both sides of the last equality at β
on the right and arrive at
0 =
κ−1∑
j=0
(−1)j
(j + 1)!
(
ρ
j
αX
(j+1)
[α]
γ
)
er(β)
= (X ′
[α]
γ)er(β) +
κ−1∑
j=1
(−1)j
(j + 1)!
(
ραρ
j−1
α X
(j+1)
[α]
γ
)
er(β). (3.21)
Since X (j)
[α]
∈ ZF[z] for all j ≥ 0 and since
(ρα f)
er(β) = f er(β)β − αf er(β) for all f ∈ F[z],
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we can write (3.21) equivalently as
γX ′
[α]
(β) =
κ−1∑
j=1
(−1)j
(j + 1)!
(
α
(
ρ
j−1
α X
(j+1)
[α]
γ
)
er(β)−
(
ρ
j−1
α X
(j+1)
[α]
γ
)
er (β)β
)
.
Since X ′
[α]
(β) 6= 0 and X ′
[α]
(β)β = βX ′
[α]
(β), we can divide both sides of the last
equality by X ′
[α]
(β) on the right and write the resulting equality as γ = αx0−x0β,
where
x0 =
κ−1∑
j=1
(−1)j
(j + 1)!
(
ρ
j−1
α X
(j+1)
[α]
γ
)
er(β) · X ′
[α]
(β)−1. (3.22)
The latter means that x0 is a solution to the equation (3.14). A more detailed
formula for x0 as in (3.17) follows upon plugging in the equalities
(
ρ
j−1
α X
(j+1)
[α]
γ
)
er(β) =
j−1∑
i=0
(−1)i
(
j−1
i
)
αiγX (j+1)
[α]
(β)βj−i−1.
into the right side of (3.22). Combining x0 with the general solution ϕ of the
homogeneous Sylvester equation αx− xβ = 0 gives (3.19). 
Remark 3.7. If β is algebraic and α 6∼ β, one can multiply the identity xρβ −
ραx = γ by RβX[β] = LβX[β] on the right and evaluate the resulting identity at α
on the left to get an alternative formula for Ψα,β(γ) in case α 6∈ β.
Remark 3.8. The case where α and β are both transcendental is more subtle.
An example in [1] shows that even with α 6∼ β, the equation (3.14) may have no
solutions. We are not aware of explicit solvability or uniqueness criteria for the
transcendental case. For this reason, our further results on the two-sided problem
(1.4), (1.5) are established under the (certainly restrictive) assumption that either
all left or all right interpolation nodes are algebraic.
Theorem 3.9. Let us assume that the set Λ = {α1, . . . , αn} is algebraic over ZF
and left P -independent, whereas the set Ω = {β1, . . . , βk} is right P -independent.
The two-sided Lagrange problem (1.4), (1.5) has a solution if and only if(
LαiX[αi]ci
)
er(βj) =
(
LαiX[αi]dj
)
er (βj), whenever αi ∼ βj . (3.23)
In this case, all f ∈ Pn+k(F) satisfying conditions (1.4), (1.5) are given by the
formula
f(z) =
n∑
i=1
pi(z)p
eℓ
i (αi)
−1ci + PΛ,ℓ(z) ·
n∑
i=1
k∑
j=1
p
eℓ
i (αi)
−1Ψαi,βj(ci − dj)q
er
j (βj)
−1qj(z)
+ PΛ,ℓ(z) ·
∑
αi∼βj
p
eℓ
i (αi)
−1ϕijq
er
j (βj)
−1qj(z), (3.24)
where pi = PΛ\{αi},ℓ, qj = PΩ\{βj},r, where Ψαi,βj(ci− dj) are defined via formulas
(3.17), and where ϕij is any intertwiner of αi and βj (i.e., αiϕij = ϕijβj).
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Proof. By Proposition 3.5, the problem (1.4), (1.5) has a solution if and only if
each Sylvester equation in (3.2) is solvable. This is the case for each non-conjugate
pair αi 6∼ βj , by part (1) in Proposition 3.6. If αi ∼ βj , then the corresponding
Sylvester equation in (3.2) has a solution if and only if (3.18) holds with α = αi,
β = βj and γ = ci − dj , that is,(
LαiX[αi](ci − dj)
)
er (βj) = 0.
Since Lαi and er(βj) are additive on F[z], the latter equality is equivalent to (3.23).
Again, by Proposition 3.5, all f ∈ Pn+k(F) satisfying conditions (1.4), (1.5) are
given by the formula (3.24) where ψij is any solution to the respective Sylvester
equation (3.2). By Proposition 3.6, ψij = Ψαi,βj(ci−dj)+ϕij where αiϕij = ϕijβj .
Combining the latter representations with (3.24) gives (3.24). The third sum on
the right side is taken over all conjugate pairs αi ∼ βj as for non-conjugate pairs
αi 6∼ βj , we have ϕij = 0, by part (1) in Proposition 3.6. 
Corollary 3.10. Under the assumptions of Theorem 3.9, a polynomial g ∈ Pn+k(F)
satisfies conditions geℓ |Λ = 0 and g
er |Ω = 0 if and only if it is of the form
g(z) = PΛ,ℓ(z) ·
∑
αi∼βj
p
eℓ
i (αi)
−1ϕijq
er
j (βj)
−1qj(z) (3.25)
where pi = PΛ\{αi},ℓ, qj = PΩ\{βj},r and where ϕij is any intertwiner of αi and βj .
The formula (3.25) follows upon letting ci = dj = 0 for all i, j in (3.24). We next
observe from the division algorithm that upon adding the term PΛ,ℓhPΩ,r on the
right side of (3.25) and letting h to run through F[z], leads to a parametrization
of the set of all polynomials f ∈ F[z] solving the homogeneous problem (1.4),
(1.5), that is, the intersection of two (left and right) ideals 〈P∆,ℓ〉r ∩ 〈P∆,r〉ℓ (a
quasi-ideal) of F[z], in the terminology of [11]).
3.1. Two-sided P -independence. The property of an algebraic set ∆ ⊂ F to be
left (right) P -independent can be characterized as follows (see the proof Theorem
2.5): there is no nonzero polynomial f ∈ P
|∆|
(F) such that f eℓ |∆ = 0 (respectively,
f er |∆ = 0). Combining the latter characterizations, we say that
Definition 3.11. The pair (∆ℓ,∆r) consisting of two algebraic sets ∆ℓ and ∆r is
P -independent if there is no nonzero g ∈ P
|∆
ℓ
|+|∆r|
(F) such that
geℓ |∆ℓ = 0 and g
er |∆r = 0. (3.26)
Since the minimal polynomials PΛ,ℓ, PΩ,r of (algebraic) sets ∆ℓ , ∆r satisfy inequal-
ities degP∆ℓ,ℓ ≤ |∆ℓ|, degP∆r,r ≤ |∆r|, whereas their product g = P∆ℓ,ℓ · P∆r,r
satisfies conditions (3.26), we conclude (by Definition 2.3) that if the pair (∆ℓ,∆r)
is P -independent (and hence, deg(P∆ℓ,ℓ · P∆r,r) ≥ |∆ℓ| + |∆r|), then ∆ℓ and ∆r
are respectively, left and right P -independent. In the case where at least one of
them is algebraic over ZF, we can say more. Given a set ∆ ⊂ F we will denote by
[∆] :=
⋃
α∈∆[α] the minimal superset of ∆ closed under conjugation.
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Proposition 3.12. Let us assume that ∆ℓ is algebraic over ZF. Then the pair
(∆ℓ,∆r) is P -independent if and only if ∆ℓ is left P -independent, ∆r is right
P -independent, and [∆ℓ] ∩ [∆r] = ∅.
Proof. As we have already observed, if (∆ℓ,∆r) is P -independent, then ∆ℓ and
∆r are left and right P -independent and therefore, contain finitely many elements.
Hence we may let ∆ℓ = Λ and ∆r = Ω as in (1.3). It remains to show that under
the assumptions as in Theorem 3.9, the pair (Λ,Ω) is P -independent if and only
if [Λ] ∩ [Ω] = ∅. The latter follows by Corollary 3.10. Indeed, the formula (3.25)
produces all polynomials g ∈ Pn+k(F) satisfying conditions (3.26). By Definition
3.11, the (Λ,Ω) is P -independent if and only if any g of the form (3.25) is the zero
polynomial, which means that the only x ∈ F subject to αix = xβj is x = 0, i.e.,
that αi 6∼ βj for all αi ∈ Λ and βj ∈ Ω. 
The next statement can be considered as a two-sided analog of Theorem 2.5.
Theorem 3.13. Given two sets Λ and Ω as in (1.3), let us assume that Λ is
algebraic over ZF. Then the problem (1.4), (1.5) has a solution in Pn+k(F) for
any ci, dj ∈ F if and only if the pair (Λ,Ω) is P -independent. In this case, a
unique f ∈ Pn+k(F) subject to conditions (1.4), (1.5) is given by
f(z) =
n∑
i=1
PΛ\{αi},ℓ(z) · ρi · PΩ,r(z) +
k∑
j=1
PΛ,ℓ(z) · γj · PΩ\{βj},r(z) (3.27)
where the elements ρi, γj ∈ F are defined by
ρi = −
k∑
j=1
P
eℓ
Λ\{αi},ℓ
(αi)
−1Ψαi,βj(ci)P
er
Ω\{βj},r
(βj)
−1, (3.28)
γj =
n∑
i=1
P eℓΛ\{αi},ℓ
(αi)
−1Ψαi,βj(dj)P
er
Ω\{βj},r
(βj)
−1, (3.29)
whereas Ψαi,βj(ci) and Ψαi,βj(dj) are defined via the top formula in (3.17).
Proof. If the problem (1.4), (1.5) has a solution for any choice of left and right
target values, then Λ is left P -independent and Ω is right P -independent (by
Theorem 2.5). To complete the proof of the ”only if” statement, it remains (due
to Proposition 3.12) to show that [Λ] ∩ [Ω] = ∅. To argue via contradiction, let
us assume that αi ∼ βj (for some i, j). Then, by condition (3.23) in Theorem 3.9,
we have (
LαiX[αi]c
)
er(βj) =
(
LαiX[αi]d
)
er(βj) for any c, d ∈ F.
Letting c = 0, we then conclude, by formula (2.10), that
0 =
(
LαiX[αi]d
)
er (βj) =
(
LαiX[αi]
)
er (d−1βjd) · d for any d ∈ F.
The latter means that the polynomial LαiX[αi] takes zero right value at any element
in the conjugacy class αi] and hence, belongs to the ideal 〈Xαi〉, which is impossible,
as degLαiX[αi] < degX[αi] and LαiX[αi] 6≡ 0. This completes the proof of the ”only
if” part. The converse implication follows from Theorems 2.5 and 3.9.
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A unique low-degree solution to the problem (1.4), (1.5) is given by the formula
(3.24), which, as will now show, can be written in the form (3.27). To this end, we
first observe that for each j ∈ {1, . . . , k}, Theorem 3.9 applies to the interpolation
problem
f er(βj) = dt, f
er |Ω\{βj} = 0, f
eℓ |Λ = 0. (3.30)
With the target values as above (that is, with ci = dt = 0 for all i and t 6= j), the
formula (3.17) gives Ψαi,βt(ci − dt) = 0 for all t 6= j. Hence, the formula (3.24)
takes the form
fr,j(z) = PΛ,ℓ(z) · γj · PΩ\{βj},r(z), (3.31)
with γj defined as in (3.29). By Theorem 3.9, fr,j is a unique polynomial in
Pn+k(F) satisfying conditions (3.30). Similarly, by applying Theorem 3.9 to the
interpolation problem
f eℓ(αi) = ci, f
eℓ |Λ\{αi} = 0, f
er |Ω = 0, (3.32)
and adapting the formula (3.13) to the present case, we conclude that a unique
polynomial in Pn+k(F) subject to conditions (3.32) is given by the formula
fℓ,i(z) = PΛ\{αi},ℓ(z) · ρi · PΩ,r(z), (3.33)
with ρi defined as in (3.28). Combining (3.30) and (3.32) we see that the formula
(3.27) defines a polynomial f ∈ Pn+k(F) satisfying conditions (1.4), (1.5). By the
uniqueness part in Theorem 3.9), this is the same polynomial as in (3.24). 
Remark 3.14. A decomposition of a low-degree solution to the Lagrange prob-
lem into the sum of “elementary” polynomials each of which satisfies one requisite
interpolation condition and equals zero at all other interpolation nodes, is com-
monly termed as the Lagrange interpolation formula. For this reason, the formula
(3.27) (rather than (3.24) or (3.13)) can be referred to as to the two-sided Lagrange
interpolation formula. Other examples (commutative, left, right) are provided by
respective formulas (1.2), (2.17), (2.18).
3.2. Interpolation within an algebraic conjugacy class. Let us assume that
the sets Λ and Ω in (1.3) are respectively, left and right P -independent, and
moreover, that they are contained in the same algebraic conjugacy class V . By
Theorem 3.9, the problem (1.4), (1.5) has a solution if and only equalities (3.23)
hold for all i ∈ {1, . . . , n} and j ∈ {1, . . . , k}, in which case all f ∈ Pn+k(F) solving
the problem are given by the formula (3.24), where Ψαi,βj(ci − dj) is defined by
the bottom formula in (3.17) for all i, j.
Remark 3.15. In the present case, the parametrization formula (3.24) cannot
be written in the form of the Lagrange interpolation formula (3.27) since the
polynomials fr,j and fℓ,i solving “elementary” interpolation problems (3.30) and
(3.32) may not exist. By the general criterion (3.18), these polynomials do exist
if and only if(
LαiXV ci
)
er(βj) =
(
LαiXV dj
)
er (βj) = 0 for all αi ∈ Λ, βj ∈ Ω, (3.34)
that is, if and only if the elements ciβjc
−1
i and djβjd
−1
j are right zeros of the
polynomial LαiXV for all i, j such that ci 6= 0 and dj 6= 0. (note that if one of
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the conditions (3.34) holds, then all other conditions hold as well). In this case, a
particular solution f ∈ Pn+k(F) to the problem (1.4), (1.5) is given by the formulas
(3.27)-(3.29), where Ψαi,βj(ci) and Ψαi,βj(dj) are defined via the bottom formula
in (3.17) rather the top one.
Equalities (3.23) guarantee the consistency of interpolation conditions (1.4) and
(1.5). Via these equalities, the left target values impose certain restrictions on
the right ones (and vice versa) and in general, none of them can be eliminated as
redundant. The case where Λ (or Ω) is a P -basis for V is more rigid.
Proposition 3.16. If Λ is a left P -basis for V , then (1) dj’s are uniquely de-
termined from (3.23) and (2) any polynomial f ∈ F[z] satisfying left conditions
(1.4), automatically satisfies right conditions (1.5). Similar statements hold if Ω
is a right P -basis for V .
Proof. By part (2) in Proposition 3.6, relations (3.23) guarantee the existence of
elements ψij ∈ F subject to equations (3.2). Multiplying both sides of (3.7) by
p
eℓ
i (αi) on the right and taking into account the definition of α˜i in (3.7), we get
pi · p
eℓ
i (αi)
−1
ραi
= PΛ,ℓ · p
eℓ
i (αi)
−1 for i = 1, . . . , n.
Since in the present case, PΛ,ℓ = XV ∈ ZF[z] and βj ∈ V , we have
(pi · p
eℓ
i (αi)
−1ψij
)
er(βj) = p
eℓ
i (αi)
−1ψij · XV (βj) = 0.
Making use of the latter equalities along with (3.9) and (3.23), we get
n∑
i=1
(
pi · p
eℓ
i (αi)
−1ci
)
er(βj) =
n∑
i=1
(
pi · p
eℓ
i (αi)
−1(dj + ψij · ρβj − ραi · ψij
)
er(βj)
= dj −
n∑
i=1
(
pi · p
eℓ
i (αi)
−1ψij
)
er(βj) = dj . (3.35)
By the formula (2.26) in Lemma 2.8 (with m = n, γi = αi and f
eℓ(αi) = ci
for i = 1, . . . , n), if f satisfies conditions (1.4), then f er(βj) is defined by the
expression on the left side of (3.35), i.e., conditions f er(βj) = dj are satisfied
automatically. 
Thus, if Λ is a left P -basis for V , conditions (1.5) can be dismissed leaving us
with a left-sided problem (1.4). More generally, if Λ contains a left P -basis for
a conjugacy class V , then all right sided conditions at βj ∈ V can be dismissed
as redundant. Similar observations apply to the case where Ω contains a right
P -basis for some conjugacy class. Note that without the above dismissal, one can
still use the parametrization formula (3.24), which now takes the form
f(z) =
n∑
i=1
pi(z)p
eℓ
i (αi)
−1ci + XV (z) · h(z), h ∈ Pk(F),
and produces all polynomials f ∈ Pn+k(F) subject to the left conditions (1.4).
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3.3. Generalized Lagrange interpolation formula. As we observed in Re-
mark 3.15, the Lagrange interpolation formula (3.27) may not exist if [Λ]∩[Ω] 6= ∅.
However, it is possible to decompose a low-degree solution to the problem into the
sum of “elementary” polynomials each one of which satisfies the required interpo-
lation conditions within one conjugacy class and vanishes at all interpolation nodes
outside this class. To be more precise, let V1, . . . , Vm be all conjugacy classes in F
having non-empty intersection with both Λ and Ω. Letting
Λ0 = Λ\ [Ω] , Ω0 = Ω\ [Λ] , Λs := Vs ∩ Λ, Ωs := Vs ∩ Ω (s = 1, . . . ,m)
we arrive at the partitions Λ =
⋃m
s=0Λs and Ω =
⋃m
s=0Ωs of the sets Λ and Ω.
By the generalized Lagrange formula, we mean a representation of a low-degree
solution f ∈ Pn+k(F) to the problem (1.4), (1.5) in the form
f =
∑
αi∈Λ0
PΛ\{αi},ℓ·ρi·PΩ,r+
∑
βj∈Ω0
PΛ,ℓ·γj ·PΩ\{βj},r+
m∑
s=1
PΛ\Λs,ℓ·gs·PΩ\Ωs ,r (3.36)
for some ρi, γj ∈ F and gs ∈ P|Λs|+|Ωs|(F). Note that in case [Λ] ∩ [Ω] = ∅, the
formula (3.36) amounts to (3.27). The polynomials
fℓ,i = PΛ\{αi},ℓ·ρi·PΩ,r, fr,j = PΛ,ℓ·γj ·PΩ\{βj},r, fVs = PΛ\Λs,ℓ·gs·PΩ\Ωs,r (3.37)
on the right side of (3.36) clearly satisfy the following homogeneous conditions
f eℓ
ℓ,i(α) = 0, f
eℓ
ℓ,i(β) = 0 for all α ∈ Λ\{αi}, β ∈ Ω, (3.38)
f
eℓ
r,j(α) = 0, f
er
r,j(β) = 0 for all α ∈ Λ, β ∈ Ω\{βj}, (3.39)
f eℓ
Vs
(α) = 0, f er
Vs
(β) = 0 for all α ∈ Λ\Λs, β ∈ Ω\Ωs.
Therefore, for f of the form (3.36), we have
f eℓ(αi) = f
eℓ
ℓ,i(αi) for αi ∈ Λ0, f
er(βj) = f
er
r,j(βj) for βj ∈ Ω0, and
f eℓ(αi) = f
eℓ
Vs
(αi), f
er(βj) = f
er
Vs
(βj) for αi, βj ∈ Vs; s = 1, . . . ,m.
To make sure that f of the form (3.36) satisfies interpolation conditions (1.4), (1.5),
it remains to appropriately specify the elements ρi, γj and the polynomials gs in
(3.36). The elements ρi, γj are defined uniquely by formulas (3.44) and (3.45)
below (which are alternative to formulas (3.28) and (3.29)), whereas gs is any
polynomial in P|Λs|+|Ωs|(F) solving a two-sided problem (3.47) below (at modified
interpolation nodes (3.48) in Vs and modified target values (3.49), (3.50)). Here we
will use an approach based on left and right λ-transforms introduced and studied
in [9, 10]. We assume that all interpolation nodes are algebraic and lay out some
extra notation.
For a polynomial g ∈ F[z], we denote by Dg ∈ ZF[z] the greatest central divisor
of g, i.e., the generator of the smallest two-sided ideal containing 〈g〉ℓ or 〈g〉r. We
will denote by Qg a unique polynomial such that
g = DgQg = QgDg.
A polynomial g is called bounded if there exists a central multiple of g, in which
case we will denote by Mg ∈ ZF[z] the least central multiple of g (the generator of
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the largest two-sided ideal contained in 〈g〉ℓ or in 〈g〉r). We will denote by g
♦ a
unique polynomial such that
Mg = gg
♦ = g♦g.
From these definitions, it is readily seen that
g♦ = (Qg)
♦, (g♦)♦ = Qg, DgMg♦ = DgQg(Qg)
♦ = Mg. (3.40)
Following [10], we associate with a given polynomial h ∈ F[z] and an element β ∈ F
two self-maps of F\{0} (left and right λh,β-transforms)
δ 7→ (δh)eℓ(β) = δ · heℓ(δ−1βδ) and δ 7→ (hδ)er (β) = her(δβδ−1) · δ.
The formulas for inverse transformations are presented in the next lemma.
Lemma 3.17. Given β ∈ F and bounded h ∈ F[z] such that Mh(β) 6= 0,
d = (hδ)er (β) ⇔ δ = (h♦d)er (β) ·Mh(β)
−1; (3.41)
d = (δh)eℓ(β) ⇔ δ = Mh(β)
−1 · (dh♦)eℓ(β) (3.42)
for any d, δ ∈ F\{0}.
Proof. If d = (hδ)er (β), then by the formula (2.10) (with f = h♦ and g = hδ) we
have
(h♦d)er (β) = (h♦hδ)er (β) = δ ·Mh(β),
where the second equality holds since Mh ∈ ZF[z]. Since Mh(β) 6= 0, the latter
formula implies the formula for δ in (3.41) proving the implication ⇒ in (3.41).
For the reverse implication, write the second equality in (3.41) equivalently as
δ ·Mh(β) = (h
♦d)er (β).
We then apply the implication ⇒ (just proven) to the latter equality (i.e., to h♦,
d and δ ·Mh(β) rather than h, δ and d) and then make use of the second and the
third relations in (3.40) to get
d = (h♦♦δ)er (β) ·Mh(β) ·Mh♦(β)
−1 = (Qhδ)
er (β) ·Dh(β). (3.43)
Taking into account that Dh ∈ ZF[z] and that Dh(β) commutes with β, we use
the formula (2.10) to compute
(hδ)er (β) = (QhDhδ)
er (β) = Qerh
(
δDh(β)βDh(β)
−1δ−1
)
· δ ·Dh(β)
= Qerh
(
δβδ−1
)
· δ ·Dh(β) = (Qhδ)
er (β) ·Dh(β),
which together with (3.43) implies d = (hδ)er (β), thus completing the proof of
(3.41). The equivalence (3.42) is verified similarly. 
We next apply Lemma 3.17 to get the formulas for the elements ρi, γj and to
specify polynomials gs in (3.36).
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Lemma 3.18. (1) If αi ∈ Λ0 = Λ\ [Ω], then the polynomial fℓ,i = PΛ\{αi},ℓρiPΩ,r
satisfies f eℓ
ℓ,i(αi) = ci if and only if
ρi =
{
P eℓΛ\{αi},ℓ
(αi)
−1 ·MPΩ,r(αi)
−1 · (ciP
♦
Ω,r)
eℓ(αi), if ci 6= 0,
0, if ci = 0.
(3.44)
(2) If βj ∈ Ω0 = Ω\ [Λ], then the polynomial fr,j = PΛ,ℓγjPΩ\{βj},r satisfies
f er
r,j(βj) = dj if and only if
γj =
{
(P♦Λ,ℓdj)
er (βj) ·MPΛ,ℓ(βj)
−1 · P erΩ\{βj},r(βj)
−1, if dj 6= 0,
0, if dj = 0.
(3.45)
Proof. The case ci = ρi = 0 is obvious. If ci 6= 0, we apply the equivalence (3.42)
to h = PΩ,r, δ = PΛ\{αi},ℓ · ρi, d = ci and β = αi to conclude that ci = f
eℓ
ℓ,i(αi) =
(PΛ\{αi},ℓ · ρi · PΩ,r)
eℓ(αi) if and only if
PΛ\{αi},ℓ · ρi = MPΩ,r(αi)
−1 · (ciP
♦
Ω,r)
eℓ(αi).
The latter is equivalent to the top formula in (3.44). The proof of part (2) relies
on the equivalence (3.41) and is quite similar. 
Lemma 3.19. Let αi and βj belong to the conjugacy class Vs. A polynomial
f
Vs
= PΛ\Λs,ℓ · gs · PΩ\Ωs,r satisfies conditions
f eℓ
Vs
(αi) = ci and f
er
Vs
(βj) = dj (3.46)
if and only if gs ∈ F[z] is subject to
geℓs (α˜i) = ρi and g
er
s (β˜j) = γj (3.47)
where α˜i, β˜j ∈ Vs are defined by
α˜i = P
eℓ
Λ\Λs,ℓ
(αi)
−1 ·αi ·P
eℓ
Λ\Λs ,ℓ
(αi), β˜j = P
er
Ω\Ωs,r
(βj) ·βj ·P
er
Ω\Ωs,r
(βj)
−1, (3.48)
and where the elements ρi and γj are given by (compare with (3.45) and (3.44))
ρi =
{
P eℓΛ\Λs,ℓ(αi)
−1 ·MPΩ\Ωs,r(αi)
−1 · (ciP
♦
Ω\Ωs,r
)eℓ(αi), if ci 6= 0,
0, if ci = 0,
(3.49)
γj =
{
(P♦Λ\Λs,ℓdj)
er (βj) ·MPΛ\Λs,ℓ(βj)
−1 · P erΩ\Ωs,r(βj)
−1, if dj 6= 0,
0, if dj = 0.
(3.50)
Proof. Since the polynomials PΛ\Λs,ℓ and PΩ\Ωs,r have no zeros in Vs, their values
at αi, βj ∈ Vi are not zeros, and the formulas (3.48), (3.49), (3.50) make sense. We
next verify that dj and ci are recovered from (3.50) and (3.49) by
dj =
(
PΛ\Λs,ℓ · γj · PΩ\Λs,r
)
er (βj), ci =
(
PΛ\Λs,ℓ · ρi · PΩ\Λs,r
)
eℓ (αi). (3.51)
The trivial cases where dj = 0 and ci = 0 are clear. If dj 6= 0, we have from (3.50),
γj · P
er
Ω\Ωs,r
(βj) = (P
♦
Λ\Λs,ℓ
dj)
er(βj) ·MPΛ\Λs,ℓ(βj)
−1
21
and by implication ⇐ in (3.41) and formula (2.10) we conclude
dj =
(
PΛ\Λs,ℓ · γj · P
er
Ω\Ωs,r
(βj)
)
er(βj) =
(
PΛ\Λs,ℓ · γj · PΩ\Ωs,r
)
er (βj),
which confirms the first equality in (3.51). The second equality for cs 6= 0 is verified
in much the same way. On the other hand, for f
Vs
defined as in (3.37), we have,
by the formulas (2.8) and (2.10) and by the definition (3.48), of β˜j ,
f er
Vs
(βj) =
(
PΛ\Λs,ℓ · gs · PΩ\Ωs,r
)
er(βj)
=
(
PΛ\Λs,ℓ · (gs · PΩ\Ωs,r)
er(βj)
)
er(βj)
=
(
PΛ\Λs,ℓ · g
er
s (β˜t) · P
er
Ω\Ωs,r
(βj)
)
er(βj)
=
(
PΛ\Λs,ℓ · g
er
s (β˜s) · PΩ\Ωs,r
)
er(βj), (3.52)
and quite similarly,
f eℓ
Vs
(αi) =
(
PΛ\Λs,ℓ · gs · PΩ\Ωs,r
)
eℓ(αi) =
(
PΛ\Λs,ℓ · g
eℓ
s (α˜i) · PΩ\Ωs,r
)
eℓ(αi). (3.53)
Comparing (3.52), (3.53) with equalities (3.51) we conclude that f
Vs
of the form
(3.37) satisfies (3.46) if and only gs is subject to conditions (3.47). 
Remark 3.20. By Theorem 3.9, the existence of a polynomial f
Vs
satisfying
conditions (3.46) is equivalent to the equality(
LαiXVsdj
)
er(βj) =
(
LαiXVs ci
)
er(βj),
while the existence of a polynomial gs satisfying conditions (3.47) is equivalent to(
Lα˜iXVsγj
)
er(β˜j) =
(
Lα˜iXVsρi
)
er(β˜j).
By Lemma 3.19, we conclude that the two latter equalities are equivalent.
Lemma 3.19 clarifies the choice of gs in the formula (3.36). We consider all
interpolation conditions in the original problem (1.4), (1.5) within the conjugacy
class Vs and then take gs to be any solution of the associated problem (3.47)
(with equally many interpolation conditions within the same conjugacy class).
Parametrization of all such gs can be obtained via general formula (3.24) as ex-
plained in Section 3.2. Substituting these parametrizations for all s = 1, . . . ,m into
(3.36) one can get a slightly more structured generalized Lagrange interpolation
formula.
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