Abstract-The performance of the support vector machine (SVM) is determined to a great extent by the parameter selection. In order to improve the learning and generalization ability of SVM, in this paper, an improved fruit fly optimization algorithm (IFOA) was proposed to optimize kernel parameter and penalty factor of SVM. In IFOA, the fruit fly group is dynamically divided into advanced subgroup and drawback subgroup according to its own evolutionary level. A global search is made for the drawback subgroup under the guidance of the best individual and a finely local search is made for the advanced subgroup in which the fruit flies do Levy flight around the best individual. Two subgroups exchange information by updating the overall optimum and recombining the subgroups. Getting rid of local optimum and improve search ability are ensured by making those changes in basic FOA. The performance of the IFOA and classification accuracy of optimized SVM based on IFOA are respectively examined through several typical benchmark functions and classical data sets from UCI benchmark. The experiment results show that the performance of the new algorithm is obviously more successful than FOA and it is also an effective SVM parameter optimization method which has better performance than some other methods.
I. INTRODUCTION
In pattern recognition field, support vector machine as a new machine learning method was widely used due to its strong classification capability and good generalization even though the samples are few. But there is an existing fact that the kernel function parameters and the penalty factor of SVM affect its classification performance seriously and the parameters are difficult to select due to the lack of corresponding theoretical basis. In order to find the appropriate parameters of SVM, many methods have been carried out on SVM parameters optimization. The commonly used are grid search and cross-validation. But these methods have several drawbacks, for example, both the grid search and cross-validation require long and complicated calculations. In recent years, some intelligent evolutionary algorithm, such as genetic algorithm (GA) [1] , particle swarm optimization (PSO) [2] , ant colony optimization algorithm (ACO) [3] , artificial fish swarm algorithm (AFSA) [4] and artificial bee colony optimization (ABC) [5] have also been used to optimize the SVM parameters for their good global search abilities.
The Fruit Fly Optimization Algorithm (FOA), which was introduced by Pan [6] , is a novel global optimization computational method which was inspired by the foraging behavior of fruit flies. The FOA has few parameters to adjust, and it is easy to understand and more suitable for computer programming processing. Due to its merits, the FOA has been applied successfully to solve some academic and engineering optimization problems, including financial distress [6] , general regression neural network optimization [7] , and fuzzy-PID controller parameters optimization [8] . However, the basic FOA and some modified version can easily fall into the local optimum in global optimization computations, and the stability of the algorithm must be further promoted [9] , [10] .
To strengthen the search ability of FOA and overcome the problem of being trapped into the local optimum, an improved fruit fly optimization algorithm (IFOA) was proposed. By dividing the fruit fly group into two subgroups, introducing Levy flight search strategy, and changing the location updating way of each fruit fly, not only the diversity of the fruit fly group is guaranteed, and the global and local search ability is balanced. Furthermore, the fruit fly group can also escape from local optimum thanks to the occasional long jumps of Levy flight. Finally, IFOA was used to optimize the kernel function parameters and the penalty factor of SVM. The performance of the optimized SVM is tested by selecting several typical data sets from UCI benchmark, successful results have been obtained.
II. PRINCIPLE OF SUPPORT VECTOR MACHINE AND ITS PARAMETERS
The main purpose of SVM is to construct optimal separating hyper-plane and maps the training samples from the input space into a higher dimensional feature space via a mapping function  . Suppose there is a training set
x is the input vector and i y is the label of the i x , and l is the number of the input vectors and n is the number of input dimension. Structure hyper-plane is 0 xb     , where  is a weight vector and b is a scalar. The goal of maximizing the margin width is equivalent to the following optimization problem: where C is the penalty parameter and 0 C  , i  are positive slack variables which are necessary to allow misclassification. According to the Lagrangian principle, the above optimization problem can be transformed into its dual form as follows:
To nonlinear classification problems, by introducing the kernel function
  which maps the sample space into a high dimension feature space, then the formula (2) can be rewritten as follows:
After solving the above problem, the corresponding decision function can be shown as:
where i  is the optimal solution, b is the classification thresholds, and x is the sample which needs to be identified.
The typical kernel functions are polynomial kernel function, radial basis kernel function and sigmoid kernel function. In the above kernel functions, the radial basis kernel function (RBF) is widely used due to its universal adaptability and good performance. The form of RBF is as follow:
where g denotes the width of RBF kernel function. From (3), (4) and (5), we can see that the parameters that need to be optimized in RBF-SVM is penalty parameter C and kernel parameter g . The penalty parameter C is used to regulate the proportion between the confidence range and the empirical risk in determinate feature space to maximize the generalization ability of SVM. The kernel parameter g mainly affects the distribution complexity of samples in the high-dimension feature space. The performance of SVM is highly depends on the two parameters and it is of great importance to use optimization algorithm which can give useful guidance on its selection.
III. THE DESIGN OF IFOA

A. Basic Principle of FOA
The fruit fly optimization algorithm proposed by Pan in 2011 is a new global optimization algorithm inspired by the food search behaviors of fruit fly. The olfactory organ of the fruit flies can collect scents floating in the air, and then, after it gets close to the food location, it can also use its sensitive vision to find the food and fly to that direction. The main steps of FOA are as follow [6] - [8] :
Step1. Randomly initialize fruit fly group location: 
B. The Proposed Algorithm IFOA
From the basic steps of the FOA, we can see that the fruit fly group only study the best individual in the whole iteration process, when the best individual are discovered, all the fruit flies will fly to that location. This kind of location updating way not only decreases diversity of the fruit fly group, but also makes algorithm easily trapped in local optimum and affects its convergence speed and precision when that individual is not the best.
Sociology experience tells us that the global optimum always exists around the local optimum and the evolutionary rate of the group depends on its worse individuals to a greater extent instead of the better individuals. On the other hand, it is reported that many animals and insects, such as fruit fly and honey bee, will take a Levy flight search strategy in which exploratory short jumps alternate with occasional long jumps when they are searching food. The exploratory short jumps
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can ensure they have a finely local search in their landscape, and the occasionally long jumps can help them get into another area to make more extensive search. Considering the merits of Levy flight, such strategy has been applied to optimization and optimal search, and preliminary results have shown its promising capability [11] , [12] .
According to the above analysis, an improved FOA was proposed. The IFOA is based on the basic FOA. In the whole evaluation process, the distance (D i_best and D i_worst ) of each fruit fly individual i to the best individual and worst individual in contemporary group are calculated by using (6):
where   As for drawback subgroup, a global search is made with the guidance of the best individual, fruit flies updating location according to (7) . As for advanced subgroup, the Levy flight strategy was introduced. A local search is made around the best individual, fruit flies updating location according to (8) .
where     is the step size which should be related to the scale of the particular problem under study. The symbol  means entrywise multiplications. Fruit flies in each subgroups update its location by using (7) and (8) respectively, displaced the location updating way that all the fruit flies fly to the best location. The new location updating way not only prevent loss of diversity, but also balanced the global search ability and local search ability.
Meanwhile, since the size and direction of   L  are highly random, its occasional long jumps can make the fruit flies jump from one area to another, which can ensure the fruit flies can avoid being attracted by the local optimum when making local search.
In Ref. (8) , the   L  is calculated by using Mantegna's algorithm [13] :
where s is the random search pathway   L  , the scope of  is 02   ,  and v are drawn from normal distributions. That is
where  is standard Gamma function.
C. IFOA Algorithm Testing and Results Analysis
In order to test the performance of IFOA, two benchmark functions are selected to test it.
Test In the experiments, IFOA was compared with FOA. Table I shows the results of 30 independently runs with 2000 iterations of the two functions about the maximum value (Max), minimum value (Min), mean value (Mean) and standard deviation (Std). Convergence process contrast curve of the two algorithm are given in Fig. 1 From Fig. 1 and 2 , the convergence curve shows clearly that FOA has a problems of being trapped in local optimum and has early convergence while IFOA escapes local optimum and continues to improve solutions. From Table I we can see that results of IFOA are closer to the theoretical optimal value compared with the FOA and the standard deviation shows that IFOA is also more robust than FOA. The experiment results above indicate that IFOA is superior to FOA in terms of search quality. IFOA may find the global optimum quickly 
IV. PARAMETERS OPTIMIZATION OF SVM WITH IFOA
SVM classification model constructed by radial basis kernel function only has two parameters need to be optimized, which are penalty parameter C and the kernel function parameters g . As IFOA can not only make the search avoid trapped in local optimum, it can also help to search the optimum quickly. Therefore, the method is employed to determine the parameters of SVM. Here the fruit fly is composed of the parameter C and g . Step 1: Divided the data into two parts with one part as the training sample and the other part as the testing sample respectively.
Step 2. Randomly generate the initial location of the each fruit fly which determines the scope of SVM parameter vector array   , Cg . Set the number of fruit flies, the maximum iteration number and step size a . Set iteration variable: 0 t  and perform the training process from step 3 to 7.
Step 3: Set iteration variable: 1 tt .
Step 4: Evaluate the quality of every fruit fly by using fitness function which must be designed before searching for the optimal values of the SVM parameters. The fitness function is based on the classification accuracy of a SVM classifier, which is as follows:
where t y and f y denote the number of true and false classifications, respectively.
Step 5: Updating the best fruit fly and global best fruit fly according to the fitness value. Then divided the group into two subgroups according to (6) and update the location of the fruit flies in each subgroups according to (7) and (8).
Step 6: Go to step7 if the stopping criteria is satisfied. Otherwise, go to step3 to continue the operation.
Step 7: End the training procedure and now the parameter C and g gotten is the final model parameters.
V. EXPERIMENT RESULTS AND ANALYSIS
To evaluate the performance of the proposed IFOA-SVM method, we have used three common benchmark data sets from UCI benchmark [14] , the Glass, Segment and German data sets. Instruction of the three data sets can be found in Table II . German is a binary class problem while the other two data sets are multi-class problem and the samples of each class in Glass are different while it is the same in Segment. Therefore, the three data sets can evaluate the performance from the different aspects. All samples of each data sets are divided into two sets: the training set and the testing set, in which the training set is used to calculate the fitness function and train SVM. The testing set is used to test the accuracy of the classification algorithm. In the experiment, the proposed IFOA method and other three classical optimization algorithm, i.e., traditional FOA, GA and PSO are used to optimize SVM and classify these data sets. To make a fair comparison, the same parameter value was used, in addition to some new parameters. The population size for the four methods is 20, and maximum evaluation generation is set to 100. For the PSO, the parameters are fixed with the values given in literature [15] In IFOA, the step size 0.5 a  . In Fig. 4 , we have plotted the search performance of all the four methods. From the fitness performance that is shown in Fig. 4 , it can be clearly seen that FOA, GA and PSO may either fall into a local optimum easily, or have a rather slow evolution speed, while IFOA is built with good global search ability and fast convergence. It indicates that IFOA is superior to FOA, GA and PSO in SVM parameters optimization. In the optimized SVM, the parameters are optimized by adopting the four methods respectively. The adjusted parameters with the maximal classification accuracy of training set are selected as the most appropriate parameters. Then, the optimal parameters are utilized to train SVM model. At last, all the testing set of the three data sets is adopted to verify the superior classification performance of the proposed method by comparing with FOA-SVM, GA-SVM and PSO-SVM. The comparison results of classification results among them are shown in Table III , IV and V. From the three tables, we can see that the values of C and g obtained by each method are different. The classification accuracy of IFOA-SVM is better than that of the FOA-SVM, the GA-SVM and the PSO-SVM. Especially for the unbalanced multi-class data set Glass, the classification accuracy has made a considerable improvement, and it has great significance from the point of the view of the engineering application. Furthermore, although the computation time of the proposed method is a bit more than that of the FOA-SVM, but it is much less than that of the GA-SVM and the PSO-SVM methods. The above analysis indicates that the proposed method are more suitable in classification problems. 
VI. CONCLUSION
The choice of the parameters directly affects the performance of SVM. The best classification and generalization ability of SVM may be obtained when the appropriate parameters are selected. In this paper, an improved FOA algorithm which can avoid being trapped into local optimum, speed up the convergence rate and reduce the total iterations is used to optimize the parameters of SVM. The proposed IFOA-SVM method is applied to classify some benchmark data sets from UCI benchmark. Compared with some other methods, the results show that the proposed method is both effective and computational efficient in searching for the optimal parameters for SVM. Of course, an in-depth study on SVM is still needed in the future. Theory and Engineering, Vol. 8, No. 6, December 2016 
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