Abstract A proof of the Cramér-Rao inequality for prediction is presented under conditions of L 2 -differentiability of the family of distributions of the model. The assumptions and the proof differ from those of Miyata (2001) who also proved this inequality under L 2 -differentiability conditions. It is also proved that an efficient predictor (i.e. which risk attains the bound) exists if and only if the family of distributions is of a special form which can be seen as an extension of the notion of exponential family. This result is also proved under L 2 -differentiability conditions.
1. Introduction. Statistical prediction relates to the inference of an unobserved random quantity from observations, it is considered here as an extension of point estimation, where the quantity to infer is not necessarily deterministic. We follow the framework posed by Yatracos (1992) . In full generality, the problem of statistical prediction is to estimate a quantity g(X, Y, θ), we shall say predict g(X, Y, θ), where X is an observed random variable representing the observations, Y an unobserved random variable and θ the parameter of the model {P θ | θ ∈ Θ} which the distribution of (X, Y ) is supposed to belong to. We shall assume that g takes its values in Ê k and Θ ⊂ Ê d . That framework encompasses a wide variety of statistical problems ranging from stochastic processes prediction and time series forecasting (Johansson (1990) , Adke and Ramanathan (1997) , Bosq and Onzon (2012) , Onzon (2014) ) to latent variable models and random effects inference (Nayak (2000) , Nayak (2003) ). If p(X) is used to predict g(X, Y, θ) we shall call it a predictor and measure its performance with its mean squared error of prediction which breaks down in the following sum E θ (p(X)−g(X, Y, θ)) ×2 = E θ (p(X)−r(X, θ)) ×2 +E θ (r(X, θ)−g(X, Y, θ)) ×2 , with r(X, θ) = E θ [g(X, Y, θ)|X] and where we use the notation A ×2 = AA ′ the product of a matrix with its transpose. The second term of the right hand side is incompressible, it does not depend on the choice of the predictor.
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Hence from now on we are interested in the first term which we call quadratic error of prediction (QEP). More generally, we shall investigate the problem of predicting a quantity g(X, θ) without refering it is a conditional expectation and call QEP the quantity R(θ) = E θ (p(X) − g(X, θ)) ×2 .
A lower bound of Cramér-Rao type has been proved for the QEP with conditions of point differentiability of the family of the densities of the distributions of the model with respect to the parameter and conditions of differentiability under the integral sign (Yatracos (1992) , Nayak (2002) , Bosq and Blanke (2007) ). The bound has also been proved for conditions of L 2 -differentiability of the family of distributions of the model (Miyata (2001) , Onzon (2012) ). In the one-dimensional case (k = d = 1) and for unbiased predictors it reads
where I(θ) is the Fisher information. We prove this inequality under conditions of L 2 -differentiability of the family of distributions of the model in Section 2. The set of assumptions we use here is different from those made by Miyata (2001) , for instance there is no reference to the random variable Y in our assumptions while Miyata (2001) uses the distribution of the couple (X, Y ). When the mean squared error of an estimator attains the Cramér-Rao bound we say that it is efficient. By analogy, an efficient predictor is a predictor which QEP attains the Cramér-Rao bound. In the case of estimation it is proved that there exists an efficient estimator δ(X) of ψ(θ) ∈ Ê d if and only if the family of distributions of the model is exponential, i.e. of the form
for some θ 0 ∈ Θ, and differentiable functions A : Θ → Ê k and B : Θ → Ê,
The result has been proved under different conditions (Wijsman (1973) , Fabian and Hannan (1977) , Müller-Funk, Pukelsheim and Witting (1989) ). An analogous result for prediction appears in Bosq and Blanke (2007) in the one-dimensional case and in Onzon (2011) in the multidimensional case. In both cases the result is proved under conditions of point differentiability of the family of the densities of the distributions of the model and differentiability under the integral sign. For this result the family is not necessarily exponential but has a form which may be seen as an extension of the notion of exponential family. There exists an efficient predictor p(X) to predict
for some θ 0 ∈ Θ, and differentiable functions A : Θ → Ê k and B :
Section 3 presents a proof of this result under L 2 -differentiability conditions. The proof is based on the proof of the result for estimation that appears in Müller-Funk, Pukelsheim and Witting (1989) . The Appendices gather definitions and results on L 2 -differentiability and uniform integrability that are used throughout the paper.
2. The Cramér-Rao inequality for prediction in L 2 -differentiable families. The following lemma gives a matrix inequality on which the proof of the Cramér-Rao inequality is based.
Lemma 2.1. Let T and S be random variables taking values in Ê k and Ê d respectively, such that E T 2 Ê k < ∞ and E S 2 Ê d < ∞, and such that ES ×2 is an invertible matrix. Then the following inequality holds,
The equality holds in (2.1) iff
Proof. Let Z be the random vector taking values in Ê k defined as follows
Then its matrix of moment of order 2 is
Hence for all x ∈ Ê k ,
We deduce (2.1). Suppose the equality holds in (2.1). Then EZ ×2 = 0, hence trace(EZ ×2 ) = 0, hence E(trace(Z ×2 )) = 0. Yet
Hence E Z 2 Ê k = 0. Hence Z = 0 almost surely. We deduce (2.2).
Suppose (2.2) holds. Then Z = 0 almost surely. Hence EZ ×2 = 0, the equality in (2.1) ensues.
Remark 2.1. Geometric interpretation of the matrix inequality The inequality of Lemma 2.1 may be interpreted as a Bessel type inequality in the space of random variables with finite moment of order 2. More precisely, consider
and the following endomorphism of L 2
Then one may show that P S is the orthogonal projection on the space generated by the components of S. Indeed, it satisfies P S • P S = P S , and any component of S is stable by P S , and P S is self-adjoint, for all U, V ∈ L 2 P ,
We deduce that for all x ∈ Ê k
with T defined as in Lemma 2.1. We deduce the inequality (2.1).
There is equality in (2.1) iff for all x ∈ Ê k , x ′ T is invariant by P S , i.e.,
We deduce (2.2).
Lemma 2.2. Let (X , B, P θ , θ ∈ Θ) be a model, θ 0 ∈Θ, p(X) a predictor of g(X, θ) taking values in Ê k , and U (θ 0 ), a neighbourhood of θ 0 , which fulfills the following conditions.
The family
Then the fonction ψ : θ → E θ p(X) is differentiable at θ 0 , and the QEP of p(X) at θ 0 satisfies the following inequality.
The equality holds in (2.3) iff
The symbol J θ denotes the jacobian matrix operator.
Proof. We set S =L θ 0 and T = p(X) − g(X, θ 0 ). Using Proposition A.1 (applied to δ = p(X)) one obtains
Then the result follows from Lemma 2.1.
Lemma 2.2 gives a matrix inequality of Cramér-Rao type for predictors. However under some conditions, the matrix G(θ 0 ) that appears in the right hand side of the inequality has the following simpler form
instead of the form (2.4). We now proceed to obtain those conditions in the setup of L 2 -differentiable families of distributions.
Proposition 2.1. Let (X , B, P θ , θ ∈ Θ) be a model and θ 0 ∈Θ, such
such that for all θ ∈ Θ, g(·, θ) is measurable. Suppose there is U (θ 0 ), a neighbourhood of θ 0 , such that the following conditions hold.
Proof. We first assume that k = 1, i.e. that g : X × Θ → R. We prove that
We set
We prove that ∆ n −→ n→∞ 0.
From Proposition A.1 the following convergence holds (taking δ = g(X, θ 0 )).
To complete the proof it remains to prove that
Yet for all n large enough,
Hence the sequence (U n ) n∈N is equicontinuous. Hence it is uniformly integrable. Yet
from Lemma A.1. Hence U n
Combining with (2.6) one obtains
Lemma A.2 will allow to prove uniform integrability of
For n large enough, θ n ∈ U (θ 0 ), and then
Hence E θ 0 Y 2 n < ∞. We deduce that (Z n Y n , n ∈ AE) is uniformly integrable
and hence
We deduce
The case k > 1 is deduced from the case k = 1 by reasoning componentwise.
Assumption 2.1. Consider a model (X , B, P θ , θ ∈ Θ), θ 0 ∈Θ, a neighbourhood U (θ 0 ) of θ 0 and a function g : X × Θ → Ê k , with g(·, θ) measurable for all θ ∈ Θ, such that the following conditions hold.
We first state the inequality for unbiased predictors. Here we say that p(X) a predictor of g(X, θ) is an unbiased predictor if E θ (p(X)) = E θ (g(X, θ)) for all θ ∈ Θ (for other concepts of risk unbiasedness pertaining to prediction problems see Nayak and Qin (2010) ).
Theorem 2.1. Let (X , B, P θ , θ ∈ Θ) be a model, θ 0 ∈Θ, and p(X) an unbiased predictor of g(X, θ) taking values in Ê k , that satisfies Assumption 2.1.
Then the QEP of p(X) at θ 0 satisfies the following inequality.
with G(θ) = E θ J θ g(X, θ). The equality holds in (2.7) iff
Proof. The result follows from Lemma 2.2 with
where
We deduce G(θ 0 ) = E θ 0 J θ g(X, θ 0 ).
Remark 2.2. The following assumptions are used by Miyata (2001) to prove (2.7).
• The family P
• Fisher information matrix is invertible.
• E θ 0 g(X, θ) 2 is bounded for all θ in a neighbourhood of all fixed θ 0 ∈ Θ.
• The predictor p(X) is unbiased, E θ p(X) 2 < ∞, and E θ Y 2 < ∞.
It is interesting to remark that these assumptions refer to the variable Y , while in our approach the variable Y only comes up through the conditional expectation r(X, θ) = E θ [g(X, Y, θ)|X] and then it is not refered to anymore. Theorem 2.2. Let (X , B, P θ , θ ∈ Θ) be a model and θ 0 ∈Θ. Let r : X × Θ → Ê k such that, P θ 0 -almost surely, θ → r(X, θ) is differentiable at θ 0 , and for all θ, the function x → r(x, θ) is measurable. Let p(X) be a predictor of r(X, θ) with bias b(θ).
Suppose (X , B, P θ , θ ∈ Θ), θ 0 , p(X), and g(X, θ) = r(X, θ) + b(θ), satisfy Assumption 2.1.
Then θ → b(θ) is differentiable at θ 0 , θ → r(X, θ) is P θ 0 -almost surely differentiable at θ 0 , and the QEP of p(X) at θ 0 satisfies the following inequality.
Efficient prediction.
A predictor p(X) is said efficient when its QEP attains the Cramér-Rao bound.
predictor of g(X, θ), that satisfy Assumption 2.1 for all θ ∈ Θ.
Suppose the following conditions hold.
3. There is A : Θ → Ê k a differentiable function over Θ, such that
X is a topological space and (X , B) is a σ-compact space. 5. For all compact sets C ⊂ X ,C ⊂ Θ, sup x∈C,θ∈C J θ g(x, θ) < ∞. 6. θ → I(θ) and θ → G(θ) are continuous.
Then, for θ 0 ∈ Θ fixed, there is a function B : X × Θ → Ê, differentiable at θ ∈ Θ, such that for all θ ∈ Θ, for P θ 0 -almost all x ∈ X ,
and
Proof. Let θ ∈ Θ. The predictor p(X) is efficient hence P θ -a.s.
Let s → θ s be a continuously differentiable path from θ 0 to θ with s ∈ [0, 1]. This path exists because Θ is open and connected. We set
We prove that for all event B ∈ B, the following equality holds
Since B is σ-compact, one may assume that B is a compact set. For P θ -almost all x ∈ X , s → g(x, θ s ) is differentiable over [0, 1] (we remove from B the points x for which differentiability does not hold). We set
The first supremum of the right hand side is finite because (θ s , s ∈ [0, 1]) is continuously differentiable. The second one is finite from condition 5. Hence M < ∞. Let ε > 0 and (R i ) i∈N be a partition of R k in rectangles of diameters at most ε, and let
For all u ∈ N n+1 we let
We then define
We prove by contradiction that P θ 0 (B i,u ) > 0 iff P θ (B i,u ) > 0. Without loss of generality, suppose that P θs (B i,u ) > 0 for s ∈ [0, 1) and P θ (B i,u ) = 0. We set H(s) = log P θs (B i,u ). From Proposition A.1,
And therefore
Besides H is differentiable over [0, 1). Its derivative is
We prove that h(s) is bounded. The function s →θ ′ s I(θ s )G(θ s ) −1 is continuous over [0, 1] , from condition 6, hence c = sup
Hence |m(s|B i,u )| cρ i . From what precedes we deduce
Hence φ(s|B i,u ) c(σ u + M/n). We deduce that h is bounded over [0, 1), which contradicts (3.1). Hence P θ 0 (B i,u ) > 0 iff P θ (B i,u ) > 0, which implies that the distributions P θ and P θ 0 are absolutely continuous with respect to each other. One may write
Same thing for m(s|B i,u ) which is the mean ofθ
Hence for all x ∈ B i,u ,
for all ε > 0. And therefore B f (X) dP θ 0 = P θ (B). Hence, for
From condition 3 and the gradient theorem, A(θ) does not depend on (θ s , s ∈ [0, 1]), the chosen path. Yet
does not depend on it either, hence B(x, θ) does not depend on it. Therefore
Remark 3.1. In Theorem 3.1 we did not assumed continuous L 2 -differentiability as Müller-Funk, Pukelsheim and Witting (1989) did for their analogous result in the case of estimation. If we add a condition of continuous L 2 -differentiability in Theorem 3.1, this makes possible to save somme assumptions. More precisely, the result of Theorem 3.1 also holds under the following conditions.
The family
×2 is invertible.
6. There exists A : Θ → Ê k a differentiable function over Θ, such that
7. X is a topological space and (X , B) is a σ-compact space. 8. For all compact set C ⊂ X ,C ⊂ Θ, sup x∈C,θ∈C J θ g(x, θ) < ∞.
Conditions to have G(θ) = E θ J θ g(X, θ) are not fulfilled anymore, hence we only get the expression
In the list of conditions above one saves conditions 3, 4 and 5 of Assumption 2.1 and condition 6 of Theorem 3.1.
Remark 3.2. The essential idea in the proof of Theorem 3.1 is to cut the set B with the family of subsets with the following form
while for the result in the case of estimation, Müller-Funk et al. Müller-Funk, Pukelsheim and Witting (1989) took the family of subsets with the form
Remark 3.3. In the particular case where g does not depend on X, g(X, θ) = g(θ), Theorem 3.1 gives the well-known result that the existence of an efficient unbiased estimator implies the family is exponential.
We remind some defintions and results about L 2 -differentiable families of distributions, we refer to Liese and Miescke (2008) p. 58 and next. For θ, θ 0 in Θ, any random variable L θ 0 ,θ taking values in [0, +∞] is called likelihood ratio of P θ with respect to P θ 0 if, for all A ∈ A,
L θ 0 ,θ is a probability density of P θ with respect to P θ 0 if and only if P θ ≪ P θ 0 . If ν is a measure over A that dominates {P θ , P θ 0 } with {f θ , f θ 0 } the corresponding densities then
Definition A.1. The family (P θ , θ ∈ Θ) is said L 2 -differentiable at θ 0 ∈Θ, if there is U (θ 0 ) a neighbourhood of θ 0 , such that for all θ ∈ U (θ 0 ),
The matrix I(θ 0 ) = E θ 0L ′ θ 0L θ 0 is called the Fisher information matrix of the model at θ 0 .
With f θ 0 and f θ 0 +u the densities of P θ 0 and P θ 0 +u with respect to ν. We then haveL
Some authors call this property Hellinger-differentiability.
The following result is a recasting of Propositions 1.110 and 1.111 of Liese and Miescke (2008) Liese and Miescke (2008) . Then ψ : θ → E θ δ is differentiable at θ 0 , and the jacobian marix of ψ is
In particular, θ ∈ Θ, E θLθ = 0.
We give the definition of continuous L 2 -differentiability.
Definition A.2. Let (P θ , θ ∈ Θ) be an L 2 -differentiable family over Θ, withL θ as L 2 -derivative. We say that (P θ , θ ∈ Θ) is a continuously L 2 -differentiable family over Θ if for all θ 0 ∈ Θ,
The two following lemmas are useful for proving Proposition 2.1 which allows to obtain the simpler form of the Cramér-Rao inequality for predictors in Theorem 2.1. The following result is Lemma 1.106 of Liese and Miescke (2008) Liese and Miescke (2008) .
Lemma A.1. Let (P θ , θ ∈ Θ) be a family of probability measures, Θ ⊂ Ê d . Let θ 0 ∈Θ and U (θ 0 ) be a neighbourhood of θ 0 , suppose that for all θ ∈ U (θ 0 ), P θ ≪ P θ 0 . Then the family (P θ , θ ∈ Θ) is L 2 -differentiable at θ 0 , iff the two following conditions are fulfilled.
The following lemma is useful to prove Proposition 2.1.
Lemma A.2. Let X, X n , Y n , n = 1, 2, . . . random variables such that EX 2 < ∞, E(X n − X) 2 → 0, and sup n∈AE EY 2 n < ∞, then the sequence (X n Y n , n ∈ AE) is uniformly integrable.
Proof. The convergence E(X n −X) 2 → 0 implies ∃n 0 ∈ AE, sup n n 0 EX 2 n < ∞. We deduce with C = sup n∈AE EY 2 n . Yet from E(X n −X) 2 → 0 and EX 2 < ∞, we deduce that the sequence (X n , n ∈ AE) is uniformly integrable (Theorem B.1). Hence there are n 0 ∈ AE and α > 0, such that for all n n 0 ,
We deduce, for all event A such that P(A) < α, for all n n 0 , E|X n Y n |½ A < ε. The sequence (X n Y n , n ∈ AE) is hence equicontinuous. We deduce that it is uniformly integrable.
