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Abstract
We establish quantitative bounds on the rate of approach to equilibrium for a system with
infinitely many degrees of freedom evolving according to a one-dimensional focusing nonlinear
Schro¨dinger equation with diffusive forcing. Equilibrium is described by a generalized grand
canonical ensemble. Our analysis also applies to the easier case of defocusing nonlinearities.
.
1 Introduction
In this paper we continue our study of the focusing non-linear Schro¨dinger equation (NLS) with
diffusive forcing in one dimension, extending our earlier methods [14, 6] to obtain quantitative
bounds on the rate of exponential relaxation to equilibrium.
The one-dimensional deterministic NLS that we study in the following reads
i
∂
∂t
φ(x, t) = − ∂
2
∂x2
φ(x, t) +m2φ(x, t)− λ(|φ(x, t)|p−2 + ℓ.o.)φ(x, t) + κ‖φ‖2r−22 φ(x, t), (1.1)
where t ∈ R is time, x is a point in the circle T1 of circumference L, “ℓ.o.” stands for terms in
|φ(x, t)| of order strictly lower than p− 2 that will henceforth be neglected; (m,λ, κ are positive
constants, and the exponents p and r satisfy p < 6 and r > p + 2/(6 − p)). It is well known
that Eq. (1.1) is a Hamiltonian evolution equation, and, under the conditions specified here, the
Gibbs measure corresponding to its Hamiltonian functional exists; (see [6] and further discussion
below).
Equation (1.1) is used to describe the slowly varying envelopes of Langmuir waves in a
plasma, besides various other physical phenomena.
The evolution described by Eq. (1.1) corresponds to the flow generated by a Hamiltonian
vector field on an infinite-dimensional phase space, K, given by the Sobolev space H1(T1). This
space consists of complex-valued functions, φ, on T1 with square-integrable derivative, φ′, and
is equipped with the norm
‖φ‖H1(T1) =
(∫
T1
|φ′(x)|2dx+
∫
T1
|φ(x)|2dx
) 1
2
.
The phase space K can be viewed, more precisely, as the real affine space obtained by regarding
the complex space H1(T1) as a real Hilbert space equipped with the inner product
〈φ, ψ〉K = ℜ(〈φ, ψ〉H1(T1),
1
2where ℜ(z) denotes the real part of z ∈ C. The Hamiltonian nature of the time evolution
described by Eq. (1.1) can be made manifest by equipping the algebra of bounded Fre´chet-
differentiable functionals on K with a Poisson bracket determined by the following brackets of
the complex coordinate functions:
{φ(x), φ(y)} = 0, {φ(x), φ(y)} = 0, {φ(x), φ(y)} = iδ(x− y), (1.2)
for arbitrary x, y in T1.
The Hamiltonian functional, Hλ,κ, on K corresponding to Eq. (1.1) is defined by
Hλ,κ(φ) :=
1
2
∫
T1
(m2|φ(x)|2 + |φ′(x)|2)dx− λ
p
∫
T1
|φ(x)|pdx+ κ
2r
‖φ‖2r2 , (1.3)
where
λ ∈ R, p < 6, κ > 0 if λ > 0, and κ ≥ 0 otherwise,
with r > p + 26−p , for λ > 0, and r = 0, in the defocusing case, (λ < 0). Since every function
φ ∈ H1(T1) is bounded and hence in Lp(T1), for all p, the Hamiltonian is well-defined and finite
on all of K. Using the Poisson brackets determined by (1.2), one easily verifies that the NLS
equation (1.1) is equivalent to the equation
φ˙(x, t) = {Hλ,κ(φ), φ(x, t)},
which renders the Hamiltonian nature of (1.1) manifest. The last term on the right side of
(1.3), which merely gives rise to a time-dependent phase of solutions to equation (1.1), enforces
a lower bound on the Hamiltonian Hλ,κ, for an appropriate choice of the exponent r and the
constant κ. This will play an important role in our considerations.
We remark that, in our analysis, the function |φ(x)|p under the integral in (1.3) could be replaced
by a more general functional of φ(x) bounded by a power of |φ(x)| and also by certain non-local
functionals of φ.
Equation (1.1) can be written as an infinite-dimensional ordinary differential equation:
dφ(t) = JDHλ,κ(φ(t))dt ,
where J is the complex structure defined by
Jφ = iφ, for an arbitrary vector φ tangent to K, (1.4)
and D denotes the Fre´chet derivative defined on functionals on K.
For p < 6, the Gibbs measure corresponding to the Hamiltonian Hλ,κ, which in standard
physical notation can be written as
dµβ,λ,κ(φ) :=
1
Zβ,λ,κ
e−βHλ,κ(φ)DφDφ , (1.5)
is well defined provided r > p+ 2/(6− p); see [6, Theorem 3.6]. Henceforth we will sometimes
omit the letters β, λ, κ and r from our notation, writing H , instead of Hλ,κ, and dµ, instead of
dµβ,λ,κ.
The measure dµ is absolutely continuous with respect to the Gaussian measure dµ0 defined
by
dµ0 :=
1
Z
e−βH0(φ)DφDφ , (1.6)
where
H0(φ) =
1
2
∫
T1
[|φ′(x)|2 +m2|φ(x)|2]dx (1.7)
3is the free Hamiltonian with mass m > 0. The covariance of the Gaussian dµ0 is given by the
operator
C := β−1(m2 −∆)−1 . (1.8)
Let σ be a self-adjoint Hilbert-Schmidt operator on K, so that σ2 is a positive, trace-class
operator on K. Let w(t) denote “Brownian motion on K”, and consider the stochastic differential
equation
dφ(t) = JDH(φ(t))dt − β
2
σ2DH(φ)dt+ σdw(t) . (1.9)
Associated to the stochastic differential equation (1.9) is the Kolmogorov backward equation
∂
∂t
F = LF , for smooth functionals F on the phase space K, where L is the generator of the
transition function associated with the process in (1.9); it is determined by
d
dt
EF (φt) = ELF (φt),
with E denoting the expectation with respect to the law of the stochastic process. Using Ito’s
formula, one finds that
LF (φ) = 〈JDH(φ), DF 〉 − HF, (1.10)
where H is the operator corresponding to the quadratic form defined by
〈F,HF 〉L2(µ) = E(F ), (1.11)
with E given by
E(F ) :=
∫
Ω
〈DF, σ2DF 〉 1
Z
e−βH(φ)DφDφ. (1.12)
The positive quadartic form (“metric”) σ2 appearing on the right side of (1.12) is defined more
precisely in (1.13).
The Kolmogorov forward equation is then
∂
∂t
ρ = L∗ρ, where L∗ is the adjoint of L in the scalar
product of L2(µ), and ρ is a finite measure on K. In a previous study of this model (see [14])
a cutoff on the number of modes in the fields was introduced, and the existence of a strictly
positive spectral gap for the finite-dimensional problem with cutoffs was proven.
Equation (1.1) with p = 4 has been studied in detail in [6], where it is shown that the
semigroup (etL)t≥0 generated by the operator L in (1.10) is ergodic, and that L has a strictly
positive spectral gap above its lowest eigenvalue, provided r > 9 and σ is chosen to be a fractional
power of the covariance C introduced in (1.8):
σ2 = Cs, with
7
8
< s < 1 . (1.13)
Under these conditions on r and s, a certain operator arising in the analysis of the Dirichlet
form can be shown to be trace-class, and this provides the crucial compactness property that is
used in [6] to prove the existence of a spectral gap, for all positive values of λ and κ. Because the
proof in [6] only exploits the compactness of a certain operator, it does not yield quantitative
information on the size of the specrtal gap. In the present work we prove quantitative bounds
on the gap above the ground state energy in the spectrum of L, for all values of λ and κ > 0.
We will actually prove a quantitative logarithmic Sobolev inequality, for all λ and κ > 0, which
implies the strict positivity of and an explicit bound on the spectral gap. Moreover, we avoid
introducing any cutoffs and work directly with the infinite-dimensional theory.
Note that the stochasticity in (1.9) acts on all phase space variables, that is, on the “po-
sition variables” (ℜ(φ)) as well as the “momentum variables” (ℑ(φ)). This is different from
what is often studied in stochastic particle systems, where the noise typically acts only on the
“momentum variables” corresponding, in our case, to the imaginary part of φ. It would be more
difficult to prove bounds on the rate of approach to equilibrium in this case; see Section 2.
42 Log-concave measures and logarithmic Sobolev inequal-
ities
In finite dimensions, the Bakry-Emery Theorem establishes a very useful link between logarith-
mic Sobolev inequalities and log-concavity of measures. We recall some relevant facts before
turning to results in infinitely many dimensions.
Let ν be a finite Borel measure on Rn of the form dν = e−V (x)dx. The measure ν is log-
concave in case V is a convex function on Rn. For c ∈ R, the measure ν is c-log-concave iff the
Hessian of V , HessV (x), satisfies
HessV (x) ≥ cI , ∀x ∈ Rn, (2.1)
where I is the n × n identity matrix. Equivalently, ν is c-log-concave in case ec|x|2/2dν is
log-concave.
Bakry and Emery proved that if ν is c-log-concave, for c > 0, the logarithmic Sobolev
inequality (with constant c)∫
Rn
|f(x)|2 log |f(x)|2dν(x) ≤ 2
c
∫
Rn
|∇f(x)|2(x)dν(x) (2.2)
holds for all continuously differentiable functions f on Rn, with
∫
Rn
f2(x)dν(x) = 1.
For a differentiable function u ∈ L2(ν) satisfying ∫
Rn
udν = 0 and
∫
Rn
|u|2dν = 1, we set
f :=
√
1− ǫ2+ ǫu. For this choice of f in (2.2), and keeping only the leading terms in ǫ on both
sides of (2.2), one concludes that∫
Rn
|u(x)|2dν(x) ≤ 1
c
∫
Rn
|∇u(x)|2dν(x). (2.3)
Thus, the logarithmic Sobolev inequality (2.2) implies the Poincare´ inequality (2.3), and hence
positivity of the spectral gap, for the operator corresponding to the quadratic form E(u) :=∫
Rn
|∇u(x)|2dν(x)
Bakry and Emery proved their theorem by taking two derivatives of the relative entropy
along the flow of the semigroup generated by the Dirichlet form. While it is likely that one
could extend their analysis to the infinite-dimensional setting, we do not know of a suitable
reference.
There is however another approach to the Bakry-Emery Theorem relying on a theorem of
Caffarelli that has been extended to a suitable infinite-dimensional setting in a series of papers
by Feyel and U¨stu¨nel [8, 9, 11, 12]. Their results concern pairs of Dirichlet forms of the type
E1(F ) :=
∫
Ω
〈DF, σ2DF 〉 1
Z1
e−βH1(φ)DφDφ. (2.4)
and
E2(F ) :=
∫
Ω
〈DF, σ2DF 〉 1
Z2
e−βH2(φ)DφDφ, (2.5)
where H1 and H2 are Hamiltonians with the property that the probability measures appearing
in the two Dirichlet forms are both absolutely continuous with respect to the same Wiener
measure. Then, roughly speaking, if H2 is more convex than H1, and if the Dirichlet form E1
satisfies the logarithmic Sobolev inequality with constant c, then the Dirichlet form E2 satisfies
the logarithmic Sobolev inequality with the same constant c. [8, 9, 11, 12].
In our application of this result we shall take H1 to be a positive multiple of the quadratic
free Hamiltonian (1.7), for a strictly positive mass m. It is well known, going back to results
of E. Nelson, P. Federbush and L. Gross [15, 7, 13], that the Dirichlet form associated with the
5corresponding Gaussian measure satisfies the logarithmic Sobolev inequality with an explicitly
computable, sharp constant. Thus, all that is required to prove an explicit logarithmic Sobolev
inequality for the Dirichlet form (1.12) is to prove that H is more convex than some strictly
positive multiple of H0. This turns out to be true for sufficiently small values of λ, cf. sect. 5.2
in the Appendix. For large values of λ, H fails to be convex. However, the failure of convexity
only occurs in finitely many low-energy modes. For all values of λ, we will therefore be able to
find a function W that depends on φ only through finitely many modes such that the functional
H+W is more convex than a strictly positive multiple of H0, and moreover, we shall do this with
a point-wise bounded perturbation W . This allows us to apply another theorem on logarithmic
Sobolev inequalities for a pair of Dirichlet forms such as (2.4) and (2.5), but this time with
H2 = H1 +W with ‖W‖∞ <∞. The Holley-Stroock Lemma [10] then says that if E1 satisfies
a logarithmic Sobolev inequality with a constant c as in (2.2) then E2 satisfies a logarithmic
Sobolev inequality with a constant that is no smaller than ce−2‖W‖∞ . Then, as in the passage
from (2.2) to (2.3), we obtain a spectral gap by linearizing around the constant function. Note
that while a Dirichlet form may satisfy a spectral gap inequality without satisfying a logarithmic
Sobolev inequality, one advantage of working with logarithmic Sobolev inequalities when they
hold is that (2.2) can be written as∫
Rn
|f(x)|2 log |f(x)|2dν(x) + ‖f‖22 log ‖f‖22 ≤
2
c
∫
Rn
|∇f(x)|2(x)dν(x)
valid for all f ∈ L2 without any orthogonality constraint such as one has in the spectral gap
inequality (2.3). This absence of an orthogonality constraint, which is quite sensitive to bounded
changes of measure, gives the logarithmic Sobolev inequality an advantageous quality of robust-
ness. Our main result is the following theorem.
2.1 THEOREM. Let H be the Hamiltonian specified in Eq. (1.3), with p = 4 and r > 5.
Let E be the Dirichlet form introduced in (1.12), and let E0 be the “Gaussian Dirichlet form”
given by the same formula, with H0 in place of H. Let C0 denote the constant appearing in the
logarithmic Sobolev inequality for E0,∫
|F |2 log |F |2dµ0 ≤ 2
C0
E0(F, F ),
for all F with
∫ |F |2dµ0 = 1.
Then, for all r > 5 and all positive values of λ and κ, there is a computable constant C depending
on these parameters such that the Dirichlet form E satisfies∫
|F |2 log |F |2dµ0 ≤ 2
C
E(F, F ),
for all F with
∫ |F |2dµ = 1. As λ increases to infinity, the constant C diverges to infinity
exponentially in a power of λ. This power is always at least 2, and approaches 2 as r approaches
infinity.
The Holley-Stroock Lemma has been used for related models by Gordon Blower [1]; see also
[2]. Combining this Theorem with the results of Caffarelli, Feyel and U¨stu¨nel we are able to
carry out a convexity comparison directly in the infinite-dimensional setting and to avoid sharp
cut-offs or finite-dimensional approximations.
3 Convexity comparison
In this section we estimate the Hessians of the various terms in the Hamiltonian Hλ,κ. The term
that has the potential to spoil the convexity is the interaction term −λp ‖φ‖pp, which is concave.
6To avoid complicated remainder terms, we specialize to the case p = 4 and define
V1(φ) =
1
4
∫
T1
|φ(x)|4dx . (3.1)
Given two complex numbers, z and w, we let θ ∈ [0, 2π) be such that ℜzw = cos(θ)|z||w|. The
function t 7→ t2 is convex on [0,∞), and hence t 7→ (|z|2+|w|2+2|z||w|t)2+(|z|2+|w|2−2|z||w|t)2
is an increasing function of t on [0, 1]. Therefore,
|z + w|4 + |z − w|4 ≤ ||z|+ |w||4 + ||z| − |w||4 .
It follows from this inequality and the fact that V1 is convex that
0 ≤ 1
2
[V1(φ+ η) + V1(φ− η)]− V1(φ) ≤ 1
2
[V1(|φ| + |η|) + V1(|φ| − |η|)]− V1(φ) ,
and
1
2
[V1(|φ|+ |η|) + V1(|φ| − |η|)]− V1(φ) =
∫
T1
(3|φ|2|η|2 + 1
4
|η|4)dx (3.2)
= 3
∫
T1
|φ|2|η|2dx+ 1
4
‖η‖44 . (3.3)
Therefore, for any Hilbert space H ⊂ L2 with the property that ‖η‖44 = o(‖η‖2H), as ‖η‖H ց 0,
the Hessian of V1 at φ ∈ H, HessV1(φ), satisfies
0 ≤ 〈η,HessV1(φ)η〉H ≤ 3
∫
T1
|φ(x)|2|η(x)|2dx . (3.4)
Note that ∫
T1
|φ|2|η|2dx ≤ ‖φ‖22‖η‖2∞ . (3.5)
We shall estimate ‖η‖∞ in terms of H0(η) = m2‖η‖22+ ‖η′‖22. We must, however, retain a piece
of the term m2‖η‖22 in H0(η) for later use. Therefore, for a > 0, we define an operator Aa as
Aa :=
a2
L2
−∆ . (3.6)
Then
H0(η) = 〈η,
(
m2 − a
2
L2
)
η〉+ 〈η,Aaη〉 . (3.7)
To control ‖η‖∞, we use the following simple Sobolev embedding lemma:
3.1 LEMMA (Sobolev Embedding). For all a > 0 and all γ > 1/4, there is a universal
constant Ca,γ such that, for all functions ψ on the torus in the domain of the operator (−∆)γ ,
‖ψ‖∞ ≤ Ca,γL2γ−1/2‖Aγaψ‖2 . (3.8)
Proof. We write ψ(x) as a Fourier series:
ψ(x) = L−1/2
∑
k∈Z
ψ̂(k)e2πikx/L = L2γ−1/2
∑
k∈Z
ψ̂(k)
(
a2 + (2πk)2
L2
)γ
e2πikx/L(a2 + (2πk)2)−γ
Applying the Cauchy-Schwarz inequality yields (3.8) with
C2a,γ =
∑
k∈Z
(a2 + (2πk)2)−2γ .
7We define Pn to be the projector onto the span of the functions {e−i2πkx/L : −n ≤ k ≤ n}
in L2. In what follows a decomposition into low-frequency and high-frequency modes is crucial.
Since Pn commutes with any power of Aa, we have that
‖Aγaψ‖22 = ‖AγaPnψ‖22 + ‖AγaP⊥n ψ‖22 . (3.9)
The next lemma is the key to much of what follows afterwards.
3.2 LEMMA. For all ψ ∈ H1(T1), all a > 0, γ > 1/4 and ǫ > 0 such that γ + ǫ < 1/2, and
all n ∈ N,
‖ψ‖2∞ ≤ Ca,γL4γ−1
(
‖Pnψ‖2−4γ2 ‖PnA1/2a ψ‖4γ2 +
1
(2πn/L)4ǫ
‖P⊥n ψ‖2−4(γ+ǫ)2 ‖P⊥n A1/2a ψ‖4(γ+ǫ)2
)
(3.10)
where Ca,γ is the constant specified in Lemma 3.1.
We set
S1(η) := 3C
2
a,γL
4γ−1‖Pnη‖2−4γ2 ‖PnA1/2a η‖4γ2 (3.11)
and
S2(η) := 3C
2
a,γL
4γ−1 1
(2πn/L)4ǫ
‖P⊥n η‖2−4(γ+ǫ)2 ‖P⊥n A1/2a η‖4(γ+ǫ)2 . (3.12)
Combining Lemma 3.2 with (3.4) and (3.5), we obtain the bound
0 ≤ 〈η,HessV1(φ)η〉H ≤ ‖φ‖22S1(η) + ‖φ‖22S2(η) . (3.13)
The merit of this bound is that the exponents of the derivative terms in S1(η) and S2(η),
‖PnA1/2a η‖2 and ‖P⊥n A1/2a η‖2, respectively, are both less than two, allowing one to control these
terms with the help of the contribution from H0(η). Moreover, by choosing n sufficiently large,
one can make the constant factor
3Ca,γ
(2πn/L)4ǫ
as small as one may wish, while S1(φ) depends
on φ only through finitely many modes. We shall exploit this fact to quantitatively bound the
log-Sobolev constant, and hence the spectral gap, for arbitrarily large values of the coupling
constant λ.
Proof of Lemma 3.2. By (3.8)
‖ψ‖2∞ ≤ C2a,γL4γ−1‖Aγaψ‖22 = C2a,γL4γ−1〈ψ,A2γa ψ〉 .
Since
((a2 + (2πk)2)/L2)2γ = (t1/(1−2γ))1−2γ(t−1/2γ(a2 + (2πk)2)/L2)2γ ,
the arithmetic-geometric mean inequality yields
‖Aγaψ‖22 ≤ (1− 2γ)t1/(1−2γ)‖ψ‖22 + 2γt−1/2γ‖A1/2a ψ‖22 .
Choosing t to minimize the right side, we obtain the interpolation inequality
‖Aγaψ‖2 ≤ ‖ψ‖2−4γ2 ‖A1/2a ψ‖4γ2 . (3.14)
Applying this inequality to each of the two terms on the right side of (3.9) yields
‖Aγaψ‖2 ≤ ‖Pnψ‖2−4γ2 ‖PnA1/2a ψ‖4γ2 + ‖P⊥n ψ‖2−4γ2 ‖P⊥n A1/2a ψ‖4γ2 . (3.15)
Combining (3.15) with (3.8), we obtain that
‖ψ‖2∞ ≤ Ca,γ
(
‖Pnψ‖2−4γ2 ‖PnA1/2a ψ‖4γ2 + ‖P⊥n ψ‖2−4γ2 ‖P⊥n A1/2a ψ‖4γ2
)
. (3.16)
8Since ‖P⊥n A1/2a ψ‖22 ≥
1
(2πn/L)2
‖P⊥n ψ‖22,
‖P⊥n A1/2a ψ‖4γ2 ≤
1
(2πn/L)4ǫ
‖P⊥n ψ‖−4ǫ2 ‖P⊥n A1/2a ψ‖4(γ+ǫ)2 ,
and combining this bound with (3.16) completes the proof.
The remaining terms in the Hamiltonian Hλ,κ are much simpler to treat. For r ≥ 1, we
define
V2(φ) =
1
2r
‖φ‖2r2 . (3.17)
3.3 LEMMA.
1
2
[V2(φ + η) + V2(φ− η)]− V2(φ) ≥ ‖φ‖2r−22 ‖η‖22 . (3.18)
Proof. By the convexity of the rth power, for r ≥ 1, and the parallelogram law,
1
2
[
(‖φ+ η‖22)r + (‖φ− η‖22)r] ≥ (12 [‖φ+ η‖22 + ‖φ− η‖22]
)r
=
(‖φ‖22 + ‖η‖22)r .
Applying the inequality f(t+ s) ≥ f(s) + f ′(s)t, valid for any differentiable convex function, to
the function f(t) = tp, we conclude that(‖φ‖22 + ‖η‖22)r ≥ ‖φ‖2r2 + r‖φ‖2r−22 ‖η‖22 ,
which completes the proof.
The only remaining term in the Hamiltonian Hλ,κ is the free Hamiltonian,
H0(φ) = 〈φ, (m2 −∆)φ〉, which is quadratic in φ and positive. Hence, by the parallelogram
law and the definition of Aa, (3.6),
1
2
[H0(φ+ η) +H0(φ− η)]−H0(φ) = H0(η)
= 〈η, (m2 −∆)η〉
=
(
m2 − a
2
L2
)
‖η‖22 + ‖A1/2a η‖22
= m2a‖η‖22 + ‖A1/2a η‖22 , (3.19)
where
m2a := m
2 − a
2
L2
. (3.20)
Combing the estimates in (3.13), (3.18) and (3.19), we obtain that
〈η,HessHλ,κ(φ)η〉H ≥ m2‖η‖22 + ‖η′‖22 − λ‖φ‖2[S1(η) + S2(η)] + κ‖φ‖2r−22 ‖η‖22 . (3.21)
Therefore, for any α ∈ (0, 1),
〈η,HessHλ,κ(φ)η〉H − α〈η,HessH0(φ)η〉H
is bounded below by the sum of
(1− α)[m2a‖Pnη‖22 + ‖PnA1/2a η‖22]− λ‖φ‖2S1(η) + κ‖φ‖2r−22 ‖Pnη‖22 (3.22)
and
(1− α)[m2a‖P⊥n η‖22 + ‖P⊥n A1/2a η‖22]− λ‖φ‖2S2(η) + κ‖φ‖2r−22 ‖P⊥n η‖22 , (3.23)
9which we estimate separately, beginning with (3.22). We choose α ∈ (0, 1), and we define
t := ‖PnA1/2a η‖2 and M := 3λC2a,γL4γ−1‖φ‖22‖Pnη‖2−4γ2 . We then have that
(1− α)‖PnA1/2a η‖22 − λ‖φ‖2S1(η) = (1 − α)t2 −Mt4γ .
Simple computations show that there is a constant cγ,α depending only on α and γ such that
(1 − α)t2 −Mt4γ ≥ −cγ,αM1/(1−2γ) , ∀t > 0.
Using this inequality to eliminate ‖PnA1/2a η‖22, we obtain the following lower bound on the
quantity in (3.22):(
(1− α)m2a −
(
3λC2a,γL
4γ−1
)1/(1−2γ) ‖φ‖2/(1−2γ)2 + κr‖φ‖2r−22 ) ‖Pnη‖22 . (3.24)
For r > 1 + 1/(1 − 2γ), let s = r − (1/(1 − 2γ)) − 1. Then, setting t = ‖φ‖2/(1−2γ)2 , we may
write our lower bound as
‖η‖2
(
(1− α)m2a −
(
3λC2a,γL
4γ−1
)1/(1−2γ)
t+ κrt(1−2γ)(r−1)
)
. (3.25)
Recall that, below (1.5), we imposed the restriction r > p + 2/(6 − p), which, for p = 4, is
implied by r > 5. We suppose that (1 − 2γ)(r − 1) > 1, and, since γ > 1/4, this requires γ to
be very close to 1/4 if r is close to 5; and, no matter how large r is, we require γ < 1/2. With
γ chosen as required, we define q := (1− 2γ)(r − 1)− 1. For b, c > 0, we have that
−ct+ bt1+q ≥ − q
1 + q
(
1
(1 + q)b
)1/q
c(q+1)/q .
Setting
b := κr and c :=
(
3λC2a,γL
4γ−1
)1/(1−2γ)
,
this inequality shows that the quantity in (3.25) is non-negative, provided that
(1− α)m2a −
q
1 + q
(
1
(1 + q)κr
)1/q (
3λC2a,γL
4γ−1
)(q+1)/q(1−2γ)
(3.26)
is non-negative, which is evidently satisfied if λ is sufficiently small or κ is sufficiently large –
but only in these cases! Note that the exponent (q+1)/q(1− 2γ) is at least as large as 2, which
it approaches when r ↑ ∞ and γ ↓ 1/2.
The situation is much better for the high-frequency modes. The same analysis shows that if
(1 − 2(γ + ǫ))(r − 1) > 1, and for q′ defined by q′ := (1 − 2(γ + ǫ))(r − 1)− 1, the quantity in
(3.23) is non-negative, provided that
(1− α)m2a −
q′
1 + q′
(
1
(1 + q′)κr
)1/q′ (
3λC2a,γL
4γ−1 1
(2πn/L)4ǫ
)(q′+1)/q′(1−2(γ+ǫ))
≥ 0 . (3.27)
The exponent (q′+1)/q′(1− 2(γ+ ǫ)) is always at least as large as 2, which it approaches when
r ↑ ∞, γ ↓ 1/2 and ǫ ↓ 0.
No matter how large λ is or how small κ is, the negative term can be made arbitrarily small
by choosing n sufficiently large. Thus, no matter how large the value of the coupling constant
λ may be, or how small κ may be, there exists a finite n ∈ N such that the quantity in (3.23)
is non-negative. For such a value of n, the failure of convexity only concerns the 2n+ 1 lowest
frequency modes. We may then compensate this failure by adding a uniformly bounded term,
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W (φ), to H(φ) that depends on φ only through the 2n + 1 lowest-frequency modes, with the
property that the Dirichlet form associated with the perturbed measure
1
Z
e−β[H(φ)+W (φ)]DφDφ
satisfies a logarithmic Sobolev inequality. As explained in the last section, one may then apply
the Holley-Stroock Lemma to show that the Dirichlet form for the unperturbed measure (1.5)
satisfies a log-Sobolev inequality.
3.1 The convexity-restoring perturbation
We seek to add a bounded function W (φ) to Hλ,κ(φ) such that the sum of 〈η,HessW (φ)η〉 and
the quantity in (3.24) is non-negative. If r > 1+1/(1−2γ) and if ‖φ‖22 > R, for some sufficiently
large R depending on λ, the quantity in (3.24) is actually non-negative. We choose such a value
of R. We are then left with analyzing the Hessian of Hλ,κ(φ) for ‖φ‖22 ≤ R. Here, and only
here, do we need help from W (φ).
Let χ be a smooth non-negative cut-off function on [0,∞) bounded above by 1, with the
properties that χ(t) = 1, for t ≤ 1, χ(t) = 0, for t > 2, and that |χ′(t)|, |χ′′(t)| < 5, for all
t ∈ [0,∞). (One may set χ(t) := 1 − 30 ∫ t
1
(1 − x)2(2 − x)2dx, for 1 < t < 2.) We then define
χR(t) = χ(t/R), R > 0.
We choose the functional W (φ) to be given by
W (φ) =
c
2
(
n∑
k=−n
|φˆ(k)|2
)
χR
(
n∑
k=−n
|φˆ(k)|2
)
, (3.28)
where c is a constant to be chosen later. Recall that Pn denotes the orthogonal projection onto
the span of the {e−i2πkx/L : −n ≤ k ≤ n} in L2.
By direct calculation,
〈η,HessW (φ)η〉 = cχR
(‖Pnφ‖22) ‖Pnη‖22
+ cg1
(‖Pnφ‖22) ‖Pnη‖22 + cg2 (‖Pnφ‖22) |〈φ, Pnη〉|2 (3.29)
where g1(s) = sχ
′
R(s) and g2(s) = 2(2χ
′
R(s) + sχ
′′
R(s)). Note that since |g1(s)| + s|g2(s)| ≤ 35,
for all s,
|cg1
(‖Pnφ‖22) ‖Pnη‖22 + cg2 (‖Pnφ‖22) |〈φ, Pnη〉|2| ≤ 35c‖Pnη‖22 . (3.30)
The parameters in W are chosen as follows: The parameters L, m, κ and λ are given. We
have already chosen a constant a > 0 such that the quantity ma, defined in (3.20), is positive.
Next, we choose γ ∈ (1/4, 1/2) such that (1−2γ)(r−1) > 1, and ǫ > 0. This fixes the exponents
q and q′ in (3.26) and (3.27), respectively. As we have noted, these exponents are at least as
large as 2.
(1) If the quantity in (3.26) is non-negative, we may choose c = 0 and n =∞. In this case λ is
so small and κ is so large that there is no need to add the functional W . Otherwise, we choose
c to be minus the quantity in (3.26), for the chosen value of γ.
(2) Choose ǫ = (1− γ/2), then choose n such that (3.27) is satisfied for this choice of ǫ.
(3) Choose R so large that
− (3λC2a,γL4γ−1)1/(1−2γ)R2/(1−2γ) + κrR2r−2 ≥ 35c .
To satisfy this bound when λ is not small or when L is large, one needs to choose r such that
r − 1 > 1/(1 − 2γ), which we have already assumed. Since the terms in the second line on
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the right side of (3.29) are bounded by 35c‖Pnη‖22 and vanish, unless ‖φ‖2 > R, they can be
absorbed into positive terms coming from the Hessian of Hλ,κ.
With this choice of parameters, we have that
HessHλ,κ+W (φ) ≥ αHessH0(φ) . (3.31)
3.4 Remark. The size of the constant in the log-Sobolev inequality, and hence the magnitude
of the spectral gap will tend to zero exponentially fast in ‖W‖∞. Therefore it is useful to pay
attention to how ‖W‖∞ depends on the allowed choices of parameters. First, for given values of
α and L, there is a constant λ0(α,L) > 0 such that if 0 < λ ≤ λ0(α,L), the quantity in (3.26)
is non-negative, and we may set W = 0. For large λ, our prescription yields
c = O
(
λ
(1−2γ)(r−1)
(1−2γ)((1−2γ)(r−1)−1)
)
.
In the limit of large r, the exponent in this expression approaches 2, but it is always larger
than 2. We must then choose R := O(c1/(2r−2)). Since cR/2 ≤ ‖W‖∞ ≤ cR, for large λ,
‖W‖∞ = λw, for some w > 2, but with w approaching 2 in the limit r → ∞. The log-Sobolev
constant and the spectral gap will thus be of order O(e−Kλw ), for some constant K.
Finally, we observe that we could have defined W without the projection Pn. While it is
comforting that, in this problem, we only need help from W for finitely many modes, this is not
a necessary condition for the applicability of our strategy.
4 Application of the Holley-Stroock Lemma
Let (Ω,F , µ) be a probability space. We define the functional
Entµ(f) =
∫
f ln fdµ−
(∫
fdµ
)
ln
(∫
fdµ
)
on non-negative functions f , with f(ln f)+ integrable, and we define Entµ(f) to be +∞, else-
where. Given a function f ≥ 0, with f ln f integrable, we define the function ϕ on (0,∞) by
setting
ϕ(t) =
∫ [
f ln
(
f
t
)
+ t− f
]
dµ .
Note that ϕ is convex and continuously differentiable, and that ϕ′(t) = −t−1
∫
fdµ+ 1. Hence
ϕ(t) ≥ ϕ
(∫
fdµ
)
= Entµ(f), for all t ∈ (0, 1).
It follows that, for all non-negative functions f with the property that f ln f is integrable,
Entµ(f) = inf
t∈(0,∞)
∫
Ω
[
f ln
(
f
t
)
+ t− f
]
dµ . (4.1)
This leads directly to the following lemma; in our applications, the quadratic fuction Γ(f, f)
in the lemma will be 〈DF, σ2DF 〉.
4.1 LEMMA (Holley-Stroock Lemma). Let (Ω,F , µ) be a probability space on which there is
a densire subset D of L2((Ω,F , µ) on which there is defined a real bilinear map f 7→ Γ(f, f) ∈
L1(Ω,F , µ). Suppose further that F 7→ ∫Ω Γ(f, f)dµ is a Dirichlet from on L2((Ω,F , µ), and
that that the log-Sobolev inequality
Entµ(f
2) ≤ c
∫
Ω
Γ(f, f)dµ
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is valid. Let V be a continuous function with finite oscillation,
osc(V ) := supV − inf V ,
and define a new probability measure µ˜ by µ˜ = 1Z e
V µ. Then the logarithmic Sobolev inequality
Entµ˜(f
2) ≤ ceosc(V )
∫
Ω
Γ(f, f)dµ˜
is valid
Proof. Note that f2(ln f2)+ is integrable with respect to µ if and only if it is integrable with
respect to µ˜, so that Entµ˜ and Entµ have the same domain of definition. By (4.1), and since
the integrand is non-negative,
Entµ˜(f
2) = inf
t∈(0,∞)
∫
Ω
[
f2 ln
(
f2
t
)
+ t− f2
]
1
Z
eV dµ
≤ 1
Z
esupV inf
t∈(0,∞)
∫
Ω
[
f2 ln
(
f2
t
)
+ t− f2
]
dµ =
1
Z
esupV Entµ(f
2) .
Even more simply,
1
Z
esupV
∫
Γ(f, f)dµ = esupV
∫
Ω
Γ(f, f)e−V dµ˜ ≤ eoscV
∫
Ω
Γ(f, f)dµ˜ .
Combining these bounds completes the proof of the lemma.
We apply this lemma with µ := dµλ,κ, as introduced in Eq. (1.5), and Γ(f, f) :=
〈DF, σ2DF 〉. Recall that
Hλ,κ(φ) = H0(φ) + κ‖φ‖2r2 −
λ
p
‖φ‖pp .
To Hλ,κ(φ) we add the functional
W (φ) = a(
n∑
k=−n
|φˆ(k)|2)χR(
n∑
k=−n
|φˆ(k)|2) . (4.2)
Let Pn be the projector onto the span of the {e−i2πkx/L : −n ≤ k ≤ n}. Then
HessW (φ) = 2aχR(
n∑
k=−n
|φˆ(k)|2)Pn + 2ag1(
n∑
k=−n
|φˆ(k)|2)Pn + 4ag2(
n∑
k=−n
|φˆ(k)|2)|Pnφ〉〈Pnφ| ,
where g1(s) = χ
′
R(s) and g2(s) = 2χ
′
R(s) + sχ
′′
R(s).
To estimate the Hessian of Hλ,κ(φ) + W (φ), we return to (3.21) and make two changes:
First, we add the additional terms due to the inclusion of W . Second, we use the spectral
decomposition to estimate the term
lim
t→0
1
t2
3λ
(
1
2
[‖φ+ tη‖44 + ‖φ− tη‖44]− ‖φ‖44
)
= 3λ
∫
|φ|2|η|2 .
We use Lemma 3.2 to show that
3λ
∫
|φ|2|η|2 ≤ Cγ‖Pnψ‖2−4γ2 ‖Pnψ′‖4γ2 ‖φ‖22 + Cγ‖P⊥n ψ‖2−4γ2 ‖P⊥n ψ′‖4γ2 ‖φ‖22 .
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We require positivity of S1 + S2, where
S1(η) := (1 − α)1
2
‖P⊥n η′‖22 + (1− α)
m
2
‖η‖22 −
3λC2γ‖P⊥n η‖2−4γ2 ‖P⊥n η′‖4γ2 ‖φ‖22 + κr‖φ‖2r−22 ‖P⊥n η‖22 , (4.3)
and
S2(η) := (1−α)1
2
‖Pnη′‖22+(1−α)
m
2
‖Pnη‖22−3λC2γ‖Pnη‖2−4γ2 ‖Pnη′‖4γ2 ‖φ‖22+κr‖φ‖2r−22 ‖η‖22+
2aχR(
n∑
k=−n
|φˆ(k)|2)‖Pnη‖22 + 2ag1(
n∑
k=−n
|φˆ(k)|2)‖Pnη‖2 + 4ag2(
n∑
k=−n
|φˆ(k)|2)|〈Pnφ, η〉|2 .
(4.4)
It suffices to show that, for some n and appropriate choices of the other parameters, S1 and S2
are positive.
First, we consider S1. Since ‖P⊥n η′‖22 ≥
1
(2πn/L)2
‖P⊥n η‖22,
‖P⊥n η′‖4γ2 ≤
1
(2πn/L)4ǫ
‖P⊥n η‖−4ǫ2 ‖P⊥n η′‖4(γ+ǫ)2 ,
hence S1 ≥ S1′, where
S1
′ := (1− α)1
2
‖P⊥n η′‖22 + (1 − α)
m
2
‖η‖22−
3λC2γ
1
(2πn/L)4ǫ
‖P⊥n η‖2−4(γ−ǫ)2 ‖P⊥n η′‖4(γ+ǫ)2 ‖φ‖22 + κr‖φ‖2r−22 ‖P⊥n η‖22 . (4.5)
Choosing n sufficiently large, we can effectively make λ arbitrarily small, and then positivity
of S1
′ follows from our previous result. Turning to S2, we observe that the inclusion of W
effectively makes the mass in S2 arbitrarily large, and hence, once again, our previous analysis
establishes the positivity of S2. Altogether, this completes the proof of the main theorem.
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5 Appendix: Spectral Gap and Witten Laplacian
In this section, we briefly recapitulate a formulation of the problem of exhibiting a gap above
the ground-state energy of our Hamiltonian in terms of the Witten Laplacian. The material
reviewed here and in Section 5.1 is standard and is similar to the contents of Section 7 in [14].
We add it here to fix our notations and for the convenience of the reader.
We start our review by considering systems with only finitely many degrees of freedom. It will
turn out to be convenient to re-write our Hamiltonian in Fourier modes. For ease of exposition,
we consider the cubic NLS, with p = 4, and we set β = m = 1. The resulting Hamiltonian,
denoted by 2Φ, is then given by
2Φ(a, a¯) =
∑
n∈Z
(n2 + 1)|an|2 − λ
2
∑
n1−n2+n3−n4=0
an1 a¯n2an3 a¯n4
+
κ
r + 1
(
∑
n
ana¯n)
r+1 (5.1)
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where an, a¯n ∈ C. This definition differs from the one in (1.3) by a factor of 2 and r is replaced
by r + 1, which slightly simplifies some of the factors later on, in sect. 5.2.
Consider a truncated Hamiltonian, ΦN , instead of Φ, which we define to be given by
ΦN = Φ|an = 0, a¯n = 0, for |n| > N.
For simplicity of notation, we drop the subscript N below. Up to a normalization factor, the
truncated Gibbs measure takes the form
µ ∝ e−2Φ
∏
n
danda¯n. (5.2)
When identifing C2N+1 with R2(2N+1), µ is a probability measure on R2(2N+1). We will show
that, up to a normalization constant, e−Φ is the unique ground-state of a certain Schro¨dinger
operator, which is, in fact, the generator of a diffusion process, (cf. L in sect. 1). To provide
precise ideas, we need to engage on a short digression and introduce some notions and notations.
5.1 Some elements of differential calculus on RN
In this section, we review some basic elements of differential calculus on RN . We equip RN with
the standard euclidian metric, (δij)
N
i,j=1. Let φ be a smooth real-valued function on R
N , i.e.,
φ ∈ C∞(RN ;R). Let d be the usual exterior differentiation
d =
N∑
j=1
dxj∧∂xj (·),
and
dφ = e
−φdeφ = d+ dφ∧ =
N∑
j=1
dxj∧zj(·),
where
zj =
∂
∂xj
+
∂φ
∂xj
.
For details concerning differential calculus, see for example [18].
If f is a form of degree m, then dφf is a form of degree m+1. For example, if f is a 0-form,
i.e., a scalar function in C∞(RN ;R), then
dφf =
N∑
j=1
zj(f)dx
j
is a 1-form, which we may identify with a covariant vector-valued function, F , with components
Fj(x) = zj(f)(x),
which are functions in C∞(RN ;RN ). We note that if φ = 0 then dφf = df , which is just the
usual differential of f . If f is a 1-form, f =
∑
j fjdx
j , then
dφf =
∑
i<j
zi(fj)dx
i ∧ dxj
is a 2-form, which we may identify with an N × N antisymmetric matrix function, M , with
matrix elements
Mij(x) = −Mji(x) = zi(fj)(x),
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i.e., M is a function in C∞(RN ;RN ∧RN ). In view of its action on e−φ, the operator zj can be
interpreted as an “annihilation operator”:
zje
−φ = 0, for j = 1, 2, ..., N.
The space of m-forms, m = 1, . . . , N , can be equipped with an L2- scalar product: For two
m-forms, ω and ν, the scalar product, (ω, ν), is defined by
(ω, ν) :=
∫
ω ∧ ∗ν, (5.3)
where ∗ is the Hodge *-operation, (which involves the metric (δij) on RN ). Choosing ν = dφf ,
with f an (m− 1)-form, we may introduce the adjoint, d∗φ, of the operator dφ by setting
(d∗φω, f) := (ω, dφf).
Thus,
d∗φ = e
φd∗e−φ =
N∑
j=1
dxj ⌋ z∗j (·),
where
z∗j = −
∂
∂xj
+
∂φ
∂xj
,
(recall that the metric is given by (δij)), and “⌋” is the usual interior multiplication, which
lowers the degree of forms by one.
If ω is a form of degree m, then d∗φω is a form of degree m− 1. For example, if
ω =
N∑
j=1
ωjdx
j
is a 1-form, then
d∗φω =
N∑
j=1
z∗j (ωj)
is a 0-form, i.e., a scalar function in C∞(RN ;R). (If ω is a 1-form then, for φ := 0, d∗φω = d
∗ω
is just the “divergence” of ω.) If ω is a 0-form, then d∗φω = 0.
The operator z∗j can be interpreted as a “creation operator”. For example, if N = 1 and
φ = x2, then z∗ := z∗j generates the first Hermite polynomial. The operators zj, z
∗
j , j = 1, . . . , N,
satisfy the canonical commutation relations:
[zj , z
∗
k] = 2∂j∂kφ. (5.4)
One easily checks that the operators dφ and d
∗
φ are nilpotent, i.e.,
dφdφ = d
∗
φd
∗
φ = 0.
The space of smooth differential forms is defined by
Ω(RN ) :=
N⊕
ℓ=1
S(RN ; (RN )∧ℓ), where (RN )∧ℓ := RN ∧ · · · ∧ RN︸ ︷︷ ︸
ℓ times
.
Here S denotes Schwartz space. On the space Ω(RN ) of differential forms we define the “Witten
Laplacian”
∆φ = d
∗
φdφ + dφd
∗
φ. (5.5)
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Notice that
dφ∆φ = ∆φdφ and d
∗
φ∆φ = ∆φd
∗
φ, (5.6)
where one uses (5.5). More precisely, denoting by ∆
(ℓ)
φ the restriction of the Witten Laplacian
∆φ to forms of degree ℓ, we have that
dφ∆
(ℓ)
φ = ∆
(ℓ+1)
φ dφ, d
∗
φ∆
(ℓ+1)
φ = ∆
(ℓ)
φ d
∗
φ.
The standard Hodge Laplacian corresponds to setting φ = 0. For a quick overview of analytical
aspects of Hodge theory, see Chapt. 11.3 in [5].
The explicit expression for ∆
(0)
φ is given by
∆
(0)
φ = d
∗
φdφ =
N∑
j=1
z∗j zj = −
N∑
j=1
∂2
∂x2j
+ ‖dφ‖2 − Tr Hess φ.
For example, if φ is a non-degenerate quadratic function on RN , then ∆
(0)
φ is the Hamiltonian of
N harmonic oscillators, and zj and z
∗
j are the usual annihilation/lowering- and creation/raising
operators of N harmonic oscillators, respectively.
More generally, we have that
∆φ =
∑∑
zjz
∗
kdx
∧
j dx
⌋
k +
∑∑
z∗kzjdx
⌋
kdx
∧
j
=
∑∑
z∗kzj(dx
∧
j dx
⌋
k + dx
⌋
kdx
∧
j ) + [zj, z
∗
k]dx
∧
j dx
⌋
k
=
∑
z∗j zj + 2
∑∑
(∂xj∂xkφ)dx
∧
j dx
⌋
k
= ∆
(0)
φ ⊗ I+ 2
∑∑
(∂xj∂xkφ)dx
∧
j dx
⌋
k,
where, to obtain the third line from the second line, we have used (5.4). In particular, with the
identification of 1-forms with covariant-vector-valued functions on RN , we find that
∆
(1)
φ = ∆
(0)
φ ⊗ I+ 2Hess φ. (5.7)
For a smooth, polynomially bounded function φ, (∆
(ℓ)
φ ω, ω) ≥ 0, for an arbitrary ℓ-form
ω ∈ Ω(RN ), and ∆(ℓ)φ is a non-negative, self-adjoint operator on a dense domain in the Hilbert-
space completion of the space Ω(RN ) with respect to the scalar product introduced in (5.3).
If the function φ grows like a positive (fractional) power of |x| then the operators ∆(ℓ)φ have
compact resolvents and hence their spectra are discrete and contained in [0,∞); cf. [17]. The
lowest eigenvalue of ∆
(0)
φ is zero, and the corresponding eigenstate is given by Ze
−φ, where Z
is a normalization factor. This state is annihilated by dφ. The eigenvalue 0 is simple; for, if u
is another eigenfunction corresponding to the eigenvalue 0, then 0 = (∆
(0)
φ u, u) = ‖dφu‖2 and
hence dφu = 0, which implies that u is a multiple of e
−φ.
Using (5.6), we obtain the following intertwining property of the spectra:
σ(∆
(0)
φ )\{0} ⊂ σ(∆(1)φ ). (5.8)
This is because if u is an eigenfunction of ∆
(0)
φ , i.e.,
∆
(0)
φ u = κu
corresponding to an eigenvalue κ > 0 then, applying dφ to both sides, we find that
dφ∆
(0)
φ u = (dφd
∗
φ)dφu = ∆
(1)
φ (dφu) = κdφu.
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Thus, if κ 6= 0 then dφu 6= 0 is an eigenform for ∆(1)φ , which is the statement in (5.8). Using
(5.7), we conclude that σ(∆
(0)
φ ) has a spectral gap if φ is strictly convex. (This implication is
the main reason why we have introduced ∆
(1)
φ .)
Replacing N by 2(2N + 1) and setting φ := Φ, we observe that e−Φ is (proportional to) the
ground-state eigenfunction of the Witten Laplacian ∆
(0)
Φ , which is a Schro¨dinger operator with
potential
V = ‖dΦ‖2 − Tr Hess Φ.
We note that the operator ∆
(0)
Φ coincides with a truncation of the operator L introduced in
sect. 1, provided σ is chosen to be the identity operator; (cf. sect. 2 of [14]).
5.2 A quantitative estimate on the spectral gap
We now apply the formalism introduced above to estimate the spectral gap of the generator L,
see (1.10), of the stochastic process introduced in (1.9). When expressed in terms of Fourier
modes, the metric σ2 (see (1.13)) is a constant diagonal matrix given by
σ̂2(n, n) := σ2(n, n) = (n2 + 1)−s, s > 0.
Let d denote exterior differentiation, as above. In terms of Fourier modes, it is given by
d =
∑
n
dbn ∧ ∂bn(·),
where bn stands for either an or a¯n, and
dΦ := e
−ΦdeΦ =
∑
n
dbn ∧ (∂bn + ∂bnΦ)(·).
We introduce the “metric”
A :=
(
σ2 0
0 σ2
)
,
where each block corresponds to one of the four possible “sectors” a¯a, a¯a¯, aa, aa¯; (we recall the
identification of C2N+1 with R2(2N+1) introduced earlier). We define the (formal) adjoint of dΦ
with respect to A to be:
d∗Φ =
∑
n
(−∂b¯n + ∂b¯nΦ) ◦Adb¯⌋n(·) .
The Witten-Laplacian is defined by
∆Φ = d
∗
ΦdΦ + dΦd
∗
Φ.
Rather straightforward computations show that the restrictions of the Witten Laplacian to the
spaces of 0-forms and 1-forms are given by
∆
(0)
Φ = −2
∑
n
∂2
∂a¯n∂an
+ 〈AdΦ, dΦ〉 − Tr (Hess Φ ◦A),
∆
(1)
Φ = ∆
(0)
Φ ⊗ I+ 2Hess Φ ◦A, (5.9)
where the Hessian matrix is given by
Hess Φ =M1 +M2, (5.10)
with
M1 =
(
[[∂a¯j∂akΦ]] 0
0 [[∂aj∂a¯kΦ]]
)
,
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M2 =
(
0 [[∂a¯j∂a¯kΦ]]
[[∂aj∂akΦ]] 0
)
,
and [[ ]] denotes a matrix of second order partial derivatives. Notice that ∆
(0)
Φ coincides with
the operator L introduced in sect. 1 and that spectral gap above the ground-state energy of
L governs the exponential rate of approach to equilibrium. In the following proposition, the
constants λ, and κ are as in (1.3); (while r differs by 1, cf. (5.1)).
5.1 PROPOSITION. Up to constant multiples, the function e−Φ is the unique eigenfunction
of ∆
(0)
Φ corresponding to the eigenvalue 0. The smallest strictly positive eigenvalue, E1, of ∆
(0)
Φ
satisfies the lower bound
E1 ≥ 1−
(λ
ǫ
) r
r−1
(r − 1
r
) 1
(κr)
1
r−1
> 0,
provided 0 < ǫ < 1, λ is chosen small enough, r ≥ 21−ǫ , and s ≤ 1.
5.2 Remark. Note that E1 ≥ 1 − λ/ǫ, as r → ∞. In this limit, E1 ought to correspond to
the smallest non-zero eigenvalue of the operator ∆
(0)
Φ , with φ (see (1.3)) restricted to a ball of
radius 1 and Dirichlet boundary conditions imposed on the Laplacian acting on φ.
Proof. The statements that the eigenvalue 0 is simple and that the spectra of ∆
(0)
Φ and ∆
(1)
φ are
related by
σ(∆
(0)
φ )\{0} ⊂ σ(∆(1)φ )
are proven as explained above; (our arguments are independent of the choice of the metric A).
Using (5.9), one observes that if there exists a constant c > 0 such that, for all w,
〈Aw¯, 2Hess Φ ◦Aw〉 ≥ c〈Aw¯,w〉,
then E1 ≥ c > 0. To apply this abstract argument to our concrete example, we need to make
some explicit computations using (5.10). We write
A ◦ 2Hess Φ ◦A :=M =
(M11 M12
M21 M22
)
, w =
(
u
u¯
)
.
Then
〈w¯,Mw〉 = 2〈u¯,M11u〉+ 2Re 〈u¯,M12u¯〉.
The matrix elements of M can be seen to be as follows:
M11(n,m) := Dnδnm −Bnm + Cnm,
with
Dn = (n
2 + 1)1−2s + (n2 + 1)−2sκ(
∑
aℓa¯ℓ)
r
Bnm = (λ/2)(n
2 + 1)−s(m2 + 1)−s
∑
k−ℓ=n−m
aℓa¯k
Cnm = (n
2 + 1)−s(m2 + 1)−sκr(
∑
aℓa¯ℓ)
r−1ana¯m,
and
M12(n,m) := −B′nm + C′nm,
where
B′nm = (λ/2)(n
2 + 1)−s(m2 + 1)−s
∑
k+ℓ=n+m
aℓak
C′nm = (n
2 + 1)−s(m2 + 1)−sκr(
∑
aℓa¯ℓ)
r−1anam .
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Since
〈u¯, Cu〉+Re 〈u¯, C′u¯〉 ≥ 0,
we have that
〈u¯,M11u〉+Re 〈u¯,M12u¯〉
≥ 〈u¯, (D −B)u〉 − Re 〈u¯, B′u¯〉
:= I.
Let u˜ be the function with Fourier coefficients
ˆ˜un = (n
2 + 1)−sun.
Then
〈u¯, Du〉 = ‖u˜‖2H1 + κ‖a‖2r2 ‖u˜‖22,
and, similarly,
|〈u¯, Bu〉|+ |Re 〈u¯, B′u¯〉|
≤ λ‖u˜a‖22
≤ λ‖u˜‖2∞‖a‖22
≤ λ
ǫ
‖u˜‖2
H
1+ǫ
2
‖a‖22,
for ǫ > 0. Thus
I ≥ ‖u˜‖2H1 −
λ
ǫ
‖u˜‖2
H
1+ǫ
2
‖a‖22 + κ‖a‖2r2 ‖u˜‖22
≥ ‖u˜‖2H1 −
λ
ǫ
‖u˜‖1+ǫH1 ‖u˜‖1−ǫ2 ‖a‖22 + κ‖a‖2r2 ‖u˜‖22,
with ǫ > 0. We set
‖a˜‖22 =: K
‖u˜‖1−ǫH1
‖u˜‖1−ǫ2
> 0.
RHS =(1− λ
ǫ
K)‖u˜‖2H1
+ κKr
‖u˜‖r(1−ǫ)−2H1
‖u˜‖r(1−ǫ)−22
‖u˜‖2H1
≥ (1− λ
ǫ
K + κKr)‖u˜‖2H1 ,
if r ≥ 21−ǫ , 0 < ǫ < 1. Here we have used that
‖u˜‖H1
‖u˜‖2 ≥ 1.
Let
X = 1− λ
ǫ
K + κKr, K > 0.
Setting ∂X/∂K = 0, leads to
K =
[ λ
κrǫ
]
1
r−1 .
Since
∂2X/∂K2 > 0,
this yields
Xmin = 1−
(λ
ǫ
) r
r−1
(r − 1
r
) 1
(κr)
1
r−1
:= c > 0,
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for λ small enough and r ≥ 21−ǫ , with 0 < ǫ < 1. We conclude that
〈Aw¯, 2Hess Φ ◦Aw〉 ≥ c‖w˜‖2H1 ≥ c〈w¯, Aw〉,
where ‖w˜‖2H1 = ‖u˜‖2H1 + ‖˜¯u‖2H1, provided 1− 2s ≥ −s, or s ≤ 1.
Let f0µ be the distribution of the initial data u0 for the stochastic NLS in (1.9), where µ is
the normalized Gibbs measure in (5.2). Let ftµ be the distribution of the solution at time t, ut.
One then has the following result on exponential convergence to the Gibbs state.
5.3 COROLLARY.
‖ft − 1‖L2(µ) ≤ e−tE1‖f0 − 1‖L2(µ),
where E1 > 0 satisfies the lower bound in Proposition 5.1, provided 0 < ǫ < 7/9 and λ is
sufficiently small.
Proof. This follows from Theorem 5.7 in [6], which, thanks to Proposition 5.1, can be applied
provided r > 9, since the lower bound on E1 is then uniform in the truncation of the Fourier
modes at n = N .
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