In this paper we introduce and study n-point Virasoro algebras,Ṽa, which are natural generalizations of the classical Virasoro algebra and have as quotients multipoint genus zero Krichever-Novikov type algebras. We determine necessary and sufficient conditions for the latter two such Lie algebras to be isomorphic. Moreover we determine their automorphisms, their derivation algebras, their universal central extensions, and some other properties. The list of automorphism groups that occur is Cn, Dn, A 4 , S 4 and A 5 . We also construct a large class of modules which we call modules of densities, and determine necessary and sufficient conditions for them to be irreducible.
Introduction
We assume in this paper that N = {1, 2, . . . } and Z + = {0, 1, 2, 3, . . . }, and all vector spaces and algebras are over the complex numbers C.
Consider the Laurent polynomial ring C[t, t −1 ] as the ring of rational functions on the Riemann sphere C ∪ {∞} with poles allowed only in {∞, 0}. This geometric point of view suggests a natural generalization of the loop algebra construction. Instead of the sphere with two punctures, one can consider any complex algebraic curve X of genus g with a fixed subset P of n distinct points. Following this idea one arrives at M. Schlichenmaier's definition of multipoint algebras of KricheverNovikov affine type if we replace C[t, t −1 ] with the ring R of meromorphic functions on X with poles allowed only in P in the construction of affine Kac-Moody algebras (see [22] , [15] , [14] , and [16] ). The n-point affine Lie algebras also appeared in the work of Kazhdan and Lusztig ([10, Sections 4 & 7] , [5, Chapter 12] ). KricheverNovikov algebras are used to constuct analogues of important mathematical objects used in string theory but in the setting of a Riemann surface of arbitrary genus: vacuum vectors, the stress-energy tensor, normal ordering, and operator product expansion formulae. Moreover Wess-Zumino-Witten-Novikov theory and analogues of the Knizhnik-Zamolodchikov equations are developed for analogues of the affine and Virasoro algebras (see the survey article [27] , and for example [24] , [25] , [26] , [22] , [23] , and [18] ). For a q-analogue of the Virasoro algebra see [11] .
In this paper we study the algebra of derivations of R where R is the ring of rational functions on P 1 with poles allowed only at the fixed finite number of points in P . Below we explicitly describe the universal central extension of this algebra which is a good algebraic candidate for the n-point Virasoro algebra (see also [30] ).
Let n ∈ N. Let a 1 , a 2 , · · · , a n ∈ C be n distinct numbers, and let C(t) be the field of rational functions in the indeterminate t. We set a = (a 1 , a 2 , · · · , a n ) ∈ C n . Let R a be the subalgebra of C(t) generated by t, (t − a 1 ) −1 , · · · , (t − a n ) −1 , and V a = Der(R a ). The universal central extension of the Lie algebra V a we will call the (n + 1)-point Virasoro algebra of V a = Der(R a ) and we will denote it byṼ a . Perhaps one could denote Der(R a ) by W a , but this would likely cause a conflict of notation with W -algebras studied elsewhere. When n = 1 and a 1 = 0, R a is the ring of rational functions with poles at the two points 0 and ∞ which is why we call the classical Virasoro algebra, a 2-point Virasoro algebra.
The present paper is organized as follows. In Section 2, we obtain some basic properties of the associative algebra R a and the Lie algebra V a ; determine the group of all invertible elements of R a , give a useful basis of R a and V a and explicitly describe Lie brackets of V a using its basis elements. The main technique we use here is residue calculus from complex analysis. The Lie brackets of V a can give a lot of nontrivial combinatorial identities, and we obtain one for later use. In Section 3, we obtain the necessary and sufficient conditions for two Lie algebras V a and V a ′ to be isomorphic. The automorphism group AutV a is isomorphic to the automorphism group of the ring R a and it is the latter that we first explicitly describe. In this regards one should recall that in the classical affine setting AutC [[t] ] gives by providing transformation rules, global geometric meaning to vertex operators on algebraic curves (see [5, Chapter 5] ). There are actually two distinct classes of isomorphisms in Aut R a . We also determine the isomorphism classes of all algebras V a and describe the automorphism group of any V a . Various examples are presented which illustrate these results. Using a result due to F. Klein [12] , we describe the possible list of automorphism groups as that consisting of the cyclic group C N , the dihedral group D N , the alternating group A 4 or A 5 , and the symmetric group S 4 . We give examples of a showing that each of these groups occurs. Rather mysteriously (at least to us) these are the same groups that appear elsewhere in Lie theory (e.g. in the McKay correspondence [13] and in conformal field theory [2] ). The second cohomology group of V a is computed in Section 4, and is shown to be n-dimensional. Consequently, we can obtain the n-dimensional universal central extension of V a which we will call the n-point Virasoro algebra. (One can deduce some combinatorial identities when calculating the 2-cocycles, which may be interesting to combinatorists.) In the last section, we construct a large class of modules V (α, β) := R a z over V a parameterized by α ∈ Z n and β ∈ C. We determine necessary and sufficient conditions for these modules to be irreducible. It is shown that the modules are irreducible except when (1) β = 0 and α ∈ Z n ; or (2) β = 1, n 2; or (3) β = 1, n = 1 and α ∈ Z. More precisely, if β = 0 and α ∈ Z n , then V (α, β) has a nontrivial irreducible quotient module and the corresponding submodule is 1-dimensional. Let ∂ = d/dt. If β = 1, then V (α, β) has a smallest nonzero submodule
which is irreducible; V (α, β)/∂(R a z) is a trivial module and, is 0 if and only if n = 1 and α ∈ Z. In addition if α ∈ Z n , then
and dim(R a z/∂(R a z)) = n. Since n-point Virasoro algebras have many properties similar to the classical Virasoro algebra, we hope that they will have applications to physics and to other areas of mathematics, just as in the case of the classical Virasoro algebra.
In some related work of the first author and V. Futorny [3] a description is given for the generators and relations of the universal central extension of the infinite dimensional Lie algebra, sl 2 
, appearing in the work of Date, Jimbo, Kashiwara and Miwa in their study of integrable systems arising from the Landau-Lifshitz differential equation. Here the universal central extension is described in terms of elliptic integrals and polynomials related to certain ultraspherical polynomials. We are currently investigating the structure of the universal central extension and the automorphism group of the Lie algebra of differeomorphisms of such coordinate rings as
Again elliptic integrals and orthogonal polynomials make their appearance in this description. This work will appear in a later publication. Finally, the reader should note that since Der(R a ) = R a ∂, a result of Jordan [7] shows that Der(R a ) provides an interesting family of infinite-dimensional simple Lie algebras.
Properties of V a
We first recall some notation from [29] . Let A be any unital commutative associative algebra and let Der(A) is the Lie algebra of all derivations of A. A Lie subalgebra L of Der(A) is called regular if it is also an A-module.
Now we return to V a for some a = (a 1 , · · · , a n ) ∈ C n with a i distinct. It is easy to see that V a = R a ∂ which is a regular Lie algebra. Let R * a be the unit group of R a , that is, R * a consists of all invertible elements in R a . Similarly we define C * . We collect some properties of V a as follows, which will be repeatedly used later.
Lemma 2.1. Let R a and V a be as above. Then (a). R a has a basis {t
Proof. (a) follows from the Chinese Remainder Theorem. (b) follows from (a) and the fact that V a = R a ∂ and (R a ∂)(t) = R a . Now we prove (c). For any x ∈ R * a , we can write x as x = f (t)
, where f (t) and g(t) are relatively prime polynomials in t, and that g(t)
Since 1/x = g/f ∈ R * a , similar arguments infer that f is also of the form
* . This completes the proof. Now we determine the brackets of basis elements of V a . We see that V a has subalgebras isomorphic to the centerless Virasoro algebra:
for any i = 1, 2, · · · , n. Note that the positive part span{(t−a i )
is a subalgebra of V a which is independent of i. The Lie bracket of V a is defined as follows
For the convenience of later use, we write the brackets in terms of basis elements of V a :
Theorem 2.1. For any k, l ∈ N, m ∈ Z and i = j, we have 
.
One might want to compare the above with [20, Section 8] .
Proof. (a) is a direct consequence of Newton's binomial theorem:
Now we prove (b). For any b = c ∈ C, we know that
for some complex numbers c i , b j . Let γ be a circle in the complex plane about c with b lying outside γ. For any 1 m k, consider the following integral
which gives that
A similar calculation gives 
Substituting it into the following Lie bracket, we deduce
Note that the above formula is also true for k = 0 or l = 0 if we make the convention that
This completes the proof of (b).
From the above Lie bracket, we can deduce the following combinatorial identity, which could be used in Section 4 to verify that the ϕ i in that section are 2-cocycles, but we will follow another route to the proof of this fact.
Corollary 2.1. Suppose that x, y, z ∈ C are distinct and m, k, l ∈ N, then for any 1 r m + 1 we have the following identity
Proof. Denote a = (x, y, z) ∈ C and consider the Lie algebra
−l are linearly independent over C. Fix some m, k, l ∈ N. Now consider the Jacobian identity
Expanding all the brackets above using Theorem 2.1 (b), and comparing the coefficients of (t − x) −r for any 1 r m + 1, we get the identity in the lemma. We omit the details. 
Isomorphisms, automorphisms and Derivations
We first determine the conditions for two different n-point Virasoro algebras to be isomorphic.
Theorem 3.1. Suppose {a 1 , a 2 , · · · , a n } and {a
′ m } are two sets of distinct complex numbers and ϕ : R a → R a ′ is an isomorphism of associative algebras. Then m = n, ϕ is a fractional linear transformation, and one of the following two cases holds (a). There exists some constant c ∈ C such that a i − a 1 = c(a
for all k ∈ Z after reordering a i and a ′ i if necessary. Moreover, the maps given in (a) and (b) indeed define algebra isomorphisms between R a and R a ′ under the corresponding conditions.
The fact that any automorphism of P 1 is completely determined by where it sends 0, 1 and ∞, is due to the fact that the Galois group of C(t) consists of all Möbius inversions (see [31, Example 21.9 
]).
Proof. We know that ϕ(R * a ) = R * a ′ as multiplicative groups, and ϕ(C * ) = C * . By Lemma 2.1, we have that
Using the isomorphism ϕ we see that
′ , by the universal mapping property of C(t), there exists a unique field automorphism in the Galois group ϕ ∈ Gal(C(t)/C) such that ϕ| Ra = ϕ. Now it is known that every element in this Galois group is a Möbius transformation, so We also know that ϕ(R * a ) = R * a ′ so that there exists c i ∈ C * , k ik ∈ {0, ±1}, such that
where there are at most two nontrivial factors since
Since ϕ(t − a i ) is not a constant we must have that (c − aa i )t + d − ba i and at + b are relatively prime.
Case 1. Suppose a = 0. Then we may assume b = 1 and ϕ(t) = ct + d. Then fixing 1 i n we have
for some j. After reindexing the a ′ j 's if necessary we may assume that j = i. Thus
for any i and k. This gives us (a).
Case 2. Suppose a = 0. Note that from (3.1) we see that
with f i (t) being either 1 or a linear factor of the form t − a ′ k for some k = l i . Since a = 0 we may assume a = 1 and we have
for all i where f i (t) is either 1 or a linear factor of the form t − a k for some k. So all of the ϕ(t − a i ) have a fixed denominator t + b = t − a ′ s for some fixed s. As the quotients (t − a 1 ) −1 , . . . , (t − a n ) −1 are linearly independent, and the quotients (t − a
are linearly independent, there must be exactly one index k for which f k (t) = 1. After reindexing the a i 's we may assume that k = 1. After reindexing the a 
, i = 1.
Now setting c = c 1 we get
and thus we see that 
It is easy to see that this ϕ defines an isomorphism from R a to R a ′ . Consequently,
This completes the proof.
For convenience, we call isomorphisms defined in (a) and (b) isomorphisms of the first kind and isomorphisms of the second kind respectively. Corollary 3.1. Suppose {a 1 , a 2 , · · · , a n } and {a
′ n } are two sets of distinct complex numbers. Then a map ϕ : R a → R a ′ is an isomorphism of associative algebras if and only if its unique extension ϕ ∈ Aut(C(t)) maps the unordered set {∞, a
Consequently, any such ϕ is completely determined by the image of t.
Remark 3.1. Because of Corollary 3.1, automorphisms of the second kind ϕ(t) in part (b) of Theorem 3.1 are completely determined by the formula
for some fixed c and permutation τ (see §Appendix A for use of this fact).
Now we can prove the main result in this section.
Theorem 3.2. Suppose {a 1 , a 2 , · · · , a n } and {a
′ m } are two sets of distinct complex numbers and ψ : V a → V a ′ is an isomorphism of Lie algebras. Then m = n and one of the following two cases holds (a). There exists some constant nonzero c ∈ C such that a i − a 1 = c(a
for all k ∈ Z after reordering a i and a ′ i if necessary.
Proof. As in [29] , let
Then J 1 = 6R a = R a and J 2 = 0. This means that we can apply [29, Theorem 2] , to see that there exists an associative algebra isomorphism ϕ :
for all x ∈ R a . From Theorem 3.1 we know that ϕ has two different kinds.
Case 1. ϕ is of the type in (a) of Theorem 3.1.
Case 2. ϕ is of the type in (b) of Theorem 3.1. Now we compute
Similarly to what we defined earlier, we call isomorphisms in (a) and (b) isomorphisms of the first kind and isomorphisms of the second kind respectively. Now we can determine isomorphism classes of the algebra V a . For any a = (a 1 , · · · , a n ) ∈ C n with a 1 , · · · , a n distinct, we define
where we set 0 −1 = 0. By direct computations we can easily prove the following theorem.
Theorem 3.3. Suppose that {a 1 , a 2 , · · · , a n } are distinct complex numbers and a = (a 1 , · · · , a n ). (a). The C 1 is the set of all a ′ ∈ C m for some m ∈ N such that V a ′ ≃ V a under isomorphisms of the first kind; (b). C 2 is the set of all a ′ ∈ C m for some m ∈ N such that V a ′ ≃ V a under isomorphisms of the second kind; (c).
Denote by Aut(V a ) the automorphism group of V a . Next we will study Aut(V a ) for various a = (a 1 , a 2 , · · · , a n ). Let us start with some simple examples. Example 1. If n = 1, it is well-known that V a is isomorphic to the centerless Virasoro algebra for any a ∈ C, whose automorphism group is C * × Z/(2Z).
Remark 3.2. From Theorem 3.2 we know that if n > 1, each automorphism of V a of the second kind corresponds to a permutation on the set {a 1 , a 2 , · · · , a n } and a choice of a 1 , while each automorphism of V a of the first kind corresponds to a permutation on the set {a 1 , a 2 , · · · , a n } (independent of the choice of a 1 ).
Example 2. If n = 2, any two V a and V a ′ are isomorphic for all a, a ′ ∈ C 2 provided a 1 = a 2 and a
Without loss of generality, we may assume that a = (0, 1). By Theorem 3.2, we can easily deduce that the first kind automorphisms of R a are ι, ϕ where ι = identity map and ϕ(t) = 1 − t; the second kind automorphism of V a consists of π 1 , π 2 , π 3 , π 4 :
It is easy to see that
Then we have that Aut(V a ) ∼ = D 3 , the 3-rd dihedral group.
To study Aut(V a ) in general, from Theorem 3.3 we can assume if necessary that
Let σ be an automorphism of V a of the first kind corresponding to a permutation which we still denote by σ on the index set {1, 2, · · · , n}, i.e., a σ(i) −a σ(j) = c(a i −a j ) for all i, j, where c ∈ C * . We can use the same symbol σ for different meanings since σ = 1 on V a iff σ = 1 on {1, 2, · · · , n}.
For convenience, we let S a be the set of all triples (i, i ′ , c) such that for some constant c depending on i, i ′ .
Theorem 3.4. Let a 1 , a 2 , · · · , a n be distinct complex numbers with n ≥ 3, and let a = (a 1 , · · · , a n ) and σ ∈ Aut(V a ).
(a). Suppose (3.2) holds. Then σ is of the first kind iff there exist distinct complex numbers
For each such partition of {a 1 , a 2 , · · · , a n } we get d automorphisms of the first kind. (b). σ is of the second kind iff there exist a pair (i, i ′ ) and c ∈ C * such that (3.3) holds. Furthermore, the set of automorphisms of the second kind and the set S a is in 1-1 correspondence.
Proof. From [29, Theorem 3.2] we know that there exists an associative algebra
(a). "⇒". In this case, there exists c ∈ C * such that a σ(i) − a σ(j) = c(a i − a j ) for any 1 i, j n. We may assume that σ = 1. Let O be an orbit of σ in {1, 2, · · · , n}. Suppose d = |O| > 1. Without loss of generality we may assume that O = {1, 2, · · · , d} and s = σ s−1 (1) for all s = 1, · · · , d. Then we have
we see that c s−1 = 1 for any 1 ≤ s ≤ d or c = 1. We see that c = 1 because otherwise if we set
Thus, c is a primitive d-th root of unity. Then we deduce that {1, 2, · · · , n} is a union of all σ-orbits and each orbit has the length 1 or d. If O ′ = {a j } is a singleton orbit of σ, then we have a σ s+1 (1) − a j = c(a σ s (1) − a j ), i.e., ca σ s (1) − a σ s+1 (1) = (c − 1)a j . Adding them up from s = 0 to d − 1, we can deduce
It follows from this that if there is a singleton orbit for σ, then the singleton orbit is unique, and the sum s∈O a s is independent of O for any orbit O of σ with |O| > 1. 
Adding them up and using ′ . So this direction of (a) is proved. "⇐". This direction can be verified by direct computation by taking a σ(i) = ωa i .
(b). "⇒". From Theorem 3.2, we know that there exist 1 i n and a permutation τ on the index set {1, 2, · · · , n} such that
, and (a j − a i )(a τ (j) − a τ (i) ) = c, ∀ j = 1.
Thus (3.3) holds. "⇐". This direction can be verified by direct computation.
It is not hard to see from the proof of this theorem the following Corollary 3.2. Suppose (3.2) holds. The set of automorphisms of the first kind forms a cyclic subgroup generated by the rotation z → e ıθ z where θ = 2π/d for some positive integer d.
From the above corollary and Theorem 3.4 we know that if n > 1, there are at most n automorphism of V a of the first kind, and there are at most n 2 (n − 1) automorphisms of V a of the second kind. So the group Aut(V a ) is finite with order at most n 3 − n 2 + n. Example 3. If n = 3, we may assume that a = (0, 1, x) for some x ∈ C \ {0, 1}. Applying Theorem 3.2 we deduce that V (0,1,x) ≃ V (0,1,y) if and only if one of the following holds:
The following are clearly nontrivial automorphisms of V (0,1,x) of the second kind: σ 1 (t) = x t which is obtained by taking a = (0, 1, x) and a ′ = (0, x, 1), taking a = (1, 0, x) and a ′ = (1, x, 0),
which is obtained by taking a = (x, 0, 1) and a ′ = (x, 1, 0). It is easy to see that H = {ι, σ 1 , σ 2 , σ 3 } is a subgroup of Aut(V a ) isomorphic to the Klein four group V = D 2 . Since all the three corresponding algebras are isomorphic, we may take x = −1. Then we have the automorphism of the first kind
where for example a = σ 2 τ and b = τ , in this case.
Since all the two corresponding algebras are isomorphic, we may take x = 1+ √ −3 2 . Then we have the automorphism of the first kind τ 2 (t) = −x(t − 1). It is clear that τ for an arbitrary a, but the above theorem tells us that Aut (V a ) is one of the groups of type (a)-(c) above.
In the appendix at the end of the paper we show that each of the finite groups listed in Theorem 3.6 appear as an Aut(R a ) for some a.
Here is one last conclusion we can get about V a :
Theorem 3.7. Suppose {a 1 , a 2 , · · · , a n } is a set of distinct complex numbers. Then all derivations of V a are inner derivations.
Proof. This is a direct corollary of Theorem 3.2 in [29] .
Universal central extensions of V a
In this section we shall determine the universal central extension of the Lie algebra V a . For any 1 i n,we define the skew-symmetric bilinear map ϕ i : V a × V a → C as follows on the basis elements in Lemma 2.1:
and ϕ i = 0 at all other pairs of basis elements. From this it is easy to see that
which is the motivation for the formula (4.1). Now we have the following Lemma 4.1. The above defined ϕ i are 2-cocycles on V a which are not 2-coboundaries for all i = 1, ..., n.
Proof. One can prove by direct computation using Corollary 2.1 that the ϕ i are 2-cocycles. Another approach is the following: Let Σ be a Riemann surface. Schlichenmaier has shown in [21] that
is a 2-cocyle where C is any cycle on Σ, R is a projective connection (see [21, Equation 3.13] ) and e and h are vector fields that are locally represented by the form In our case since the genus is zero, using the coordinate z, one can set R = 0. If we take C = C i to be a loop around the point a i , but not inclosing the other points a j , then the above integral gives us the γ Ci,0 = ϕ i above. We omit the detailed computation.
In [33] the Wagemann describes the continuous cohomology groups of meromorphic vector fields on a Riemann surface Σ with poles at a finite number of points. In this work the modules and algebras under consideration are topological objects and the cohomology is computed using continuous cochains whereas below we (and Skryabin) deal with arbitrary linear cocycles.
Suppose R is an associative commutative ring with unit, W ⊂ DerR is a Lie algebra over Z such that W is a rank 1 projective R-module such that (1) 2 is invertible in R and 3R = R,
Then one of the main results of Skryabin [30] is that the kernel of the universal central extension of W is isomorphic to H 1 (Ω) where H 1 (Ω) is the de Rham cohomology with respect to W . His proof is rather indirect and somewhat involved. In our setting we offer below a more direct proof of the determination of the 2-cohomology group of V a .
Proof. Suppose that ψ : V a × V a → C is an arbitrary 2-cocycle. For any 1 i n and k ∈ Z, we define a linear map by action on basis elements in Lemma 2.1 as follows
Each χ i,k induces a 2-coboundary ψ i,k via the formula
It is clear that any infinite sum j∈Z y i,j ψ i,j is a well-defined 2-coboundary for any i and any y i,j ∈ C since it is induced from a linear function j∈Z y i,j χ i,j on V a .
Recall that for any 1 i n, we have a centerless Virasoro subalgebra Vir
We see that the restriction of ϕ i on Vir (i) × Vir (i) is a nontrivial 2-cocycle on Vir (i) . Then by the cohomology theory of Virasoro algebra, there exist x i , y i,j ∈ C for 1 i n and j ∈ Z such that We replace ψ with
Then we obtain that
Now we need only to prove that ψ = 0, i.e.,
Step 1. (4.6) holds. (4.6) holds for k, l ∈ Z + because of (4.4). Now we need only to prove For any 1 i n and k s 3, we have that
, and applying induction on k to (4.9) we deduce that
Now we consider (4.8) for s = 1. For any k ∈ N we have
which is exactly (4.8) for k ≥ s = 1. This completes Step 1. Step 2. (4.7) holds. From (4.4), (4.5) and (4.6), we know that
(4.11)
Then we need only to prove (4.7) for k, l ∈ −N. Fix any i, j
Then for any l, m, k ∈ N with l m, using (4.11) we obtain
When m = 1, formula (4.12) gives
By symmetry we can deduce that
Using induction on k and l, we can get
(4.13)
Then take l = m = 3 and k = 1 in (4.12), and using (4.11) we get Simplifying it, we have c 1,1 = 0. Then formula (4.13) gives c k,l = 0 for all k, l ∈ N.
Step 2 follows and the theorem is proved.
By Theorem 4.1, we can get the universal central extension V a of V a as follows:
Cc i as a vector space with the Lie bracket given by
Similar to the classical Virasoro algebra, it will be more proper to call the universal central extension V a an (n + 1)-point Virasoro algebra.
Remark 4.1. Note that the 2-cocycles ϕ i , i = 1, · · · , n seem not so elegant since they have nonzero values on many pairs of elements from "negative" part of the algebra. However, we can construct a "nice" 2-cocycle ϕ = n i=1 ϕ i , which has a more "natural" action on V a :
This ϕ is the separating cocycle in [19] . Using the 2-cocycle ϕ, we can obtain some combinatoric identities which might be interesting. Here is an example. Corollary 4.1. For any k, l, m ∈ N with m < k + l + 3 and any x, y ∈ C, we have the following identity
Proof. The above identity is trivial if x = y. Next we assume that x = y. Consider some V a with a = (x, y) ∈ C 2 . Using the 2-cocycle ϕ and computing for all m ∈ Z + and l, k ∈ N:
we can obtain the identity in the lemma. We omit the details. 
Modules of Densities over V a
For any α = (α 1 , α 2 , · · · , α n ) ∈ C n , and β ∈ C, let V (α, β) = R a z be the free rank one R a -module with generator z. We will define an action · of V a on the R a -module V (α, β) so as to satisfy the following:
for all i = 1, · · · , n and k ∈ Z (here one may also have a i = 0 for some i). Unfortunately this equation does not immediately tell us that the action is well defined as the factors (t − a 1 ) k1 (t − a 2 ) k2 · · · (t − a n ) kn z are not linearly independents. The formula above is motivated by the idea that z should be the algebraic equivalent of the multivalued complex "densities" [20, equation 8] ). To avoid any ambiguity we will not omit the dot for the action. Then the above action may be rewritten as
To make this well defined we only need to make sure that ∂(gz) is well defined. We set
where the second equation can be viewed as defining f ∂(gz) with f and g running over basis elements of R a given in Lemma 2.1. The later defining equation for f ∂(gz) is linear in f and g and gives the definition for all f, g ∈ R a , not necessarily basis elements. Consequently we have a well defined linear map V a → End(R a z) when β = 0. In order to prove that · makes R a z into a V a -module we will need to know that (2.1) is satisfied for (5.2). To that end we expand out (using (5.2))
while on the other hand (again using (5.2)) Thus (2.1) is satisfied. We also set zf (t) = f (t)z for any f ∈ R a . Lemma 5.1. V (α, β) is a V a -module for all α ∈ C n and β ∈ C.
Proof. Since R a and V a = R a ∂ both act on V (α, β) = R a z, one has to be very careful about this. Now to see that the above action makes V (α, β) into a V a -module, we need to check
Using the fact that (2.1) is satisfied for our definition (5.2), the right hand side of the above equation is
Thus the V (α, β) are V a -modules for all α ∈ C n and β ∈ C.
It is clear that, when α = (0, · · · , 0) and β = 0, V (α, β) is the natural representation of V a on R a ; when α = (0, · · · , 0) and β = −1, V (α, β) is the adjoint representation of V a . It is also clear that, if α i − α ′ i ∈ Z for all i = 1, 2, · · · , n and β = β ′ then V (α, β) ≃ V (α ′ , β ′ ). We call a module of the form V (α, β) a module of densities.
Lemma 5.2. Suppose that S is a nonzero subspace of V (α, β) such that ∂(S) ⊆ S and R a S ⊆ S. Then S = V (α, β).
Proof. Since S is a nonzero R a -submodule of R a z, there exists a nonzero polynomial g ∈ R a such that gz ∈ S. Let deg(g) = m. Noting that ∂(z) = n i=1 (α i /(t − a i ))z, we obtain from (5.2)
Thus ∂ m (g)z ∈ S while ∂ m (g)z is a nonzero multiple of z. Then z ∈ S. Consequently, R a z ⊆ S and hence S = R a z, as desired. Now we can use the above lemma to determine criteria on (α, β) for the irreducibility of V (α, β) and to describe all submodules of V (α, β) if it is reducible. Theorem 5.1.
(a). The V a -module V (α, β) is reducible if and only if (1) . β = 0 and α ∈ Z n ; or If f i = 0 for some 1 i n, we may suppose b i,mi = 0, then comparing the coefficients of (t − a a ) −mi−1 z in (5.10), we have −m i b i,mi + α i b i,mi = 0, which implies α i = m i ∈ N, contradicting the assumption Re(α i ) < 1. Thus f i = 0 for all 1 i n, i.e., (5.10) becomes 11) which implies that t − a i divides f for any 1 i n. Since ∂(f z) = z infers f = 0, then there exists some nonzero h(z) ∈ C[t] such that f = (t−a 1 )(t−a 2 )...(t−a n )h. In particular, deg(f ) n. Thus we may assume that b m = 0 and deg(f ) = m n 2. Equation (5.11) can be reformulated explicitly as  Multiply the above equation by (t − a 1 )(t − a 2 )...(t − a n ), we get
Again comparing the coefficients of t n+m−1 in (5.10) and noticing m > 1, we have −mb m + n i=1 α i b m = 0, which implies n i=1 α i = m n, contradicting the assumption Re(α i ) < 1. Thus ∂(R a z) = R a z. The claim is proved and the theorem follows.
(d). In this case one can easily verify that the following linear map is a module isomorphism:
ϕ : V (α, 0) → ∂(R a z), f z → ∂(f z), for any f ∈ R a .
(e). Follows from (c) and (d).
Remark 5.1. We do not know the dimension of the module R a z/∂(R a z) with trivial action when β = 1, n > 1 and α ∈ Z n . Remark 5.2. As we said at the beginning of the paper, the centerless n-point Virasoro algebras, V a , are genus zero Krichever-Novikov type algebras. For positive genus Krichever-Novikov type algebras, one can expect to study similar properties as this paper does. But we have noticed that the positive genus Krichever-Novikov type algebras behave quite differently from genus zero Krichever-Novikov type algebras, and it is even harder to obtain the same results. Now we are working on genus 1 and 2 Krichever-Novikov type algebras in another paper.
Remark 5.3. Representations in Section 5 are for centerless n-point Virasoro algebras, V a . It will be very interesting to investigate representations for n-point Virasoro algebras with nonzero central actions. One may study highest-weight-like modules similar to usual highest weight modules. But note that the algebraṼ a does not have a good Z-gradation or a triangular decomposition as defined in [17] .
Remark 5.4. . The restriction of the module structure on V (α, β) to the centerless Virasoro algebra Der(C[t, t −1 ] is completely determined in [6] .
