The recently developed technique of time-resolved spectroscopy with phase-locked optical pulse pairs is further explored with additional experimental data and more detailed comparison to theory. This spectroscopic method is sensitive to the overall phase evolution of an optically prepared nuclear wave packet. The phase locking scheme, demonstrated for the B.-X transition of gas phase molecular iodine, is extended through the use of in-quadrature locked pulses and by examination of the dispersed fluorescence signal. The excited state population following the interaction with both pulses is detected as the resultant two-field-dependent fluorescence emission from the B state. The observed signals have periodically recurring features that result from rovibrational wave packet dynamics ofthe molecule on the excited state electronic potential energy curve. Quantum interference effects cause the magnitude and sign of the periodic features to be strongly modulated. The two-pulse phase-locked interferograms are interpreted with first order time-dependent perturbation theory. Excellent agreement is found between the experimental interferograms and those calculated from literature values of the parameters governing the electronic, vibrational and rotational structure of 1 2 , A relationship between the phase-locked interferograms and the timedependent linear susceptibility is obtained. The in-phase and in-quadrature phase-locked interferograms together provide a complete record of the optical free induction decay. Thus by combining the in-phase and in-quadrature data, we obtain the contributions to both the absorptive and dispersive linear susceptibilities arising from transitions within the pulse spectrum.
I. INTRODUCTION
The ability to control the relative optical phase of ultrashort light pulses, I as well as their duration and time delay,2,3 offers new capabilities for the study and manipUlation of molecular responses. We have recently reported a new experimental method for setting and maintaining the relative optical phases within a sequence of ultrashort light pulses. [Ref. 1, referred to here as I] The time and frequency integrated spontaneous resonance emission of 12 vapor excited by a pair of phase-controlled pulses, monitored as a function of the inter-pulse time delay. exhibited periodic oscillations and decay. Because of phase locking, the frequency of oscillation of the two-pUlse interference is reduced from the optical (i.e., electronic) to the vibrational domain. It was shown in paper II that the fluorescence interferogram records the quantum mechanical interference between the two excited state nuclear wave packets prepared by the pulse pair as the interference contribution to the excited state population. The wave packet prepared by the initial pulse propagates on the upper potential surface during the interpulse delay, while the reference wave packet originates from a stationary ground state wave function. It was found that the fluorescence-detected interferences are absent when control over the relative optical phase of the pulses is not actively maintained. Interference signals were observed for time delays three orders of magnitude longer than the pulse duration.
The interval between recurrences in the interference contribution to the B-state population of 12 corresponds to the inverse of the excited state vibrational level spacing. Paper 1 compared experimental interferograms with interferograms calculated when only the vibronic levels of 12 are included (i.e., nonrotating 12 ). The vibronic model calculations correctly accounted for the periodic return of the initially prepared wave packet to the Franck-Condon region, which is necessary for interference with the reference wave packet generated by the delayed pulse. Qualitative agreement was found in the delay times for maximum constructive and destructive interference. The overall form of the fluorescence interferogram varied greatly with changes in the frequency of the selected spectral components of the pulse pair, termed the locked frequency, between which a constant phase angle was maintained. The dependence ofthe form of the interferogram on the locked frequency was shown to be a consequence of the fact that the interference contribution to the excited state population of a given vibronk level is governed by the difference between the locked frequency and the transition frequency to that level.
Despite the qualitative agreement between many features of the observed and calculated interferograms, significant differences remained. In particular, the observed inter-ference signal exhibited a more pronounced decrease in amplitude with interpulse delay than obtained in the vibrations-only calculations. One of the purposes of this paper is to investigate the eft'ects of the rotational level structure on the interference signal. We show that the proper inclusion of rotational as well as vibronic structure captures the observed decay of the interterence amplitude. In addition, it is found that an accurate treatment of the single pulse intensity spectrum is necessary for quantitative agreement with experiment.
Re~onant4-7 and nonresonant 8 ,9 femtosecond pumpprobe studies in both liquid 4 ,5,7-9 and gaseous 6 media often exhibit impulsively excited vibrational oscillations which decay, in general. due to both homogeneous and inhomogeneous dephasing mechanisms. lO • n These pump-induced nuclear responses correspond to the decay of vibrational coherences on the ground and/or excited electronic state potential energy surface. For such electronically resonant experiments, interference contributions to the excited state responses due to the phase evolution of initially prepared vibronic coherences result only during the duration of the pump pulse. 12, 13 In contrast, the damped oscillations reported here arise from the rovibronic wave packet evolution during the time interval between the two excitation fields referenced to a near-resonant (i.e., locked) frequency. As shown below, these oscillatory interference features are damped by homogeneous and inhomogeneous mechanisms related to electronic coherences. The phase-locked fields prepare (pump) the vibronic coherence and probe the time evolution of the subsequent linear polarization for time delays long compared to the pulse duration. The evolution of ultrashortpulse-prepared vibronic coherences are also probed in photon echo experiments, J<}~12 but without sensitivity to the phase of the induced polarization.
Theoretical studies of the effects of excitation with two or more pulses of well defined inter-pulse phase relationship have been reported by Villaeys and Freed 14 and Metiu and Engel. I~ The latter authors investigated the effects of pulse pair phase on the yield in one-photon two-pulse photodissociation of NaI. Metiu and Engel also discussed the analogy of phase-locked pulse pair excitation to experiments exhibiting spatial interference such as Young's double-slit experiment. Some discussion of the optical phase dependent interference effects in molecular electronic transitions has been given by Tannor, Rice, and co-workers,16 though the main emphasis of their studies has been the possible use of the delay between pulses of different color to control the two photon-induced chemical reaction products.
Romero-Roehin and Cina recently investigated the possible use of phase-controlled optical pulses to monitor electronic geometric (i.e., Berry) phase evolution in Jahn-Teller systems. 17 In the experiments suggested by these authors, molecular pseudorotation in a nondegenerate electronic ground state would be driven by a nonresonant impulsive Raman process. Transitions to a Jahn-Teller active excited ek.-ctronic state would then be produced with a pair of resonant phase-locked pulses. In the limiting case of weak electronic-nuclear coupling, the inter~pulse delay dependence of the interference contribution to the excited state popUlation is predicted to manifest electronic geometric phase development through oscillation at twice the pseudorotational period.
In this paper, we report additional experimental studies of fluorescence-detected wave packet interferometry in 12 vapor as well as more detailed calculations of these signals. Section II briefly reviews the experimental approach. The origin of the interference signal is then described (in Sec. III) with a first order time-dependent perturbation theory calculation of the excited state population arising from a resonant composite pulse. An analysis of the relationship between the phase-controlled interferograms and the frequency-dependent absorptive and dispersive susceptibilities is also given. Section IV presents and compares the, experimental and calculated interferograms. As mentioned above, it is found that inclusion of the rotational degrees of freedom accounts for the observed decrease in the magnitude of the recurrence features with increasing delay between pulses. The in-phase and in~quadrature interterograms are combined, according to the prescription of the theoretical section, yielding the absorptive and dispersive contributions to the linear susceptibility arising from resonant transitions between the X and B states. This result emphasizes the relationship of ultrafast spectroscopy with phase-locked pulses to previous time-dependent approaches to the calculation of continuous-wave spectra. 18 - 22 Finally, interferograms obtained with dispersed fluorescence detection at several emission wavelengths and for variable spectral bandpasses are reported and analyzed. A discussion is given in Sec. V along with concluding remarks.
It should be mentioned that, in a very recent report, Bavli, Engel, and Metiu 23 present theoretical calculations similar to those of paper I, but including rotational structure, as is done here. They illustrate the sensitivity of phaselocked spectroscopy to the B-state potential surface of iodine and contrast these results with two-color pump-probe spectroscopy.
6 Although a detailed comparison with the experimental results is not given, Metiu and co-workers corroborate the conclusion that the rotational level structure accounts for the overall decay of the interference signal in these room temperature experiments.
II. EXPERIMENT
The experimental system has been described in detail in paper I and will only be briefly summarized here. The laser system consists of a mode locked Nd:Y AG laser, an antiresonant ring dye laser, a regenerative amplifier and a dye amplifier. The frequency doubled pulse train of the Y AG laser is used to pump the antiresonant ring dye laser. The dye laser is cavity dumped at a repetition rate of 500 kHz and the pulses are nominally 50-60 fs Gaussian FWHM in duration. The mechanism of pulse formation is characteristic of a colliding pulse mode locked dye laser which can be adjusted to operate in a regime described by soliton pulse shaping.24 The intensity spectrum of the cavity dumped pulses is recorded and used for the comparison of theory and experiment. Unamplified pulses from the dye laser are used directly in the case of the total emission measurements.
Due to the small absorbance ofthe sample, the dispersed emission studies require greater photon flux to achieve reasonable ( -2 h) signal averaging times. The pulse amplification occurs as follows. A portion of the 1.064.um fundamental of the YAG oscillator is directed to the regenerative amplifier and a single pulse is acousto-optically diffracted into the second Y AG cavity. After approximately 120 round trips the amplified pulse is diffracted out and frequency doubled. The injection and extraction is done at a repetition rate of 100 kHz. 25 The second harmonic beam is split into two optical delay lines and used to pump a two-stage dye amplifier with a 1.25 mm thick dye jet gain medium. The cavity dumper of the femtosecond pulse dye laser is electronically synchronized with the cavity dumper of the regenerative amplifier. The dye laser pulses are optically delayed and aligned collinearly but counterpropagating with the 532 nm pump beam through the dye jet to obtain optimal gain extraction without saturation. 26 The pulses from the dye laser are amplified more than SO-fold to 150 nJ energies but retain the 50-60 fs pulse duration.
The femtosecond pulses are entrant on an optically stabilized Michelson interferometer. A double slot mechanical chopper amplitUde modulates each beam within the interferometer. The beams from the interferometer are recombined collinearly, focused through a 100 .urn pinhole using a spherical mirror, and recollimated with another spherical mirror. The combined beams are split such that 90% of the light intensity is directed into the 12 gas cell and 10% is/-number matched via two achromat lenses into a 0.34 m monochromator. Fluorescence emission from the gas cell is collected in a right angle geometry and imaged with 1.5:1 magnification onto a photomultiplier tube. The electrical signal is processed in a lock-in amplifier and is referenced to the double amplitude modulation ofthe two optical beams in the interferometer. The signal is recorded following discrete steps of the delay line.
Phase locking for time separated femtosecond pulses relies on the detection of electric field interference accomplished by the temporal dispersion of the pulses following propagation through a monochromator. I The electric field interference of the pulses that are geometrically broadened in the monochromator can be detected for time separations less than the inverse of the monochromator resolution, presently 0.67 cm -t, or about 25 ps, corresponding here to delays nearly 3 orders of magnitude greater than the pulse durations. The detected intensity of this bandpass is processed in a second lock-in amplifier. This second lock-in amplifier is referenced to the sinusoidal modulation applied to a piezoelectric transducer (PZT) supporting the end mirror of one arm of the interferometer. The amplitude of the mirror displacement is approximately 60 nm (A. /10 at A. = 610 nm).
The output ofthe second lock-in amplifier is used as an error signal to adjust the relative lengths of the two arms of the interferometer, and hence the phase difference of the two pulses for the selected spectral component ofthe pulses. The relative phase angle of the common locked frequency component of the two pulses is maintained at 2mr, (2n + 1 )1Tor (2n ± 1/2)1T for in-phase, out-of-phase, and in-quadrature pulses, respectively, for integral values of n. All wavelengths reported below have been corrected for the refractive index of air. The sample cell contained 12 vapor at room temperature, 360 mTorr pressure, and an extinction coefficient of E = 44 t'mol-1 cm -tat 610 nm. This wavelength is on the red edge of the B <-X absorption profile.
III. THEORETICAL

A. Interference signal including rotations
Several features of the experimental 12 interference signal were clarified by displaced harmonic and anharmonic oscillator model calculations in paper I. It was shown that the return of the initially prepared wave packet to the Franck-Condon region accounts for the observed extrema of the interference signal with the -300 fs interval corresponding to the B-state vibrational period. In addition, the crossover from positive-going recurrences, manifesting constructive interference, to negative-going peaks, resulting from destructive interference, was found to depend on the difference between the locked frequency and the frequency of the nearest vibronic transition. Slight shifts in the interference peak positions away from the precise return time to the Franck-Condon region were shown to result from compromises between maximal spatial overlap of the propagated and reference wave packets, on one hand, and optimal overall phase-matching between them, on the other.
The calculations of paper I did not include rotational structure and assumed a Gaussian pulse shape. Here we incorporate the rotational contributions to the transition energies, apply angular momentum selection rules appropriate to the B <-X transition,27 and use the experimentally determined pulse shapes. It is demonstrated below that the rapid decay of the interference amplitude, the main feature not accounted for by the vibrations-only calculations, is primarily a consequence of the thermal occupation of many ground state rotational levels and the difference in rotational constants between the X and B states.
We use first order time-dependent perturbation theory to calculate the interference contribution to the excited state population of a diatomic molecule. The expression we obtain is essentially similar to Eq. (4.42) in paper I, except that here we explicitly include the rotational sublevels. The Hamiltonian has the form (3.1 ) where g and e denote ground and excited electronic states, respectively, and He and Hg are the corresponding nuclear Hamiltonians. The interaction with the laser is given in the dipole approximation by 2) where f.I. is the dipole moment operator which connects Ig) and Ie), and 'if (t) is the electric field. For the B-X transition, which is parallel with the internuclear axis, the interaction becomes
where e is the angle between the polarization direction of the field and the internuclear axis. In the present experiments, ti' (t) has the form i5
where <3\ (t) = E(t) cos [Ht ] and (3.4 ) (3.5) , 
the electronic ground state, the excited state rovibrational wave function prepared by the composite pulse (3.4) becomes
We have taken ~ = 1.
(3.7)
Calculating I (el'l'(t» 12 yields the excited state population. We are interested in the contribution due to interference between the separate wave packets prepared by g'l and g ' 2' Taking /leg to be real and expressing the integral in Eq. (3.7) in tenns of the Fourier components of g'1 and iP, 2 gives an interference contribution of
Since the sample is initially in equilibrium, with no coherence among ground state rovibrationallevels, the observed interference signal is given by a sum over the P ~r::.,J" ,M") with thermal weighting
where Z is the partition function. Perfonning the sum over M", Eq. (3.9) simplifies to pintUd) =1.
-I e-/f€YIp~n;",J") (td)
In Eq. (3.11) we have used the relationship
between components of the phase-locked pnlses.
In the derivation of the interference signal (3.10) and (3.11) as the interference contribution to the excited state population, it has been tacitly assumed that the radiative lifetimes of the excited vibronic states greatly exceed the longest delay between the pulses and that the molecules are otherwise isolated 011 the time scale of the excitation process. Both of these assumptions are justified for iodine vapor under the conditions of the experiments described below.
B. Linear susceptibility
The experiments reported here and in paper I can be understood as optical free induction decay measurements with sensitivity to the instantaneous phase of the induced linear polarization. Positive and negative interference contributions to the excited state population correspond, respectively, to increases and decreases in the energy of the system because of the interaction of the delayed pulse electric field with the polarization induced by the initial pulse (cf. Appendix A of paper I). Maintenance of a specific phase relationship between the pulses allows determination of the magni-tude and phase of the induced optical polarization. In terms of the system density matrix, the initially prepared rovibronic coherence can be converted into an increase or decrease in the excited state population depending on the relative phase between it and the delayed-pulse electric field. This point of view is elaborated in the Appendix below.
In this section, we show that the in-phase (rp = 0) and in-quadrature (rp = 1T/2) intelferograms can be combined to determine the linear susceptibility governing the optical free induction decay. The determination is complete in the sense that both the real (dispersive) and the imaginary (absorptive) parts of the frequency-dependent linear susceptibility are obtained directly. To keep notation simple, we omit reference to the rotational degrees offreedom in this subsection.
Neglecting rotational terms in Eq. (3.8) and again using Eq. (3.12), the interference contribution to the excited state population from a single ground state vibrational level is
In the limiting case that the pulses are short enough in duration that 1 g'l 12 is independent of frequency over the entire absorption spectrum, the general expression (3.13) reduces to
[compare Eq. (4.18) ofpaperI]. We seek the relationship between the signals (3.14) for rp = 0 and 1T/2 and the time-dependent dipole susceptibility.
The time-dependent susceptibility is related to the time correlation function of the electronic dipole moment operator according t0 28
for t> 0 and zero otherwise. The overlap function that appears in Eq. (3.15a) is the same type that appears in the time integral expression for the continuous absorption spectrum 29 (cf. Sec. V). Here f..L (t) is the dipole moment operator in the Heisenberg representation. Isolating the.imaginary part of the overlap function in Eq. (3.1Sb) with an appropriate combination of the in-phase and in-quadrature signals, givenbyEq. (3.14),leadsto
This expression for X(ld) provides complete information on the resonant linear response of the system to an external field, not just to one or the other of the absorptive or dispersive parts. This is the same information one would obtain from a phase sensitive free induction decay measurement. ' o Interestingly, the right-hand side of Eq. (3.16) is explicitly dependent on ilL' while the left-hand side, of course, is not. This corresponds to the fact that the information content of the combined in-phase and in-quadrature interferograms is independent of the locked frequency, despite the drastic changes in their appearances with changes in n L • Unfortunately, the simple expression (3.16) applies only when the pulse width spans the entire absorption spectrum. However, account can be taken of the nonidealities introduced by a more limited pulsewidth. If the laser pulses are not arbitrarily abrupt, one can no longer write down an expression relatingxU d ) to the interference contribution to the population; the finite spectral range of the pulses prohibits the complete determination of the system's response. Nonetheless, the contributions to the real and imaginary parts of the frequency-dependent susceptibility within the spectral range of the laser pulses, arising from transitions in that range, can be directly determined.
The frequency-dependent linear susceptibility can be expressed as
is the Fourier transform of Eq. (3.15a). For the system we are considering X' (s) and X" (5") can then be written as
where P denotes the Cauchy principal part. We can relate the frequency-dependent susceptibility to the sine and cosine transforms of the population due to interference given by ''' dtcos(wt) 
and
Because of the delta functions in Eq. (3.23), we can substi-
We now recognize that the right-hand side of Eq. (3.25) is proportional to Eq. (3.20). The resulting expression for
(3.26)
Similarly, the right-hand side of Eq. (3.26) resembles 
Unless the pulses are arbitrarily short on a vibrational timescale so that 13' I (€.,--e". ) 12 is uniform across the band, contributions to X'(H L ± cu) from transitions more (less) distant from the peak of the pulse spectrum than ilL ± cu will be under (over) represented by the approximate identification (3.27) . Both the in-phase and in-quadrature results are required for the complete determination of the system's linear response. Expressions (3.26) and (3.27) can be easily generalized to include the rotational structure. In Sec. IV C we will compare the absorptive and dispersive parts of the linear susceptibility derived from experimental and calculated interterograms.
IV. RESULTS
A. Total fluorescence-detected interferograms: Rotational inhomogeneity
The experimental measurements of the interference contribution to the excited state population, as represented by the solid curves of Fig. 1 , show several features that are characteristic of all of the time dependent in-phase interferograms. First, the magnitude of the signal at zero delay time is typically four to five times larger than the magnitude of the first recurrence feature. Second, the peaks, symmetrically disposed about td = 0, occur at intervals of delay that are inversely related to the vibrational level spacing of the (excited) B state of molecular iodine. I Third, in the case of phase-locking near wavelengths that correspond to prominent features in the absorption spectrum, the interferogram
Delay Time (ps) exhibits several positive features before crossing over to a region where the interference becomes negative going. Figure 1 (a) compares an experimental interferogram with a calculation of the interference contribution to the excited state population of molecular iodine which neglects the rotational degrees of freedom. The signals are normalized at the amplitude of the first recurrence feature. The two curves agree insofar as the theoretical curve predicts the experimentally observed crossover from constructive to destructive interference near 1.2 ps. However, the vibrations-only calculation is not in agreement with the relative amplitudes of the experimentally measured recurrence features. Figure 1 (b) shows the same experimental data superimposed with the theoretical interference contribution to the excited state population calculated according to Eqs. (3.10) and (3.11) , which include both vibrational and rotational degrees of freedom. The Franck-Condon factors are taken from the work of TelIinghuisen,31 the parameters for the ground and excited states are taken from the work of LeRoy32 and Barrow and Yee, 33 respectively, and the Gaussian pulse envelope is given by
The experimental result and the calculation are normalized at td = O. The pulse parameters used in this calculation are 60.6 fs FWHM pulse width, 611.6 nm carrier wavelength and 611.52 nm locked wavelength. Pulse width and carrier wavelength were determined from a Gaussian fit to the pulse intensity spectrum shown in the inset of Fig. I (b) . There is very good agreement between experimental and calculated interferograms.
The initial rapid decay of the interference signal, not seen in the vibrations-only calculation, results from the inhomogeneous distribution of transition frequencies due to the presence of many initial J 'I values and the difference between the X-state and B-state rotational constants. For short
enough delay times, we may neglect the rotational selection rules (i.e., J' = J") and also the rotation-vibration interaction and centrifugal distortion contributions to the transition energies (all of which are included in our calculated interferograms). 
where it is further assumed that the pulse spectral intensity is constant in the range of rovibrational transition frequencies between the ground and the excited vibronic states. Converting the sum over J" to an integral and integrating yields
The ground and excited state rotational constants are B" = 0.037 cm -t and B' = 0.029 cm -I, respectively. The term proportional to the cosine dominates the interference signal at short delay times and has a Lorentzian envelope with a 0.74 ps decay constant. Expression (4.3) is expected to hold at short delay times as long as the pulse spectral intensity is uniform across the vibronic band. However, in Sec. IV B we will examine a case where the pulse shape has a considerable effect on the decay of the interference signal. In this and all subsequent calculations it was found that shifting the theoretical locked wavelength 0.09 nm to the red of the experimental locked wavelength imprOVed the agreement with the experiment. The small discrepancy is constant for all of the com parisons made here and for other data not shown, and is probably due to an inaccuracy in monochromator calibration.
B. Effect of pulse spectrum and lock wavelength on early time dynamics Figure 2 (a) compares the experimental and calculated interferograms obtained for an experimental locked wavelength of 607.06 nm. The calculated interferogram, assuming a Gaussian pulse shape with 50 fs FWHM pulsewidth, gives rather poor agreement at delay times less than 1.5 ps. The same experimental data as in Fig. 2(a) are compared in Fig. 2 (b) with a calculated interferogram obtained using the experimental pulse intensity spectrum (see below). shows the in-phase interferogram for the locked wavelength of 611.36 nm together with a calculated interferogram obtained with the corresponding experimental intensity spectrum. Comparison of the power spectra of the experimental and theoretical interferograms (not shown) in Fig. 2(b) shows that the source of the disagreement between the two interferograms at short delay time is a much more pronounced 200 cm -1 feature in the calculated interferogram. We have not been able to account for this discrepancy.
The most striking difference between the interferograms in Figs. 2 (b) and 3 is the behavior at short delay times. While the 607.06 nm locked interferogram [ Fig. 2(b) ] exhibits positive and negative interference signal, the 611.36 nm locked interferogram (Fig. 3) exhibits only positive interference until a time delay of over 1 ps. Such a difference cannot merely be attributed to the detuning of the locked wavelength from resonance with vibronic transitions. In fact, the 607.06 nm locked wavelength is closer to the v' = 10-v" =2 and v' = l2-v" = 3 transitions than the 611.36 nm locked wavelength is to the v' = 9-v" = 2 and v' = 11 <-v" = 3 transitions, but the 607.06 nm locked interferogram exhibits destructive interference before one vibrational period. For a pulse spectrum uniform in the vicinity of the locked wavelength we would expect the 611.36 and 607.06 nm locked interferograms to be very similar, but in the present case the spectral shape of the pulses, different near the two locked components, plays an important role. In order to understand the origin of the observed difference between the 607.06 and 611.36 nm locked interferograms, we will focus on the vibronic transitions that are closest to the locked wavelength, namely, the y' = lO<-y" = 2 transition for locking at 607.06 nm and the y' = 9-y" = 2 transition for locking at 611.36 nm. The ground state vibrationallevels y" = 2 and y" = 3 are the largest contributors to the interference signal due to sizable thermal population and good Franck-Condon overlap. The y" = 0 and y" = 1 states, although much more populous, have small FranckCondon overlap with electronically excited vibrational . states in the spectral region spanned by the laser pulses. The states with y" > 3 have too small a thermal population to contribute significantly. We will only consider the interference signal originating in v" = 2 since the y" = 3 contribution is similar at short delay times as a result of the -2:1 ratio in vibrational frequencies in the X state and the B state.
Figures 4(a) and 4(b) show the pulse spectra for the 607.06 and 611.36 nm locked interferograms, respectively. The solid line indicates the locked wavelength, nearly coincident with the bare vibronic transition in each case. Almost Fig. 4(e) are of approximately equal magnitude, since the spectral shape of the pulse in the outlined region in Fig. 3(a) is not changing rapidly. The two components combine to yield a near-zero interference signal. For the case of 611.36 nm experimental phase locking, however, the two components shown in Fig. 4( f) are quite different in magnitude since the J" = 66-180 component sees a much less intense pulse spectrum than is seen by the J" = 0-65 component. This results in the overall positive interference signal shown in Fig. 4(d) . Also, the initial decay in Fig. 4 (d) is slower than in Fig. 4 (c) because the pulse spectrum reduces the effective extent of the rotational inhomogeneity in Fig. 4(d) .
Calculations of the interference signal arising from all vibronic transitions other than the one closest to the locked wavelength (not shown) have positive and negative interference features at short delay times. This is true for both locked wavelengths. Thus in the case of 607.06 nm experimental locked wavelength, the contribution of the transition closest to resonance does not affect the short time delay interference signal after the initial decay. In the case of611.36 nm experimental locked wavelength, however, the transition closest to resonance with the locked wavelength contributes positive interference signal, reSUlting in the overall positive interferogram at short delay times.
c. Long delay time interferogram
It is of interest to understand the wave packet evolution at long delay times. It has been shown by Zewail and coworkers that rovibrational wave packets recur for long periods oftime.
6 This is a reflection of uninterrupted evolution of the relative phase factors of the individual excited state rovibrationallevels. We are able to monitor the evolution of the wave packet with sensitivity to both the relative quantum phases among the individual excited rovibrationallevels and the relative phase between each contributing excited rovibrational state and the initial ground state level. Figure 5 (a) shows the experimental interferogram over 19 ps delay and Fig. 5 (b) the corresponding theoretical result. It may be seen that both Figs. 5 (a) and 5 (b) show a diminished peak amplitude at about 9 ps delay and a reestablishment of a regular peak pattern from 14 to 19 ps delay. The period of the 2-8 and 14-19 ps recurrences is approximately 300 fs. The region in Fig. 5 (a) between 9 and 14 ps delay shows a nonzero interference amplitUde but does not yield any obvious periodicity. 5r--m-------------------------------, Delay Time (ps)
~2 0 It is helpful to examine the time scale on which different molecular parameters affect the interferogram. As explained earlier, the initial rapid decay of the interference signal can be attributed to the range of transition energies resulting from the thermal distribution ofinitial rotational states ("inhomogeneous" dephasing). The -5 ps "wobble" seen in the experimental and calculated interferograms shown in Fig. 5 is a result of the vibrational inhomogeneity caused by the anharmonicity of the B state. Figure 6 shows the separate contributions to the interferogram from the v" = 2 and v" = 3 initial vibronic states that contribute to the observed interferograms locked near 607 nm. The contribution from ·v" = 2 has more frequent extrema in part because the wave packet originating in v" = 2 vibronic state evolves in a lower region (v' a single time scale for rotational dynamics, both due to the initial thermal distribution of rotational levels, makes it difficult to discern the effects of rotational dynamics. The absence of sensitivity to spatial rotational dynamics, while not inherent to the technique, is in contrast with the techniques of rotational coherence spectroscopy. 34 Our calculations include the nuclear spin degeneracy factors of 5/6 and 7/6 for even and odd J /I, respectively. The inclusion of spin statistics affects the interferogram beyond about 7 ps. This corresponds to the onset of sensitivity to the discrete nature of the inhomogeneous J /I distribution. The rotation-vibration interaction introduces energy shifts of the order of 0.5 em -I and, therefore, affects the interferogram at time delays greater than 15 ps. Centrifugal distortion is of magnitUde of 0.1 cm -I and would be expected to affect the interferogram at time delays on the order of 80 ps.
The J dependence of the Franck-Condon factors does not playa role in the appearance of the interferogram. Comparison of interferograms calculated with J = 0 FranckCondon factors and J-dependent Franck-Condon factors showed negligible differences. The Franck-Condon factors in the region spanned by the pulses differ by 5%-10% for J = 0 and J = 100. 31 Throughout our calculations we have made an assumption that the electronic transition dipole moment is constant; it varies by less than 5% in the region of thermally occupied vibrational states. Interferograms calculated with an electronic dipole moment that is linearly dependent on the R centroid 35 were found to be virtually identical to those shown here.
Finally, the contributions of other electronic states in the region of the B state are not included in our analysis. The two other bright states in the region, the A state and the B " state, are repulsive in the frequency range of these experiments. 31 The effect of these states on the fluorescence interferogram is only of possible importance at very short time delays « 100 fs).
D. In-quadrature phase-locking and the frequencydependent susceptibility
As discussed in the theoretical section, the two-pulse phase-locked measurements monitor the evolution of the linear polarization induced in the molecule by the first pulse. The in-phase measurements compare the phase evolution to a zero degree reference. It is also possible to lock the phases of the two pulses in quadrature, corresponding to comparison with a 90 deg reference. Figure 7 shows the interferogram produced at a locked wavelength of 607.06 nm with inquadrature phase-locked pulse pairs. The signal in Fig. 7 was recorded under identical conditions as the in-phase signal in Fig. 2 (b ) . The two-pulse delays at each recorded time point differ by 1/4 optical period between the in-phase and inquadrature interferograms, or about 0.4 fs. Figure 8 (a) shows the absorptive and dispersive parts of the frequency-dependent linear susceptibility calculated from the in-phase and in-quadrature interferograms (see Sec. III B). The absorptive part represents the dissipation of energy from the laser pulses, and the dispersive part represents the resonant contribution to the index of refraction. The absorptive part in Fig. 8(a) is in agreement with the rotationally unresolved absorption spectrum of molecular iodine.
36 Figure 8 (b) shows the absorptive and dispersive parts of X(fi L ± cu) obtained from calculated in-phase and in-quadrature interferograms locked at 607.15 nm using the experimental intensity spectrum. The peak widths in the experimentally and theoretically derived absorption and dispersion spectra correspond to the inverse of the maximum delay time rather than the intrinsic line widths, since the radiative lifetime of the B-state rovibronic levels is on the order of several microseconds and greatly exceeds the maximum inter-pUlse delay. The agreement between experiment and theory is good overall. The discrepancy in the magnitude of the 200 cm ... I peaks in the absorptive and dispersive parts ofthe susceptibility between Figs. 8 (a) and 8 (b) is due to the previously mentioned disagreement between the experimental and theoretical interferograms (see Sec. IV B). nm.
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E. Spectrally resolved emission detection
The previous experimental and theoretical results have dealt with the interference contribution to the excited state population as measured by detecting the integrated total fluorescence. This section will focus on the two-pulse phaselocked interferograms observed for spectrally selected B ... X fluorescence bandpasses at several different wavelengths. The observed and calculated interferograms reflect the dynamics of emission wavelength selected portions of the excited state wave packet.
Our calculations of dispersed emission interferograms use the golden rule. They consist of two parts: determination of the population due to interference in each of the rovibrationallevels of the electronic excited state and the determination of spontaneous emission from each one of these states through a given spectral window. The interaction of the molecule with the pulses is treated using the experimentally determined spectral shape of the amplified laser pulses. As discussed above, the two-field dependent integrated fluorescence is directly proportional to the interference contribution to popUlation in the B state. The calculation of emission through a spectral window requires more information about the X state of iodine than provided in the work of Tellinghuisen.
31 Reference 31 includes only the FranckCondon factors for 1/" = 0-5, which are insufficient for the determination of emission from the B state. If we consider emission from the B state explicitly, we must include all the transitions that faU within the chosen spectral window. We use Morse oscillator wave functions to calculate the FranckCondon factors not provided in Ref. 31 . The spectral window used in our calculations is triangular corresponding to the slit function of the monochromator used in the experiment.
A 2.5 nm spectral window (FWHM, triangular) centered at some emission wavelength is a common feature for the results shown in Fig. 9 . The incident locked wavelength of 607.06 nm is coincident with the v" = 2->11' = 10 and 1/" = 3-+1/' = 12 transitions. Figure 9 (a) has the 2.5 nm spectral detection window centered at 598.0 nm for the ex- ... The dispersed t1uorescence calculations are in good agreement with experiments, but some differences remain, particularly at time delays less than 1 ps. Some of the discrepancies can be attributed to the low point density in the experimental data. Also, the precise location of the spectral window is known only to within ± 0.5 nm. The agreement is better at negative delay times although the interference signal is ideally symmetric about zero delay.
F. Dependence of the interferogram on the spectral window width
It is also important to consider the effect of the width of the spectral window 011 the form of the fluorescence detected interferogram. Three experimental interferograrns for 10, 2.5, and 0.5 nm FWHM spectral windows are shown in Figs.  lO(a) , lOeb), and lO(c), respectively. Each figure also shows the calculated spectrally windowed interferograms. In all three cases the spectral window is centered at 616 nm 37 while the locked wavelength is maintained at 607.06 nrn. As the detection window is narrowed, the observed interferogram decays more slowly. The associated power spectra, without deconvolution for the spectral density of the twopulse response function, are shown in the insets. The three interferograms become progressively more simply cosinusoidal as compared to Fig. 2 . Even though the 10 nm detection window is comparable to the width of the pulse spectrum the long Franck-Condon progressions in emission yield a range of emission wavelengths much broader than simply the pulse spectral width.
Narrowing the spectral detection window, in this case, acts to filter out frequency components at 110 em --1, due to the interference population in v' = 9, 11, and 13. The interferogram with a 0.5 nm window, the narrowest detection window used here, most closely resembles a purely cosinu-soidal signal. Such a temporal form reflects a reduction in the distribution of both vibrational and rotational states that are detected.
V. DISCUSSION AND CONCLUSION
As mentioned in Sec. r, Bavli, Engel, and Metiu 23 have recently performed calculations, properly including the rovibronic structure of I 2 , which agree with the finding that thermal occupation of many ground state J levels and the electronic state dependence of the rotation constant account for the observed decay of the interferogram. Other recent calculations 38 have investigated the consequences of imp osing a relatively simple phase chirp to one pulse of a phaselocked pair. Among other results, we have identified the piecewise linear phase structure necessary to compensate the effects of rotational inhomogeneous dephasing. The significance of this result is to allow the superposition of two vibrational wave packets with the same relative phase regardless of J". Such a capability could be of use in preparing prescribed excited state wave forms for purposes of controlling molecular dynamics. 16 The fundamental significance of phase-locked pulse pair measurements is understood upon realizing that the twopulse interference experiment (combining in-phase and inquadrature data) is a direct time domain measurement of the autocorrelation function of the dipole moment operator of the absorbing molecules. When the molecules do not interact on the time scale of the experiment, the correlation function determines the absorption spectrum.
Spectroscopy with pairs of phase-locked pulses enables the direct determination of the evol ution of the polarization induced by the initial laser pulse and described by the complex time-dependent linear susceptibility, XU). By Fourier transformation of the experimentally determined p~nt(td) and P ~}2 (t d ) both the absorptive and the dispersive parts of the frequency-dependent linear susceptibility, x(m), are obtained directly. In the limit of infinite duration pulse excitation and for on-resonance excitation such measurements would yield the absorption coefficient at a single frequency but would not give information about the real part of x(m). Application of 8-function pulses would allow the determination of the complete frequency dependence of complex xC (u) from the in-phase and in-quadrature measurements regardless of the locked wavelength.
The derivation presented in Sec. III is appropriate for the case where phase relaxation of the optically prepared superposition state is long compared to the time delay between two pUlses. This situation is well approximated in the present room temperature gas phase experiments where the mean time between phase interrupting collisions is of the order 100 ns (Ref. 39) . A more general formulation that is appropriate for dense gas or condensed phase environments would have to include population and phase relaxation. Interestingly, the experimental approach to determining the complex susceptibility from the measured in-phase and inquadrature interferograms remains appropriate unless the excited state is depopulated too rapidly to measure the population by spontaneous emission.
There is an interesting connection between wave packet interferometry with arbitrarily abrupt, phase controlled pulses, and the wave packet picture of continuous wave linear response developed by Heller I '1.29 and others. 20-22,40 Heller's wave packet picture comes from writing the frequency dependent susceptibility [ (3.18) and (3.15b) ] in the form
in which the key quantity is the overlap function , tJlvl)=(v"lv"(t» (5.2) of the ground state wave function propagated under the excited state nuclear Hamiltonian. In the limit of pulses arbitrarily short on a vibrational time scale, the in-phase and in-quadrature interference signals (3.14) can be combined to yield the overlap function (5.2) with the optical frequency oscillations removed 4) which is equivalent to the expression obtained from Eqs. 
APPENDIX A: DERIVATION OF THE FLUORESCENCE INTERFEROGRAM SIGNAL BY A DENSITY MATRIX DESCRIPTION OF LINEAR RESPONSE THEORY
The fluorescence detected interference contribution to the excited state population due to a pair of resonant phaselocked pulses can also be derived via the well-known formalism of the density matrix description of optical spectroscopies. One advantage of this approach is that damping due to both intramolecular and solvent interactions can be properly incorporated. Furthermore, this theoretical framework allows this phase-locking technique to be formally pictured as a pump-probe spectroscopy and allows these experiments to be more readily contrasted with other recent ultrafast pump-probe studies.
The contribution oftheg--e molecular transition to the linear polarization at time t resulting from the perturbation of an applied radiation field at time t I is given by (Al) e where p!gCt) =i/ft. ('" dt' Peg 'ifli (t-t') 
A positive value of W( td } corresponds to loss in optical power of the transmitted probe beam, i.e., net positive work has been done by the fields on the material system. Thus the cycle averaged work done per pulse pair (dimensions of energy) due to the interaction of the probe field delayed by time td from the driving "pump" field when the electronic dephasing time is again taken to be longer than the pulse duration is given by 11.
x 2: Ip. ' K 12 exp -(W eg - 
The functional form of this result is identical to the expression derived above [Eqs. (3.10) and (3.11)] and in paper I [Eq. (4.42)] for the two-pulse interference contribution to the excited state population derived by first-order perturbation theory, except for the appearance of damping. The effect of this dephasing term, however, is not detectable for the 12 gas phase experiments described here due to the long lifetime of the B-state levels (td1T2 ~ 10 -4). The two-field interference contribution to the excited state population [Eqs. (3.10) and (3.11) ] is exactly recovered when the work expression above [Eq. (A7)] is divided by the absorption quantum lin and molecular states are taken to be rovibronic levels, Ig) = Igv"J") and Ie) = lev 'J') .
It should also be noted that the absorption contribution due to these phase-locked fields can be calculated by the other physically equivalent pulse sequence description shown below
WCtd,c/J) = -f"" pl (t+ td 
Thus formally for dissipative systems, the real and imaginary parts of the linear susceptibility can only be determined from the in-phase and in-quadrature fluorescence interferograms for temporal delta function pulses Sec. III, when the absorption line shape is taken to be a delta function, the corresponding real and imaginary components of X' (n L ± (r)) can also be determined from the experimentally observed interferograms. This approximation will be quite good when the experimental delay time is much shorter than the optical dephasing time. This condition is easily satisfied for the experiments described here (td .
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