Singular value decomposition (SVD)-based approaches, e.g., truncated SVD and Tikhonov regularization methods, are effective ways to solve problems of small or moderate size. However, SVD, in the sense of computation, is expensive when it is applied in large-sized cases. A multilevel method (MLM) combining SVD-based methods with the thresholding technique for signal restoration is proposed in this paper. Our MLM will transfer large-sized problems to small-or moderate-sized problems in order to make the SVD-based methods available. The linear systems on the coarsest level in the multilevel process will be solved by the Tikhonov regularization method. No presmoothers are implemented in the multilevel process to avoid damaging the parameter choice on the coarsest level. Furthermore, the soft-thresholding denoising technique is employed for the postsmoothers aiming to eliminate the leaving high-frequency information due to the lack of presmoothers. Finally, computational experiments show that our method outperforms other SVD-based methods in signal restoration ability at a shorter CPU-time consumption.
INTRODUCTION
The Fredholm integral equation of the first kind arises from many practical problems, e.g., image or signal restoration problems, and the equation is formulated as follows: 
where κs; t is the integral kernel and gs is generated by the determined κs; t and undetermined f t. The discretization of the integral Eq. (1) could be presented in the following form:
where A ∈ R n×n , x true ∈ R n represents a discrete version of the true solution f t, and b true ∈ R n is the observed phenomena.
In practical applications, the blurred signal will be contaminated by a random Gaussian noise e ∈ R n , i.e., Ax b b true e;
where x ∈ R n of Eq. (3) is an approximation of x true and is generally as inaccessible as the true solution x true . Our goal is to utilize an available method to get a good approximate solution, making the error between x and x true minimum.
Methods based on singular value decomposition (SVD), e.g., truncated SVD (TSVD) and Tikhonov regularization methods [1, 2] , are effective approaches to solve the ill-posed problems. All these methods belong to the regularization methods exploited to solve ill-posed problems. However, the expensive computation of SVD limits the applications of SVD-based methods. Iterative regularization methods, such as the orthogonal-triangular decomposition for least squares method and the conjugate gradient method for least squares (CGLS) method, could require several iterations to converge, and a fair stopping criteria is required due to the semi-convergence property.
The Tikhonov regularization method is an excellent approach with random noise contaminating ill-posed problems; the general form is min x∈R n f‖Ax − b‖ 2 ‖L λ x‖ 2 g;
where ‖ · ‖ represents Euclidean norm, L λ is the regularization matrix, and the positive scalar λ is called the regularization parameter. Equation (4) , if L λ λI, where the I is an identity matrix, is called the standard Tikhonov regularization model. A closely related Tikhonov regularization approach, located in [3] , presents a construction of the regularization matrix that is L λ D λ V T , where V T is a unitary matrix and D λ is a diagonal matrix containing the regularization parameter and some singular values. The above methods, such as the TSVD method and the Tikhonov regularization method, however, require an SVD of A that could be expensive to compute. Motivated by solving the same problems faster, a multilevel method (MLM) is proposed to solve corresponding linear systems on a coarse grid. The MLM [4] is a recursive and efficient approach for solving linear systems. It projects large-sized problems, level by level, to smaller-sized ones gradually until that the problems on the coarsest level can be solved as accurately as possible.
The most important step is keeping the error between the true solution and the approximate solution minimum. We transfer the linear systems belonging to different levels through restriction and prolongation operators R and P, respectively. The suitable restriction and prolongation operators are crucial to ensure errors are minimum. The MLM has the following linear system on each level:
where l max denotes the number of levels in the MLM. R i is the restriction operator from the ith level to the i 1th level, while P i , i.e., P i R T i , is the prolongation operator from the i 1th level to the ith level. The subscripts of A i denote corresponding belonging levels, and the level ranges from fine to coarse with i increasing. Smoothing steps and the residual correction on each level, besides, play important roles to optimize the MLM.
After the seminal paper [5] , several MLMs have been considered for signal restoration problems generating ill-posed linear systems [6] [7] [8] [9] [10] [11] . Some authors have considered the wavelet-based MLM for these ill-posed problems, e.g., Español and Kilmer [12, 13] . In [12, 13] , the latest and most promising research has been presented for signal and image restoration problems using the wavelet-based MLM. Español considered the Newton method to solve a nonlinear regularization model on the coarsest level. Moreover, the Newton method was also applied for the postsmoothers in the residual correction step. Although numerical experiments show the efficiency of this MLM, especially the effectiveness in preserving edges, it has to be given the regularization parameters by hand previously and is computationally expensive due to the Newton method. In [14] , Donatelli restored signals with an iterative MLM in which the linear system on the coarsest level is solved by direct inverse. A soft-thresholding denoising method without arousing the blurring effect was considered for the postsmoothers. Motivated by combination with the good properties of the above methods, the expensive Newton method on the coarsest level in [12, 13] is replaced by the Tikhonov regularization method so that the regularization parameters are chosen automatically by the generalized cross validation (GCV) method. Meanwhile, the postsmoothers in the residual correction of the multilevel process are replaced by a more economical soft-thresholding technique applied in [14] . Furthermore, the efficient wavelet-based transfer operators used in [12, 13] are also employed in our work. This is the main theme of this paper.
In this paper, transfer operators, such as restriction operators and prolongation operators between levels, will be constructed by a simple discrete wavelet transform (DWT), named the Haar wavelet transform (HWT). The large linear systems that may not use expensive SVD will be transferred to small-or moderate-sized problems by our MLM. Furthermore, the linear system on the coarsest level will be solved by the Tikhonov regularization method and the regularization parameter is obtained automatically by the GCV approach. Particularly, we choose no presmoothers in the recursive process because the presmoothing step will destroy the accuracy of parameter choice on the coarsest level. The soft-thresholding denoising method, a fast denoising method, is considered for the postsmoothers so that we can eliminate the leaving high-frequency information due to the absent presmoothers. Computational experiments show that this method is indeed a fast and accurate method for our tested examples.
A. Contributions
The SVD-based Tikhonov regularization method is an excellent approach for small-or moderate-sized ill-posed problems; meanwhile, the MLM has a fast numerical scheme. We combine the advantages of both methods to develop an efficient multilevel scheme. This scheme is without presmoothers due to protecting the accurate parameter choice on the coarsest level. The postsmoothers are replaced by a fast soft-thresholding denoising method eliminating the leaving high-frequency information without arousing the blurring effect. Computational results demonstrate that this new multilevel scheme obtains the satisfied results in our test examples.
The organization of this paper is given as follows. Section 2 is mainly an introduction of the new Tikhonov method and the soft-thresholding denoising method exploited to eliminate high-frequency information in our MLM. Section 3 will introduce our idea of a MLM employing no smoothers. Some reasons, discarding the original idea and using the softthresholding denoising method, are illustrated in this section. We also give our multilevel scheme at the end of this section. Computational experiments for the TSVD method, the Tikhonov method, the new Tikhonov method, and our MLM will be shown in Section 4. Finally, Section 5 will give a compact conclusion.
NEW TIKHONOV REGULARIZATION METHOD AND SOFT-THRESHOLDING DENOISING METHOD A. New Tikhonov Regularization Method
The Tikhonov regularization method is a popular method for ill-posed problems with random noise; the general form is to solve the following least-squares problem:
where L λ is the regularization matrix and the positive scalar λ is called the regularization parameter. In general, if the regularization matrix L λ is chosen as λI where the I is the identity matrix, this model (6) is called the standard Tikhonov regularization model. Furthermore, the finite differential operators are also used when the desired solution x has some particular properties. The least-squares problem (6) is equivalent to the following normal equation:
A regularization matrix has been proposed by Fuhry and Reichel, located in [3] . The regularization matrix L λ provides no damping of solution components v i with small index, i.e., not penalizing the components v i with large singular values. The regularization matrix is presented in the following form:
where
and matrix V T is the unitary matrix from the SVD of matrix A.
We exploit SVD A UΣV T andx V T x,b U T b to gain the following equation equivalent to Eq. (7):
Solving Eq. (9) requires the regularization parameter λ determined by the discrepancy principle [2] . Particularly, the parameter λ here is the same with the standard Tikhonov regularization method with L λ λI.
If the regularization parameter λ is positive, Eq. (9) shows the solution. Furthermore, it is easy to learn that the regularization parameter λ satisfies σ k1 < λ < σ k , for which σ k represents the kth singular value and
In order to avoid the propagation of the random noise e in b into the computed approximate solution x, two aspects should be satisfied.
The smallest eigenvalue of the matrix A T A L T
λ L λ should be sufficiently large.
2. The regularization matrix L λ has to be of small norm; then more accurate approximation of x can be reached.
The smallest eigenvalue of the matrix A T A L T λ L λ is the same as Eq. (10), i.e., the regularization parameter λ for which σ k1 < λ < σ k . Moreover, the following theorem and corollary given by Fuhry and Reichel [3] will demonstrate that the regularization matrix of Eq. (8) has a smaller Frobenius norm than the regularization matrix L λ λI.
Theorem 2.1 ([3]) Let M ∈ R n×n be a symmetric matrix with spectral factorization M V ΛV T , where V ∈ R n×n is orthonormal and Λ diagλ 1 ; λ 2 ; …; λ n . Assume that regularization parameter λ ≥ min 1≤j≤n λ j . Let the diagonal matrix C λ diagc 1 ; c 2 ; …; c n ∈ R n×n have the entries c j maxfλ − λ j ; 0g; j 1; 2; …; n:
Then the matrix M VC λ V T has the smallest eigenvalue λ and the distance in the Frobenius norm between M and the closest symmetric matrix with the smallest eigenvalue λ is ‖C λ ‖ F .
Corollary 2.1 ([3]) Let L λ be defined by Eq. (8) and assume that regularization parameter λ and maximal singular value σ 1 of A are strictly positive. Then
The computational experiments in [3] demonstrate that the new Tikhonov regularization method indeed can gain a better approximation of the desired solution x true .
B. Soft-Thresholding Denoising Method
In practical problems, the random noise, e.g., Gaussian white noise, is unavoidable. Although some denoising methods have been proposed, e.g., the CGLS method and the Landweber method, these methods are not the ideal denoising approaches because of arousing new blurring effects. A close denoising method, called the soft-thresholding denoising method, is exploited in the MLM [14] . It can overcome the blurring corruption in the denoising process if it is considered for the postsmoothers in the MLM. The soft-thresholding denoising method, denoted by denoising, is from Donatelli [14] and is inspired by the proposal in [15] :
B in denoising is the adjoint operator of B, called the analysis operator, which is constructed by the following form:
If we impose Neumann boundary conditions on the signal, the matrices H 0 , H 1 , and H 2 have the following forms, respectively: 
The
where n is the size of signal x. Besides, the function η β applied to vector s is
The soft-thresholding denoising method, a promising way to eliminate high-frequency noise without arousing the blurring effect, will be exploited in our MLM to overcome the disadvantages of the multilevel scheme without smoothers in next section.
WAVELET-BASED MULTILEVEL METHOD
In this subsection, the HWT [16] , a special case of DWT, will be considered as our transfer operators between levels [12, 13] . The concrete form of the HWT matrix is 
where W ∈ R n×n and W 1 ,W 1 ∈ R n×n∕2 . In the following subsections, W T 1 is considered as the restriction operator of the MLM and its transpose matrix is considered as the prolongation operator.
A. Wavelet-Based Transfer Operators for Multilevel Method
Recall the MLM; it projects large-sized problems, level by level, to smaller-sized ones gradually until the problems on the coarsest level can be solved as accurately as possible. The key is keeping the error between the true solution and the approximate solution as small as possible. Particularly, the suitable smoothers and transfer operators in the multilevel process can determine whether the errors are our desired results.
Furthermore, the regularization parameter, contained in the Tikhonov regularization model on the coarsest level, is chosen by the GCV method that does not need the known noise level in advance.
After defining the transfer operators in Subsection 3.A, the MLM based on the Tikhonov regularization method for signal restoration will be exhibited as follows. Here, A 1 A ∈ R n×n , b 1 b ∈ R n , x 1 0 ∈ R n , and m represents the number of levels in the MLM process and n is equal to 2 k , k 1; 2; …. The prolongation operators 
and m is the number of levels. By Algorithm 1, the last computed solution is as follows:
and
where the regularization parameter λ is obtained by GCV (see details in [2] ). The corresponding notation is as follows:
Proof. By Algorithm 1, P 
The approximate solution on the coarsest level is obtained easily applied to
By the Tikhonov regularization method,
The regularization parameter λ is defined by the GCV method to linear system A m x m b m on the coarsest level.
For the residual correction part of Algorithm 1, x i x i 0 W i x i1 , i 1; 2; …; m − 1, it is also easy to obtain the last computed solution using the iterative method, just as for b m : n×n , b 1 b ∈ R n and m is the number of levels; then the last computed solution x comp is as follows:
and the regularization parameter λ is obtained by the GCV method (see details in [2] ). Proof. By Eqs. (19) and (20) of Theorem 3.1, it is easy to obtain Corollary 3.1 by taking the initial guesses x i 0 0 (i 1; 2; …; m into Theorem 3.1.
In the next subsection, the reasons for discarding Algorithm 1 will be presented.
B. Modified Multilevel Method (MMLM)
Why we discard Algorithm 1. Although Algorithm 1 can obtain smaller relative errors and faster speed for computing the linear systems, the weakness of Algorithm 1 is also revealed in the restored signal. Because the Gaussian white noise is added to the blurred signal, eliminating the added noise is also the main goal of our algorithm. However, Fig. 1 shows that the restored signal by Algorithm 1, compared with the Tikhonov regularization method, preserves the high-frequency information considered as the added noise. This is not acceptable in the practical signal restoration problems. So the softthresholding denoising method introduced in Section 2 is under our consideration for denoising in the MLM process. The final scheme of our new method is illustrated in the Algorithm 2 after updating Algorithm 1 with the soft-thresholding denoising strategy. Furthermore, Fig. 2 demonstrates that our new method indeed eliminates the high-frequency information effectively. illustrate them again here. Particularly, it is necessary to discuss why we drop the presmoothing step, which can eliminate the high-frequency information on each coarse level.
Why we drop the presmoothing step in the multilevel process. In the line 1 of Algorithm 2 (i.e., the coarsest level), the Tikhonov regularization method that should be given the regularization parameters is employed to solve the linear system on the coarsest level. The regularization parameters are determined by the GCV method and do not require the known noise level; meanwhile, we need to know the pure linear system that is not corrupted by an additional factor on the coarsest level. The pure linear system on the coarsest level, however, will be destroyed if the smoothers, e.g., Landweber smoothers or other smoothers, are used in the presmoothing step in the multilevel process. So we have to discard the presmoothing step to ensure the accuracy of regularization parameters obtained through GCV.
The next section, focusing on computational experiments, will demonstrate that our MMLM method is indeed a satisfactory way to deal with signal restoration problems.
TEST EXAMPLES
The test examples are implemented with MATLAB (R2010a), and all test examples come from Hansen's MATLAB package regularization tools [17] . The computer of test has 48G RAM and Intel(R) Xeon(R) CPU: E5504 at 2.00 GHz.
The positive regularization parameter λ is determined by the GCV method (see the details in the book by Hansen et al. [2] ).
The following examples are obtained by discretizations of the Fredholm integral equations of the first kind; the integral equation is described as follows:
where κs; t is a kernel function, and gs is generated by the known κs; t and unknown f t.
The random noise e in Eq. (3) is the Gaussian white noise from normally distributed random entries with zero mean. The relative errors (ReErrs) between the computed solutions x comp and the true values x true are defined as follows:
and the signal-to-noise ratio (SNR) is defined as SNR 10 log 10 ‖x true − aver‖
where the notation aver ∈ R represents the algebraic average value of all elements of x true . In the following experiments, the Tikhonov regularization method, denoted by "Tik," chooses regularization matrix L λ λI. And the new Tikhonov regularization method proposed by Fuhry and Reichel is denoted by "NewTik". Besides, TSVD is also compared with the other methods in the following experiments. Our MMLM is denoted by MMLM(*), where the notation * represents the number of levels in the multilevel process. Furthermore, the average performances of the ReErrs, SNR, and CPU time (seconds) are presented in the following three tables (10 runs for dimension n 512 and 5 runs for dimension n 1024). The constant parameter c aiming to obtain the thresholding parameter β in Eq. (15) is set to be 30. Meanwhile, the boundary conditions of all examples are assumed to be Neumann boundary. where a c 0, b d ∞. Corresponding results of the experiment are presented in Table 1 . From Table 1 , MMLM containing three levels obtains the average performances with smaller ReErrs and larger SNR evidently for different noise levels compared with the TSVD method, the Tikhonov regularization method, and the new Tikhonov regularization method. Moreover, the CPU time of the MMLM is also lower than that for the other methods for the same size problems. Particularly, the new Tikhonov regularization method does not perform better than the standard Tikhonov regularization method because of the different parameter choice methods: the parameter choice method is the discrepancy principle in [3] , while the GCV method is that in this paper.
B. Example 2
The next test example, heat also comes from Hansen's MAT-LAB package Regularization Tools [17] . Table 2 shows the average ReErrs, SNR, and CPU time with 10 runs for dimension n 512 and five runs for dimension n 1024 for each noise level. MMLM also generates smaller ReErrs and larger SNR compared with the TSVD method, the Tikhonov regularization method, and the new Tikhonov regularization method. Moreover, the CPU time with MMLM is almost one-fifth of the other methods for n 512 and one-fourteenth for n 1024, respectively.
C. Example 3
The regularization tools package [17] also gives the example shaw. Corresponding functions are κs; t coss cost 2 sinu∕u 2 ; u πsins sint;
where a c −π∕2, b d π∕2. Corresponding results are displayed in Table 3 . MMLM with three levels yields the average performances with smaller ReErrs and larger SNR compared with the TSVD method, the Tikhonov regularization method, and the new Tikhonov regularization method evidently. Furthermore, the CPU time of MMLM is also the shortest for each noise level. Figure 3 presents the restoration results with different methods under 1% Gaussian white noise.
CONCLUSION
We have exploited wavelet-based transfer operators to solve the ill-posed problems with the multilevel technique. The large linear systems that cannot exploit SVD have been transferred to small-or moderate-sized problems by our multilevel scheme. The linear system of the coarsest level was solved by the Tikhonov regularization method, where the regularization parameter was decided automatically by the GCV method. Furthermore, the presmoothing step was discarded in the recursive process to ensure the accuracy of regularization parameters. The postsmoothers are replaced by the soft-thresholding denoising method, eliminating the noise without arousing the blurring effect. Numerical experiments have demonstrated that our method obtains smaller ReErrs and larger SNR values than the other three methods for ilaplace, heat, and shaw. Moreover, the CPU time of MMLM, comparing the data in Table 1 to that in Table 3 , is also distinctly shorter than that of the other methods.
