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Abstract-The authors use their recently proved integral inequality to obtain bounds for the 
covariance of two random variables 
(a) in a general setup and 
(b) for a class of special joint distributions. 
The same inequality is also used to estimate the difference of the expectations of two random variables. 
Finally, the authors study the attainability of a related inequality. @ 2002 Elsevier Science Ltd. All 
rights reserved. 
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1. INTRODUCTION 
In their recent article [l], the authors proved the following result. 
THEOREM A. Let f E 0(B), n E N, where B = [al,bl] x ... x [a,, b,], q, bj E El, with 
ai < bi, j = 1,. . . , n. Denote by 3B the boundary of the box B. Assume that f(x) = 0, for all 
II: = (Xl,..., 2,) E dB (in other words, we assume that f(. . . , aj,. . . ) = f(. . . , bi, . . . ) = 0, for 
aUj=l,. . , , n). Then 
s 43) If(Xl,...,X,)Id~l...~Xn IF B SI anf(xl, . . * ,x,) B axl_._az dq*..dz,, (1) It 
where m(B) = JJj”=,(bi - ai) is then th-dimensional volume (i.e., the Lebesgue measure) of B. 
In the present article, we give probabilistic applications of the above inequality and related 
remarks. 
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2. APPLICATIONS 
Let X 2 0 be a random variable. Given a sequence of positive numbers b, 
the events 
B, = {X > b,}. 
Then (as in the proof of Chebychev’s inequality) 
E [X~B,,] = 
s 
X dP 2 b,P(B,) = b,P(X > b,), 
&I 
00, we introduce 
(2) 
where, as usual, P is the corresponding probability measure and E its associated expectation. If 
E(X] < co, then monotone convergence gives (since xl~: /” X) 
lip E [xl~;] = E[X]. 
Thus, 
E [XIB,,] = E(X] - E [XIB;] -+ 0. 
Hence, by (2), 
b,P(X > b,) + 0, (3) 
for any sequence b, -+ co. 
The following proposition is well known, but we include it here for the sake of completeness. 
PROPOSITION 1. Let X > 0 be a random variable with (cumulative) distribution function F(z). 
Then 
E[X] = 
J 
O” [l - F(z)] dx (4 
0 
(notice that if the integral in the right-hand side diverges, it should diverge to +oo, and the 
equality still makes sense). 
PROOF. Integration by parts gives 
s 0 m [I - F(X)] dx = &IX [l - F(x)] + 1” x U(x) = ;LcxP(X > x) + EWI. 
If E[X] < 00, then (4) follows by (3). If E[X] = co, then the above equation implies that 
s 
O” [l -F(x)] dx = co, 
0 
since xP(X > cc) 2 0, whenever x 2 0. I 
REMARK 1. If X 2 a is a random variable with distribution function F(x), we can apply 
Proposition 1 to Y = X - a and get 
E[X] = a + s cc, [l - F(x)] dx. (5) a 
We now present some applications of Theorem A. 
PROPOSITION 2. Consider two random variables X and Y taking values in the interval [a, b]. 
Let Fx(x) and Fy(x), respectively be their distribution functions, which are assumed absolutely 
continuous. Their corresponding densities are fx (x) and fy(x), respectively. Then 
IE[Xl - E[Y]I I y s” Ifx(x) - fu(x)l dx. 
a 
(6) 
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PROOF. We have that Fx(b) = Fy(b) = 1, thus formula (5) implies 
E[X] =a+ J b[I-Fx(~)] dx and E[Y] =a+ b[I-F~(~)] dx. a J a
It follows that 
IWI - EMI 5 J b ,Fx(x) - J’Y(x)( dx. a 
Since Fx(z) and Fy(z) are absolutely continuous with densities fx(x) and fy(z), respectively, 
and since Fx(a) - Fy (a) = Fx(b) - Fy (b) = 0, Theorem A, together with the above inequality, 
imply (6). I 
THEOREM 1. Let X and Y be two random variables with joint distribution function F(x, y). 
We assume that a 5 X 5 b and c I Y 5 d. We also assume that F(x, y) possesses a (joint) 
probability density function f(x, y). Then 
ICOV(X>Y>I I (b-a)q(d-C) J" Jb,f(x,y)-~x(x)fyo~ dxdy, 
c a 
(7) 
where 
cov(X, Y) = E[XY] - E[X] E[Y] 
is the covariance of X and Y, while _fx (x) and fy ( y ) are the marginal densities of X and Y, 
respectively. 
PROOF. Integration by parts gives 
d b 
E[XY] = aE[Y] + cE[X] - ac + JJ P - F(x, d) - F(b, Y) + F(x, y)l dx dy (8) C D 
(in fact, this formula generalizes to n random variables). Notice that F(x,d) is the (marginal) 
distribution function of X alone, and similarly, F(b, y) is the (marginal) distribution function 
of Y alone. Thus, by (5), 
E[X] = a + J b [l - F(x,d)] dx and E[Y] = c + d [l - F(b, y)] dy, a J c
which gives 
or 
(E[x] - a) (E[Y] - c) = J” J” [I - F(x,d)] [I - F(b, y)] dxdy 
C a 
d E[X] E[Y] = aE[Y] + cE[X] - ac + JJ b [l - F(x, b) - F(a, y) + F(z,d)F(b, y)] dxdy. (9) C a 
Subtracting (9) from (8), we obtain 
cov(X, Y) = E[XY] - E[X] E[Y] = /” lb [F(z, y) - F(x, d)F(a, y)] ds dy. 
C a 
Thus, 
d b 
Icov(X, Y)I I JJ IF(x, Y) - F(xc, d)F(b, Y)I dx dy. 
Now F(a, y) = F(x,c) = 0 and F(bTd)O = 1. It follows that F(x, y) - F(x,d)F(b,y) vanishes 
on the boundary of B = (a, b) x (c, d). Hence Theorem A, together with the above inequality, 
imply (7). I 
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In Feller’s classical book 12, Par. 5, p. 1651, we find the following fact. Let F(z) and G(y) be 
distribution functions on R, and set 
0, Y) = F(x)G(y) {I- 0 [I- F(z)1 P - G(Y)I), (10) 
where -1 5 (Y 5 1. Then U(x, y) is a distribution function on W2, with marginal distributions 
F(z) and G(y). Furthermore, U(z, y) possesses a density if and only if F(z) and G(y) do. 
THEOREM 2. Let X and Y be two random variables with joint distribution function U(z, y), 
as given by (10). For the marginal distributions F(x) and G(y), of X and Y, respectively, we 
assume that they possess densities f(x) and g(y) (respective1yj. Furthermore, we assume that 
a<X<bandc<Y<d. Then 
PROOF. The (joint) density u(x, y) of U(z, y) is 
4&Y) = ‘2;;;Y) = f(x)g(y) (1 - Q [l - 2F(x)] [l - 2G(y)]}. 
Hence, 
u(x, Y) - f(xMy) = --Q 11 - 2Fb)lP - 2G(y)l f(x)&/), 
and Theorem 1 gives 
II- 2JYz)l f(x)dx I[ /” II- Wy)l s(y) & c 1 
or 
Icov(X, Y)I 5 Ial (b - .,dd - c, E iI1 - 2FWll E [I1 - 2W’)ll~ 
(11) 
(12) 
Now, F(z) and G(y) have density functions, hence, F(X) and G(Y) are uniformly distributed 
on (0,l). Thus, 
E [I1 - 2F(X)(] = E [I1 - ZG(Y)(] = ;, 
and the proof is finished by using the above equalities in (12). I 
3. REMARKS ON AN INEQUALITY 
The basic ingredient in the proof of Theorem A is the following inequality (also shown in (11). 
Let B = (aI, bl) x .+. x (a,, b,) c W”, with aj < bj, j = 1,. . . ,?z. Denote by B and dB, 
respectively, the (topological) closure and the boundary of the open box B. Consider the func- 
tions f E Co(B) n Cn(B), namely, the functions that are continuous on B, have n continuous 
derivatives in B, and vanish on dB. Then for such functions, we have 
avh,...r2n) dx 
axl...axc, 1. . . dxn, 
true for all (xl,. . . ,xn) E B. In other words, 
(13) 
where II . Ilrn is the supnorm of Co(B). 
REMARK 1. Suppose we have that aj = -oo for some (or all) j and/or bj = 00 for some (or all) j. 
Let fi = B u {co} be the one-point compactification of B and assume that f E C,-,(B) n P(B). 
This means that if aj = -00, then lim,j,_, f(xl,. . . ,sj,. . . ,x,) = 0, for all xk f (ak,bk), 
k # j, and also that if bj = 00, then lim,,,, f(zl,. . . ,Sj,. . . ,xn) = 0, for all x’k E (ak,bk), 
k #j. 
Then the proof of (13), as given in [l], remains valid. 
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REMARK 2. In the case of an unbounded domain, as described in the previous remark, although 
Ilf II03 < 00, it is possible that 
For example, take B = (0,oo) and 
Before discussing sharpness and attainability for (13), we need some notation. For c = 
(Cl,. . . , c,) E B, we introduce the intervals 
Ij,O(C) = 6% “j) and &l(c) = (cj,bj), j = l,...,n. 
THEOREM 3. For f E Co(B) n P(B), inequality (13) is sharp. Equality is attained if and only 
ifthereisac= (cl,... , h) E B such that the nth mixed derivative W~~~~:~;+$) does not change 
sign in each of the 2 71 “sub-boxes” Ii,,,(c) x . . . x In,E,r (c). 
PROOF. (-+) For an arbitrary c = (cl,. . . , cn) E B, we have 
f(Cl,.. 
. ,%) = (_l)El+“.+en Al .,(c) **-x.,,(c) an;E:::;;:“) dx1 ...d%> (14 
where each sj can be either 0 or 1. If c is as in the statement of the theorem, then 
(15) 
Adding up (15) for all 2n choices of (~1, . . . , %), we obtain 
zn If(c1,. 
f * 7 cn)l = & 
Jl 
anf(xl, * * ., xn) 
dxl . . . dx,. 
B dx1. f * ax, 
This forces (13) to become an equality. In fact, we also must have If(ci,. . . ,%)I = jlfllm, i.e., 
If(z)l attains its maximum at x = c. 
(+) Conversely, let c E B be a point at which If(c)1 = llfllW (such a c exists since f is 
continuous and vanishes on dB and at infinity). If for this c, the sign of the mixed derivative 
* . “Y;!:a;;“’ changes inside some “sub-box” I1,E1 (c) x ... x &Err (c), then (14) implies 
Thus, for this f, (13) becomes a strict inequality. I 
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