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UN CALCUL D’ANNEAUX DE DE´FORMATIONS
POTENTIELLEMENT BARSOTTI–TATE
par
Xavier Caruso, Agne`s David & Ariane Me´zard
Re´sume´. — Soit F une extension non ramifie´e de Qp incluse dans une cloˆture alge´brique
Qp de Qp fixe´e. Le premier objectif de ce travail est de pre´senter une me´thode purement
locale pour calculer les anneaux de de´formations potentiellement Barsotti–Tate de type
galoisien mode´re´ des repre´sentations irre´ductibles de dimension 2 de Gal(Qp/F ). Nous
appliquons ensuite cette me´thode dans le cas particulier ou` F est de degre´ 2 sur Qp,
ce qui nous conduit, dans ce cas, a` la de´termination presque exhaustive de ces anneaux
de de´formations. Notre approche met en e´vidence un lien, apparemment te´nu, entre la
structure de ces anneaux de de´formations et la ge´ome´trie de la varie´te´ de Kisin corres-
pondante.
En guise de corollaire, nous ve´rifions, toujours dans le cas ou` F est de degre´ 2 sur Qp
et a` l’exception de deux cas tre`s particuliers, une conjecture de Kisin qui pre´dit que les
multiplicite´s galoisiennes intrinse`ques valent toutes 0 ou 1.
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Introduction
Les anneaux de de´formations universelles jouent un roˆle central dans le cadre
des de´veloppements re´cents autour de la correspondance de Langlands p-adique.
En effet, une e´tude fine de ces anneaux de de´formations locales et globales ([Ki3],
[Ki4],[TW],[Wil]) est ne´cessaire pour de´montrer les the´ore`mes de rele`vements mo-
dulaires. Si la de´termination ge´ne´rale de ces anneaux semble actuellement hors de
porte´e, la conjecture de multiplicite´s modulaires, dite de Breuil–Me´zard ([BM1]),
donne des informations pre´cises sur la structure des anneaux de de´formations
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ge´ome´triques locales en ge´ne´ral. Cette conjecture pre´dit une formule, en termes
de the´orie des repre´sentations, pour la multiplicite´ de Hilbert–Samuel µgal de la fibre
en caracte´ristique p des anneaux de de´formations potentiellement semi-stables d’une
repre´sentation galoisienne fixe´e ρ¯ : GQp −→ GL2(kE) ou` kE est un corps fini suffisam-
ment grand de caracte´ristique p. La multiplicite´ de ces anneaux de de´formations a deux
origines : si leur spectre est la re´union de n composantes irre´ductibles, chacune de mul-
tiplicite´ µi, 1 6 i 6 n, alors, la multiplicite´ de l’anneau entier est
∑
i µi. Par ailleurs, la
multiplicite´ d’une composante est lie´e a` sa ge´ome´trie et mesure son degre´ de nilpotence.
D’apre`s la version raffine´e de la conjecture de Breuil–Me´zard ([BM2],[Ki3],[EG]), il
existerait des entiers naturels mρ¯(σ), dits multiplicite´s intrinse`ques, ne de´pendant que
de la repre´sentation galoisienne ρ¯ et des poids de Serre σ, permettant d’e´crire une
formule explicite µgal =
∑
σmv,t(σ)mρ¯(σ) ou` la somme porte sur les poids de Serre
et les termes mv,t(σ) s’obtiennent facilement en fonction des contraintes note´es (v, t)
(voir §1.2) sur les de´formations. Cette version raffine´e s’e´tend aux repre´sentations
galoisiennes de Gal(Qp/F ) pour F extension finie de Qp de dimension n ([EG]).
Malheureusement, tant la de´termination nume´rique que l’interpre´tation ge´ome´trique
des multiplicite´s intrinse`ques sont a` ce jour myste´rieuses. Elles ne sont connues que
pour les repre´sentations de GQp de dimension 2 ([BM1],[Ki3]). Dans le cas des
repre´sentations ge´ne´riques de dimension 2 sur des extensions F non ramifie´es de degre´
fini de Qp, elles sont de´termine´es conjecturalement a` 0 ou 1 dans [BM2]. Dans le
cas des repre´sentations irre´ductibles, Kisin conjecture que leurs valeurs sont aussi 0
ou 1 (Conj. 2.3.5 [Ki5]). F. Sander a exhibe´ le premier cas de multiplicite´ 4 pour un
anneau de de´formations d’une repre´sentation re´ductible de GQp ([San]). Enfin Gee
et Kisin de´terminent les multiplicite´s intrinse`ques associe´s a` des poids de Serre dits
Fontaine–Laffaille re´guliers ([GK]).
L’objet de ce travail est la mise en œuvre d’une strate´gie pour de´terminer les mul-
tiplicite´s intrinse`ques pour les repre´sentations irre´ductibles de Gal(Qp/F ) pour F non
ramifie´e de Qp, en lien avec la ge´ome´trie des anneaux de de´formations. D’une part, nous
programmons sous sage (1) le calcul des multiplicite´s (mv,t(σ))σ via la de´composition
de Jordan–Ho¨lder de certaines repre´sentations de GL2(Fpf ) suivants les algorithmes
the´oriques de [BP],[Dav]. D’autre part, nous calculons explicitement certains anneaux
de de´formations universelles via la the´orie de Hodge p-adique.
Nous en de´duisons les valeurs des multiplicite´s µgal et (mv,t(σ))σ pour diffe´rents
parame`tres (v, t) de de´formations. Nos me´thodes conduisent a` des re´sultats explicites
en accord avec la conjecture de Kisin, tels que
The´ore`me 1 (cf Corollaire 4.3.3). — Soient F l’extension non ramifie´e de degre´
2 de Qp, ρ une repre´sentation de dimension 2 continue irre´ductible de Gal(Qp/F ) a`
coefficients dans Fp, non totalement non ge´ne´rique, et σ un poids de Serre de ρ qui
n’est pas totalement irre´gulier. Alors la multiplicite´ intrinse`que de σ dans ρ est 1.
Toujours dans la situation du the´ore`me 1, notre approche nous permet en outre
d’e´tablir un lien entre la ge´ome´trie des espaces de de´formations potentiellement
1. Voir https://cethop.math.cnrs.fr:8443/home/pub/14 pour une de´monstration.
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Barsotti–Tate conside´re´s et celle de la varie´te´ de Kisin GRρ,ψ,v,t introduite, dans un
contexte le´ge`rement diffe´rent, dans [Ki2] (voir aussi [Ki5]).
The´ore`me 2 (cf The´ore`me 4.3.1). — Soient F l’extension non ramifie´e de degre´
2 de Qp et ρ une repre´sentation de dimension 2 continue irre´ductible de Gal(Qp/F ) a`
coefficients dans Fp, non totalement non ge´ne´rique. Soient v0 = (0, 2)τ∈S et t un type
galoisien mode´re´ de niveau 2. Nous avons alors la trichotomie suivante :
• soit GRρ,ψ,v0,t est vide et Rψ(v0, t, ρ) = {0} ;
• soit GRρ,ψ,v0,t est un point et Rψ(v0, t, ρ) ' OE [[X,Y, T ]]/(XY + p) ;
• soit GRρ,ψ,v0,t est isomorphe a` P1kE et Rψ(v0, t, ρ) ' OE [[X,Y, T ]]/(XY + p2).
Nous e´nonc¸ons en re´alite´ un re´sultat plus pre´cis dans le corps de l’article (voir
The´ore`me 4.3.1), ou` nous de´terminons entie`rement et de fac¸on comple`tement expli-
cite lequel des trois cas pre´ce´dents se produit en fonction de ρ, v0, t et ψ. Pour une
repre´sentation ρ irre´ductible ge´ne´rique, ces re´sultats figurent de´ja` dans [BM2] et le
troisie`me cas du the´ore`me 2 ne se produit pas. Nous renvoyons e´galement a` la partie 4
pour des e´nonce´s additionnels dans les situations totalement non ge´ne´riques.
Plus ge´ne´ralement, la strate´gie mise en place est valable pour les repre´sentations
re´ductibles ou irre´ductibles de Gal(Qp/F ) en tout degre´ f = [F : Qp]. Les re´sultats en
degre´ 2 re´ve`lent une nouvelle forme d’anneaux de de´formations qu’il conviendra d’in-
terpre´ter en termes modulaires. L’e´tude en tout degre´ fera l’objet d’un article ulte´rieur
s’appuyant sur les re´sultats en degre´ 2.
Le plan de cet article est le suivant. Dans la partie 1, nous donnons un e´nonce´ pre´cis
de la conjecture de multiplicite´s modulaires en rappelant toutes les notations utiles
dans ce contexte. La partie 2 est consacre´e a` des rappels et des comple´ments ge´ne´raux
de the´orie de Hodge p-adique portant principalement sur les modules de Breuil–Kisin
et ses applications au calcul d’espaces de de´formations galoisiennes. Avec la partie 3
commence l’e´tude plus de´taille´e du cas des repre´sentations potentiellement Barsotti–
Tate sur un corps p-adique absolument non ramifie´. Nous de´montrons un the´ore`me de
classification des modules de Breuil–Kisin et donnons une me´thode ge´ne´rale, base´e sur
ce the´ore`me, pour de´terminer les espaces de de´formations qui nous pre´occupent. Dans
la partie 4, enfin, nous mettons en œuvre cette me´thode dans le cas d’une repre´sentation
galoisienne irre´ductible sur une extension non ramifie´e de degre´ 2 ; ceci nous conduit
notamment aux the´ore`mes 1 et 2 e´nonce´s pre´ce´demment.
Les auteurs remercient Christophe Breuil pour de nombreuses discussions lors de la
gene`se de ce travail et Gabor Wiese pour son accueil a` l’universite´ du Luxembourg. Les
auteurs ont be´ne´ficie´ du soutien financier des ANR Cethop et The´HopaD et du FNR
Luxembourg.
1. Motivations : la conjecture de Breuil–Me´zard
1.1. Conjecture de multiplicite´s modulaires. —
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1.1.1. Notations. — Soit p un nombre premier supe´rieur ou e´gal a` 5. Pour toute ex-
tension finie E de Qp, nous notons OE son anneau des entiers, $E une uniformisante
et kE = OE/$E son corps re´siduel. Nous supposons e´galement que E est plonge´e dans
une cloˆture alge´brique Qp fixe´e de Qp et nous notons GE = Gal(Qp/E). Ces nota-
tions sont valables pour toutes les extensions alge´briques (note´es E,F,K ou L) de Qp
conside´re´es dans cet article.
Soient E une extension finie de Qp et F une extension finie non ramifie´e de Qp de
degre´ f . Posons q = pf . Quitte a` agrandir E, nous supposons que E contient l’extension
quadratique non ramifie´e de F , ou de manie`re e´quivalente que kE contient l’extension
de degre´ 2 de Fq. L’extension maximale non ramifie´e de F dans Qp est note´e F
nr.
Soit S l’ensemble des plongements de F dans E (de cardinal f), qui s’identifie a`
l’ensemble des plongements de Fq dans kE puisque F est non ramifie´e. Par abus, nous
conside´rerons les e´le´ments τ ∈ S aussi bien comme des plongements de F dans E que de
Fq dans kE . Soit F
′ l’unique extension quadratique non ramifie´e de F dans Qp. Notons
S ′ l’ensemble des plongements de F ′ dans E, identifie´ a` l’ensemble des plongements de
Fq2 dans kE . Nous fixons τ0 un plongement de S et τ ′0 dans S ′ un rele`vement de τ0.
Nous notons e´galement ϕ le Frobenius de Fq et de Fq2 .
Si F̂× de´signe le comple´te´ profini de F×, la the´orie du corps de classes local fournit
un isomorphisme GabF
∼−→ F̂× qui envoie les e´le´ments de Frobenius ge´ome´triques sur les
uniformisantes et l’image du sous-groupe d’inertie sur O×F . Par cet isomorphisme, nous
voyons implicitement tout caracte`re de GF (resp. de IF = Gal(Qp/F
nr)) comme un
caracte`re de F× (resp. de O×F ). De plus, la projection a` gauche sur Gal(F [ q−1
√−p]/F )
et a` droite sur les repre´sentants multiplicatifs [F×q ]
∼= F×q (en envoyant pZ(1+ pOF ) sur
1) induit l’isomorphisme :
ωF : Gal(F [
q−1
√−p]/F ) ∼−→ (OF /p)× = F×q
g 7−→ g(
q−1
√−p)
q−1
√−p(1)
par lequel nous voyons tout caracte`re de F×q comme un caracte`re de Gal(F [
q−1
√−p]/F )
et re´ciproquement. Nous notons εf le rele`vement de Teichmu¨ller de ωf . Pour τ dans S,
notons ωτ le caracte`re fondamental de niveau f , induit sur GF par (1) et le plongement
τ |
F
×
q
; notons ετ son rele`vement de Teichmu¨ller. Notons ε : GF → Z×p le caracte`re
cyclotomique p-adique et ω sa re´duction modulo p.
Fixons enfin une repre´sentation continue ρ : Gal(Qp/F ) → GL2(kE) telle que
EndkE [Gal(Qp/F )](ρ) = kE .
1.1.2. De´formations et multiplicite´ galoisiennes. — Fixons v la donne´e de f couples
d’entiers (wτ , kτ )τ∈S avec wτ dans Z, kτ dans Z>2 et t la donne´e d’une repre´sentation
de noyau ouvert Gal(Qp/F
nr) → GL2(E) qui admet un prolongement au groupe de
Weil de F . Fixons e´galement un caracte`re continu ψ : Gal(Qp/F )→ O×E tel que :
ψ|Gal(Qp/F nr) = (det t)
∏
τ∈S
ε2wτ+kτ−2τ .(2)
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Une repre´sentation line´aire continue de Gal(Qp/F ) sur un E
′-espace vectoriel de di-
mension 2 (ou` E′ est une extension finie de E) est dite de type (v, t, ψ) si elle est poten-
tiellement semi-stable, si son de´terminant est ψε, ses poids de Hodge–Tate (wτ , wτ +
kτ − 1)τ∈S et si la repre´sentation de Weil–Deligne qui lui est attache´e par [Fo1] est
isomorphe a` t en restriction a` Gal(Qp/F
nr).
Notons Rψ(v, t, ρ) le quotient re´duit de l’anneau local parame´trant les de´formations
de ρ de type (v, t, ψ) introduits dans [Ki3, § 1.4.1]. Plus pre´cise´ment, si Rψ(ρ) est laOE-
alge`bre locale comple`te noetherienne de corps re´siduel kE parame´trant les de´formations
de ρ sur de telles OE-alge`bres de de´terminant ψε, alors Rψ(v, t, ρ) est l’image de Rψ(ρ)
dans Rψ(ρ)[1/p]/∩p, l’intersection e´tant prise sur les ide´aux maximaux p de Rψ(ρ)[1/p]
tels que la repre´sentation :
Gal(Qp/F )→ GL2
(
Rψ(ρ)[1/p]
)
 GL2
(
Rψ(ρ)[1/p]/p
)
est de type (v, t, ψ). Notons que cette dernie`re repre´sentation est a` coefficients dans
une extension finie de E. Les anneaux de de´formations que nous venons d’introduire
se comportent agre´ablement lorsque le corps E change : plus pre´cise´ment, si E′ est
une extension finie de E, les OE′-alge`bres Rψ(ρ) et Rψ(v, t, ρ) calcule´es a` partir de
E′ s’obtiennent par extension des scalaires de OE a` OE′ a` partir de leurs analogues
calcule´s a` partir de E (voir lemme 2.2.2.3 de [BM1]).
Remarque 1.1.1. — Nous pouvons e´galement de´finir Rψ(v, t, ρ) comme le quotient
de Rψ(ρ) par l’intersection des ide´aux noyaux des morphismes de OE-alge`bres f :
Rψ(ρ)→ Zp pour lesquels la repre´sentation :
Gal(Qp/F )→ GL2
(
Rψ(ρ)
)→ GL2 (Zp)→ GL2(Qp)
est de type (v, t, ψ).
Soient A un anneau local, d’ide´al maximal mA, de dimension d etM un A-module de
type fini. Il existe un polynoˆme PAM (X) de degre´ au plus d, appele´ polynoˆme de Hilbert–
Samuel de M , uniquement de´termine´ par l’hypothe`se PAM (n) = longAM/m
n+1M pour
n assez grand (voit [Mat], §14). La multiplicite´ d’Hilbert–Samuel e(M,A) de M rela-
tivement a` A est par de´finition d! fois le coefficient de Xd dans le polynoˆme PAM (X).
Lorsque l’anneau A est sous-entendu, par exemple si M = A, nous notons simplement
e(M). Dans la suite, nous posons
µgal(v, t, ρ) = e(R
ψ(v, t, ρ)/$E).(3)
1.1.3. Poids de Serre et multiplicite´ automorphe. — Un poids de Serre de F est une
repre´sentation lisse absolument irre´ductible de GL2(OF ), ou de manie`re e´quivalente de
GL2(Fq) sur kE . Un poids de Serre est de la forme :⊗
τ∈S
(
(Symrτ k2E)
τ ⊗kE τ ◦ detsτ
)
(4)
avec des entiers rτ et sτ dans {0, . . . , p− 1} et ou` GL2(Fq) agit sur (Symrτ k2E)τ par le
plongement τ de Fq dans kE et l’action sur la base canonique de k
2
E . Avec la condition
supple´mentaire que tous les sτ ne sont pas e´gaux a` p− 1, cette e´criture est unique. Si
σ est un poids de Serre comme en (4), nous notons σs =
⊗
τ∈S
(
(Symp−1−rτ k2E)
τ ⊗kE
τ ◦ detrτ+sτ ) le syme´trique de σ. Nous identifions le poids de Serre σ avec les f -uplets
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(rτ , sτ )τ∈S qui le de´finissent. Quand l’action du caracte`re central est impose´e, le f -uplet
(sτ )τ∈S s’obtient a` partir des (rτ )τ∈f . Le poids σ est alors identifie´ au f -uplet (rτ )τ∈S .
Un poids de Serre pour lequel aucun rτ n’est e´gal a` p− 1 est dit re´gulier ; il est dit
totalement irre´gulier si tous les rτ sont e´gaux a` p− 1.
Notons D(ρ) l’ensemble des poids de Serre de ρ de´fini dans [BDJ, § 3] (voir la partie
1.2.1 pour une de´finition et des me´thodes de calcul de D(ρ)).
Nous associons a` v la repre´sentation continue de GL2(OF ) sur E :⊗
τ∈S
(
(Symkτ−2E2)τ ⊗E τ ◦ detwτ
)
ou` GL2(OF ) agit sur (Symkτ−2E2)τ via τ : OF ↪→ E. Par [Hen], nous pouvons
e´galement associer a` t une repre´sentation lisse absolument irre´ductible σ(t) de GL2(OF )
sur E (quitte a` agrandir E) de caracte`re central det t. Notons D(v, t) l’ensemble des
poids de Serre a` multiplicite´ pre`s qui sont des constituants du semi-simplifie´ sur kE
de σ(v) ⊗E σ(t) et mv,t(σ) la multiplicite´ (dans N) avec laquelle un poids de Serre σ
(quelconque) apparaˆıt dans ce semi-simplifie´.
1.1.4. Conjecture de multiplicite´s modulaires. — L’e´nonce´ de la conjecture suivante
re´sume les conjectures de [BM2], [EG], [GK], [Ki3], [Ki5] :
Conjecture 1.1.2. — Soit ρ : Gal(Qp/F ) → GL2(kE) une repre´sentation telle que
EndkE [Gal(Qp/F )](ρ) = kE.
Pour tout poids de Serre σ de F , il existe un entier naturel mρ¯(σ), dit multiplicite´
intrinse`que de σ dans ρ, qui ne de´pend que de ρ¯ et σ, tel que pour tout v et tout t
comme pre´ce´demment :
µgal(v, t, ρ) =
∑
σ
mρ(σ)mv,t(σ)
De plus mρ¯(σ) est non nul si et seulement si σ est dans D(ρ¯).
Remarque 1.1.3. — Si ρ est une repre´sentation de GQp de dimension deux avec ρ 6'(
ωχ ∗
0 χ
)
pour tout caracte`re χ, alors la conjecture 1.1.2 est vraie. Les multiplicite´s
intrinse`ques sont infe´rieures a` deux et sont explicitement connues. En particulier, si ρ
est irre´ductible, elles valent 0 ou 1 ([BM1], [Ki3], [EG] The´ore`me 1.1.5).
Remarque 1.1.4. — Si F/Qp est une extension finie non ramifie´e et la repre´sentation
ρ est ge´ne´rique au sens de [BP], la conjecture de multiplicite´s raffine´es ([BM2]) im-
plique que les multiplicite´s intrinse`ques sont majore´es par 1. Plus ge´ne´ralement, Kisin
demande si ces multiplicite´s intrinse`ques sont majore´es par 1 si ρ est une repre´sentation
irre´ductible de GF ([Ki5], Conjecture 2.3.2).
Remarque 1.1.5. — Nous avons ici e´nonce´ la conjecture de multiplicite´s modulaires
pour des de´formations semi-stables. Il en existe e´galement une version cristalline, qui
ne diffe`re de celle-ci que pour les types galoisiens scalaires. Il est de plus conjecture´ que
les deux versions de la conjecture sont satisfaites par les meˆmes valeurs des multiplicite´s
intrinse`ques ([Ki5], conjecture 2.2.3)
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1.2. Calculs de poids de Serre. — Dans cette partie, nous expliquons comme
de´terminer l’ensemble D(ρ) et, pour certains types de de´formations (v0, t), l’ensemble
D(v0, t) et les multiplicite´s mv0,t(σ).
1.2.1. Poids de Serre d’une repre´sentation irre´ductible. — Soit ρ : Gal(Qp/F ) −→
GL2(kE) une repre´sentation continue irre´ductible fixe´e. L’ensemble D(ρ) des poids de
Serre de ρ de´fini dans [BDJ, § 3] (voir aussi Proposition A.3 de [Br3]) est l’ensemble des
poids de Serre (la puissance du de´terminant fixe´e est sous-entendue, pour des pre´cisions
voir [BP]) : ⊗
τ∈S
(Symrτ k2E)
τ
avec (rτ )τ∈S ∈ {0, . . . , p − 1}f pour lesquels il existe S1 ⊂ S ′ tel que |S1| = f , S =
{τ ′|F , τ ′ ∈ S1} et χ′ un caracte`re de l’inertie qui s’e´tend a` Gal(Qp/F ) tels que
ρ|Gal(Qp/F nr)
∼=
∏τ ′∈S1 ω(rτ ′|F+1)τ ′ 0
0
∏
τ ′∈S′\S1
ω
(rτ ′
|F
+1)
τ ′
⊗ χ′.
Explicitons un algorithme pratique pour obtenir D(ρ). Soit ρ : Gal(Qp/F ) −→
GL2(kE) une repre´sentation continue irre´ductible telle que
ρ|Gal(Qp/F nr)
∼=
(
ω
∑f−1
j=0 (rj+1)p
j
τ ′0
⊕ ωp
f
∑f−1
j=0 (rj+1)p
j
τ ′0
)
⊗ χ′
pour un plongement τ ′0 ∈ S ′ fixe´ avec la famille (rj)06j6f−1 dans {0, . . . , p − 1} ×
{−1, . . . , p − 2}f−1. L’ensemble des poids de Serre de ρ est l’ensemble des f -uplets
(r′j)06j6f−1{0, . . . , p − 1}f satisfaisant une congruence de la forme
(5)
f−1∑
j=0
±(r′j + 1)pj ≡
f−1∑
j=0
(rj + 1)p
j mod (pf + 1)
pour un des 2f choix de signes possibles dans le membre de gauche. Si ρ est ge´ne´rique
([BP], De´finition 11.7), autrement dit si la famille (rj)06j6f−1 est dans {1, . . . , p −
2}×{0 . . . , p−3}f−1, nous obtenons ainsi 2f f -uplets distincts (correspondants aux 2f
choix de signes dans la congruence (5)) qui s’expriment formellement en fonction des
(rj)06j6f−1 ([BP], Lemma 11.4). Si ρ n’est pas ge´ne´rique, il est possible que les formules
donnant les 2f f -uplets dans le cas ge´ne´rique donnent des f -uplets n’appartenant pas a`
{0, . . . , p− 1}f . Il faut alors revenir a` la congruence (5) pour modifier convenablement
le f -uplet pour de´terminer le poids de Serre, e´le´ment de {0, . . . , p − 1}f associe´ a` ρ
correspondant a` ce f -uplet. Dans [Dav], A. David donne une description plus directe
de l’ensemble D(ρ) et une formule explicite pour la modification a` apporter dans le cas
non ge´ne´rique.
De´finition 1.2.1. — Soit ρ : GF −→ GL2(kE) une repre´sentation continue
irre´ductible non ge´ne´rique. Les poids de Serre de ρ qui s’obtiennent apre`s modi-
fication des formules donnant les poids de Serre dans le cas ge´ne´rique sont dits
modifie´s.
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Pour f = 2, notons ω4 = ωτ ′0 le caracte`re fondamental de niveau 4. Il y a quatre cas
possibles de repre´sentations irre´ductibles non ge´ne´riques. Nous indiquons pour chacune
ses poids de Serre, en commenc¸ant par l’unique poids modifie´ et continuant par son
syme´trique (voir [Dav]). Dans tous les cas ci-dessous, s est un entier dans Z et θ un
e´le´ment de k×E .
(i) ρ ' IndGFGF ′
(
ω1+r04 · nr′(θ)
)
⊗ ωs2 avec 1 6 r0 6 p− 2 ;
D(ρ) = { (r0 + 1, p − 1)⊗ det−1 , (p− 2− r0, 0)⊗ det−(p−1−r0),
(p − 1− r0, p − 2)⊗ detr0 , (r0 − 1, p − 1)⊗ 1)} ⊗ dets .
(ii) ρ = IndGFGF ′
(ω4 · nr′(θ))⊗ ωs2 ;
D(ρ) =
{
(1, p − 1)⊗ det−1, (p − 2, 0) ⊗ det−(p−1), (p− 1, p − 2)⊗ 1
}
⊗ dets.
(iii) ρ ' IndGFGF ′
(
ω
p(2+r1)
4 · nr′(θ)
)
⊗ ωs2 avec 0 6 r1 6 p− 3 ;
D(ρ) = { (p − 1, r1 + 2)⊗ det−p , (0, p − 3− r1)⊗ detp−1+p(1+r1),
(p − 2, p − 2− r1)⊗ detp(1+r1) , (p − 1, r1)⊗ 1} ⊗ dets.
(iv) ρ ' IndGFGF ′ (ω
p
4 · nr′(θ))⊗ ωs2 ;
D(ρ) = {(p − 1, 1)⊗ det−p, (0, p − 2)⊗ detp−1, (p− 2, p − 1)⊗ 1}⊗ dets.
Dans les cas (i) et (iii) de la liste ci-dessus, un seul des deux entiers (r0, r1) prend
une valeur non ge´ne´rique, a` savoir 0 ou p− 1 pour r0 et −1 ou p− 2 pour r1. Dans les
cas (ii) et (iv), les entiers r0 et r1 sont tous les deux non ge´ne´riques et nous appelons
totalement non ge´ne´riques les repre´sentations associe´es.
1.2.2. Poids du type. — Fixons deux caracte`res distincts mode´re´ment ramifie´s η, η′ :
Gal(Qp/F
nr) → O×E qui s’e´tendent a` GF et conside´rons le type galoisien t = η ⊕ η′.
Les conditions sur η, η′ impliquent qu’ils se factorisent par Gal(F nr[ q−1
√−p]/F nr) =
Gal(F [ q−1
√−p]/F ) ' F×q (cf. (1)) et qu’il y a donc une manie`re naturelle de les e´tendre
a` Gal(Qp/F ) (via la the´orie du corps de classes local, cela revient juste a` envoyer p ∈ F̂×
vers 1). Notons I(OF ) le sous-groupe d’Iwahori de GL2(OF ) des matrices triangulaires
supe´rieures modulo p.
Le type σ(t) associe´ par [Hen] a` t est alors Ind
GL2(OF )
I(OF )
(η′⊗η) ou` η′⊗η : I(OF )→ O×E
est le caracte`re : (
a b
pc d
)
7→ η′(a)η(d)
et Ind
GL2(OF )
I(OF )
(η′ ⊗ η) est le E-espace vectoriel des fonctions f : GL2(OF ) → E telles
que :
∀k ∈ I(OF ), k′ ∈ GL2(OF ), f(kk′) = (η′ ⊗ η)(k)f(k′)
muni de l’action a` gauche de GL2(OF ) par translation a` droite sur les fonctions. Cette
action se factorise par GL2(Fq).
Notons de meˆme Ind
GL2(OF )
I(OF )
(η′ ⊗ η) le kE-espace vectoriel des fonctions f :
GL2(OF ) → kE telles que f(kk′) = (η′ ⊗ η)(k)f(k′) muni de la meˆme action de
GL2(Fq). C’est la re´duction modulo $E du OE-re´seau de σ(t) des fonctions a` valeurs
dans OE . Nous notons D(t) l’ensemble des poids de Serre de F qui sont des constituants
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irre´ductibles de Ind
GL2(OF )
I(OF )
(η′ ⊗ η). La` encore, nous disposons d’une de´termination de
D(t) duˆe a` Breuil et Pasˇkunas ([BP] §2 lemme 2.2) et d’un algorithme combinatoire
duˆ a` David ([Dav]). Notamment pour f = 2, l’ensemble des poids de Serre qui sont
des constituants de Ind
GL2(OF )
I(OF )
η′ ⊗ η avec η = ωc0+pc1τ0 η′ (0 6 c0, c1 6 p − 1) sont les
couples de {0, . . . , p − 1}2 apparaissant dans la liste de couples suivante :
(6) (c0, c1)⊗η′, (p− 2− c0, c1 − 1)⊗ det
c0+1 η′
(c0 − 1, p − 2− c1)⊗ detp(c1+1) η′ , (p−1−c0, p−1−c1)⊗det
c0+pc1η′.
Dans la partie 4, nous conside´rons des contraintes de de´formations (v0, t), avec v0 =
((0, 2))τ∈S et t comme ci-dessus. Dans ce cadre, la repre´sentation σ(v0) est triviale.
L’ensemble D(v0, t) est donc l’ensemble D(t) ; la multiplicite´ mv0,t(σ) est 1 pour tout
σ dans D(t), 0 sinon.
2. Outils de the´orie de Hodge p-adique
Les me´thodes que nous allons utiliser par la suite pour de´terminer explicitement
certains espaces de de´formations Rψ(v, t, ρ) sont purement locales. Elles sont base´es
essentiellement sur la the´orie des modules de Breuil–Kisin ([Br1], [Ki1], [Ki2], [Ki4],
[Ki5]). Cette seconde partie est consacre´e a` pre´senter succintement et a` comple´ter sur
certains points les re´sultats principaux de la the´orie de Breuil–Kisin que nous serons
amene´s a` utiliser couramment dans la suite.
2.1. Rappels sur la the´orie de Breuil–Kisin. — Soit K une extension finie
de Qp
(2). La the´orie de Breuil–Kisin permet d’e´tudier les repre´sentations semi-
stables de GK . Pour l’exposer, nous avons besoin d’introduire quelques notations
supple´mentaires :
– K0, l’extension maximale non ramifie´e de Qp incluse dans K ;
– f = [K0 : Qp] le degre´ re´siduel de K ;
– ϕ, l’endomorphisme de Frobenius agissant sur K0 ;
– W , l’anneau des entiers de K0 ;
– E(u), le polynoˆme minimal de $K (une uniformisante fixe´e de K) sur K0 ;
– (pis)s∈N, un syste`me compatible de racines p
s-ie`mes de $K dans K ;
– K∞, l’extension de K engendre´e par les pis pour s dans N ;
– G∞ = Gal(K/K∞) ;
– les anneaux S =W [[u]] et OE de´fini comme le comple´te´ p-adique de S[1/u],
OE =
{∑
i∈Z
aiu
i
∣∣∣ ai ∈W, lim
i→−∞
ai = 0
}
;
nous les munissons d’un endomorphisme de Frobenius, que par abus nous notons
encore ϕ, de´fini par :
ϕ
(∑
aiu
i
)
=
∑
ϕ(ai)u
pi.
2. Plus ge´ne´ralement, le contenu de cette partie §2 s’e´tend sans modification a` un corps complet
pour une valuation discre`te, de caracte´ristique mixte et de corps re´siduel parfait.
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Remarquons que OE contient S et que le Frobenius de´fini ci-dessus est compatible a`
cette inclusion. Notons e´galement que OE est un anneau de valuation discre`te (pour
la valuation p-adique) complet et que son corps re´siduel s’identifie canoniquement a`
kK((u)).
2.1.1. Classification des repre´sentations de G∞. — D’apre`s la the´orie du corps des
normes de Fontaine et Wintenberger (voir [Win]), le groupe de Galois G∞ s’identifie
au groupe de Galois absolu d’un corps de se´ries de Laurent en une variable a` coefficients
dans le corps re´siduel kK . Autrement dit, nous avons un isomorphisme (qui peut eˆtre
rendu canonique)
(7) G∞ ' Gal(kK((u))sep/kK((u)))
ou` kK((u))
sep de´signe une cloˆture se´parable de kK((u)). Notons OEnr l’extension e´tale
(infinie) de OE correspondant a` l’extension re´siduelle kK((u))sep/kK((u)). Le groupe
de Galois absolu de kK((u)) agit naturellement sur OEnr . Il en va donc de meˆme de G∞
graˆce a` l’isomorphisme (7).
De´finition 2.1.1. — Soit R une Zp-alge`bre locale comple`te.
Un ϕ-module sur R⊗ˆZpOE est un (R⊗ˆZpOE )-moduleM libre de rang fini muni d’une
application ϕM : M →M qui est line´aire par rapport a` R et ϕ-semi-line´aire par rapport
a` OE .
Le ϕ-moduleM est dit e´tale si l’image de ϕM engendreM comme (R⊗ˆZpOE )-module.
Remarque 2.1.2. — E´tant donne´ ϕM comme dans la de´finition 2.1.1, il est souvent
pratique de travailler avec son  line´arise´  :
Id⊗ϕM : (R⊗ˆZpOE)⊗ϕ,R⊗ˆZpOE M −→M
ou` l’endomorphisme ϕ de R⊗ˆZpOE qui apparaˆıt ci-dessus agit sur R par l’identite´ et sur
OE par le Frobenius. L’application Id⊗ϕM est alors (R⊗ˆZpOE)-line´aire et le ϕ-module
M est e´tale si et seulement si Id⊗ϕM est un isomorphisme.
Nous avons le re´sultat suivant qui est une variante a` coefficients d’un the´ore`me
classique de Fontaine (voir [Fo2]) :
The´ore`me 2.1.3. — Pour toute Zp-alge`bre locale comple`te noetherienne R, le fonc-
teur
V 7→M?(V ) = (V ?⊗ˆZpOEnr)G∞
re´alise une e´quivalence de cate´gories entre la cate´gorie des R-repre´sentations libres de
rang fini de G∞ et celle des ϕ-modules
(3) e´tales sur R⊗ˆZpOE .
Remarque 2.1.4. — Le foncteurM?, comme toutes les constructions pre´sente´es dans
ce paragraphe, commute au changement de base.
3. La structure de ϕ-module sur (V ?⊗ˆZpOEnr)
G∞ est donne´e par l’application Id⊗ϕ.
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Le cas d’une W -alge`bre. — Si l’anneau des coefficients R est une W -alge`bre, nous
disposons d’une variante du the´ore`me 2.1.3 obtenue essentiellement en remplac¸ant ϕ
par ϕf .
De´finition 2.1.5. — Soit R une W -alge`bre locale comple`te.
Un ϕf -module sur R⊗ˆWOE est un (R⊗ˆWOE )-module M libre de rang fini muni
d’une application ϕ
(f)
M : M → M qui est line´aire par rapport a` R et ϕf -semi-line´aire
par rapport OE .
Le ϕf -module M est dit e´tale si l’image de ϕ
(f)
M engendre M comme (R⊗ˆWOE)-
module.
The´ore`me 2.1.6. — Pour toute W -alge`bre locale comple`te noetherienne R, le fonc-
teur
V 7→M?W (V ) = (V ?⊗ˆWOEnr)G∞
re´alise une e´quivalence de cate´gories entre la cate´gories des R-repre´sentations libres de
rang fini de G∞ et celle des ϕ
f -modules (4) e´tales sur R⊗ˆWOE .
Si R est une W -alge`bre et V est une R-repre´sentation libre de rang fini de G∞,
nous disposons donc simultane´ment des deux objets M?(V ) et M?W (V ) que nous allons
comparer. Comme R est une W -alge`bre, nous avons une de´composition canonique de
l’anneau R⊗ˆZpW :
R⊗ˆZpW '
∏f−1
i=0 R
y ⊗ x 7→ (ϕ−i(x) · y)06i6f−1.
En tensorisant par OE sur W , nous en de´duisons un isomorphisme canonique :
(8) R⊗ˆZpOE '
∏f−1
i∈0 R⊗ˆι◦ϕ−i,WOE .
ou` ι de´signe le morphisme structurel de R comme W -alge`bre. Concre`tement, le i-ie`me
facteur R⊗ˆι◦ϕ−i,WOE admet la description explicite suivante :
(9) R⊗ˆι◦ϕ−i,WOE '
{∑
j∈Z
aju
j
∣∣∣ aj ∈ R, lim
j→−∞
aj = 0
}
l’identification faisant correspondre le tenseur pur λ ⊗ (∑ ajuj) avec la se´rie
λ
∑
ϕ−i(aj) u
j . Avec ce choix, l’isomorphisme (9) est compatible a` la fois a` la
multiplication par les e´le´ments de W agissant sur le facteur OE et a` la multiplication
par les e´le´ments de R agissant sur le facteur R.
Soit ei l’idempotent de R⊗ˆZpOE correspondant au i-ie`me facteur de la de´composition
(8). Si M est un module sur R⊗ˆZpOE , en posant M (i) = eiM , nous avons une
de´composition canonique de M :
(10) M =M (0) ⊕M (1) ⊕ · · · ⊕M (f−1).
Examinons a` pre´sent le comportement du Frobenius. En revenant aux de´finitions,
nous nous apercevons que l’action de Id⊗ϕ sur R⊗ˆZpOE correspond a` l’endomorphisme
4. La structure de ϕf -module sur (V ?⊗ˆWOEnr)
G∞ est donne´e par l’application Id⊗ϕf .
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de
∏f−1
i=0 R⊗ˆW,ι◦ϕ−iOE suivant :
(s0(u), s1(u), . . . , sf−1(u)) 7→ (sf−1(up), s0(up), s1(up), . . . , sf−2(up))
ou` les si(u) de´signent des se´ries a` coefficients dans R, e´le´ments du membre de droite
de l’isomorphisme (9). Nous en de´duisons que, si M est un ϕ-module sur R⊗ˆZpOE ,
l’endomorphisme ϕM envoie M
(i) sur M (i+1 mod f) pour i compris entre 0 et f − 1.
Notons en particulier que la f -ie`me puissance de ϕM stabilise chacun des M
(i). La
proposition suivante est imme´diate.
Proposition 2.1.7. — Soient R une W -alge`bre locale comple`te et V une R-
repre´sentation libre de rang fini de G∞. Alors, avec les notations introduites
pre´ce´demment, nous avons un isomorphisme canonique de ϕf -modules sur R⊗ˆWOE :
M?W (V ) =M
?(V )(0)
ou` M?(V )(0) est muni d’une structure de ϕf -module sur R⊗ˆWOE via l’endomorphisme
ϕM?(V ) ◦ ϕM?(V ) ◦ · · · ◦ ϕM?(V ) (f fois).
2.1.2. Modules de Breuil–Kisin. — Lorsque V est une repre´sentation semi-stable de
GK a` coefficients dans l’anneau des entiers d’une extension finie de Qp, le ϕ-module
M?(V ) associe´ a` la restriction de V a` G∞ par le the´ore`me 2.1.3 a une forme particulie`re
qui rend son e´tude plus facile. Dans ce paragraphe, nous introduisons la notion de
module de Breuil–Kisin qui rend compte de cette forme particulie`re agre´able.
De´finition 2.1.8. — Soit R une Zp-alge`bre locale noetherienne comple`te.
Un module de Breuil–Kisin sur R⊗ˆZpS est la donne´e d’un (R⊗ˆZpS)-module de type
fini M et d’un endomorphisme ϕM : M→M ve´rifiant les conditions suivantes :
(i) le module M n’a pas de u-torsion ;
(ii) l’application ϕM est line´aire par rapport a` R et ϕ-semi-line´aire par rapport a` S ;
(iii) le (R⊗ˆZpS)-module engendre´ par l’image de ϕM contient E(u)rM pour un certain
entier r positif ou nul.
Le plus petit entier r ve´rifiant la condition (iii) est appele´ la E(u)-hauteur de M.
Remarque 2.1.9. — De meˆme que pour un ϕ-module, il est souvent commode,
lorsque M est un module de Breuil–Kisin, de conside´rer le line´arise´ de ϕM :
Id⊗ϕM : (R⊗ˆZpS)⊗Id⊗ϕ,R⊗ˆZpS M −→M.
qui est une application (R⊗ˆZpS)-line´aire. La condition (iii) de la de´finition 2.1.8 est
alors e´quivalente au fait que le conoyau de Id⊗ϕM est annule´ par E(u)r.
Lorsque R est de plus une W -alge`bre, la de´composition de (R⊗ˆZpS) analogue a` (8)
induit une de´composition
(11) M = M(0) ⊗ . . .⊗M(f−1)
analogue a` (10).
De´finition 2.1.10. — Soit R une Zp-alge`bre locale noetherienne comple`te et h un
entier naturel. Une R-repre´sentation V de GK libre de rang fini est dite de E(u)-
hauteur infe´rieure ou e´gale a` h s’il existe un module de Breuil–Kisin M sur R⊗ˆZpS de
hauteur infe´rieure ou e´gale a` h tel que nous ayons un isomorphisme de ϕ-modules :
M?(V ) ' OE ⊗S M,
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la structure de ϕ-module sur OE ⊗S M e´tant donne´e par ϕ⊗ ϕM.
The´ore`me 2.1.11 (Kisin). — Soit R une Zp-alge`bre locale noetherienne comple`te
que nous supposons de plus plate sur Zp. Soit V une repre´sentation de GK a` coefficients
dans R qui est libre de rang fini. Nous supposons que pour tout morphisme d’anneaux
R → Qp, la repre´sentation Qp ⊗R V est semi-stable a` poids de Hodge–Tate compris
entre 0 et h. Alors :
(i) le ϕ-module associe´ a` V|G∞ par le the´ore`me 2.1.3 est de E(u)-hauteur 6 h ;
(ii) si M1 et M2 sont deux modules de Breuil–Kisin tels que :
M?(V|G∞) ' OE ⊗S M1 ' OE ⊗S M2
alors le second isomorphisme ci-dessus identifie M1 a` M2 a` l’inte´rieur de
M?(V|G∞).
De´monstration. — En reprenant les notations de [Ki5], les hypothe`ses du the´ore`me
assurent que R = R6h. La premie`re assertion suit ainsi du corollaire 1.7 de loc. cit.
La seconde assertion, quant a` elle, suit de la proposition 2.1.12 de [Ki1].
Les repre´sentations cristallines e´tant en particulier semi-stables, le the´ore`me 2.1.11
vaut a fortiori si les repre´sentations Qp ⊗R V sont cristallines pour tout morphisme
d’anneaux R → Qp. Dans ce cas, la situation est encore meilleure car le the´ore`me de
pleine fide´lite´ de Kisin (voir corollaire 2.1.14 de [Ki1]) implique que la repre´sentation
V de GK est entie`rement caracte´rise´e par sa restriction a` G∞. Par ailleurs, soulignons
qu’il n’est pas vrai, en ge´ne´ral, qu’une repre´sentation de E(u)-hauteur finie de G∞ se
prolonge en une repre´sentation cristalline de GK . Toutefois, ceci se produit dans le cas
particulier notable des repre´sentations de E(u)-hauteur infe´rieure ou e´gale a` 1, comme
le pre´cise le the´ore`me suivant.
The´ore`me 2.1.12. — Toute R-repre´sentation libre de rang fini de G∞ de E(u)-
hauteur infe´rieure ou e´gale a` 1 se prolonge de manie`re canonique a` GK . Ce prolonge-
ment est fonctoriel et commute aux changements de base.
De plus, si R est l’anneau des entiers d’une extension finie de E, ce prolongement
est caracte´rise´ par le fait qu’il soit cristallin.
De´monstration. — L’existence du prolongement et son caracte`re  canonique de´coulent
d’une variante a` coefficients du lemme 5.1.2 de [BCDT] apre`s une traduction entre
le langage des modules de Breuil–Kisin et celui des modules fortement divisibles de
Breuil.
La caracte´risation par le caracte`re cristallin est, quant a` elle, une conse´quence du
corollaire 2.1.14 de [Ki1].
2.1.3. Donne´es de descente. — Une repre´sentation de GK est dite potentiellement
semi-stable si elle devient semi-stable apre`s restriction a` un sous-groupe d’indice fini,
c’est-a`-dire apre`s restriction a` un sous-groupe de la forme GL = Gal(K/L), ou` L est
une extension finie de K. Une approche usuelle pour e´tudier une telle repre´sentation
V a` l’aide de la the´orie de Kisin est de munir le module de Breuil–Kisin de V|GL (qui
est semi-stable) d’une donne´e supple´mentaire, appele´e donne´e de descente, qui rend
compte du prolongement de l’action a` GK .
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A` partir de maintenant, nous nous restreignons au cas ou` L est de la forme L =
K( n
√
$K) pour un certain entier n premier a` p. Nous supposons de plus que K contient
une racine primitive n-ie`me de l’unite´. L’extension L/K est alors galoisienne et son
groupe de Galois est canoniquement isomorphe au groupe µn(K) des racines n-ie`mes
de l’unite´ dans K. Notons ηn : Gal(L/K)→ µn(K) cet isomorphisme.
Dans la partie 3, nous conside´rerons notamment la situation suivante : F est l’ex-
tension non ramifie´e de degre´ f de Qp ; l’uniformisante $F choisie est −p ; n est pf −1.
Le caracte`re ηn est alors le caracte`re εf introduit dans la partie 1.1.1.
Nous ajoutons un indice K ou L a` toutes les donne´es associe´es aux corps de base
K et L respectivement. Par exemple, nous notons uK et uL les deux versions de la
variable que nous notions u jusqu’alors et nous utilisons les notations SK et SL (resp.
OE,K et OE,L) pour les deux versions de l’anneau S (resp. OE). En particulier, nous
avons SK = W [[uK ]] et SL = W [[uL]]. Remarquons, qu’e´tant donne´ que l’extension
L/K est totalement ramifie´e, l’anneau W est le meˆme que nous travaillions avec K ou
L ; il est donc inutile de le de´corer d’un indice supple´mentaire.
Nous supposons de plus, a` partir de maintenant, que les uniformisantes piK et piL,
ainsi que leurs racines ps-ie`mes pis,K et pis,L sont choisies de fac¸on a` ce que pi
n
s,L soit
pis,K pour tout entier s. Le polynoˆme minimal EL(uL) de $L sur K0 est donc e´gal
a` EK(u
n
L). Nous identifions S (resp. OE,K) a` un sous-anneau de SL (resp. OE,L) en
envoyant la variable uK sur u
n
L. Via cette identification, les polynoˆmes EK(uK) et
EL(uL) se correspondent. Par ailleurs, l’extension L∞ (obtenue en ajoutant a` L tous
les pis,L) est galoisienne sur K∞ et son groupe de Galois s’identifie a` celui de L/K et
donc encore a` µn(K) en suivant l’homomorphisme ω.
De´finissons une action de Gal(L/K) ' Gal(L∞/K∞) sur OE,L en faisant agir un
e´le´ment g de Gal(L/K) sur la variable uL par multiplication par ηn(g) conside´re´ comme
un e´le´ment de W . Concre`tement, nous avons :
g ·
∑
i∈Z
aiu
i
L =
∑
i∈Z
ηn(g)
iaiu
i
L.
Clairement, cette action stabilise SL. De plus, en utilisant que ηn est d’ordre exacte-
ment n, il est facile de de´terminer les points fixes :
H0(Gal(L/K),OE,L) = OE,K et H0(Gal(L/K),SL) = SK .
Si R est une Zp-alge`bre locale noetherienne comple`te, nous prolongeons l’action de
Gal(L/K) au produit tensoriel R⊗ˆZpOE,L en convenant que Gal(L/K) agit trivialement
sur R. Si R est, de surcroˆıt, une W -alge`bre, nous disposons de l’isomorphisme (8) :
R⊗ˆZpOE,L '
∏f−1
i∈0 R⊗ˆι◦ϕ−i,WOE,L.
Via cette identification, l’action de Gal(L/K) se fait composante par composante et,
sur le i-ie`me facteur vu a` travers l’isomorphisme (9), elle est donne´e par la formule :
g ·
∑
j∈Z
aju
j
L =
∑
j∈Z
(ϕ−i ◦ ηn)(g)j aj ujL.
Si V une R-repre´sentation de G∞,K qui est libre de rang fini, nous nous apercevons
en revenant aux de´finitions queM?(V|G∞,L) (qui est un ϕ-module sur OE,L⊗ˆZpR) he´rite
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d’une action semi-line´aire de Gal(L/K) et que :
(12) M?(V ) = H0(Gal(L/K),M?(V|G∞,L)).
Nous en de´duisons, en particulier, que le foncteur qui a` V comme pre´ce´demment associe
le ϕ-module M?(V|G∞,L) muni de l’action supple´mentaire de Gal(L/K) e´tablit une
e´quivalence de cate´gorie entre la cate´gories des R-repre´sentations libres de rang fini
de G∞,K et celle des ϕ-modules sur R⊗ˆZpOE,L e´quipe´s d’une action semi-line´aire de
Gal(L/K).
Examinons maintenant plus attentivement le cas ou` la repre´sentation V|G∞,L est de
EL(uL)-hauteur finie. Par de´finition, il existe alors un module de Breuil–Kisin ML tel
que
M?(V|GL) = OE,L ⊗SL ML.
Si nous supposons de plus que R est plat sur Zp, ce module est unique d’apre`s
l’aline´a (ii) du the´ore`me 2.1.11. Nous en de´duisons qu’il he´rite par restriction d’une
action de Gal(L/K). Toutefois, l’espace des points fixes H0(Gal(L/K),ML) ne jouit
ge´ne´ralement pas de bonnes proprie´te´s (5). Pour conserver la trace de la semi-stabilite´
de V , il est donc ne´cessaire de travailler avec des modules de Breuil–Kisin munis de
donne´es de descente.
2.2. Sur la restriction a` G∞. — La the´orie de Breuil–Kisin permet de controˆler de
manie`re efficace l’action de G∞ sur une repre´sentation (potentiellement) semi-stable.
Dans sa version la plus simple — telle que nous venons de la pre´senter — elle ne dit
toutefois pas grand chose sur l’action comple`te du groupe GK . L’objectif de cette partie
est d’e´tudier, dans les situations qui nous inte´resserons par la suite, dans quelle mesure
nous pouvons nous contenter de travailler uniquement avec l’action du sous-groupe
G∞.
Fixons une suite compatible (ζs)s>0 de racines primitives p
s-ie`mes de l’unite´ dans
K, c’est-a`-dire, une suite ve´rifiant ζ0 = 1, ζ1 6= 1 et ζps+1 = ζs pour tout entier s > 0.
Ce choix e´tant fait, pour tout g ∈ GK , il existe un unique e´le´ment c(g) de Zp tel que :
g(pis) = ζ
c(g)
s pis pour tout s dans N.
Cette association de´finit une application c : GK → Zp ve´rifiant, pour tous g et g′ dans
GK , la relation de cocycle c(gg
′) = c(g) + ε(g)c(g′) (ou` nous rappelons que ε de´signe
le caracte`re cyclotomique).
Notons K(ζ∞) l’extension de K engendre´e par tous les ζs ; il s’agit d’une extension
galoisienne dont le groupe de Galois, note´ Γ, s’identifie a` un sous-groupe ouvert de Z×p
via ε. Le groupe de Galois de l’extension K∞(ζ∞)/K(ζ∞) s’identifie, quant a` lui, a`
Zp via le cocycle c (qui, bien suˆr, en restriction a` Gal(K/K(ζ∞)) est un morphisme
de groupes). Enfin, le lemme 5.1.2 de [Liu] affirme que les extensions K∞ et K(ζ∞)
sont line´airement disjointes au-dessus de K (rappellons que p est choisi diffe´rent de 2).
Nous en de´duisons que le groupe de Galois de l’extension K∞(ζ∞)/K est isomorphe
au produit semi-direct Zp oΓ, ou` γ ∈ Γ agit sur Zp par multiplication par ε(γ). Soit τ
5. Typiquement, ce n’est pas en ge´ne´ral un module de Breuil–Kisin et, de fait, la repre´sentation V
n’a pas de raison d’eˆtre de EK(uK)-hauteur finie.
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un e´le´ment du sous-groupe d’inertie sauvage de GK dont l’image dans ZpoΓ est (1, 1).
En particulier, nous avons ε(τ) = 1, c(τ) = 1 et la suite des τp
s
converge vers l’identite´
lorsque s tend vers l’infini. Ce dernier fait permet de de´finir τa pour tout e´le´ment a
dans Zp.
2.2.1. Une suite exacte de type inflation-restriction. — Soit R une Zp-alge`bre locale
d’ide´al maximal mR suppose´e noetherienne, se´pare´e et comple`te pour la topologie
de´finie par mR. Soit encore V une R-repre´sentation de GK qui est de type fini comme
R-module. Appellons τV l’automorphisme de V donne´ par l’action de τ et, pour tout
entier n positif ou nul, posons :
[n]τ,V = IdV +τV + τ
2
V + · · ·+ τn−1V ∈ End(V )
Nous avons la relation :
(13) [a+ b]τ,V = [a]τ,V + τ
a
V ◦ [b]τ,V
pour tous entiers a et b.
Lemme 2.2.1. — L’application
N→ End(V ), n 7→ [n]τ,V
s’e´tend de manie`re unique en une application continue Zp → End(V ).
De´monstration. — L’unicite´ du prolongement re´sulte de la densite´ de N dans Zp et de
la se´paration de R.
Montrons a` pre´sent l’existence. Conside´rons un e´le´ment a de Zp ainsi qu’une suite
(as) de nombres entiers positifs ou nuls tels que as ≡ a (mod ps). Nous devons
de´montrer que la suite des [as]τ,V converge. Or, en e´crivant as+1 = as + p
sb pour un
certain entier b, nous ve´rifions que nous avons la relation :
(14) [as+1]τ,V = [as]τ,V + τ
as ◦ ( Id+τps + · · ·+ τ (b−1)ps) ◦ [ps]τ,V .
Il suffit donc de montrer que la suite des [ps]τ,V converge vers l’endomorphisme nul
de V . Or, par continuite´ de l’action de GK , il existe un entier n tel que l’endomor-
phisme [pn]τ,V soit congru a` l’identite´ modulo mR. Comme le corps re´siduel de R est
de caracte´ristique p, nous en de´duisons que pour tout s > n, l’endomorphisme
fs = Id+[p
s]τ,V + ([p
s]τ,V )
2 + · · · + ([ps]τ,V )p−1
prend ses valeurs dans mR · V . De la relation [ps+1]τ,V = [ps]τ,V ◦ fs, nous de´duisons
par re´currence sur s que, pour s > n, l’image de [ps]τ,V est incluse dans m
s−n
R ·V . Nous
concluons en reportant cette information dans (14).
Remarque 2.2.2. — Si a est un e´le´ment de Zp, nous utilisons encore la notation [a]τ,V
pour de´signer l’image de a par l’unique prolongement promis par le lemme 2.2.1. De
plus, avec cette notation, la relation (13) s’e´tend par continuite´ a` tout couple (a, b)
d’e´le´ments de Zp.
Introduisons l’espace Vτ de´fini par :
Vτ =
{
x ∈ V
∣∣∣ g(x) = [ε(g)]τ,V (x), ∀g ∈ G∞ }.
Nous ve´rifions imme´diatement que l’application τ − 1 induit par restriction et cores-
triction un morphisme de H0(G∞, V ) dans Vτ .
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Lemme 2.2.3. — Pour tout e´le´ment x de Vτ , l’application
γx : GK → V, g 7→ [c(g)]τ,V (x)
est un 1-cocycle.
De´monstration. — Soient g et g′ deux e´le´ments de GK . Calculons :
γx(gg
′) = [c(gg′)]τ,V (x)(15)
= [c(g) + ε(g)c(g′)]τ,V (x)
=
(
[c(g)]τ,V + τ
c(g)
V ◦ [ε(g)c(g′)]τ,V
)
(x)
= γx(g) + τ
c(g)
V ◦ [ε(g)c(g′)]τ,V (x).
Posons g0 = τ
−c(g)g. Un calcul imme´diat donne ε(g0) = ε(g) et c(g0) = 0. Cette dernie`re
e´galite´ signifie que g0 est dans le sous-groupe G∞. Nous en de´duisons la relation de
commutation g0τ = τ
ε(g0)g0 = τ
ε(g)g0. Ainsi, en supposant en outre pour commencer
que c(g′) et ε(g) sont des entiers positifs ou nuls, nous obtenons :
g0 · γx(g′) =
c(g′)−1∑
i=0
g0τ
ix =
c(g′)−1∑
i=0
τ iε(g)g0x
=
c(g′)−1∑
i=0
τ iε(g)
ε(g)−1∑
j=0
τ jx
=
ε(g)c(g′)−1∑
i=0
τ ix = [ε(g)c(g′)]τ,V (x),
la troisie`me e´galite´ re´sultant de l’appartenance de x a` Vτ . Par continuite´, l’e´galite´ que
nous venons d’e´tablir vaut encore lorsque c(g′) et ε(g) sont, plus ge´ne´ralement, des
e´le´ments de Zp. En appliquant τ
c(g) a` cette e´galite´, nous obtenons :
g · [c(g′)]τ,V (x) = τ c(g)V ◦ [ε(g)c(g′)]τ,V (x).
En combinant ceci avec (15), nous trouvons finalement γx(gg
′) = γx(g) + g · γx(g′),
c’est-a`-dire la relation de cocycle que nous devions e´tablir.
Notons δ l’application de Vτ dans H
1(GK , V ) qui a` x associe le 1-cocycle γx. Nous
ve´rifions imme´diatement que δ est R-line´aire.
Proposition 2.2.4. — Soit V une repre´sentation de GK a` coefficients dans R. La
suite de R-modules :
0 −→ H0(GK , V ) −→ H0(G∞, V ) τ−1−→ Vτ δ−→ H1(GK , V ) −→ H1(G∞, V )
est exacte.
De´monstration. — Le fait que la compose´e de deux fle`ches successives soit nulle se
ve´rifie imme´diatement. Il en va de meˆme de l’injectivite´ de la fle`che H0(GK , V ) →
H0(G∞, V ). L’exactitude en H
0(G∞, V ) ne pose gue`re plus de difficulte´ en remarquant
que GK est topologiquement engendre´ par G∞ et τ .
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Ve´rifions l’exactitude en Vτ . Nous conside´rons pour cela un e´le´ment x de Vτ tel que
le cocycle associe´ γx soit trivial en cohomologie. Cela signifie que γx est un cobord,
c’est-a`-dire qu’il existe un e´le´ment y dans V tel que
γx(g) = g(y) − y, ∀g ∈ GK .
En particulier, pour g = τ , nous obtenons x = τ(y)− y et pour g ∈ G∞, nous trouvons
g(y) = y. L’e´le´ment y appartient donc a` H0(G∞, V ) et s’envoie sur x par l’application
τ − 1. Ceci est exactement ce qu’il fallait de´montrer.
Il ne reste plus qu’a` de´montrer l’exactitude en H1(GK , V ). Soit γ : GK → V un
1-cocycle dont la restriction a` G∞ est triviale en cohomologie. Quitte a` modifier γ
par un cobord — ce qui ne change pas son image dans H1(GK , V ) — nous pouvons
supposer que γ s’annule sur G∞. Posons x = γ(τ). Nous nous proposons de de´montrer
que γ = γx. Une re´currence imme´diate sur n montre que :
γ(τn) = [n]τ,V (x)
pour tout entier naturel n et, par continuite´, l’e´galite´ pre´ce´dente vaut encore si n est
un entier p-adique. Soit g un e´lement de GK . Posons g0 = τ
−c(g)g. Nous avons ainsi
c(g0) = 0, ce qui signifie que g0 appartient a` G∞. Nous pouvons ainsi e´crire :
γ(g) = γ(τ c(g)g0) = [c(g)]τ,V (x)
puisque γ(g0) = 0. Nous en de´duisons que γ(g) = γx(g) comme annonce´. Au final, γ
est dans l’image de l’application δ et l’exactitude en H1(GK , V ) est de´montre´e.
Corollaire 2.2.5. — Soit ρ une kE-repre´sentation de GK sur laquelle τ agit triviale-
ment. Alors nous avons une suite exacte :
0 −→ H0(GK , V (−1)) −→ H1(GK , V ) −→ H1(G∞, V )
et le premier terme non nul de cette suite s’identifie encore a` H0(G∞, V (−1)).
De´monstration. — En revenant aux de´finitions, nous de´duisons de l’hypothe`se, d’une
part, que H0(G∞, V (−1)) = H0(GK , V (−1)) ' Vτ et, d’autre part, que l’application
τ − 1 de H0(G∞, V ) dans Vτ est nulle. Le corollaire 2.2.5 en de´coule.
Remarque 2.2.6. — L’hypothe`se du corollaire 2.2.5 est satisfaite pour les repre´sen-
tations irre´ductibles de GK . En effet, nous savons que le sous-groupe d’inertie sauvage
— et donc, en particulier τ — agit trivialement sur une telle repre´sentation. Par exten-
sion, l’hypothe`se du corollaire est aussi ve´rifie´e si ρ est une repre´sentation semi-simple
ou un produit tensoriel de repre´sentations semi-simples.
2.2.2. Application aux anneaux de de´formations. — Soient R1 et R2 deux OE-alge`bres
locales noetheriennes comple`tes, d’ide´aux maximaux respectifs m1 et m2. Pour i = 1, 2,
supposons que le morphisme structurel de Ri induit un isomorphisme de kE sur le corps
re´siduel de Ri. Conside´rons en outre un morphisme de OE-alge`bres f de R1 dans R2
qui, sur les corps re´siduels, induit l’identite´ de kE .
Notons kE [ε] l’anneau des nombres duaux sur kE (nous avons donc ε
2 = 0). Pour
i = 1, 2, l’espace tangent HomOE−alg(Ri, kE [ε]) est naturellement isomorphe au dual du
kE-espace vectoriel
mi
$ERi+m
2
i
. En particulier, il he´rite ainsi d’une structure de kE-espace
vectoriel. Notons
f∗ : HomOE−alg(R2, kE [ε]) −→ HomOE−alg(R1, kE [ε])
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l’application kE-line´aire induite par f sur les espaces tangents. Rappelons le lemme
classique suivant.
Lemme 2.2.7. — Le morphisme f est surjectif si et seulement si l’application tan-
gente f∗ est injective.
De´monstration. — Par dualite´, l’application f∗ est injective si, et seulement si son
application duale :
m1
$ER1 +m21
−→ m2
$ER2 +m22
est surjective. Le lemme en re´sulte par un argument classique.
Supposons donne´s a` pre´sent une OE-alge`bre locale noetherienne R, de corps re´siduel
kE , ainsi qu’un morphisme de OE-alge`bres f de Rψ(v, t, ρ) dans R. La the´orie des
espaces de de´formations permet d’identifier l’espace tangent de Rψ(v, t, ρ) a` un sous-
kE-espace vectoriel de Ext
1
GK
(ρ, ρ). Nous pouvons ainsi conside´rer que l’application
tangente f∗ prend ses valeurs dans Ext1GK (ρ, ρ).
Notons f ] l’application compose´e :
f ] : HomOE−alg(R, kE [ε])
f∗−→ Ext1GK (ρ, ρ) −→ Ext1G∞(ρ, ρ),
ou` la deuxie`me fle`che est induite par la restriction a` G∞ sur les repre´sentations.
Remarque 2.2.8. — Nous verrons au paragraphe 3.2.2 qu’au moins dans les cas
traite´s dans cet article, l’espace Ext1G∞(ρ, ρ) et la compose´e f
] se de´crivent explici-
tement en termes de ϕ-modules.
Nous de´duisons du lemme 2.2.7 que l’injectivite´ de f ] implique la surjectivite´ de f et
que la re´ciproque est vraie sous l’hypothe`se supple´mentaire que l’application naturelle
de Ext1GK (ρ, ρ) dans Ext
1
G∞(ρ, ρ) est injective. Le lemme ci-apre`s donne une condition
suffisante pour que cette hypothe`se soit satisfaite.
Lemme 2.2.9. — Soit ρ une kE-repre´sentation absolument irre´ductible de GK de di-
mension d.
1. Si ρ n’est pas isomorphe a` ρ(1), alors l’application :
r : Ext1GK (ρ, ρ) −→ Ext1G∞(ρ, ρ)
est injective.
2. Si ρ est isomorphe a` ρ(1), alors p − 1 divise deK , ou` eK de´signe l’indice de
ramification absolue de K.
Remarque 2.2.10. — En combinant les deux assertions du lemme, nous obtenons
l’injectivite´ de r sous l’hypothe`se que p − 1 ne divise pas le produit de l’indice de
ramification absolue de K et de la dimension de ρ.
De´monstration. — Nous de´montrons d’abord la premie`re assertion. Posons V = ρ∗⊗ρ.
L’espace Ext1G(ρ, ρ) s’identifie canoniquement a` H
1(G,V ) lorsque G de´signe l’un des
deux groupes GK ou G∞. Ainsi, d’apre`s le corollaire 2.2.5, le noyau de r s’identifie a`
H0(GK , V (−1)), soit encore a` HomGK (ρ, ρ(−1)). Comme ρ est irre´ductible et non iso-
morphe a` ρ(−1) d’apre`s l’hypothe`se, cet espace s’annule et le morphisme r est injectif.
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Pour la deuxie`me assertion, notons e (resp. f) l’indice de ramification (resp. le degre´
re´siduel) de l’extension K/Qp. Conside´rons Kd l’unique extension non ramifie´e de K
de degre´ d vivant a` l’inte´rieur de Qp. D’apre`s la classification des repre´sentations ab-
solument irre´ductibles de GK , nous savons que :
ρ ' IndGKGKd (ω
h
df ⊗ χnr)
ou` ωdf de´signe un caracte`re fondamental de Serre de niveau df , h est un entier et χnr
est un caracte`re non ramifie´. A` partir de la`, la condition d’isomorphisme entre ρ et ρ(1)
implique l’existence d’un entier n ve´rifiant la congruence :
pnh ≡ h+ e · p
d − 1
p− 1 (mod p
d − 1).
Il re´sulte de ceci que p− 1 divise e · pd−1p−1 , ce qui ne peut se produire que si p− 1 divise
de.
Nous en arrivons au re´sultat principal de cette partie. Pour l’e´noncer, conside´rons
une extension finie E de Qp et une repre´sentation galoisienne ρ de GK de dimension
finie d a` coefficients dans le corps re´siduel kE de E. Nous supposons que ρ n’a pas
d’endomorphisme autre que les multiplications par les e´le´ments de k×E . Soient encore
v un type de Hodge–Tate, t un type galoisien ainsi que χ : GK → O?E un caracte`re
relevant le de´terminant de ρ. L’anneau Rdet=χcr (v, t, ρ) qui parame`tre les de´formations
potentiellement cristallines (6) de ρ de type (v, t) et de de´terminant χ a alors un sens.
Proposition 2.2.11. — Nous reprenons les notations ci-dessus. Nous supposons en
outre que ρ est absolument irre´ductible, n’est pas isomorphe a` ρ(1) et que le type t se
factorise par le groupe de Weil d’une extension mode´re´ment ramifie´e de K.
Soient R une OE-alge`bre locale comple`te noetherienne de corps re´siduel kE et f
un morphisme de Rdet=χcr (v, t, ρ) dans R. Soient V la R
det=χ
cr (v, t, ρ)-repre´sentation
universelle de GK et VR = R ⊗Rdet=χcr (v,t,ρ) V . Nous supposons que la restriction de
VR a` G∞ est de´finie sur un sous-OE-alge`bre R′ de R, c’est-a`-dire qu’il existe une R′-
repre´sentation VR′ de G∞ qui est libre comme R
′-module et telle que VR ' R⊗R′ VR′ .
Alors, le morphisme f prend ses valeurs dans R′.
Remarque 2.2.12. — Par l’e´quivalence de cate´gories du the´ore`me 2.1.3, dire que la
restriction de VR a` G∞ est de´finie sur R
′ revient a` dire que le ϕ-module associe´ MR a`
VR s’e´crit sous la forme (R⊗ˆZpOE)⊗R′⊗ˆZpOE MR′ pour un certain ϕ-module MR′ libre
sur R′⊗ˆZpOE .
De´monstration. — Quitte a` tordre par une puissance du caracte`re cyclotomique, nous
pouvons supposer que tous les poids de Hodge–Tate qui interviennent dans v sont posi-
tifs ou nuls. Notons h le plus grand d’entre eux. Soit L une extension finie mode´re´ment
6. La proposition 2.2.11 ci-apre`s vaudrait encore si nous remplacions  cristalline  par  semi-
stable .
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ramifie´e de K par laquelle t se factorise. Pour simplifier l’exposition (7), nous suppo-
sons que L s’obtient a` partir de K en ajoutant une racine n-ie`me piL de pi pour un
entier n, premier avec p, tel que K contienne une racine primitive n-ie`me de l’unite´.
Nous sommes ainsi dans la situation du §2.1.3 (dont nous reprenons les notations) et
pouvons de´crire les repre´sentations de GK qui deviennent semi-stables en restriction a`
GL a` l’aide de modules de Breuil–Kisin munis de donne´es de descente.
Notons par ailleurs que les repre´sentations parame´tre´es par Rdet=χcr (v, t, ρ) sont cris-
tallines et de EL(uL)-hauteur infe´rieure ou e´gale a` h en restriction a` G∞,L. Soit ρ∞
la restriction de ρ a` G∞. En copiant la de´monstration du the´ore`me 3.2 de [Kim],
nous construisons une OE-alge`bre comple`te locale noetherienne Rdet=χ(h, ?, ρ∞) qui
parame`tre les de´formations de ρ∞ qui sont des repre´sentations de de´terminant χ dont
la restriction a` G∞,L est de EL(uL)-hauteur infe´rieure ou e´gale a` h. Nous avons un
morphisme canonique
g : Rdet=χ(h, ?, ρ∞) −→ Rdet=χcr (v, t, ρ).
L’application tangente de g s’identifie a` l’application canonique
r : Ext1GK (ρ, ρ) −→ Ext1G∞(ρ, ρ)
convenable restreinte et corestreinte. Elle est donc injective d’apre`s le lemme 2.2.9.
Nous en de´duisons, par le lemme 2.2.7, que g est surjective.
Par ailleurs, comme la restriction de VR a` G∞,L est de EL(uL)-hauteur infe´rieure ou
e´gale a` h ; il en va de meˆme de VR′ . Par la proprie´te´ universelle de´finissant l’anneau
Rdet=χ(h, ?, ρ∞), la repre´sentation VR′ correspond a` un morphisme d’anneaux
f ′∞ : R
det=χ(h, ?, ρ∞) −→ R′.
En outre, en notant ι l’inclusion canonique de R′ dans R, nous de´duisons du fait que
VR′ redonne VR apre`s extension des scalaires que ι◦f ′∞ = f ◦g. Pour conclure, il suffit de
construire un morphisme d’anneaux f ′ de Rdet=χcr (v, t, ρ) dans R′ rendant commutatif
le diagramme suivant :
Rdet=χcr (v, t, ρ)
f
**UU
UU
UU
UU
UU
UU
U
f ′

Rdet=χ(h, ?, ρ∞)
f ′∞ ,,
XX
XX
XX
XX
XX
XX
XX
X
g 33 33fffffffffff
R
R′
&
 ι
44hhhhhhhhhhhhhhhh
Nous construisons f ′ par une chasse au diagramme e´le´mentaire. Soit x un e´le´ment de
Rdet=χcr (v, t, ρ). Par surjectivite´ de g, il s’e´crit sous la forme g(y) pour un certain y dans
Rdet=χ(h, ?, ρ∞). En outre, si y
′ est un autre ante´ce´dent de x par g, les images de y et
y′ par ι◦f ′∞ co¨ıncident dans R par commutativite´ du diagramme. Comme ι est injectif,
cela implique que f ′∞(y) = f
′
∞(y
′). Nous pouvons ainsi de´finir f ′(x) sans ambigu¨ıte´
en posant f ′(x) = f ′∞(y). Nous concluons enfin en ve´rifiant que f
′ est un morphisme
d’anneaux et fait commuter le diagramme.
7. Quitte a` agrandir L, dans le cas ge´ne´ral, nous pouvons toujours supposer que L s’e´crit comme
la compose´e d’une extension non ramifie´e et d’une extension du type que nous conside´rons ici. Pour
e´te´ndre la de´monstration au cas ge´ne´ral, il s’agit de prendre en compte la partie non ramifie´e dans la
donne´e de descente, ce qui est standard et ne pose pas de difficulte´s particulie`res.
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Remarque 2.2.13. — Dans cet article, nous appliquerons la proposition 2.2.11 uni-
quement pour des types v correspondant a` des poids de Hodge–Tate dans {0, 1}. Or,
pour de telles repre´sentations, une autre approche base´e sur le the´ore`me 2.1.12 se-
rait possible. L’approche que nous allons suivre, bien que probablement moins directe,
nous paraˆıt toutefois plus inte´ressante car susceptible de s’e´tendre a` des espaces de
de´formations qui ne sont pas (potentiellement) Barsotti–Tate, mais peuvent avoir des
poids de Hodge–Tate plus e´leve´s.
3. Me´thode de calcul des de´formations potentiellement Barsotti–Tate
Nous reprenons a` pre´sent les notations de la partie 1. Notamment, la lettre F (resp.
F ′) de´signe l’unique extension non ramifie´e de Qp de degre´ f (resp. 2f), nous posons
q = pf et notons L le corps obtenu en adjoignant a` F une racine (q − 1)-ie`me de (−p),
note´e piL. Afin de pouvoir appliquer la the´orie de Breuil–Kisin, nous choisissons en
outre un syste`me compatible (piL,n) de racines p
n-ie`mes de piL et posons piF,n = pi
q−1
L,n
pour tout n. La famille des piF,n forme alors un syste`me compatible de racines p
n-ie`mes
de (−p). Nous notons F∞ (resp. L∞) l’extension de F (resp. de L) engendre´e par tous
les piF,n (resp. tous les piL,n). Enfin, nous posons G∞ = Gal(Qp/F∞).
Le but de cette partie est de pre´senter une me´thode pour de´terminer les anneaux de
de´formations Rψ(v0, t, ρ) pour des valeurs particulie`res de v0, t et ψ :
• pour tout plongement τ de F dans E, v0τ = (0, 2) (cas potentiellement Barsotti–
Tate) ;
• le type galoisien t s’e´crit sous la forme (η ⊕ η′)|IF , ou` η et η′ sont deux caracte`res
distincts de Gal(L/F ) dans O×E ;
• le choix de ψ est compatible avec les t et v0 ci-dessus (voir relation (2), §1.1.2).
Cette me´thode est largement inspire´e de pre´ce´dents travaux de Breuil et Me´zard
([BM1], [BM2]). Ces deux approches pre´sentent cependant une diffe´rence notable :
alors que Breuil et Me´zard emploient des modules fortement divisibles, nous travaillons
avec les modules de Breuil–Kisin, dont la manipulation nous paraˆıt plus aise´e et nous
permet d’affaiblir les hypothe`ses.
Remarque 3.1. — Les types galoisiens t conside´re´s ci-dessus e´tant non scalaires, les
de´formations potentiellement semi-stables parame´tre´es par Rψ(v0, t, ρ) sont en fait po-
tentiellement cristallines.
Afin de rester plus proche de [BM2], nous allons utiliser dans la suite la version
covariante du foncteur de Breuil–Kisin au lieu de sa version contravariante de´finie au
§2. Pre´cise´ment, si V est une repre´sentation de G∞ ou de Gal(Qp/L∞), nous posons :
M(V ) =M?(V ?(1)),
ou` V ? de´signe la repre´sentation duale de V . Le foncteur M ainsi obtenu est alors
covariant. A` partir de maintenant, lorsque nous parlerons du ϕ-module ou du ϕf -
module associe´ a` V , ou, re´ciproquement, de la repre´sentation associe´e a` un ϕ-module,
un ϕf -module ou un module de Breuil–Kisin, ce sera toujours au sens du foncteur
covariant M.
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Le plan de cette partie est le suivant. Nous classifions au §3.1 les modules de Breuil–
Kisin associe´s a` des repre´sentations potentiellement Barsotti–Tate de type galoisien
comme ci-dessus. Nous expliquons ensuite au §3.2 comment de´duire de cette clas-
sification une me´thode de calcul des espaces de de´formations correspondants. Cela
nous ame`ne notamment a` de´terminer la re´duction modulo p des repre´sentations as-
socie´es a` des modules de Breuil–Kisin (§3.2.1) et a` calculer une base explicite de
Ext1G∞(ρ, ρ), groupe qui nous permet de controˆler l’espace tangent aux de´formations
de la repre´sentation ρ (§3.2.2).
3.1. Un the´ore`me de classification des modules de Breuil–Kisin. — Dans ce
paragraphe, nous e´nonc¸ons et de´montrons un raffinement de la proposition 5.2 de [Br3].
Hormis le fait que nous l’exprimons dans le langage des modules de Breuil–Kisin (et
non dans celui des modules fortement divisibles), notre re´sultat se distingue de celui de
loc. cit. par deux aspects essentiels : premie`rement, nous traitons le cas d’un anneau de
coefficients R qui est une OE-alge`bre locale noetherienne comple`te plate quelconque (et
non pas uniquement le cas R = OE) et, deuxie`mement, nous affaiblissons l’hypothe`se
de ge´ne´ricite´ sur le type galoisien. Ce cadre plus ge´ne´ral est indispensable pour une
application aux repre´sentations non ge´ne´riques.
3.1.1. Type des modules de Breuil–Kisin. — Afin de pouvoir de´montrer notre re´sultat
de classification dans la ge´ne´ralite´ e´nonce´e ci-dessus, nous avons besoin, en guise de
pre´alable, d’e´tendre les notions de type de Hodge et de type galoisien a` n’importe quel
module de Breuil–Kisin a` coefficients. C’est l’objet de ce paragraphe.
De´finition 3.1.1. — Soient R une OE-alge`bre locale, comple`te, noetherienne, de
corps re´siduel kE et M un module de Breuil–Kisin libre de rang 2 sur R⊗ˆZpS avec
donne´e de descente de L a` F . Le module M est dit :
• de type de Hodge v0 si pour tout i dans Z/fZ, l’ide´al de´terminant du frobenius ϕ
de M(i) dans M(i+1) est l’ide´al principal engendre´ par ue + p ;
• de type galoisien t si pour tout i dans Z/fZ, il existe une base
(
e
(i)
η , e
(i)
η′
)
de M(i)
comme R[[u]]-module telle que Gal(L/F ) agit sur e
(i)
η par η et sur e
(i)
η′ par η
′ ;
• de de´terminant ψε si le de´terminant de la repre´sentation de G∞ qui lui est associe´e
est (ψε)|G∞ .
Il est dit de type (v0, t, ψ) s’il satisfait aux trois proprie´te´s ci-dessus.
Remarque 3.1.2. — Dans la de´finition ci-dessus, nous avons suppose´ que M est libre
en tant que module sur R⊗ˆZpS. La raison en est, d’une part, que la de´finition est plus
simple a` e´crire sous cette hypothe`se additionnelle et, d’autre part, que dans le the´ore`me
de classification que nous allons e´noncer (voir proposition 3.1.9), l’hypothe`se de liberte´
est absolument ne´cessaire. Il nous est donc paru opportun de restreindre la de´finition
3.1.1 a` cette situation.
Remarque 3.1.3. — Soit M un module de Breuil–Kisin comme dans la de´finition
3.1.1. Supposons que M soit de type de Hodge v0 et de type galoisien t. Il existe alors
un e´le´ment δ de R× ainsi qu’une base w de (detM)(0) telle que
ϕf (w) = δ · (ue + p) · ϕ(ue + p) · · ·ϕf−1(ue + p) · w.
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De plus, le prolongement canonique de la repre´sentation galoisienne associe´e a`M donne´
par le the´ore`me 2.1.12 (et apre`s la renormalisation du de´but de la partie 3) a pour
de´terminant ηη′ · nr(δ−1) · ε.
La proposition suivante, qui est une conse´quence simple des re´sultats de Kisin, fait
le lien entre eˆtre de type (v0, t, ψ) pour une repre´sentation et pour un module de
Breuil–Kisin.
Proposition 3.1.4. — Supposons que R soit l’anneau des entiers d’une extension fi-
nie de E. Soit V une repre´sentation de GF de dimension 2, libre sur R. Alors, V est de
type (v0, t, ψ) si et seulement s’il existe un module de Breuil–Kisin M de type (v0, t, ψ)
dont la repre´sentation de GF associe´e via le foncteur M est V .
Remarque 3.1.5. — A priori, la repre´sentation associe´e a` M via le foncteur M n’est
qu’une repre´sentation de G∞. Toutefois, d’apre`s le the´ore`me 2.1.12, celle-ci se prolonge
de fac¸on canonique au groupe GF tout entier. L’e´nonce´ de la proposition 3.1.4 a donc
bien un sens.
Remarque 3.1.6. — Si, comme dans la proposition 3.1.4, R est l’anneau des entiers
d’une extension finie de E, tout module de Breuil–Kisin sur R⊗ˆZpS est automatique-
ment libre. Il n’y a donc ici aucune subtilite´ a` l’hypothe`se de liberte´.
De´monstration. — Supposons d’abord l’existence de M. Le fait que la repre´sentation
V soit de de´terminant ψε est alors imme´diat. Elle est de type galoisien t car la
repre´sentation de Weil–Deligne associe´e a` V est donne´e par l’action de la donne´e de
descente sur (M/uM)[1/p]. Enfin, en ce qui concerne la condition sur le type de Hodge,
remarquons que, d’apre`s le lemme 1.2.2 de [Ki1], les poids de Hodge–Tate de V sont
tous positifs ou nuls et, pour tout i ∈ Z/fZ, l’ide´al de´terminant de ϕ : M(i) →M(i+1)
est engendre´ par (ue + p)hi ou` hi est la somme des poids de Hodge–Tate pour le plon-
gement τi. Notre hypothe`se s’e´crit donc hi = 1. Nous en de´duisons que, pour chaque
plongement τ , les poids de Hodge–Tate de V sont 0 et 1, ce qui signifie bien que V est
de type de Hodge v0.
La re´ciproque se traite de manie`re similaire.
Par le the´ore`me 2.1.11, le module M de la proposition 3.1.4, s’il existe, est
unique a` isomorphisme pre`s. Nous obtenons ainsi une bijection canonique entre les
repre´sentations V de type (v0, t, ψ) et les modules de Breuil–Kisin de type (v0, t, ψ)
sur R⊗ˆZpS.
3.1.2. Genre d’un module de Breuil–Kisin. — Rappelons que S de´signe l’ensemble des
plongements de F dans Qp et que nous avons fixe´ un e´le´ment privile´gie´ τ0 dans S. Les
autres e´le´ments de S s’obtiennent alors en composant τ0 par les puissances successives
du Frobenius agissant sur F . Nous pouvons e´crire :
η · (η′)−1 = (τ0 ◦ εf )
f−1∑
i=0
cipi
=
∏
i∈Z/fZ
(τ0 ◦ ϕi ◦ εf )ci
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et de meˆme
η′ = (τ0 ◦ εf )
f−1∑
i=0
bip
i
=
∏
i∈Z/fZ
(τ0 ◦ ϕi ◦ εf )bi
ou` les ci et bi sont des entiers compris entre 0 et p−1. Il est commode, et nous le ferons,
de conside´rer que les indices des bi et des ci vivent dans Z/fZ. Posons e´galement
γi =
i−1∑
j=0
cf−(i−j)p
j +
f−1∑
j=i
cj−ip
j
et βi l’e´quivalent pour les bi. Pour tout i, ces entiers satisfont aux congruences p
iγ0 ≡ γi
(mod pf − 1) et piβ0 ≡ βi (mod pf − 1) de sorte que nous avons η′ = τ0 ◦ ϕ−i ◦ εβif et
η = τ0 ◦ ϕ−i ◦ εγi+βif . Notons que l’hypothe`se η 6= η′ assure que tous les entiers γi sont
compris entre 1 et e − 1, ou de manie`re e´quivalente que le f -uplet (c0, . . . , cf−1) n’est
ni (0, . . . , 0) ni (p− 1, . . . , p − 1).
Conside´rons a` pre´sent une OE-alge`bre R que nous supposons comme habituellement
locale, comple`te, noetherienne et de corps re´siduel kE . Nous notons mR l’ide´al maximal
de R. Soit M un module de Breuil–Kisin sur R⊗ˆZpS de type (v0, t, ψ). D’apre`s la
de´finition, il existe pour tout i dans Z/fZ, une base
(
e
(i)
η , e
(i)
η′
)
de M(i) dans laquelle
l’action de la donne´e de descente est diagonale et donne´e par les caracte`res η et η′. Il
en re´sulte que la matrice du Frobenius dans ces meˆmes bases est de la forme
(16) G(i) =
(
s
(i)
1 u
e−γi+1s
(i)
2
uγi+1s
(i)
3 s
(i)
4
)
avec s
(i)
j ∈ R[[ue]] pour 1 6 j 6 4 et detG(i) = (ue + p)α avec α ∈ R[[u]] inversible. Un
changement de base de M(i) compatible a` l’action de Gal(L/F ) a pour matrice
(17) P (i) =
(
σ
(i)
1 u
e−γiσ
(i)
2
uγiσ
(i)
3 σ
(i)
4
)
avec σ
(i)
j ∈ R[[ue]] pour 1 6 j 6 4. La matrice de ϕ : M(i) →M(i+1) apre`s changement
de base s’e´crit
(18) H(i) =
(
P (i+1)
)−1
G(i)ϕ(P (i))
Re´ciproquement, une famille (G(i))06i6f−1 de matrices de cette forme de´finit un module
de Breuil–Kisin et deux telles familles de´finissent le meˆme module de Breuil–Kisin de
type η⊕η′ a` isomorphisme pre`s si et seulement si elles s’obtiennent par des changements
de base de la forme (18) pour 0 6 i 6 f − 1. Le lemme suivant nous permet de de´finir
la notion de genre d’un module de Breuil–Kisin :
Lemme 3.1.7. — Soit
G =
(
s1 u
e−γs2
uγs3 s4
)
avec sj ∈ R[[ue]] pour 1 6 j 6 4, γ un entier entre 0 et e et detG = α(ue + p) pour α
dans R[[ue]] inversible. Notons s¯i ≡ si (mod ue).
(i) Si s¯4 est inversible dans R, notons G(G) = Iη,
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(ii) Si s¯1 est inversible dans R, notons G(G) = Iη′ ,
(iii) Sinon, notons G(G) = II.
Soit M un module de Breuil–Kisin sur R⊗ˆZpS de type (v0, t, ψ) et (G(i))06i6f−1 une
famille de matrices de Frobenius pour un choix de bases de M(i). Alors la suite des
genres (G(G(i)))06i6f−1 est uniquement de´termine´e par le module de Breuil–Kisin M
et est dite genre de M.
De´monstration. — Il suffit de constater que la de´finition de G(G) est compatible au
changement de base (18).
Dans la suite, nous allons e´noncer un the´ore`me de classification (Proposition 3.1.9
des modules de Breuil–Kisin excluant certains genres tre`s particuliers dont l’e´tude fera
l’objet d’un article ulte´rieur.
De´finition 3.1.8. — Un module de Breuil–Kisin M sur R⊗ˆZpS de type (v0, t, ψ) est
dit de mauvais genre s’il n’a aucun facteur de genre II et si pour tout 0 6 i 6 f − 1
cf−1−i =

1 si G(G(i−1)) = G(G(i)) = Iη,
0 si G(G(i−1)) = Iη et G(G(i)) = Iη′ ,
p− 2 si G(G(i−1)) = G(G(i)) = Iη′ ,
p− 1 si G(G(i−1)) = Iη′ et G(G(i)) = Iη.
3.1.3. E´nonce´ du the´ore`me de classification. — L’objectif du paragraphe 3.1 est de
de´montrer les propositions 3.1.9 et 3.1.12 ci-dessous.
Proposition 3.1.9. — Nous supposons soit que R est plate sur OE, soit que R = kE.
Soit M = M(0)⊕· · ·⊕M(f−1) un module de Breuil–Kisin libre de rang 2 sur R⊗ˆZpS
de type galoisien η ⊕ η′ et de type de Hodge v0.
Alors il existe des e´le´ments α,α′ dans R× ainsi que, pour tout i ∈ {0, . . . , f−1}, une
base e
(i)
η , e
(i)
η′ de M
(i) et des parame`tres ai, a
′
i (vivant dans un espace pre´cise´ ci-apre`s)
tels que :
(1) pour tout i, la donne´e de descente agit sur e
(i)
η (resp. e
(i)
η′ ) par le caracte`re η (resp.
η′) ;
(2) la matrice G(i) pour 0 6 i 6 f − 2 (resp.
(
α−1 0
0 α′−1
)
G(f−1) pour i = f − 1) de
ϕ : M(i) →M(i+1) est de l’une des formes suivantes :
– Genre Iη :
(
ue + p 0
aiu
γi+1 1
)
pour ai dans R+Ru
e et, par convention, a′i = 0 ;
– Genre Iη′ :
(
1 a′iu
e−γi+1
0 ue + p
)
pour a′i dans R+Ru
e et, par convention, ai = 0 ;
– Genre II :
(
ai u
e−γi+1
uγi+1 a′i
)
avec ai, a
′
i dans mR et aia
′
i = −p.
De plus, si le module M n’a pas mauvais genre, on peut choisir ai et a
′
i dans R pour
tout i.
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Remarque 3.1.10. — Re´ciproquement, la donne´e d’une suite de genres (g0, . . . , gf−1)
et de parame`tres (α,α′, a0, a
′
0, . . . , af−1, a
′
f−1) satisfaisant aux conditions de la propo-
sition 3.1.9 de´finit un module de Breuil–Kisin de type de Hodge v0, de type galoisien
η ⊕ η′ et de de´terminant ηη′ · nr ((−1)|II|(αα′)−1) · ε, ou` |II| de´signe le nombre de gi
e´gaux a` II.
Remarque 3.1.11. — Le re´sultat de la proposition 3.1.9 pour R = kE se de´duit du
cas R = OE . En effet, il suffit de constater que tout module de Breuil–Kisin de type
galoisien η ⊕ η′ et de type de Hodge v0 sur kE se rele`ve en un module de Breuil–Kisin
sur OE de meˆmes types puis de re´duire modulo $E la matrice a` coefficients dans OE
obtenue par la proposition 3.1.9.
Proposition 3.1.12. — Nous conservons les hypothe`ses de la proposition 3.1.9
et supposons de plus que M n’a pas mauvais genre. Nous nous donnons deux
e´critures de M correspondant a` une suite de genres (g0, . . . , gf−1) et a` des parame`tres
(α,α′, a0, a
′
0, . . . , af−1, a
′
f−1) et (β, β
′, b0, b
′
0, . . . , bf−1, b
′
f−1) respectivement.
En notant ni le nombre de genres II parmi g0, . . . , gi−1, il existe un e´le´ment λ de R
×
ve´rifiant :
pour tout i ∈ {0, . . . , f − 1}, bi = λ(−1)niai et b′i = λ−(−1)
nia′i
et, de plus :
– si nf est pair, α = β, α
′ = β′, tandis que
– si nf est impair, αα
′ = ββ′ et λ = αβ =
β′
α′ .
Il est alors imme´diat de de´duire le re´sultat suivant :
Corollaire 3.1.13. — Dans le cadre de la proposition 3.1.12, nous avons les re´sultats
suivants :
1. si le genre de M posse`de un nombre impair de facteurs II, alors M admet une
unique e´criture avec le parame`tre α e´gal a` 1 ;
2. si le genre de M posse`de un nombre pair de facteurs II et s’il existe un parame`tre
ai ou a
′
i qui est inversible dans R ( i.e. non nul dans le corps re´siduel kE), alors
M admet une unique e´criture ou` ce parame`tre est e´gal a` 1.
3.1.4. Polygones de Newton des e´le´ments de R[[u]]. — Avant d’entamer la de´monstra-
tion de la proposition 3.1.9, nous regroupons dans ce nume´ro quelques re´sultats (clas-
siques) sur les polygones de Newton que nous utilisons constamment dans la suite.
L’hypothe`se de platitude que nous avons faite sur R implique que l’uniformisante
$E n’est pas diviseur de 0 dans R. Nous pouvons ainsi de´finir une fonction vR : R →
N∪ {∞} comme suit : pour x dans R, vR(x) de´signe le plus grand entier n tel que $nE
divise x avec la convention vR(0) = +∞. Pour x et y dans R, nous avons :
– vR(xy) > vR(x) + vR(y) avec e´galite´ de`s que x ou y est dans OE , et
– vR(x+ y) > min(vR(x), vR(y)) avec e´galite´ de`s que vR(x) 6= vR(y).
De´finition 3.1.14. — Soit a =
∑∞
i=0 aiu
i un e´le´ment de R[[u]]. Le polygone de New-
ton NP(a) de a est l’enveloppe convexe dans le plan des points de coordonne´es (i, vR(ai))
pour i variant dans N et d’un point supple´mentaire situe´ a` l’infini dans la direction des
ordonne´es positives.
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Lemme 3.1.15. — Soit a, b ∈ R[[u]]. Le polygone de Newton NP(ab) est inclus dans
la somme de Minkowski NP(a) + NP(b).
Si en outre a ou b est dans OE [[u]], alors l’inclusion pre´ce´dente est une e´galite´.
De´monstration. — E´crivons a =
∑∞
i=0 aiu
i, b =
∑∞
i=0 biu
i et ab =
∑∞
i=0 ciu
i ou` les ai,
les bi et les ci sont des e´le´ments de R. Pour tout entier s, nous avons cs =
∑
i+j=s aibj
et donc
(19) vR(cs) > min
i+j=s
vR(ai) + vR(bj).
L’inclusion NP(ab) ⊂ NP(a) + NP(b) en re´sulte directement.
Supposons maintenant que tous les ai appartiennent a` OE . Pour de´montrer l’e´galite´
souhaite´e, il suffit de ve´rifier que tout point extre´mal de NP(a)+NP(b) est dans NP(ab).
Supposons par l’absurde que ce ne soit pas le cas et notons (s, v) les coordonne´es d’un
point M qui est un contre-exemple. Par de´finition des polygones de Newton, notre
supposition implique en particulier que l’ine´galite´ (19) est stricte. Ainsi, il existe deux
couples distincts (i1, j1) et (i2, j2) avec i1 + j1 = i2 + j2 = s et
v = vR(ai1bj1) = vR(ai1) + vR(bj1)
= vR(ai2bj2) = vR(ai2) + vR(bj2) < vR(cs).
Les points
(
i1 + j2, vR(ai1) + vR(bj2)
)
,
(
i2 + j1, vR(ai2) + vR(bj1)
)
sont distincts et ap-
partiennent a` NP(a)+NP(b) par construction. De plus, par ce qui pre´ce`de, le milieu du
segment qui les joint est (s, v). Ainsi (s, v) n’est pas un point extre´mal de NP(a)+NP(b),
ce qui constitue une contradiction.
3.1.5. De´monstration de la proposition 3.1.9. — Nous ne traitons que le cas d’un
module n’ayant pas mauvais genre, le cas ge´ne´ral e´tant similaire. Nous commenc¸ons
par plusieurs lemmes pre´paratoires.
Lemme 3.1.16. — Soit
G =
(
s1 u
e−γs2
uγs3 s4
)
avec sj ∈ R[[ue]] pour 1 6 j 6 4, γ un entier entre 0 et e et detG = α(ue + p) pour α
dans R[[ue]] inversible. Notons s¯i ≡ si (mod ue).
(i) Si s¯4 est inversible dans R i.e. G(G) = Iη, posons
B(G) =
(
s1−ueas2
ue+p u
e−γs2
uγ s3−as4ue+p s4
)
ou` a dans R est de´fini par a ≡ s3/s4 (mod ue + p). Alors
G = B(G)
(
ue + p 0
auγ 1
)
.
(ii) Si s¯1 est inversible dans R i.e. G(G) = Iη′ , posons
B(G) =
(
s1 u
e−γ s2−a′s1
ue+p
uγs3
s4−uea′s3
ue+p
)
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ou` a′ dans R est de´fini par a′ ≡ s2/s1 = u−es4/s3 (mod ue + p). Alors
G = B(G)
(
1 a′ue−γ
0 ue + p
)
.
(iii) Sinon G(G) = II et posons
B(G) =
(
ues2−a′s1
ue+p u
e−γ s1−as2
ue+p
uγ s4−a
′s3
ue+p
ues3−as4
ue+p
)
ou` a, a′ dans R sont de´finis par a ≡ s1/s2 (mod ue+p) et a′ ≡ s4/s3 (mod ue+p).
Alors
G = B(G)
(
a ue−γ
uγ a′
)
,
et aa′ = −p.
De plus, dans tous les cas, B(G) ∈ GL2(R[[u]]).
De´monstration. — (i) Commenc¸ons par montrer que la matrice B(G) est bien de´finie.
D’une part, comme s¯4 est inversible dans R, s4 est inversible modulo u
e + p, ce qui
montre que l’e´le´ment a est bien de´fini. D’autre part, comme detG ≡ 0 (mod ue + p),
nous avons encore a ≡ u−es1/s2. Nous en de´duisons que B(G) est a` coefficients dans
R[[u]] et meˆme, plus pre´cise´ment, que la matrice B(G) est de la forme(
σ1 u
e−γσ2
uγσ3 σ4
)
avec σi ∈ R[[ue]].
Le cas (ii) est analogue.
(iii) Supposons que s¯1 et s¯4 ne sont pas inversibles dans R. Rappelons que detG =
α(ue + p) avec α dans R[[u]] inversible. Ainsi ues2s3 ≡ −ueα (mod $ER[[u]]) et
comme ue n’est pas diviseur de ze´ro dans R[[ue]]/$ER[[u
e]], nous obtenons s2s3 ≡ −α
(mod $ER). Ainsi s2 et s3 sont inversibles dans R[[u
e]], ce qui suffit a` entraˆıner que la
matrice B(G) est bien de´finie et a` coefficients dans R[[u]].
Enfin, de l’e´galite´ det(G) = α(ue + p) avec α inversible dans R, nous de´duisons que
le de´terminant de B(G) est inversible dans R[[u]] dans chacun des cas.
Pour t ∈ N, de´finissons les ide´aux de R[[ue]]
It =
{∑∞
i=0 aiu
ei, ai ∈ R, vR(ai) > t− pip−1
}
,
Iϕt =
{∑∞
i=0 aiu
ei, ai ∈ R, vR(ai) > t− ip−1
}
.
En particulier, nous avons ϕ(It) ⊂ Iϕt .
Lemme 3.1.17. — Supposons t ∈ N. Soit x ∈ R[[up]] tel que (ue + p)x ∈ Iϕt . Alors
x ∈ It.
De´monstration. — Si (ue+p)x ∈ Iϕt , son polygone de Newton est inclus dans la re´gion
du plan D =
{
(a, b) ∈ R2, b > t − ap−1
}
. D’apre`s le lemme 3.1.15, le polygone de
Newton de x est inclus dans le translate´ (−1, 0) +D, donc en notant x =∑∞i=0 aiuei,
nous avons vR(ai) > t − i+1p−1 pour tout i > 0. Nous en tirons vR(ai) > t − pip−1 pour
tout i > 0 et, par suite, x ∈ It.
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Lemme 3.1.18. — Supposons t ∈ N∗. Soit x ∈ R[[ue]] tel que
(ue + p)x ∈ ueIϕt + ϕ(It ∩ ueR[[ue]]) + p$t+1E R[[ue]].
Alors x ∈ It+1.
De´monstration. — Remarquons que, d’apre`s le lemme 3.1.15 :
– le polygone de Newton d’un e´le´ment de ueIϕt est inclus dans{
(a, b) ∈ R2 | a > 1, b > 0, b > t− a−1p−1
}
,
– le polygone de Newton d’un e´le´ment de ϕ(It ∩ ueR[[ue]]) est inclus dans{
(a, b) ∈ R2 | a > p, b > 0, b > t− ap−1
}
,
– le polygone de Newton d’un e´le´ment de p$t+1E R[[u
e]] est inclus dans
{0} × [t+ 1 + vR(p),∞[.
Ainsi le polygone de Newton de (ue + p)x est inclus dans l’enveloppe convexe des trois
re´gions pre´ce´dentes, repre´sente´es en gris sur la figure ci-apre`s.
0 1 p− 1 p (p−1)t (p−1)t+ 1
t+ 1 + vR(p)
t+ 1
t
t− p(p−1)2
t− pp−1
Il suit alors du lemme 3.1.15 que le polygone de Newton de x est inclus dans la re´gion
de´limite´e par le trait en gras. Le lemme s’en de´duit.
Lemme 3.1.19. — Soit t ∈ N et
P ′ =
(
σ′1 u
e−γ′σ′2
uγ
′
σ′3 σ
′
4
)
∈ GL2(R[[u]])
avec 0 6 γ′ 6 e, σ′j ∈ R[[ue]] pour 1 6 j 6 4 et{
σ′1 ≡ σ′4 ≡ 1 (mod ue, It),
σ′2 ≡ σ′3 ≡ 0 (mod It).
Soit c ∈ {0, . . . , p − 1} tel que 0 6 γ = pγ′ − ec 6 e. Alors
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(i) Si G =
(
ue + p 0
auγ 1
)
avec a ∈ R, alors G(G) = Iη = G(Gϕ(P ′)) et la matrice
B(Gϕ(P ′)) est de la forme
(20) B(Gϕ(P ′)) =
(
σ1 u
e−γσ2
uγσ3 σ4
)
avec

σ1 ≡ σ4 ≡ 1 (mod ue, It+1),
σ2 ≡ σ3 ≡ 0 (mod $E , ue),
σ2 ≡ 0 (mod It+1),
σ3 ≡ 0 (mod It).
De plus,
σ3 ≡
 0 (mod It+1) si c 6∈ {1, p − 1},ϕ(σ′3) (mod It+1) si c = 1,−a2ϕ(σ′2) (mod It+1) si c = p− 1.
(ii) Si G =
(
1 a′ue−γ
0 ue + p
)
, avec a′ ∈ R, alors G(G) = Iη′ = G(Gϕ(P ′)) et la matrice
B(Gϕ(P ′)) est de la forme
(21) B(Gϕ(P ′)) =
(
σ1 u
e−γσ2
uγσ3 σ4
)
avec

σ1 ≡ σ4 ≡ 1 (mod ue, It+1),
σ2 ≡ σ3 ≡ 0 (mod $E , ue),
σ3 ≡ 0 (mod It+1),
σ2 ≡ 0 (mod It).
De plus,
σ2 ≡
 0 (mod It+1) si c 6∈ {0, p − 2},ϕ(σ′2) (mod It+1) si c = p− 2,−a′2ϕ(σ′3) (mod It+1) si c = 0.
(iii) Si G =
(
a ue−γ
uγ a′
)
, avec a, a′ ∈ R et aa′ = −p alors G(G) = II = G(Gϕ(P ′)) et
la matrice B(Gϕ(P ′)) est de la forme
(22) B(Gϕ(P ′)) =
(
σ1 u
e−γσ2
uγσ3 σ4
)
avec
 σ1 ≡ σ4 ≡ 1 (mod u
e, It+1),
σ2 ≡ σ3 ≡ 0 (mod $E , ue),
σ2 ≡ σ3 ≡ 0 (mod It+1).
De´monstration. — Nous traitons en de´tails le cas (i), le cas (ii) est similaire. Un premier
calcul donne
Gϕ(P ′) =
(
(ue + p)ϕ(σ′1) u
e−γ(ue + p)ue(p−1−c)ϕ(σ′2)
uγ(aϕ(σ′1) + u
ecϕ(σ′3)) au
e(p−c)ϕ(σ′2) + ϕ(σ
′
4)
)
.
Remarquons que aue(p−c)ϕ(σ′2) + ϕ(σ
′
4) ≡ σ′4 (mod mR[[ue]]) et detP ′ ≡ σ′1σ′4
(mod mR[[ue]]) est inversible car P
′ ∈ GL2(R[[u]]). Donc σ¯′4 est inversible dans R
et G(Gϕ(P ′)) = Iη. Il reste a` montrer que B(Gϕ(P ′)) satisfait (20). Soit b ∈ R tel que
b ≡ aϕ(σ
′
1) + u
ecϕ(σ′3)
aue(p−c)ϕ(σ′2) + ϕ(σ
′
4)
(mod ue + p).
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Ainsi B(Gϕ(P ′)) =
(
σ1 u
e−γσ2
uγσ3 σ4
)
pour
σ1 = ϕ(σ
′
1)− ue(p−c)bϕ(σ′2),
σ2 = (u
e + p)ue(p−1−c)ϕ(σ′2),
(ue + p) σ3 = aϕ(σ
′
1) + u
ecϕ(σ′3)− abue(p−c)ϕ(σ′2)− bϕ(σ′4),
σ4 = au
e(p−c)ϕ(σ′2) + ϕ(σ
′
4).
Des hypothe`ses sur σ′j, 1 6 j 6 4 de´coule le re´sultat souhaite´ pour σ1, σ4. Pour σ2, il
suffit d’appliquer le lemme 3.1.17. Pour σ3, nous avons
(ue + p)σ3 = (a− b) + aϕ(σ′1 − 1)− bϕ(σ′4 − 1) + uceϕ(σ′3)− abue(p−c)ϕ(σ′2).
Or
aϕ(σ′1) + u
ceϕ(σ′3)
aue(p−c)ϕ(σ′2) + ϕ(σ
′
4)
≡ a (mod Iϕt )
Comme Iϕt (mod u
e+p) = $tER, nous avons a ≡ b (mod $tER). Donc (ue+p)ϕ(σ3) ∈
Iϕt . Le lemme 3.1.17 implique σ3 ∈ It. Enfin
aϕ(σ′1) + u
ceϕ(σ′3)
aue(p−c)ϕ(σ′2) + ϕ(σ
′
4)
= a
ϕ(σ′1)
ϕ(σ′4)
+ uce
ϕ(σ′3)
ϕ(σ′4)
− a2ue(p−c)ϕ(σ
′
1)ϕ(σ
′
2)
ϕ(σ′4)
2
(mod u2e).
Nous en de´duisons que, si c 6∈ {1, p − 1}, alors :
(ue + p)σ3 ∈ ueIϕt + ϕ(It ∩ ueR[[ue]]) + p$t+1E R[[ue]].
Si c = 1,
(ue + p)(σ3 − ϕ(σ′3)) ∈ ueIϕt + ϕ(It ∩ ueR[[ue]]) + p$t+1E R[[ue]].
Si c = p− 1,
(ue + p)(σ3 + a
2ϕ(σ′2)) ∈ ueIϕt + ϕ(It ∩ ueR[[ue]]) + p$t+1E R[[ue]].
Le lemme 3.1.18 conclut.
Dans le cas (iii), la strate´gie est analogue. D’abord les termes diagonaux modulo ue de
Gϕ(P ′) =
(
aϕ(σ′1) + u
e(c+1)ϕ(σ′3) u
e−γ(aue(p−1−c)ϕ(σ′2) + ϕ(σ
′
4))
uγ(ϕ(σ′1) + a
′uecϕ(σ′3)) u
e(p−c)ϕ(σ′2) + a
′ϕ(σ′4)
)
ne sont pas inversibles dans R, donc G(Gϕ(P ′)) = II. Ensuite nous de´finissons b, b′ ∈ R
tels que
b ≡ aϕ(σ
′
1) + u
e(c+1)ϕ(σ′3)
aue(p−1−c)ϕ(σ′2) + ϕ(σ
′
4)
(mod ue + p)
b′ ≡ u
e(p−c)ϕ(σ′2) + a
′ϕ(σ′4)
ϕ(σ′1) + a
′uecϕ(σ′3)
(mod ue + p).
La matrice B(Gϕ(P ′)) est alors de la forme
(
σ1 u
e−γσ2
uγσ3 σ4
)
pour
(ue + p)σ1 = u
e(aue(p−1−c)ϕ(σ′2) + ϕ(σ
′
4))− b′(aϕ(σ′1) + ue(c+1)ϕ(σ′3))
(ue + p)σ2 = aϕ(σ
′
1) + u
e(c+1)ϕ(σ′3)− b(aue(p−1−c)ϕ(σ′2) + ϕ(σ′4))
(ue + p)σ3 = u
e(p−c)ϕ(σ′2) + a
′ϕ(σ′4)− b′(ϕ(σ′1) + a′uecϕ(σ′3))
(ue + p)σ4 = u
e(ϕ(σ′1) + a
′uecϕ(σ′3))− b(ue(p−c)ϕ(σ′2) + a′ϕ(σ′4))
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Nous avons ainsi (ue + p)σi ≡ 0 (mod Iϕf ) pour i = 2, 3. Comme dans le cas (i), nous
obtenons b ≡ a (mod $tER) et b′ ≡ a′ (mod $tER) et ab′ ≡ a′b ≡ −p (mod $tER).
Donc (ue + p)(σi − 1) ≡ 0 (mod Iϕt ) pour i = 1, 4. Le lemme 3.1.17 donne alors{
σ1 ≡ σ4 ≡ 1 (mod It+1),
σ2 ≡ σ3 ≡ 0 (mod It+1).
Les de´finitions de b et b′ permettent d’obtenir les autres congruences annonce´es.
Soit M un module de Breuil–Kisin de rang 2 de genre η ⊕ η′ et de Frobenius donne´
par la famille fixe´e des matrices G = (G(0), . . . , G(f−1)). Convenons d’e´tendre les suites
(γs) et (G
(s)) en des suites pe´riodiques de pe´riode f de´finies sur N tout entier. Soit la
suite de matrices (P (s))s∈N de´finies par
P (0) = Id, B(G(s)ϕ(P (s))) = ∆(s)P (s+1)
avec
P (s+1) =
(
σ
(s+1)
1 u
e−γs+1σ
(s+1)
2
uγs+1σ
(s+1)
3 σ
(s+1)
4
)
,
ou` σ
(s+1)
j ∈ R[[ue]] (1 6 j 6 4), σ(s+1)1 ≡ σ(s+1)4 ≡ 1 (mod ue) et ∆(s) est une matrice
diagonale a` coefficients dans R.
Lemme 3.1.20. — Supposons que M n’ait pas mauvais genre. Alors, pour tout 0 6
j 6 f − 1 la suite des P (j+fn) converge vers une matrice R(j) dans GL2(R[[u]]) quand
n tend vers l’infini.
De´monstration. — E´tant donne´ deux nombres entiers s et t ainsi qu’une matrice M
prenant la forme :
M =
(
σ1 u
e−γsσ2
uγsσ3 σ4
)
convenons de dire que M est t-proche de l’identite´ si :
σ1 ≡ σ4 ≡ 1 (mod It, ue) et σ2 ≡ σ3 ≡ 0 (mod It).
Une re´currence sur s, a` partir du lemme 3.1.19, montre que, pour tout entier s, la
matrice Q(s) = P (s+f) · (P (s))−1 est t-proche de l’identite´ pour t e´gal a` la partie entie`re
de sf . Ceci permet clairement de conclure.
Sous les hypothe`ses du lemme 3.1.20, nous obtenons par passage a` la limite des
matrices R(i) = limn→∞ P
(i+fn), 0 6 i 6 f − 1 qui de´finissent un module de Breuil–
Kisin isomorphe a` M de Frobenius donne´ par la famille de matrices :
H(i) = (R(i+1))−1 ·G(i) · ϕ(R(i)) (0 6 i 6 f − 1)
qui prennent toutes l’une des trois formes suivantes :
– ∆(i)
(
ue + p 0
auγi+1 1
)
– ∆(i)
(
a ue−γi+1
uγi+1 b
)
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– ∆(i)
(
1 ue−γi+1
0 ue + p
)
ou` ∆(i) est une matrice diagonale a` coefficients dans R. Une dernie`re normalisation des
vecteurs de base pour e´liminer ces matrices diagonales 0 6 i < f − 2 permet d’obtenir
l’e´criture canonique suivante :
Proposition 3.1.21. — Soit M = M(0) × . . . ×M(f−1) un module de Breuil–Kisin
libre de rang 2 sur R⊗ˆS de type galoisien η ⊗ η′ et de type de Hodge v0 satisfaisant
les hypothe`ses du lemme 3.1.19. Alors il existe α,α′ inversibles dans R et pour tout
i ∈ {0, . . . , f−1}, il existe une base e(i)η , e(i)η′ de M(i) compatible a` l’action de Gal(K/F )
telle que si 0 6 i 6 f − 2 la matrice G(i) (resp. si i = f − 1, la matrice
(
α−1 0
0 α′−1
)
G(i)) de ϕ : M(i) →M(i+1) soit de l’une des trois formes suivantes :
– Genre Iη :
(
ue + p 0
aiu
γi+1 1
)
pour ai ∈ R,
– Genre Iη′ :
(
1 a′iu
e−γi+1
0 ue + p
)
pour a′i ∈ R,
– Genre II :
(
ai u
e−γi+1
uγi+1 a′i
)
avec ai, a
′
i ∈ mR et aia′i = −p.
Comparons enfin deux e´critures obtenues via la proposition 3.1.9 d’un meˆme module
M. Pour la commodite´ du lecteur, nous rappelons ici l’e´nonce´ (proposition 3.1.12) qu’il
nous faut montrer.
Proposition 3.1.22. — Nous conservons les hypothe`ses de la proposition 3.1.21 et
nous supposons donne´es deux e´critures de M correspondant a` une suite de genres
(g0, . . . , gf−1) et a` des parame`tres (α,α
′, a0, a
′
0, . . . , af−1, a
′
f−1) et (β, β
′, b0, b
′
0, . . . , bf−1, b
′
f−1)
respectivement.
En notant ni le nombre de II parmi g0, . . . , gi−1, il existe un e´le´ment λ de R
×
ve´rifiant :
pour tout i ∈ {0, . . . , f − 1}, bi = λ(−1)niai et b′i = λ−(−1)
nia′i
et, de plus :
– si nf est pair, α = β, α
′ = β′,
tandis que
– si nf est impair, αα
′ = ββ′ et λ = αβ =
β′
α′ .
De´monstration. — Soit (G(i))06i6f−1 et (H
(i))06i6f−1 les matrices correspondant aux
deux e´critures de M. Il existe une famille (P (i))06i6f−1 de matrices de passage qui
pre´servent la donne´e de descente et ve´rifient :
(23) (P (i+1))−1G(i)ϕ(P (i)) = H(i) pour 0 6 i 6 f − 1.
Un examen attentif de l’algorithme de re´duction de la preuve de la proposition 3.1.21,
montre que les P (i) sont ne´cessairement de la forme
P (i) =
(
λi 0
0 µi
)
pour 0 6 i 6 f − 1.
Les e´galite´s (23) conduisent pour 0 6 i 6 f − 1 :
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– si gi = hi = Iη ou Iη′ ,
si 0 6 i 6 f − 2 :
{
ai = µi+1bi/λi, a
′
i = λi+1b
′
i/µi,
λi = λi+1, µi = µi+1,
si i = f − 1 :
{
af−1 = β
′µ0bf−1/(α
′λf−1), a
′
f−1 = βλ0b
′
f−1/(αµf−1)
µ0 = α
′µf−1/β
′, λ0 = αλf−1/β.
– si gi = hi = II,
si 0 6 i 6 f − 2 :
{
ai = λi+1bi/λi, a
′
i = µi+1b
′
i/µi,
λi = µi+1, µi = λi+1,
si i = f − 1 :
{
af−1 = βλ0bf−1/(αλf−1), a
′
f−1 = β
′µ0b
′
f−1/(α
′µf−1)
µ0 = α
′λf−1/β
′, λ0 = αµf−1/β
En posant λ = λ0/µ0 ∈ R×, nous obtenons le re´sultat annonce´.
3.2. Application au calcul d’espaces de de´formations. — Adaptant les ide´es
de [BM2] a` notre situation plus ge´ne´rale, nous expliquons, dans ce nume´ro, comment
utiliser les re´sultats de la partie pre´ce´dente pour de´terminer les espaces de de´formations
Rψ(v0, η ⊕ η′, ρ) avec ρ absolument irre´ductible et v0, t fixe´s comme au de´but de la
partie 3.
Nous commenc¸ons par rappeler ou e´tablir quelques re´sultats pre´paratoires concer-
nant, d’une part, le calcul de la repre´sentation re´siduelle d’une repre´sentation donne´e
par un module de Breuil–Kisin et, d’autre part, le calcul explicite de certains groupes
d’extensions de repre´sentations de G∞.
3.2.1. Calcul de la repre´sentation re´siduelle. — Soient R une OE-alge`bre locale
comple`te noetherienne de corps re´siduel kE et M un module de Breuil–Kisin sur
R⊗ˆZpS libre de rang 2, avec donne´e de descente de L a` F . Comme R est en particulier
une W -alge`bre, rappelons la de´composition (11)
M = M(0) ⊕ . . .⊕M(f−1).
Nous supposons de plus que chaque M(i) (pour i entre 0 et f − 1) est muni d’une
base (e
(i)
η , e
(i)
η′ ) sur laquelle la donne´e de descente agit par η⊕ η′ et telle que la matrice
G(i) du Frobenius ϕ : M(i) −→ M(i+1) est donne´e par l’une des trois formes de la
proposition 3.1.21.
Notons ρM la R-repre´sentation libre de rang 2 deG∞ associe´e a`M et ρM sa re´duction
modulo l’ide´al maximal de R. Dans cette partie, nous expliquons comment s’assurer
que la kE-repre´sentation re´siduelle ρM est irre´ductible et, lorsqu’elle l’est, comment
la de´terminer comple`tement. A` partir de maintenant, pour alle´ger les notations, nous
noterons φ a` la place de ϕf .
Soit ML = OE,L ⊗SL M le ϕ-module sur R⊗ˆZpOE,L (avec action semi-line´aire de
Gal(L/F )) associe´ a` ρM|GL∞ et soit MF le ϕ-module sur R⊗ˆZpOE,F associe´ a` ρM.
D’apre`s la partie 2.1.3 (relation (12)),MF est l’ensemble des points fixes deML par l’ac-
tion de Gal(L/F ) : pour tout i entre 0 et f−1, nous avons M(i)F = H0(Gal(L/F ),M(i)L ).
De l’e´criture de M, nous de´duisons
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Proposition 3.2.1. — Pour tout i entre 0 et f − 1, la famille
(1⊗ ue−γi−βie(i)η , 1⊗ ue−βie(i)η′ )
est une base de M
(i)
F comme R⊗ˆW,ι◦ϕ−iOE,F -module. Dans ces bases, la matrice B(i)
(resp., si i = f − 1, la matrice
(
α−1 0
0 α′−1
)
B(i)) du Frobenius de M
(i)
F dans M
(i+1)
F
est :
– Genre Iη :
(
vdi(v + p) 0
aiv
di vp−1
)
v−bf−1−i ;
– Genre Iη′ :
(
vdi a′iv
p
0 vp−1(v + p)
)
v−bf−1−i ;
– Genre II :
(
aiv
di vp
vdi a′iv
p−1
)
v−bf−1−i .
ou` v = ue et di = p− 1− cf−1−i pour tout i dans {0, . . . , f − 1}.
De´monstration. — Soit i un indice entre 0 et f − 1. Tout e´le´ment de M(i)L s’e´crit de
manie`re unique sous la forme λe
(i)
η + λ′e
(i)
η′ ou` λ et λ
′ s’e´crivent eux-meˆmes respective-
ment
λ =
∑
j∈Z
aju
j et λ′ =
∑
j∈Z
a′ju
j
avec aj, a
′
j dans R et limj→−∞
aj = lim
j→−∞
a′j = 0. Avec ces notations, un calcul imme´diat
montre que, pour tout g ∈ Gal(L/K), nous avons g(λe(i)η + λ′e(i)η′ ) = µe(i)η + µ′e(i)η′ avec
µ =
∑
j∈Z
aj · ϕ−i
(
εf (g)
j+βi+γi
) · uj et µ′ =∑
j∈Z
a′j · ϕ−i
(
εf (g)
j+βi
) · uj .
Ainsi λe
(i)
η + λ′e
(i)
η′ est fixe par Gal(L/F ) si, et seulement si les seuls coefficients non
nuls dans λ (resp. λ′) sont ceux pour lesquels j + βi+ γi (resp. j + βi) est divisible par
e. Ceci de´montre que la famille indique´e est une base de M
(i)
F .
Les matrices du Frobenius dans ces nouvelles bases sont obtenues en multipliant
les matrices de la proposition 3.1.9 a` gauche par
(
uγi+1 0
0 1
)
uβi+1−e et a` droite
par
(
u−pγi 0
0 1
)
u−p(βi−e) puis en utilisant la formule γi+1 − pγi = −ecf−1−i et son
e´quivalent pour les bi.
Par le the´ore`me 2.1.6 et la proposition 2.1.7, ρM est aussi la R-repre´sentation associe´e
a` M
(0)
F muni d’une structure de φ-module sur R⊗ˆWOE,F par l’endomorphisme ϕfMF
que, par un le´ger abus de notations, nous notons encore φ. Avec les notations de la
proposition 3.2.1, pour tout i entre 0 et f − 1, B(i) de´signe la matrice associe´e a` ϕ
de M
(i)
F dans M
(i+1)
F . Ainsi, dans la base de M
(0)
F donne´e par la proposition 3.2.1, la
matrice a` coefficients dans R⊗ˆWOE,F de l’endomorphisme φ est :
(24) B = B(f−1) · ϕ(B(f−2)) · · ·ϕf−2(B(1)) · ϕf−1(B(0)).
Remarquons que, d’apre`s la forme des matrices B(i) dans la proposition 3.2.1, les coef-
ficients de la matrice B obtenue par la formule (24) sont en fait dans R⊗ˆWSF = R[[v]].
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Par construction (voir §2.1.1), la kE-repre´sentation ρM est la kE-repre´sentation de
G∞ associe´e a` kE ⊗R M(0)F , vu comme φ-module sur kE((v)). Notons B =
(
a b
c d
)
la
re´duction, a` coefficients dans kE((v)), de la matrice B. Nous de´finissons la trace et le
de´terminant tordus :
T (B) = φ(a) + d · φ(c)c , ∆(B) = φ(c)c · (ad− bc),
avec la convention φ(c)c = 0 si c = 0. Avec ces notations et en notant en plus nr
′(δ)
le caracte`re non ramifie´ de GF ′ dans k
×
E qui envoie le Frobenius arithme´tique sur un
e´le´ment δ de k×E , le corollaire III.1.4.8 de [LB] s’e´nonce ainsi :
Proposition 3.2.2. — La repre´sentation ρM est absolument irre´ductible si et seule-
ment si c est non nul et les deux conditions suivantes sont re´alise´es :
(i) (pf + 1)(valv(T (B)) > p
f valv(∆(B)) ;
(ii) valv(∆(B)) 6≡ 0 (mod pf + 1).
Lorsque c’est le cas, notons h et δ les e´le´ments respectifs de Z et k×E de´finis par la
congruence ∆(B) ≡ −δvh (mod vh+1) ( i.e. −δvh est le terme de plus bas degre´ de
∆(B)). Alors, il existe une base de kE ⊗RM(0)F dans laquelle la matrice de φ est :(
0 δvh
1 0
)
et la repre´sentation ρM est isomorphe a` Ind
GF
GF ′
(
ω−h2f · nr′(δ−1)
) ⊗ ω (rappelons que ω
de´signe le caracte`re cyclotomique).
Remarque 3.2.3. — Supposons que les parame`tres ai et a
′
i correspondant a` M in-
troduits dans la proposition 3.1.21 sont tous dans l’ide´al maximal de R et que le genre
de M fait intervenir un nombre pair de composantes II. Alors, la matrice B est le
produit de matrices diagonales et d’un nombre pair de matrices anti-diagonales. Par
conse´quent, elle est diagonale et la repre´sentation re´siduelle ρM est re´ductible.
3.2.2. Calcul de Ext1G∞(ρ, ρ). — Nous fixons dans ce paragraphe ρ une kE-
repre´sentation irre´ductible de dimension 2 de GF . Une telle repre´sentation est de
la forme IndGFGF ′
(
ω−h2f ⊗ nr′(δ−1)
)⊗ ω, pour un certain entier h non nul modulo pf + 1
et δ un e´le´ment de k×E .
L’objectif de cette partie est de de´crire l’espace Ext1G∞(ρ, ρ) des extensions de ρ par
elle-meˆme dans la cate´gorie des repre´sentations de G∞. D’apre`s le lemme 2.2.9 et la
remarque qui le suit (avec d = 2 et p > 5), cet espace contient (canoniquement) celui
des extensions de ρ par elle-meˆme comme repre´sentation de GF .
D’apre`s le the´ore`me 2.1.6 (pour R = kE), la cate´gorie des kE-repre´sentations de G∞
de dimension finie est e´quivalente a` celle des φ-modules e´tales sur kE((v)). Soit D(ρ)
le φ-module e´tale sur kE((v)), de dimension 2, associe´ a` ρ. Ainsi l’espace Ext
1
G∞(ρ, ρ)
que nous voulons de´crire est isomorphe a` l’espace Ext1(D(ρ),D(ρ)) des extensions de
D(ρ) par lui-meˆme dans la cate´gorie des φ-modules e´tales sur kE((v)). Fixons une
base B de D(ρ) et notons B la matrice de φ dans cette base. Pour toute matrice A
dans M2(kE((v))), nous notons DA le φ-module dont l’espace vectoriel sous-jacent est
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D(ρ) ⊕ D(ρ) et de Frobenius dans la base B ⊕ B donne´ par la matrice
(
B A
0 B
)
.
L’application
M2(kE((v)))
Im(X 7→Bφ(X)−XB) −→ Ext1(D(ρ),D(ρ))
A 7−→ classe de DA
est alors un isomorphisme de kE-espaces vectoriels.
Il s’agit maintenant de de´terminer l’image de l’application de M2(kE((v))) dans lui-
meˆme qui envoie une matrice X sur la matrice Bφ(X)−XB. Nous pouvons supposer
que la base B a e´te´ choisie de fac¸on a` ce que la matrice B du Frobenius φ dans B soit
de la forme
B =
(
0 δvh
1 0
)
,
avec δ dans k×E , 0 6 h 6 q
2 − 2 et h 6≡ 0 (mod q + 1).
Proposition 3.2.4. — L’application
M2(kE((v)))
Im(X 7→Bφ(X)−XB) −→ kE((v))Im(v(q−1)hφ2−Id) ⊕
kE((v))
Im(φ2−Id)(
a b
c d
)
7−→ ( 1
δvh
(φ(a) + d) , 1
δvh
b+ φ(c)
)
est un isomorphisme de kE-espaces vectoriels.
Lemme 3.2.5. —
(i) Le quotient kE((v))
Im(v(q−1)hφ2−Id)
a pour base{
vn, n < − hq+1 et n 6≡ (q − 1)h (mod q2)
}
.
(ii) Le quotient kE((v))
Im(φ2−Id)
a pour base{
vn, n < 0 et n 6≡ 0 (mod q2)} ∪ {1} .
De´monstration. — Soit m un entier relatif. Notons fm l’application kE-line´aire de
kE((v)) dans lui-meˆme qui envoie x sur v
mφ(x) − x. Notons M le rationnel −mq2−1 ,
point fixe de z 7→ q2z + m. Nous traitons simultane´ment les deux cas du lemme en
de´montrant que le quotient kE((v))/Imfm a pour base l’ensemble
Bm =
{
vn, n < M et n 6≡ m (mod q2)} ∪ {vM , si M est entier}.
Remarquons que dans le point (i), M ne peut eˆtre un entier a` cause de l’hypothe`se
h 6≡ 0 (mod q + 1).
Les e´galite´s et ine´galite´s
(25) ∀x ∈ kE((v))
{
val(x) > M =⇒ valv(fm(x)) = valv(x) > M
val(x) < M =⇒ valv(fm(x)) = m+ q2 valv(x) < M
assurent la continuite´ de fm et que l’image de fm est ferme´e. Notons que, comme v
M
est dans le noyau de fm, tout e´le´ment de l’image de fm est de valuation diffe´rente de
M et a un ante´ce´dent de valuation diffe´rente de M .
Nous affirmons que, pour tout entier n strictement supe´rieur a`M , vn est dans l’image
de fm. En effet, la suite (ni)i∈N de´finie par n0 = n et ni+1 = q
2ni +m tend vers +∞
et la se´rie −∑i>0 vni ainsi de´finie a pour image vn par fm. Ainsi, toute classe dans
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kE((v))/Imfm a un repre´sentant qui est un polynoˆme de Laurent de degre´ infe´rieur ou
e´gal a` M .
De plus, pour tout entier n, l’e´le´ment vm+q
2n − vn est dans l’image de fm. Soit
n un entier strictement infe´rieur a` M et congru a` m modulo q2. Alors l’entier n′ =
n−m
q2
est strictement compris entre n et M et les puissances vn et vn
′
co¨ıncident dans
kE((v))/Imfm. Ceci implique que l’ensemble Bm engendre kE((v))/Imfm.
Pour de´montrer enfin que la famille Bm est libre, il nous suffit enfin de remarquer
que tout e´lement de Imfm de valuation infe´rieure ou e´gale a` M est en fait de valuation
strictement infe´rieure a` M et congrue a` m modulo q2.
Remarque 3.2.6. — Avec les notations de la de´monstration pre´ce´dente, nous pou-
vons de´terminer pratiquement l’image d’une se´rie
∑
aiv
i dans kE((v))/Imfm en
proce´dant comme suit :
(1) nous tronquons les puissances strictement supe´rieures a` −mq2−1 ;
(2) pour tout n strictement infe´rieur a` −mq2−1 , nous remplac¸ons v
m+q2n par vn, jusqu’a`
avoir fait disparaˆıtre toutes les puissances congrues a` m modulo q2.
3.2.3. Expose´ sommaire de la strate´gie. — Soient ρ une repre´sentation irre´ductible
de GF dans GL2(kE), t un type galoisien de la forme η ⊕ η′ et v0 le type de Hodge
((0, 2))τ∈S choisis comme au de´but de la partie 3. Dans cette partie, nous pre´sentons
une me´thode ge´ne´rale de de´termination de l’anneau de de´formations Rψ(v0, t, ρ). Nous
appliquons notamment cette me´thode dans la partie 4 lorsque F est de degre´ 2 sur Qp.
Rappelons que le caracte`re ψ est fixe´ et satisfait une relation de compatibilite´ (2)
avec v0 et t. Pour nos choix de v0 et t, ψ est donc de la forme
(26) ψ = ηη′ · nr(−δ−1)
ou` δ est un e´le´ment dans O×E , fixe´.
3.2.3.1. Premie`re e´tape : les engeances. — Dans [Ki2] puis dans [Ki5], Kisin de´montre
qu’il existe des varie´te´s de´finies sur OE qui parame`trent les modules de Breuil–Kisin
de hauteur 6 h (pour un certain entier h fixe´) a` coefficients dans des OE-alge`bres
locales comple`tes et noetheriennes variables qui sont munis e´ventuellement de structures
supple´mentaires. Les fibres spe´ciales de ces varie´te´s sont des varie´te´s alge´briques quasi-
projectives re´duites de´finies sur kE que Pappas et Rapoport appelent varie´te´s de Kisin
dans [PR].
E´tant donne´s une repre´sentation irre´ductible ρ : GF → GL2(kE) et un type galoisien
t = η ⊕ η′, notons GRρ,ψ,v0,t la (8) varie´te´ de Kisin dont les k-points s’identifient, pour
toute extension finie k de kE , a` l’ensemble des modules de Breuil–Kisin sur k⊗Zp S de
type (v0, t, ψ) qui sont inclus dans k ⊗kE M(ρ|G∞,L) muni de sa donne´e de descente.
8. Les varie´te´s de Kisin apparaissant naturellement comme des sous-sche´mas localement ferme´s et
re´duits d’espaces projectifs, la donne´e de leurs ensembles de points dans toutes les extensions finies de
kE suffit a` les de´terminer entie`rement.
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De´finition 3.2.7. — Soient ρ : GF → GL2(kE) une repre´sentation irre´ductible de
GF et t = η ⊕ η′ un type galoisien. Si E′ est une extension finie de E, un kE′-point de
la varie´te´ de Kisin GRρ,ψ,v0,t est appele´ une E′-engeance de type t de ρ.
Remarque 3.2.8. — Lorsque E′ est E et que la situation ne preˆte pas a` confusion,
nous dirons simplement engeance a` la place de E-engeance.
De la proposition 3.1.9 applique´e a` R = kE et du fait que ρ est absolument
irre´ductible, nous de´duisons que la donne´e d’une engeance est e´quivalente a` la donne´e
d’un genre (g0, . . . , gf−1) et d’une famille de parame`tres (α,α
′, a0, a
′
0, . . . , af−1, a
′
f−1)
vivant dans kE , satisfaisant aux conditions de la proposition 3.1.9 et conside´re´s modulo
la relation d’e´quivalence de´crite par la proposition 3.1.12.
La premie`re e´tape consiste a` de´terminer la liste des engeances de type t de la
repre´sentation ρ. Pour y parvenir, une possibilite´ consiste a` parcourir tous les genres et
parame`tres possibles puis, en utilisant la proposition 3.2.2, a` se´lectionner ceux donnant
lieu a` une repre´sentation re´siduelle isomorphe a` ρ. Cette e´tape est entie`rement algo-
rithmique et nous l’avons imple´mente´e en sage. Nous renvoyons le lecteur a` la page
web
https://cethop.math.cnrs.fr:8443/home/pub/14
pour une pre´sentation rapide de notre logiciel sage ainsi que des exemples de calculs.
Remarquons toutefois qu’il devrait eˆtre e´galement possible de de´terminer la liste des
engeances en revenant a` la de´finition et en calculant la varie´te´ de Kisin GRρ,ψ,v0,t.
Cette approche sera de´veloppe´e dans un travail ulte´rieur.
3.2.3.2. Deuxie`me e´tape : construction d’une famille de morphismes. — Soit E′ une
extension finie de E. Pour chaque E′-engeance ξ′ = ((gi)i, (α,α
′), (ai, a
′
i)i) de type t
de ρ, nous de´finissons une OE′-alge`bre locale comple`te noetherienne Rξ′,E′ , de corps
re´siduel kE′ , ainsi qu’un module de Breuil–Kisin Mξ′,E′ sur Rξ′,E′ comme suit :
(a) Supposons que le genre de ξ′ comporte un nombre impair de facteurs II. Nous
posons :
Rξ′,E′ =
OE′ [[Xi, Yi, i ∈ II, Ti, i 6∈ II]]
(XiYi + p, i ∈ II) .
Par la remarque 3.1.10, nous obtenons un module de Breuil–Kisin Mξ′,E′ sur Rξ′,E′
en remplac¸ant dans les formules de la proposition 3.1.9 :
• α par 1 et α′ par δ ;
• pour les indices i de genre Iη, ai par [ai] + Ti ;
• pour les indices i de genre Iη′ , a′i par [a′i] + Ti ;
• pour les indices i de genre II, ai par Xi et a′i par Yi.
(b) Supposons que le genre de ξ′ comporte un nombre pair de facteurs II. Alors, d’apre`s
la remarque 3.2.3, le genre de ξ′ posse`de aussi un facteur (de genre Iη ou Iη′) avec
un parame`tre non nul dans kE . Fixons i0 l’indice d’un tel facteur. Nous posons :
Rξ′,E′ =
OE′ [[Xi, Yi, i ∈ II, Ti, i 6∈ II ∪ {i0}, Z]]
(XiYi + p, i ∈ II) .
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Par la remarque 3.1.10, nous obtenons un module de Breuil–Kisin Mξ′,E′ sur Rξ′,E′
en remplac¸ant dans les formules de la proposition 3.1.21 :
• α par [α] + Z et α′ par −δ([α] + Z)−1 ;
• ai0 (si i0 est de genre Iη) ou a′i0 (si i0 est de genre Iη′) par 1 ;• pour les indices i 6= i0 de genre Iη, ai par [ai] + Ti ;
• pour les indices i 6= i0 de genre Iη′ , a′i par [a′i] + Ti ;
• pour les indices i de genre II, ai par Xi et a′i par Yi.
Dans les deux cas (a) et (b) ci-dessus, la Rξ′,E′-repre´sentation de GF associe´ a` Mξ′,E′
est de de´terminant ψε et se re´duit sur ρ modulo l’ide´al maximal. Nous obtenons donc
un morphisme de OE′-alge`bres (locales) fξ′,E′ de OE′⊗OERψ(ρ) dans Rξ′,E′ , qui induit
l’identite´ sur les corps re´siduels kE′ .
Lemme 3.2.9. — Pour tout E′-engeance ξ′, le morphisme fξ′,E′ se factorise par
OE′ ⊗OE Rψ(v0, t, ρ).
De´monstration. — Convenons de dire qu’un morphisme de OE′-alge`bres α : OE′ ⊗OE
Rψ(ρ) → Zp est de type (v0, t, ψ) si la Qp-repre´sentation de GF qu’il de´finit est de
type (v0, t, ψ). La OE′-alge`bre OE′ ⊗OE Rψ(v0, t, ρ) est alors e´gale au quotient de
OE′⊗OERψ(ρ) par l’ide´al I = ∩ ker f ou` l’intersection est e´tendue a` tous les morphismes
f de type (v0, t, ψ) (voir la remarque 1.1.1).
Pour de´montrer le lemme, il suffit de de´montrer que tout e´le´ment x dans I s’envoie
sur 0 par fξ′,E′ . Conside´rons un e´le´ment x dans I et posons y = fξ′,E′(x). Soit e´galement
g : Rξ′,E′ → Qp un morphisme de OE′-alge`bres. La compose´e g ◦ fξ′,E′ est alors de type
(v0, t, ψ). Nous de´duisons qu’elle s’annule sur x, ce qui revient a` dire que g(y) = 0. Ainsi
y appartient a` l’ide´al J = ∩ ker g ou` l’intersection est e´tendue a` tous les morphismes g
comme ci-dessus. Or, a` partir de la forme explicite de Rξ′,E′, nous de´duisons aise´ment
que l’ide´al J est nul. Ainsi nous avons bien de´montre´ que y = fξ′,E′(x) = 0 comme
annonce´.
Notons f˜ξ′,E′ : OE′⊗OERψ(v0, t, ρ)→ Rξ′,E′ l’application correspondant a` la factori-
sation du lemme pre´ce´dent. Soit aussi fE′ l’application produit
∏
ξ′ fξ′,E′ ou` le produit
est e´tendu a` toutes les E′-engeances ξ′ de type t de ρ. Elle prend ses valeurs dans le
 produit local 
Rexpl,E′ =
∏
ξ′
kE′
Rξ′,E′
de´fini comme le sous-anneau du produit
∏
ξ′ Rξ′,E′ forme´ des familles (xξ′) dont toutes
les composantes se re´duisent sur le meˆme e´le´ment dans le corps re´siduel kE′ . Par ce qui
pre´ce`de, le morphisme f se factorise par un morphisme
f˜E′ : OE′ ⊗OE Rψ(v0, t, ρ) −→ Rexpl,E′
qui n’est autre que le produit des f˜ξ′,E′ .
Les morphismes f˜E′ que nous venons de construire ve´rifient en outre des conditions
de compatibilite´. Pour les e´noncer, conside´rons E′′ une extension finie de E′. L’ensemble
des E′-engeances est alors naturellement inclus dans celui des E′′-engeances. De plus, si
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ξ′ est une E′-engeance, il est clair d’apre`s les de´finitions que OE′′ ⊗OE′ Rξ′,E′ ' Rξ′,E′′ .
Nous pouvons ainsi de´finir un morphisme de OE′′-alge`bres :
ψE′′,E′ : Rexpl,E′′ → OE′′ ⊗OE′ Rexpl,E′
en envoyant une famille (xξ′′) sur la restriction de cette famille aux E
′-engeances. Ces
morphismes font commuter les diagrammes suivants :
(27) Rexpl,E′′
ψE′′,E′

OE′′ ⊗OE Rψ(v, t, ρ)
f˜E′′ 11dddddddddddddddd
f˜E′
,,ZZZZZ
ZZZ
ZZZ
OE′′ ⊗OE′ Rexpl,E′ .
3.2.3.3. Interlude : calcul de l’image d’un morphisme de source Rψ(v0, t, ρ). — Nous
mettons de coˆte´ momentane´ment les alge`bres Rexpl,E′ et nous inte´ressons au proble`me
suivant (qui apparaˆıtra a` plusieurs reprises dans la suite) :
Soient R uneOE-alge`bre etMR un φ-module (9) sur R⊗ˆWOE tous deux explicites.
Nous supposons que MR correspond a` un morphisme f : R
ψ(v0, t, ρ)→ R.
Comment de´terminer l’image de f ?
Dans la suite, nous supposerons pour simplifier que la repre´sentation ρ est telle qu’il
existe une base de son φ-module sur kE((v)) dans laquelle l’action de φ est donne´e par
la matrice (
0 δvh
1 0
)
.
Une premie`re e´tape vers la re´solution de la question ci-dessus consiste a` remarquer
que, d’apre`s le lemme 2.2.7, l’application f est surjective si et seulement si l’application
tangente HomOE−alg(R, kE [ε])→ Ext1GF (ρ, ρ) est injective. De plus, la condition p > 5
assure, par le lemme 2.2.9, que l’application restriction de Ext1GF (ρ, ρ) dans Ext
1
G∞(ρ, ρ)
est injective. Ainsi, f est surjective si et seulement si l’application
f ] : HomOE−alg(R, kE [ε])→ Ext1G∞(ρ, ρ)
est injective.
Or le fait que R et MR soient explicites permet de de´crire entie`rement f
]. Ex-
pliquons a` pre´sent comment proce´der concre`tement pour y parvenir. L’alge`bre R
e´tant explicite, nous pouvons de´terminer une base (f1, . . . , fn) du kE-espace vectoriel
HomOE−alg(R, kE [ε]). Pour chaque fi, conside´rons le φ-module Mi sur kE [ε]((v))
de´duit de MR par extension des scalaires via fi. E´tant donne´ que fi correspond a`
une de´formation de ρ, il existe une base de Mi dans laquelle la matrice de φ prend la
forme : (
0 δvh
1 0
)
+ εAi,
avec Ai dans M2(kE((v))). Avec ces conventions, l’image de fi dans Ext
1
G∞(ρ, ρ) s’iden-
tifie a` celle de Ai par l’application de la proposition 3.2.4, que nous pouvons calculer
de fac¸on entie`rement explicite a` l’aide du lemme 3.2.5 et de la remarque 3.2.6.
9. Nous rappelons que φ = ϕf .
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Maintenant que nous avons de´termine´ l’application f ], nous pouvons ve´rifier si, oui
ou non, elle est injective. Si elle l’est, le morphisme f est surjectif et son image est
de´termine´e : c’est R tout entier. Si, au contraire, elle ne l’est pas, notons N son noyau.
Pour tout α dans N , le morphisme compose´ α ◦ f prend alors ses valeurs dans kE ⊂
kE [ε]. Ceci signifie que l’image de f est incluse dans la sous-OE-alge`bre de R :
R1 =
⋂
α∈N
α−1(kE).
En outre, une lecture attentive de la de´monstration du lemme 3.2.5 fournit une nouvelle
base de MR dans laquelle la matrice de φ est a` coefficients dans R1.
Nous nous ramenons, de cette manie`re, au meˆme proble`me que pre´ce´demment ou`
R est remplace´e par R1. En appliquant a` nouveau la meˆme me´thode, nous pouvons
de´terminer si l’application f : Rψ(v0, t, ρ)→ R1 est surjective. Si elle l’est, nous avons
de´termine´ son image tandis que si elle ne l’est pas, nous pouvons exhiber une sous-
alge`bre explicite R2 de R1 dans laquelle f prend ses valeurs et poursuivre ainsi notre
recherche...
Malheureusement, le processus que nous venons de de´crire peut ne pas prendre fin
apre`s un nombre fini d’e´tapes ; nous entendons par la` qu’il est possible qu’aucun des
Rn (pour n dans N) ne soit l’image de f . Usuellement, ce proble`me peut eˆtre re´solu en
de´finissant Rω comme l’intersection de tous lesRn puis en continuant la construction sur
les ordinaux. Toutefois, nous ne pouvons alors plus vraiment parler de  construction
explicite . En pratique, nous retiendrons donc que la me´thode pre´sente´e ci-dessus est
efficace si f est  presque  surjective mais qu’elle ne l’est plus de`s lors que l’image de
f est tre`s petite dans R.
3.2.3.4. Troisie`me e´tape : recollement des Rexpl,E′. — Nous revenons a` pre´sent a` la
situation expose´e a` la fin de la seconde e´tape (§3.2.3.2). Rappelons que nous avons
construit des alge`bres Rexpl,E′ (ou` E
′ de´signe une extension finie variable de E) munies
de morphismes f˜E′ : OE′ ⊗OE Rψ(v0, t, ρ) → Rexpl,E′ ve´rifiant des conditions de com-
patibilite´ (27). Le but de cette troisie`me et dernie`re e´tape — qui est, de loin, la plus
de´licate — est de mettre ensemble toutes les Rexpl,E′ afin de de´terminer R
ψ(v0, t, ρ).
Pour ce faire, notre me´thode consiste a` exhiber une OE-alge`bre locale noetherienne
comple`te Rexpl munie d’un morphisme de OE-alge`bres g˜ : Rψ(v, t, ρ)→ Rexpl et, pour
toute extension E′ de E, d’un morphisme de OE′-alge`bres OE′ ⊗OE Rexpl → Rexpl,E′
de sorte que les diagrammes suivants commutent :
Rexpl,E′′
ψE′′,E′

OE′′ ⊗OE Rψ(v, t, ρ)
id⊗g˜
//
f˜E′′ ..
f˜E′
//
OE′′ ⊗OE Rexpl
22eeeeeeeeeeeeeeee
,,YYYYY
YY
YYY
Y
OE′′ ⊗OE′ Rexpl,E′
pour E′ et E′′ deux extensions finies de E avec E′ ⊂ E′′.
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Remarque 3.2.10. — Il existe, a` vrai dire, une formule qui fournit une alge`bre Rexpl
convenable, a` savoir :
(28) Rexpl = lim←−
E′
f˜E′(R
ψ(v0, t, ρ))
ou` la limite projective est e´tendue a` toutes les extensions finies E′ de E et ou` les
morphismes de transition sont induits par les ψE′′,E′ . Toutefois, il est ge´ne´ralement
difficile d’appliquer la me´thode du §3.2.3.3 pour de´terminer f˜E′(Rψ(v0, t, ρ)) car le
morphisme f˜E′ est souvent loin d’eˆtre surjectif. En conse´quence, la formule (28) est
rarement exploitable.
Remarque 3.2.11. — Il existe toutefois un cas ou` de´terminer un anneau Rexpl conve-
nable est simple ; c’est celui ou` la varie´te´ de Kisin GRρ,ψ,v0,t est de dimension nulle. En
effet, sous cette hypothe`se additionnelle, les morphismes ψE′′,E′ sont des isomorphismes
de`s que E′ et E′′ sont assez grands. Nous en de´duisons que, quitte a` agrandir E, nous
pouvons choisir dans ce cas Rexpl = Rexpl,E.
Lemme 3.2.12. — Avec les notations pre´ce´dentes, le morphisme g˜ : Rψ(v0, t, ρ) →
Rexpl est injectif.
De´monstration. — Il suit de la de´finition de Rψ(v0, t, ρ) que, pour e´le´ment x non nul
dans Rψ(v0, t, ρ), il existe un morphisme de OE-alge`bres α : Rψ(v0, t, ρ)→ Zp tel que
α(x) est non nul. Pour de´montrer que g˜ est injectif, il suffit donc de montrer que tout
morphisme α comme ci-dessus se factorise par g˜.
Soit donc α : Rψ(v0, t, ρ) → Zp un morphisme de OE-alge`bres. Remarquons, d’une
part, qu’il prend ses valeurs dans l’anneau des entiers OE′ d’une extension finie E′ de
E et, d’autre part, que, par de´finition, la E′-repre´sentation de GF qu’il de´finit, est de
type (v0, t, ψ). D’apre`s la proposition 3.1.4, le the´ore`me de classification des modules
de Kisin (cf Proposition 3.1.9) et la construction de Rexpl,E′ , il existe un morphisme
de OE′-alge`bres β : Rexpl,E′ → OE′ qui fait commuter le diagramme suivant :
OE′ ⊗OE Rψ(v0, t, ρ)
Id⊗g˜
//
α

OE′ ⊗OE Rexpl // Rexpl,E′
β
rreeeee
ee
ee
ee
ee
ee
ee
ee
ee
ee
ee
ee
ee
ee
ee
ee
ee
e
OE′
Il en re´sulte directement que α se factorise par g˜ comme nous le souhaitions.
D’apre`s le lemme 3.2.12 ci-dessus, l’anneau de de´formations Rψ(v0, t, ρ) que nous
cherchons a` de´terminer s’identifie a` l’image du morphisme g˜. Or, au moins si nous
avons e´te´ adroits dans le choix de Rexpl afin que g˜ soit  presque  surjectif, nous
pouvons de´terminer l’image de g˜ a` l’aide de la me´thode explique´e au §3.2.3.3.
4. Mise en œuvre de la me´thode en degre´ 2
Nous mettons en œuvre dans cette partie la me´thode du paragraphe §3.2 dans le cas
ou` ρ est une repre´sentation irre´ductible de F = Qp2 . De telles repre´sentations ρ sont
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de la forme :
ρ ' IndGFGF ′
(
ω
1+r0+p(1+r1)
4 · nr′(θ)
)
⊗ ωs2
ou` GF ′ est le groupe de Galois absolu de l’extension non ramifie´e F
′ de degre´ 2 de F ,
ω4 (resp. ω2) est le caracte`re fondamental de niveau 4 (resp. 2) associe´ au plongement
fixe´ τ ′0 de F
′ dans E (resp. τ0 = τ
′
0|F de F dans E), s est dans Z, r0 est un entier entre
0 et p− 1 et r1 est un entier entre −1 et p− 2.
Les cas ge´ne´riques, i.e. pour lesquels 1 6 r0 6 p− 2 et 0 6 r1 6 p − 3, ont de´ja` e´te´
traite´s dans [BM2], The´ore`me 5.2.1. Les auteurs obtiennent une description explicite
des anneaux Rψ(v0, t, ρ), pour les types galoisiens t comme dans la partie 3 :
Rψ(v0, t, ρ) ' {0} si D(t) ∩D(ρ) = ∅,
' OE [[X,Y, T ]]/(XY + p) sinon.
Nous traitons donc dans cette partie les cas restants. Nous renvoyons a` la partie 1.2.1
pour la forme des repre´sentations non ge´ne´riques et la liste de leurs poids de Serre.
Dans la suite du texte, nous traitons le cas des repre´sentations pour lesquelles l’entier
s est nul ; le cas ge´ne´ral s’en de´duit par torsion par un caracte`re de GF . Rappelons
e´galement que nous avons fixe´ le caracte`re ψ d’une manie`re compatible avec le type
galoisien t (relations (2) et (26)) en choisissant un e´le´ment δ dans O×E . La compatibilite´
entre ψ et le de´terminant de ρ impose de plus que δ se re´duise sur θ−1 dans kE .
Dans toute la fin du texte, t de´signe un type galoisien choisi comme au de´but de la
partie 3 : t = (η ⊕ η′)|IF , ou` η et η′ sont deux caracte`res distincts de Gal(L/F ) dans
O×E .
Dans [GK] (the´ore`me A), Gee et Kisin de´montrent l’existence de multiplicite´s in-
trinse`ques satisfaisant la version cristalline de la conjecture de Breuil–Me´zard pour le
type v0 et tout type galoisien t. Nos calculs permettent de de´terminer presque toutes
les valeurs de ces multiplicite´s intrinse`ques, confirmant ainsi une conjecture de Kisin
([Ki5], conjecture 2.3.2).
4.1. Liste des engeances de type t de ρ. — Un type galoisien t e´tant fixe´, la
premie`re e´tape de la strate´gie explique´e au §3.2.3 pour le calcul de l’anneau Rψ(v0, t, ρ)
consiste a` e´tablir la liste des engeances de type t de la repre´sentation ρ.
Pour cela, nous listons les genres un par un et, pour chacun d’eux, en utilisant la
me´thode du §3.2.1, nous calculons en fonction des parame`tres (α,α′, (ai, a′i)i=0,...,f−1)
la repre´sentation re´siduelle associe´e. Nous ne conservons enfin que les engeances pour
lesquelles la repre´sentation re´siduelle correspondante est irre´ductible et isomorphe a` ρ.
Il convient de remarquer que, pour f e´gal a` 2, les mauvais genres exclus par la
de´finition 3.1.8 donnent toujours lieu a` des repre´sentations re´siduelles re´ductibles. Cela
se ve´rifie en appliquant les techniques de calcul de la repre´sentation re´siduelle de la
partie 3.2.1. Pour les bons genres, le calcul est facile et ne pre´sente pas d’inte´reˆt majeur.
Afin de ne pas allonger de´mesure´ment la taille de l’article, nous ne le pre´sentons pas ici
mais regroupons simplement les re´sultats que nous avons obtenus dans le tableau de la
figure 1 (page 46) : pour chaque repre´sentation ρ, nous indiquons les types galoisiens t
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Repre´sentation ρ = Ind
GF
GF ′
(χ · nr′(θ))
Type t Engeances
η η′ d Genre (α, α′) (a0, a1)
χ = ω1+r04
0 6 r0 6 p − 2 ω
r0
2 ω
−p
2 (p − 2, p− 1− r0) Iη × II (1, θ
−1) (0, 0)
1 6 r0 6 p − 2 ω
r0−p
2 1 (0, p− r0) II× Iη′ (1, θ
−1) (0, 0)
0 6 r0 6 p − 3 ω
1+r0−p
2 ω
−1
2 (0, p− 2− r0)
Iη′ × II (1, θ
−1) (0, 0)
II × Iη (1, θ−1) (0, 0)
Iη′ × Iη (α,
−1
θα
) (1, θα2)
χ = ω
p(2+r1)
4
−1 6 r1 6 p− 3 ω
p(1+r1)
2 ω
−1
2 (p − 2− r1, p− 2) II× Iη (1, θ
−1) (0, 0)
0 6 r1 6 p − 3 ω
−1+p(1+r1)
2 1 (p − 1− r1, 0) Iη′ × II (1, θ
−1) (0, 0)
−1 6 r1 6 p− 4 ω
−1+p(r1+2)
2
ω−p2 (p − 3− r1, 0)
Iη × II (1, θ−1) (0, 0)
II× Iη′ (1, θ
−1) (0, 0)
Iη × Iη′ (α,
−1
θα
) (1,−1)
Figure 1. Liste des engeances de type t de la repre´sentation ρ
pour lesquels la varie´te´ de Kisin GRρ,ψ,v0,t est non vide et les engeances qui la de´crivent
(les parame`tres ai, a
′
i, α et α
′ vivent dans kE). Nous renvoyons e´galement au §3.2 de
[Dav] pour la pre´sentation d’un calcul analogue.
Nous remarquons que, pour chaque couple (t, ρ) correspondant aux lignes du tableau
qui apparaissent en noir, il n’y a qu’une seule engeance. La varie´te´ de Kisin correspon-
dante est donc re´duite a` un point. Au contraire, dans les autres situations, celles qui
apparaissent en bleu dans le tableau, nous sommes en pre´sence de trois possibilite´s pour
le genre, les deux premiers conduisant a` une unique engeance et la troisie`me conduisant
a` une famille d’engeances parame´tre´e par k×E . Il se trouve que, dans ces cas, la varie´te´
de Kisin est isomorphe a` P1kE : les engeances parame´tre´es par le troisie`me genre cor-
respondent naturellement a` l’ouvert Zariski k×E dans P
1(kE) tandis que les deux autres
genres correspondent respectivement aux points 0 et ∞ de P1(kE).
4.2. De´termination de l’anneau de de´formations. — Nous continuons d’appli-
quer la me´thode du §3.2.3, sachant que nous arrivons a` la deuxie`me e´tape. Dans la
suite, nous traitons uniquement le cas ou` ρ = IndGFGF ′
(
ω1+r04 · nr′(θ)
)
, avec r0 entre 0 et
p− 2, l’autre e´tant absolument identique.
4.2.1. Cas d’une varie´te´ de Kisin de dimension nulle. — Supposons que la varie´te´ de
Kisin GRρ,ψ,v0,t soit re´duite a` un point (c’est-a`-dire que nous sommes dans une ligne
noire du tableau de la figure 1). Notons ξ l’unique engeance correspondante et appelons
Rξ l’anneau qui lui est associe´ par la construction du §3.2.3.2 : nous avons
Rξ ' OE [[T,X, Y ]]/(XY + p).
La troisie`me e´tape de notre strate´gie consiste a` exhiber une OE-alge`bre Rexpl ve´rifiant
un certain nombre de proprie´te´s (§3.2.3.4). Toutefois, nous sommes ici dans le cas
simple ou` la varie´te´ de Kisin est de dimension nulle. D’apre`s la remarque 3.2.11, nous
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pouvons donc simplement choisir Rexpl = Rξ. Le lemme 3.2.12 entraˆıne alors que nous
avons une injection g˜ : Rψ(v0, t, ρ)→ Rξ.
Proposition 4.2.1. — Nous conservons les notations et les hypothe`ses pre´ce´dentes et
supposons de plus que la repre´sentation ρ n’est pas totalement non ge´ne´rique. Alors le
morphisme g˜ est un isomorphisme.
De´monstration. — Nous traitons d’abord le cas du type galoisien ωr02 ⊕ ω−p2 , corres-
pondant a` d = (p− 2, p − 1− r0), avec r0 entre 1 et p− 2 (l’hypothe`se sur ρ revient a`
exclure le cas r0 = 0). La matrice du φ-module Mξ sur Rξ ⊗W OE associe´ est, d’apre`s
la partie 3.2.1 :
B =
(
vp(p−1)
(
X1v
d1(vp + p) + T0v
p
)
vp
2+p
α′vp(p−1)
(
vd1(vp + p) + T0Y1v
p−1
)
α′Y1v
p2+p−1
)
.
Apre`s un changement de base correspondant a` multiplier le deuxie`me vecteur de base
par α′vd1+p
2
, nous obtenons la nouvelle matrice
B′ =
(
vp(p−1)
(
X1v
d1(vp + p) + T0v
p
)
δvp
2(d1+1)+p+p4
v−d1−p
(
vd1(vp + p) + T0Y1v
p−1
)
δY1v
p+p4−1+(p2−1)d1
)
qui, re´duite dans kE [[v]], donne
(
0 δvh
1 0
)
avec h = p4 + p+ p2(d1 + 1).
Pour une variable Z dans {T0,X1, Y1}, de´signons par Z? le morphisme de OE-
alge`bres de Rξ dans les nombres duaux kE[ε] qui envoie Z sur ε et les autres variables
sur 0. D’apre`s la partie 3.2.2, les images de T ?0 , X
?
1 et Y
?
1 dans Ext
1
G∞(ρ, ρ) (de´crit par la
proposition 3.2.4) sont respectivement (θv−p−p
2(d1+1), 0), (θv−p−p
2
, 0) et (v−p
2−d1−1, 0).
Par le lemme 3.2.5, ces trois vecteurs forment une famille libre. L’application g˜ est donc
surjective, ce qui de´montre que l’anneau Rψ(v0, t, ρ) est isomorphe a`
OE [[T0,X1,Y1]]
X1Y1+p
.
Nous traitons maintenant le cas du type galoisien ωr0−p2 ⊕ 1, avec d = (0, p − r0) et
r0 entre 1 et p − 2. L’anneau explicite est dans ce cas OE [[X0,Y0,T
′
1]]
X0Y0+p
et la matrice du
φ-module associe´ peut eˆtre mise sous la forme(
X0v
d1 + T ′1v
p δvp
3+p2(vd1 + Y0T
′
1)
v−1(v + p) δY0v
(p+1)(p2−1)(v + p)
)
.
Les images de X?0 , Y
?
0 et T
′?
1 dans Ext
1
G∞(ρ, ρ) sont respectivement (θv
−1−p, 0),
(v−d1−p, 0) et (θv−d1−p
2
, 0), qui forment une famille libre. Nous concluons enfin de la
meˆme manie`re que pre´ce´demment.
Remarque 4.2.2. — Le re´sultat de la proposition 4.2.1 n’e´tait connu auparavant que
pour les repre´sentations ge´ne´riques [BM2].
Remarque 4.2.3. — L’hypothe`se  ρ non totalement non ge´ne´rique  de la proposi-
tion 4.2.1 n’exclut qu’un seul cas dans les deux premie`res lignes du tableau : r0 = 0
et t = ωr02 ⊕ ω−p2 , soit d = (p − 2, p − 1). Dans ce cas, le de´but de la de´monstration
de la proposition reste valable, mais nous observons que les images de X?1 et Y
?
1 dans
Ext1G∞(ρ, ρ) sont toutes les deux e´gales a` (δ
−1v−p−p
2
, 0). L’injection g˜ n’est donc pas
surjective.
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Engeance Anneau Parame`tres Matrice Bξ′ de φ sur Mξ′
Iη′ × Iη
ξ′ ∈ k×
E′
OE′ [[Tξ′ , Zξ′ ]]
α = [ξ′] + Zξ′
α′ = −δα−1
a′0 = 1
a1 = [θξ′
2] + Tξ′
(
αvd1+1(v + p) αa′0v
p2+d1+1(v + p)
α′a1vd1+1 α′a′0a1v
p2+d1+1 + α′vp
2
(vp + p)
)
Iη′ × II
ξ′ = 0
OE′ [[T
′
0
,X0,Y0]]
X0Y0+p
α = 1, α′ = δ
a′0 = T
′
0
a1 = X0
a′1 = Y0
(
αa1vd1+1 αa′0a1v
p2+d1+1 + αvp
2+1(vp + p)
α′vd1+1 α′a′0v
p2+d1+1 + α′a′1v
p2 (vp + p)
)
II × Iη
ξ′ =∞
OE′ [[X∞,Y∞,T∞]]
X∞Y∞+p
α = 1, α′ = δ
a0 = X∞
a′0 = Y∞
a1 = T∞
(
αa0vd1+1(v + p) αvp
2+d1+1(v + p)
α′a0a1vd1+1 + α′vp α′a1vp
2+d1+1 + α′a′0v
p2
)
Figure 2. Matrices du Frobenius sur les φ-modules Mξ′
4.2.2. Cas d’une varie´te´ de Kisin de dimension supe´rieure. — Nous traitons, dans ce
paragraphe, le cas de la repre´sentation IndGFGF ′
(
ω1+r04 ·nr′(θ)
)
, avec r0 dans {0, . . . , p−3},
et du type galoisien donne´ par η = ω1+r0−p2 et η
′ = ω−12 ; d est alors (0, p− 2− r0), avec
p− 2− r0 dans {1, . . . , p − 2}.
Pour ces donne´es, les E′-engeances sont en bijection naturelle avec P1(kE′) pour
toute extension E′ de E. En suivant a` nouveau la strate´gie explique´e dans la partie
3.2.3, nous conside´rons une extension E′ de E et nous associons a` chaque E′-engeance
ξ′, la OE′-alge`bre explicite Rξ′ ainsi qu’un module de Breuil–Kisin Mξ′ sur Rξ′⊗ˆZpS
de´finis dans le §3.2.3. Pour tout ξ′, posons
Mξ′ = H
0
(
Gal(L/F ),OE ⊗S M(0)ξ′
)
.
D’apre`s les re´sultats de la partie 2.1.3, l’espaceMξ′ muni du Frobenius φ = ϕ
2 s’identifie
canoniquement au φ-module associe´ a` la restriction a` G∞ de la repre´sentation de GF
correspondant a` Mξ′ . De plus, la proposition 3.2.1 et la formule (24) fournissent un
moyen explicite pour calculer la matrice de φ agissant sur Mξ′ .
Dans le cas qui nous inte´resse, nous trouvons, apre`s calcul, les re´sultats regroupe´s
dans le tableau de la figure 2 (page 48). Au niveau des anneaux de de´formations, nous
obtenons un morphisme de OE′-alge`bres fE′ de OE′⊗OE Rψ(ρ) dans l’anneau explicite
Rexpl,E′ =
∏
ξ′
kE′
Rξ′
ou` la notation ci-dessus de´signe le  produit local . D’apre`s le lemme 3.2.9, ce mor-
phisme se factorise en un morphisme f˜E′ : OE′ ⊗OE Rψ(v0, t, ρ) → Rexpl,E′ . De plus,
si E′′ de´signe une extension finie de E′, nous avons un morphisme ψE′′,E′ : Rexpl,E′′ →
OE′′ ⊗OE′ Rexpl,E′ rendant commutatif le diagramme suivant :
Rexpl,E′′
ψE′′,E′

OE′′ ⊗OE Rψ(v0, t, ρ)
f˜E′′ 11dddddddddddddddd
f˜E′
--ZZZZZ
ZZZ
ZZZ
OE′′ ⊗OE′ Rexpl,E′ .
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Notons VE′ la Rexpl,E′-repre´sentation de GF correspondant a` fE′ . L’action de φ sur
le φ-module ME′ associe´ a` (VE′)|G∞ s’obtient en mettant ensemble les matrices qui
apparaissent dans le tableau ci-dessus.
Suivant la strate´gie de de´termination de l’espace de de´formations explique´e dans le
§3.2, nous devons maintenant exhiber une OE-alge`bre explicite Rexpl telle que, pour
tout E′ comme pre´ce´demment, le morphisme f˜E′ se factorise par OE′ ⊗OE Rexpl. Pour
construire Rexpl, nous cherchons pour chaque engeance ξ
′ ∈ P1(kE′) une nouvelle base
de Mξ′ , de fac¸on a` ce que les matrices des φ-modules exprime´es dans ces nouvelles
bases  se ressemblent  davantage. Une premie`re tentative conduit a` conside´rer les
changements de base que voici :
ξ′ Changement de base P Matrice P−1Bξ′φ(P ) de φ dans la nouvelle base
ξ′ ∈ k×E′
(−a′0 0
v−1 α′v−1
)
v ·
(
0 δvd1(v + p)
vp + p pα′ + pαvd1 + (α′a′0a1 + α)v
d1+1 + α′vp
)
ξ′ = 0
(−a′0 α
v−1 α′a′1v
−1
)
v ·
(
0 δvd1(v + p)
vp + p pα′a′1 + αa1v
d1 + α′a′0v
d1+1 + α′a′1v
p
)
ξ′ =∞
(
1 0
−a0v−1 α′v−1
)
v ·
(
0 δvd1(v + p)
vp + p α′a′0 + pαa0v
d1 + (αa0 + α
′a1)v
d1+1
)
Nous observons que les matrices sont analogues a` la diffe´rence pre`s qu’aucun terme
en vp n’apparaˆıt sur le coefficient en bas a` droite dans le cas ξ′ =∞. Le but du lemme
suivant est d’unifier de´finitivement ces e´critures.
Lemme 4.2.4. — Soit R une OE′-alge`bre locale noetherienne comple`te de corps
re´siduel kE′ et soient δ, a, b, c et d des e´le´ments de R. Nous supposons que p divise
a, que δ est inversible dans R et que ab = −δp2. Alors il existe un e´le´ment c′ ∈ R tel
que les matrices
M =
(
0 δvd1(v + p)
vp + p a+ bvd1 + cvd1+1 + dvp
)
et M ′ =
(
0 δvd1(v + p)
vp + p a+ bvd1 + c′vd1+1
)
de´finissent des φ-modules isomorphes sur R⊗ˆZpOE .
De plus, nous pouvons choisir c′ congru a` c modulo p et de´pendant de fac¸on analytique
de δ, a, b, c, d.
Remarque 4.2.5. — La de´pendance analytique e´nonce´e dans le lemme 4.2.4 signifie
qu’il existe une se´rie F(∆, A,B,C,D) a` coefficients dans R telle que c′ = F(δ, a, b, c, d).
De´monstration. — Tout au long de la de´monstration, nous posons :
A = a+ bvd1 + cvd1+1 + dvp, B = a+ bvd1 + c′vd1+1, S = vp + p et T = δvd1(v + p).
Les matrices M et M ′ de´finissent des φ-modules sur R⊗ˆZpOE isomorphes entre eux si
et seulement s’il existe une matrice
P =
(
x y
z t
)
∈ GL2(R⊗ˆZpOE)
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telle que M ′φ(P ) = PM . Si tel est le cas, les e´le´ments x, y, z, t de R⊗ˆZpOE satisfont le
syste`me suivant
(29)

Sy = Tφ(z)
Tx+Ay = Tφ(t)
St = Sφ(x) +Bφ(z)
Tz +At = Sφ(y) +Bφ(t)
Nous allons donc exhiber un e´le´ment c′ dans R, analytique en δ, a, b, c, d tel que les
matrices M et M ′ soient e´quivalentes, i.e. que le syste`me (29) ait une solution. Nous
cherchons z sous la forme z = (v + pp)(ξ + z′) avec ξ dans R et z′ dans vR[[v]]. Le
syste`me (29) se re´e´crit
(30)

Sy = T (vp
2
+ pp)(ξ + φ(z′))
Tx+Ay = Tφ(t)
St = Sφ(x) +B(vp
2
+ pp)(ξ + φ(z′))
T (v + pp)(ξ + z′) = Sφ(y) +Bφ(t)−At
En posant U = v
p2+pp
vp+p = v
p(p−1) − pvp(p−2) + · · ·+ (−p)p−1, nous arrivons a` :
y = TU(ξ + φ(z′))
φ(t)− x = AU(ξ + φ(z′))
t− φ(x) = BU(ξ + φ(z′))
En e´liminant x, nous trouvons :
(Id−φ2)(t) = BU(ξ + φ(z′))− φ(AU)(ξ + φ2(z′)).
Nous en de´duisons une expression en t en fonction de z′ :
t = τ + ξ
∞∑
i=0
φ2i(BU − φ(AU)) +
∞∑
i=0
φ2i(BUφ(z′)− φ(AU)φ2(z′)).
pour un certain e´le´ment τ de R. Nous allons de´montrer que, pour τ = 1, le syste`me
(30) a une solution. En remplac¸ant y et t par leurs valeurs dans la dernie`re e´quation
de (30), ceci revient a` montrer qu’il existe c′, ξ et z′ solutions de
(31) T (v + pp)(ξ + z′) = g(c′, ξ, z′)
avec :
g(c′, ξ, z′) = Sφ(TU)(ξ + φ2(z′))
+B +Bξ
∞∑
i=0
φ2i+1(BU − φ(AU)) + B
∞∑
i=0
φ2i+1(BUφ(z′)− φ(AU)φ2(z′))
−A−Aξ
∞∑
i=0
φ2i(BU − φ(AU)) − A
∞∑
i=0
φ2i(BUφ(z′)− φ(AU)φ2(z′)).
Pour re´soudre cette e´quation, nous proce´dons par approximations successives. Nous
allons construire par re´currence des suites convergentes (ξn)n>0, (c
′
n)n>0 a` valeurs dans
R et (z′n)n>0 a` valeurs dans vR[[v]] qui convergent vers une solution de (31). Posons
pour initialiser la construction ξ0 = 0, z
′
0 = 0, c
′
0 = c. Supposons a` pre´sent que ξn, c
′
n
et z′n sont construits pour un certain entier n. Nous allons de´terminer ξn+1 et c
′
n+1 de
fac¸on a` ce que g(c′n+1, ξn+1, z
′
n) soit divisible par T (v + p
p).
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Nous remarquons que tous les termes de g(c′n+1, ξn+1, z
′
n) sont divisibles par v
d1 .
Comme T = δvd1(v + p), la divisibilite´ par T (v + pp) est e´quivalente a` ce que
g(c′n+1, ξn+1, z
′
n) s’annule en v = −p et en v = −pp. En isolant les termes
(c′n+1 − c)vd1+1 ; dvp et ξn+1δpp+1vd1
dans l’expression de g(c′n+1, ξn+1, z
′
n), nous voyons (apre`s calcul) que ces conditions
d’annulation se re´e´crivent sous la forme :
c′n+1 − c− d(−p)p−d1−1 − δpξn+1 = pp−1 · S2(c′n+1 − c− d(−p)p−d1−1, ξn+1),
c′n+1 − c− d(−p)p−d1−1 = pp · S1(c′n+1 − c− d(−p)p−d1−1, ξn+1),
ou` S1 et S2 sont des se´ries formelles en deux variables a` coefficients dans R. Nous en
de´duisons que (c′n+1 − c− d(−p)p−d1−1, ξn+1) est un point fixe de l’application :
fn+1 : R
2 −→ R2
(x, y) 7→ (ppS1(x, y), pp−1δ−1S1(x, y) − pp−2δ−1S2(x, y)).
Or cette application est manifestement contractante. L’existence des e´le´ments cn+1 et
ξn+1 s’ensuit. A` partir de la`, nous de´finissons z
′
n+1 par
z′n+1 = −ξn+1 +
g(c′n+1, ξn+1, z
′
n)
δvd1(v + p)(v + pp)
et ve´rifions que z′n+1 est multiple de v en regardant le coefficient en v
d1 dans
g(c′n+1, ξn+1, z
′
n).
Il s’agit a` pre´sent de montrer que les suites ainsi de´finies (ξn), (z
′
n) et (c
′
n) convergent.
Pour cela, montrons par re´currence sur n que
• pn divise c′n − c′n−1 et ξn − ξn−1,
• le polygone de Newton NP(z′n− z′n−1) est situe´ dans la zone grise´e Pn de´finie dans
le graphe ci-dessous.
0 1 pn+ 1
n
Par un abus de notation limite´ a` la fin de cette de´monstration, notons φ : (x, y) 7→
(p2x, y). Supposons que les hypothe`ses de re´currence sont satisfaites pour un entier
n > 1. Alors
NP(φ(z′n)− φ(z′n−1)) ⊂ φ(Pn)
d’ou` nous de´duisons
NP(Uφ(z′n)− Uφ(z′n−1)) ⊂ φ(Pn) + (0, p − 1)
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car NP(U) a une seule pente qui vaut −1/p comme celle de φ(Pn). Un calcul montre
que fn ≡ fn−1 (mod pn+p2+p−1). Ainsi, si tn et tn−1 sont respectivement les points
fixes de fn et fn−1, nous avons
fn(tn−1) ≡ fn−1(tn−1) ≡ tn−1 (mod pn+p2+p−1)
Donc fkn(tn−1) ≡ tn−1 (mod pn+p
2+p−1) pour tout k dans N. Comme fn est contrac-
tante, en passant a` la limite sur k, nous trouvons tn ≡ tn−1 (mod pn+p2+p−1) et, par
suite :
(32) c′n ≡ c′n−1 (mod pn+1) et ξn ≡ ξn+1 (mod pn+1).
Enfin :
z′n+1 − z′n = ξn − ξn+1 +
g(c′n+1, ξn+1, z
′
n)− g(c′n, ξn, z′n−1)
δvd1(v + p)(v + pp)
Les calculs pre´ce´dents garantissent que le polygone de Newton du nume´rateur de la
fraction ci-dessus est situe´ au dessus de la droite reliant les points (0, n + p2 − 1) et
(p2(n+ p2 − p− 1), 0). Or, la division par δvd1(v + p)(v + pp) translate le polygone de
Newton d’au maximum (−d1−2, 0). Nous concluons alors la re´currence en remarquant
que z′n+1 − z′n n’a pas de terme constant.
De (32), nous de´duisons que c′ ≡ c (mod p). Et, enfin, en reprenant point par point
les e´tapes de la de´monstration, nous constatons que le c′ que nous avons construit
de´pend effectivement de fac¸on analytique de a, b, c, d et δ (sachant que le point fixe
d’une application contractante s’obtient comme la limite des ite´re´s successifs d’un point
initial quelconque).
Posons a` pre´sent Rexpl = OE [[X,Y,Z]]/(XY + δp2) et conside´rons le φ-module libre
de rang 2 sur Rexpl⊗ˆZpOE sur lequel l’action de φ dans une base est donne´e par la
matrice (
0 δvd1+1(v + p)
v(vp + p) Xv + Y vd1+1 + Zvd1+2
)
.
Pour tout ξ′ dans E′, conside´rons le morphisme
hξ′ : OE′ ⊗OE Rexpl ' OE′ [[X,Y,Z]]/(XY + δp2) −→ Rξ′
de´fini par :
– si ξ′ ∈ k×E′ :
 X 7→ pα
′
Y 7→ pα
Z 7→ F(δ, pα′, pα, α′a′0a1 + α, α′)
– si ξ′ = 0 :
 X 7→ pα
′a′1
Y 7→ αa1
Z 7→ F(δ, pα′a′1, αa1, α′a′0, α′a′1)
– si ξ′ =∞ :
 X 7→ α
′a′0
Y 7→ pαa0
Z 7→ αa0 + α′a1
ou` α,α′, a0, a
′
0, a1, a
′
1 s’expriment en fonction des variables de Rξ′ comme indique´ dans
le tableau du de´but de la partie 4.2.2 et ou` F(∆, A,B,C,D) est la se´rie dont il est
question dans la remarque 4.2.5. Le produit des fle`ches hξ′ de´finit un morphisme hE′ :
OE′ ⊗OE Rexpl → Rexpl,E′. En outre, les applications hξ′ sont de´finies de fac¸on a` ce
que Rexpl,E′⊗ˆRexplMexpl soit isomorphe a` ME′ . D’autre part, nous remarquons que
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hE′ est injective pour tout E
′. La proposition 2.2.11 entraˆıne alors l’existence d’une
factorisation de f˜E′ :
f˜E′ : OE′ ⊗OE Rψ(v0, t, ρ)
g˜E′−→ OE′ ⊗OE Rexpl
h˜E′−→ RE′ .
De plus, ces factorisations commutent aux changements de base, dans le sens ou` l’ap-
plication g˜E′ s’identifie a` Id⊗g˜E pour toute extension finie E′ de E. Le lemme 3.2.12
s’applique ainsi et assure que le morphisme g˜E : R
ψ(v0, t, ρ) → Rexpl est injectif. A`
ce stade, il reste a` de´terminer son image par la me´thode du §3.2.3.3. Pour cela, nous
remarquons que la matrice de φ agissant sur kE ⊗Rexpl Mexpl s’e´crit :(
0 δvd1+2
vp+1 Xv + Y vd1+1 + Zvd1+2
)
.
Dans la nouvelle base ou` le second vecteur a e´te´ multiplie´ par vp+1, elle prend la forme :(
0 θ−1vp
3+p2+d1+2
1 Xvp
3+p2−p + Y vp
3+p2−p+d1 + Zvp
3+p2−p+d1+1
)
qui a e´te´ conside´re´e dans la partie 3.2.2. Notons X? : Rexpl → kE [ε] (avec, rappelons-
le, ε2 = 0) le morphisme de OE-alge`bres qui envoie la variable X sur ε et les autres
variables Y et Z sur 0. De´finissons e´galement Y ? et Z? de manie`re analogue. Un calcul
e´le´mentaire montre que les images de X?, Y ? et Z? dans Ext1G∞(ρ, ρ) sont respective-
ment
(θv−p−d1−2, 0), (θv−p−2, 0), (θv−p−1, 0)
ou`, ici, nous avons identifie´ Ext1G∞(ρ, ρ) avec sa description explicite donne´e par la pro-
position 3.2.4. Il re´sulte du lemme 3.2.5 que ces images sont line´airement inde´pendantes
dans Ext1G∞(ρ, ρ) et, par suite, que l’application tangente a` g˜E est injective. Nous en
de´duisons que g˜E est surjectif ; c’est donc un isomorphisme.
Au final, nous avons donc de´montre´ la proposition suivante.
Proposition 4.2.6. — Soit ρ = IndGFGF ′
(ω1+r04 · nr′(θ)) pour un entier r0 dans
{0, . . . , p− 3}. Alors l’anneau de de´formations Rψ(v0, t, ρ) s’identifie a` OE [[X,Y,Z]](XY+p2) .
De´monstration. — D’apre`s ce qui pre´ce`de, l’application g˜E re´alise un isomorphisme
entre Rψ(v0, t, ρ) et
OE [[X,Y,Z]]
(XY+δp2)
. Or cette dernie`re OE-alge`bre est isomorphe a`
OE [[X,Y,Z]]
(XY+p2)
, l’isomorphisme e´tant obtenu par exemple en envoyant X sur δ−1X, Y
sur Y et Z sur Z.
4.3. Calcul des multiplicite´s intrinse`ques. —
Dans cette dernie`re partie, nous appliquons les re´sultats pre´ce´dents aux calculs des
multiplicite´s intrinse`ques (mρ(σ))σ∈D(ρ) des poids de Serre de ρ. Le the´ore`me A de
[GK] fournit la conjecture 1.1.2 pour v0 et tout type galoisien t. Il assure e´galement
que mρ(σ) est non nulle si et seulement si σ est un poids de ρ. Le the´ore`me s’e´crit donc
ici
µGal(v0, t, ρ) =
∑
σ∈D(ρ)∩D(v0,t)
mv0,t(σ)mρ(σ).
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Repre´sentation ρ = IndGFGF ′ (χ · nr′(θ)) Type t = η ⊕ η′ Poids de Serre dans D(t) ∩ D(ρ)
χ = ω1+r04
0 6 r0 6 p− 2 ωr02 ⊕ ω−p2
(p− 2− r0, 0)⊗ det1+r0−p
(p− 1− r0, p− 2)⊗ detr0
1 6 r0 6 p− 2 ωr0−p2 ⊕ 1
(p− 1− r0, p− 2)⊗ detr0
(r0 − 1, p− 1)⊗ 1
0 6 r0 6 p− 3 ω1+r0−p2 ⊕ ω−12
(r0 + 1, p− 1)⊗ det−1
(p− 2− r0, 0)⊗ det1+r0−p
χ = ω
p(2+r1)
4
−1 6 r1 6 p− 3 ωp(1+r1)2 ⊕ ω−12
(0, p− 3− r1)⊗ det−1+p(2+r1)
(p− 2, p− 2− r1)⊗ detp(1+r1)
0 6 r1 6 p− 3 ω−1+p(1+r1)2 ⊕ 1
(p− 2, p− 2− r1)⊗ detp(1+r1)
(p− 1, r1)⊗ 1
−1 6 r1 6 p− 4 ω−1+p(r1+2)2 ⊕ ω−p2
(p− 1, r1 + 2)⊗ det−p
(0, p− 3− r1)⊗ det−1+p(2+r1)
Figure 3. Poids de Serre communs a` la repre´sentation ρ et au type t
Pour les types t conside´re´s ici, nous avons D(v0, t) = D(t), la multiplicite´ mv0,t(σ)
vaut 1 pour tout σ dans D(t) et l’ensemble D(t) est de´crit par une formule combinatoire
rappele´e dans la partie 1.2.2 (voir [BP] et [Dav]). Nous obtenons donc l’e´quation
µGal(v0, t, ρ) =
∑
σ∈D(ρ)∩D(t)
mρ(σ),
avec mρ(σ) dans N
∗ pour tout σ dans D(ρ). Le tableau de la figure 3 (page 54) ras-
semble, pour les repre´sentations ρ non ge´ne´riques, les types t ayant des poids de Serre
en commun avec ρ et l’ensemble D(ρ) ∩ D(t) de ces poids communs. Le code couleur
utilise´ dans ce tableau est le meˆme que celui que nous avions introduit pour le tableau
de la figure 1 : le bleu correspond aux couples (ρ, t) pour lesquels la varie´te´ de Kisin
est isomorphe a` P1kE . Nous nous apercevons que les lignes bleues sont exactement celles
qui contiennent un poids modifie´ de ρ. Les re´sultats de la partie 4.2 se re´sument donc
comme suit.
The´ore`me 4.3.1. — Soit ρ une repre´sentation irre´ductible et t un type galoisien
comme dans la partie 3.
(i) Supposons ρ non totalement non ge´ne´rique. Alors nous avons :
Rψ(v0, t, ρ) ' {0} si D(t) ∩ D(ρ) = ∅ ;
' OE [[X,Y, T ]]
(XY + p2)
si D(t) ∩ D(ρ) contient un poids modifie´ de ρ ;
' OE [[X,Y, T ]]
(XY + p)
sinon.
(ii) Supposons ρ totalement non ge´ne´rique, c’est-a`-dire de la forme IndGFGF ′
(ω4 ·nr′(θ))
ou IndGFGF ′
(ωp4 ·nr′(θ)). Soit t un type galoisien tel que D(t) contient le poids modifie´
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de ρ ; alors nous avons
Rψ(v0, t, ρ) ' OE [[X,Y, T ]]
(XY + p2)
.
Remarque 4.3.2. — Le seul cas du tableau de la figure 3 (page 54) qui n’est pas traite´
par le the´ore`me pre´ce´dent est celui ou` la repre´sentation ρ est totalement non ge´ne´rique
et ou` les poids communs a` t et ρ sont exactement les deux poids non modifie´s de ρ
(rappelons que ρ a alors trois poids, dont un seul modifie´, voir le de´but de la partie
4). D’apre`s la remarque 4.2.3, l’anneau Rψ(v0, t, ρ) s’identifie alors a` un sous-anneau
strict de
OE [[X,Y, T ]]
(XY + p)
.
Nous observons que, dans tous les cas du the´ore`me 4.3.1 pour lesquels l’anneau
Rψ(v0, t, ρ) n’est pas nul, la multiplicite´ galoisienne µGal(v0, t, ρ) est 2 et l’ensemble
D(t)∩D(ρ) est compose´ d’exactement deux poids. Ainsi pour tout poids de Serre σ de
ρ, nous avons : si σ est contenu dans un D(t) pour un t tel que Rψ(v0, t, ρ) est pre´dit
par le the´ore`me 4.3.1 et est non nul, alors σ a multiplicite´ intrinse`que 1 dans ρ.
Or, tout poids de Serre de ρ est dans un tel D(t), sauf :
• si ρ est de la forme IndGFGF ′ (ω
p−1
4 · nr′(θ))⊗ ωs2 ou IndGFGF ′ (ω
p(p−1)
4 · nr′(θ)) ⊗ ωs2, le
poids de Serre (modifie´) totalement irre´gulier (p− 1, p− 1)⊗ dets′ (avec s′ = s− 1
ou s′ = s− p) ;
• si ρ est totalement non ge´ne´rique, l’unique poids de ρ qui est non modifie´ et qui
n’est pas le syme´trique du poids modifie´, c’est-a`-dire le poids (p− 1, p− 2)⊗ dets
(resp. (p − 2, p − 1) ⊗ dets) pour la repre´sentation IndGFGF ′ (ω4 · nr
′(θ)) ⊗ ωs2 (resp.
IndGFGF ′
(ωp4 · nr′(θ))⊗ ωs2).
Nous en de´duisons le corollaire suivant.
Corollaire 4.3.3. — Soit ρ une repre´sentation continue irre´ductible de GQ
p2
dans GL2(Fp)
(i) Supposons que ρ n’est pas totalement non ge´ne´rique et n’a pas de poids totalement
irre´gulier. Alors les quatre poids de ρ ont pour multiplicite´ intrinse`que 1.
(ii) Supposons que ρ posse`de un poids totalement irre´gulier. Alors ρ n’est pas totale-
ment non ge´ne´rique et les trois poids de ρ qui ne sont pas totalement irre´guliers
ont pour multiplicite´ intrinse`que 1.
(iii) Supposons que ρ est totalement non ge´ne´rique. Alors le poids modifie´ de ρ et son
syme´trique ont pour multiplicite´ intrinse`que 1.
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