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Abstract—Dehydration and overhydration, both have mild to
severe medical implications on human health. Tracking Hy-
dration Level (HL) is, therefore, very important particularly
in patients, kids, elderly, and athletes. The limited solutions
available for the estimation of HL are commonly inefficient,
invasive, or require clinical trials. Need for a non-invasive auto-
detection solution is imminent to track HL on a regular basis.
To the best of authors’ knowledge, it is for the first time
a Machine Learning (ML) based auto-estimation solution is
proposed that uses Galvanic Skin Response (GSR) as a proxy of
HL in the human body. Various body postures, such as sitting and
standing, and distinct hydration states, hydrated vs dehydrated,
are considered during the data collection and analysis phases.
Six different ML algorithms are trained using real GSR data,
and their efficacy is compared for different parameters (i.e.,
window size, feature combinations etc). It is reported that a
simple algorithm like K-NN outperforms other algorithms with
accuracy upto 87.78% for the correct estimation of the HL.
Index Terms—Skin Conductance Level (SCL), GSR, Elec-
trodermal Activity (EDA), Hydration Level, Machine Learning
(ML), Bio-Sensors Data.
I. INTRODUCTION
Dehydration and overhydration both are associated with
morbidity and mortality. Dehydration may lead to gastroin-
testinal, urological, metabolic, circulatory, neurological dis-
orders or fatigue and overhydration may cause edema, hy-
ponatremia etc. [1]. In a developed country like the USA
alone, more than 1.5 million children are diagnosed with acute
diarrhea, a gastroenteric disease, and approximately 300 of
them die annually. In developing countries, it causes around 2
million deaths annually and it is a very common cause of death
in children under the age of five years. According to World
Heath Organization (WHO) approximately 4 billion cases of
diarrhea are reported worldwide annually. Dehydration is also
fatal for elders, 30-day mortality with a principal diagnosis
of dehydration is 17% in elderly patients which approaches to
50% at the one-year mortality rate [1]. Maintaining appropriate
Hydration Level (HL) is not only important to avoid diseases
but it is also equally important for healthy people to perform
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the activities of daily life. Water is the major component of
blood which transports nutrients from food and oxygen from
lungs to the cells of the body.
To maintain an appropriate HL, there is a need for an HL
monitoring system. Literature review shows some parameters
for the measurement of HL in the human body but a gold
standard for the quantitative comparison is still missing. The
commonly used parameters include Plasma Osmolality (PO),
Total Body Water (TBW), Bioelectrical Impedance (BIA),
Urine Content and Salivary Flow Rate. However, the challenge
is that the most of methods available are invasive in nature,
such as the use of isotopic dilution or they involve clinical
trial like common techniques of BIA [2]. Basic purpose of
BIA is to assess the body composition for the estimation of
Fat Mass (FM) and Fat-Free Mass (FFM). Additionally, it can
also provide information about TBW. BIA is a noninvasive
method that comprises the measurement of resistance to a
weak electric current passed through the body. That resistance
level is then used to estimate FM, FFM and TBW [3]. The
drawbacks of using BIA are, it is an on-demand complex
method that can not be used for continuous monitoring, and
it is an indirect measure of HL.
Nevertheless, from the solutions like BIA, it is evident that
there exists a correlation between HL and electric resistance
of the body. The electric resistance of the human body varies
from few ohms to thousands of ohms depending on the water
content in the body. More than 99% of the resistance against
the flow of electric current through human body is faced at
skin level [4]. Measurement and analysis of Galvanic Skin
Response (GSR), a measure of resistance or conductance of
the skin, can help to develop a noninvasive wearable solution
for HL monitoring. Automated monitoring and estimation of
HL is crucial for a plethora applications in healthcare. It is,
therefore, attracting more research in different HL monitoring
approaches such as HL monitoring via body temperature [5],
tracking the activity and water consumption [6], and using
skin impedance [7].
Previously, in a preliminary study, HL is detected using
skin conductance data of single participant and a feature space
comprising only three features. In that study HL is detected
in sitting, standing and posture independent scenarios with an
accuracy of 73.91%, 81.82%, and 60.71%, respectively [8]. As
extension of that work, here, in this study, a more systematic
and detailed analysis is performed. Now, more generalized
model is developed exploiting data of multiple participants and
a larger feature space. This model is not only more generalized
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Fig. 1. GSR data collection using BITalino EDA sensor by placing two
electrodes on the hypothenar side of the palm of the non dominant hand.
but it also yields much better accuracy. To the best of authors’
knowledge, for the first time in the literature this paper is
presenting GSR also known as Skin Conductance Level (SCL),
or Skin Resistance Level (SRL), as a proxy for the auto-
estimation of the HL in human body. For the measurement
of GSR, Electrodermal Activity (EDA) sensor is used which
basically measures the electrical resistance of the skin. EDA is
mainly used for the study of sympathetic behaviour in humans.
GSR is very sensitive to the electric signals produced by
the nervous system as the result of any internal or external
stimuli [9]. Here, it is proposed that GSR can be used as an
indicator of HL in the body. It is so because the GSR reflects
the variations in the skin resistance and conductance which are
also correlated with water content in skin. Skin conductance
increases with the water content in the skin. On the other hand,
skin water content is also correlated to the overall HL of the
body [10]. One challenge in the usage of GSR, measured by
EDA sensor, is that it is very sensitive to internal and external
TABLE I
COUNT OF DATA SAMPLES AFTER FEATURE EXTRACTION FOR
DIFFERENT WINDOW SIZES OF TIME, BODY POSTURES AND HYDRATION
STATES
Posture State
Number of Samples for Window Size
30 sec 45 sec 60 sec 75 sec
Stand
Hydrated 290 205 150 125
Dehydrated 290 205 150 125
Sit
Hydrated 300 200 150 120
Dehydrated 300 200 150 120
Independent
Hydrated 640 425 325 260
Dehydrated 640 425 325 260
stimuli for the nervous system. Stimuli such as happiness, fear,
temperature, humidity etc., can lead to rapid variations in GSR
measurements. Whereas variations in HL are not an impulsive
behaviour. This issue can be resolved by measuring GSR for
longer intervals of time and using features for tonic activities
rather than the phasic activities.
Major contribution of this study is the development of a
Machine Learning (ML) model for the auto-estimation of HL
in the human body using GSR data. To achieve that goal
such feature set, window size and algorithm are identified that
together give the best performance for the HL estimation. To
find the best model for HL detection a comparative study is
performed on the GSR data collected in different body posture
based scenarios. Study involves analysis of the performance of
multiple state-of-the-art ML algorithms applied over numerous
feature sets extracted from the data segments of different
sizes (i.e data collected for different length of time).
The rest of the paper is organized as follows: Section II
describes the data collected, while Section III explains the
methodology from data collection to model optimization. The
results are presented in Section IV, and analysis and discussion
on the findings are covered in Section V. Lastly, Sections VI
concludes the paper.
II. DATA DESCRIPTION
Data used in this research is collected from five individuals.
The dataset comprises the data from four males and one female
of different ethnicity, all in the bracket of 25 to 30 years of age.
None of the participants has any known conditions of edema
or hypo-hydration. Data is collected in two states labelled
as hydrated and dehydrated. The participants are considered
dehydrated when they have not had any intake of fluid or
food for the last 10 hours at least. For the hydrated state data
is collected within an hour of the intake of plenty of water
and when the participants have been drinking water frequently
earlier.
Moreover, both hydrated and dehydrated state data are
collected in two scenarios, based on physical postures, sitting
and standing. Another data set is created by combining the
data of both postures and it is labelled as posture independent
scenario data. In total, it is data of around 10 hours, 2 hours
of data for each individual. Out of those 2 hours, the data of 1
hour is measured in hydrated state and the rest in dehydrated
state. Out of that 1 hour, data of half-hour is collected in sitting
posture and that of other half-hour is collected in standing
posture. Data is recorded in samples of 5 to 15 minutes in all
scenarios to avoid any issues due to sweating on the palm.
The data is collected at a resolution of 16 bit and a sampling
rate of 1 MHz (i.e., 1000 samples every second), the highest
available precision options on the BITalino kit [11]. The kit
computes GSR as
GSR =
1
R
, (1)
where R is the skin resistance in MΩ:
R = 1− C
2n
, (2)
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where C is the value sampled from the channel of BITalino
kit at resolution n. GSR, measured in µS, is defined as a skin
conductance level and/or the reciprocal of the skin resistance.
It is worth mentioning that the raw GSR signal data is not
used directly in ML algorithms. Instead, statistical features
are extracted from the raw data for different length of time
intervals called windows of time. Count of samples in data
sets created after the feature extraction and used for training
and testing are presented in Table I.
III. PROPOSED METHODOLOGY
A salient feature of the model development approach in
this study is the implementation of parallel processing in two
stages as presented in Algorithm 1. In the first stage, each
data set (D) is split into small segments (smaller data sets)
based on four different windows of time (W ) and then, features
(F ) are extracted from each segment. Once all features are
extracted for every data set and window size then new data sets
(Df) are created comprising the feature vectors. A summary
of feature data sets is presented in Table I. Next in the second
phase, six different ML algorithms are trained and evaluated
for each feature data set separately, again in parallel. Apart
from that, the important steps of the methodology followed in
this study are summarized in Figure 2 and illustrated briefly
as as follows:
A. Data Collection
Formal approval is obtained from the competent authority
prior to the data collection and data is collected following the
guidelines provided on the EDA data collection by the ad-hoc
Committee of the Society for Psychophysiological Research
on Electrodermal Measures [12]. A BITalino EDA sensor kit,
as shown in Figure 1, is used for the GSR data collection.
Algorithm 1: Model Development based on Parallel
Processing
1 Data Sets (D) ∈ {sitting (Dsit), standing (Dsd),
independent (Dind)}
2 Features (F ) ∈ {minimum, maximum, variance,
entropy, standard deviation, percentile, median, mode,
kurtosis}
3 Window Sizes (W ) ∈ {30, 45, 60, 75} seconds
4 Algorithms (A) ∈
{ K-NN, LR, DT, SVC, NB, LDA}
5 do in parallel
6 Extract F from each data set in D for each
window size in W
7 return the data extracted in Step 6
8 Create holistic feature data sets (Df);
9 do in parallel
10 Train a model for each algorithm in A with
cross-validation on Df
11 Test the models developed in Step 10
12 return the best models for each data set in D
Sit
Stand
Mixed
30
45
60
75
Minimum
Mean
Variance
Entropy
Standard 
Deviation
Percentile
Median
Mode
Kurtosis
K-Nearest 
Neighbour
Logistic 
Regression
Decision Tree
Support Vector 
Machine (SVC)
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Discriminant 
Analysis
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……
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……
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Fig. 2. Main steps of proposed methodology for the model development.
The readings of BITalino EDA sensor kit basically show the
skin conductance at the time of data collection. The data is
collected for each participant in hydrated and dehydrated state
in two body postures sitting and standing. Overall three data
sets are analyzed based on the body posture scenario, named as
standing posture scenario, sitting posture scenario and posture
independent scenario.
B. Window Size Selection
Initially the data is collected for longer intervals like 5 to
30 minutes. A window operation is applied to split data into
smaller segments of shorter windows of time (i.e. intervals of
time). Features are then extracted from those segments. Given
that different window sizes exhibit different underlying data
patterns, an important task is to identify an optimal window
size. Four window sizes W ∈ {30, 45, 60, 75} are used in this
experiment and each window size presents the time interval
in seconds. Once the optimal window size is determined,
the window operation can also help to estimate HL for the
data being collected at real-time. In this study, an overlapping
window is not used as tonic characteristics of the GSR data
are more relevant rather than the phasic ones [12]. It is so
because HL is not expected to be an impulsive behaviour.
C. Feature Extraction
A feature space, F , of following nine statistical features
is used: F ∈ {Minimum, Mean, Variance, Entropy, Standard
Deviation, Percentile, Median, Mode, Kurtosis}. The values
of each feature, from the feature space, is computed for every
window size. For example, when a window size 30 seconds
is selected, data is split into non-overlapping segments of 30
seconds and statistical features are computed for each segment
of 30 seconds. At the end of feature extraction, new data sets
are created comprising nine vectors, each of them contains
values for each statistical feature in F . The number of samples
or entries in new feature data sets are presented in Table I.
D. Feature Selection
After feature extraction, another important task is to identify
the combination of features that generate the best accuracy for
1558-1748 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2020.2965892, IEEE Sensors
Journal
4
the estimation of HL. An algorithms based parallel heuristic
approach [13] is applied in which all possible combinations
of features are evaluated for each algorithm. In total (2f −
1) combinations of features are evaluated for each posture
based scenario. Even though it is a time consuming heuristic
process which is also computationally expensive, the proposed
parallel processing approach, presented in Algorithm 1, makes
it feasible.
E. Implementation of ML Models
Six ML algorithms trained and evaluated in this study are
Logistic Regression (LR), Support Vector Machine based Clas-
sifier (SVC), Decision Tree (DT), K-Nearest Neighbour (K-
NN), Linear Discriminant Analysis (LDA), and Gaussian
Naive Byes Classifier (NB). All the algorithms are separately
evaluated for all the possible combinations of features for each
window size and posture. In total [a×s×w×(2f−1)] number
of models are evaluated to find the best model, where a, s, w,
and f are the count of algorithms, data sets of postures based
scenarios, window sizes, and data sets of features respectively.
For every model, 70% of the feature set data is used for
training and three-fold cross-validation, whereas 30% of the
data is kept separate to test each model at the end.
Another critical task performed is optimization. Different
algorithm-specific hyperparameters, explained in [14] and
listed in Table II, are evaluated to fine-tune the model for the
optimal results. For the rest of the less significant parameters,
default values provided in [14] are used. Three fold cross
validation is used to find the values of tuning parameters for
the best performing model and to ensure the consistency of the
trained model (i.e. the model is neither over-fitted nor under-
fitted). Then the best performing algorithm is selected with
the corresponding parameter values.
F. Model Evaluation
It is a classical binary classification problem as there are
two states: hydrated and dehydrated. The performance of
TABLE II
ALGORITHMS SPECIFIC IMPORTANT HYPERPARAMETERS AND THEIR
VALUES USED IN MODEL OPTIMIZATION
Algorithm Hyperparameter
KNN
Metrics: [Minkowski, Euclidean, Manhattan]
Weights: [Uniform, Distance]
K: x, 1 ≤ x ≤ n-2, where n= No. of Samples
LRA
Penalty = [L1,L2]
C: [0.001,0.01,0.1,1,10,100]
DT
Criterion: [Gini,Entropy]
Max depth:x, 3 ≤ x ≤ 25
SVC
Kernel: [Linear, Rbf,Poly]
C: [0.1,1,10,100,1000]
ML algorithms applied is assessed using some most popular
metrics listed below [15]:
Precision =
(
tp
tp + fp
)
, (3a)
Sensitivity =
(
tp
tp + fn
)
, (3b)
Specificity =
(
tn
tn + fp
)
, (3c)
CCR =
(
tp + tn
P +N
)
, (3d)
where tp is truly positive, the number of dehydrated instances
detected correctly, and fp, the false positive, represents the
hydrated instances detected as dehydrated instances. fn, false
negative, is the number of dehydrated instances which have
been wrongly detected as hydrated instances. tn, truly negative,
is hydrated instances detected correctly. P and N are the actual
numbers of dehydrated and hydrated instances.
CCR, the correct classification rate also known as overall
accuracy (%) is initially used to assess the performance of all
the algorithms in all possible scenarios (i.e., for all window
sizes, postures and combination of features). When the best
performing models are shortlisted based on CCR score in
different posture based scenarios then metrics like precision
(recall), sensitivity (aka True Positive Rate (TPR)), Specificity
(aka True Negative Rate (TNR)) are calculated to asses the
detailed performance of those models.
IV. RESULTS
As it can be seen from Figure 3, even a classical ML
algorithm can identify HL from GSR data with accuracy
upto 87.78%. Overall, K-NN outperforms the other algorithms
for the posture specific and posture independent scenarios as
shown in Fig. 3. For the feature combinations A, B, and C
TABLE III
FEATURES COMBINATIONS WITH THE BEST PERFORMANCE FOR
DIFFERENT WINDOW SIZES AND POSTURES
ID Combination
Window
Size (sec)
Posture
Accuracy
[%]
A
Mean, Variance,
Entropy, Percentile
Standard Deviation,
60 Sit 87.78
B
Mean, Variance,
Entropy, Percentile,
Standard Deviation,
Median
60 Sit 87.78
C
Mean, Entropy,
Standard Deviation,
Percentile
60 Sit 87.78
D
Minimum, Mean,
Entropy, Mode,
Standard Deviation,
Kurtosis
60 Stand 83.33
E
Minimum, Mean,
Variance, Entropy
30 Independent 76.82
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Fig. 3. Performance comparison of different algorithms in different body postures at different window sizes.
presented in Table III, K-NN gives an accuracy of 87.78%
for the HL detection in sitting posture scenario. On the other
hand, for the standing and posture independent scenarios,
the K-NN produces an accuracy of 83.33% and 76.82%
for feature combinations D and E, respectively. KNN yields
these results for the sets of tuning parameters as follows:
1) for sitting posture, metric: Minkowski, K = 15, weights:
uniform; 2) for standing posture, metric: Manhattan, K = 10,
weights: uniform; 3) for posture independent scenario, metric:
Manhattan, K = 60, weights: distance.
Once the best performing models are found for all three
posture based scenarios, then their performance is evaluated
against advance evaluation metrics which are presented in
Table IV. It can be seen that sitting scenario data shows the
highest precision, sensitivity, specificity, and overall accuracy
which are 0.81, 0.95, 0.82, 0.88 respectively. From Fig. 4 it
can be observed that the best performing K-NN based model,
with the parameters mentioned above, exhibits TPR of 0.95
and TNR of 0.82 in sitting posture scenario. It means model
could identify 95 % of the dehydrated state instances and 82 %
TABLE IV
PERFORMANCE OF THE BEST PERFORMING K-NN CLASSIFIER AGAINST
DIFFERENT METRICS IN EACH POSTURE SPECIF SCENARIO
Posture Window
Size [sec]
Precision Sensitivity Specificity CCR
Sit 60 0.81 0.95 0.82 0.88
Stand 60 0.76 0.93 0.76 0.83
Independent 30 0.71 0.84 0.71 0.77
of the hydrated state instances correctly. Similarly, for the
standing data, a TPR of 0.92 and a TNR of 0.76 are achieved.
Whereas for the data of posture independent scenarios 0.84
TPR and 0.71 TNR are achieved. It can be observed that
TPR of dehydrated state detection is even higher than the
overall accuracy. Hence, if a reminder or alarm system is set
for dehydrated state detection, i.e alarm goes off only when
Sit Stand Independent
0.65
0.7
0.75
0.8
0.85
0.9
0.95
Posture
D
et
ec
tio
n
R
at
e
Dehydrated (TPR) Hydrated (TNR) Overall (CCR)
Fig. 4. Class specific performance of the KNN based best models in each
posture specific scenario
1558-1748 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2020.2965892, IEEE Sensors
Journal
6
dehydrated state is detected, then less number of false alarm
can be expected. It is also observed that algorithms commonly
perform better on the window size of 60 seconds for the
posture specific scenarios. It is, therefore, safe to say that 60
seconds is an optimal window size for the feature extraction
for posture specific scenarios. Another common behaviour
observed for almost all algorithms, as can be seen from Fig. 3,
is that they generally perform better on posture specific data.
It reflects that GSR not only varies because of HL but also
because of body posture.
Based on these results, it can be stated that, with the
selection of appropriate window size, features set and ML
algorithm, GSR data can be used to identify the HL in the
human body. More specifically, it can be concluded if GSR
data is collected for 60 seconds in sitting posture from an
individual, the K-NN model can detect with an accuracy of
almost 95% if the individual is dehydrated.
V. ANALYSIS AND DISCUSSION
Various factors that directly impact the accuracy of HL
estimation models are discussed in this section.
A. Impact of Postures
The impact of posture on HL estimation is studied by de-
veloping independent models for sitting, standing, and posture
independent scenarios. As it can be seen from Fig. 3, the
best performing model turns out to be K-NN, for window
size on the sitting posture data, with an accuracy of 87%. It
can also be seen that overall accuracy for the detection of the
HL for the data of sitting posture is between 70% and 88%.
It is better than that for the data of the other two scenarios.
For the standing and posture independent scenarios overall
performance for the most of the algorithms is mediocre, in
the range of 60% to 75% except for the few algorithms. Some
algorithms like K-NN and SVM marginally perform better for
the 60 seconds window on the standing data and 30 seconds
window for the independent scenario. No other posture specific
trend could be found for standing and independent scenarios.
For the both scenarios, performance of the algorithms vary
over the window size without any specific pattern. For some
algorithms, accuracy is better for standing data, while it is
better for posture independent data for other algorithms. All
metrics scores are better for sitting posture as compared to the
data from the other two scenarios. Comparatively low noise
in the sitting scenario can be the reason. The data of standing
scenario may have more noise because EDA is very sensitive
to internal and external stimuli, like small movements of body
muscles.
B. Impact of Window Size
Window size, the length of time for which skin conductance
data should be measured or considered for feature extraction
is an important parameter for model development. It directly
impacts the underlying patterns, features and subsequently the
performance of the algorithm. To find the best window size,
accuracy for the identification of HL is assessed and compared
for different window sizes. From Fig. 3 it can be seen that
for the posture specific scenarios, use of 60 seconds window
produces the best results for the HL estimation with K-NN
algorithm. However, for posture independent scenario, window
size, 30 seconds exhibits the best accuracy with the K-NN
algorithm.
Overall, the performance of the algorithms varies with
window sizes for the posture specific and posture independent
scenarios. For the sitting posture, performance of the most of
algorithms like DT, SVC, LR, K-NN and NB improves with
increase in window size from 30 seconds to 60 seconds, except
the performance of LDA. For window sizes 60 to 75 seconds,
it decreases marginally for all the algorithms, except for DT
and LDA which show slightly better performance. Similarly,
for most of the algorithms in standing posture scenario, the
performance improves with the increase in window size from
30 to 60 seconds with few exceptions for window sizes 60 to
75 seconds where it decreases. For the posture independent
scenario, the trend is reversed, the performance of almost
all the algorithms seem to degrade from window size 30 to
60 seconds and at window size 75 seconds the performance
improves again.
It can be concluded that from window sizes 30 to 60
seconds, for the most of the algorithms, performance improves
for posture specific scenario but it decreases for posture inde-
pendent scenario. Increase in performance with the window
size can be correlated with the availability of more data and
more information for the extraction of features. The decrease
in the performance is an interesting behaviour, found in the
posture independent scenario. One potential reason may be
the confusion of posture specific characteristics with the state-
specific characteristics. Posture independent data includes the
data sets for both scenarios (i.e. sitting and standing) and GSR
is found to vary with the change in posture as well. So posture
specific variations may be confused with the variations related
to HL, which in turn reduces the overall accuracy for the
posture independent scenario.
C. Impact of Feature Combinations
Identification of valuable features and selection of the right
combination of features is also a crucial task that highly
impacts the performance of the models. The main reason of
using statistical features is that they are easy to extract and
use in the ML models. A simple feature extraction process can
reduce the computational cost and time of processing, which
is also important for real-time models.
The performance of each individual feature is evaluated for
all the posture based scenarios, window sizes and algorithms.
It is observed that few of the features, like standard deviation,
variance, entropy, and kurtosis do not perform very well in
almost all scenarios and result in an accuracy of around 50%
individually. Other features, like minimum, mean, median,
mode, and percentile, individually perform better nearly in all
situations with an overall average accuracy of around 66%.
Maximum accuracy achieved by a single individual feature is
around 82% and it is for the feature ‘mean’ and algorithm K-
NN applied with the window size of 75 seconds on the sitting
data.
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Fig. 5. Comparison of the performance of K-NN for a different combination of features in different body postures and different window sizes. Please refer
to Table III for the details about the combinations.
However, the use of a single feature is not good enough to
achieve the best possible accuracy. To improve the accuracy
combination of features can be used. All possible combi-
nations of features are also evaluated for all the possible
situations. It is found that performance varies with different
sets of features for different schemes of data, window sizes
and algorithms. although such combinations can improve the
performance significantly for some individual scenarios, but
no single combination could outperform all other combinations
for all scenarios. The top-scoring five feature combinations are
presented in Table III along with the best accuracy they achieve
against the specific window size and posture. Performance
comparison of those sets, which yield the highest accuracy,
is shown in Fig. 5. The comparison is presented for their
performance with the K-NN algorithm for different window
sizes and posture based scenarios. Only the performance for
K-NN is presented here because it is the algorithm which gives
the best accuracy overall.
Interesting findings from the feature analysis also include
that the individually better-performing features not necessarily
perform well when they are tried in combination with other
good features, on the contrary, low performing features along
other features can improve the performance. For example,
‘kurtosis’ individually gives an accuracy between 42% and
59%, but when it is used with in combination with other
features the performance of the algorithms can improve. It is
also observed that a feature combination which generates the
best performance for one scenario does not exhibit impressive
performance for the other scenarios. One possible underlying
reason can be the posture specific variations in the data. For
example, the standing data has more variations and pikes due
to small movements in hydrated state, but it is not the case
for dehydrated state in standing posture. Besides that, data for
sitting posture is steady and stable overall for the both HL as
compared to standing posture data. This inference is supported
by the presence of ‘kurtosis’ feature, a measure for peaks, in
the best combination D for standing data. Whereas, all top-
scoring combinations for sitting data do not use this feature.
From Table III it can be seen that top scorer model for
sitting posture has four common features. Out of those four,
‘mean’, ‘entropy’, and ‘standard deviation’ are also present
in the best model for standing posture. However, the standing
posture model has some additional features that may represent
the standing posture specific variations related to HL. The
best posture independent model has two features common with
sitting and standing models, another feature just common with
standing model and one feature of its own, ‘variance’. The
‘minimum’ feature, common with the best standing posture
model, can be a cause of low performance for the independent
data scenario because HL and posture specific characteristics
may be confused together.
D. Impact of Machine Learning Algorithms
Six popular classification algorithms of ML are imple-
mented and evaluated for all posture based scenarios, window
sizes and feature combinations to find the best performing
algorithm. The main objective has been to identify a single
algorithm which may perform better for all scenarios. As
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reflected in Fig. 3, it is found that K-NN is the only algorithm
which outperforms other algorithms in the posture specific as
well as posture independent scenarios. It is also observed that
the performance of the K-NN at its best is far superior to
other algorithms particularly on sitting and standing data. For
example, for sitting data and standing data, at window size
of 60 seconds, the next ten best performing models are also
K-NN based models with different combinations of features.
Whereas for the posture independent scenario K-NN performs
marginally better, at window size of 30 seconds, but the overall
performance is low here, for almost all the algorithms as
compared to other postures.
Almost all algorithms perform better on sitting data, it can
be associated with the better quality of data rather than the
performance of algorithms. Except for K-NN, there are two
algorithms SVC and DT that consistently perform better across
almost all window sizes and for all posture based scenarios.
NB, the probabilistic algorithm, and LR and LDA, linear
classifiers, could not perform very well. One possible reason
is that the data points do not have very clear linear boundaries
for HL whereas these algorithms produce linear boundaries
for the segregation of classes. On the other hand, K-NN and
DT could perform better because instead of defining linear
boundaries they can form more complex boundaries or planes
for separating hydrated and dehydrated cases. They group
together data items for their similarity with other data points.
Similarly, SVC with its range of cost functions, including
linear and non-linear, is also a robust classifier and can be the
second choice here. If the model is required to perform in real-
time, SVC can be considered for an advantage it has over the
K-NN. It is more efficient for the real-time processing because
SVC uses only the trained model whereas the K-NN also
needs data samples in memory to compare with the new data
points which make it inefficient for the real-time processing
particularly for low energy devices with limited computation
and storage. However, in the case of SVC, a compromise is
to be made on the overall accuracy which is slightly low as
compared to K-NN.
VI. CONCLUSIONS
HL monitoring is very important for maintaining an appro-
priate HL in human body. There are very limited solutions
available for the estimation of HL which also have drawbacks
like being invasive, inconsistent, inaccurate and unreliable.
In this paper, a non-invasive solution is proposed for the
auto-detection of the HL in the human body. GSR data
is collected in different scenarios like sitting and standing.
Statistical features are extracted from GSR data, over four
different windows of time for each posture based scenario. Six
popular classification algorithms are implemented on various
combinations of the features, to find the optimal window
size, feature combination and algorithm which give the best
accuracy for HL detection in the human body. It is found that
K-NN outperforms all other algorithms. It gives a CCR score
of 87.78% and 83.33% for the sitting and standing postures
respectively, for the window size of 60 seconds. For a posture
independent scenario CCR is 76.82% for a window size of 30
seconds. True positive rate are even higher like 0.95, 0.92 and
0.84.71 for sitting, standing and posture independent scenarios
respectively. It is concluded that for GSR data collected for 60
seconds in sitting posture, the K-NN based model can detect
with an accuracy of almost 95% if an individual is dehydrated.
In future this work can be extended to study the hydration level
detection as multi-class problem instead of binary class. For
that purpose advance ML algorithms like deep learning will
be considered.
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