In this paper, we propose a new phase flow method for Hamiltonian systems with discontinuous Hamiltonians. In the original phase-flow method introduced by Ying and Candés [23], the phase map should be smooth to ensure the accuracy of the interpolation. Such an interpolation is inaccurate if the phase map is nonsmooth, for example, when the Hamiltonian is discontinuous. We modify the phase flow method using a discontinuous Hamiltonian solver, and establish the stability (for piecewise constant potentials) of such a solver. This extends the applicability of the highly efficient phase flow method to singular Hamiltonian systems, with a mild increase of algorithm complexity. Such a particle method can be useful for the computation of high frequency waves through interfaces.
Introduction
We are interested in an efficient and accurate numerical method for the Hamiltonian system
where x = x(t) : R → R d , ξ = ξ(t) : R → R d are particle position and velocity at time t respectively, while the Hamiltonian H = H(x, ξ) : R 2d → R is piecewise smooth with finitely many discontinuities. Such a problem arises in classical particles through media that contain barriers or interfaces at which the Hamiltonian is discontinuous. It also arises as the Lagrangian description of geometrical optics, or more generally, in the high frequency limit of linear high frequency waves, through interfaces. If H is smooth, then (1)-(2) can be solved using classical theory of ordinary differential equations for any given initial condition
At time t = T , we define the solution by
which is a flow (or map) on the initial data (x 0 , ξ 0 ). The system can be solved numerically by a standard numerical method, or a symplectic scheme [16] . If one needs to treat many initial data at the same time, one can use the phase-flow method, introduced by Ying and Candés [23] , to significantly increase the computational speed. For example, if N particles are to be simulated for L time steps, a typical ODE solver for system (1)-(2) has a computational cost of O( N L), while the phase-flow method has a cost of O( N log L). However, if H is only piecewise smooth, with finite number of discontinuities, the aforementioned approaches face difficulties. First, the underlying Hamiltonian system, or the system of ODEs, (1)-(2), does not have the classical notion of solution and well-posedness for the initial value problem, which requires the right hand side to be at least Lipschitz continuous. For the right hand side to have only bounded variation, one can use the notion of renormalized solution to define the weak solutions [3, 1] . When H is discontinuous, all these theories do not apply.
In [12, 13, 15] (see also [8] ), a notion of solution was introduced for singular Hamiltonian system (1)- (2) . The idea is to define its solution at an interface using particle transmission and reflection. Depending on the momentum of the particle versus the potential jump, the particle can be either reflected or transmitted. This defines a physically relevant solution to the singular system (1)-(2). Corresponding numerical schemes can then be designed which yield convergent solutions to such singular Hamiltonian systems.
In this paper, we first prove the stability with respect to initial data on so-defined solutions for piecewise constant potentials, and then combine such a solver with the phase-flow method, which results in a fast solver for singular Hamiltonian systems for the numerical simulation of many classical particles. Since the phase flow method needs to use local interpolations on particle position and velocity, it requires certain regularity on the solutions in order to achieve desired numerical accuracy. Our system, unfortunately, admits discontinuous solutions which cannot be interpolated using classical interpolation techniques. For particles undergoing transmissions and reflections, which result in discontinuous solutions, instead of using local interpolations, we will use the numerical Hamiltonian solver directly. We refer to our approach as the hybrid phase-flow method. Our method will increase the computational cost than the original phase-flow method designed for smooth Hamiltonians. Nevertheless, since the particles undergoing transmissions and reflections, thus requiring special treatments, are in small numbers compared to the total number of particles, the increased computational cost is minor.
The paper is organized as follows. In Section 2, after describing the behavior of a classical particle at a potential barrier, we recall the discontinuous Hamiltonian solver introduced in [12, 15] , and prove its stability (for piecewise constant potentials) with respect to the initial data. The hybrid phase-flow method is given in Section 3. In Section 4, numerical examples are presented to study the accuracy and efficiency of the proposed method. We conclude the paper in Section 5.
2 The Discontinuous Hamiltonian systems 2.1 The behavior of a classical particle at a potential barrier
In classical mechanics, a particle will either cross a potential barrier with a changing momentum, or be reflected, depending on its momentum and on the strength of the potential barrier. The Hamiltonian H = should be conserved across the potential barrier:
where the superscripts ± indicate the right and left limits of the quantity at the potential barrier.
To simplify the problem, we just consider the 1D case. (For the high dimension problems, we only need to deal with the normal direction at the potential barrier.) Consider the case when, at a potential barrier, the particle is moving into the barrier with a velocity ξ − > 0. There are three possibilities (see Figure 1 ):
In this case, the potential decreases, so the particle will cross the potential barrier and gain momentum in order to maintain a constant Hamiltonian. (5) implies
2) V − < V + and
If the kinetic energy of the particle is bigger than the potential jump then the particle will cross the barrier with a reduced momentum. (5) implies
3) V − < V + and
In this case, the kinetic energy is not large enough for the particle to cross the potential barrier, so the particle will be reflected with a negative velocity −ξ − . If ξ − < 0, similar behavior can also be analyzed using the constant Hamiltonian condition (5).
A discontinuous Hamiltonian system solver and its stability
When V contains discontinuities, the initial value problem of the the Hamiltonian system (1)- (2) is not well-posed in the classical sense which requires the right hand side to be Lipschitz-continuous [7] . In [12, 14] , such a singular Hamiltonian system was solved by incorporating the particle behavior at the barrier described in the preceding subsection. For the sake of simplicity and clarify, we describe the 1D case here. Consider the potential given by
Assume
, with finite limits at x = 0 for s derivatives (s = 0, 1, 2), i.e.
Assume that in finite time, the particle will hit the barrier only finitely many times. Then the solution map H T : (x 0 , ξ 0 ) → (x(T ), ξ(T )) can be written as a composition of the standard Hamiltonian solver h k,t and the interface solverh:
with T = Σ p i=1 t i , where t i is the time between two consecutive interactions of the particle with the barriers. Here the standard Hamiltonian solver h t is defined within a smooth region of V .
Without loss of generality, we assume
The case of a negative potential jump can be handled in the same fashion. The interface solverh :
where L 1 = {(0 + , ξ)|ξ < 0}∪{(0 − , ξ)|ξ > 0} is the set of particles at the barrier moving toward the barrier, while L 2 = {(0 + , ξ)|ξ > 0} ∪ {(0 − , ξ)|ξ < 0} is the set of particles at the barrier moving away from the barrier. Hereh is a two component vector-function,h(x, ξ) = h (1) (x, ξ),h (2) (x, ξ) . Clearly,
The solution to the singular Hamiltonian system (1)-(2) described by H T is constructed as follows. Given the initial data, one solves the system using a standard Hamiltonian solver h t 1 for time duration t 1 which is the first time the particle hits the barrier. At t = t 1 , one applies the interface maph to get the new initial data for the next standard Hamiltonian solver h t 2 and the process continues until the destination time.
We now justify the stability for initial value problem of this solution. We will only carry out the analysis for piecewise constant potentials,
If V is monotonely decreasing toward the barrier, then a similar argument can also imply the stability. The case of more general potentials is an interesting topic but will not be pursued here.
For the special potential (12), ξ(t) will be piecewise constant, while x(t) is piecewise linear.
We first prove the stability of the interface maph under some reasonable assumptions on the initial data so we can avoid the issue of critical direction ξ 2 c = 2[V ], namely, we need to consider the domain
, where
particles moving into the barrier, with the critical direction excluded. The interface maph is stable on L c in the sense that,
Proof: We do not discussh (1) becauseh does not change x at x = 0 (although we have been using notations 0 ± ).
This ensures that (x, ξ) and (y, η) are in the same side of the barrier. Namely, they will both be transmitted or reflected. We discuss all three possibilities:
2. If
(both particles will be transmitted), then
> 0. A simple computation shows
and
3. If x = 0 + , ξ, η < 0, then both particles will cross the barrier, and
Finally, by taking
one has
This completes the proof.
Since the stability of h t is standard, we can now obtain the stability of H T after excluding the critical direction L c and the zero velocity.
Theorem 1 Consider two solutions (x(t), ξ(t)) and (y(t), η(t)) defined via the phase map H t with initial data (x(0),
Proof: We will only consider the case in which ξ 0 > η 0 > 0 , y 0 < x 0 < 0, namely, both particles will move from the left side of the barrier toward the barrier. We will only consider the (most complicated) case where both particles have transmitted to the right side of the barrier. The other cases can be analyzed similarly and actually somewhat more easily.
Under our assumption, the particle x(t) will pass the barrier first. Assume it takes time t 1 for x(t) to reach the barrier, and time t 2 for particle y(t) to hit the barrier, with t 2 > t 1 . The analytical solution at t > t 2 is given by
Note that
Now the stability ofh, and the assumption that ξ 0 , η 0 > 0 , lead to the desired stability, which is a simple exercise and will be left for the readers.
A numerical solver for the discontinuous Hamiltonian system
The construction of the maph motivates the construction of the following numerical solver Θ ∆t (x, ξ) : R 2d → R 2d for the Hamiltonian system (1)- (2) with discontinuous potential, following the idea of [15] . To approximate the smooth map h t i in H T , we use a symplectic solver Υ ∆t (x, ξ) : R 2d → R 2d , see for example [6, 16] . The discontinuous ODE solver is (x n+1 , ξ n+1 ) = Θ ∆t (x n , ξ n ) (see Figure 2 ):
1. Estimate the updated position of the particle (x * , ξ * ) = Υ ∆t (x n , ξ n ).
2. If x * is in the same region as x n , i.e., if the particle has not crossed the interface Γ during the time interval [t n , t n+1 ], we set (x n+1 , ξ n+1 ) = (x * , ξ * ).
3. If x * and x n are in different regions.
(a) Approximate the interface crossing time ∆t 3 The Hybrid Phase-Flow Method
The hybrid phase flow method
We first recall some basic terminology. For a fixed time t, the map H t : R 2d → R 2d is called the phase map. The family {H t : t ∈ R} of all phase maps defines the phase flow. The phase flow has a one parameter group structure, H t 1 • H t 2 = H t 1 +t 2 , and the inverse of H t is H
We will consider the phase map H t on an invariant manifold.
Similar to the phase-flow method, the hybrid phase-flow method constructs H t on the invariant manifold M at time t = T rapidly. For a fixed small time step τ > 0, assume that T = 2 n τ .
Discretization. Start with a uniform or quasi-uniform grid
ous Hamiltonian solver Θ τ described in section 2.
(b) The value of H τ at any other point is given via either a local interpolation or a discontinuous Hamiltonian solver Θ τ .
(b) For other points, use the local interpolation or the discontinuous Hamiltonian solver Θ τ .
The difference of this algorithm from the previous phase-flow method of Ying and Candés lies in that, since the particle velocity ξ maybe discontinuous after the use of the interface solverh, one cannot just use the local interpolation for such discontinuous data. Instead, for such particles, we use the direct discontinuous Hamiltonian solver described in the previous section. The detailed implementation of the algorithm will be described in the next subsection.
The detailed implementation
To implement the hybrid phase-flow method. a key issue is to identify the particles that cannot be interpolated. These particles will be constructed numerically using the discontinuous Hamiltonian solver described in Section 2.
We first introduce some symbols. The basic computational domain is M .
Symbol 1 Let E i be the smooth region separated by the interface. And we define
Symbol 3 Let G j denote the mesh cells, and
} be the set of mesh points (or vertices) associated with the mesh cell G j . Define
i ) denote the number of transmissions and reflections respectively undertaken by the particle initially at N (0) i .
Symbol 5
Let I : R 2d(2l+1) → R 2d denote the interpolation function, and
Here I interpolates at points (x i , ξ i ) ∈ R 2d the values (y i , η i ) ∈ R 2d (i = 1, · · · , l). For (x * , ξ * ), I gives its value (y * , η * ).
Now we give the detailed algorithm for the hybrid phase-flow method:
1. Start with a uniform or quasi-uniform mesh M h = {N
i |i = 1, · · · , I}. G j and N (G j )(j = 1, · · · , J) are then also defined. The stopping time is t = T , and the small time τ satisfies T = 2 K τ , in which K denotes the number of iterative steps. 
Since the discontinuous Hamiltonian solver Θ τ can check whether the particle is transmitted or reflected during the small time interval [0, τ ], we can set
for the particle transmitted, or
for the particle reflected, or
for the particle not hitting the interface.
For particle
m 2 ∈ N (G j ), we check the follow statements:
(a) If the statements are true, the particle N (k) i is called a standard particle, and we define the value of N (k+1) i by the local interpolation:
The numbers of transmission and reflection are updated as 
ii. Loop 2 k times and update the value
We also update T k+1 (N To approximate particles at a 2d-dimensional phase space lattice M h , with N particles in each direction, the total number of ODEs will be O(N 2d ). By considering the number of time steps, the total computational complexity is O(N 2d L) with L = 2 K , T = 2 K τ . If using hybrid phase-flow method, the computational complexity is divided into two parts. The first part is the complexity of the standard particles, which is O(N 2d ) per time step. As the number of iteration is K = O(log L) for the standard phase-flow method, their complexity is O (N 2d log L) . The second part is the complexity of the special particles, which is estimated as O(N 2d−1 ) (this will be numerically confirmed in a later section). As the time step is L, their complexity is O(N 2d−1 L). Adding these two parts, the total computational complexity for the hybrid phase-flow method is O(N 2d log L + N 2d−1 L).
Applications and numerical examples
When H = 1 2 |ξ| 2 + V (x), the Hamiltonian system (1)- (2) defines the bicharacteristics of the d-dimensional Liouville equation in classical mechanics:
which describes the density distribution f (t, x, ξ) > 0 of classical particles at time t, position x moving with velocity ξ. It also arises in the high frequency limit of linear high frequency waves, see [4, 18] . The Liouville equation (39) can also be used for the level set method for the computation of multivalued solutions to quasilinear PDEs, see [2, 11] . The so-called particle method for the Liouville equation (39) is based on numerically solving the Hamiltonian system (1)-(2). For prescribed initial data
one can obtain f (T, x, ξ) through the method of characteristics,
One difficulty arises in such applications, since the initial data often takes the following form
see for example [5, 17] . In the physical space, the moments of f :
may become multivalued [9, 20] . The level set method proposed in [10] solves the Liouville equation (39) with initial data (42) by decomposing f into φ and ψ i (i = 1, · · · , d) where φ and ψ i solve the same Liouville equation (39) with initial data
respectively. This allows the numerical computations for a bounded solution rather than measure-valued solution of the Liouville equation with singular initial data (42), which greatly enhances the numerical resolution. The moments can be recovered through
Numerical computations of multivalued solution for smooth potential using this technique were given in [10] . It was extended for discontinuous potential in [12] using finite difference and finite volume methods. See also [21] for the discussing of delta function integrals (46)-(47). Below we will apply our hybrid phase-flow method for the level set computations of multivalued solution the physical observables ρ, ρu, etc.
In our numerical examples, we will compare the l 1 errors at time t = T for H −T , φ, ψ, ρ and ρu. To study the complexity of the algorithm, we will also give the ratio of the averaged number of the special particles over the number of total particles used for the computation. We use a second order symplectic solver Υ ∆t presented in [15] . For the interpolation operator I, we use the second order Lagrange polynomial interpolation [19] .
Here, the invariant domain M might be R 2d , or
where H min , H max denote the minimal and maximal Hamiltonian in this problem.
Example 1. Consider the 1D Liouville equation
with discontinuous potential given by (see Figure 4 )
The initial data are
where
The computational domain (also the invariant manifold) is
We output the solutions at time T = 3.4, see Figures 5-6 . It shows the numerical solutions of density ρ(x, t) and moment ρu(x, t) with different meshes against the exact solutions. We show the l 1 errors of H −T , φ, ψ, ρ and ρu with different meshes on the invariant manifold M in Table 1 . One can see that the numerical solution converges at about first order, due to simple statements for interpolation (29)-(31). This is more accurate than the finite difference and finite volume method in [12] where only halfth order was achieved [22] . The averaged number of the special particles per iteration (NSP) and the number of total particles (NTP) used in the computation for different meshes and different time are given in Table 2 . From the table, one can see that the ratio between NSP and NTP is reduced with rate of first order with reduced mesh sizes. Moreover, their ratio is almost independent of time.
Example 2.. Consider the Liouville equation with the discontinuous potential given by (see Figure 7) V (x) = 0.5x 2 x > 0, 0.64(x + 1) 2 x 2 + 0.04 x < 0.
The computational domain is
We output the solutions at time T = 4, see . The 'exact' solution is a reference solution computed with a fine mesh 800 × 800. Tables 3-4 give the l 1 error of the numerical solution and the ratios NSP over NTP. We can draw the same conclusion as Example 1. Example 3. Consider the 2D Liouville equation
with discontinuous potential given by
v 0 (x, y) = 0.248.
We output the solutions at time T = 3.4, see Figure 10 . It shows the numerical density ρ(x, y, t) with different meshes versus the exact solutions. The l 1 errors of numerical solutions to H −T , φ, ψ 1 , ψ 2 and ρ with different meshes on the invariant manifold M are shown in Table 5 . One can see that the numerical convergence rate is first order.
The NSP and NTP with different meshes are given in Table 6 . From the table, one can see the ratio of NSP over NTP is reduced with the first order rate as the mesh size increases. 
Conclusion
In order to describe classical particles through interfaces or barriers, Hamiltonian systems with discontinuous Hamiltonians are encountered. In this paper, for such Hamiltonian systems, we present a fast solver-the hybrid phase-flow method. The difference between the current method and the original phase-flow method by Ying and Candés [23] is that our method evolves the particles that undertake transmissions and reflections by a direct discontinuous Hamiltonian solver instead of the local interpolation which has poor accuracy for particles that transmit or reflect through the barriers different numbers of times. We establish a stability result for a discontinuous Hamiltonian solver originally proposed in [15] in the case of piecewise constant potentials, and use it in the hybrid phase flow method which is the new contribution here. The new method preserves the efficiency of the original phase-flow method, with a minor increase of computational cost. Numerical examples for high frequency wave problems demonstrate the efficiency and accuracy of this method. In this paper the Hamiltonian system describes the dynamics of classical particles, which have full transmissions and reflections at the barrier. In the future we will try to extend the method to deal with partial transmission and reflection cases, in which one can extend the validity of the Hamiltonian systems for geometric optics and quantum wave propagation through interfaces or barriers.
