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We present a novel method for fluid structure interaction (FSI) simulations where an original
2nd-order curved space lattice Boltzmann fluid solver (LBM) is coupled to a finite element method
(FEM) for thin shells. The LBM can work independently on a standard lattice in curved coordinates
without the need for interpolation, re-meshing or an immersed boundary. The LBM distribution
functions are transformed dynamically under coordinate change. In addition, force and momentum
can be calculated on the nodes exactly in any geometry. Furthermore, the FEM shell is a complete
numerical tool with implementations such as growth, self-contact and strong external forces. We
show resolution convergent error for standard tests under metric deformation. Mass and volume
conservation, momentum transfer, boundary-slip and pressure maintenance are verified through
specific examples. Additionally, a brief deformation stability analysis is carried out. Next, we study
the interaction of a square fluid flow channel to a deformable shell. Finally, we simulate a flag
at moderate Reynolds number, air flow channel. The scheme is limited to small deformations of
O(10%) relative to domain size, by improving its stability the method can be naturally extended to
multiple applications without further implementations.
I. INTRODUCTION
Fluid flow is commonly confined through pipes,
between sheets, or within some other arbitrary solid
surface. A compelling challenge for simulations is the
situation when these confining surfaces strongly deform.
Abundant examples can be found in biology [1, 2], and
technology [3], on both the macro and micro scales,
growth or external forces. The confining cavity con-
strains the fluid flow and vice versa. In the case of large
deformations, possibly caused by the fluid flow, the sur-
face wall can take a complicated shape with high local
curvatures [4] or even develop localized ridges or kinks.
In such situations inertial fluid effects can exert large
forces and generate centrifugal instabilities. The physical
consequences of this feedback, if properly understood,
can bring a new perspective to biological morphogenesis
or biomorphic technologies. Important applications in-
clude temperature control of fluids [5] or chemical reac-
tions on a surface [6]; like combustion and metabolism
which require mass transport by the fluid. In summary,
instabilities and conservation laws that arise from the
coupling between the fluid motion and the wall structure
can cause various physical effects such as buckling, wrig-
gling, clogging, crumpling, necking, pinching and cavit-
ation. These can be represented as a moving boundary
problem which poses considerable numerical challenges,
strongly suggesting the need to explore new methods and
techniques.
Fluid structure interaction (FSI) simulations allow for
an efficient advance in industrial design and optimiza-
tion [7]. Furthermore, in bio-science and biotechnology
the ever increasing complexity of study cases and imple-
mentations [1, 8, 9], demands the use of accurate and ef-
ficient algorithms in simulating such configurations. Nu-
merous fluid structure interaction implementation meth-
ods exist, utilizing various techniques with different out-
comes. More ’traditional’ methods can include finite
element solvers [10], which have been implemented by
commercial codes such as ADINA or COMSOL with ex-
treme success. When it comes to complicated geometries,
most of the existing methods are designed to work on a
Cartesian grid. A boundary change can either be ac-
commodated by re-meshing (conforming mesh methods)
[11] or by an immersed boundary (non-conforming mesh
methods) [12, 13]. Re-meshing can be very computation-
ally expensive especially for a moving body or boundary.
Whereas an immersed boundary solver can be problem
specific and the computational cells are cut and solu-
tions interpolated, because a displaced boundary would
not align with the grid.Additionally, the above methods
have been used to couple LBM to FEM [14–16] with equi-
valent limitations.
We propose a description for FSI simulations of various
physical scenarios using the lattice Boltzmann method
(LBM) [17, 18] coupled to a Finite Element Method
(FEM). To achieve this we implement a generalization
of the LBM in curved space proposed by Mendoza et al.
[19], adapted to second order, to simulate the fluid as
well as a FEM created by Vetter et al [20, 21] to simulate
a shell boundary. The LBM can solve the Navier-Stokes
equations (NSE) in arbitrary curvilinear coordinates and
the FEM shell is very robust during large deforming.
Standard LBMs are restricted to regular grids. To
overcome this limitation off-lattice Boltzmann meth-
ods have been developed. These include finite-volume
[22, 23], finite-element [24], and finite-difference [25, 26]
methods. All of the above schemes are limited by
interpolation-supplemented unstructured grids.
The elegance of our approach is the ability for the
LBM to work independently on a standard lattice in
curved coordinates without the need for interpolation,
re-meshing or an immersed boundary. In addition, force
and momentum can be calculated on the nodes exactly
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2in any geometry, which can then be transformed back to
Cartesian coordinates.
Simultaneously the FEM shell, apart from stability
advantages, utilizes a continuum description of thin
elastic objects with inherent C2 differentiability. This
allows for very accurate position and velocity calcula-
tion. Furthermore, this formulation would open up the
possibility of exploiting the proven advantages of Lattice
Boltzmann methods, namely computational efficiency
and easy handling of complex geometries. Equally as
important, the FEM shell is a complete numerical tool
with implementations such as anisotropic or differential
growth, self-contact, contact between different flexible
shapes, spatial constraints and strong external forces.
Therefore, utilizing differential geometry and a complete
FEM shell solver, a clean, general solver for FSI can be
produced.
Firstly we introduce the LBM, followed by the basics
of the FEM and especially the subdivision surface. Con-
sequently the coupling procedure is described in detail
including the transformation of fields. A validation and
tests section precedes a simulations section where the
main implementations are presented. The paper finishes
with a summary and conclusions. Nomenclature and an
appendix section can be found at the end.
II. LATTICE BOLTZMANN IN CURVED SPACE
The LBM was developed to simulate fluids by means
of simple arithmetic operations instead of directly solv-
ing the macroscopic equations of continuum fluid mech-
anics (i.e. NSE). This is achieved by performing simple
arithmetic operations based on the Boltzmann equation,
derived from the kinetic theory of gases and it defines
the microscopic motion of fluid particles [27]. Due to
its generality, the LBM has also been applied to other,
similar, differential equations such a quantum mechan-
ics [28] and relativistic flows [29]. Furthermore, an LBM
has been developed to operate in general Riemannian
manifolds [30], which enables the simulation of flows in
arbitrary geometries. The main idea behind this method
is to solve all the relevant equations in the basis of the
tangent space of a curved manifold. The solution, once
transformed to Cartesian coordinates (Euclidean space),
is independent of the geometry as long as there is no
intrinsic curvature of the manifold (trivial Ricci scalar
and Ricci tensor). Please refer to appendix A for a brief
description of the relevant differential geometry.
We hereby propose a 2nd-order curved space LBM
as modified from Ref. [31]. The method implements a
2nd-order Hermite expansion of the distribution func-
tions with second nearest neighbors LBM velocity vec-
tors (D3Q19) as shown in Fig. 1. Starting from the
curved space LBM equation, defining the equilibrium dis-
tributions and the forcing term, one can show with a
Chapman-Enskog expansion procedure that the NSE are
recovered with error of O(∆t2) ( for derivation see Ap-
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Figure 1: LBM velocity vectors, D3Q19. The 3D
lattice Boltzmann velocity vectors at each lattice point
are shown.
pendix C). In this work the Latin indices run over the
spatial dimensions and Einstein summation convection is
used for repeated indices, unless otherwise stated.
The 2nd-order curved-space LB equation is given by:
fλ(x+ cλ∆t, t+ ∆t)− fλ(x, t) = −1
τ
(fλ − f eqλ ) + ∆tF∗λ
(1)
The equation describes the evolution of a discrete distri-
bution function {fλ(x, t)}Qλ=1 on the lattice, the λ label
corresponds to the velocity vector cλ ( for each LBM
node, shown in Fig. 1, Q is the total number of these
velocity vectors).
In the kinetic theory of gases, f = f(x, v, t) corres-
ponds to the particle distribution function, depending
on the local coordinate x = (x1, ..., xD), on the micro-
scopic velocity v = (v1...., vD) as well as on time t. τ
is the relaxation time, feq is the equilibrium distribution
function and Fλ is the forcing term (inertial forces on the
manifold). In our case, the time step ∆t has the same
value as the lattice spacing ∆x. Eq. (1) converges to the
covariant NSE at 2nd order in space and time,
∂tρ+∇i
(
ρui
)
= 0 +O(∆t2),
∂t
(
ρui
)
+∇jT ij = 0 +O(∆t2), (2)
where the covariant derivative acting on a general vector
Ri is defined by ∇k(Ri) = ∂k(Ri) + Γikl(Rl). Γijk are
the connection coefficients of the covariant derivative (or
Christoffel symbols), please refer to Appendix A for the
definition and how it relates to the metric. ρ and ui are
the macroscopic density and velocities respectively:
ρ =
∑
λ
fλ
√
g =
∑
λ
f eqλ
√
g, (3)
ρui =
∑
λ
fλc
i
λ
√
g =
∑
λ
f eqλ c
i
λ
√
g. (4)
3T ij denotes the energy-momentum tensor, which is com-
posed of the free momentum-flux tensor Πeq,ij (equilib-
rium part), the viscous stress tensor σij (non-equilibrium
part) and g = det(gµν) (determinant of the metric
tensor):
T ij = Πeq,ij − σij
=
∑
λ
f eqλ c
i
λc
j
λ
√
g +
(
1− 1
2τ
)∑
λ
(fλ − f eqλ )ciλcjλ
√
g.
(5)
The equilibrium distribution is expanded into Hermite
polynomials in velocity space:
f eqλ =
wλ√
g
3∑
n=0
1
n! cns
aeq,i1,...,in(n) Hi1,...,in(n),λ , (6)
wλ are the weight functions, described in detail in Ap-
pendix B.
In standard LB schemes, the forcing term is known to
generate spurious artifacts at first order in ∆t [32]. A
way to cancel this discrete lattice effects is to employ
the trapezoidal rule for the time integration in the LB
equation by using an improved forcing term [33], given
by
F∗λ(x, t) := Fλ(x, t) + 12 (Fλ(x+ cλ∆t, t)−Fλ(x, t−∆t)) ,
(7)
where Fλ is also expanded into Hermite polynomials:
Fλ = wλ√
g
2∑
n=0
1
n! cns
bi1,...,in(n) Hi1,...,in(n) . (8)
In order to match the NSE, the expansion coefficients
must be chosen as follows:
b(0) = A, b
i
(1) = B
i, bij(2) = C
ij − c2sδijA, (9)
where
A =
∑
λ
Fλ√g = −Γiijρuj − Γjijρui, (10)
Bi =
∑
λ
Fλciλ
√
g
= −ΓkjkT ij − ΓijkT jk − ΓjjkT ki + F ext,i, (11)
Cij =
∑
λ
Fλciλcjλ
√
g
= c2s ∂k(ρu
i) δjk + c2s ∂k(ρu
j) δik + c2s ∂k(ρu
k) δij
− θ∇k(ρui) gjk − θ∇k(ρuj) gik − θ∇k(ρuk) gij ,
(12)
where
∂k = ∂k − Γiki.
The derivatives ∂k(ρu
i) can be computed very accur-
ately by using discrete isotropic lattice derivative oper-
ators please refer to the appendix D for details.
In order to solve the LB equation numerically, the
equation is typically split into a collision step
f∗λ(x, t) = −
1
τ
(fλ(x, t)− f eqλ (x, t))
+∆tFλ(x, t)− ∆t
2
Fλ(x, t−∆t), (13)
and a streaming step
fλ(x, t+ ∆t) = f
∗
λ(x− cλ∆t, t) +
∆t
2
Fλ(x, t), (14)
where f∗ denotes an auxiliary field.
In summary, the method is an optimization of the pre-
vious implementation [31], where the LBM velocity lat-
tice vectors are reduced from D3Q41, having third and
fifth nearest neighbors, to D3Q19. 2nd-order convergence
to the NSE is achieved by changing the lattice Boltzmann
equations. Essentially, adding supplementary contribu-
tions to the forcing term Eq. (12) and thus the stream-
ing step, which automatically cancel out spurious terms
at relevant order in the NSE. Historically there has been
other approaches to this, such as redefining the distribu-
tion function to regularize the lattice as proposed by Latt
et al. [34], our scheme includes a change at the level of
the streaming step.
As a consequence of this correction, the natural con-
tribution of the D3Q19 lattice cannot be removed com-
pletely to all orders, so in a general coordinate system,
higher order moments might not be isotropic and lead to
some spurious effects. However, the covariant NSE are
recovered correctly to the same order as before (see Ap-
pendix C). The advantages of the 2nd-order method are
computational efficiency and much simplified boundary
implementations, important for the FSI coupling.
III. FEM SHELL
A. Continuum description of thin elastic objects
In this study, the FEM was used to simulate thin
elastic objects. Specifically, subdivision shells developed
by Cirak et al [35, 36] based on the Kirchhoff-Love theory
were implemented due to their ability to resolve geomet-
ries undergoing large deformations with complex bound-
ary conditions [20, 37]. These shells rely on subdivision
surfaces to generate a smooth well-defined limit surface
(LS) from a coarse finite-element triangulation of the
control mesh (CM), instead of the aggregation of non-
conforming local patches derived from traditional meth-
ods. This limit surface is constructed using Loop’s re-
cursive refinement [38] scheme generalized by Stam’s ei-
gendecomposition [39]. The basis functions used in this
4Figure 2: Control mesh and subdivision surface.
The nodal coordinates map from the standard triangle
(left) to the control mesh(solid lines) to the limit
surface (dotted lines) of the triangular domain is
obtained as a linear superposition of the 12 shape
functions N with the corresponding vertices xI as
weights Eq. (15). (extracted from [21])
methodology are 12 quartic splines that produce the ex-
act interpolated infinitely refined limit surfaces that are
globally C2 continuous except at a small number of ir-
regular vertices where they are C1. This allows for ho-
mogenous interfaces between elements due to the con-
sistency between the geometrical and finite-element rep-
resentation. More importantly, in the context of FSI,
the fluid solver requires C2 continuity whenever Γijk is
calculated. Furthermore, this class of shell elements has
already been extended to include anisotropic growth [40]
and orthotropic behavior, which are necessary for simu-
lating elastic objects in a biological context.
The fundamental difference in this case compared to
traditional finite elements, is that the middle surface loc-
ally approximates the mesh nodal positions x rather than
interpolating them as seen in Fig. 2 as
x(θ1, θ2) =
12∑
I=1
xINI(ξ, η), (15)
where θ1 and θ2 are the curvilinear coordinates of the
shell element, NI the basis functions and ξ = 0 and η = 0
are the natural coordinates of the standard triangle.
B. Thin Shell Mechanics
The Kirchhoff-Love theory for thin shells uses the com-
mon stress-resultant formulation. In this formulation,
the stresses are integrated analytically over the thickness
of the shell, giving a resultant stress on its middle surface
Ω¯. The shell is considered to be hyperelastic, and there-
fore uses the St. Venant-Kirchhoff constitutive material
law. This allows for the use of the Koiter energy density
functional; an effective elastic potential energy per unit
surface area that links the kinematics and the energetics
of the system as
W =
EHαβγδ
1− ν2
[
hααβαγδ +
h3
12
βαββγδ
]
, (16)
where E is the Young’s modulus, ν is the Poisson’s ratio,
H is the elasticity tensor, h is the shell thickness, α is
the membrane strain tensor, and β is the bending strain
tensor. The membrane and bending stress resultants are
nαβ =
∂W
∂ααβ
=
EHαβγδ
1− ν2 hαγδ ,
mαβ =
∂W
∂βαβ
=
EHαβγδ
1− ν2
h3
12
βγδ .
(17)
The total mechanical energy Π of the Kirchhoff-Love [41]
shell with total Lagrangian displacement of the middle
surface u = x − x¯, where x¯ is the undeformed nodal
position of the middle surface, with applied loads q per
unit surface area is therefore
Π[u] =
∫
Ω¯
hρu˙ · u˙dΩ¯ +
∫
Ω¯
W [u]Ω¯−
∫
Ω¯
q · uΩ¯ (18)
where u˙ = ∂u/∂t is the velocity field. Π is then formu-
lated as a variational statement, and solved by approx-
imation as a discrete minimization problem. Therefore,
in broad terms, the method solves for an elastic, kinetic
and pressure energy Lagrangian. The time integration
is performed using explicit dynamics with the constant-
average acceleration method.
IV. FLUID STRUCTURE INTERACTION
Prior to the description of the coupling of the LBM
and FEM domain, consistent notations are summarized:
• The Cartesian basis vectors are xc = (xc, yc, zc),
which describe the Cartesian parametrization space
C(xc), used in the FEM domain at time t. The sub-
space of the Cartesian lattice points on the FEM
shell and the limit surface are denoted by CF (xc)
and Cls(xc) respectively. The corresponding velo-
city vectors are expressed by vxc .
• The basis vectors x = (x, y, z), describe the curved
space manifold Q(x), used in the LBM domain.
The subspace of the curved space manifold lattice
points of the LBM on the limit surface is Qls(x)
which is equivalent to Cls(xc)). The corresponding
velocity vectors are expressed by ux ≡ ui.
• Coordinate transformations would be denoted by
→ and a quantity A[M ] is the transformed value of
A on specific manifold M .
The complete simulation procedure is summarized in
Fig. 3.
5Initialize geometries of fluid Q and membrane
CF , set initial fields ρ, ρu
i, T ij , (Eqs. 3, 4, 5 )
t = 0
• Update geometry of the system according to
Cls, refer to Sec. IV A 1, Fig. 4.
• Transform the distribution functions into the
new Q, Sec. IV B.
• LBM: Evolve one timestep (Update velocities,
collide Eq. (13), stream Eq. (14)).
• Pass the net, local, stress energy tensor T ijnet
Eq. (5), of the fluid to the membrane after
transformation T ij [Qls] → T ij [Cls]. The local
pressure is calculated as T ijnet · n, Sec. IV A 2,
Fig. 5
• FEM shell: Evolve one time step.
• Calculate and output Cls.
• Calculate and output the velocity of the limit
surface vxc [Cls].
• Use Cls to create a new smooth mesh that
defines the new geometry of the system C
Sec. IV A 1 and Fig. 4.
• Transform vxc [Cls] and pass it to the LBM at
Qls.
t=t+1
Figure 3: Method summary flow chart. Thin solid
line⇒ initialization, dotted line⇒ LBM, dashed line ⇒
FEM shell, thick solid line ⇒ coupling.
A. Coupling of the LBM and the FEM shell
The interaction of the FEM shell to the fluid is
achieved by direct coupling of the local positions, ve-
locities and forces of the two methods. To be coupled,
all the variables are coordinately transformed between
the Cartesian and the LBM curved space coordinates. In
addition, due to the dynamic geometry the distribution
functions of the LBM need to be transformed after each
time-step, this is explained in Sec. IV B.
1. Position coupling
The shell position always resembles moving boundaries
to the fluid solver. Unfortunately, the coordinate map ~h
has to be updated respectively. Not only the entire do-
t=t+1
(a) (b)
(c) (d)
LBM nodes
boundary nodes
control mesh
LBM nodes on shell
limit surface
spline interpolation
interpolation directions
Figure 4: Position coupling diagram. (a) Internal
moving boundary. (b) Cubic spline solution used to
extend the shape of the FEM shell for continuity, note
that Qls = Cls 6= Ccm. (c) Interpolation carried out
along orthogonal directions to the FEM shell, cubic
spline and linear in case of interior and exterior moving
boundaries respectively. (d) Final mesh configuration.
main needs to be covered but also connectivity needs to
be conserved. Furthermore, for numerical accuracy, the
chart needs to be at least C2 differentiable with moderate
gradients. This ensures a smooth metric and Christoffel
symbols variation, which appear in the forcing terms of
the LBM, Eqs. (10, 11, 12). Note that not one unique in-
terpolation method in-between spatial limits can be uni-
versally applied:
(i) In the case of an exterior FEM shell boundary with
small deformations, linear interpolation is sufficient
and can be implemented for a chart ~h = x relative
to a Cartesian grid xc (domain 0 ≤ x ≤ Li) as,
x(xc) = x(0) + xc(x(Li)− x(0))/Li, where i spans
the 3-dimensional space as before.
(ii) For an interior boundary a cubic spline interpola-
tion is carried out along orthogonal directions to
the FEM shell as in Fig. 4(c) and (d). In addition
it might be necessary to fit a cubic spline solution
along the cross-section that overlaps with the FEM
shell, which is then used to update the positions of
that cross-section, Fig. 4(b) and (c). This ensures
C2 differentiability between the lattice nodes.
For both cases, the LBM lattice nodes Qls at each time
6Figure 5: Velocity and Force coupling. The
transformed velocities of the LS, vxc [Cls]→ ux and
then directly using ux as the new LBM velocity on the
Qls nodes. The net stress-energy tensor T
ij , at each
point on the LS, T ij [Cls] is calculated from the LBM
nodes directly above and below. The pressure is
calculated as T ijnet · n.
step, are positioned on the LS. Once ~h is created, it is
passed to the LBM as a geometry update, and all distri-
bution functions are transformed to the new curved space
manifold, Q˜ (see Sec. IV B).
2. Velocity and force coupling
Referring to Fig. 5, the velocity of the LS, vxc [Cls] is
coupled by vxc [Cls] → ux and then using ux as the new
LBM velocity on the Qls nodes; i.e we directly copy the
transformed velocity of the shell to the fluid on the local
nodes. The force of the fluid is coupled by calculating the
net local T ij from both sides of the FEM shell, as well
as the normal vector n of the LS at the node. The fluid
pressure T ijnet · n is then added as an external pressure
acting on the CM.
B. Transformation of the distribution function and
tensors under coordinate change
There are two types of coordinate transformation of
interest to this work. The first corresponds to the trans-
formation of variables between the LBM and Cartesian
manifolds for coupling purposes as introduced in Sec. IV
or as shown on Fig. 6, i.e. Q → C and C → Q.
The second concerns purely the LBM after a geometry
change. More specifically the distribution functions need
to be transformed to the new LBM manifold, i.e. Q˜→ Q.
Let h : Q → C,h : x 7→ xc = h(x) be the chart that
maps the rectangular grid Q to the Cartesian manifold
C (e.g. at time t). Let h˜ : Q˜→ C, h˜ : x˜ 7→ xc = h˜(x˜) be
a different chart (e.g. at time (t + 1)). Then the tensor
field T i1,i2,...,in can be expressed by the Cartesian field
Q
Q
C
c
t
t=t+1
C
Q~
Xc
Figure 6: Chart transformation between two
charts. h : Q→ C and h˜ : Q˜→ C mapping from
different parametrization spaces Q and Q˜ to the
manifold C.
T i1,i2,...,in as:
T i1,...,in(x) =
∂hi1
∂xk1c
· · · ∂h
in
∂xknc
T k1,...,kn(xc). (19)
E.g. for a velocity field vi(x) = (∂hi/∂xac )v
a(xc).
The transition maps which relate the points in Q to
the corresponding points in Q˜ (and vice versa) are given
by:
φ : Q→ Q˜, φ : x 7→ x˜ = h˜−1(h(x)),
ψ : Q˜→ Q, ψ : x˜ 7→ x = h−1(h˜(x˜)).
(see Fig. 6). With these transition maps, the tensor fields
T˜ i1,...,in defined in the new chart h˜ can be expressed by
the ‘old’ tensor fields T i1,i2,...,in defined in the chart h:
T˜ i1,...,in(x˜) =
∂φi1
∂xk1
· · · ∂φ
in
∂xkn
T k1,...,kn(x),
where x = ψ(x˜). In order to carry out the transformation
of the lattice Boltzmann distribution function fλ(x
i, t),
must be expressed in terms of some Tensor field which
depends only on space. To this end, a Hermite polyno-
mial expansion is carried out for fλ(x, t) similar to f
eq
in Eq. (6), with expansion coefficients given by
ai1,...,in(n) =
∑
λ
fλHi1,...,in(n)
√
g.
Written in this way, fλ depends on space only implicitly
through its moments a(n) = a(n)(x
i). Thus, it is sufficient
7to transform only the moments:
a˜(0)(x˜) = a(0)(x)
a˜i(1)(x˜) =
∂φi
∂xl
(x) al(1)(x)
a˜ij(2)(x˜) =
∂φi
∂xl
(x)
∂φj
∂xm
(x) alm(2)(x).
Since ψ(x˜) will be off-grid in Q in general, the values of
the transformed moments have to be interpolated from
the neighboring grid points. Finally, the transformed
distribution function can be recomposed from the trans-
formed moments:
f˜λ =
wλ√
g
(
a˜(0)H(0) + 1
cs
a˜i(1)Hi(1) +
1
2!c2s
a˜ij(2)Hij(2) + ...
)
.
(20)
In our implementation we include terms up to second
order because they are enough to reproduce hydro-
dynamics.
It is instructive to clarify that this method uses a
standard lattice, which is unaffected by the dynamic geo-
metry. Instead, the chart characterizes the metric tensor,
which then defines the new curved space coordinates. As
a consequence, it is sufficient that the distribution func-
tions are coordinate transformed on the nodes without
the need of interpolation.
V. ACCURACY AND STABILITY
VERIFICATION OF THE METHOD
A. Lattice Boltzmann
As a consequence of implementing a 2nd-order vari-
ation of the curved-space LBM we carry out some ba-
sic tests for accuracy validation. Referring to Fig. 3, in
this subsection the method is implemented up to and
including the 3rd box. Firstly in order to verify the hy-
drodynamics, the standard Poiseuille flow is investigated
with different resolutions. This is done by applying a
constant external force Fext across the domain and com-
paring the steady state solution (when ∂(ρui)/∂t = 0 )
of the cross-sectional velocity profile to the analytical ex-
pression vxc = Fext(xcL
c
2 − x2c)/(2ν). Lci and Li denote
the computational domain size in Cartesian and curved
space coordinates respectively with i = 1, 2, 3.
The next step is to introduce curvature to the system,
i.e. some perturbation to the flat metric. An interesting
example is the distortion of the transverse metric com-
ponent gyy in flow direction x, which introduces shear
components to the induced force. This is parametrized
by h′(y) =  cos(piy/L2), where  = 0.1. The complete
metric is given by
gij =
1 0 00 1 + ∂2yh′(y) 0
0 0 1
 .
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Figure 7: Poiseuille velocity profile. (a) Analytic
and numerical velocity profile in Cartesian coordinates
(vxc) for a series of resolutions. (b) Velocity profile on
the LBM curved space (ux) compared to the Cartesian
analytic solution. (c) Convergence of the relative error
with increasing resolution for current D3Q19 and
original D3Q41 LBM, m denotes the gradient. (d)
Deformed metric tensor component.
The result is compared to the analytical solution both
in LBM and Cartesian coordinates, see Fig. 7. The
Cartesian velocity profile matches well the analytic solu-
tion as shown in Fig. 7(a). The velocity profile when
plotted in LBM coordinates appears significantly shifted
relative to the analytic solution as it is not transformed
(see Fig. 7(b)). This is a strong indication that vec-
tor transformations are performed accurately. The error
for vxc is shown to converge with increasing resolution.
The equivalent result for the original D3Q41 LBM shows
marginally faster convergence. This is expected as both
methods recover NSE in the same order.
To further verify the accuracy of the method for an-
isotropic flow and dynamic deformations, the Taylor-
Green vortex at Reynolds number ≈ 20 is implemented
with a time-dependent metric. The velocities are ini-
tialized to vxc(t0) = v0 sin(2pixc/L
c
1) cos(2pixc/L
c
1) and
vyc(t0) = v0 cos(2piyc/L
c
2) sin(2piyc/L
c
2) for some initial
velocity amplitude v0 and periodic boundary conditions.
Defining h′i(x, t) =  sin(pix/Li − ηt),  = 0.1 η = 0.05,
the dynamic metric is realized as:
gij =
1 + ∂2xh′1(x, t) 0 00 1 + ∂2yh′2(y, t) 0
0 0 1
 .
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Figure 8: Taylor-Green vortex. (a) Streamlines of
the vortex in Cartesian coordinates (uc) for time-step
50. (b) Deformed dynamic metric tensor components,
time evolution in gray-scale. (c) Cartesian velocity
component uc1 relative error for a series of resolutions.
(d) Convergence of the relative error with increasing
resolution for current D3Q19 and original D3Q41 LBM,
m denotes the gradient.
The analytic velocity in 2D can be calculated as
vanalytic(xc, t) = vxc(t0)exp(−2νt), where ν is the kin-
ematic viscosity. The streamlines in Cartesian coordin-
ates at a finite time-step are shown in Fig. 8(a) and the
dynamic metric in Fig. 8(b). The relative error for vxc
is reduced with increasing resolutions, see Fig. 8(c). The
total average relative error for vxc and vyc are shown to
converge with increasing resolution, see Fig. 8(d). There-
fore, the ability of the method to work with dynamic
and multi-component deformations is verified. The equi-
valent results for the original D3Q41 LBM demonstrate
slightly better accuracy and convergence due to the
higher isotropic moments when compared with the cur-
rent method.
Furthermore we carried out a series of calculation and
transformation tests, namely the velocities are trans-
formed between Q → C → Q using the vector trans-
formation Eq. (19), and the lattice derivatives calcula-
tion. The former directly affects the coupled quantities
and the latter are fundamental in many calculations in-
cluding Christoffel symbols, which are used in the forcing
term of the LB equation. The velocity transformation
has shown a perfect result up to the error of the derivat-
ive, which has shown quartic convergence with resolution
increase (i.e. slope of Log(relative error)/Log(resolution
refinement) ≈ −4), see Appendix D.
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Figure 9: Mass conservation and momentum
transfer. (a) Normalized average mass, volume and
density are plotted against time. Density increase is
shown reversed for easy comparison with volume
change. (b) The three independent momentum
components are shown. (c) The total momentum
(pressure) transfered to the membrane and fluid.
B. Coupled system
The accuracy of the method with respect to the basic
conservation laws of mass and momentum is verified by
a piston test with simple analytic solution. Henceforth,
for clarity, we will refer to the simulation directions as
x, y, z (Euclidean space in Cartesian basis, equivalent to
xc, yc, zc) and the domain size as Lx, Ly, Lz. Namely we
simulate a rigid plate which is pressed down (z direc-
tion) on the fluid. This is done for up to 0.2% volume
change as the fluid is modeled as being very close to the
incompressibility limit. The total mass of the fluid and
momentum transfered are measured for each time step.
As shown on the top graph of Fig. 9 the normalized mass
stays constant up to a 0.1% error. The conservation of
mass comes about the increase in density as the volume
decreases, as shown in the top graph of Fig. 9. Further-
more in the middle plot of Fig. 9, the x and y average
momenta are shown to be negligible compared to the z
component, as expected. Finally, the momentum change
can be calculated analytically as P × t × Area, where
P denotes pressure. This analytic solution is compared
to the transfer of momentum to the FEM shell and then
from the shell to the fluid, which match up to a negligible
error.
To further validate the accuracy of the method with
respect to boundary slip the laminar circular Couette
flow similar to the one in Ref. [42] is simulated. The fluid
velocity depends on the tangential boundary motion, see
Fig. 10. The analytic solution for the angular velocity vθ
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Figure 10: Circular Couette flow. (a) Schematic
diagram, laminar fluid flow between two oppositely
rotating concentric cylinders. Symbols are defined in
the main text. (b) Angular velocity profile. (c)
Angular velocity relative error for a series of resolutions.
(d) Convergence of the relative error with increasing
resolution, m denotes the gradient.
is
uθ(r) = C1r +
C2
r
, (21)
where C1 = (Ω2R
2
2 − Ω1R21)/(R22 − R21), and C2 =
(Ω2 − Ω1)R21R22/(R22 − R21), Ω1 = 1 × 10−6,Ω2 = −1 ×
10−6, R1 = 1, R2 = 1.063 and they represent the inner
and outer angular velocities, and the inner and outer radii
respectively. The vθ obtained at steady state for different
resolutions is compared with the analytic expression as
shown in Fig. 10(b). The relative error for vθ is reduced
with increasing resolutions as shown in Figs. 10(c)(d).
The results indicate that the tangential velocity compon-
ents of the coupled method are accurately implemented.
The pressure maintenance, and volume conservation
accuracy are verified by a modified deformed balloon case
as proposed in Refs. [43, 44]. To this end, a closed
rectangular 3-D system is simulated in contrast to the
original 2-D circular membrane. A deformed FEM shell
top surface and rigid walls are initialized with no-slip
boundary conditions and uniform pressure. Fig. 11(a)
shows the initial shape of the deformed surface. For this
case the inside volume will be conserved and pressure
may jump temporarily but equalize again. Due the equal
pressures and fixed boundaries, the system is expected
to reach a stationary steady state with a flat top surface.
The pressure cross section at different time-intervals is
shown in Figs. 11(b)(c)(d). The system oscillates until a
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Figure 11: Pressure maintenance and volume
conservation. (a) Top surface FEM shell initial
shape. (b)(c)(d) Cross-sectional pressure plot at
time-step 200, 500 and 105 respectively. (e)
Time-histories of the total normalized volume V , the
normalized FEM shell middle point location R and
relative pressure difference ∆P , the inset shows the
steady state values at time-step 105.
stationary state is reached. The normalized volume and
pressure change time-histories are plotted in Fig. 11(e),
where the inset shows the steady state solutions at large
t. The expected steady state volume and pressure are
recovered to a high degree of accuracy.
C. Stability analysis
Large domain deformations appear to be the main
cause of possible numerical instabilities of the method.
Therefore, a stability analysis is carried out implementing
a rectangular channel with a top deformable FEM shell,
similar to the one in Sec. VI B. The FEM shell is initial-
ized with a Gaussian shaped concavity as a heavy and
stiff membrane to resist large changes, see Fig. 12. The
amplitude of the concavity is increased until no steady
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Figure 12: Stability analysis (a) Pressure plot at
steady state solution for amplitude of the concavity 9%
relative to Lz, the arrow indicates the flow direction.
(b) Pressure plot at steady state solution for amplitude
11%. (c) Pressure plot at time-step 140 for amplitude
12%. (d) Initial metric tensor components at the top
boundary. (e) Maximum pressure at steady state for a
range of amplitudes, the inset shows the maximum
pressure at time-step 140 including amplitude 12%.
state can be reached due to unmanageable numerical in-
stabilities. A steady state solution, the appearance of
stable spurious effects and the emergence of instabilities
in pressure are shown in Fig. 12(a), 12(b) and 12(c) re-
spectively. In Fig. 12(e) the maximum pressure within
the domain at steady state is plotted against amplitude
of the concavity. The simulation appears to be well be-
haved up to deformations of 10% relative to the domain
height, Lz. The metric, as plotted in Fig. 12(e), indic-
ates that the cross diagonal components deviate the most
from the undeformed case, causing unstable forcing terms
in Eqs. (1,10,11,12).
VI. SIMULATIONS
Following the initial validation the method is imple-
mented in 2-D and 3-D scenarios. The first corresponds
to a very common usage/validation of FSI methods, that
is a moving flag in a non-laminar flow (Re≈ 230), which
has been thoroughly studied in literature both experi-
mentally and numerically [45]. The flow induces an os-
cillatory motion to the flag, where the frequency of oscil-
lations depends on the material, fluid, velocity and Reyn-
olds number (Re). Additionally, this example allows for
the exploration of the potential the method might have in
non-laminar flows. The 3-D simulation, we implement is
a simple square channel with an inlet outlet, 3 solid, non
slip boundaries and a deformable shell (no-slip) on top
which is pressed down by an applied uniform pressure.
A. 2-D simulation, Flag on a pole
A flag on a pole scenario is implemented as seen in
Fig. 13. Specifically, a long air channel (density ρair =
1kg/m
3
, kinematic viscosity ν = 0.00166m2/s, Lx ×
Ly = 257× 65cm, resolution 257× 65) with a parabolic
velocity profile at the inlet (vx = 4 × m s−1(L2y − (y −
Ly)
2)/L2y) and Re ≈ 230 is simulated. Inlet and out-
let are prescribed as open and for all other boundar-
ies: top, bottom wall, flag and pole; no-slip condition
is used. Open boundaries are implemented by extrapol-
ation from the inner neighbors to the unknown distri-
butions, where no-slip is achieved by fixing the velocity
to zero on the boundary. The pole is a rigid cylinder
with diameter 10cm, the flag has a thickness of 0.2cm, a
length of 33cm and is made of EPDM-rubber (density:
1360kg/m
3
, Young’s modulus: 16MPa, Poisson’s ratio:
0.48). Additionally we impose some light damping. In-
terior boundary interpolation was implemented for this
simulations as explained in Sec. IV A 1.
The flow (Fig. 13) induces some instabilities to the
flag, which gradually settle to a periodic oscillation as
in Fig. 14. The stable period of oscillation appears con-
stant with a frequency f ≈ 5.1Hz and an amplitude of
0.045cm, as seen from the power spectrum P and dis-
placement in Fig. 14. The second, lower frequency in the
power spectrum is the dominant excitation of the initial
instabilities that the flag experiences, which then decay.
These results can be compared to the FSI3 test as
found in Ref. [46], a proposal for FSI benchmarking by
Turek et al.. In FSI3 the same dimensions and bound-
ary conditions are used, Re = 200, and the shell to fluid
density ratio is unity, which is much lower than in our
case (i.e. 1360), for the reasons explained below. In FSI3,
the steady state frequency ≈ 4.8Hz and the amplitude
of oscillation ≈ 3.4cm. The discrepancy in frequency is
expected mainly due to the large difference in the shell
to fluid density ratio and Reynolds number. The amp-
litudes are not comparable due to this large difference in
the densities ratio.
The internal boundary implementation can be unstable
to large and/or fast deformations for manageable resolu-
tions, implying that in this case it does not converge to
a steady state solution. Therefore, in order to achieve
a steady state solution, the current implementation is
restricted to high shell to fluid density ratio. The in-
stabilities appear to develop in the ’expanded’ half plane
of the simulation domain (see Fig. 4), due to not suf-
ficiently smooth metric variations. The consequence of
this is unstable forcing terms.
Furthermore, as shown in Fig. 15, the oscillation of
the flag within one period, exhibits a motion around the
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Figure 13: Flag and cylindrical pole are shown in white.
Parabolic velocity inlet on the left and open outlet on
the right. No-slip condition applied to the other
boundaries, flag and pole. Snapshot taken during
non-laminar flow(Re ≈ 230).
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Figure 14: Flag tail oscillation. Evolution of the
cross-stream tail position, normalized by steady state
amplitude. Initial irregular motion settles to regular
periodic motion, after 4s. Left inset: phase plot of
cross-stream displacement and velocity. Right inset:
power spectrum of cross-stream displacement.
clamped point. The oscillation shows similar qualitative
behavior to the first simulation of [47] where a similar
scenario with a high shell to fluid density ratio is imple-
mented. The asymmetry in the oscillation comes about
the slightly asymmetric velocity profile. This is also high-
lighted by the phase plot in Fig. 14.
B. Square channel
Moving to a truly 3-D implementation we simulate a
square channel as in Fig. 16. The FEM shell on top of
the channel reproduces an EPDM-rubber as in Sec. VI A,
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Figure 15: Flag Period. The Flag’s shape is plotted
for one period of oscillation with resolution of 30
snapshots, time evolution in gray-scale.
the channel dimensions are 65× 65× 65cm, with a fluid
density of 1000kg/m3, and with simulation resolution of
65× 65× 65 cells. A pressure gradient dP/dx ≈ 30Pa/m
is applied across the flow direction (x) which results to
a steady state flow of Re ≈ 1. This flow resembles a
Poiseuille profile flow through a cylinder, which is ex-
pected as a square channels can be visualized as an ap-
proximation to a cylindrical tube. When steady state is
reached, an external, uniform pressure is applied at the
top (0.37MPa). This pressure causes the membrane to
bend in between its pinned boundaries, i.e. the sides of
the top square, affecting the flow through the channel.
As it can be seen from Fig. 16, a transverse velo-
city component (vz) naturally develops from the motion
and deformation of the wall, thus affecting the stream-
wise velocity but not disturbing it completely. Addition-
ally there are some minor y and x velocity components
created by the displacement of the fluid as the mem-
brane moves down, these can be inferred by following
the streamlines of Fig. 16.
Furthermore the components of the metric are mon-
itored, see Fig. 17. As explained in Sec. IV A 1, a smooth
metric variation is required such as to ensure accurate
calculation of the forcing term (Eqs. 10,11,12). This is
achieved here by using the exterior boundary interpola-
tion as explained in Sec. IV A 1. The LBM manifold is
compressed along the z-direction as the membrane moves
downwards.
As seen in Fig. 18, by measuring the position and
velocities at the center of the membrane we observe a
convergence of the motion to an equilibrium position.
The depth of the equilibrium configuration, naturally,
depends on the pressure applied, the material, the velo-
city and the density of the fluid. Furthermore, we observe
how the velocity oscillates with pi/2 out of phase relative
to the position.
To set a measure of the gain in computational effi-
ciency, the total memory allocation of the current LBM
approach is around 45% and the total simulation time
is around 70% when these are compared to the original
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Figure 16: Square channel. 3-D plot of velocity
vectors and streamlines (Cartesian components). A
pressure gradient is applied along the open, streamwise,
x boundaries. No-slip condition is applied to the other
boundaries. Triangular mesh on top represents the
deformable membrane, that is pushed down by a
uniform pressure. Streamwise velocity exhibits a
parabolic profile, which is affected by the membrane.
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Figure 17: Metric Tensor. Three gij components
shown on the xz slice (left) and along the x direction
for z = Lz/2 (right).
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Figure 18: Position and velocity of membrane.
Central node’s position and velocity of FEM shell is
tracked along the simulation. Position and velocity axes
are normalized by the total distance and average
velocity respectively.
curved space LBM. Additionally, within the complete
coupled simulation, updating the chart h (including the
interpolations) uses 6% of the total time, where trans-
forming the distribution function and calculating the for-
cing term use 40%. These are equivalent to only 51% of
the total LBM time. Therefore, the method is efficient
even relative to a standard LBM solver.
VII. SUMMARY AND CONCLUSIONS
We presented a novel method for fluid structure inter-
action simulations where differential geometry is used as
the motivation for implementing deformable boundaries.
Moreover, utilizing direct force and momentum calcula-
tion from the fluid solver, a precise coupling is achieved
between the curved space LBM and the FEM shell. The
curved space LBM uses a standard lattice, avoiding the
need for off-lattice interpolation.
We demonstrated that our 2nd-order curved space lat-
tice Boltzmann reproduces both a Poiseuille profile un-
der a metric deformation and a Taylor-Green vortex un-
der a dynamic metric deformation, with resolution con-
vergent errors. The volume conservation and pressure
maintenance were verified by a closed deformed mem-
brane scenario. In addition, boundary slip was validated
through the laminar circular Couette flow. A brief sta-
bility analysis was performed, which indicated validity of
the method within 10% deformations relative to domain
size. The restriction to small deformations mainly origin-
ates from the metric variation and is partly influenced by
the reduction of the lattice speeds, which may introduce
higher order anisotropies into the forcing term. Addition-
ally, we presented two applications of the method one at
low and one at medium Reynolds numbers.
At low Reynolds number a deformable square channel
has produced good qualitative results. The flag scen-
ario (rubber in air at Re ≈ 230) exhibited the expected
physical behavior, when light damping was implemented,
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with a steady oscillation solution. The spatial flag shape
and the measured frequency ≈ 5.1 agreed, within error,
to similar simulation results.
Future work can include direct, quantitative com-
parison of the flag oscillation with experimental and
other numerical results. Additionally, an extended 3-
dimensional flag can be simulated which is a more chal-
lenging example. Other possibilities could include dif-
ferent materials and fluids. Similarly the square channel
can be extended to a pipe with deformable walls. The
model stability, can be improved with an entropic LBM
[48], using Multi-relaxation-time LBM [49] or using a lar-
ger lattice as in higher-order isotropic LBMs [50]. The
method can then be used to simulate strongly deformed
confining surfaces where the deformation can come about
various factors. This opens up the possibility of study-
ing complicated morphologies with high local curvatures,
created by the fluid flow on a surface wall, bringing a new
perspective to biological morhogenesis and biomorphic
technologies.
Appendix A: Riemannian geometry
In all appendices the Latin indices run over the spatial
dimensions and Einstein summation convection is used
for repeated indices.
A D dimensional curved space is represented by a
Riemannian manifold M, which is locally described by
a smooth diffeomorphism h, called the chart. The set of
tangential vectors attached to each point y on the mani-
fold is called the tangent space TyM . In the fluid model,
all the vector quantities are represented as elements of
TyM . The derivatives of the chart h are used to define
the standard basis (e1, ..., eD) =
∂h
∂x1 , ...,
∂h
∂xD
.
The metric tensor g, acting as a generalized dot
product, can be used to measure the length of a vector
or the angle between two vectors. In local coordinates,
the components of the metric tensor are given by
gij(x) = ei(x) · ej(x) = ∂h
∂xi
· ∂h
∂xj
, (A1)
where · is the standard Euclidean scalar product.
For a given metric tensor, the vector v = viei ∈ TyM
has a norm ||v||g =
√
vigijvj and a corresponding dual
vector v∗ = viei ∈ T ∗yM in the cotangent space, which
is spanned by the differential 1-forms dxi = g(ei, ·). The
coefficients vi of the dual vector are typically denoted by
a lower index and are related to the upper-index coeffi-
cients vi by contraction with the metric tensor vi = gijv
j
or equivalently, vi = gijvj , where g
ij denotes the inverse
of the metric tensor. The upper-index coefficients vi of
a vector v are typically called contravariant components,
whereas the lower-index coefficients vi of the dual vectors
v∗ are known as the covariant components.
A necessary feature for the description of objects mov-
ing on the manifold is parallel transport of vectors along
the manifold. The tangent space is equipped with a cov-
ariant derivative ∇ (Levi-Civita connection), which con-
nects the tangent spaces at different points on the man-
ifold and thus allows to transport a tangent vector from
one tangent space to the other along a given curve γ(t).
The covariant derivative can be viewed as the orthogonal
projection of the Euclidean derivative ∂ onto the tangent
space, such that the tangency of the vectors is preserved
during the transport. In local coordinates, the covariant
derivative is fully characterized by its connection coeffi-
cients Γijk (The Christoffel symbols), which are defined
by the action of the covariant derivative on the basis vec-
tor, ∇jek = Γijk. In the standard basis, ei = ∂h∂xi , the
Christoffel symbols are related to the metric by
Γijk =
1
2
gij(∂jgkl + ∂kgjl − ∂lgjk). (A2)
Acting on a general vector v = viei, the covariant deriv-
ative becomes:
∇kv = (∂kvi + Γikjvj)ei, (A3)
where the product rule has been applied, using that the
covariant derivative acts as a normal derivative on the
scalar functions vi. Extending to tensors of higher rank,
for example the second order tensors T = T ij ,
∇kT = (∂kT ij + ΓiklT lj + ΓjklT il)ei ⊗ ej (A4)
in this work the basis vectors ei are generally dropped.
Compatibility of the covariant derivative with the metric
tensor implies that ∇kgij = ∇kgij = 0. This property
allows us to commute the covariant derivative with the
metric tensor for the raising or lowering of tensor indices
in derivative expressions.
The motion of the particle can be described by the
curve γ(t), which parametrizes the position of the particle
at time t. The geodesic equation, ∇γ˙ γ˙ = 0, in local
coordinates γ(t) = γi(t)ei is defined by
γ¨i + Γijkγ˙
j γ˙k = 0. (A5)
The geodesic equation can be interpreted as the general-
ization of Newtons law of inertia to curved space. The
solutions of Eq. (A5) represent lines of constant kinetic
energy on the manifold, i.e. the geodesics. The Riemann
curvature tensor R can be used to measure curvature, or
more precisely, it measures curvature-induced change of
a tangent vector v when transported along a closed loop.
R(ei, ej)v = ∇i∇jv −∇j∇iv. (A6)
In a local coordinate basis ei, the coefficients of the
Riemann curvature tensor are given by
Rlijk = g(R(ei, ej)ek, el) =
∂jΓ
l
ik − ∂kΓlij + ΓljmΓmik − ΓlkmΓmij . (A7)
Contraction of Rijkl to a rank 2 and 1 tensor yields
the Ricci-tensor Rij = R
k
ikj and the Ricci-scalar R =
14
gijRij respectively, which can also be used to quantify
curvature.
Finally some general definitions of operators in curved
space. The gradient ∇if = gij∂jf , divergence ∇ivi =
1√
g∂i(
√
gvi), integration over curved volume V =∫
V
QdV , where dV =
√
gdx1...dxD =:
√
gdDx denotes
the volume element.
√
g denotes the square root of the
determinant of the metric tensor.
It should be clarified that in the simulations there is no
time curvature and gij denotes the curved space metric
not space-time.
Appendix B: Gauss Hermite quadrature
The expansion coefficients of the equilibrium distribu-
tion are given by:
aeq(0) = ρ, (B1)
aeq,i(1) = ρu
i, (B2)
aeq,ij(2) = ρ(θg
ij − c2sδij) + ρuiuj , (B3)
where θ denotes the normalized temperature (from the
Maxwell-Boltzmann equilibrium distribution), cs the
lattice-specific speed of sound and δij is the Kronecker
delta.
Using an expanded polynomial basis we can solve the
Boltzmann equation numerically, by expanding the dis-
tribution function and the forcing term. We use a poly-
nomial basis that is accurately reproducing the Gaus-
sian shaped Maxwell Boltzmann equilibrium distribu-
tion. This is the case for the Hermite polynomials defined
as such:
Hi1....in(n) (v) = (−1)nw(v)−1
∂
∂vi1
.....
∂
∂vin
w(v) (B4)
where w(v) is the weight function, is given by
w(v) =
1
(2 ∗ pi)d/2 exp(−
1
2
||v||2)2 (B5)
The Hermite polynomials are given by
H(0),λ = 1, (B6)
Hi(1),λ =
ciλ
cs
, (B7)
Hij(2),λ =
ciλc
j
λ
c2s
− δij , (B8)
Hij(3),λ =
ciλc
j
λc
k
λ
c3s
− δij c
k
λ
cs
− δjk c
i
λ
cs
− δik c
j
λ
cs
(B9)
... (B10)
Thus, the equilibrium distribution satisfies the following
relations:
ρ =
∑
λ
f eqλ
√
g, (B11)
ρui =
∑
λ
f eqλ c
i
λ
√
g, (B12)
Πeq,ij =
∑
λ
f eqλ c
i
λc
j
λ
√
g = ρ
(
θgij + uiuj
)
. (B13)
As seen by plugging in the explicit expressions of the
first Hermite polynomials the coefficients a(n) can recover
the macroscopic moments of the distribution function.
With this LB method the calculation of the macroscopic
moments on the lattice is exact under the use of Gauss-
Hermite quadrature, this implies that the integrals over
velocity space are exchanged to sums on a discrete set
without loss of accuracy. To satisfy the orthogonality
relations to N order the lattice is required to obey certain
symmetries.
Appendix C: Chapman-Enskog expansion
So as to prove that the LB equation converges to the
Navier-Stokes equations in the hydrodynamic limit of
small Knudsen numbers, we perform a Chapman-Enskog
multiscale analysis. To this end, we firstly perform a
Taylor expansion of the distribution function in Eq. (1),
which yields:
∆tDtfλ +
∆t2
2!
D2t fλ + . . . = −
1
τ
(fλ − f eqλ ) +
+ ∆tFλ + ∆t
2
2
DtFλ + . . . , (C1)
where Dt := ∂t + c
i
λ∂i denotes the material derivative,
and the dots indicate irrelevant higher order terms ∼
O(∆t3). The distribution function as well as the time
and space derivatives are now expanded in terms of the
Knudsen number ε:
f = f (0) + εf (1) + ε2f (2) + ..., ∂t = ε∂
(1)
t + ε
2∂
(2)
t + ...,
(∂i,F , A,Bi, Cij) = ε(∂(1)i ,F (1), A(1), B(1),i, C(1),ij).
Plugging everything into Eq. (C1) and comparing orders
of ε, we obtain the following set of equations:
O(ε0) : f (0)λ = f eqλ , (C2)
O(ε1) : D(1)t f (0)λ = − 1τ∆tf (1)λ + F (1)λ , (C3)
O(ε2) : ∂(2)t f (0)λ +
(
1− 12τ
)
D
(1)
t f
(1)
λ = − 1τ∆tf (2)λ .
(C4)
The moments of f
(0)
λ = f
eq
λ and f
(1)
λ can be deduced
from the fact that the collision operator conserves mass
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and momentum, i.e.∑
λ
fλ
√
g =
∑
λ
f eqλ
√
g = ρ,∑
λ
fλc
i
λ
√
g =
∑
λ
f eqλ c
i
λ
√
g = ρui. (C5)
Thus we find:∑
λ
f
(0)
λ
√
g = ρ, (C6)∑
λ
f
(0)
λ c
i
λ
√
g = ρui, (C7)∑
λ
f
(0)
λ c
i
λc
j
λ
√
g = Π(0),ij = Πeq,ij , (C8)
∑
λ
f
(1)
λ
√
g = 0, (C9)∑
λ
f
(1)
λ c
i
λ
√
g = 0, (C10)∑
λ
f
(1)
λ c
i
λc
j
λ
√
g = Π(1),ij , (C11)
where Πeq,ij = ρ
(
θgij + uiuj
)
.
Moments of Eq. (C3-C4)
Taking the moments of Eq. (C3) yields:∑
λ(C3)
√
g : ∂
(1)
t ρ+ ∂
(1)
i
(
ρui
)
= A(1), (C12)∑
λ c
i
λ (C3)
√
g : ∂
(1)
t
(
ρui
)
+ ∂
(1)
j Π
(0),ij = B(1),i,
(C13)
where A and Bi are the moments of the forcing term
(10-11) and ∂i := ∂i−Γjij . Here, the additional Christof-
fel symbol term in the derivative ∂i originates from the
metric determinant
√
g:
∑
λ c
i
λ∂if
(0)
λ
√
g =
(
∂i − ∂i
√
g√
g
)∑
λ c
i
λf
(0)
λ
√
g
= ∂i(ρu
i)− Γjij(ρui) =: ∂i(ρui), (C14)
where we have used the identity ∂i
√
g = Γjij
√
g. The
moments of Eq. (C4) are given by∑
λ(C4)
√
g : ∂
(2)
t ρ = 0, (C15)∑
λ c
i
λ (C4)
√
g : ∂
(2)
t
(
ρui
)
= ∂
(1)
j σ
(1),ij , (C16)
where σ(1),ij , the viscous stress tensor (rescaled by ε), is
given by
σ(1),ij = − (1− 12τ )Π(1),ij = − (1− 12τ )∑λ f (1)λ ciλcjλ√g.
(C17)
Continuity Equation
For the continuity equation, we add ε · (C12) and ε2 ·
(C15):
∂tρ+ ∂i
(
ρui
)
= A. (C18)
After inserting the explicit expression for A (10), we ob-
tain the continuity equation with error O(∆t2):
∂tρ+∇i
(
ρui
)
= 0 +O(∆t2) (C19)
where ∇ denotes the covariant derivative.
Momentum Equation
Adding ε · (C13) and ε2 · (C16) yields the momentum
conservation equation:
∂t
(
ρui
)
+ ∂jΠ
(0),ij = ∂jσ
ij +Bi. (C20)
Inserting the explicit expressions for Bi (11) and Π(0),ij
(B13) yields the Navier-Stokes momentum equation with
error O(∆t2):
∂t
(
ρ ui
)
+∇j
(
ρ uiuj + ρ θgij
)
= ∇jσij +O(∆t2),
(C21)
where σij is the viscous stress tensor, whose explicit form
in terms of ρ and ui will be derived in the next section.
Viscous Stress Tensor
For the derivation of the viscous stress tensor σij , we
rewrite
σij
(C17)
= − (1− 12τ ) ε∑λ ciλcjλf (1)λ √g (C22)
(C3)
=
(
τ − 12
)
∆t ε
∑
λ c
i
λc
j
λ
(
D
(1)
t f
(0)
λ −F (1)λ
)√
g
(C23)
≈ (τ − 12)∆t(∂k(c2sρ(uiδjk + ujδik + ukδij))− Cij).
(C24)
Here, we have used∑
λ
ciλc
j
λ∂
(1)
t f
(0)
λ
√
g ≈ 0,∑
λ
ciλc
j
λc
k
λ∂
(1)
k f
(0)
λ
√
g = ∂k(c
2
sρ(u
iδjk + ujδik + ukδij)).
After plugging in the explicit expression for Cij (12), we
obtain
σij = ν
(∇j(ρui) +∇i(ρuj) + gij∇k(ρuk)) , (C25)
where we have defined ν :=
(
τ − 12
)
∆t θ and neglected
terms of the order O(u3) ∼ O(Ma3), Ma being the Mach
number.
16
0.0 0.5 1.0
log10(Number of cells/33)
−15
−14
−13
−12
−11
−10
lo
g
1
0
(|R
el
a
ti
v
e
E
r
r
o
r
|)
m=-3.87
Figure 19: Derivative error convergence. The
relative error of the metric tensor derivative is plotted
against increasing resolution, m denotes the gradient.
Appendix D: Improved Lattice derivatives
Here we present an improved way of calculating dis-
crete derivatives on the lattice with up to forth-order
precision. We use the isotropic discrete differential oper-
ators as proposed in [51]. The gradient and the Laplacian
of a lattice function f are given by
∂if(x) =
1
c2s∆t
∑
λ
wλc
i
λf(x+ cλ∆t) +O(∆t2), (D1)
∆f(x) =
2
c2s∆t
∑
λ
wλ(f(x+ cλ∆t)− f(x)) +O(∆t2),
(D2)
using the lattice symmetries is furthermore possible to
calculate the derivative to 4th order with respect to ∆t;
∂if(x) =
1
c2s∆t
∑
λ
wλc
i
λ(∆f(x+ cλ∆t)
− c
2
st
2
x
(f)(x+ cλ∆t)) +O(t4),
where ∆f denotes the Laplacian of f , which can precom-
puted using Eq. (D2). Therefore all the differential geo-
metrical object such as the metric, the Christoffel sym-
bols and the Ricci curvature can be precomputed at high
numerical precision O(t4). In this work the 19 second
nearest nodes, as in Fig. 1, are used to calculate the de-
rivatives. The precision is investigated by comparing the
error of a sinusoidal metric tensor derivative to the ana-
lytical solution, see Fig. 19.
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