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g- and h-Representations for Nonlinear Maps 
DAVID BALL AND IRWIN W. SANDBERG 
Input-output representation results are given for systems whose Inputs and out- 
puts are real-valued functions on the whole real hne R. the half line [0, ‘x8 ), or R”‘. 
These results, which deal with noncausal as well as causal maps, conslderably 
extend related previous results which concern causal maps defined on functions on 
the half hne. The results address nonlinear systems whose input-output maps meet 
certam continmty conditions. They establish the existence of Integral representa- 
tions. which we call “x-representations.” These concern system responses to 
bounded inputs Additional conditions are given under which a nonhnear map hax 
an Integral representation, called an “h-representation.” for which the integrands 
have a natural interpretation m terms of impulse responses. These results provide 
a means of studying the input-output properties of nonhnear systems in terms of 
the famihar impulse response concept, and they extend the concept of Integral 
transformation to nonlinear maps. 1 1990 Academl‘ Prer\. In 
1. INTR~DUCTI~N 
In a recent study [l] concerned in part with the representation of non- 
linear causal operators H mapping locally bounded functions on [0, ,x8 ) to 
functions on [0, crj), conditions are given under which 
(H.y)(t) = 1; g(t, T, s) dz, t>o (1) 
for each input S, where g is an ordinary (as opposed to generalized) func- 
tion and the integral is a Lebesgue integral. Additional conditions are given 
under which 
(Hs)(r)=j’h(r,r.P,s)S(~)m, 1 > 0, 17) 
0 
where h is an ordinary function which has a natural interpretation in terms 
of impulse responses. 
The representation (1) was obtained using ideas that do not directly 
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extend to the important cases of noncausal maps or maps of functions 
defined on the whole line R or R” (such as maps describing systems with 
spatial inputs and outputs, for which lack of causality is natural). In this 
paper, a more general approach is used to obtain representations of the 
type ( 1). We call these representations “g-representations.” Our approach 
yields (1) as a very special case, and it provides additional information, 
including a bound, on the integrand g. Representations uch as (2), which 
we refer to as “h-representations,” are obtained using an approach similar 
to that in [ 11. These results provide a means of studying the input-output 
properties of nonlinear systems in terms of the familiar impulse response 
concept, and they extend the concept of integral transformation to non- 
linear maps. 
Examples of the application of the results to integral equations are given 
in a companion paper [2]. In particular, it is shown there that g- and 
h-representations exist for an important large class of maps that have 
Volterra series representations. 
Our results are given in Section 2, which begins with some preliminaries. 
Section 2.2 contains Theorems l-3, which provide conditions for the 
existence of g-representations for maps of functions defined on R, [0, cc)), 
or R”, respectively. For example, Theorem 1 provides conditions, which 
are essentially continuity conditions, under which a map H defined on a set 
S of essentially bounded function s: R + R has the representation 
and additional conditions under which (3) reduces to 
(Hs)(t)=jI_ g(t,z,s)dz, tER,seS. (4) 
Theorem 1 also provides a bound on g(t, ., s) in (3) or (4). Theorems l-3 
are obtained using the same general approach adapted to specific cases. We 
thus present a complete proof only for Theorem 1. Comments on changes 
in details of the proof are given for Theorems 2 and 3. 
Notes on Theorems l-3 are presented in Section 2.3. These include 
several corollaries and an example in which (3) does not reduce to (4). We 
also show that the conditions given in Theorems l-3 for g-representations 
to exist are in fact necessary as well as sufficient, and thus that they provide 
a complete description of the types of maps which have g-representations. 
Results on h-representations appear in Section 2.4. Theorem 4 gives 
conditions under which the map H in (3) or (4) has the representation 
(Hs)(r)=Jlfn_i” h(t,t,P,s)s(z)dz, tER,seS (5) 
-n 
REPRESENTATIONSFOR NONLINEAR MAPS 453 
or 
(H.s)(t)=~x, h( t, T, P,S) S( 5) dT, t E R, s E S. (6) 
Section 2.4 also contains a discussion of the interpretation of h in (5 ) or (6 ) 
in terms of impulse responses of linearized systems. 
2. OUR REPRESENTATION THEOREMS 
2.1. Preliminaries 
This section contains some basically standard definitions and notation. 
in which R and R” denote the set of real numbers and the set of real 
m-vectors, respectively. 
Let (X, A@, p) be a measure space. The set of functions f: X + R which 
are (Lebesgue) integrable with respect to p is denoted by U’(p). Given 
f~ P”(p), we write the integral of .f over X as jf‘& or, if f is a function 
of several variables and, say, f(a, .) E Y’(p), we write f f’(a, .) C+ to denote 
the integral of f(a, .) over X. The integral of ,f over a set A E ,K is written 
as 1 1 .f &. We define Y”,,(p) to be the set of functions j‘: X + R satisfying 
f. xA E P”(p) for each set A E A? such that p(A) < x. where x.4 denotes the 
characteristic function of A. 
We denote Lebesgue measure on R, [0, lrj), or R”’ by 3., and write 
Y’(R), 6p’(O, co), or sP’(R”) instead of Y’(A) (and similarly for W:,,(A)). 
Given f‘in Y’(R), $P’(O, ~xl), or Y’(R”‘), we write, e.g., jRm,f(t) do instead 
of jj’di and Jtf(~)dT instead of f,o,h,.f’di. Given ~E.Y’(R~), we often 
write, e.g., sTx f?“x f(z,, T2) dT, dTz instead of j.:f(s) dT. where 
T = (T, , T?) (this is permissible by Fubini’s Theorem). The set of functions 
f‘: R -+ R (f: [0, 00) + R, f: R” -+ R) which are Lebesgue measurable and 
bounded except on a set of Lebesgue measure zero is denoted by 
LY(R)(Y’(O, as), Y”(R”)). The standard 9”(R)(Y’(O, x), Y’(R”“)) 
and Y’(R)(F x (0, co), 9 I (R”)) norms are denoted by I/. 11 and /I ~1 , , 
respectively. Whenever we say that a property holds a.e. or almost 
everywhere, or that a function or set is measurable, we are referring to 
Lebesgue measure unless otherwise indicated. 
Let (X, A, 11) and (X, CM, q) be measure spaces. We say that p 4 cp if p 
is absolutely continuous with respect to cp; i.e., q-null sets are p-null. 
Whenever we say that a limit exists, we mean that it exists as a real 
number. 
Given a set X, we define functions H: ,X + R and 1 : X + R by fI( t) = 0. 
454 BALL AND SANDBERG 
l(t) = 1 for each t E X. Given f,, fi, and f3: X-r R, we define functions 
min(fi,f2):X’Randmid(fi,f2,f3):X’R by 
min(fi5 fi)(t) = min(fi(t), f2(f)) 
mid(fi,f*,f3)(f)=mid(f,(t),f,(t),f,(t)) 
for each t EX, where given a, b, and c in R, mid(a, 6, c) = max(min(a, b), 
min(b, c), min(a, c)), the median value of a, b, and c [3, p. 201. 
2.2. g-Representations 
Theorems l-3 in this section provide representations (which we call 
“g-representations”) for maps describing systems whose inputs and outputs 
are real-valued functions defined on R, [0, co), or R”, respectively. Each of 
these theorems may be proved using the same general approach. For this 
reason, we include in the proof of Theorem 1 an outline of the steps in 
obtaining a proof of any of these theorems, and we state Theorems 2 and 
3 with only a few comments concerning changes in the hypotheses and 
conclusions of Theorem 1. 
2.2.1. Theorems 1 and 2 
We use the following notation in connection with Theorems 1 and 2, 
their corollaries in Section 2.3, and Theorem 4 in Section 2.4. 
Let M(a) denote the set of functions f: R --f R(f: [0, 00) -+ R). Given z 
in R( [0, co)), we define the truncation operator P,: M + M(P, : I@ + fi) 
by 
(Prf)(t) = i(t)> 
L 
t<z 
t>T 
for each f in M(a), and given 0 3 0, we define the map 
Q,,,: M+ M(Q,,o: I@-+ h?) by 
t<z 
T<t<T+a, fcM(fi) 
t>z+o. 
We may think of Q,,, as a “truncate plus hold” operator, for given f in 
M(n), Q,,cf =P,f +f(r) xcr,r+ol. Given r in R, we define the delay 
operator T,: M+ M by 
(Tzf )(t)=f(t--sL tER,fEM. 
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The delay operator T, : A -+ fi, z 3 0, is defined by 
Let S( 3) denote any set of functions in M(a) satisfying S c 6p ’ (R) 
(s c 9 X (0, CC )) which is closed under the truncation operator P, for each 
r in R( [0, 3~’ )). Define W( @) as the set of piecewise-constant functions of 
bounded support in M(Q). 
Given CJ > 0, define ~2, E W by 
w,(t) = 110, tE(O, a] 0, otherwise. 
As (T -+ 0, \v, approaches the unit impulse at the origin (in the usual 
intuitive sense). 
We say that a map H: 5’ -+ M(H: 3 -+ i@) is causal if P, H = P, HP, for 
each c( in R( [0, co)). We say that a map H: 3 -+ fi, with 3 closed under 
T, for each CI 2 0, is time-invariant if T, H = HT, for each !I 3 0. 
The following hypotheses are referred to in Theorems 1 and 2: 
A.l. The limit lim .+,((HP,s)(t)-(HP ,,s)(t)) exists and equals 
(Hs)(r). 
A.2. The limit lim )I _ l5 (HP,,s)( t) exists and equals (Hs)( t). 
Finally, let d(g) denote the set of bounded intervals in R( [0, CC )). We 
will use the proposition that the finite unions of disjoint elements of .Q/(.$) 
form a ring W(.$), which follows [3, p, 851 from the fact that given sets A 
and B in .d(..&, A n B and A - B may be expressed as finite umons of 
disjoint elements of &‘(s?). 
We now present our first result. 
THEOREM 1. Let H: S + M, and let t E R and s E S. Suppose that A.1 IS 
satisfied and that there is a function w E M such that H’S E Y,‘,,(R) and 
I(HP,s)(t)-(HP,s)(t)l < /I~~~(P,-f’,).4 (7) 
,for all a and h ill R. Then 
(a) the limit 
exists fbr almost all 5 in R, 
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(b) the function g(t, ., s) belongs to Y:,,(R), the limit 
lim, _ 5 sYn g( t, z, s) dz exists, and we have 
(Hs)(t) = lim I” g(t, 7, s) dz, 
n-cc -n 
and 
(c) a bound on g( t, ., s) is given bq 
es sup ) g(t, z, s)l d ess sup I w(z) S(Z)/ 
TEA TGA 
for each Lebesgue measurable set A in R, and H has the property that 
(HP,s)(t) - (ffP,s)(t) = j” g(t, 7,s) dz 
a 
for all a and b in R with a 6 b. 
Furthermore, ifws~Y’(R) then g(t, .,s)EZ’(R). 
Notes. (1) If (Hs)(t) can be expressed as in (b) and g(t, ., S)E Z’(R), 
then 
(Hs)(t)=jK g(t, z,s)d~. 
-5 
(2) If WSE Zm(R), then choosing A = R in (c), we have 
ess sup I g( t, T, s)l < esssup /w(z) s(r)1 = II wsll e, 
7ER TER 
so g(t, ., s) E P’“(R) and 
II g(4 .? s)ll x 6 IIWSII c72’ 
(3) Theorem 1 provides a representation for (Hs)( t) for arbitrary t 
and s; it therefore yields a representation for H. Specifically, it is clear from 
the theorem that if there is a function W: S x R x R -+ R such that, with 
w = w(s, t, .), the hypotheses of Theorem 1 are satisfied for each t E R and 
SES, then 
(Hs)(t) = lim j’ g(t, 5, s) dz, tER,sES, 
n-m --n 
where g(t, ., s) is defined as in (a) for each t E R and s E S. It is of course 
sufficient hat there exists W: R* + R such that, with w = w(t, .), (7) and the 
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other conditions are met for each s for each t E R. Such a )V exists in many 
important cases (e.g., see the examples in [2]). 
(4) The conditions under which Theorem 1 holds are essentially 
continuity conditions on H. Hypothesis A.1 asserts that (Hs)(t) is the limit 
of a sequence of differences of responses at t to truncations of s which 
approach s. Condition (7) states that the difference in responses at r to 
truncations of s at points a and h is bounded by the “mass” on the interval 
[a, h] of s multiplied by some weighting function )I’. A careful study of the 
proof of Theorem 1 reveals that these conditions are quite natural for the 
existence of such a representation for H (in fact, we will show in Section 2.3 
that they are equioalent to the existence of this representation). 
(5) Similar observations apply to the other two theorems in this 
section. Further notes on Theorems l-3 appear in Section 2.3. 
Proof’of Theorem 1. The steps in the proof are as follows: 
(x) With .d and & as described above, define an additive [3, p. 911 
set function p: .d + R by the condition that given A E .d with endpoints u 
and h (LI < h), p(A) is the expression on the left side of (7) without the 
absolute value signs. Extend p to an additive set function on :‘A via 
k4lzr)=O 
= i p(A,L 
(8) 
,=I 
where A,, . . . . A,, E .pil are disjoint (@ denotes the empty set ). 
(b) Use (7) to show the existence of positive additive set functions 
,LL + and p ~~ on 8 such that p = p + - p -. Extend ,u + and p to positive 
measures on a o-algebra ,V of Lebesgue measurable sets which are 
absolutely continuous with respect to the restriction of Lebesgue measure 
to L fl, and which are finite measures if KY E ,Y ’ (R). 
(7) Obtain (a) and (c) using the Radon-Nikodym Theorem, proper- 
ties of Radon-Nikodym derivatives, (7), and the positivity of p + and 11 
(S) Notice that (b) follows from (c) and A.l. 
(E) Using the fact that p+ and p are finite measures when 
M’S EY’(R) and the Radon-Nikodym Theorem, show that g( t, ., s) E 
Y’(R) if UJSE Y’(R). 
What follows is a detailed proof of Theorem 1. 
(z) Proceed as described above; explicitly, define p : .d -+ R by 
AA I= (HP,s)(t) - (Hf’,,s)(t) 
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for A Ed, where a and b (a 6 b) are the endpoints of A, and extend p to 
an additive set function on &! through (8). 
(/I) Define a set function cp on the Lebesgue measurable sets A in R by 
cp(A) = s, Iw(z) s(z)1 dz.
It is easily seen [4, p. 231 that cp is a positive measure and cp <II. Notice 
that since WSE Z:,,(R), cp(A) -C cc for each A E JZZ, implying WC T’(cp). 
We use the following lemma to prove the existence of p+ and p-. 
LEMMA 1. For each A ~92, Ip( <q(A). 
Proof of Lemma 1. Given A E zz2 with endpoints a and b, by (7) 
IP( = I(HP,s)(t) - (ffP,s)(t)l 
g /IWfl- Pa)4 
G cp(A 1. 
The lemma now follows from (8). 
Using Lemma 1, we see that the set {p(A): A E 9, A c E} is bounded for 
each E E W; thus [3, p. 1861 ,u may be expressed as p = p + - p , where p+ 
and p- are the positive additive set functions defined on d by 
for EEB. 
Since cp is a positive measure, Lemma 1 also yields 
~+(E)~su~{I~(A)I:AE~,A~E} 
~sup{&4):A~9f,A~E} 
Q cp(E) 
for each E E 9. Similarly, p ~ (E) < cp( E) for each E E 9’. The existence of 
these bounds, which are a direct consequence of the hypothesis (7), allows 
us to conclude that p+ and pL- are a-additive [3, p. 941; for given a 
sequence {A,} in W decreasing to fzr, cp(A,)+O as n + cc and thus 
~+(A,)~Oand~L(A,)~Oasn--,OO. 
Since p+ and p- are o-additive, they may be extended to positive 
measures on o-algebras A’+ and A’ -, respectively, using the Daniel1 
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extension procedure. The extensions can be obtained as follows (see [3] for 
details): 
(i) notice that the linear space W of step functions on A’ is a vector 
lattice satisfying Stone’s Condition, i.e., minj 1, 4) E W for any positive 
46 w 
(ii) infer from (i) the existence of unique positive linear functionals 
j dp+ and 1. dp on W which agree with p + and p on $9 (in the sense 
that ! x 4 (111 +=~+(A)andS~~d~~=~~~(A)foreachA~.~), 
(iii ) extend j . dp + and 1. dp to positive Daniel1 integrals on sets of 
I( + - and p -integrable functions using the Dame11 extension procedure. 
(iv) define the positive measure p + on each /(+-measurable set A( i.e., 
each set A such that x4 satisfies the condition that mid( -f, z (, / ) is 
p +-integrable whenever ,f is positive and p + -integrable) by 
if IA is p +-integrable 
otherwise, 
and similarly for p , 
(v ) define c K + as the a-algebra of p+-measurable sets and similarly 
for .N 
The integrals obtained in step (iii) are Lebesgue integrals by Stone’s 
Theorem [3, p. 331, which applies because Stone’s Condition is met by I+’ 
and thus the constant functions are p +- and p -measurable [?. 
pp. 22-231. We complete the extension of p+ and k to positive measures 
on a a-algebra .A? of Lebesgue measurable sets by defining . R as the inter- 
section of II + , .A/ , and the Lebesgue measurable sets in R. 
To show that p+ and p are absolutely continuous with respect to the 
restriction of Lebesgue measure to -&, which we denote by 1, we shall 
prove that the inequalities p + (A ) < cp( A ) and p (A ) d cp( A ), A E A, above 
hold for each set A E .&’ (the fact that these inequalities may be extended 
is also the basis for the bound in (c) on g( t. ., s), as will be seen in (7) 
below). It is sufficient to show that the inequalities hold for each bounded 
setin.N,becausegivenAE~,A=U,X=,(An[-n,n]),(An[-n,n])E.~ 
for each n, and p+, pL, and cp are o-additive. Thus, suppose A E .A? satisfies 
A c C-N, N] for some N; then x.4 E sP’( R ), and there is a sequence (4,,, I
of step functions on 9 converging a.e. to x.4 which we may assume to be 
supported on C-N, N]. We may write 13. p. 851 
fjm = 1 r!‘n’ ~.pl, 
,=I 
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where each rjm’ belongs to R, Z(m) < “J, and Aim), .,., A:?:, are disjoint 
elements of d. Define 
where 
$m) := I 
i 
1 if rim) > 1 
r!m) 
0’ 
if rjm)E [0, l] 
if ri”‘<O. 
An easy argument shows that $,,, -+ x., a.e. in R as m -+ co. Each 4, is a 
step function on 99 and is thus p +-, p--, and q-integrable, and each $,,, is 
dominated by the p +-, CL--, and q-integrable function xc PN, Nl. Since 
A c [ -N, N], and p+ and p ~ are positive measures, 
and similarly p-(A)< 00, so p+(A)=SxA dp+ and pL(A)=Jxa LIP-. 
Using the Dominated Convergence Theorem, 
= lim $,,,d,u+ 
m-c.2 s 
I(m) 
= lim C y/4 + (A I”‘), 
m-m ,=, 
and similarly 
I(m) 
p(A)= lim 1 P!“)pL(A!“‘), 
m-a ,=, 
I(m) 
q(A)= lim C F!“‘cp(Ai”‘). 
m-CT2 ,=I 
But p’(Ai”‘) < cp(A!“‘) and pL(AiM’) $ cp(A!“‘) for each i and m, so com- 
parison of terms yields p+(A)< q(A) and p-(A) 6 q(A). Then by the 
argument above, p+(A) d q(A) and p-(A) d q(A) for each A EM. 
The absolute continuity of p+and pL- with respect to 1 now follows 
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easily: for if A E.K is ~-null, X(A) = i,(A) = 0, so q(A) =0 and 
p+(A) < q(A) =O, implying p+(A) =0 since pL+ is a poitive measure 
Similarly, ,D (A) = 0. Thus p + < 3: and 1( G 1. 
The last step in (B) is to show that ,u+ and p are finite measures If 
IL’sEY’(R). If n!s~6p’(R), then cp(R)=/j\~sll<‘x and from above 
,u +( I?) 6 q(R) < cx’, so p + is a finite measure on I N. Similarly. 
p (R) 6 cp( R) < x, so p is a finite measure on N. 
(y) By (s), ,u+ e 2 and p 6 x, so, using the RadonNikodym Theorem 
[4, pp. 121, 1231, there are nonnegative (since ,U + and ,LL are positive 
measures) functions g+(t. ., s) and g-(f, ., .s) in Ye,, satisfying 
for each A E< K. The functions g+ (t, ., s) and g (t, ., s) are Radon 
Nikodym derivatives of p+ and pL with respect to 1; it is easily shown [4. 
p. 1401 that 
for all T E R - B, where B is a set of 1 measure zero and therefore satisfies 
E.(B) = 0. Then 
= lim i ((HP ,+,s)(t)- (HP,.S)(f)) 
0-00 
for almost all r in R. Thus, defining g( t, ., s) = g + (t. . . s) - g (t. ., s), we 
have (a). 
Now let A be a Lebesgue measurable set in R, and define 
B:={z~A:g+(t,r,s)>esssupI,r(r)s(r)jj; 
rt 1 
since g+(t,.,.y) is X-measurable, B:E.N, so using p’(B:)<cp(B: I 
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(which was shown in (B) to follow from (7)) and the fact that X(B;) = 
A(B,+ ), unless X(B,+) = 1(B,+) = 0 
esssup Iw(r)s(r)l .X(B:)</ g+(t, .,s)dx 
TEA 4 
=p’(BA+) 
d cp(B,f) 
dess sup IN(Z) s(r)1 X(B,f), 
TEA 
an impossibility, so il(B,+ ) = X(B,+ )= 0. Similarly, 
~({TEA: g-(1, r,s)>esssup ~w(r)s(t)~})=O. 
re.4 
Then since g’(t, ., s) and gP (t, ., s) are nonnegative functions, 
ess sup 1 g(t, r, s)l 6 ess sup Iw(t) s(r)). 
TEA TCE 4 
Given a and b in R with a < b, by (9) 
(ffPhsNt) - (ffP,s)(t) = ACa, bl) 
=p’(Ca, bl)-pp(Ca, bl) 
= 
I (s’(c .? s)- g-cc .? s)) LdJ cu,h3 
= 
I [ u. 
b, dt, ., s) dx. 
The following simple proposition now establishes (c), since g(t, . . s) . xA E 
T1(x) for each A E ,c9. 
PROPOSITION 1. Given f~ Z”(x), one has f~ P”(R) and 
j’= f(z) dz = jfdx. 
-x 
Proof of Proposition 1. Suppose f E U’(x) is nonnegative; then there is 
a sequence {bn} of x-simple functions increasing pointwise off such that 
Jf dX=lim,,, f 4, dx < 00. Since each set in ~2’ is Lebesgue measurable, 
each b,, is a A-simple function, and since /z = 1 on A/, 
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for each IL Then by the Monotone Convergence Theorem, f~ Y’(R) and 
The proposition follows from the observation that each f’~ U’(x) is the 
difference of two nonnegative functions in L“‘(z). 
(6) As stated above, (b) follows easily from (c) and A.l. 
(c) If 11’s E Y ‘(R), then, as shown in (/3 ). p + and p are finite measures 
on . //. By the Radon-Nikodym Theorem, g+ (t. . . s) and go- ( f, ., .s) are in 
Y’(Z), so g:(t, . . .T)E.~‘(~) and g(t, ., s)EY’(R) by Proposition 1. 
This completes the proof of Theorem 1 
Now consider systems whose inputs and outputs are defined on the half 
line [0, x8 ). An examination of the proof of Theorem 1 reveals that similar 
results hold for the case in which H maps 3 to k and A.1 is replaced with 
A.2. With regard to A.1 and A.2, recall that we use the relation 
(H.r)(t)= lim p([-n,n])= lim “‘I g(t,7,s)d~ I,-- r ,1 ~. I ! ,, 
in the proof of Theorem 1. This corresponds in the half line case to 
(Hs)(t)= lim (HP,,s)(t) 
n + % 
= (HP,s)(f) + lim p( [0, II]) 
,I -+ T 
= (HP,s)(f) + lim 1’ g(t, t. s) cls. ,,‘I ,, 
THEOREM 2. Let H: 3 -+ iii, and let t E [O. 1-m) and s E 3. Suppose that 
A.2 is satisfied and that there is a fztnction w’ E fi such that +t’s E sP,‘O,CO, x ) 
and 
I(HP/,s)(t)- (HP,,s)(t)l d IlMPh- P,)sll 
for all a and b in [0, CC ). Then 
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(a) the limit 
exists for almost all T in [0, c0), 
(b) the function g(t, ., s) belongs to .Y,‘,,(O, co), the limit 
lim,, x j: g( t, z, s) dz exists, and \ve have 
(Hs)(t) = (HP,s)(t) + lim 1” g(t, z, s) dq 
n + ix, (J 
and 
(c) a bound on g( t, ., s) is given hi 
ess sup I g(t, T, s)l Gess sup Iw(r) s(r)1 
TEA 7 t .4 
for each Lehesgue measurable set A in [0, oo), and H has the property that 
(HP,sNt) - (HP,s)(t) = jh g(t, z, $1 dz LI 
for all a and b in [0, cc) with a < b. 
Furthermore, if ws E Y’(O, CC’) then g(t, ., s) E Y’(O, CG). 
2.2.2. Theorem 3 
We now address the matter of extending Theorem 1 to cover the case of 
maps of functions defined on R”. This requires an increase in notational 
complexity. For the sake of clarity, we present a discussion of the changes 
needed in Theorem 1 for the special case of maps defined on R2, briefly 
describe extensions of these changes to the general case, and then present 
Theorem 3. 
The following notation is used in connection with Theorem 3. Let M, 
denote the set of functions f: R” + R. Given t in R”, we define the trunca- 
tion operator P,: M, -+ M, by 
f, G 7’) . ..) tm < 7, 
otherwise 2 fEM, 
(here and subsequently in this paper, t, denotes the ith component of the 
m-vector z = (zr, . . . . tm) E R”, and similarly for t E R”, etc.). Let S, denote 
any set of functions in M, satisfying S, c Y”(R”) which is closed under 
P, for each z in R”. Define IV, as the set of piecewise-constant functions 
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of bounded support in M,,. Let G$, denote the set of bounded intervals m 
R” (an interval in R” is the direct product of intervals in R). As was the 
case with d and d in Section 2.2.1, the finite unions of disjoint elements 
of z& form a ring S&, because given sets A and B in .4,,. A n B and .4 - B 
may be expressed as finite unions of disjoint elements of C&,. 
It is clear from the proof of Theorem 1 that a first step in obtaining a 
Theorem l-like result for the two-dimensional case is to give a map 
analogous to p that is additive [3, p. 911 on rectangles in the plane. 
Loosely speaking, the left side of (7), without the absolute value signs, 
expresses the “mass” of (HP, ,s)(t) on an interval with endpoints u and h 
(a <h) as the difference between the mass to the left of h and the mass to 
the left of a. In two dimensions, we might obtain the mass of (HP, ,s)( t) 
on a rectangle A with vertices (a,, a,), (a,, h,). (h, , a,), and (h, , h, ) 
(a, d h,, u> d h,) as the mass to the left of and below (h,, h2), less that left 
of and below (~1,. b,), less that left of and below (h,, u?). plus that left 01 
and below (a,. u,), which would have been subtracted twice. Expressed 
formally. 
p(A) = (Hf’/,,,~)(t) - (HP,,.,,s)(r)- (HP,,.,,,.~)(t) + (Hf’,,,~)(f) 
I 
= c i (-l)“‘~I~,~h,(HP,,,+,,,,, ‘l, ).u: + q1h: ,,,,.s)(r). 
,,=o ,-=o 
The map p defined on S& by this expression is additive, and the expression 
A,,,,(s, t) given by 
where u = (ui, uz), h= (h,, b,), is a suitable analog of the expression 
between the absolute value signs on the left side of (7). Note that, if H is 
linear (i.e., H can be extended to a linear map on the linear space generated 
by S2) and xrul.b,l y [a2,h21Ls E &, then 
We now need a condition analogous to the hypothesis concerning (7) in 
Theorem 1. The expression (7) has the interpretation that the “mass” of 
(HP, ,s)(l) on the interval [a, h] is bounded by the mass of H’S on [u, h]. 
where M‘ is a weighting function. Thus, proceeding as in the paragraph 
above, we are led to the hypothesis that there is a function H’ E A42 such 
that 1~s EU,‘,,( R2) and 
for all u=(u,.u,) and 6=(h,,h,) in R’ such that u,dh, and u?<h, 
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Notice that if H is linear and x~~,.~,, x Cuz,b21~ B Sz, this condition becomes 
In terms of this condition and A.3, an appropriate modification of A.1 
given below, we obtain for H: Sz -+ MZ, t E R”, and s E S, a result very 
similar to Theorem 1. The most significant change in the conclusion occurs 
in the definition of g(t, ., s); for since we are dealing with functions on R2, 
for almost all r in R’, where 6 = (B, a) E R2. 
For the general m-dimensional case, we define 
Au&, t)’ t, . . . i (-l)fm+zL~i) 
I, =o I, = 0 
’ (Hpui+,,,b,- UI). .a,+r,(b,-c&)(t) (10) 
for a = (aI, . . . . a,) and b = (b,, . . . . b,) in R”. This expression is additive on 
intervals in R”. 
We refer to the following hypothesis, which is an extension of A.l, in 
Theorem 3: 
A.3. The limit lim,, 3c A-,.,(s, t) exists and equals (Hs)(t), where 
n” = (n, . ..) n). 
Continuing as in the 2-dimensional case, we arrive at the following. 
THEOREM 3. Let H: S, + M,, and let t E R” and s E S,. Suppose that 
A.3 is satisfied and that there is a function w E M, such that ws E 9;,,( R”) 
and 
lAo,b(S> t)l d iWX[ol,b,]x x [q,,.b,] s/l 
for all a = (a 1, . . . . a,,,) and b = (b,, . . . . b,) in R”. Then 
(a) the limit 
g(t, z, s) := lim 4 Ar,r+d(~, t) 
a-OtS 
exists for almost all z in R”, where d = (a, . . . . a) E R”, 
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(b) the fimction g(t, ., s) belongs to Y;OL(R”), the linzit 
liw+ I Jr ,z.nl m g t, z. s) do e.uists, and we huve ( 
(Hs)(t) = lim J’ g( t. 5. s) d7, II - ‘I [ w. r,]“’ 
and 
(c) u bound on g(t, ., s) is giverz b>, 
f‘or euch Lehesgzre nzeasztrable set A in R”, arzd H lzas the propert?* that 
,F(t, TV, . . . . T,,,. s) dr,,, dT, 
for all u = (u, , . . . . u,, ) and h = (b, , . . . . b,, ) in R”’ such that u, < h,, i = 1, .._, III, 
Furthermore. if ws E Y’(R”) then g(t, ., s) E sY’( R”‘). 
2.3. Notes on Theorems l- 3 
Examples of the application of the results in Section 2.2 (and those in 
Section 2.4) are given in [2]. As is mentioned in the Introduction, it is 
shown there that g- and h-representations exist for a large class of maps 
that have Volterra series representations. 
Theorems 1-3 are related to Theorem 1 of [ I], which was proved using 
the fact that an absolutely continuous function is an indefinite integral of 
its derivative. Most of Theorems 1 and 2 may be obtained in this way by 
noticing that their hypotheses imply the absolute continuity of (HP, ,s)( t) 
and continuing as in [I]. However, our Theorem 1 addresses the doubly 
infinite interval case, and this is not considered in [ 11. Also, our 
Theorem 2 is more general than Theorem 1 of [ 11, which is in fact a conse- 
quence of the following corollary to Theorem 2 (in this connection, see 
Corollary 3 below). Let ,$ denote any set of functions in I@ such that 3’ := 
i P,s: SE 3, t E [0, co)} satisfies the conditions in Section 2.2.1 on a set 3 
and ,!?c 3 (for example, we could take 3 to be the set of all measurable 
functions in iii whose truncations are bounded in Y “(0. rx; ) norm ). 
COROLLARY 1. Let H: 3 -+ fi be causal, und let t E [O, ‘r; ) and s E .$ 
Szcppose that there is a .furzction w E I@ sudz that tt’.~ E P',',,(O, x ) and 
I(HP,s)(t)-(HP,,s)(t)l d II)dPh- P,)sll 
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for all a and b in [O, t]. Then the conclusions of Theorem 2 hold, and we 
have 
(as) = (HP,s)(t) + ?” g(t, z, s) dz. (11) 
0 
Proof of Corollary 1. Since (Hs)(t) = (HP,s)( t) and (HP,s)(t) = 
(HP,s)(t) for n 2 t by causality, and since P,s E F?, A.2 holds and the 
conditions of Theorem 2 are met for the input P,s. Now consider ( 11); by 
(c) of Theorem 2 and the causality of H, 
(HsNt) = (Hf’,s)(t) 
= (HP,s)( t) + j; g(t, 7, s) dT. 
This completes the proof. A similar corollary to Theorem 1 is easily 
obtained. 
If H is time-invariant and 3 meets some typically mild additional 
hypotheses, the term (HP,s)(t) vanishes in representations for H, as is 
shown by the following result. 
COROLLARY 2. Let H: 3 -+ fi, and suppose 3 contains 8 and is closed 
under the delay operator T,.,. If H is time-invariant and the conditions of 
Theorem 2 are satisfied for each t > to for some to E [0, CQ) and for every 
s E 3, then we have 
(Hs)(t) = J&tmrn ji s(t, T, s) dT 
for each t > to and all s E 3. Zf, in addition, H is causal, we have 
(Hs)(t) = j; g(t, T, s) dT> t>t,,s& 
Proof of Corollary 2. Let t B to and s E 3; we need only show that 
(HP,s)(t) = 0. Consider HT, P,s for 1> 0; since the conditions of 
Theorem 2 are met for Tj, P,s E 3 and fl3 to, there is a w E &i such that 
I(ffP,, T,PosNB) - (Hf’,,,z,~ T>.f’os)(P)l 
= I(HT,Pos)(B) - (He)(P)1 
< IIw(Pzn-Pc,,z,i.) TAPosII =O, 
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so (HT,P,s)(/I)= (Ho)(B) for all /?a t,. But since Ho= HT,6r for each 
LY > 0, H0 = 8 by the time-invariance of H, and thus (HT,P,s)(P) = 0 for all 
b > t,. Therefore choosing /I = t + 1 and using the time-invariance of H 
once again, (HP,s)( t) = (HT. P,s)( t + II) = 0. The corollary follows from 
Corollary 1. 
The integral representations for H provided by Theorems 1-3 are inter- 
esting for at least two reasons. First, these representations are natural 
generalizations of integral representations for linear maps. In fact, we will 
see in Section 2.4 that maps H: S + M satisfying the conditions of 
Theorem 1 and some additional conditions for t E R and SE S have 
representations of the form 
(Hs)(t)= lim h( t, T, P, .F) s(s ) dr. 
PI - 7 ,I 
which more closely resemble representations for linear maps. Second, 
Theorems l-3 can be used to show that certain general linear maps have 
integral representations; e.g., that subject to certain assumptions, linear 
maps H of functions s defined on R have the representation 
(Hs)(l)=)im= j’i /Z(LT)S(Z)~L tER, 
,I 
where h( t, .) is an “impulse response” defined by 
h(t,~)=!‘_m,(HT,,c,I(t) (12) 
for almost all T in R. These results can be obtained from Theorems l-- 3 by 
taking an approach similar to that used to prove Theorem 2 of [ 11. 
As just indicated, if a linear map H satisfies certain conditions, it pos- 
sesses an “impulse response” h( t, .) for t E R defined by ( 12) for almost all 
r in R. It can be shown (see the proof of Theorem 2 of [ 1 ] for a similar 
case) that for this type of H the conditions of Theorem 1 are met for each 
t and each essentially bounded a.e. continuous input s, and that 
g(t, 5, S) = h(t, T) J(T) 
= !i,” (HT,tv,)(t) S(T) 
g(t, T, s) = lea i ((HQ,.,s)(r) - (HP,s)(t)) (13) 
for almost all r in R. Here g(t, e, s) has the interpretation that it is the 
response of H at time t to an impulse of strength S(T) applied at time r 
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This provides motivation for the following result, which gives conditions 
under which g(t, r, s) may be defined as in (13), and thus in terms of a 
generalization of the familiar impulse-response concept, without the 
assumption of linearity of H. The result is stated as a corollary to 
Theorem 1; similar corollaries to Theorems 2 and 3 are easily obtained. 
COROLLARY 3. Let H: S + M, and let t E R and s E S. Suppose that the 
conditions of Theorem 1 are met, and suppose further that s is continuous 
almost everywhere in R and that for almost all z in R, Qr,Os E S for C-J > 0 
sufficiently small. Finally, suppose that there is a constant K, such that for 
almost all 5 in R and a > 0 sufficiently small, 
l(HQ,,,s)(t) - WP,+,s)(t)l G K ll(Qr,o - f’,+,)sll. (14) 
Then 
;‘rro; ((HQ,,,s)(t) - (Hf’,s)(t)) 
exists and equals g(t, z, s) for almost all t in R. 
Note. With regard to the reasonableness of the hypotheses of 
Corollary 3, it is of course true that most (if not all) signals s of interest as 
system inputs are a.e. continuous. The expression (14) is a continuity 
condition similar to (7). 
Proof of Corollary 3. The corollary follows from the observation that at 
a point of continuity r of s at which (14) holds and Q,,,sE S for g > 0 
sufficiently small, 
i IWQ,,s)(t)- (HP,+,sNt)l +t 1”” Is(P)-s(z)1 dP+O 7z 
The function g( t, ., s) defined in Theorems l-3 may be defined in several 
equivalent ways (see the sections on “nicely shrinking sets” in [4, 
pp. 14&141]). For example, under the conditions of Theorem 1, the limit 
lim A ((HP,s)(t)- (HP,-,s)(t)) 
VdOU 
exists and is equal to g(t, r, s) for almost all r in R, because the set 
[r - u, 21 shrinks “nicely” to r as 0 + 0. Similarly, in R* the set 
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CT** z,+a]x[t,,z,+a,]shrinksnicelytot=(z,,s,)asa-tO,sounder 
the conditions of Theorem 3 
for almost all ~ in R’. However. [z,, t, + CT] x [rz. t, + a’] does not shrink 
nicely to 5 as 0 + 0, so we may not define g( t, ., s) in terms of 
A r.r+,cr.6~,(S> f). 
We now present an example to show that in some cases Theorem 1 
provides g-representations only as limits, i.e., that in some cases g( t, . . s) is 
not in Y’(R) (similar examples pertaining to Theorems 2 and 3 are easily 
constructed). Let S consist of the unit constant function 1 and its trunca- 
tions xc ~ ,U3 for a E R, and define H: S --f A4 by 
for each s E S and t E R. Pick s = 1 and t = 0; then 
and the conditions of Theorem 1 are clearly satisfied with 1~ EM defined by 
sin T 
U'(t)=- c ’ 5 E R. 
Thus Theorem 1 holds, and it is easily seen that g(0, 5, 1) = u.(r) for almost 
all t in R; but IV is not in Y’(R), so ST, g(0, z, 1) dT is not defined, and 
we have an integral representation for (Hi)(O) in terms of g(0, ., 1) only as 
a limit. 
Theorem 1 provides sufficient conditions for the g-representations 
described there to exist. These conditions are also necessary; for if the 
conclusions (a)-(c) of Theorem 1 hold, given H: S -+ h4, t E R, and s E S, if 
we define IV by 
g(t, 5, S) 
47) 
if S(T) # 0 and g( t, T, .F) exists 
M’(Z) = 
lo otherwise, 
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ws E dip,‘,,(R) and (7) is satisfied for all a and b in R by (c), and A.1 is 
clearly satisfied by (b) and (c). Thus we see that the conditions of 
Theorem 1, which are essentially continuity conditions on (HP, ,s)(t), are 
in fact equivalent to the existence of the g-representation for (Hs)(t) 
described in Theorem 1. Similar statements can be made concerning 
Theorems 2 and 3. 
2.4. h-Representations 
In this section we give conditions under which the integral representation 
obtained in Theorem 1 takes the form (5) (conditions under which the 
representations in Theorems 2 and 3 take similar forms are easily obtained 
by following the development in this section). 
Let H: S + M, and let t E R and s E S. Assume that the conditions of 
Theorem 1 and Corollary 3 are met, and that the following additional 
hypothesis is satisfied (recall that P,s + s(7) xc,,,+,, = Qr,~s): 
A.4. Thereisamap L,:RxSX(~.X,:~ER,AESZZ}-+R~~~~ that 
(a) for almost all 7 in R 
; ((ff(f’,s + s(7) xc,,r+n,))(t) 
- (HP,s)(t) - LAf> Pa s(7) xcr.r+o,)) -+ 0 
as (T+O, and 
(b) L, satisfies the homogeneity condition that for /?E R, 
LH(C PTSY BX,r.r+o,) = PLH(f, PA X(r,r+o,). (15) 
It follows from Theorem 1, Corollary 3, and A.4 that the limit 
lim LH(t, P,s, s(7) T,w,) 
0+0 
exists and coincides with g(t, 7, s) for almost all 7 in R. Then with 
h(t, ., P,.,s) defined by 
lim LH(tr P,s, T,w,) if the limit exists 
h(t, 7, PJ) = a+’ (16) 
0 otherwise 
for 7 in R, one has 
At, 7, s) = h(t, 7, P,s) s(7) 
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for almost all r in R. We thus have the following theorem, which is related 
to a result in [l] (with regard to the result for causal maps, see 
Corollary 1). 
THEOREM 4. Let H: S -+ M, and let t E R and s E S. Suppose the condi- 
tions qf Theorem 1 and Corollary 3 are met. and suppose that A.4 holds. 
Then we have 
(Hs)(t)=,![mx j’ h(t,t,P,s)s(~ldT, 
n 
where h(t, ., P, ,s) is defined by (16). In particular. if w in Theorem 1 
satisfies M’S E 2”(R), or if H is causal, then 
(Hs)(t)= 1% h(t, 5. P,s)s(s) dT 
-I 
or 
(Hs)(t)= lim i’ h(t, T, P,s)s(t)dT. 
n-r -jq 
respectively. 
The function L,(t, P,s, .) often has a natural interpretation in terms of 
the concept of linearization. Indeed, if the map Lu(t, Prs, .), assumed in 
(b) of A.4 to satisfy a certain homogeneity condition, is in fact linear, then 
L,(t, PTs, T,u’,) has the interpretation that it is a linearization of the 
functional H(. )(t) at the point P,s for the increment T,M’,. Of course, 
if we drop the supposition that L&t, P,s, .) is linear, a corresponding 
interpretation holds in terms of what might be called the concept of 
“homogenization.” In light of (16), h(t, r, P,s) has the interpretation that it 
is the response at time t to an impulse at time r of the linearized or 
“homogenized” system described by LH( ., P,s, . ). We thus have a natural 
extension of the concepts of impulse response and integral representation 
for nonlinear maps satisfying the conditions of Theorem 4 (or nonlinear 
maps of functions on [0, co) or R” satisfying similar conditions). An 
example of a large class of such maps is given in [Z]. 
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