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Рассмотрен класс сеточных вариационных неравенств, которые мо­
гут быть записаны в форме следующей системы уравнений (включе­
ний) в RN: 
Аи+ В1 + б = f; 1 Е Си, б Е Dи, (1) 
где А, В - М-матрицы и С, D - диагональные максимально моно­
тонные операторы. Схемы конечных элементов и конечные разност­
ные схемы для различных задач со свободными границами сводятся к 
конечной разностной схеме (1), неявной сеточной схеме (с фиксирован­
ным временем) для задачи Стефана с заданной конвекцией. доказаны 
существование и единственность решения задачи (1), а также возмож­
ность применения к ней конвергенции итерационных методов релакса­
ции, включающих альтернативный метод Шварца и метод мультирас­
щепления. Итерационные методы, основанные на. декомпозиции облас­
тей для линейных уравнений, подробно рассмотрены в книгах [1, 2] . 
Более общий случай задачи (1) с любыми М-матрицами В и D = О 
изучен в [3] . 
Предположим, что 
т. е. 
А, В являются М - матрицами, 
С, D- диагональные максимально 
монотонные операторы в RN, 




где е; , d; - одномерные максимально монотонные операторы . Исполь­
зуем систему обозначений: и » О для покомпонентно упорядоченных 
векторов , т . е. и » О <=? и; ;:::: О '</i, и аналогично В » О <=? Ь;j ;:::: 
О '</i , j. Далее предположим, что существуют нижнее и верхнее реше­
ния (у,]_ , Q:), 1 Е Сц, Q: Е Dy,_, (и, :у, о), "'У Е Си, б Е Du задачи (1) : 
(ц, ]_ , ~) « (и, "(, <5) , Аз.t + В1 + ~ « f «Аи+ В:у +о. (4) 
Доказана 
Теорема 1. Если выполнены условия {2)-(4) , то уравнение {1) име­
ет решение (и , [, о) для любого f Е RN . 
Предположим теперь, что 
А , В - слабо доминирующие по столбцам 
диагональные матрицы. (5) 
Имеет место 
Теорема 2. Пусть выполнены условия {2) - (5), а также одно из 
следующих условий: 
{а) А или В - cmpozo доминирующие по столбУ,ам диагональные 
матри'Цы; 
или 
{Ь) С либо непрерывно монотонный, либо строго максимально мо-
нотонный оператор; 
или 
{с) 3а > О: А-аВ - слабо доминирующая по столбцам М-матрица. 
Лопустим, -что (и1 ,')' 1 , о 1 ) и (и2 , ')'2 , о2 ) - решения урав'Ненuя {1) с 
правыми -частями f 1 и / 2 соответственно. Тогда из условия f 1 » f 2 
следуют керавенства и1 » и2 , -у 1 » 12 , о1 » 82. 
Используя теорему 2, можно доказать монотонную сходимость ите­
рационных методов блочной релаксации к решению задачи (1), когда 
начальное приближение совпадает с верхним или нижним решением . 
Пусть А = АЪ - Ai, В = ВЬ - Bi есть расщепления матриц для 
l = 1, 2, . ",р, причем А, В таковы, что: АЪ, ВЬ - М-матрицы, А~ >> 
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О, Bi »О. Пусть также Е1 »О - диагональные матрицы, Ef=1 Е1 = Id 
- единичная матрица. Рассмотрим методы расщепления для решения 
задачи (1) : 
Т/f+ 1 Е Cvf+1, бf+1 Е Dvf+1 l = 1, 2, " "р; 
р р р 
uk+l = L E1vf+1; "Yk+l = Е E111f+ 1; бk+l = L E1t5f+1 (6) 
1=1 1=1 1=1 
для k =О, 1, 2, ". с начальным приближением (u0 , 1°) . 
Теорема 3. Пусть выполнены условия теоремы 1 д.ля зада'Чи (1) и 
услов ·ие (с) теоремы 2, а также совместимы расщепления матриц А 
и В : 
'r/l 3а1 > О : Аь - azBb - слабо преобладающие no столбцам диаго­
нальные М -матрицы. 
Тогда: 
(а) итерационный метод (б) может быть применен для любого на­
-чального приближения ( u0, 1°) из упорядо-ченного интервала 
< (.и , 1) , (и, 'У) >; 
(Ь) если (u0,1°) = (u,>y) ((u0,,0) = (u,1)), то последовательность 
{( uk' ')'k, ok)} монотонно сходится снизу {сверху) 'К единственному ре­
шению (и• , 1•, б*) задачи {1} . 
Рассмотрим теперь вариационное неравенство, которое можно трак­
товать как упрощенную модель фильтрации жидкости в пористой сре­
де под действием силы гравитации по направлению х 1 и с граничным 
условием полупроницаемости на части границы . 
Пусть n = (О, 11) х (О, l2) - прямоугольная область с границей дП = 
Го u Г1 u ГN u г,, где Го = {х Е an : Х1 = О}, Г1 = {х Е an : Xj = 
11} , ГN = {х : О < х1 < l1; х2 = О}, Г, = {х : О < х1 < l1; х2 = 
l2} . Пусть далее V = {и Е Н1 (Щ : и(х) = ОвГ1}, V 0 = {и Е V : 
и(х) = ОвГо}, vz ={и Е V: и(х) = z(х)вГо}, где z(x) > О - заданная 
функция . Определим также замкнутое выпуклое множество К = {и Е 
v• : и(х) ~О в Г,} и поставим задачу : найти и Е К, 1 Е L00 (П) , такие , 
что 
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-div(k(x)'Vu(x)) + д1/Dх1 =О; 
1(х) Е Н(и(х)) , Vx Е П; 
и(х) = z(x) в Го, и(х) = Ов Г1 , ди/дп(х) =О в ГN; 
и(х) ~О , ди/дп(х) ~О, и(х) · ди/дп(х) =О в Гs 
(7) 
с единичным вектором п наружной нормали к дrl. Здесь Н (.) - макси­
мально монотонный оператор функции Хевисайда, k(x) Е С(Щ, k(x) ~ 
ko >О Vx Е П. 
Для решения задачи (7) описанным итерационным методом были 
проведены численные эксперименты на сетевом кластере с применени­
ем параллельнных вычислений . Численные эксперименты подтверди­
ли сходимость метода. Средняя невязка, вычисляемая на каждом шаге 
итерационного метода для всех точек области n, монотонно стремилась 
к О . Для достижения среднего значения невязки R < с: = 10-з требо­
валось около 300 итераций. При расшеплении области rl и распарал­
леливании вычислительного процесса достигался результат ускорения 
до 250% от времени работы на одном компьтере. 
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