Recent years have seen a spike in New Zealand's road death toll, a phenomenon also seen in some other countries such as Australia. This paper analyses the short-run impact of fuel prices on road accident outcomes in New Zealand, including the numbers of road deaths, accidents, and injuries. Using data for the period 1989-2017, we find a negative relationship between fuel prices and key road-risk outcome variables, including the number of road deaths. There are similar results for models in levels and first differences. The number of serious injuries to cyclists tends to increase when fuel prices are high, however. Lower fuel prices appear to have contributed to New Zealand's recent uptick in road accidents, pushing against the long-term trend of improved road safety.
Introduction
Around seven people per 100,000 population are killed in road crashes in New Zealand every year, a higher rate than Australia (five per 100,000 population; OECD, 2017). The annual total social cost of road crashes in New Zealand -including costs of injury -has been estimated at over 3.7 billion New Zealand dollars (New Zealand Ministry of Transport, 2013 Transport, , 2017 . There has been an uptick in road crashes and deaths in New Zealand in recent years, a phenomenon also seen in some other developed countries including Australia, the United States, and Great Britain. This has drawn renewed attention to what has long been considered a pressing policy priority.
At the centre of New Zealand's road safety policy is the Safer Journeys campaign, launched in 2010. Safer Journeys is a multi-pronged strategy with the goal of "a safe road system increasingly free of death and serious injury" (New Zealand Ministry of Transport, 2013, p. 3). New Zealand also has more specific goals such as "zero fatalities and reduced serious injuries for people who cycle" (Cycling Safety Panel, 2014, p. 8) .
Road accidents are a function of factors including road user behaviour, road characteristics, vehicle characteristics, and the distances driven on roads by different types of drivers.
Research has also shown that, behind the scenes, economic variables can affect underlying road accident risk exposure. Among these, fuel prices and key macroeconomic measures such as the unemployment rate have been the focus of prior studies of road accidents in the United States (e.g. Grabowski and Morrisey, 2006; Chi et al., 2011; 2012; 2013; 2015; Robertson, 2018 ) and other countries (e.g. Ahangari et al., 2014; Burke, 2014; Burke and Nishitateno, 2015; Burke and Teame, 2018) .
The most obvious channel via which fuel prices might influence the number of road accidents is by affecting travel distances. When fuel prices are low, people are likely to drive more, exposing themselves to additional road accident risks.
Fuel prices could also influence the number of road accidents per kilometre travelled. For example, lower fuel prices could free up space in household budgets for spending on alcohol, which could lead to more alcohol-related accidents. Lower fuel prices may also induce more dangerous driving styles involving more rapid accelerating and braking, on account of reduced concern over fuel economy. The demographic mix of drivers could also evolve when fuel prices change; lower fuel prices could lead to a disproportionate increase in road travel by young drivers, for instance, who are statistically more likely to crash.
The effects of fuel prices on road accidents may vary by transport mode. When fuel prices are high, drivers may substitute to fuel-efficient modes such as motorcycles and bicycles. One might expect fewer car accidents, but more motorcyclist and cyclist accidents, although we note that the number of motorcyclist and cyclist accidents is also affected by the number of cars and other vehicles on the road. Studies for the United States show that higher gasoline prices can indeed lead to more motorcycle fatalities in that country (Hyatt et al., 2009; Wilson et al., 2009; Zhu et al., 2015) . Motorcyclists and cyclists are particularly vulnerable road users (Nishitateno and Burke, 2014) , although they only accounted for 24% and 3% of road-crash hospitalisations in New Zealand in 2016, respectively.
In this paper we present the first detailed analysis of the effect of fuel prices on a range of short-run road accident outcomes in New Zealand. A report to the New Zealand Ministry of Transport (Keall et al., 2012) and a follow-up report by Infometrics (2013) investigated factors causing a dramatic drop in the number of road fatalities in New Zealand in 2011, but did not investigate the effect of fuel prices on outcomes other than fatalities. These reports found that the drop in road deaths was due to a return to trend, higher fuel prices, higher real wage rates (real wages per unit of time), lower motor cycle registrations, and a substantial unexplained component. Other studies for New Zealand have found some evidence that real gross domestic product per capita is a significant short-run factor in explaining fatal crashes (Scuffham and Langley, 2002; Scuffham, 2003) . This paper is a companion to a paper for Australia (Burke and Teame, 2018) Our empirical approach uses national time-series data. We obtain generally similar results using several estimation approaches, including an instrumental variable strategy and a 1 See http://roadsafety.gov.au/performance/files/ToR-Inquiry-into-National-Road-Safety- Strategy-2011 Strategy- -2020 specification in first differences. Our approach complements international studies using cross-sectional or panel data for a sample of countries (e.g. Ahangari et al., 2014; Burke and Nishitateno, 2015) . One advantage of studying New Zealand is that relatively comprehensive road transport data are available, including data on vehicle-kilometres travelled by the motor vehicle fleet (including motorcycles) in recent years. The vehicle-kilometres travelled data are estimates based on odometer readings taken during inspections for certificates of fitness or warrants of fitness (New Zealand Ministry of Transport, 2018) . The data indicate that the increase in New
Zealand's road death toll was not solely due to an increase in vehicle-kilometres driven.
Comparing 2016 to 2013:
• Road deaths increased by 30%.
• The number of vehicle-kilometres driven increased by 11%.
• The number of road deaths per vehicle-kilometre driven increased by 19%.
• The average real fuel price fell by 23% (among other developments). Lower fuel prices likely bring a number of costs outside the sphere of road safety, including road congestion and pollution from additional road transport flows. Using New Zealand data, Shaw et al. (2018) find suggestive evidence of a modest (albeit non-significant) reduction in air pollutants when petrol prices rise. We also note that there are numerous benefits of lower fuel prices, including expanded consumption possibilities for consumers. Producers also often benefit, especially when fuel costs are important inputs to production. Our focus in this paper is on implications for road safety rather than broader effects on overall consumer welfare.
Method and data

Unit root tests
Before proceeding to select a model form, we first conducted tests for unit roots in our key data series. We use a two-step process. The first is to deseasonalise the data by estimating the following equation:
where ln is the natural logarithm of a road crash outcome variable or the real fuel price, and is a set of binary variables for the month of the year. There are 11 monthly binary variables, with i = 1 to 11, as one month is dropped to avoid perfect collinearity. We save the residuals, ̂.
The second step involves augmented Dickey and Fuller (1979) regressions on ̂, choosing a lag order p, as in equation 2. We utilise lag lengths chosen by the Bayesian information criterion so as to address potential serial correlation in the error term. We restrict the maximum number of lags to six to avoid low test power. There has been considerable debate about the many different options for choosing the lag length and the maximum lag length for unit root tests, and it has been noted that these tests can be sensitive to specification choices (Ng and Perron, 1995; Ng and Perron, 2001 ). We include trend terms for variables that appear to display a trend, based on Figure A .1 in the Appendix. This includes our main dependent variable (log road deaths). Our unit root tests use the maximum series length that we have access to for each variable, and data of monthly frequency in order to utilise as large a dataset as possible.
The results of the augmented Dickey-Fuller tests for each of the dependent variables and the key independent variable of the log real fuel price are shown in Table 1 . The tests reject the null of a unit root at the 5% level for most of the variables. Importantly, for our two key variables (log road deaths, and the log real fuel price), a unit root is rejected at the 5% level.
Note that a unit root could not be rejected at the 5% level for the nominal fuel price, but that our analysis uses the deflated series.
As a check on the augmented Dickey-Fuller tests, we also carried out alternative unit root tests. A Phillips and Perron (1988) test rejects the null of a unit root in log road deaths at the 1% level of significance. Using the Kwiatkowski, Phillips, Schmidt, and Shin (KPSS) test (Kwiatkowski et al. 1992) , we cannot reject the null of stationarity of log road deaths at the 1% level. These tests thus provide evidence against strong unit root behaviour in our dependent variable, instead pointing towards trend stationarity. In contrast, an Elliot, Rothenberg, and Stock (1996) test cannot reject the null of a unit root in log road deaths at the 1% level of significance. We thus have somewhat conflicting results. All of these tests are available in the online Stata code.
Given the evidence from the augmented Dickey-Fuller test (and two of the additional tests)
that log road deaths is a trend stationary variable, we initially estimate a model in levels.
Noting the sensitivity of unit root testing, however, and as a check on the robustness of our results, we will also show estimates in first differences. Our high-level findings are similar using either approach. Note that Burke and Teame (2018) also did not find strong evidence in favour of unit root behaviour in log road deaths or the log real gasoline price for the case of Australia. Unit roots are also rejected for monthly traffic crashes in a study for Minnesota in the US (Chi et al. 2013) . (1) 
and (2). Lag length chosen by Bayesian information criterion (BIC), with a maximum lag length of six. Inclusion of a trend term is based on visual inspection of Figures for each variable (shown in the Appendix).
The critical values at the 10% level of significance are -3.13 when a trend is included and -2.57 when there is no trend. Test statistics that are more negative than the critical value allow rejection of the null hypothesis that there is a unit root. Each sample uses the maximum length of monthly observations that we have access to.
Empirical models
We first estimate the model in levels, with a trend explanatory variable, as shown in equation
3. This is a straightforward approach for trend-stationary variables, and is usually the preferred option (Hill et al., 2008) . We use Newey-West (1987) estimates that assume the error structure is heteroskedastic and possibly autocorrelated up to some lag. The NeweyWest procedure uses a lag length of four, based on the suggestion of using the smallest integer greater than or equal to the sample size to the power of the fourth root (Greene, 2012) .
is road deaths in time period (a month or quarter). is the average fuel price in real terms (March 2017 prices), measured as a weighted average of the average gasoline and diesel retail prices. is a time trend. is a set of binary variables for month or quarter of the year.
is an Easter binary variable. is a binary variable equal to 1 for the appropriate quarter or month of leap years (to account for the extra day). is the unemployment rate. is the consumer confidence index (when using monthly data) or the log of real average weekly earnings (when using quarterly data), to control for the economic cycle. is the number of international visitor arrivals per capita, an important control due to New Zealand's large tourist industry relative to the domestic population, and also because travelling to New
Zealand should be cheaper when oil prices are lower. The per capita calculation uses New
Zealand's working age population. is an error term.
Studies for other countries (e.g. Burke and Teame, 2018) usually focus on road deaths because the data are typically more complete and accurately measured than data on other road crash outcomes, such as injuries. Given the availability of suitable data for New Zealand, we supplement fatality data with dependent variables equal to the log number of accidents, serious injuries, and minor injuries. The number of accidents includes minor accidents that are reported to police. We also assess dependent variables that focus on specific types of transit: motorcyclists, cyclists, and pedestrians. The data on accidents and injuries are subject to some degree of time-varying reporting error (Infometrics, 2013 We also use an alternative model in first differences (equation 4) as a robustness check.
These specifications also include additional lags of the first-differenced log fuel price term so as to assess lagged impacts. We consider lags of up to four quarters. 
We also present quarterly estimates that decompose the effect of fuel prices on road deaths into two components: the effect on (1) distance travelled, and (2) Our decomposition starts by noting:
where is road deaths in period and is vehicle-kilometres travelled in period . Taking the logs of both sides and differentiating with respect to the log of the real fuel price shows that the fuel price elasticity of road deaths equals the sum of the fuel price elasticity of road deaths per vehicle-kilometre travelled plus the fuel price elasticity of vehicle-kilometres travelled:
∂ln / ln = ln( / )/ ln + ln / ln (6)
Econometric issues and interpretation
One potential challenge is that it is possible for road transport demand to have an influence on local retail fuel prices. If so, there could be an endogeneity issue affecting our estimates.
We use an instrumental variable approach to address this issue. Following previous studies (Burke and Nishitateno, 2013, 2015; Burke and Teame, 2018) , we use the log of the real world oil price to instrument New Zealand's log average real fuel price. The logic is that the world oil price is exogenous to New Zealand, and has a direct and tangible effect on local pump prices.
Our estimates will represent relatively short-run effects, as our models do not allow adequate time-to-response for long-run effects to be fully captured. In theory, long-run effects on road accident outcomes are likely to be larger, as some of the impacts of higher real fuel pricessuch as people moving closer to their workplaces, and more dense urban development (Creutzig, 2014) -take time to be fully realised. Burke (2014) and Burke and Nishitateno (2015) used between variation across a large sample of countries to identify long-run effects of fuel prices on road deaths. Their approach avoided time-series econometric issues and the specification of lag lengths. Empirical evidence also indicates that long-run price elasticities of gasoline demand exceed short-run elasticities in absolute terms (Brons et al., 2008; Havranek et al., 2012) .
Data and sources
We combine data from a number of sources. Data on road accidents and injuries are from the Crash Analysis System of the New Zealand Transport Agency (2017 There is a trade-off between using monthly data of higher frequency or quarterly data that cover a longer time series. We alternate between both approaches. We commence with quarterly specifications for a longer time period, then proceed to monthly data. For the quarterly analysis, data are available for each of the variables from 1989. The exception is data on vehicle-kilometres travelled, which are available from 2001.
Results and discussion
As augmented Dickey-Fuller tests (Table 1) could reject the null of unit roots for our main variables, we start with levels estimates. Table 2 presents estimates for the period from March 1989 to March 2017 using quarterly data. The coefficient for the log of fuel prices in the first column is -0.3, significant at the 1% level. The coefficient of -0.3 implies that a 1% increase in fuel prices on average leads to a 0.3% decrease in road deaths, holding the other variables constant. This is similar to the finding of Burke and Teame (2018) for Australia. The results on the fuel price elasticity of road deaths in Table 2 are also similar to the estimate of -0.2 for traffic crashes in Alabama (Chi et al., 2012) , -0.3 for British road casualties (Harvey and Durbin, 1986) , and are at the lower bound of the range for the long-run fuel price elasticity of road deaths of -0.3 to -0.6 reported by Burke and Nishitateno (2015) for an international sample. The second column of Table 2 shows a similar result when instrumenting the log real fuel price with the log real world oil price. The first-stage coefficient for the log of the real world oil price is 0.3, significant at the 1% level. This is reasonable given that pump prices in New Zealand need to cover refining costs, a retail margin, a tax component, and so on, and also given that the instrument is in United States dollar terms. The F statistic on the instrument of 502 exceeds the Stock-Yogo critical value (Stock and Yogo, 2005) of 16.38 (5% level of significance, 10% maximal instrumental variable size), suggesting that there is not a weak instrument problem.
The remaining columns in Table 2 show impacts on road deaths of various types. The fuel price variable does not have a significant coefficient in explaining deaths related to alcohol and drugs, a finding that differs to that of Chi et al. (2011) for Mississippi. The estimate has a relatively large standard error, however. The column for road deaths unrelated to alcohol and drugs has a significant coefficient of -0.4. The coefficient in the open-road deaths column is also negative and significant at -0.3. In contrast, the coefficient for urban-road deaths is not estimated precisely. Perhaps holiday driving is more responsive to fuel prices than regular urban trips.
A considerable share of the variation in the dependent variables in Table 2 is explained by the explanatory variables in our model, including 89% of the variation in total log road deaths.
The null hypothesis of fuel price exogeneity is not rejected at the 10% level in any column, using the Wu-Hausman test (Wu, 1974; Hausman, 1978) and the same instrument as in the second column. As the results are similar with and without the instrument, it appears that the issue of endogeneity is not in the end a consequential concern. We thus proceed to show single-equation estimates henceforth. The ordinary least squares estimator is able to generate more efficient estimates than instrumental variable estimation (on account of it being the best linear unbiased estimator).
The time trend has negative coefficients in Table 2 , suggestive of a secular downward trend in road deaths at a pace of around 1.6% per quarter, holding the other variables constant. This likely reflects factors such as technological improvements in vehicles and improved road design. The effect is even larger for deaths related to alcohol and drug consumption. Adding a quadratic or cubic time trend, or using the log of the working age population instead of the linear time trend, produces similar fuel price coefficients (results available in Stata code).
There are significant coefficients for some of the other explanatory variables in Table 2 . The coefficients for the log of average weekly earnings are positive and significant at the 1% level in five of the columns, perhaps because road deaths are more likely when drivers have more income to spend on fuel. This is consistent with evidence from other countries that road deaths tend to spike during economic booms (e.g. International Transport Forum, 2015).
Specifically, a 1% increase in average weekly earnings tends to be associated with an increase in road deaths of around 2.8%, ceteris paribus. The coefficient in the column for alcohol-and drug-related deaths is larger than the coefficients in the other columns, perhaps because higher incomes relieve budget constraints for both fuel purchases and alcohol/drug consumption. The unemployment rate has a negative and significant coefficient in three of the six columns, perhaps because higher unemployment leads to less road travel for commuting purposes. A similar effect has been observed in Australia (Burke and Teame, 2018 ) and the United States (He, 2016) . There are also positive and significant coefficients for the number of international visitor arrivals per capita.
Has the fuel price elasticity of road deaths evolved over time? To explore this issue, we estimated a specification similar to column 1 of Table 2 , but with an additional variable equal to the interaction of the fuel price term and the time trend. The interaction term has a negative coefficient of -0.007 (significant at the 10% level), suggesting that the fuel price elasticity of road deaths has become larger. As will be discussed below, restricting the estimation period to more recent years also provides a larger fuel-price elasticity of road deaths. Table 3 shows results in first differences, using quarterly data for June 1989 -March 2017 This is the same period as for Table 2 , but the first observation is lost in the differencing.
Column (1) has a negative and significant coefficient of -0.5 for the contemporaneous fuel price coefficient when only controlling for seasonal dummy variables. The negative coefficient for the contemporaneous change in fuel prices remains in column (2) when adding a lag of the fuel price variable. Columns (3) and (4), with additional lags, show a negative and significant coefficient for the fuel price variable lagged one period. The sum of the contemporaneous and lagged fuel price coefficients is shown in the base of Table 3 , and ranges from -0.2 to -0.8. This is the point estimate of the fuel price elasticity of road deaths when responses over a year are considered. Only two of the sums in the first four columns are significantly different from zero at the 10% level. The estimates in first differences are less precise than our estimates in levels.
Columns (5)- (8) of Table 3 add the controls. These lead to smaller absolute magnitudes for the contemporaneous change in fuel prices, but larger absolute values for the significant coefficients for the fuel price variable lagged one period. The sum of the fuel price coefficients in columns (5)- (8) ranges from -0.2 to -0.6. This range encompasses the levels estimate of -0.3 in Table 2 . Table 4 shows results for 2001-2017, the period for which data on vehicle-kilometres travelled are available. The same-year fuel price elasticity of road deaths in the first column of Table 4 (point estimate = -0.30) can be decomposed into the impact on deaths per vehiclekilometre travelled (elasticity = -0.19) and the impact on vehicle-kilometres travelled (elasticity = -0.11, significantly different from zero at the 1% level). While these magnitudes are not estimated precisely and this decomposition analysis is exploratory in nature due to imprecision in the vehicle-kilometre travelled data, the estimates provide an indication that the effect of fuel prices on road deaths may be larger than the effect on vehicle-kilometres travelled alone. Table 5 uses monthly data from May 2004 to assess road accident outcomes using the model in equation 3 (in levels). The coefficient for fuel prices in the road deaths column is -0.7 and in the accidents column is -0.4, with both significantly different from zero at the 1% level.
The fuel price elasticity of road deaths is higher in absolute magnitude than the coefficient in column 1 of Table 2 , which used quarterly data for a longer estimation period. We also obtain a relatively high fuel price elasticity of road deaths if the quarterly estimates are restricted to later years. For example, restricting the estimate in column 1 of Table 2 to the period from 2007 onwards provides a fuel price elasticity of road deaths of -0.6 (see Stata code). These findings support the conclusion that the link between fuel prices and road deaths might have become larger in more recent years.
The remaining columns of Table 5 investigate effects on injuries. We do not find a significant effect on minor injuries, but obtain a fuel price elasticity of serious injuries from road crashes of -0.3. We also split serious injuries into different transit modes: light vehicle, motorcycle, cycling, and pedestrian. Light vehicles include cars, station wagons, sport utility vehicles (SUVs), vans, utilities, and taxis. The coefficient for the log of fuel prices for serious injuries from light vehicles, -0.4, is larger in absolute value than that for total serious injuries. A positive coefficient (0.5) is obtained for cyclist injuries, perhaps because some people substitute from cars to bicycles when fuel prices increase in order to save on fuel. Appendix Figure A .2 replicates the log fuel price coefficient for the first column of Table 2, but using rolling 10, 15, and 20 year sub-samples. There are negative and significant coefficients for the log of the real fuel price in explaining the log of road deaths in each 20-year sub-sample, starting with 1989-2009 and ending with 1997-2017 . 15-year windows also produce negative coefficients in each case. 10-year windows produce negative coefficients in most cases (14 out of 19). Tighter confidence intervals are obtained when using larger estimation samples. Our point estimate of -0.3 from Table 2 falls within the confidence intervals for the estimates using 15 and 20 year sub-samples, and within 90% of the confidence intervals for the estimates using 10-year sub-samples.
To better visualise the relationship between road deaths and fuel prices, we obtained the residual from regressing log road deaths on all of the control variables from Table 2 excluding the log real fuel price. We then plotted this residual against the log real fuel price.
An inelastic, statistically significant negative association can be seen (Figure 4 ). Note that the log real fuel price does not explain all of the variation in the residual. Our regressions in Table 2 have high R 2 values, but they do not equal 1.
We pursued a number of other robustness checks. We continue to obtain a negative and significant coefficient of -0.3 in the first column of Table 2 if we de-trend the dependent variable before carrying out the estimation (and exclude the time trend from the regression).
Also, the fuel price elasticity of road deaths is similar if data from 2013 onward are excluded from the estimation (see our Stata code, available online). We also obtain similar results if we include a lagged dependent variable in our levels estimates. The coefficient for the lagged dependent variable is close to zero and insignificant, consistent with our earlier finding that log road deaths do not follow a strongly autoregressive process.
Figure 4.
Residual from regressing log road deaths on all of the control variables from Table  2 excluding the log real fuel price, versus the log real fuel price. The fitted values are from an ordinary least squares regression.
Conclusion and policy implications
This paper quantified the short-run impact of fuel prices on road accident outcomes in New Zealand. The work was motivated by the rise in New Zealand's road deaths in recent years, which coincided with a fall in fuel prices. Some other countries such as Australia have also seen an increase in road deaths. We find a negative effect of fuel prices on road deaths and serious injuries, holding other variables constant. For a 1% decrease in the real fuel price, the average increase in New Zealand's road deaths tends to be in the range 0.2-0.8%, based on the first-differenced regressions in Table 3 . The response to fuel price shocks appears to predominantly occur during the current and the subsequent quarter. Focusing on short-run effects with the levels model, the average fuel price elasticity of road deaths is -0.3 over the full estimation period. The inelastic estimates of the effect of fuel prices on road deaths reconcile well with the fact that demand for fuel is price inelastic (Brons et al., 2008; Havranek et al., 2012; Burke and Nishitateno, 2013) . Our estimates suggest that the elasticity has increased over the sample period. Our paper has not analysed long-run effects, and we do not extrapolate to make long-run forecasts. Pokemon Go, are an additional potential distraction (Ayers et al. 2016; Barbieri et al. 2017 ), although we note that the commencement of the uptick in road deaths in late 2014 preceded the release of Pokemon Go. In the United States, increases in road accidents involving bicyclists, motorcyclists, and pedestrians have been presented as a clue that increasing smartphone use is contributing to more road accidents (Bloomberg, 2017) . In New Zealand, cyclist and pedestrian deaths slightly declined over the period 2013-2016. It is increased deaths of drivers, passengers, and motorcyclists that has led to the increase in New Zealand's road toll.
Our finding of a positive relationship between fuel prices and cyclist accident outcomes is an expected effect, due to a likely substitution from driving to cycling when fuel prices increase.
Note, however, that cyclists are the minority of road accident victims, and that our overall results indicate that higher fuel prices lead to improved overall road safety outcomes.
Road accident risks imposed on others are one type of negative externality from road use, providing a justification for taxing road and/or fuel use. Other justifications include reducing pollution and congestion, and raising revenue (Parry and Small, 2005; Parry et al., 2014) . We do not make conclusions on the optimal gasoline taxation rate for New Zealand in this paper, but do provide confirmatory evidence that higher fuel prices indeed tend to be associated with reduced road safety risks in the short run.
An implication of our results is that there could be the potential for calibrating the focus of road safety campaigns according to whether fuel prices are high or low. It would make sense for road safety advertising expenditure to increasingly target cyclist safety at times when fuel prices are high. Greater focus on motor vehicle drivers, and on open-road driving, appears to be warranted when fuel prices fall. 
