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We consider the problem
ε2u + V (y)u(1− u2)= 0 in Ω, ∂u
∂n
= 0 on ∂Ω
where Ω is a smooth and bounded domain in R2 and V is a
positive smooth function in Ω . Let Γ be a closed, non-degenerate
geodesic with respect to the metric ds2 = V (y)(dy21 + dy22) in Ω .
We prove that there exist two interior transition layer solutions
u(1)ε ,u
(2)
ε when ε is suﬃciently small. One of the layer solutions
u(1)ε approaches −1 in Ω1 and +1 in Ω2 = Ω\Ω1 as ε tends
to 0, while the other solution u(2)ε exhibits a transition layer in the
opposite direction.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a bounded, smooth domain in R2. We consider the problem⎧⎨⎩
ε2u + V (y)u(1− u2)= 0 in Ω,
∂u
∂n
= 0 on ∂Ω,
(1.1)
where ε > 0 is a small parameter and n denotes unit outer normal to ∂Ω . In the rest of this paper we
will assume that smooth function V satisﬁes V > 0 in Ω . Let Γ be a closed, smooth curve contained
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∫
Γ
V
1
2 ds. Namely Γ is stationary
and non-degenerate for
∫
Γ
V
1
2 ds. The curve Γ separates the domain into two disjoint components,
Ω = Ω1 ∪Ω2 ∪ Γ,
with ∂Ω1 = Γ , ∂Ω2 = Γ ∪ ∂Ω .
Considerable attention has been paid in recent years to the construction of transition layer so-
lutions, see for instance [2–9,11–17,19]. The case V ≡ 1 corresponds to the standard Allen–Cahn
equation (see [18])
⎧⎨⎩
ε2u + u(1− u2)= 0 in Ω,
∂u
∂n
= 0 on ∂Ω,
for which extensive literature on transition layer solutions is available, see for instance [3,6,7,11] and
the references therein.
For one space dimension n = 1, it is shown in [10] that (1.1) has interior layer solutions, and any
layer solution can have its zeros only near two endpoints of the interval, the local minimum points
and local maximum points of V (y), furthermore, there appears at most one zero near each local
minimum point of V (y).
In R2, the functional
∫
Γ
V
1
2 ds, deﬁned on closed curves Γ , has a simple geometrical view: it cor-
responds to the arclength of Γ measured with respect to the metric ds2 = V (y)(dy21 +dy22). Hence we
will show that the layers appear near Γ , provided that this curve is a non-degenerate closed geodesic
for the metric in Ω .
In this paper, we will prove that (1.1) has two interior layer solutions, which is expected to take
values close to +1 or −1 in Ω except for a narrow region around Γ as ε is suﬃciently small.
To state our main result, we need to make precise the concept of a curve Γ being closed geodesic
for the metric ds2 = V (y)(dy21 + dy22) and derive the non-degeneracy condition. For the convenience
of readers with less geometry background, we may simply view Γ as a non-degenerate critical point
for the weighted length functional
∫
Γ
V
1
2 ds.
Let  = |Γ | be the total length of Γ . As in [1], we consider natural parameterization γ (θ) of Γ
with positive orientation, where θ denotes arclength parameter measured from a ﬁxed point of Γ .
Let n(θ) denote outer unit normal to Γ . For suﬃciently small δ0, points y near Γ in R2 can be
represented in the form
y = γ (θ)+ tn(θ), |t| < δ0, θ ∈ [0, ), (1.2)
where map y → (t, θ) is a local diffeomorphism. Any curve suﬃciently close to Γ can be parameter-
ized as
γg(θ) = γ (θ)+ g(θ)n(θ),
where g is a smooth, -periodic function with small L∞-norm. We call the curve deﬁned this way
as Γg . We denote V (t, θ) to actually mean V (y) for y in (1.2). Then weighted length of this curve is
given by the functional of g
L(g) :=
∫
Γg
V
1
2 ds =
∫
0
V
1
2
(
γg(θ)
)∣∣γ ′g(θ)∣∣dθ = ∫
0
V
1
2
(
g(θ), θ
)∣∣γ ′ + gn′ + g′n∣∣dθ.
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L(g) =
∫
0
V
1
2
(
g(θ), θ
)[
(1+ κ g)2 + (g′)2] 12 dθ. (1.3)
The curve Γ is said to be stationary for the weighted length
∫
Γ
V
1
2 ds if the ﬁrst variation of the
functional (1.3) at g = 0 is equal to zero. Namely
0 = L′(0)[ϕ] =
∫
0
[(
V
1
2
)
tϕ + V
1
2 κϕ
]
dθ
for any smooth, -periodic function ϕ(θ). This is equivalent to the relation
Vt(0, θ) = −2κ(θ)V (0, θ) for all θ ∈ (0, ). (1.4)
We assume the validity of (1.4). We consider now the second variation quadratic form
L′′(0)[ϕ,ϕ] =
∫
0
[
V
1
2
∣∣ϕ′∣∣2 + ((V 12 )tt + 2(V 12 )tκ)ϕ2]dθ
=
∫
0
[
V
1
2
∣∣ϕ′∣∣2 + ((V 12 )tt − 2V 12 κ2)ϕ2]dθ
=
∫
0
[−(V 12ϕ′)′ϕ + ((V 12 )tt − 2V 12 κ2)ϕ2]dθ.
We say that Γ is non-degenerate if so is this quadratic form in the space of all functions ϕ ∈ H1(0, )
with ϕ(0) = ϕ(). This is equivalent to the fact that the differential equation(
V
1
2ϕ′
)′ − [(V 12 )tt − 2V 12 κ2]ϕ = 0
has only trivial -periodic solution ϕ ≡ 0. Namely, by using (1.4), the boundary value problem⎧⎪⎨⎪⎩ϕ
′′ + 1
2
V−1V θϕ′ −
[
1
2
V−1Vtt − 3κ2
]
ϕ = 0,
ϕ(0) = ϕ(), ϕ′(0) = ϕ′(),
(1.5)
has only the trivial solution.
A typical example of such potential V and geodesic Γ is as follows: V (y) = 3 − 2
√
y21 + y22 and
Γ = {y: y = (cos(θ), sin(θ)), θ ∈ [0,2π ]}. It is easy to see that (1.4) holds since Vt(0, θ) = −2,
κ(θ) = 1, V (0, θ) = 1 for θ ∈ [0,2π ] and the corresponding boundary value problem (1.5) becomes{
ϕ′′ + 3ϕ = 0, θ ∈ (0,2π),
ϕ(0) = ϕ(2π), ϕ′(0) = ϕ′(2π),
which has no nontrivial solution.
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Theorem 1.1. Let Ω be a smooth and bounded domain in R2 and V (y) be a positive smooth function in Ω ,
and let Γ be a closed, non-degenerate geodesic with respect to the metric ds2 = V (y)(dy21 + dy22) in Ω . Then
for every suﬃciently small ε > 0, there exist two interior layer solutions u(1)ε ,u
(2)
ε to (1.1), satisfying
u(1)ε → −1 in Ω1, u(1)ε → +1 in Ω2,
and
u(2)ε → +1 in Ω1, u(2)ε → −1 in Ω2,
as ε → 0.
For the solutions u(1)ε ,u
(2)
ε in Theorem 1.1, much more accurate information will be provided during
their construction. In particular the shape of the solutions near Γ is governed by the solution H of
the corresponding ordinary differential equation. See (1.6) below. In fact, if we use H(y) to denote
the unique heteroclinic solution of
H ′′ + H − H3 = 0, H(0) = 0, H(±∞) = ±1. (1.6)
It will be shown that
u(1)ε (x) ∼ H
(
V
1
2 (0, θ)
t
ε
)
,
u(2)ε (x) ∼ −H
(
V
1
2 (0, θ)
t
ε
)
,
where θ is the natural parameter of Γ , and t is the (signed) normal coordinate along the outer normal
to Ω1 on Γ .
We follow [2] to perform an inﬁnite-dimensional Lyapunov–Schmidt reduction (see [1,2,13,20]) in
order to construct the layer solutions. More precisely, we decompose the solution to the full problem
in the form
uε(y) = H
(
V
1
2 (0, εz)
(
s − f (εz)))+ φ1(V 12 (0, εz)(s − f (εz)))+ φ˜(s, z) (1.7)
where y = (t, θ) = (εs, εz), t = εs is the signed distance to Γ , θ = εz is the arclength coordinate
of Γ whose length is , f is an -periodic function left as parameter and φ1 is the correction term
to be deﬁned, while φ˜(s, z) is L2(ds)-orthogonal for each z to Hs(V
1
2 (0, εz)(s − f (εz))). Solving ﬁrst
in φ˜ a natural projected problem where the linear operator is uniformly invertible, the resolution of
the full problem becomes reduced to a nonlinear, nonlocal second order differential equation for f
which turns out to be directly solvable in a region with a given bound. We note that, unlike [1,2]
where resonance happens and the existence of solutions only holds for a some small ε, there is no
resonance in this problem and therefore the interior transition layer solutions exist for all suﬃciently
small ε. The intuitive reason for the lack of resonance in this problem is the strong pinning effect of
the potential V at the geodesic Γ , while the pinning effects in [1] and [2] are much weaker.
Here we point out: The results in Theorem 1.1 are still true for unbounded domain Ω , for instance
Ω = R2. Indeed, our proofs, in particular global approximation below, can easily be adapted to deal
with this case.
In the rest of the paper we carry out the program outlined above to complete the proof of Theo-
rem 1.1.
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Let Γ be the curve introduced in Section 1. Rescaling the variable y, absorbing ε from Laplace’s
operator and replacing u(y) by u(εy), Eq. (1.1) becomes
u + V (εy)u(1− u2)= 0 in Ωε, ∂u
∂n
= 0 on ∂Ωε (2.1)
where Ωε = Ωε .
Let (s, z) = 1ε (t, θ) be natural stretched coordinates associated to the curve Γε = Γε , then
z ∈
[
0,

ε
)
, s ∈
(
−δ0
ε
,
δ0
ε
)
. (2.2)
After calculation, we can express Eq. (2.1) for u in these coordinates as
uzz + uss + B1(u)+ V (εs, εz)u
(
1− u2)= 0 (2.3)
in the region (2.2), where
B1(u) = −uzz
[
1− 1
(1+ εκ(εz)s)2
]
+ εκ(εz)us
1+ εκ(εz)s −
ε2sκ ′(εz)uz
(1+ εκ(εz)s)3 .
We expand this operator as
B1(u) =
(
εκ(εz) − ε2sκ2(εz))us + B0(u), (2.4)
where
B0(u) = ε2sa1(εs, εz)uz + εsa2(εs, εz)uzz + ε3s2a3(εs, εz)us, (2.5)
for certain smooth functions a j(t, θ), j = 1,2,3.
We will make a further change of variables in Eq. (2.3) so that we can replace at main order the
potential V by 1. Let f (θ) be a twice differentiable, -periodic function which will be determined
later. We deﬁne v(x, z) by
u(s, z) = v(x, z), x = β(εz)(s − f (εz)) (2.6)
where β(εz) = V 12 (0, εz).
We will write Eq. (2.3) in terms of these new coordinates. We compute
us = βvx, uss = β2vxx, (2.7)
uz = vx
(
β(s − f ))z + vz, (2.8)
uzz = vxx
∣∣(β(s − f ))z∣∣2 + 2vxz(β(s − f ))z + vx(β(s − f ))zz + vzz. (2.9)
We also have (
β(s − f )) = ε[β ′(s − f )− β f ′]z
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β(s − f ))zz = ε2[β ′′(s − f )− 2β ′ f ′ − β f ′′].
We also need to expand
V (εs, εz) = V (0, εz) + Vt(0, εz)εs + 1
2
Vtt(0, εz)ε
2s2 + a4(εs, εz)ε3s3, (2.10)
for a smooth function a4(t, θ). From the above computation, we know that u solves (2.3) if and only
if v deﬁned by (2.6) solves
S(v) := β−2vzz + vxx + v − v3 + B3(v) + B4(v) = 0. (2.11)
Here B3(v) is a differential operator deﬁned by
B3(v) = β−1
[
εκ − ε2κ2
(
x
β
+ f
)]
vx
+ β−2
[
ε2
∣∣∣∣β ′β x− β f ′
∣∣∣∣2vxx + 2ε(β ′β x− β f ′
)
vxz + ε2
(
β ′′
β
x− 2β ′ f ′ − β f ′′
)
vx
]
+ β−2
[
εVt
(
x
β
+ f
)
+ ε
2
2
Vtt
(
x
β
+ f
)2]
v + B2(v),
with
B2(v) = β−2B0(u) + β−2a4(εs, εz)ε3s3v
(
1− v2), (2.12)
and
B4(v) = −β−2
[
εVt
(
x
β
+ f
)
+ ε
2
2
Vtt
(
x
β
+ f
)2]
v3. (2.13)
B0(u) is the operator in (2.5) where the derivatives are expressed in terms of the formulas (2.7)–(2.9),
a4 is given by (2.10) and s is replaced by xβ + f .
Letting H(x) denote the unique solution of (1.6), we take H(x) as a ﬁrst approximation of the
solutions. The error produced is ε-times a function with exponential decay. Let us be more precise.
Note that
S(H) = B3(H)+ B4(H) = β−1
[
εκ − ε2κ2
(
x
β
+ f
)]
Hx
+ β−2
[
ε2
∣∣∣∣β ′β x− β f ′
∣∣∣∣2Hxx + ε2(β ′′β x− 2β ′ f ′ − β f ′′
)
Hx
]
+ β−2
[
εVt
(
x
β
+ f
)(
H − H3)+ ε2
2
Vtt
(
x
β
+ f
)2(
H − H3)]+ B2(H).
For the error S(H), we need to identify both the terms of order ε and those of ε2. We write
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+ ε2β−2
[
−κ2xHx + |β
′|2
β2
x2Hxx + β2
∣∣ f ′∣∣2Hxx + β ′′
β
xHx
+ Vttx
2
2β2
(
H − H3)+ Vtt
2
f 2
(
H − H3)]− ε2[β−1 f Hxκ2 + 2β−2β ′ f ′xHxx
+ 2β−2β ′ f ′Hx + β−1 f ′′Hx − β−3Vtt f x
(
H − H3)]+ B2(H)
= εS1 + εS2 + ε2S3 + ε2S4 + B2(H).
The quantities S1, S3 are odd functions of x, while S2, S4 are even. In addition B2(H) turns out to
be of size ε3. In order to eliminate the terms of order ε in the error, we now construct a second
approximation to a solution. We see that
S(H + φ) = S(H)+ L0(φ)+ B5(φ) + N0(φ),
where
L0(φ) = β−2φzz + φxx +
(
1− 3H2)φ, (2.14)
and
B5(φ) = B3(H + φ)+ B4(H + φ)− B3(H)− B4(H), (2.15)
and
N0(φ) = −3Hφ2 − φ3. (2.16)
Then
S(H + φ) = [ε(S1 + S2)+ φxx + (1− 3H2)φ]
+ ε2S3 + ε2S4 + B2(H)+ β−2φzz + B5(φ)+ N0(φ). (2.17)
We choose φ = φ1 so as to eliminate the term between brackets in the above expression. Namely for
ﬁxed z, we need a solution of
−φxx +
(
3H2 − 1)φ = ε(S1 + S2), φ(±∞) = 0.
It is well known that this problem is solvable provided that
∞∫
−∞
(S1 + S2)Hx dx = 0. (2.18)
Furthermore, the solution is unique under the constraint
∞∫
φHx dx = 0. (2.19)−∞
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∞∫
−∞
(S1 + S2)Hx dx =
∞∫
−∞
S2Hx dx
= β−1κ
∞∫
−∞
H2x dx+ β−3Vt
∞∫
−∞
x(H − H3)Hx dx.
Multiplying Eq. (1.6) by xHx and integrating, we get
∞∫
−∞
H2x dx− 2
∞∫
−∞
x
(
H − H3)Hx dx = 0. (2.20)
By (1.4) and (2.20) we actually get
∞∫
−∞
(S1 + S2)Hx dx = β−1κ
[ ∞∫
−∞
H2x dx− 2
∞∫
−∞
x
(
H − H3)Hx dx]= 0.
The solution has the form
φ1 = φ11 + φ12, (2.21)
where
φ11 = εa11(εz) f (εz)H1(x), φ12 = εa12(εz)H2(x), (2.22)
with
a11(εz) = β−2Vt(0, θ) = −2κ, a12(εz) = β−1κ. (2.23)
Function H1 is the unique, odd and decaying solution satisfying
−H1,xx +
(
3H2 − 1)H1 = H − H3, (2.24)
and H2 is the unique, even and decaying solution satisfying
−H2,xx +
(
3H2 − 1)H2 = Hx − 2x(H − H3), ∞∫
−∞
H2Hx dx = 0. (2.25)
Indeed, it is easy to see that H1 = 12 xHx .
In all what follows, we will make the following assumption on the parameter f
‖ f ‖ := ∥∥ f ′′∥∥L2(0,) + ∥∥ f ′∥∥L∞(0,) + ‖ f ‖L∞(0,)  ε 12 . (2.26)
We now take our basic approximation to a solution to the problem near the curve Γε to be
H = H + φ1. (2.27)
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E1 = S(H) = S(H + φ1) = ε2S3 + ε2S4 + B2(H) + β−2φ1,zz + B5(φ1) + N0(φ1). (2.28)
We are now in a position to prove ∥∥S(H + φ1)∥∥L2(U )  Cε 32 , (2.29)
where the inﬁnite strip U = {−∞ < x< ∞, 0< z < ε } is the natural domain for (x, z) variables.
A rather delicate term in the cubic remainder B2(H) is the one carrying f ′′ since in reality we shall
only assume a uniform bound on ‖ f ′′‖L2(0,) . Note that a similar term arises from the computation
of φ1,zz . Both of those terms have similar form. For instance one term arising from φ1,zz can be
written as
R = ε3 f ′′(εz)a11(εz)H1(x).
We have
∫
U
|R|2  Cε6

ε∫
0
∣∣ f ′′(εz)∣∣2 dz = Cε5∥∥ f ′′∥∥2L2(0,).
Hence
‖R‖L2(U )  Cε
5
2
∥∥ f ′′∥∥L2(0,).
Since φ1 can be bounded by C1ε|x|e−C2|x| for large |x| we obtain that∥∥B5(φ1)∥∥L2(U )  Cε 32 .
A similar bound holds for the term N0(φ1)∥∥N0(φ1)∥∥L2(U )  Cε 32 .
In summary, we have (2.29).
We set up the full problem in the form S(H + φ) = 0, which takes the form near the curve
S(H + φ) = L0(φ) + B6(φ)+ E1 + N1(φ) (2.30)
where E1 = S(H) and
L0(φ) = β−2φzz + φxx +
(
1− 3H2)φ, (2.31)
B6(φ) = B5(φ + φ1) − B5(φ1), (2.32)
N1(φ) = N0(φ + φ1)− N0(φ1). (2.33)
We recall that the description here made is only local. We will be able, however, to reduce the
problem to one qualitatively similar to that of the above form in the inﬁnite strip.
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Since the following steps are quite similar to that of [2], we shall only sketch them. Let H(y)
denote the basic approximation constructed near the curve in the coordinate y = (y1, y2) in R2. Let
δ <
δ0
100 be a ﬁxed number. We ﬁrst introduce a smooth cut-off function ηδ(t) such that ηδ(t) = 1 if|t| < δ and ηδ(t) = 0 if |t| > 2δ. Then we let ηεδ (s) = ηδ(ε|s|), where s is the normal coordinate to Γε .
In order to get the layer solution u(1)ε in Theorem 1.1, we deﬁne our ﬁrst global approximation to
be simply
H˜ (1)(y) =
{
ηε3δ(s)(H + 1)− 1, if y ∈ Ω1,
ηε3δ(s)(H − 1)+ 1, if y ∈ R2\Ω1.
Similarly, we will get the other layer solution u(2)ε if we deﬁne
H˜ (2)(y) =
{
ηε3δ(s)(H − 1)+ 1, if y ∈ Ω1,
ηε3δ(s)(H + 1)− 1, if y ∈ R2\Ω1.
We only need to prove the result about u(1)ε and we also replace H˜(1)(y) by H˜(y) for brevity.
Denote S(u) = u + V (εy)u(1− u2) for u = H˜ + φ˜. Then S(H˜ + φ˜) = 0 if and only if
L˜(φ˜) = E˜ + N˜(φ˜), (3.1)
where
E˜ = −S(H˜), L˜(φ˜) = φ˜ + V (1− 3H˜2)φ˜,
and
N˜(φ˜) = 3V H˜φ˜2 + V φ˜3.
We further separate φ˜ in the following form
φ˜ = ηε3δφ + ψ.
We assume that φ is deﬁned in the whole strip U . We want
L˜
(
ηε3δφ
)+ L˜(ψ) = E˜ + N˜(ηε3δφ +ψ).
We achieve this if the pair (ψ,φ) satisﬁes the following nonlinear coupled system
ηε3δ L˜(φ) = ηεδ E˜ + ηεδ N˜
(
ηε3δφ +ψ
)− 3ηεδ V (1− H˜2)ψ, (3.2)
ψ − 2Vψ + 3(1− ηεδ )V (1− H˜2)ψ
= (1− ηεδ )˜E − 2ε∇ηε3δ∇φ − ε2(ηε3δ)φ + (1− ηεδ )N˜(ηε3δφ +ψ), (3.3)
where φ is deﬁned globally on U and ψ is deﬁned in Ωε and is required to satisfy Neumann boundary
condition. Notice that the operator L˜ in the strip U may be taken as any compatible extension outside
the 6δε -neighborhood of the curve.
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we solve problem (3.3) for ψ . Since V is positive in Ω and 1− H˜2 is exponentially small for |s| > δε ,
where s is the normal coordinate to Γε , then the problem
ψ − 2Vψ + 3(1− ηεδ )V (1− H˜2)ψ = h in Ωε, ∂ψ∂n = 0 on ∂Ωε, (3.4)
has a unique bounded solution ψ whenever ‖h‖∞ < +∞. Moreover,
‖ψ‖∞  C‖h‖∞.
Assume now that φ satisﬁes the following decay condition
∣∣∇φ(y)∣∣+ ∣∣φ(y)∣∣ e− γ1δε , for |s| > δ
ε
. (3.5)
Notice that N˜ has a power-like behavior with power greater than one. From this and the invertibility
of the operator M(ψ) := ψ − 2Vψ + 3(1 − ηεδ )V (1 − H˜2)ψ in the left hand side of (3.3), a direct
application of contraction mapping principle yields that (3.3) has a unique (small) solution ψ = ψ(φ)
with ∥∥ψ(φ)∥∥∞  Ce− δε + Cε[‖φ‖L∞(|s|> δε ) + ‖∇φ‖L∞(|s|> δε )],
where {|s| > δε } denotes the complement of δε -neighborhood of Γε . Moreover, the nonlinear operator
ψ satisﬁes a Lipschitz condition of the form∥∥ψ(φ1) −ψ(φ2)∥∥∞  Cε[‖φ1 − φ2‖L∞(|s|> δε ) + ∥∥∇(φ1 − φ2)∥∥L∞(|s|> δε )].
The full problem has been reduced to solve the (nonlocal) problem in the inﬁnite strip U
L2(φ) = ηεδ E˜ + ηεδ N˜
(
ηε3δφ +ψ(φ)
)− 3ηεδ V (1− H2)ψ(φ), (3.6)
for a φ ∈ H2(U ) satisfying (3.5). Here L2 denotes a linear operator that coincides with L˜ on the region
|x| < 10δε .
The operator L2 for |x| > 20δε is given in coordinates (x, z) by
L1(φ) = β−2φzz + φxx +
(
1− 3H2)φ.
We extend it for functions φ deﬁned in the entire strip U , in terms of (x, z), as follows
L2(φ) = L1(φ)− 3χ
(
ε|x|)β−2[εVt( x
β
+ f
)
+ ε
2
2
Vtt
(
x
β
+ f
)2]
H2φ + χ(ε|x|)B7(φ). (3.7)
Here χ(r) is a smooth cut-off function which equals 1 for r < 10δ and vanishes identically for r > 20δ
and
B7(φ) = B3(φ) + β−2a4(εs, εz)ε3
(
x
β
+ f
)3
φ3 − 3β−2a4(εs, εz)ε3
(
x
β
+ f
)3
H2φ. (3.8)
We would like to invert L2 for (3.6) to obtain a ﬁxed point equation for φ, but unfortunately, the
operator L2 may have a kernel near Span{Hx}. Hence, rather than solving problem (3.6) directly, we
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functions φ ∈ H2(U ), c ∈ L2(0, ) such that
L2(φ) = ηεδ E˜ + N2(φ) + c(εz)ηεδ Hx in U , (3.9)
φ(x,0) = φ
(
x,

ε
)
, φz(x,0) = φz
(
x,

ε
)
, −∞ < x< +∞, (3.10)
∞∫
−∞
φ(x, z)Hx(x)dx = 0, 0< z < 
ε
. (3.11)
Here N2(φ) = ηεδ N˜(ηε3δφ + ψ(φ)) − 3ηεδ V (1− H2)ψ(φ).
We will prove that this problem has a unique solution whose norm is controlled by the L2 norm
of E1. The main step here is to show bounded invertibility of a suitable perturbation of the oper-
ator L2. The proof of this fact is a combination of an a priori estimate (Proposition 4.2) with an
application of Fredholm alternative (Proposition 4.3). After this ﬁrst step, our task is to adjust the
parameter f in such a way that c is identically zero.
4. Solving the linearized problem
Let L2 be the operator deﬁned in H2(U ) by (3.7). In order to solve (3.9)–(3.11) we will need the
invertibility of L2 in corresponding projected problem. In this section we study the linear problem
L2(φ) = h + c(εz)ηεδ Hx in U , (4.1)
φ(x,0) = φ
(
x,

ε
)
, φz(x,0) = φz
(
x,

ε
)
, −∞ < x< +∞, (4.2)
∞∫
−∞
φ(x, z)Hx(x)dx = 0, 0< z < 
ε
, (4.3)
for a given h ∈ L2(U ). Our main result in this section is the following.
Lemma 4.1. There exists a constant C > 0, independent of ε, such that for all small ε, (4.1)–(4.3) has a unique
solution φ = T (h), which satisﬁes the estimate
‖φ‖H2(U )  C‖h‖L2(U ).
For the purpose of proving this lemma we ﬁrst consider a simpler operator. Let us consider the
problem
L3(φ) := φzz + φxx +
(
1− 3H2)φ = h in U , (4.4)
φ(x,0) = φ
(
x,

ε
)
, φz(x,0) = φz
(
x,

ε
)
, −∞ < x< +∞, (4.5)
∞∫
−∞
φ(x, z)Hx(x)dx = 0, 0< z < 
ε
. (4.6)
We need the following two propositions in [2].
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the a priori estimate
‖φ‖H2(U )  C‖h‖L2(U ).
We consider now the following problem: Given h ∈ L2(U ), ﬁnd functions φ ∈ H2(U ), c ∈ L2(0, )
such that
L3(φ) = h + c(εz)ηεδ Hx in U , (4.7)
φ(x,0) = φ
(
x,

ε
)
, φz(x,0) = φz
(
x,

ε
)
, −∞ < x< +∞, (4.8)
∞∫
−∞
φ(x, z)Hx(x)dx = 0, 0< z < 
ε
. (4.9)
Proposition 4.3. Problem (4.7)–(4.9) possesses a unique solution φ = R(h). Moreover,
‖φ‖H2(U )  C‖h‖L2(U ).
Proof of Lemma 4.1. We will reduce problem (4.1)–(4.3) to a small perturbation of a problem of the
form (4.7)–(4.9) in which Proposition 4.3 is applicable. We set
φ(x, z) = ϕ(x,a(z)), a(z) = ε−1 εz∫
0
β(r)dr.
The map a : [0, ε ) → [0, ˆε ) is a diffeomorphism, where ˆ =
∫ l
0 β(r)dr. We can get
φz = βϕz′ , φzz = β2ϕz′z′ + εβ ′ϕz′ ,
while differentiation in x does not change. We have
ϕz′z′ + ϕxx +
(
1− 3H2)ϕ − 3χβ−2[εVt( x
β
+ f
)
+ ε
2
2
Vtt
(
x
β
+ f
)2]
H2ϕ
− 3(H2 − H2)ϕ + χ B̂7(ϕ) + εβ−2β ′ϕz′ = hˆ + cˆ(εz′)ηεδ Hx in Û , (4.10)
ϕ(x,0) = ϕ
(
x,
ˆ
ε
)
, ϕ′z(x,0) = ϕ′z
(
x,
ˆ
ε
)
, −∞ < x< +∞, (4.11)
∞∫
−∞
ϕ
(
x, z′
)
Hx(x)dx = 0, 0< z′ < ˆ
ε
. (4.12)
Here hˆ(x, z′) = h(x,a−1(z′)) and B̂7 is deﬁned by using the above formulas to replace the z derivatives
by z′ derivatives and the variable z by a−1(z′). We set
B8(ϕ) = χ B̂7(ϕ) + εβ−2β ′ϕz′ − 3
(
H2 − H2)ϕ − 3χβ−2[εVt( x
β
+ f
)
+ ε
2
2
Vtt
(
x
β
+ f
)2]
H2ϕ.
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ϕ = R(hˆ − B8(ϕ)) := Bϕ.
Notice that B8(ϕ) is small in the sense that∥∥B8(ϕ)∥∥L2(Û )  Cε 12 ‖ϕ‖H2(Û )
and ∥∥B8(ϕ1) − B8(ϕ2)∥∥L2(Û )  Cε 12 ‖ϕ1 − ϕ2‖H2(Û ).
When ε is suﬃciently small, applying contraction mapping principle, we can show that (4.10)–(4.12)
have a unique solution ϕ(hˆ) with ‖ϕ‖H2(Û )  C‖hˆ‖L2(Û ) . The result follows by transforming the esti-
mate for ϕ into similar one for φ via change of variables. This concludes the proof of the lemma. 
5. Solving the nonlinear intermediate problem
In this section we will solve the nonlinear problem (3.9)–(3.11). By the invertibility of L2 under
periodic boundary conditions and orthogonality condition, using the contraction mapping principle,
we can solve this nonlinear problem.
For simplicity we let E2 = ηεδ E˜ . Notice that
‖E2‖L2(U )  Cε
3
2 .
For further reference, we need to point out the Lipschitz dependence of error E2 on the parameter f
for the norms deﬁned in (2.26). We have
∥∥E2( f1) − E2( f2)∥∥L2(U )  Cε 32 ‖ f1 − f2‖. (5.1)
The problem is equivalent to a ﬁxed point problem
φ = T (E2 + N2(φ)) := A(φ), (5.2)
where T is the operator deﬁned by Lemma 4.1. In fact, the operator T has a property: Assume h has
support contained in |x| 20δε , then by elliptic estimates φ = T (h) satisﬁes the estimate
∣∣∇φ(x, z)∣∣+ ∣∣φ(x, z)∣∣ ‖φ‖∞e− γ2δε , for |x| > 40δ
ε
. (5.3)
Recall that the operator ψ(φ) satisﬁes
∥∥ψ(φ)∥∥∞  C[e− γ3δε + ‖φ‖L∞(|x|> 40δε ) + ‖∇φ‖L∞(|x|> 40δε )], (5.4)
and the Lipschitz condition∥∥ψ(φ1) − ψ(φ2)∥∥∞  Cε[‖φ1 − φ2‖L∞(|x|> δ ) + ∥∥∇(φ1 − φ2)∥∥L∞(|x|> δ )]. (5.5)ε ε
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B= {φ ∈ H2(U ) ∣∣ ‖φ‖H2(U )  Dε 32 , ∥∥|φ| + |∇φ|∥∥L∞(|x|> 40δε )  ‖φ‖H2(U )e− γ4δε }.
We claim that if the constant D is ﬁxed suﬃciently large then the map A deﬁned in (5.2) is a con-
traction from B into itself.
For functions φ in B, we have the following estimates for N2(φ) = ηεδ N˜(ηε3δφ +ψ(φ))− 3ηεδ V (1−
H2)ψ(φ) ∥∥N2(φ)∥∥L2(U )  Cε3. (5.6)
Indeed, we have ∣∣N˜(φ)∣∣ C[|φ|2 + |φ|3].
Let Uδ = U ∩ {|s| < 2δε }, we have that for φ ∈ B,∥∥N2(φ)∥∥L2(U )  C[‖φ‖2L4(U ) + ‖φ‖3L6(U ) + ∥∥ψ(φ)∥∥2L4(Uδ) + ∥∥ψ(φ)∥∥3L6(Uδ) + ∥∥ψ(φ)∥∥L2(Uδ)].
Using Sobolev’s embedding, we get
‖φ‖2L4(U ) + ‖φ‖3L6(U )  C
[‖φ‖2H2(U ) + ‖φ‖3H2(U )] Cε3.
Combining (5.3), (5.4), the facts that φ ∈ B, that the area of Uδ is O ( δε2 ) and Sobolev’s embedding,
we get
∥∥ψ(φ)∥∥2L4(Uδ) + ∥∥ψ(φ)∥∥3L6(Uδ) + ∥∥ψ(φ)∥∥L2(Uδ)  Ce− γ5δε [1+ ‖φ‖2H2(U ) + ‖φ‖3H2(U ) + ‖φ‖H2(U )].
Hence, (5.6) holds.
We claim that the Lipschitz property holds for N2. More precisely,∥∥N2(φ1) − N2(φ2)∥∥L2(U )  Cε 32 ‖φ1 − φ2‖H2(U ) (5.7)
for some constant C > 0. By direct computations, we obtain∥∥N˜(φ1) − N˜(φ2)∥∥L2(U )  C[‖φ1‖L4(U ) + ‖φ1‖2L6(U ) + ‖φ2‖L4(U ) + ‖φ2‖2L6(U )]
× [‖φ2 − φ1‖L4(U ) + ‖φ2 − φ1‖L6(U )].
Therefore∥∥N2(φ1) − N2(φ2)∥∥L2(U )  ∥∥N˜(φ1 + ψ(φ1))− N˜(φ2 +ψ(φ1))∥∥L2(Uδ)
+ ∥∥N˜(φ2 + ψ(φ1))− N˜(φ2 + ψ(φ2))∥∥L2(Uδ) + C∥∥ψ(φ1)− ψ(φ2)∥∥L2(Uδ)
 (A1 + A2)
[‖φ1 − φ2‖L4(Uδ) + ‖φ1 − φ2‖L6(Uδ)]
+ (A1 + A2 + C)
[∥∥ψ(φ1)− ψ(φ2)∥∥L2(Uδ) + ∥∥ψ(φ1) −ψ(φ2)∥∥L4(Uδ)
+ ∥∥ψ(φ1)− ψ(φ2)∥∥ 6 ],L (Uδ)
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Ai = ‖φi‖L4(Uδ) + ‖φi‖2L6(Uδ) +
∥∥ψ(φi)∥∥L4(Uδ) + ∥∥ψ(φi)∥∥2L6(Uδ), i = 1,2.
Considering φi ∈ B, i = 1,2, arguing as before, we can verify (5.7).
Now, for φi ∈ B we know that ϕ = A(φ) satisﬁes
‖ϕ‖H2(U )  Cε
3
2 ‖T‖.
Choosing any number D > C‖T‖ we get
‖ϕ‖H2(U )  Dε
3
2 .
On the other hand we have
‖ϕ‖L∞(U )  C‖ϕ‖H2(U ).
Since ϕ satisﬁes an equation L2(ϕ) = h with h compactly supported. Hence ϕ belongs to B thanks
to the above discussion. The operator A is clearly a contraction mapping thanks to (5.7). We deduce
that A has a unique ﬁxed point in B.
We recall that the operator T carries the function f as a parameter. With a straightforward analysis
of all terms involved in this differential operator as in [2], emphasizing its dependence on f , we can
get
‖T f1 − T f2‖ Cε‖ f1 − f2‖.
It is easily checked that for φ ∈ B we have∥∥N2, f1(φ)− N2, f2(φ)∥∥L2(U )  Cε4‖ f1 − f2‖.
In view of
φ( f1) = T f1
(
E2( f1) + N2, f1(φ)
)
,
we have
φ( f1) − φ( f2) =
[
T f1
(
E2( f1) + N2, f1(φ)
)− T f1(E2( f2) + N2, f2(φ))]
+ [(T f1 − T f2)(E2( f2)+ N2, f2(φ))].
By using the ﬁxed point theorem, we get∥∥φ( f1)− φ( f2)∥∥H2(U )  Cε 32 ‖ f1 − f2‖. (5.8)
From the above analysis, we have obtained the following lemma.
Lemma 5.1. There is a number D > 0 such that for all suﬃciently small ε and all f satisfying (2.26), problem
(3.9)–(3.11) has a unique solution φ = φ( f ) which satisﬁes
‖φ‖H2(U )  Dε
3
2 ,
∥∥|φ| + |∇φ|∥∥L∞(|x|> 40δε )  ‖φ‖H2(U )e− γ4δε .
Moreover φ depends Lipschitz-continuously on f in the sense of estimate (5.8).
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The equation is obtained by simply integrating the equation (only in x) against Hx .
6. Estimates for projections of the error
In this section we carry out some estimates for the term
∫∞
−∞ E2Hx dx. Observe that it suﬃces to
evaluate
∫∞
−∞ E1Hx dx instead since the difference E2 − (−E1) is exponentially small in ε. Notice that
the odd terms in x in E1 do not contribute to the value of the integral since Hx is even.
We recall
S(H + φ1) = ε2S3 + ε2S4 + B2(H)+ β−2φ1,zz + B5(φ1)+ N0(φ1),
where S3 is an odd function, S4 is an even function and B2(H) is of order ε3. Thus we see that
∞∫
−∞
S(H + φ1)Hx dx = −ε2
{
f ′′β−1
∞∫
−∞
H2x dx+ f ′
[
2β−2β ′
∞∫
−∞
xHxHxx dx+ 2β−2β ′
∞∫
−∞
H2x dx
]
+ f
[
β−1κ2
∞∫
−∞
H2x dx− β−3Vtt
∞∫
−∞
x
(
H − H3)Hx dx]}
+
∞∫
−∞
N0(φ1)Hx dx+
∞∫
−∞
B5(φ1)Hx dx+ ε3b1ε f ′′ + ε3b2ε.
Here and below we denote by blε , l = 1,2, generic, uniformly bounded continuous functions of the
form
blε = blε
(
z, f (εz), f ′(εz)
)
,
where additionally b1ε is uniformly Lipschitz in its last two arguments. As a matter of fact, here
b1ε = a2β−1 f + O (ε).
The coeﬃcient in front of f ′(εz) in
∫∞
−∞ ε
2S4Hx dx can be computed as
2 f ′β−2β ′
[ ∞∫
−∞
xHxHxx dx+
∞∫
−∞
H2x dx
]
= f ′β−2β ′
∞∫
−∞
H2x dx. (6.1)
We can also get the coeﬃcient in front of f (εz) in
∫∞
−∞ ε
2S4Hx dx
f
[
β−1κ2
∞∫
−∞
H2x dx− β−3Vtt
∞∫
−∞
x
(
H − H3)Hx dx]= f β−1(κ2 − 2−1β−2Vtt) ∞∫
−∞
H2x dx, (6.2)
where we have used (2.20).
Next we estimate
∫∞
−∞ N0(φ1)Hx dx. The main order of it is the form −3
∫∞
−∞ Hφ
2
1Hx dx. We com-
pute
232 Z. Du, C. Gui / J. Differential Equations 249 (2010) 215–239−3
∞∫
−∞
Hφ21Hx dx = −3ε2
∞∫
−∞
HHx
[
a11(εz)H1 f (εz)+ a12(εz)H2
]2
dx
= −6ε2a11(εz)a12(εz) f (εz)
∞∫
−∞
HH1H2Hx dx.
Differentiating Eq. (2.24) and using (2.25), we obtain
∞∫
−∞
H2
[−H1,xxx + (3H2 − 1)H1,x + 6HH1Hx]dx = ∞∫
−∞
H2
(
1− 3H2)Hx dx. (6.3)
On the other hand, we have
∞∫
−∞
H2
[−H1,xxx + (3H2 − 1)H1,x + 6HH1Hx]dx
=
∞∫
−∞
H1,x
[−H2,xx + (3H2 − 1)H2]dx+ 6 ∞∫
−∞
HH1H2Hx dx
=
∞∫
−∞
H1,x
[
Hx − 2x
(
H − H3)]dx+ 6 ∞∫
−∞
HH1H2Hx dx. (6.4)
We now compute the ﬁrst integral. Using the fact that H1 = 12 xHx , we derive
∞∫
−∞
H1,x
[
Hx − 2x
(
H − H3)]dx
= 1
2
∞∫
−∞
Hx(xHxx + Hx)dx−
∞∫
−∞
(xHxx + Hx)x
(
H − H3)dx
= 1
4
∞∫
−∞
H2x dx−
∞∫
−∞
x2
(
H − H3)Hxx dx− 1
2
∞∫
−∞
H2x dx
= −1
4
∞∫
−∞
H2x dx−
∞∫
−∞
x2
(
H − H3)Hxx dx, (6.5)
where we have used (2.20).
From (6.3)–(6.5) we get
6
∞∫
HH1H2Hx dx =
∞∫
H2
(
1− 3H2)Hx dx+ 1
4
∞∫
H2x dx+
∞∫
x2
(
H − H3)Hxx dx.−∞ −∞ −∞ −∞
Z. Du, C. Gui / J. Differential Equations 249 (2010) 215–239 233Thus we obtain
∞∫
−∞
N0(φ1)Hx dx = −6ε2a11(εz)a12(εz) f (εz)
∞∫
−∞
HH1H2Hx dx+ O
(
ε3
)
= 2ε2β−1κ2 f (εz)
{ ∞∫
−∞
H2
(
1− 3H2)Hx dx
+ 1
4
∞∫
−∞
H2x dx+
∞∫
−∞
x2
(
H − H3)Hxx dx}+ ε3b2ε, (6.6)
where we have used (2.23).
Now, let us consider
∫∞
−∞ B5(φ1)Hx dx. We have
∞∫
−∞
B5(φ1)Hx dx = ε
∞∫
−∞
[
β−1κφ1,x + β−2Vt
(
x
β
+ f
)(
1− 3H2)φ1]Hx dx+ O (ε3)
= ε2 f (εz)β−1κa11(εz)
∞∫
−∞
H1,xHx dx
+ ε2 f (εz)β−2Vt
{
a12(εz)
∞∫
−∞
H2
(
1− 3H2)Hx dx
+ β−1a11(εz)
∞∫
−∞
x
(
1− 3H2)H1Hx dx}+ O (ε3).
From (1.4) and (2.23) we get
∞∫
−∞
B5(φ1)Hx dx = −ε2 f (εz)
[
2β−1κ2
∞∫
−∞
H1,xHx dx
+ 2β−1κ2
∞∫
−∞
H2
(
1− 3H2)Hx dx− 4β−1κ2 ∞∫
−∞
x
(
1− 3H2)H1Hx dx]+ O (ε3)
= −2ε2β−1κ2 f (εz)
[
1
4
∞∫
−∞
H2x dx+
∞∫
−∞
H2
(
1− 3H2)Hx dx
−
∞∫
−∞
x2
(
1− 3H2)H2x dx
]
+ O (ε3), (6.7)
where we have used H1 = 12 xHx .
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∞∫
−∞
x2
(
1− 3H2)H2x dx = − ∞∫
−∞
(
H − H3)(x2Hxx + 2xHx)dx
= −
∞∫
−∞
x2
(
H − H3)Hxx dx− ∞∫
−∞
H2x dx, (6.8)
where we have used (2.20).
Combining (6.7) and (6.8), we get
∞∫
−∞
B5(φ1)Hx dx = −2ε2β−1κ2 f (εz)
[
5
4
∞∫
−∞
H2x dx+
∞∫
−∞
H2
(
1− 3H2)Hx dx
+
∞∫
−∞
x2
(
H − H3)Hxx dx]+ ε3b1ε f ′′ + ε3b2ε. (6.9)
From (6.1), (6.2), (6.6) and (6.9), we have
∞∫
−∞
S(H + φ1)Hx dx = −ε2β−1
[
f ′′(εz) + γ1(εz) f ′(εz) + γ2(εz) f (εz)
] ∞∫
−∞
H2x dx
+ ε3b1ε f ′′ + ε3b2ε. (6.10)
Here
γ1(εz) = β−1β ′ = 2−1V−1V θ ,
and
γ2(εz) = 3κ2 − 2−1β−2Vtt = 3κ2 − 2−1V−1Vtt .
At the end of this section, we will verify the following Lipschitz dependence of b1ε f ′′ on f∥∥b1ε(z, f1(εz), f ′1(εz)) f ′′1 (εz) − b1ε(z, f2(εz), f ′2(εz)) f ′′2 (εz)∥∥L2(0,)  Cε 12 ‖ f1 − f2‖. (6.11)
We only need to prove (6.11) for the term (a2β−1 f + O (ε)) f ′′ in b1ε f ′′ , since the other terms can
been proved similarly. Furthermore, in order to get the Lipschitz property of (a2β−1 f + O (ε)) f ′′ , it is
enough to get the Lipschitz property of f f ′′ . For any two functions f1, f2 satisfying (2.26), we have∥∥ f1 f ′′1 − f2 f ′′2 ∥∥L2(0,)  ∥∥ f1 f ′′1 − f1 f ′′2 ∥∥L2(0,) + ∥∥ f1 f ′′2 − f2 f ′′2 ∥∥L2(0,)
 ‖ f1‖L∞(0,)
∥∥ f ′′1 − f ′′2 ∥∥L2(0,) + ‖ f1 − f2‖L∞(0,)∥∥ f ′′2 ∥∥L2(0,)
 Cε 12 ‖ f1 − f2‖.
Hence (6.11) holds true.
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We will estimate next the terms that involve φ in (3.9)–(3.11) integrated against Hx . We call the
sum of them ϕ(φ), which can be decomposed as ϕ =∑4i=1 ϕi below.
Let ϕ1(εz) =
∫∞
−∞ χ(ε|x|)B7(φ)Hx dx. For the term ϕ1, we note that it is enough to estimate∫∞
−∞ B7(φ)Hx dx. We denote again ϕ1(εz) =
∫∞
−∞ B7(φ)Hx dx. It is easy to get
∫
0
∣∣ϕ1(θ)∣∣2 dθ  Cε3(‖φ‖2H2(U ) + ‖φ‖6H2(U )).
Hence
‖ϕ1‖L2(0,)  Cε3. (7.1)
In B7(φ) we single out two less regular terms. The one whose coeﬃcient depends on f ′′ explicitly
has the form
ϕ1∗ = ε2 f ′′
∞∫
−∞
φxHx
(
1+ εκ
(
x
β
+ f
))−2
dx
= −ε2 f ′′
∞∫
−∞
φ
{
Hx
(
1+ εκ
(
x
β
+ f
))−2}
x
dx.
Since
(1+ εκs)−2 = 1− 2εκs + 3(εκs)2 − 4(εκs)3 + · · · ,
where s = x
β
+ f . To estimate Lipschitz dependence of ϕ1∗ on f , it is suﬃce to evaluate Lipschitz
dependence of the following term on f
−ε2 f ′′
∞∫
−∞
φHxx dx.
We still denote ϕ1∗ = −ε2 f ′′
∫∞
−∞ φHxx dx. We have
ϕ1∗( f1) − ϕ1∗( f2) = ε2 f ′′2
∞∫
−∞
φ( f2)Hxx dx− ε2 f ′′1
∞∫
−∞
φ( f1)Hxx dx
= ε2
[
f ′′2
∞∫
−∞
(
φ( f2) − φ( f1)
)
Hxx dx+
(
f ′′2 − f ′′1
) ∞∫
−∞
φ( f1)Hxx dx
]
.
By (5.8), we get ∥∥φ( f1) − φ( f2)∥∥ ∞  Cε 32 ‖ f1 − f2‖,L (U )
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The other less regular one from ϕ1 is the following ϕ1∗∗ containing φzz
ϕ1∗∗ =
∞∫
−∞
φzzHx
[
1−
(
1+ εκ
(
x
β
+ f
))−2]
dx.
Since
1− (1+ εκs)−2 = 2εκs − 3(εκs)2 + 4(εκs)3 − · · · ,
where s = x
β
+ f . In order to get Lipschitz dependence of ϕ1∗∗ on f , it is enough to check Lipschitz
dependence of the following term on f
2εκ
∞∫
−∞
(
x
β
+ f
)
φzzHx dx.
Denote ϕ1∗∗ = 2εκ
∫∞
−∞(
x
β
+ f )φzzHx dx again. We can compute
ϕ1∗∗( f1)− ϕ1∗∗( f2) = 2εκβ−1
∞∫
−∞
(
φzz( f1) − φzz( f2)
)
xHx dx
+ 2εκ
[
f1
∞∫
−∞
φzz( f1)Hx dx− f2
∞∫
−∞
φzz( f2)Hx dx
]
= 2εκβ−1
∞∫
−∞
(
φzz( f1) − φzz( f2)
)
xHx dx
+ 2εκ
[
f1
∞∫
−∞
(
φzz( f1) − φzz( f2)
)
Hx dx+ ( f1 − f2)
∞∫
−∞
φzz( f2)Hx dx
]
,
which implies
∥∥ϕ1∗∗( f1)− ϕ1∗∗( f2)∥∥2L2(0,)  Cε3[∥∥φ( f1)− φ( f2)∥∥2H2(U ) + ∥∥φ( f1) − φ( f2)∥∥2H2(U )‖ f1‖2L∞(0,)
+ ‖ f1 − f2‖2L∞(0,)
∥∥φ( f1)∥∥2H2(U )]
 Cε6‖ f1 − f2‖2.
Hence ∥∥ϕ1∗∗( f1)− ϕ1∗∗( f2)∥∥ 2  Cε3‖ f1 − f2‖. (7.3)L (0,)
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This is a consequence of the fact that weak convergence in H2(U ) implies local strong convergence
in H1(U ), and the same is the case for H2(0, ) and C1[0, ]. If f j are weakly convergent sequences
in H2(0, ) then clearly the functions φ( f j) constitute a bounded sequence in H2(U ). In the above
remainder one can integrate by parts if necessary once in x. Averaging against Hx which decays
exponentially localizes the situation and the desired fact follows.
Next we let
ϕ2(εz) = −3
∞∫
−∞
χ
(
ε|x|)β−2[εVt( x
β
+ f
)
+ ε
2
2
Vtt
(
x
β
+ f
)2]
H2φHx dx.
Then it is easy to see that
∫
0
∣∣ϕ2(θ)∣∣2 dθ  Cε3‖φ‖2H2(U ),
and hence
‖ϕ2‖L2(0,)  Cε3. (7.4)
We observe also that ϕ3(εz) = −3
∫∞
−∞(H
2−H2)φHx dx. Since H = H+φ1 and φ1 can be estimated
as ∣∣φ1(x, z)∣∣ C1ε|x|e−C2|x|.
We easily see that
‖ϕ3‖L2(0,)  Cε
3
2 ‖φ‖H2(U )  Cε3. (7.5)
Let us consider now
ϕ4(εz) = −
∞∫
−∞
N2(φ)Hx dx.
From (5.6), we obtain
‖ϕ4‖L2(0,)  Cε
1
2
∥∥N2(φ)∥∥L2(U )  Cε3. (7.6)
These terms ϕ2 +ϕ3 +ϕ4 deﬁne compact operators for f similarly as the remainder ϕ1 −ϕ1∗ −ϕ1∗∗ .
8. The reduced equation for f
In Lemma 5.1 we have got the existence and uniqueness of the solution of (3.9)–(3.11). To resolve
the problem thoroughly in this paper, we need to verify that the coeﬃcient c(εz) is identically zero,
by choosing an appropriate f . We multiply the equation against Hx and integrate in x. The equality
c = 0 is then equivalent to the relation
∞∫
E2Hx dx− ϕ(φ) = 0.−∞
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the following nonlinear, nonlocal differential equation for f
Q ( f ) := f ′′ + γ1 f ′ + γ2 f = εMε. (8.1)
The operator Mε = Mε( f ) can be decomposed in the following form
Mε( f ) = Aε( f )+ Kε( f ),
where Kε arises mainly from β(b2ε + ε−3(ϕ1 − ϕ1∗ − ϕ1∗∗ + ϕ2 + ϕ3 + ϕ4)), here b2ε is the term
in (6.10). Indeed, more accurately, the difference Kε −[β(b2ε +ε−3(ϕ1−ϕ1∗ −ϕ1∗∗ +ϕ2+ϕ3+ϕ4))] is
exponentially small in ε. In view of the formulas (7.1), (7.4)–(7.6) and the fact that b2ε is a uniformly
bounded continuous function, one sees that Kε is uniformly bounded in L2(0, ) for f satisfying
(2.26) and is also compact. The operator Aε , mainly coming from β(b1ε f ′′ + ε−3(ϕ1∗ + ϕ1∗∗)), is also
uniformly bounded in L2(0, ), where b1ε f ′′ is part of the term in (6.10). Due to the formulas (6.11),
(7.2) and (7.3), εAε satisﬁes the following Lipschitz∥∥εAε( f1)− εAε( f2)∥∥L2(0,)  Cε‖ f1 − f2‖.
We will solve now Eq. (8.1). From the non-degeneracy condition (1.5) we know that the operator Q
is invertible under -periodic boundary conditions. Namely: If g ∈ L2(0, ) then there is a unique
solution f ∈ H2(0, ) of Q ( f ) = g which is -periodic and satisﬁes∥∥ f ′′∥∥L2(0,) + ∥∥ f ′∥∥L∞(0,) + ‖ f ‖L∞(0,)  C‖g‖L2(0,).
It then follows from contraction mapping principle that the problem
(Q − εAε)( f ) = g
is uniquely solvable for f satisfying (2.26) if ‖g‖2 < ε 12+ρ , for some ρ > 0. The desired result for the
full problem (8.1) then follows directly from Schauder’s ﬁxed point theorem. In fact, reﬁning the ﬁxed
point region, we can actually get ‖ f ‖ = O (ε) for the solution.
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