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Understanding of aggregation in organic semiconducting (OSC) molecules is 
crucial to ensure desirable interactions in optoelectronics. Weak intermolecular forces 
driving aggregation can greatly impact the physical and electronic structures, making 
these materials useful in many applications. Ex situ techniques allow precursor solutions 
and complete films to be examined but are often unable to give insight into how 
structural or electronic properties evolve during aggregation. Theoretical models have 
often been used to explain how physical and spectral characteristics are linked. This 
dissertation aims to provide a computationally inexpensive method to model the 
absorption spectra of a mixture of organic molecular aggregates to provide a better 
understanding of the process of thin film formation and give insight to the evolving 
physical and electronic properties. 
This method aims to be fast enough that spectra collected during thin film 
formation can be analyzed using a typical desktop computer and determine possible 
aggregate structures. Spectral metrics are used to drastically reduce the computational 
time required to compare simulated and experimental spectra. This is achieved by 




experimental spectrum. Spectral metrics also reduces computational time required to 
compare the experimental and simulated spectra by reducing the total number of energy 
and intensity comparisons by two orders of magnitude. These two methods reduce the 
total computational time by over 99% when compared to using a brute force method. 
The system investigated to demonstrate this technique is a well-studied OSC, 
pseudoisocyanine (PIC). Although typically thought to be a J-aggregate, we find that the 
absorption spectrum of PIC cannot be adequately modelled using solely J-aggregates 
either during molecular aggregation or in the final dry film. Additionally, this dissertation 
disputes a common assumption that the Huang-Rhys factor of a monomer can be used in 
simulations of aggregate absorption spectra. The method introduced here could be 
adopted to simulate the aggregation of other OSCs and can complement other structural 
characterization and computational techniques to provide feedback for rational design of 
structural and photophysical properties of OSC materials.  
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Semiconductors are materials that have a conductivity between that of an 
insulator (e.g. glass) and a conductor (e.g. many metals). Typically, solid-state inorganic 
semiconductors are well-structured lattices of atoms, such as silicon or gallium arsenide, 
which are often intermixed with small amounts of another material to generate additional 
charged species in the lattice. The excess charges are then moved through the material 
with the help of an applied voltage, allowing those charges to be used in an electronic 
process.1 Unlike their inorganic cousins, semiconducting organic molecules typically owe 
their semiconducting properties to extended conjugation2–5 or through substantive overlap 
between the π-orbitals of adjacent molecules.5–8 Excess charges can be injected through 
an applied current9 or generated through a photoexcitation,10 a process where an incident 
photon can generate an electron-hole pair, or exciton. Additionally, OSCs are solution 
processable and could provide an inexpensive alternative to traditional inorganic 
semiconductors that require large deposition chambers to grow well-ordered lattices.  
Semiconducting materials play an integral role in modern life. The advent of the 
field-effect transistor (FET) essentially created the field of electronics by allowing solid-
state materials to be used to amplify and rectify the current from the movement of 
electrons.11 Typically, the semiconducting layer in FETs require high charge carrier 
mobility (> 1 cm2/Vs) which has been achieved in both single-crystal and polycrystalline 
organic molecules.5,12–15 OSCs have also been studied for use as the active layer in 
photovoltaic devices. Such active layers require the photogeneration of an exciton that 




conducting material.16,17 In such applications, the exciton must have a long enough 
lifetime and be mobile enough to reach an interface before dissipating the excitation 
through heat or light. Conversely, light-emitting diodes require active layers that 
encourage radiative recombination of excited electrons and holes through a highly 
fluorescent molecule or aggregate.18–20 More exotic applications of OSCs include the 
developing field of spintronics21,22 which hopes to take advantage of spin of long-lived 
charged species to expand on modern electronics, as well as a number of non-linear 
optical processes.23–25 Each of these applications require different macroscale properties 
that are ultimately governed by very weak intermolecular forces. Understanding how 
aggregates are formed during deposition could inform researchers and engineers to 
pathways that result in favorable structures for a given application. 
One of the major advantages OSCs have over their inorganic counterparts is the 
ability to be solution processable. Inorganic semiconductors typically use large pressure-
controlled chambers with inert gasses and high temperatures to deposit a vapor of 
precursor materials onto a substrate.26 More crystalline materials (e.g. crystalline silicon) 
must be grown as a single large crystal to ensure minimal structural defects.27 Both of 
these techniques are difficult and expensive to scale up and require highly-specialized 
equipment and clean rooms to operate. While OSCs can be deposited through a 
vaporization process like their inorganic cousins, the more attractive method is solution 
deposition. In this method, molecules are dissolved in a solvent and that solution is 
deposited onto a substrate. After the solvent evaporates, the semiconducting molecules 
are, ideally, usable for a desired application. A variety of solution deposition techniques 




can be roughly broken down into four categories: dropcasting, spincoating, printing, and 
meniscus-guided.28 Dropcasting is the simplest technique, where a solution is dropped 
onto a substrate and evaporation of the solvent causes the molecules to aggregate 
together. Unless the molecules are naturally prone to forming highly ordered structures, 
the results of dropcasting are often amorphous. While this is the simplest deposition 
technique, dropcast films can be difficult to reproduce. Spincoating is similar to 
dropcasting, but once the solution has been deposited, the substrate is rapidly spun to 
remove the majority of the solvent and dissolved molecules. As a result, the film tends to 
dry quickly and make reproducible amorphous or radially distributed films. While 
spincoating is often used in research laboratories, it is very wasteful in terms of precursor 
materials and cannot be scaled up to account for industrial needs. Deposition through 
printing is analogous to ink or toner printing used on paper. The solution is deposited 
onto the substrate with a brush, through an inkjet or sprayer, or with a stamp. These 
methods allow molecules to be deposited with substantively less solvent, and in some 
cases can encourage directional growth of aggregates.29 Depending on the deposition 
method (stamping, ink jet, etc.) a high level of directional control can be achieved. For 
example, brush painting and stamping have no air-liquid interface and allow for precise 
control of directionality through sheer forces and patterning.30,31 Since directional 
structures are often advantageous in OSC devices, a variety of directional meniscus-
guided deposition techniques can also be used. In these techniques, the substrate moves 
under the deposition device and the solution is deposited across the surface of the 
substrate, in the same way one might butter a piece of bread.32 Unlike printing techniques 




uses capillary action to passively draw out the solution. Additionally, the thickness and 
concentration of the resulting film can be controlled simply by increasing or decreasing 
the speed at which the substrate or deposition device moves. Despite the advantages and 
scalability of printing and meniscus-assisted deposition methods, a large amount of 
optimization must be done to achieve high-performing devices, such as finding ideal 
solvent systems and accounting for fluid dynamics on the substrate.33,34 While some 
directional methods do exist for depositing OSCs, the resulting structures can be quite 
heterogeneous, resulting in poor device performance. As a result, it is important to 
understand how mixtures of aggregates form during deposition to potentially control 
against unfavorable structures.  
Understanding the evolving physical structures present during thin film formation 
will also give insight to the evolving electronic structure and, as a result, possible device 
properties. One of the earliest theories for explaining how electronic and spectral 
characteristics are impacted by physical structure was introduced by Kasha35–37 in the 
1950s. In Kasha’s work, molecules are described relative to their transition dipole 
moments (TDM). When two molecules couple together energy splitting can occur, as 
shown in Eq. 1.1, where 12J  is the dipole-dipole coupling due to the interactions between 
molecules 1 and 2,   is the TDM of a given molecule, 12r̂  is the unit vector going from 
molecule 1 to molecule 2, and 12r  is the distance between the two molecules.  
 1 2 1 212 1212 3
12
ˆ ˆ3( )( )r r
J C
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  (1.1) 
The presence of this coupling results in a splitting of the energy states, with one 




magnitude and sign of the coupling and the magnitude of the splitting depend on the 
orientation of the two TDMs, with parallel TDMs resulting in maximal splitting. The 
higher energy state corresponds to when the TDMs are out-of-phase, while the lower 
energy state corresponds to the TDMs being in-phase. If the TDMs are parallel and 
colinear the coupling is negative and the in-phase state is bright, due to having a non-zero 
net dipole, whereas the out-of-phase state has a net-zero dipole and is dark. As a result, 
such aggregates will have a red-shifted absorption peak and will be highly fluorescent. 
Conversely, if the TDMs are parallel but both perpendicular to the intermolecular 
separation vector, the coupling is positive and the in-phase state has a net-zero dipole and 
is dark, whereas the out-of-phase state has a non-zero net dipole and is bright. The 
spectral features of these aggregates are essentially opposite of the parallel and colinear 
aggregates, as the higher energy bright state result in a blue-shifted absorption peak 
compared to the monomer. As fluorescence often occurs from the lowest energy state,38 
these aggregates have suppressed fluorescence. The two types of aggregates are referred 
to as J- and H-aggregates, respectively. This theory has since been expanded to include 
nuances such as vibrational coupling,39–41 charge transfer,42–45 and aggregation in 
multiple direction,46–48 further complicating the relationship between physical and 
electronic structure. While there is robust literature addressing the correlation between 
physical and electronic properties, the evolution of these properties during film formation 
is poorly understood. This dissertation aims to provide a computational method for 
studying the process of aggregation that allows mixtures of aggregates to be considered.  
Several techniques exist that can either directly or indirectly probe aggregate 




microscopy. By using electrons instead of photons, scanning electron microscopy49 
(SEM) and tunneling electron microscopy50 (TEM) can bypass the diffraction limit of 
light and resolve structures that are on the scale of nanometers and picometers. While 
SEM can only provide information about the surface of a sample, TEM measures 
transmitted electrons and can give information about the internal structure of aggregates. 
Additionally, TEM can obtain a higher resolution than SEM, on the order of 0.5 nm 
compared to 10s of pm in SEM. Even though these are very precise techniques for 
determining structure, each of these microscopies have their own requirements with 
regards to sample preparation and conditions needed for measurements. In SEM, 
measurements are typically performed under vacuum which require the sample to be 
completely dry. Samples in TEM must be very thin, to allow the electrons to travel 
through the material. Both SEM and TEM collect a single image on the order of minutes. 
SEM and TEM are often used to characterize molecular aggregates, such as those seen in 
cyanine dyes.51,52 Both of these techniques have been used for in situ measurements,53–55 
though these typically require highly specialized sample preparation. 
Atomic force microscopy56,57 (AFM) can also bypass the diffraction limit of light 
by scanning an atomically sharp tip over a surface and using a laser to measure its 
deflection. This can be used to measure aggregate structures. AFM can resolve lateral 
structures on the order of 10s of nm and vertical structures on the order of 0.1 nm. Single 
strands and semicrystalline domains of a prototypical semiconducting polymer, P3HT, 
deposited on a hexagonal lattice have been resolved with AFM.58 A typical AFM image 
takes 5-10 minutes to collect, though a typical experiment that collects several images 




X-ray diffraction2,59,60 (XRD) is a technique that uses x-rays to probe structure, 
though in a less direct way than TEM, SEM, or AFM. X-rays are shot at an angle towards 
a sample, at which point the x-rays can collide with atoms or molecules and the resulting 
diffraction can give information about the spacing and orientation of well-ordered 
structures in the sample. Powder XRD is often used to characterize crystalline organic 
materials, though thin film geometries typically require a grazing-incident geometry.59 In 
grazing-incident x-ray scattering (GIXS), x-rays are incident to the sample at shallow 
angles (< 1°) and is typically used for thin film geometries. This technique measures the 
scatter due to molecular packing, and is characterized by whether the probed diffraction 
angle is small (< 1°) as in the case in grazing-incident small-angle x-ray scattering 
(GISAXS), or wide (~1° - 45°) as in the case in grazing-incident wide-angle x-ray 
scattering (GIWAXS). Both techniques can also be performed during deposition of a thin 
film.61 For example, in situ GISAXS has been used to measure the change in crystallinity 
during zone casting of block co-polymers,62 and in situ GIWAXS measurements have 
helped reveal multiple crystallization pathways in the polymer PTB7.63 In order to 
achieve good signal to noise in thin film samples, specialized x-ray beam lines are 
required. The high intensity also allows for data collection on the order of seconds.64 As a 
result, these instruments are often expensive or require travel and scheduling time at a 
beam line facility. 
Visible light can also be used, indirectly, to probe structure. As mentioned above, 
the electronic structure of aggregates is different than that of a single molecule. Linear 
absorption and fluorescence spectroscopy probe the long-lived excited states of a sample 




coupling and relative orientation of molecules in aggregates. Additionally, both 
techniques are relatively inexpensive and can be performed during solution deposition 
using typical conditions. Depending on the molecule, aggregation can occur on the time 
scale of seconds to hours. In order to collect in situ measurements during aggregation, 
measurements should be completed fast enough to resolve the changing structure.  
A well-studied small organic molecule, TIPS-pentacene, has exhibited a change in 
the absorption spectrum upon aggregation during spincoating deposition, as well as an 
aggregate dependent photoluminescence.65 Time-resolved spectroscopic techniques, such 
as transient absorption (TA) and time-resolved photoluminescence (TRPL), can be used 
to measure changes in excited state populations. Both techniques provide signals as a 
function of time after excitation and give information about excitation and relaxation 
pathways. These techniques can be incredibly useful for measuring charge transfer and 
charge recombination, and can be used to infer aggregate structure.66,67 For example, 
different aggregate forms of perylene were investigated using TA, and it was shown that 
relaxation pathways depend on the structure of the aggregates.66 While TA and TRPL are 
incredibly useful for steady-state samples, such as a solution or a formed thin film, the 
time required to perform these measurements have made in situ measurements 
impossible. Single-shot transient absorption could be used to overcome this barrier, 
though these instruments are custom built by researchers and highly specialized.68 
Computational methods can give theoretical insight into how molecules behave during 
aggregation. Atomistic molecular dynamics (MD) simulations can give information about 
stability of aggregates but cannot give real-time information on the scale of seconds, 




coarse-grained MD simulations, which approximates molecules or sections of molecules 
as a single bead. Doing this allows simulations to be run for longer, but fine atomistic 
detail is lost.70,71 Calculations using quantum mechanical formalism can be used to 
approximate physical characteristics of molecules and aggregates, such as vibrational 
structure, electronic structure, and electronic spectra. Depending on the level of theory 
and the kind of approximations made, these kinds of calculations can be prohibitively 
computationally expensive and may require the use of expensive computing clusters. In 
the next couple of sections, I will provide an introduction to the computationally 
inexpensive method used to model absorption spectra. Additionally, I will introduce the 
molecule used to demonstrate this method, pseudoisocyanine. 
The Holstein Hamiltonian often used to calculate spectra of aggregates was 
initially developed by Holstein to explain polarons (lattice distortions caused by the 
presence of a charge).72 While Holstein’s theory was specifically for 1-D molecular 
crystals, it was quickly expanded upon to account for excitations in molecular 
dimers,40,73,74 and then to arbitrarily large aggregates.75 During this time, researchers also 
developed theoretical frameworks to explain how intermolecular charge transfer 
impacted photophysical behavior and electronic spectra.42 The use of a multiparticle basis 
set was later introduced, which limits the number of interactions that need to be 
considered in a Hamiltonian, when compared to considering excitations on every 
chromophore and interactions between every pair of chromophores. For example, the 
two-particle approximation assumes that the excited state of the aggregate can be 
approximated as a linear combination of basis states where only two of the chromophores 




electronically and vibrationally excited and another chromophore can carry additional 
vibrational excitations. These two excited chromophores are “particles” in the two-
particle approximation. Considering basis states where additional vibrational excitation 
can exist on only one other chromophore decreases the total number of basis states that 
need to be considered, and yet it has been shown to accurately model the spectra of 
molecules with electronic couplings typical of organic systems.39 Several aggregate 
geometries have been considered using a Holstein-like Hamiltonian, and this type of 
model has been used to explain the experimental spectra of small molecule,46,76–79 
polymer,47,80 and oligomer81,82 aggregates. The primary way this dissertation expands on 
previous work is by presenting a new methodology for quickly simulating the absorption 
spectra of aggregates. Only key vibronic peaks and their relative intensities and positions 
are considered, which reduces the time needed to compare simulated and experimental 
spectra. This kind of analysis could work especially well for molecules that have distinct 
vibronic peaks, such as cyanine dyes, phthalocyanines,83 rubrene,84 distyrylbenzenes,85 
pentacenes,86 and perylene diimides.87–89 While not addressed in this dissertation, a 
similar analysis could be performed using photoluminescence spectra, which typically 
have well-defined peaks.  
Cyanines are a group of molecules that have a conjugated backbone with nitrogen 
containing groups on both ends of the backbone. They can be further classified based on 
if the nitrogen containing group is cyclic or not.90 These molecules have historically been 
used in photography,91 but current interest has shifted to using cyanines as fluorescent 
probes in biological systems,92 as efficient light absorbers for use in dye-sensitized solar 




and emission of cyanines can be tuned by increasing the length of the backbone with 
vinylene groups, with a longer backbone corresponding to redder spectral features. Due 
to their rigid backbone, cyanines have been shown to form a large number of different 
well-ordered structures,95–97 some of which are dependent on solution conditions.98 
Additionally, their high absorptivity and tunable absorption and emission wavelength 
makes cyanines useful in Förster resonance energy transfer (FRET) applications as either 
absorbers99 or emitters.100  
The specific cyanine dye used in this dissertation, pseudoisocyanine (PIC), has 
had a large impact on the study of molecular aggregation. PIC exhibits a substantial red-
shift in the main absorption peak and an increase in fluorescence intensity upon 
aggregation, first shown by Jelley.101 The aggregates that cause these spectral changes are 
referred to as J-aggregates . As a result of these spectral observations, researchers sought 
to explain the effects aggregation has on electronic structure and energy transfer. Several 
methods have been used to examine the structure of aggregates of PIC, though there is 
currently no consensus. Theoretical work by Kopainsky102,103 suggests dimers are the first 
species to form during aggregation, with the two molecules stacked face-to-face with an 
offset between them. Experimental work using transient absorption spectroscopy by 
Kopainsky103 was performed on larger aggregates as well, and showed that when 
aggregates were excited in the blue-region of the absorption spectrum, emission was 
measured at energies attributed to the J-aggregate. Absorption in the blue-region is 
thought to be attributed to H-aggregates, which suggests there are multiple aggregate 
species present. Theoretical work done by Scherer and Fischer104 suggests that the 




had two molecules per unit cell. Using a Holstein-like Hamiltonian, they were able to 
reproduce the spectral features seen in PIC aggregates, as well as the polarization 
dependence of the spectrum. Physical observations of PIC aggregates were later done 
using TEM, 105 suggesting tubular aggregates that were ~3000 molecules long. Based on 
the width of the aggregate fibers, it was suggested that the fibers were composed of six 
bundles of dimers with a structure similar to that proposed by Kopainsky. Distinct 
aggregates of PIC have also been formed using concentrated solutions and temperatures 
below freezing.106 Using fluorescence excitation measurements, Fidder observed two 
different aggregates species, referred to as the red site and the blue site. The red site 
resulted in two peaks in the fluorescence excitation spectrum, with the redder peak being 
more intense. The same two peaks were also seen in the blue site, though the bluer peak 
was more intense. The presence of both peaks in both sites and the change in relative 
intensity suggests there are two different aggregate species that could be present in a 
single larger aggregate. Fidder suggests an aggregate structure with four molecules per 
unit cell, contrary to the structure suggested by Scherer and Fischer which has two 
molecules per unit cell. Molecular dynamics simulations and density functional theory 
(DFT) calculations have also been used to probe the structure of PIC. The stability of 
several dimer structures were simulated69 and found to be unstable under simulation 
conditions. Instead of the manifestation of a J-aggregate, simulations suggested a “stack 
of coins” aggregation. Self-assembly was also investigated, with molecules often forming 
micelles or nanotubes, with the hydrophobic chains on the inside of the structures.107 The 
absorption spectra of many linear, chiral tubes, and crystal structures have been 




investigated were unable to reproduce the experimental spectrum. With advances in 
computation power, it is becoming apparent that more research needs to be done to 
determine the pathways by which aggregates can form and the types of aggregates that 
can result from different aggregation conditions.  
This dissertation will present my work developing and implementing a 
computationally inexpensive method for modeling in situ experimental absorption spectra 
as a mixture of aggregates. In Chapter 2, the mathematical theory for simulating 
absorption spectra will be presented. This chapter includes published co-authored 
material with Cathy Y. Wong. Chapter 3 outlines how the parameter space for simulated 
spectra can be thoroughly sampled with minimal computational costs. This technique is 
verified using PIC, which, while well-studied, has an unclear aggregate structure. 
Analysis of the modeling of these spectra shows that the Huang-Rhys factor of a 
monomer should not be used when modeling molecular aggregation, as is common 






IMPLEMENTATION OF HOLSTEIN HAMILTONIAN AND CALCULATION OF 
ABSORPTION SPECTRA  
Typically, scientific literature describes quantum mechanical calculations using 
general equations that can be difficult to parse for the reader. The goal of this chapter is 
to introduce the general method used to simulate spectra and to give more detail behind 
the specific calculations so they can easily be implemented using a variety of 
programming languages. First, I will introduce the Hamiltonian, basis states, and the 
approximations used in these calculations. Next, several examples will be given of how 
to generate the matrix elements of the Hamiltonian and of what a constructed 
Hamiltonian looks like. Some examples of the effect of each parameter in the 
Hamiltonian on the simulated spectra will also be shown. Finally, a procedure for quickly 
comparing the experimental and simulated spectra that can be used for fitting will be 
outlined. Overall, this chapter aims to walk through the more technical details of 
implementing a Hamiltonian and generating spectra.  
2.1 – Holstein Hamiltonian  
The Hamiltonian for a single chromophore can be described by the energy of the 
electronic transition (
0 ), the energy of the main vibrational mode ( 0 ), and the Huang-
Rhys factor ( 2 ) which is related to the nuclear reorganization energy, as shown in Eq. 
2.1. The operators a  and †a (b and †b ) are the annihilation and creation operators for 
electronic (vibrational) quantum.  




The basis states for the monomer, ( ) , are defined by having n electronic 
quanta and v vibrational quanta, as shown in Eq. 2.2. In the following three equations, c(α) 
is a normalization factor, and the basis states form a complete and orthonormal set. 




c n v     (2.2) 
For an arbitrarily long aggregate, the basis states can be expanded to potentially 
account for electronic and vibrational excitations on each molecule, as shown in Eq. 2.3. 
Here, nq electronic quanta and vq vibrational quanta can exist on molecule q.  
 
1 1
( ) ( )
, ;... , 1 1 2 2, ; , ;...; ,q qn v n v q qc n v n v n v
     (2.3) 
 As will be shown in Section 2.2, the number of basis states substantially grow 
when accounting for excitations on additional molecules. To decrease computational 
time, basis states are limited in three ways. First, only a single electronic quantum can 
exist. Second, vibrational quanta are only allowed on two molecules. Third, the total 
number of vibrational quanta in the state must be less than or equal to vmax. The basis 
states therefore are defined by the location (n) and number of electronic and vibrational 
quanta (e,v) on one molecule and by the location (n’) and number of vibrational quanta 
(v’) on a second molecule, as shown in Eq. 2.4.  
 ( ) ( ), , ; ', '
, , ', '
, , ; ', 'n e v n v
n e v n v
c n e v n v     (2.4) 
 The Hamiltonian for an aggregate is similar to a monomer, but additionally 
accounts for electronic coupling between two molecules, shown in Eq. 2.5 as Jm,n. All 
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   
    
  

  (2.5) 
 2.2 – Populating Matrix Elements of the Hamiltonian 
 For a general operator Ô , the matrix elements are defined based on the operator’s 
interaction with a set of complete basis states, as shown in Eq. 2.6.  
 ,ˆ ˆn m n mO O    (2.6) 
 This definition allows the generation of a Hamiltonian that can be used 
computationally. The Hamiltonian for the monomer (Eq. 2.1) can be broken up into an 
electronic term ( ˆ elH ), a vibrational term ( ˆ vibH ), and a vibronic term ( ˆ el vibH  ). Below, we 
will consider each of these three components of the Hamiltonian in turn, using the basis 
states for the monomer. We will consider the electronic and vibrational ground state, and 
states with one electronic quantum and up to 2 vibrational quanta. All of the basis states 
are shown in Eq. 2.7, where 1  is the collection of all basis states for one molecule. The 












  (2.7) 
 
† † † †
† † † †
† † † †1 1 0
† † † †
0,0 0,0 0,0 1,0 0,0 1,1 0,0 1,2
1,0 0,0 1,0 1,0 1,0 1,1 1,0 1, 2ˆ
1,1 0,0 1,1 1,0 1,1 1,1 1,1 1,2
1, 2 0,0 1, 2 1,0 1,2 1,1 1, 2 1, 2
el
a a a a a a a a
a a a a a a a a
H
a a a a a a a a











Individually, the creation and annihilation operators increase or decrease the 
number of quanta in each state, and shown in Eq. 2.9, where †ô ( ô ) is the creation 






o n n n
o n n n




  (2.9) 
 Applying the lowering operator to the ground state is 0. Using this relationship, 
the first two terms of the Hamiltonian, ˆ elH  and ˆ vibH , can be easily determined. Since the 
basis set is orthonormal and the operators †a a  and †b b  do not change the state they 
acted on, only diagonal terms have a possibility of being non-zero. Additionally, †a a  and 
†b b  only act on the electronic and vibrational quanta, respectively. The evaluation of 
each term in Eq. 2.8 is shown in Eq. 2.10.  
 1 1 0
0 0 0 0
0 1 0 0ˆ
0 0 1 0
0 0 0 1
elH  
 
   
  
  (2.10) 
 The vibrational term of the Hamiltonian can be determined the same way, but 
now †b b  results in the number of vibrational quanta on each state (Eq. 2.11, Eq. 2.12). 
 
† † † †
† † † †
† † † †1 1 0
† † † †
0,0 0,0 0,0 1,0 0,0 1,1 0,0 1,2
1,0 0,0 1,0 1,0 1,0 1,1 1,0 1, 2ˆ
1,1 0,0 1,1 1,0 1,1 1,1 1,1 1,2
1,2 0,0 1, 2 1,0 1, 2 1,1 1, 2 1, 2
vib
b b b b b b b b
b b b b b b b b
H
b b b b b b b b








  (2.11) 
 1 1 0
0 0 0 0
0 0 0 0ˆ
0 0 1 0
0 0 0 2
vibH  
 
   
  




 The single creation and annihilation operators in the vibronic term of the 
Hamiltonian allow different states to be coupled together. A given matrix element for the 




† † † † 2
0 0 0
ˆ
el vibm H n m a a b b n
m a a b a a b a a n
  
     

    
  
  (2.13) 
The three terms can be further distributed for clarity. We can separately consider 
the term with the creation operator for vibrational quanta, ( ˆ el vib upperH   ), annihilation 
operator for vibrational quanta, ( ˆ el vib lowerH   ), and a constant factor of λ
2
, ( ˆ el vib conH   ), as 
shown in Eq. 2.14-2.16.  
† † † † † † † †
† † † † † † † †
† † † † † † † †1 1 0
† † † † † †
0,0 0,0 0,0 1,0 0,0 1,1 0,0 1,2
1,0 0,0 1,0 1,0 1,0 1,1 1,0 1,2ˆ
1,1 0,0 1,1 1,0 1,1 1,1 1,1 1,2
1,2 0,0 1,2 1,0 1,2 1,
el vib upper
a a b a a b a a b a a b
a a b a a b a a b a a b
H
a a b a a b a a b a a b
a a b a a b a a b
   
         
  
  







  (2.14) 
† † † †
† † † †
† † † †1 1 0
† † † †
0,0 0,0 0,0 1,0 0,0 1,1 0,0 1,2
1,0 0,0 1,0 1,0 1,0 1,1 1,0 1,2ˆ
1,1 0,0 1,1 1,0 1,1 1,1 1,1 1,2
1,2 0,0 1,2 1,0 1,2 1,1 1,2 1,2
el vib lower
a a b a a b a a b a a b
a a b a a b a a b a a b
H
a a b a a b a a b a a b
a a b a a b a a b a a b
   
         












  (2.15) 
† 2 † 2 † 2 † 2
† 2 † 2 † 2 † 2
† 2 † 2 † 2 † 21 1 0
† 2 † 2 † 2 † 2
0,0 0,0 0,0 1,0 0,0 1,1 0,0 1,2
1,0 0,0 1,0 1,0 1,0 1,1 1,0 1,2ˆ
1,1 0,0 1,1 1,0 1,1 1,1 1,1 1,2
1,2 0,0 1,2 1,0 1,2 1,1 1,2 1,2
el vib con
a a a a a a a a
a a a a a a a a
H
a a a a a a a a
a a a a a a a a
   
         













  (2.16) 
 As shown in Eq. 2.9, †a a  results in the number of electronic quanta on a given 




quanta, as well as a scaling factor based on the number of quanta. The term 2  is simply 
a scalar. Applying the operators in Eq. 2.14-2.16 results in Eq. 2.17-2.19. 
1 1 0
0,0 0 1 0,1 0,0 1 1 1,1 0,0 1 2 1,2 0,0 1 3 1,3
1,0 0 1 0,1 1,0 1 1 1,1 1,0 1 2 1,2 1,0 1 3 1,3ˆ
1,1 0 1 0,1 1,1 1 1 1,1 1,1 1 2 1,2 1,1 1 3 1,3
1,2 0 1 0,1 1,2 1 1 1,1 1,2 1 2 1,2 1,2 1 3 1,3
el vib upperH    
    
     
    
     
 
  (2.17) 
 1 1 0
0 0 0,0 1 1 1,0 0,0 1 2 1,1
0 0 1,0 1 1 1,0 1,0 1 2 1,1ˆ
0 0 1,1 1 1 1,0 1,1 1 2 1,1
0 0 1,2 1 1 1,0 1,2 1 2 1,1
el vib lowerH    
  
   
  
   
  (2.18) 
 21 1 0
0,0 0 0,0 0,0 1 1,0 0,0 1 1,1 0,0 1 1,2
1,0 0 0,0 1,0 1 1,0 1,0 1 1,1 1,0 1 1,2ˆ
1,1 0 0,0 1,1 1 1,0 1,1 1 1,1 1,1 1 1,2
1,2 0 0,0 1,2 1 1,0 1,2 1 1,1 1,2 1 1,2






  (2.19) 
 As before, the orthogonality of the basis states results in most of the matrix 
elements being 0, as shown in Eq. 2.20-2.22. 
 1 1 0
0 0 0 0
0 0 0 0ˆ
0 1 0 0
0 0 2 0
el vib upperH    
 
   
  
  (2.20) 
 1 1 0
0 0 0 0
0 0 1 0ˆ
0 0 0 2
0 0 0 0
el vib lowerH    
 
   
  




0 0 0 0
0 1 0 0ˆ
0 0 1 0
0 0 0 1
el vib conH    
 
   
  
  (2.22) 
 This example gives a sense of what kinds of states can couple together. When a 




Summing Eq. 2.10, 2.12, 2.20-2.22 together results in the Hamiltonian shown in Eq. 2.23. 
The colors denote what kind of interaction each term is from. Blue is electronic, red is 
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   
  (2.23)  
A similar exercise can be done for a dimer using the two-particle approximation 
(Eq. 2.4) and the Hamiltonian shown in Eq. 2.5, which has electronic coupling between 
molecules. Like the monomer, we will consider states with up to one electronic quantum 
and up to two vibrational quanta, though now the states considered can have vibrational 
quanta on up to two different molecules. The Hamiltonian has an electronic term ( ˆ elH ), a 
vibrational term ( ˆ vibH ), a vibronic term ( ˆ el vibH  ), and an electronic coupling term ( ˆ JH ). 
Given the basis states shown in Eq. 2.24 and applying the electronic term of the 
























































































































   
  
  (2.25) 
As with the monomer, the †a a  term does not change the state it is acting on. 
Because of this, the only terms that will have non-zero results will be those along the 
diagonal, except for the term †0,0,0;0,0 0,0,0;0,0a a  which results in 0. The 
completed electronic section of the Hamiltonian is shown in Eq. 2.26. 
 
 2 2 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
ˆ 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
























  (2.26) 
The vibrational term of the Hamiltonian also results in non-zero terms only along 
the diagonal of the Hamiltonian. The value of these terms depends on the total number of 
vibrational quanta in that state. Applying the vibrational portion of the Hamiltonian to the 
basis states is shown in Eq. 2.27. The matrix elements of the vibrational portion of the 

























































































   
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  (2.27) 
 2 2 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 2 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 2 0 0 0 0 0 0 0
ˆ 0 0 0 0 0 0 2 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 2 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 2 0

























  (2.28) 
 To show how the vibronic term of the Hamiltonian, ˆ el vibH  , allows vibrational 
states to couple together, ˆ el vibH   will again be broken up into three terms ˆ el vib upperH   , 
ˆ














H a a b











  (2.29) 
 Applying each of these terms to the basis states shown in Eq. 2.24 is shown in Eq. 
2.30-2.32. The states in red are not basis states of this model and will not couple with any 
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 The orthogonality of the basis states results in most of the matrix elements in the 
Hamiltonian being 0. The non-zero terms for ˆ el vib upperH    come from basis states coupling 
with other basis states that have one more vibrational quantum. Similarly, for ˆ el vib lowerH   , 
non-zero terms come from basis states coupling with other basis states that have one 
fewer vibrational quantum. Like the monomer, the term ˆ el vib conH    does not change the 
state it is acting on and results in non-zero terms along the diagonal. Because of the †a a  
term in all the vibronic terms, coupling will only occur between states that have the 
electronic excitation on the same molecule. A matrix representation of these terms is 
shown below in Eq. 2.33-2.35 and are summed together in Eq. 2.36.  
 2 2 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 2 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
ˆ 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 2 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0























  (2.33) 
 2 2 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 2 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
ˆ 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0



























 22 2 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
ˆ 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1








































0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 0 0 0 0 0 0
0 0 2 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
ˆ 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 2 0 0 0 0
0 0 0 0 0 0 0 2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0






























  (2.36) 
 The final term of the Hamiltonian, ˆ JH , couples the electronic states between two 
molecules through Coulombic interactions. In general, ˆ JH  is defined as in Eq. 2.37, 
where ,m nJ  is the strength of coupling between molecules n  and m , and 
†
ma  ( ma ) is the 
creation (annihilation) operator for the electronic quantum on molecule m .  




J m n m n m n
n m n
H J a a a a
 
    (2.37) 
In the case of a dimer, we can explicitly represent ˆ JH , shown in Eq. 2.38.  




 Like the vibronic term, we can separate this into terms called 1,2ˆ JH   and 2,1ˆ JH  , 
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  (2.40) 
 Each of the basis states will only couple with other states that have the same 
configuration of vibrational quanta, but with the electron excitation existing on different 




 2 2 1,2
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
ˆ 0 0 0 0 0 0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0

























  (2.41) 
 The sum of all the terms for the dimer can be shown using a color-coded grid, 
where blue show electronic terms, red shows vibrational terms, purple shows vibronic 
terms, and orange shows Coulombic coupling terms.  
 
Figure 2.1. Color coded Hamiltonian for a molecular dimer with a single electronic 
quantum, and up to two vibrational quanta. 
 
2.3 – The Impact of Parameters on Simulated Spectra 
 Upon construction of a Hamiltonian, the Hamiltonian is diagonalized to determine 




states, with the weights of each basis state being determined upon the diagonalization of 
the Hamiltonian. The eigenenergies are the values along the diagonal after 
diagonalization, and report on the energy of each eigenstate. The intensity of a transition 
from the ground state to an eigenstate with a particular eigenenergy depends on the 
square of the matrix elements of the TDM that correspond to that transition. The equation 
used to generate the absorption spectrum is shown in Eq. 2.42, where  A  is the energy-
dependent signal, G  is the ground state, ̂  is the TDM operator,    is the  th 
eigenstate, and   ,pV f   is a pseudo-Voigt line shape, which depends on the 
eigenenergy,   , and a broadening term, f. The pseudo-Voigt line shape is discussed in 
more detail in Section 2.4. 
       2ˆ ,pA G V f 

        (2.42) 
The energy of the electronic ( 0 ) and vibrational ( 0 ) quanta, the Huang-Rhys 
factor ( 2 ) and strength of Coulombic coupling (J) all impact the simulated spectrum in 
different ways. Changing the value of the electronic quantum simply shifts the energy of 
the overall spectrum, as shown in Figure 2.2. In the following figures, all spectra are 
broadened using a pseudo-Voigt line shape with a broadening parameter of f = 150 cm-1 





Figure 2.2. False colored linear absorption spectra for a monomer with varying values for 
0  from 10000 cm-1 to 20000 cm-1, in steps of 5 cm-1. The values of the other parameters 
are 0  = 1000 cm-1 and λ2 = 1.  
 
 As the energy of the electronic quantum increases, the absorption spectrum shifts 
to bluer wavelengths. The apparent decrease in energy between peaks is an artifact of 
representing the energy of the spectra in wavelength, as the wavelength scale is not linear 





Figure 2.3. False colored linear absorption spectra for a monomer with varying values for 
0  from 400 cm-1 to 1400 cm-1 in steps of 1 cm-1. The values of the other parameters are 
0  = 10000 cm-1 and 
2  = 1.  
 
 Changing 0  results in different spacing between vibrational peaks. Like in 
Figure 2.2, at higher energies (not shown here), it appears the energy of the vibration 
peaks increases more than 0  would suggest. This, again, is an artifact of representing 
the energy of the spectra in wavelength. The final parameter that can change the spectrum 
of a monomer is 2 , which is a measure of the displacement between the ground state 
and excited state potential energy surfaces. Varying 2  changes the simulated spectra in 





Figure 2.4. False colored linear absorption spectra for a monomer with varying values for 
2  from 0 to 2 in steps of 0.01. The values of the other parameters are 0  = 10000 cm-1 
and 0  = 1000 cm-1. 
 
 The most noticeable difference in spectra with different 2  values is the change 
in the intensity ratio between the red-most peak and the second red-most peak. As 2  
increases from 0 until 1, the second red-most peak become more intense. When 2  = 1, 
these two peaks have the same intensity. When 2  is larger than one, the second red-
most peak becomes more intense than the red-most peak. When 2  is less than one, there 
is a slight blue-shift when compared to when 2  = 0 and 2  = 1. Values for 2  larger 
than ~2 are not typical for conjugated small organic molecules.  
When the transition dipole moments of two molecules interact with each other an 
energy splitting can occur. This is known as Coulombic coupling (J) and can occur in 
dimers and larger aggregates. Depending on the sign of the coupling, either the lower 




bright, while the other state will be dark. Negative coupling results in a bright state that is 
lower in energy, whereas positive coupling results in a bright state that is overall higher 
in energy. As shown in Figure 2.5, the dominant feature when J is negative is an intense 
red-shifted peak when compared to the case of zero coupling. This is most evident when 
looking at the peaks around -1000 cm-1. Conversely, large positive J values result in the 
most intense peak blue-shifting and increasing in intensity, with the intensity of the red-
most peak greatly decreasing.  
 
Figure 2.5. False colored linear absorption spectra for a linear dimer with varying values 
of J, from -1000 cm-1 to 1000 cm-1 in steps of 1 cm-1. The values of the other parameters 
are 0  = 10000 cm-1, 0  = 1000 cm-1, and 
2  = 1. 
 
 Increasing the size of aggregates exaggerates the effect of the Coulombic 
coupling on the spectrum. Figure 2.6 shows the absorption spectra of trimers with the 
same parameters as the dimers in Figure 2.5. At -1000 cm-1, the red-most peak in the 




longer wavelength. The relative intensity of the red-most peak is almost much larger in 
the trimer, as shown by the darker color scale. The spectra from trimers with positive 
coupling values also exhibit a larger spectral shift and change in intensity than dimers 
with the same parameters, though this impact is more subtle.  
 
Figure 2.6. False colored linear absorption spectra for a linear trimer with varying values 
of J, from -1000 cm-1 to 1000 cm-1 in steps of 1 cm-1. The values of the other parameters 
are 0  = 10000 cm-1, 0  = 1000 cm-1, and 
2  = 1. 
 
While the effect of changing the energy of the electronic and vibrational quanta is 
straight forward, changing the Huang-Rhys factor and the magnitude and sign of the 
Coulombic coupling can result in complicated changes in the intensity and energy of 
absorption peaks. A negative Coulombic coupling is most often associated with an 
intense, low energy peak, though similar peaks could arise from a small Huang-Rhys 
factor. Additionally, changing the size of an aggregate can increase or decrease the 




spectrum, it is important to consider that a range of values for the spectral parameters can 
result in similar simulated spectra. 
 2.4 – Spectral Broadening Using a Pseudo-Voigt Line Shape  
As mentioned in Section 2.2, diagonalizing a Hamiltonian and applying the 
appropriate TDM will result in energies and intensities of allowed transitions. Due to 
various physical processes, a range of energies are involved in the transition and the 
peaks in the spectrum are broadened. In this section, we will discuss some of the sources 
of broadening, as well as introduce the broadening function used to broaden simulated 
spectra shown in this dissertation.  
Spectral peaks have a width and can exhibit spectral shifts due to local and non-
local processes. Fluctuations in the energy of the absorbed or emitted state can be 
categorized as being either “homogeneous” or “inhomogeneous”. In homogeneous 
broadening, a population of chromophores will all experience the same fluctuation. For 
example, due to the energy-time uncertainty principle, the lifetime of an excitation is 
related to the fluctuation in observable energies for that excitation. As a result, all 
chromophores responsible for that excitation will have the same intrinsic spectral 
broadening. Another common source of homogeneous broadening is known as pressure 
broadening or collision broadening. As the name suggests, this results from collisions 
between chromophores and surrounding molecules. When a collision occurs, an 
excitation can be emitted and absorbed by a nearby molecule, typically on a time scale 
much faster than the lifetime of the excitation. The overall lifetime of the excitation will 
be shorter, and due to the uncertainty principle, the broadening will be larger. Pressure 




a Lorentzian line shape. Inhomogeneous broadening occurs when each emitter or 
absorber exhibits a different fluctuation in energy. Inhomogeneous broadening is 
especially common in solids and heterogenous materials, as a change in the local 
environment can result in a change in energy or a change in the energy fluctuations. 
Inhomogeneous broadening results in a Gaussian line shape. If the sources of 
homogeneous and inhomogeneous broadening are independent, the total broadening is a 
convolution of a Gaussian and Lorentzian, known as a Voigt profile.  
 A Voigt profile can be simplified using a pseudo-Voigt profile, which uses a 
linear combination of Gaussian and Lorentzian line shapes. The broadening and relative 
intensity of the Gaussian and Lorentzian line shapes depend on a homogeneous 
broadening term (γ) and an inhomogeneous broadening term (σ). The general form of a 
pseudo-Voigt profile is shown in Eq. 2.43, where L(ω,f) is the Lorentzian line shape, 
G(ω,f) is the Gaussian line shape,   is the relative contribution of the two line shapes, ω 
is the energy coordinate along which the broadening is occurring, in this case 
wavenumber, f is the total full width at half maximum (FWHM), and d is a progressive 
broadening term.  
 ( , ) ( , ) (1 ) ( , )V f d L f d G f d              (2.43) 
Both   and f depend on a Lorentzian (fL) and Gaussian (fG) FWHM, as shown in 
Eq. 2.44 and 2.45. This approximation for   and f is accurate to within 1%.109  
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 As shown in Figure 2.7 and Figure 2.8, if either the Gaussian or Lorentzian 
FWHM is 0, the values of   and f reduce the pseudo-Voigt profile to either a Lorentzian 
or Gaussian line shape, respectively.  
 
Figure 2.7. Calculated values for the total FWHM (f), as a function of the Lorentzian and 
Gaussian broadening terms. 
 
The progressive broadening term in Eq. 2.43, d, scales linearly with energy, as 
shown in Eq. 2.46, where d0 is the strength of the broadening,   is the coordinate along 
which the broadening is occurring, 0  is the energy of the vibrational quantum, and 
*  









   (2.46) 
The pseudo-Voigt profile accounts for higher energy vibronic transitions that are 
not included in the model and decreased the intensity of other high energy vibronic peaks 





Figure 2.8. Calculated values for   in the pseudo-Voigt profile, as a function of the 
Lorentzian and Gaussian broadening terms. 
 
 2.5 – Comparison of Simulated Spectra to Experimental Spectra 
Modeling a series of absorption spectra measured in situ during solution-
deposition and film formation will greatly increase the number of calculations required 
when compared to simply modeling one experimental spectrum. As a result, reductions in 
computational time must be achieved, for example, by reducing the computational time 
required to compare a simulated spectrum and experimental spectrum. Additionally, 
fitting simulated spectra to an experimental spectrum is only feasible with rapid error 
calculations. Fitting requires a comparison between a simulated spectrum and an 
experimental spectrum, and having a large number of data points, ~1000 in the case of 
the experimental spectra shown here, results in error calculations that take a long time. 
The various parameters shown previously ( 0 , 0 , etc.) can greatly impact the simulated 




energies and intensities need to be considered when comparing an experimental and 
simulated spectrum to determine agreement between the two spectra. As so few data 
points are considered, it is especially important to properly sample the parameters space 
in order to find all possible sets of parameters that result in simulated spectra that agree 
with experimental spectra. In this section, I will describe a strategy of calculating spectral 
“metrics” that focus on the spectral features that are most sensitive to aggregate structure, 
namely the peak energies and relative peak intensities. Additionally, I will outline the 
procedure for sampling the parameter space, and how the initial sampling will determine 
which sets of parameters will undergo a least-squares fitting to the experimental 
spectrum.  
Mean-squared error (MSE) between two sets of data can be used to quantify the 
difference between them. For example, MSE can be used to determine the error between 
a regression line and a data set. Typically, each data point is given the same importance 
or weight, though it is also possible to increase or decrease the weight for different parts 
of the data. In the case of absorption spectra, most of the data exists between peaks and at 
the red and blue tails of the spectrum. As shown in Section 2.3, changing the various 
parameters in the Hamiltonian often results in a shift in energy of peaks or in a change in 
the ratio of peak intensities. Because of this, any measure of the goodness of fit between a 
simulated spectrum and an experimental spectrum would need to strongly weight data 
near absorption peaks in the spectrum. Unnecessary error calculations are avoided by 
implementing an error calculation scheme that only depends on key spectral features we 
term the spectrum’s “metrics”. As such, the calculated error is called a “metrics error”. 




experimental spectrum and the simulated spectrum. Both the peak energies and intensities 
are dependent on the values of the parameters in the Hamiltonian, and both are included 
in the metrics error calculation. Eq. 2.47 shows the general form of a metrics error that 
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where em is the metrics error, w is the weight, qE  and 
*
qE  are the simulated and 
experimental energies of peak q, respectively, and qI  and 
*
qI  are the simulated and 
experimental intensities of peak n, respectively. Typically, the weight for the energy of a 
peak is larger in magnitude than the weight for the intensity simply due to the difference 
in scale of the two values. 
 The parameter space for the Hamiltonian depends on the length of an aggregate 
(n), the energy of the electronic quantum ( 0 ), the energy of the vibrational quantum 
( 0 ), the Huang-Rhys factor (
2 ), and the Coulombic coupling strength (J) if the 
aggregate is larger than a monomer. Using the experimental spectrum for the monomer, 
values for 0  and 0  can be determined quickly by minimizing the MSE between the 
experimental and simulated spectra. As the monomer only has a length of one and has no 
Coulombic coupling, simulating and fitting to the experimental spectrum is not 
computationally expensive. In order to properly sample the parameter space, many 
spectra are simulated with various parameter values. If 0  and 0  can be determined 
from a monomer spectrum, the simulated spectra form a 3-dimensional grid in n- 2 -J 




have an error below a given threshold undergo a least-squares fitting routine to further 
minimize the metrics error. Spectra with errors that are too large are likely unable to be 
fit to a local minimum during the least-squares fitting routine, so they are reasonable to 
discard to decrease the overall computational time. 
 2.6 – Summary  
 In this chapter, the theoretical framework for the simulation of absorption spectra 
was introduced. Using a single-particle basis set with a single electronic excitation and a 
maximum number of vibrational quanta for a monomer, a step-by-step method for 
determining the matrix elements of the Hamiltonian was shown. This was repeated using 
a two-particle approximation for the basis states for a dimer showing how the 
Hamiltonian changes with the inclusion of Coulombic coupling, and to give a sense of 
the scaling for the basis states and Hamiltonian as larger aggregates are considered. The 
process of going from a diagonalized Hamiltonian to an absorption spectrum was 
outlined. Each of the parameters in the Hamiltonian were varied and spectra were 
simulated, to give some intuition about how the various parameters will impact simulated 
spectra. These calculations are ultimately used with the purpose of modeling 
experimental spectra. A strategy for calculating error and fitting simulated spectra to an 
experimental spectrum with minimal computational cost was also discussed. In Chapter 
3, these calculations will be demonstrated using the experimental spectrum of a well-





SIMULATION OF ABSORPTION SPECTRUM OF A MIXTURE OF AGGREGATES 
The process of simulating absorption spectra to model experimental spectra is 
demonstrated in this chapter by using a well-studied organic semiconductor, 
pseudoisocyanine (PIC). Mixtures of aggregates are common in many real-life systems, 
such as protein complexes in cell membranes and organelles, bulk heterojunctions that 
can be used in photovoltaics, and in aggregates of small organic molecules. 
Heterogeneity in an aggregate mixture can change the behavior of the system, either 
beneficially or deleteriously, so it is important to develop methods to model aggregation 
in these kinds of mixtures. Mixtures of aggregates are rarely, if at all, studied in the 
literature. This is likely due to the large number of unknowns, which makes this a 
computationally challenging problem. For this dissertation, PIC delivers the perfect 
model system, as it is well-studied but still has an unclear aggregate structure. PIC 
exhibits distinct peaks in its line shape, as shown below, and forms a mixture of 
aggregates during thin film formation. I will demonstrate how a system with an evolving 
mixture of aggregates can be modeled with relatively little computational cost while fully 
sampling the parameter space. This can provide insight into the physical and electronic 
structure of a mixture of aggregates. This general strategy could be adapted to other 
systems and lead to the ability to understand aggregation in more complicated 
heterogeneous structures.  
The primary obstacle to fitting simulated absorption spectra to an experimental 
spectrum is that a spectrum is typically comprised of ~1000 individual absorption 




calculated spectrum and an experimental spectrum would thus require 1000 separate 
calculations to determine the absolute difference between the two spectra, perhaps 
followed by further calculations to determine the mean squared error. After the error 
between a simulated spectrum and experimental spectrum has been calculated, the entire 
Hamiltonian used to calculate the simulated spectrum must be recalculated, TDMs 
applied, and broadened before having the error reevaluated. While these calculations are 
trivial when considered on the individual scale, a single simulated spectrum may be 
recalculated thousands of times before the error is minimized. Additionally, it is unlikely 
that a single set of initial parameters would adequately sample the parameter space and 
find all sets of parameters that produce adequate agreement between the simulated and 
experimental spectra. As a result, it is important to fit a large number of initial guesses to 
find as many minima as possible. Using the grid sizes outlined below in Section 3.5, a 
total of ~8.6∙106 possible binary mixtures of aggregates exist in this parameter space. If 
each of these spectra were compared to an experimental spectrum with 1000 points of 
energy resolution just once, that would ideally take a 2 GHz processor approximately 4 
seconds to calculate. If an average fit requires 100 iterations, the error evaluation step to 
fit one experimentally measured spectrum would take about 7 minutes. If you repeat this 
for an in situ measurement with 1000 experimental spectra, the calculation would take 
five days. This does not take into account the time required to generate the spectra in the 
first place, nor does it consider that spectra would need to be generated during every 
iteration of a fitting routine. The strategy employed in this dissertation can sample the 
entire parameter space while also reducing the number of calculations required by well 




calculate the error between one grid of parameters and 1000 experimental spectra to ~10 
milliseconds. The drastic reduction in time needed for calculations makes modeling 
mixtures of aggregates during thin film deposition computationally feasible. The result of 
these calculations is that the evolving distribution of parameters can be shown. An 
additional level of nuance is added to the calculations by considering whether 2D 
aggregates or aggregates with charge transfer properties could model experimental 
spectra. Additionally, the use of two Huang-Rhys factors in the simulation, one for each 
type of aggregate present, was explored. Finally, these results demonstrate that in order to 
accurately model aggregates, the Huang-Rhys factor of a monomer should not be used. 
3.1 – Experimental Spectrum of Pseudoisocyanine  
A solution of PIC in acetone was prepared such that the maximum measured OD 
during an absorption measurement was approximately 1.0. The solution was drop-cast 
onto a glass slide placed on an aluminum block that was cooled to 12.5 °C using a 
recirculating chiller. The deposition stage was placed in a plexiglass container to limit air 
flow and maintain a 42% ambient humidity. A broadband light-emitting diode (Thorlabs, 
MNWHL4, 400-700 nm) was focused onto the sample and the transmitted light was 






Figure 3.1. In situ absorption measurements during the solution-casting of PIC. (a) 
Absorption as a function of time after drop-casting a solution of PIC in acetone. 
Horizontal lines correspond to spectra in (b). (b) Measured absorption at times indicated 
in (a). Spectrum representative of measurements before 80 s while the molecules are in 
solution (black), and a simulated spectrum with parameters optimized to fit the solution 
spectrum (grey dashed). Spectra representative of measurements between 80 s and 350 s 
(red) and after 355 s (blue), referred to as the “intermediate” and “final” stages, 
respectively. Peaks A, B, and C are the three largest peaks in order of descending 
wavelength position. (c) Absorption peak energies. Colors show the peak intensity order 
(green > blue > orange). (d) Absorption peak intensities. Colors show the peak 
wavelength order, with green, blue, and orange corresponding to peaks A, B, and C, 
respectively. Structure and transition dipole moment orientation69 of PIC shown in inset 
of (b). 
 
The results of the in situ absorption measurements during molecular aggregation 
are shown in Figure 3.1. There are three distinct stages of film formation apparent in 
Figure 3.1a, which we term the solution, intermediate, and final stages. During the 
solution stage, from 0 s to 80 s, the spectrum is consistent with the spectrum of a dilute 
solution of PIC. The spectrum changes drastically at 80 s to exhibit three distinct peaks, 
which we label as peaks A, B, and C in order of ascending energy, as shown in Figure 




energy (A > B > C), which is typical for a dilute solution of semiconducting organic 
molecules. After the transition to the intermediate stage at 80 s, peak C becomes more 
intense than peak B, peak A becomes much more intense, and there is an overall red shift 
of the spectrum, when compared to the solution stage. The energy and intensity of the 
peaks remains steady until the transition to the final state at 350 s, as shown in Figure 
3.1c,d. There is overall a slight blue shift in the spectrum in the final stage, and the 
intensity of the peaks revert to the ordering seen in the solution stage. The intense red 
peak is still present in the final stage, though the peak decreases slightly in intensity and 
becomes slightly broader.  
3.2 – Metrics Error for PIC Spectrum 
The changes in peak energies and intensities are indicative of a change in the 
electronic and physical structure of chromophores present during film formation. These 
changes are due to the formation of aggregates as solvent evaporates during film 
formation. The overall goal of this dissertation is to determine how the structure of 
aggregates changes during film formation using the Holstein Hamiltonian shown in 
Chapter 2. In order to quickly simulate the spectra from an in situ absorption 
measurement, the simulated spectra need to be quickly compared to the experimental 
spectra. This is achieved by comparing key spectral features in a simulated spectrum to 
an experimental spectrum, as described in Chapter 2. For the intermediate and final 
stages of PIC, the energies and intensities of peaks A, B, and C are used to determine the 
metrics error between simulated and experimental spectra. As explained further below, 
the energy and intensity of peaks A and C will be used to narrow down the possible sets 




intensity of these two peaks in the metrics error calculation, while the energy and 
intensity of peak B relative to peak C is used in this calculation, as shown in Eq. 3.1, 
where variables are as described in Chapter 2.  
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Figure 3.2. (a) The peak positions and intensities of an experimentally measured 
absorption spectrum (black) were fit using three Gaussians (blue). The six spectrum 
metrics, (b) EA, (c) EB-EC, (d) EC, (e) IA, (f) IB/IC, and (g) IC, were each changed while the 
other five metrics were held constant at their best-fit value. The varied metric was 
changed until the resulting spectrum had visibly poor agreement with the experimental 
spectrum. The upper (blue) and lower (orange) bounds for each metric are shown, 
overlaid with the experimental spectrum (black). The value of wm was set such that a 
metrics error of 3 would result at each of these bounds, when all other metrics were held 
at their best-fit value.  
 
A percent error of 1%-3% for the peak energies and 10%-30% for the peak 
intensities were chosen as a limit for the acceptable error for a simulated spectrum to 




chosen such that if one metric was at its maximum percent error, as shown in Figure 3.2, 
the total metrics error would be three. The upper and lower bounds of acceptable metrics 
are shown in Figure 3.2.  
 3.3 – Mixture of Aggregates to Explain PIC Spectrum 
While the appearance of the intense red peak in the intermediate and final stages 
is consistent with the formation of a J-aggregate, the change in the relative peak 
intensities is not consistent with either an H- or J-aggregate. As shown in Chapter 2, the 
intensity of absorption peaks in a J-aggregate decreases with increasing energy. For an H-
aggregate, the intensity of peaks tends to first increase with increasing energy, then 
decrease. Based on the relative intensity of the peaks, the intermediate stage likely has a 
combination of H- and J-aggregates, with a J-aggregate being responsible for the intense 
peak A, an H-aggregate being responsible for peak C, and intensity from both the H- and 
J-aggregates contributing to peak B. To further justify using a mixture of aggregates, a 
spectrum from the intermediate stage was modeled using a single aggregate. A collection 
of spectra was simulated using a grid of values for the size of the aggregate (1 ≤ n ≤ 10), 
the Coulombic coupling values (-1050 cm-1 ≤ J ≤ 1050 cm-1, in steps of 30 cm-1), the 
Huang-Rhys factor (0.2 ≤ λ2 ≤ 1.0, in steps of 0.05), and the angle between adjacent 
monomer units (0° ≤ θ ≤ 90°, in steps of 15°). The spectrum with the best agreement had 
a metrics error of 11.9, and parameters for the aggregate size, λ2, J, and θ of 6, 0.5, -1050 
cm-1, and 0°, as shown in Figure 3.3. The poor agreement between the spectrum from the 
intermediate stage and the simulated single aggregate spectrum further motivates the use 





Figure 3.3. The simulated spectrum (blue) that best agrees with the experimental 
spectrum (black) during the intermediate stage. The calculated spectrum has an error of 
11.9, and parameters for the aggregate size, λ2, J, and θ of 6, 0.5, -1050 cm-1, and 0°.   
 
 3.4 – Charge Transfer Aggregates  
It is also possible that a single type of aggregate could fit the experimental 
spectrum if we also include charge transfer states. To investigate this possibility, 
absorption spectra of aggregates that exhibit both Frenkel excitons and charge transfer 
(CT) states were calculated for aggregates ranging from 1 to 5 molecules. The 
Hamiltonian for these states is a combination of CT and Frenkel components, as shown in 
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where cn†(cn) and dn†(dn) are the creation (annihilation) operators for the electron and hole, 
respectively. A multiparticle site-based basis set (Eq. 3.3), consisting of one- and two-
particle FE states and two-particle CT states is used, 
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with a vibronic excitation on molecule n with v vibrational quanta, an additional v’ 
vibrational quanta on molecule n’, a hole with v+ vibrational quanta on molecule n+, and 
an electron with v- vibrational quanta on molecule n-.  
Similar to the H- and J-aggregate calculations, a grid of parameters for the CT 
states were calculated, varying the electron and hole transfer integrals (-100 cm-1 ≤ te, th ≤ 
100 -1 in steps of 25 cm-1), Huang-Rhys factors for the electron and hole (0.3 ≤ λ2-, λ2+ ≤ 
1.5 in steps of 0.3), and electrostatic potential energy between nearest neighbors (100 ≤ 
VCT(x) ≤ 2000 cm-1 in steps of 100 cm-1), where x is the distance between adjacent 
molecules. These CT parameters are in addition to Frenkel exciton (FE) parameters, 
where the Coulombic coupling (-1050 cm-1 ≤ J ≤ 0 cm-1 in steps of 250 cm-1), Huang-
Rhys factor for the exciton (0 ≤ λ2 ≤ 1.0 in steps of 0.15), and aggregate size (1 ≤ n ≤ 5) 
were varied.  
Mean-squared error was used to determine the agreement between an 
experimental spectrum and simulated spectra. Figure 3.4 shows the spectrum with the 
smallest error. Compared to the combination of H- and J-aggregates, the best-fit spectrum 
with a single aggregate type and CT states shows very poor agreement to the 
experimental spectrum. Thus, even with the addition of CT states, a single electronic 
coupling value is not sufficient to fit the experimental spectrum, and a second coupling 





Figure 3.4. Experimental (black) and calculated spectrum with CT states using a single 
aggregate (blue). The parameters for this spectrum are n = 5, ε0 = 19000 cm-1, ω0 = 1370 
cm-1, J = -1050 cm-1, λ2 = 0.9, VCT(x) = 600/s cm-1, te = 25 cm-1, th = -100 cm-1, λ2- = 1.5, 
λ2+ = 0.9.  
 
 3.5 – Grid Formation and Fitting of Simulated Spectra 
 
While it would be possible to evaluate the metrics error for every combination of 
parameters for two aggregates, a large number of the resulting spectra would not have 
good agreement with experimental spectra, as shown below. In order to make the process 
of simulating the large number of spectra from the in situ measurement time efficient, we 
need to limit the total number of calculations. In this section, the construction of two 
grids that will be used to generate simulated spectra will be outlined, as well as how the 
total number of spectra that need to be evaluated are limited based on the experimental 
spectrum. Finally, I will go over the metrics error cutoff that is used to further limit the 
number of spectra that undergo a least-squares fit to optimize the agreement between 
experimental and simulated spectra.  
Two 10 x 71 x 17 grids were generated using a range of aggregate sizes (nH, nJ = 




Huang-Rhys factors (λ2 = 0.2 to 1.0 in steps of 0.05). One of these grids was used to 
generate spectra for what we assume is a J-aggregate, and the other was used to generate 
spectra for an H-aggregate. The number of molecules in an aggregate was limited to 10, 
as longer aggregates show little change in spectral features. For similar reasons, the 
maximum number of vibrational quanta was limited to 4. Sets of parameters that generate 
pairs of simulated aggregate spectra that, when summed, have reasonably close 
agreement to the experimental spectrum will be used as initial guesses for a fit. This 
ensures that the entire parameter space is considered and that all possible sets of 
parameters that can yield a good fit of the measured spectra are found.  
To consider all possible binary mixtures of H- and J-aggregates, each calculated 
H-aggregate spectrum must be paired to each calculated J-aggregate spectrum, where λ2 
is assumed to be the same for both aggregates, resulting in a 10 x 10 x 71 x 71 x 17 grid 
of calculated spectra. Pairing of H- and J-aggregate spectra requires a significant fraction 
of computational time. This computational cost is reduced by eliminating some sets of 
parameters by comparing the energies (E) and intensities (I) of peaks A, B, and C in 
Figure 3.1, with those of the vibronic progression in simulated spectra. We denote the 
experimentally measured peak energies and intensities with an asterisk and letter (E*A, 
I*A, etc.), the energy and intensity of peaks in individual simulated H- and J-aggregate 
spectra with numbers corresponding to vibronic transitions (E0-0, I0-0, etc.), and the 
energies and intensities of peaks in the sum of the simulated H- and J-aggregate spectra 
with letters (EA, IA, etc.).  
To limit the number of H- and J-aggregate spectra that must be paired, a few 




aggregate, due to its red-shifted and intense peak, characteristic of J-aggregates. 
Similarly, we assume peak C arises from the H-aggregate spectrum, as H-aggregates can 
have I0-1 that is more intense than I0-0, whereas the intensity of the higher energy vibronic 
peaks decreases for J-aggregates. The calculated H-aggregate spectra that could possibly 
contribute to the measured spectra are limited by considering only parameter sets that 
yield I0-0/I0-1 that are smaller than the largest experimental I*B/I*C. While we assume 
intensity of peak C mostly comes from the H-aggregate spectrum, peak B could have 
contributions from both H- and J-aggregates. Because of this, I*B/I*C can only be larger 
than I0-0/I0-1 in the H-aggregate alone. Similarly, only parameter sets that yield J-
aggregate spectra with I0-0/I0-1 greater than the smallest I*A/I*B are retained.  
To account for the substantial red-shift in the evolving experimental aggregate 
spectra after the J-aggregate peak first forms at 80 s, we consider a solution-to-crystal 
shift. The shift is due to increasing stabilization of the electronic states from solution to 
crystal, like a gas-to-crystal shift. The solution-to-crystal shift is calculated using each 
calculated H-aggregate spectrum, such that E0-1 of the simulated H-aggregate spectrum 
coincides with E*C, as peak C should have the smallest contribution from the J-aggregates 
of the three analyzed peaks. Each remaining J-aggregate spectrum is paired with an H-
aggregate and the solution-to-crystal shift is applied. If the shifted E0-0 does not lie within 
an acceptable error of E*A, that set of parameters is discarded. All the reductions 
described above are performed once for the entire set of measured spectra to reduce the 
original 10 x 10 x 71 x 71 x 17 grid of possible parameter sets by > 99%. To finish 




to I*C, the J-aggregate spectrum is scaled to I*A, and the two spectra are summed together, 
as shown in Eq. 3.4. 
    ( )total J J H HA I A I A      (3.4) 
The metrics error is calculated using Eq. 3.1 for each of the summed spectra 
generated by the remaining sets of parameters, and those with an error of three or less 
undergo a least-squares fit for the values of JH, JJ, λ2, IH, and IJ, with the Hamiltonian 
recalculated for each iteration of the fit. The solution-to-crystal shift is recalculated and 
applied to the H- and J-aggregate eigenvalues and a spectrum is generated. An example 
of the result of this process is shown in Figure 3.5. The green and blue stripe in Figure 
3.5a corresponds to the sets of parameters that met all of the criteria described above. To 
further decrease the total computation time, fitting is only performed for parameter sets 
that result in a spectrum with a metrics error of less than three. Parameter sets that are not 
fit are shown in blue in Figure 3.5a. A comparison with Figure 3.5b shows that the fitting 
procedure results in calculated spectra with a smaller metrics error.  
 
Figure 3.5. Error in peak metrics between calculated spectra and an experimental 
spectrum measured at 277.5 s. (a) Metrics error for spectra calculated using various JJ 
and JH values where nH, nJ, and λ2 are 2, 10, and 0.4, respectively. Sets of parameters that 
result in a metrics error above three are not fit to the experimental spectrum and are 
shown in blue. (b) The metrics error after fitting by optimizing the values of JJ, JH, λ2, 





3.6 – Results 
Figure 3.6a shows the spectrum calculated using one set of parameters as an 
initial guess and the spectrum calculated after those parameters are optimized using the 
fitting procedure, both overlaid on the experimental spectrum measured at 280 s. The 
spectra calculated using the initial guess and the fitted parameters result in a metrics error 
of 2.37 and 0.07, respectively, using Eq. 3.1. An analogous example is presented in 
Figure 3.6b for an experimental spectrum measured at 405 s, with a metrics error of 2.94 
and 0.09 for the spectra calculated using the initial guess and final fit parameters, 
respectively.  
Calculated spectra with error values less than 0.5 are virtually indistinguishable 
by eye. When all the initial guess values are optimized using the fitting procedure, many 
parameter sets yield calculated spectra with error values < 0.5 and are considered good 
fits. Starting from 4379 and 5226 sets of initial parameter values that met the metrics 
error cutoff, applying the fitting procedure yields 1112 and 1696 good fits for the 
measured spectra shown in Figure 3.6a,b, respectively.  
Histograms of the parameters that produce good fits are shown in Figure 3.6c,e,g 
and Figure 3.6d,f,h, respectively. There are only subtle differences between the fit J- and 
H-aggregate sizes (nJ and nH) for the intermediate and final spectra, but a clear change is 
observed in the coupling values for the J- and H-aggregates (JJ and JH), with the coupling 
values fit to the intermediate spectrum being larger in magnitude than the coupling values 
fit to the final spectrum. The values for λ2 become larger in the final stage of aggregation, 




All sets of initial guesses that met the error cutoff were fit for the series of spectra 
measured in situ during film formation. The evolution of the distribution of parameters 
that produce good fits is shown in Figure 3.7. The distribution of parameters of well-fit 
spectra does not change significantly during the intermediate stage of aggregation 
between 80 s and ~300 s. At this point, the JJ value that most frequently results in a good 
fit starts to decrease in magnitude from ~-600 cm-1 at 300 s to ~-500 cm-1 at 355 s. 
Similar changes are found for the values of JH and λ2 that most often yield good fits, 
though JH and λ2 change more quickly, primarily between 345 s and 355 s.  
Interestingly, there are two subsets of parameters that yield good fits, with one 
being much more populated than the other. This can be seen in the histograms for JJ, and 
JH, where the less populated subset of parameters has larger magnitude couplings. The 
two subsets of JH values that produce good fits are isolated and the resulting histograms 
are shown in Figure 3.8 and Figure 3.9. The subset with larger JH values, shown in Figure 
3.8, is entirely comprised of H-aggregate dimers, while most of the parameter sets that 
generated good fits required smaller JH values, shown in Figure 3.9, and H-aggregate 
dimers are not present in this subset. Additional DFT calculations could determine 
whether feasible dimer orientations exist that yield these large coupling values. 
The value of λ2 is much smaller than the monomer value of 0.605 in the 
histograms for all spectra measured after the formation of aggregates. After the transition 
from the intermediate stage to the final stage, the decrease in the magnitude of the JJ and 
JH values coincides with an increase in λ2. This is consistent with electronic energy 




smaller nuclear displacements in symmetric vibrational modes of molecules in an 
aggregate upon excitation, resulting in a smaller λ2. 
Figure 3.6. Fits of PIC spectra measured during the intermediate (top) and final (bottom) 
stages of film formation. (a, b) Measured spectrum (black), spectrum calculated with an 
initial guess (red), and fit spectrum (blue). Distributions of fit values that resulted in a 
metrics error of < 0.5 for nJ and nH (c, d), JJ and JH (e, f), and λ2 (g, h). The parameters 
for the initial guess (fit) parameters for the intermediate stage spectrum are nH = 10, nJ = 
5, λ2 = 0.25 (0.27), JJ = -600 cm-1 (-650 cm-1), JH = 780 cm-1 (670 cm-1), and for the final 
stage spectrum are nH = 3, nJ = 3, λ2 = 0.40 (0.44), JJ = -690 cm-1 (-695 cm-1), JH = 510 
cm-1 (590 cm-1). 
 
To consider the validity of using a single value for the Huang-Rhys factor to 
simulate these spectra, we also used separate λ2 values for the H- and J-aggregates. The 
distribution of parameters that results in simulated spectra with low error for the spectrum 
measured at 390 s is shown in Figure 3.10. Similar to the single λ2 fits, there are two 
subsets of values of JJ and JH that result in spectra with low error. The aggregate sizes 





where the larger magnitude coupling values arise solely from dimers, as shown in Figure 
3.6, though the individual distributions are different. Contrary to exciton theory, the H-
aggregates with larger coupling values result in a λ2 that is closer to that of the PIC 
monomer than the λ2 from the aggregates with smaller coupling values. As discussed 
further below, this implies that it is unlikely that the two JH distributions exist at the same 
time, though both fit the spectrum equally well. The opposite is true for the J-aggregates, 
where the overall distribution of λ2 values shift to slightly smaller values with larger 
coupling values.  
 
Figure 3.7. Time resolved normalized histograms of fit values for calculated spectra that 
have an error of < 0.5 for nJ and nH (a, b), JJ and JH (c, d), and λ2 (e).  






Figure 3.8. Time resolved histograms of the fit parameters for calculated spectra from 
Figure 3.7, only showing the larger JH coupling values.  
 
 
Figure 3.9. Time resolved histograms of the fit parameters for calculated spectra from 
Figure 3.7, but only showing the smaller JH coupling values.  
 






Figure 3.10. Histograms of fit parameters that result in an error < 0.5 for the PIC 
spectrum measured at 390 s for nJ and nH (a, b), JJ and JH (c, d), λ2J (e, f), and λ2H (g, h).  
Two Huang-Rhys factors are considered, λ2H and λ2J for the H- and J-aggregates, 
respectively. The top panels (a, c, e, g) show a separation in the distributions based on the 
JH coupling values, with the red and blue bars corresponding to the subset of parameters 
that include the larger and smaller magnitude JH coupling values, respectively. The 
bottom panels (b, d, f, h) show the analogous separation based on the magnitude of the JJ 
coupling values. Red and blue bars are overlaid to show parameters that are present in 
both coupling distributions.  
 
Time resolved histograms from simulated spectra with two λ2 values (Figure 3.11) 
show characteristics like those observed in Figure 3.7. Both exhibit JJ and JH values that 
decrease in magnitude after the transition to the final aggregation stage, after ~355 s. The 
Huang-Rhys factor for the H-aggregate increases after the transition to the final 
aggregation stage and is similar to the single λ2 histograms. The J-aggregate Huang-Rhys 






Figure 3.11. Time resolved normalized histogram of fit parameters with error < 0.5 for nJ 
and nH (a, b), JJ and JH (c, d), and λ2J and λ2H (e, f) when using separate Huang-Rhys 
factors for the H- and J-aggregates. The y-axis focuses on the transition from the 
intermediate stage to the final stage.  
 
 3.7 – 2D Brickwork Aggregates as a Possible Alternative to Mixture of 
Aggregates 
The result showing that the absorption spectrum of PIC aggregates can be fit to a 
mixture of H- and J-aggregates raises the question of whether the measured spectra could 
also arise from two-dimensional aggregates with electronic couplings that result in 
spectral characteristics of both H- and J-aggregates. Two-dimensional (2D) aggregates 
can take many forms such as bricklayer or herringbone structures, and the overall 
structure dictates the sign and magnitude of electronic coupling between neighboring 




assumption in this work, a brick-layer structure is possible. Given a particular molecular 
width, a, and aspect ratio, A, the arrangement of a 2D aggregate can be defined by the 
slip, s, between layers of molecules, as illustrated in Figure 3.12a. The Coulombic 
coupling in 2D aggregates can be estimated using the electrostatic interaction between 
two dipoles,  
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  (3.5) 
where ˆn  is the transition dipole vector for molecule n, n̂mr  is the unit vector from the 
center of mass of molecule n to molecule m, nmr  is the distance between the two centers 
of mass, and C is a constant that scales the magnitude of the coupling. 
Molecules aligned along the long axis of the molecule will have negative coupling 
and have the properties of a J-aggregate. Relative to the central molecule represented by 
the white block in Figure 3.12a, coupling to the molecules represented by red blocks 










   (3.6) 
Along the short axis of the molecule there are two nearest neighbor molecules, 
shown in blue and green in Figure 3.12a. The coupling between the central molecule and 
each of these two molecules can be either positive or negative, depending on the slip 
value. This coupling is expressed as a function of the structural parameters in Eq. 3.7. 
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Figure 3.12. (a) Generalized brickwork structure for a 2D aggregate, where the aggregate 
is defined by the length of the short axis of the molecule, a, the aspect ratio of the 
molecule, A, and the slip between layers, s, where s is a value that ranges from 0 to 1. 
Black arrows show the orientation of the transition dipole moments. Red molecules have 
a negative coupling with the white molecule. Green and blue molecules may have either 
negative or positive coupling with the white molecule, depending on the slip. Calculated 
ratio of (b) JWG and JWR and (c) JWB and JWR values using electrostatic dipole-dipole 
interactions. Coupling was calculated relative to a constant JWR of -500 cm-1. Cartoons 




We set the J-aggregate coupling between the white and red molecules (JWR) to be 
-500 cm-1 and used Eq. 3.7 to calculate the coupling values between the white and green 
molecules (JWG) using a range of aspect ratios and slip values. The ratio of JWR (which is 
always negative) and JWG (which may be either positive or negative) is displayed in 
Figure 3.12b. This ratio was found to be independent of the size of the molecule, and 
only depend on the angle between dipoles, which is affected by the slip and aspect ratio. 
The value of JWG/JWR was compared to the ratio between JH and JJ values in the simulated 
spectra that resulted in good agreement with experimental spectra. Values of JH/JJ from 
well-fit simulated spectra fell within a window of -1.695 and -0.625.  
The combinations of aspect ratio and slip value that result in a JWG/JWR in this 
window are outlined in black in Figure 3.12b, and analogous calculations for JWB/JWR are 
shown in Figure 3.12c. Based on the molecular geometry of PIC, the aspect ratio is likely 
between 2 and 3, so a small range of brick-layer structures with s ≈ 0.2-0.3 and 0.7-0.8 
could yield a ratio of coupling values that agree with those in calculated spectra that well-
fit the experimental spectra. However, these so-called “HJ-aggregates”111–113 do not 
exhibit absorption spectra that are a simple weighted sum of its constituent H- and J-
aggregates, but instead will appear similar to spectra with a single dominant Coulombic 
coupling value. To illustrate this, we calculated an absorption spectrum with the 
simulation parameters that yielded a good fit of a final stage spectrum in Figure 3.6b, but 
used the Hamiltonian in Eq. 2.5 for a 3-by-3 brick-layer HJ-aggregate with a 1-particle 
approximation, Eq. 2.2. The linear aggregate has non-zero coupling only between nearest 
neighbor molecules in one direction, whereas the 3-by-3 brick-layer aggregate has non-





Figure 3.13. Comparison of simulated absorption spectra calculated using the same 
electronic coupling values for a brick-layer aggregate and a sum of linear aggregates. 
Calculated spectrum for a weighted sum of linear H- and J-aggregates (blue) that best-fits 
the measured absorption spectrum at 405 s (black), calculated using the parameters nH = 
3, nJ = 3, λ2 = 0.44, JJ = -695 cm-1, JH = 590 cm-1. The calculated spectrum for a 3-by-3 
aggregate using parameters λ2 = 0.44, JJ = -695 cm-1, JH = 590 cm-1 (red). Calculated 
spectrum for a linear trimer with parameters λ2 = 0.44, J = -105 cm-1 (teal). 
 
The calculated spectrum, Figure 3.13, is clearly different from the calculated 
spectrum in Figure 3.6b which uses a weighted sum of J-aggregate and H-aggregate 
trimers and does not fit the experimental spectrum. The ratio of peak intensities does not 
 appear to be that of a mixture of H- and J-aggregates, but instead is similar to that 
of a linear trimer with J = -105 cm-1, the sum of the two coupling values used in the 
simulation. Thus, we conclude that the peak intensity ratios observed in situ during PIC 
aggregation result from a mixture of H- and J- aggregates and not from HJ-aggregates.  
3.8 – Discussion  
In this chapter, we introduced a method for determining possible compositions of 
a mixture of PIC aggregates during the process of film formation. By focusing on the fit 




H-aggregates can be compared to an experimental spectrum at low computational cost 
compared to other methods such as MD and DFT. As a result, dozens of experimental 
spectra can be simulated in a few days, unlocking the ability to monitor aggregate 
formation.  
This method is sensitive only to optically active transitions and is really a measure 
of the number of molecules over which an exciton is delocalized. Modeling absorption 
spectra of “ideal” H- and J-aggregates can be performed using a site-based basis, as is the 
case in this dissertation, or can involve dressing the site-based eigenstates in an exciton 
basis and by assuming zero disorder, periodic boundary conditions, and translational 
symmetry.81,114 By not using periodic boundary conditions arbitrarily shaped aggregates 
can be considered. In either case, the spectrum loses sensitivity to exciton size when 
delocalization extends over many molecules. We limited our calculation to aggregates up 
to 10 molecules in size since we observe minimal spectral changes for larger aggregates, 
and this limitation allows an absorption spectrum to be fit on a standard desktop 
computer in ~ 1 hour. Figure 3.8 indicates that the J-aggregate excitons may localize 
from eight or nine molecules during the intermediate stage to a dimer upon formation of 
the final PIC film. This type of exciton localization was also found to occur in PIC J-
aggregates in a layered polymer film owing to disorder.115 This sensitivity to the evolving 
structural disorder is particularly advantageous for monitoring the formation of organic 
films since exciton self-trapping caused by disorder is the main mechanism by which the 





Figure 3.14. Normalized distribution of H- (a) and J-aggregate (b) sizes and 
corresponding coupling values for simulated spectra that fit the PIC spectrum measured 
at 305 s.   
 
The softness in the fit of aggregate size also results in uncertainty in the 
Coulombic coupling values, as shown in Figure 3.14. Each possible aggregate size 
corresponds to a narrow range of Coulombic coupling values for both the H- and J-
aggregates. As expected, simulated spectra with increasing aggregate size can only well-
fit the experimental spectrum when the Coulombic coupling decreases. This change is 




values with larger aggregate sizes, as shown in Figure 3.14. The narrow range of 
coupling values for each size means that if computations can provide a range of possible 
coupling values for realistic molecular orientations, these simulations would be able to 
provide greater insight into the size of the aggregate. For example, if there was no 
realistic molecular orientation that could yield a coupling value of 1000 cm-1, the 
possibility of H-aggregate dimers could be discarded. There is no clear correlation in the 
size of H- and J-aggregates, as shown in Figure 3.15.  
 
Figure 3.15. Normalized distribution of the correlation of H- and J-aggregate sizes for 
simulated spectra that fit the PIC spectrum measured at 305 s (a) and 470 s (b).  
 
Both the fit broadening parameters and the calculated solution-to-crystal (STC) 
shifts exhibit a similar time dependence as JJ, JH, and λ2, with a distinct change occurring 
at the transition from the intermediate to the final aggregate stage, as shown in Figure 
3.16 and Figure 3.17, respectively. The STC shift is ~820 cm-1 during the intermediate 
stage, but when the aggregates transition to the final film at ~355 s, the STC quickly 
increases to ~1150 cm-1. The increase in stabilization is consistent with a decrease in 





Figure 3.16. Homogeneous (a) and inhomogeneous (b) broadening determined by fitting 
peak A from experimental spectra. These parameters were used in calculated spectra.  
 
 
Figure 3.17. Normalized histograms of calculated STC shifts for calculated spectra with 
an error < 0.5. This STC red-shift was applied to calculated spectra such that E0-1 from 
the H-aggregate coincided with EC of the experimental spectrum. 
 
The sharp STC shift increase indicates that the monomer site energies have 
changed as a result of a different electrostatic environment. This can affect the Huang-
Rhys factor in a manner that may or may not be correlated with site energy, as has been 
shown in measurements of chromophores in proteins117–119 and small molecules in 
glasses.120 The Huang-Rhys factor can also change significantly with molecular 




variations in the Huang-Rhys factor.121 Additionally, increased delocalization, the result 
of increased electronic coupling, is known to decrease the Huang-Rhys factor.110 
Considering that (1) the electrostatic environment changes significantly during 
aggregation, (2) PIC geometry may slightly change upon aggregation, and (3) 
intermolecular coupling changes during aggregation, we expect that the Huang-Rhys 
factor for PIC aggregates to be different from that of a monomer. Thus, it is unsurprising 
that our simulations of PIC absorption spectra did not result in any well-fit aggregate 
spectra calculated with a λ2 value that agreed with that of the monomer. All modeled λ2 
are smaller in aggregates in all simulated spectra, consistent with theory, though the 
dimers seen in Figure 3.9 with large coupling values have a much larger λ2 than the larger 
aggregates with smaller coupling values. It is not immediately clear which of these sets of 
parameters is correct, but it is unlikely that these two subsets of aggregate fits coexist 
since exciton theory110 dictates that a larger coupling value should result in a smaller 
Huang-Rhys factor. There are no arguments in the literature explaining why the Huang-
Rhys factor should be the same in both aggregates and monomers, but this assumption is 
commonly used.102,114 While using different Huang-Rhys factors to model aggregates 
increases the computational time, spectra of PIC aggregates cannot be modeled using the 





Figure 3.18. Experimental absorption spectrum for the PIC spectrum measured at 305 s 
(black), and best fit spectrum using the Huang-Rhys factor of the monomer in solution, λ2 
= 0.605 (blue). Other parameters are nH = 2, nJ = 9, JH = 960 cm-1, JJ = -580 cm-1. The 
error for this fit is 1.64, which is above the cutoff of 0.5 used to signify a well-fit 
spectrum. All calculated spectra with an error less than 0.5 have Huang-Rhys factors that 
are substantially smaller than that of the monomer. The main source of the higher error is 
the disagreement in the energy and intensity of peak B. The higher intensity of peak B 
also causes peak A to appear broader than is seen in well-fit spectra.  
 
Aggregate spectra are modeled with an additional level of nuance by considering 
two Huang-Rhys factors, revealing a larger number of variable sets that generate 
calculated spectra that well-fit the experimental spectra. However, the overall physical 
picture of molecular aggregation provided by these simulations is not strongly impacted 
by using two separate Huang-Rhys factors. A similar bimodal distribution is seen in the 
coupling values as in the single λ2 fits, with the magnitude of the coupling values 
decreasing during the transition from the intermediate to final stage of aggregation. The 
decrease in electronic coupling could be a result of a change in relative orientation or 
separation between molecules.   
The parameters identified in this dissertation are those that could possibly fit the 
in situ measured absorption spectra. The point of this simulation is to quickly narrow 




measurements could further refine these values. For example, the range of possible 
aggregate sizes and Huang Rhys factors could be limited by knowledge of possible 
Coulombic coupling values as determined by time-dependent DFT (TD-DFT) 
calculations for realistic molecular orientations. Another possibility is the structural 
measurement of aggregates in the static film that results from the final stage of 
aggregation using TEM or AFM. This would refine the possible Coulombic coupling 
values present in the final film, since there is a clear correlation between nJ (nH) and JJ 
(JH), as shown in Figure 3.14. Knowledge of molecular spacing within the final aggregate 
using XRD or GIXS would also inform the range of possible Coulombic coupling values 
when paired with TD-DFT calculations. Starting with the Coulombic couplings inferred 
from ex situ structural measurements of the final film, the evolving coupling values could 
be followed backwards as a function of time (e.g. in Figure 3.7). This would refine the 
possible aggregate parameters identified in the simulations of in situ absorption 
measurements presented here, and thus inform our understanding of the process of 
aggregate formation.   
This technique of using in situ absorption measurements and simulations to 
monitor the formation of an organic film can be complemented with other experimental 
methods that allow for in situ measurement. GIWAXS can report on aggregate structure 
during a deposition using typical conditions for film formation, though this requires a 
beamline.122,123 Single-shot transient absorption (SSTA) methods can measure the excited 
state dynamics of evolving material systems, such as during the deposition of a film.124–
127 Previous SSTA measurements during PIC film formation at ambient conditions 




during the intermediate stage of aggregation.125 The measurements and analysis presented 
here suggest that the appearance of the quenching process is concomitant with a decrease 
in electronic coupling between molecules in the aggregates. In concert with the presented 
technique, these types of computations and measurements could yield further insight into 







This dissertation has presented a computationally inexpensive method for 
modeling the absorption spectrum of a mixture of aggregates. Chapter 1 provides an 
overview of the importance of organic semiconducting molecules and highlighted the 
dependence of the electronic structure and properties on the physical structures of 
aggregates. A variety of deposition techniques can be employed to make organic thin 
films, and different methods tend to result in different film morphologies. The physical 
and electronic structure of molecular aggregates present in thin films can be probed with 
a wide array of experimental techniques. Linear absorption is used in this dissertation as 
it can be performed in situ during thin film deposition and provides an indirect probe for 
physical structure. A Holstein Hamiltonian is used to simulate absorption spectra of 
molecular aggregates of PIC, which has an unclear aggregate structure, despite being a 
well-studied molecule. Overall, Chapter 1 provides theoretical and experimental context 
for simulating absorption spectra and highlights the importance of modeling mixtures of 
aggregates of organic molecules. 
Chapter 2 outlines the mathematical framework used to calculate simulated 
absorption spectra. Specifically, this chapter provides a guide for constructing a Holstein 
Hamiltonian for a monomer and a dimer. This is both to provide readers with a resource 
to do similar calculations and to help build intuition for how states couple together when 
using a two-particle approximation, which may be helpful when constructing 
Hamiltonians for larger aggregates. The impact of each of the parameters used to model a 




inexpensive method for comparing experimental and simulated spectra is introduced. By 
comparing only key spectral features, the duration of error calculations can be reduced by 
over 99%.  
Chapter 3 demonstrates that in situ absorption spectra can be modeled as a 
mixture of aggregates in a way that makes it computationally feasible on a typical 
desktop computer. PIC is the perfect model system for this, as it has well-resolved 
vibronic peaks whose relative intensities cannot be explained using a single kind of 
aggregate. The addition of charge transfer states to a model using only one type of 
aggregate still could not model the experimentally measured absorption spectrum of PIC. 
The results show there is a distribution of possible parameter sets that produce 
indistinguishable spectra. The distributions change during thin film deposition, implying 
the physical and electronic structure of the aggregates are also changing. Two-
dimensional brickwork aggregates were also used to model experimental spectra but 
could not reproduce the results observed in the simulated spectrum of a mixture of 
aggregates. Finally, the results from this dissertation show that molecular aggregates 
cannot be accurately modeled when using the same Huang-Rhys factor as the monomer, 
though this is a common assumption when simulating absorption spectra of aggregates. 
The strategies introduced here may lead to the ability to understand more complex 
heterogeneous mixtures, especially if scaled to more powerful computers. 
The next logical future work using this method of modeling mixtures of 
aggregates would be to use simulated fluorescence spectra to give additional insight into 
changes in the physical and electronic structure. Such work could also be performed on 
PIC, as it exhibits a fluorescence signal that changes in energy and intensity during the 
75 
formation of molecular aggregates. Possible aggregate structures could be determined by 
calculating geometries that result in the Coulombic coupling values shown here. Finally, 
this dissertation has only considered aggregates made from one kind of monomer. The 
strategies outlined here could allow mixtures of monomers to be researched, such as 
mixtures of electron donating and accepting molecules. 
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