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The sum of the first K singular values of an n-square complex matrix is a norm, 
1 s K Q n. In this paper all isometries of the algebra of n-square complex 
matrices which preserve this norm are determined. For k = 1 and k = n the 
result specializes to earlier work of Morita and Russo, respectively. 
I. INTRODUCTION 
Thirty-five years ago Morita [9] proved that if T is a linear map on the space 
of m x 7~ complex matrices M,,,(C) to itself, which holds fixed the maximum 
singular value (i.e., the Hilbert norm) of every matrix in M,*,(C), then 
or (if m = n), 
T(A) = UAV 
T(A) = UAW- 
for all A, 
for all A, 
(1) 
where U and V are fixed unitary matrices. In [Ill, Russo proved that if m = 12 
and T preserves the sum of all the singular values of every A E M,,,(C) then T 
has the form (1). Russo’s proof depends on showing that T holds the unitary 
group invariant and then using an earlier result of one of the present authors [4]. 
In a recent Ph. D. thesis, Arazy [l] obtained a result which in the finite-dimen- 
sional case implies that any linear map on n/r,,,(@) holding fixed 
(a,(A) > a,(A) > ... > a,(A) are the singular values of A) has the form (1). 
* The work of both authors was supported by Air Force Office of Scientific Research 
Grant No. 72-2164. 
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In [5] it is proved as a corollary of a more general result that if 0 < p < 1 and T 
holds the function (2) invariant, then T also has the form (1). In [6] similar 
results were obtained for linear maps holding fixed the elementary symmetric 
functions of the squares of the singular values. We assume henceforth that 
m = 1z and we write A&,(@) as M,(C). 
Let 1 < k < 11 and define 
The function qDPk: k&(C) -+ [0, 00 is a unitarily invariant norm-this follows ) . 
directly from the von Neumann characterization of such norms in terms of 
symmetric gauge functions [lo]. Thus any linear T satisfying 
is an isometry of n/l,(C) and hence is invertible. The purpose of the present 
paper is to investigate the structure of the extreme points of the unit sphere in 
&&(C) with respect to the norm (3) for p = 1 and any k, 1 < k < n, and thereby 
determine the structure of the isometries T that satisfy (4) for p = 1. For p = 1 
we write qBgle = vlc. Thus our main result is: 
THEOREM 1. If T: M,(C) - MJC) is a linear map and 1 < k < n is a fixed 
integer for which 
ndT(4) = 44 A E Jf$q, 
then T has the form (1). 
Of course, k = 1 and k = n are the specializations of Theorem 1 to the 
results of Morita and Russo, respectively. 
2. EXTREME POINTS 
The following extremal characterization of v&A) is useful [3, 81. 
LEMMA 1. If1 <p<cc~andl <k<n,then 
where the maximum in (5) is over all o.n. sets x1 ,..., xlc in @” and all unitary 
u E M,(C). 
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Proof. By the polar factorization theorem we can replace A in (5) by 
H = (A*A)r12 3 0. Then 
k 
I 
l!P 
< C /j H1j2x, p 11 H1j2U*xt j(p 
t=1 
Let ur ,..., u,, be an on. basis of eigenvectors of H corresponding to CQ ,..., CS, 
respectively. Then 
(f-h > 4 = f %Pj , 2 = I,..., k 
j=l 
where 5’ = [sti] is an n-square doubly stochastic matrix. But then 
(7) 
and by the Minkowski inequality the function on the right in (7) is convex as a 
function of S. The vertices of the convex polyhedron of doubly stochastic 
matrices are precisely the permutation matrices [2] so that the maximum value 
of (7) is clearly 
i I 
i at* lip. 
t=1 
The same argument can be used on the second factor in (6). Clearly, q&A) is 
an achievable value of {xr=, 1 (UAx, , xt)] p}llp. i 
The characterization (5) in fact provides a direct method of showing that 
P)~,~(A) is a norm on M,(C). Note that if the rank of A is 1, i.e., p(A) = 1, then 
%J.k(4 = SW is independent of both p and k. Also if p = 2, k = n, then 
v&A) is the Euclidean norm induced by the inner product 
(X, Y) = tr(Y*X) 
on 1M,,(@). Thus equality holds for nonzero X and Y in the triangle inequality, 
Pe.ra(X + Y) G 92.nw + v2*nm 
iff Y = cX, c > 0. 
There are essentially two steps involved in proving Theorem 1. We first 
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determine the structure of the extreme points of S, , the unit sphere in M,(C) 
consisting of all A for which q*(A) < 1. Since T is an isometry these are mapped 
into extreme points. We can then determine the structure of T by referring to 
known results on linear maps that hold fixed prescribed sets of matrices. 
THEOREM 2. Assume that 1 < k < n; let A be an upper triangular matrix 
with zero main diagonal, and let D be a diagonal matrix. Then 
(i) ~~(ccl, + A) >, k / (Y j with equality iff A = 0; 
(ii) ;f rpk(D) = ~~(21, - D) = k, then D = I,, . 
Proof. (i) We can assume 01 = 1 (the result is trivial if ol = 0). Let 
e, = (S,, ,..., St& t = l,..., n. From Lemma 1 
P& + 4 2 f KG + 4%) et)1 
t=1 
zzz k. 
If some Aij # 0, i # j, let x1 = (ei + ej)/21i2, and let x2 ,..., xk be chosen from 
e, ,..., e, excluding e, and ej . Let U be a diagonal unitary matrix for which 
(U*A Q, = [ dij (. Then from Lemma 1 again 
dl;l + A) = v&n + U*AU) 
2 i ML + U*A U)x, , xt)\ 
t=1 \ 
= 1 1 + (U*AUx, , xl)1 + k - 1 
= k + [ Aij [/2. 
(ii) Write D = diag(ol, ,..., ol,)inwhichwecanassume j tir / > .a. 3 1 CL, /. 
Suppose 1 01~ I > 1 CY~ I. Then since v*(D) = ) 01~ I + ... + ) 0~~ j is the largest 
sumofkoftheIoljj, 
I s-k+1 I + ... + I an I < k. 
Then from (8) and Lemma 1 
(8) 
dZ - D> 2. I f W, - D)et ,edl t-n-k+1 
= j 2k - (a,-k+l + “’ + %)\ 
3 2k - (I an-k+1 I + ma* + I an I> 
> k. 
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Since ~~(21, - D) = k we conclude that 
( c$I = .‘. = IO!, j = 1. (9) 
The same argument shows that the main diagonal entries of 21, - D have the 
same modulus (i.e., let 21, - D play the role of D, D = 21, - (21, - D)). Thus 
/2--or,/ = ..* =12-a&/ = 1. (10) 
But (9) and (10) together imply that cyr = ... = an = 1 so that D = I, . 1 
THEOREM 3. Assume 1 < k < n and let U be a unitary matrix. Then k-lU 
is an extreme point of S, . If k = n then n-l U is not an extreme point of S, . 
Proof. We may assume U = I, . Suppose I, = (A + B)P, a(A) < k, 
vk(B) < k. Then the triangle inequality implies that v,(A) = v,(B) = k. Since 
B = 21, - A, A and B commute, and thus they can be simultaneously brought 
to upper triangular form with a unitary similarity. Hence, we may assume 
and 
A=D+A 
B=(2I,--)-A, 
where D is a diagonal matrix and A is strictly upper triangular. From Theorem 
2(ii) 
and 
k = ~44 = mc(D + 4 2 Q-J@) (11) 
k = ~$3) = 9)&K - D) - A) B R&K, - 9. 
But (11) and (12) imply, by the triangle inequality, 
2k = POW 9 v+(D) + ed242 - D) 
< 2k. 
(14 
Thus both (11) and (12) must be equalities. By Theorem 2(ii), D = In and hence 
(11) b ecomes 
q& + A) = Jz. 
From Theorem 2(i), A = 0 so that A = B = 1% , and we conclude that k-lI, 
is an extreme point. 
The second assertion is trivial-we can assume U = I, and write 
n-II, = cl(In - E,,) + n-lEan 
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(I& is the matrix whose (i, j) entry is I and the remaining entries are 0). Then 
cp,(n-‘Z) = 1, 
9)n(n-Vn - Km)) = (n - 1)/n, 
pn(n-lE,,) = n--l. 
Thus setting A = n-l& - E,,), B = n-IE,, , we have 
n-l& = ~44 f&j 71 + R@) & 7% 
and ?%(A) + y,(B) = 1. Thus ~~1~ is not extreme. 1 
We can complete the information in Theorem 3 by determining the extreme 
points of S, for any value of k. Let 2Zr denote the set of A E M,(c) such that 
p(A) = 1 and &A) = 1. Let U-(c) d enote the unitary group in M,(@) so that 
K-run(@) consists of all matrices k-lU, U E U,(c). 
LEMMA 2. If A is an extreme point of S, then A E 93, u k-lU,(@). 
Proof. Suppose on the contrary that A is an extreme point of S, and A is 
neither a rank 1 matrix nor a multiple of a unitary matrix. We can assume that 
A = diag(ol, ,..., a,) 
where 01~ > ..* > 01, are the singular values of A (i.e., qlc is invariant under 
unitary equivalence). Then the conditions that A be a point of S, , not in 
92)k u k-lU,(@), imply 
011 + ... + % = 1, 
p(A) = m > 1, 
011 > a*. 
LetE,==E,,+~~~+E,,. We express A as a sum of matrices, 
A=C+D, 
(13) 
(14) 
(15) 
(16) 
in which C and D are linearly independent and 
PK) + vk(D> = 1. 
For, (16) and (17) can be combined into 
(17) 
a convex combination of linearly independent matrices of norm 1. 
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Case 1. @I > a, . Set C = ol,E, , D = A - ol,E,, . Then since CQ > ti, , 
C and D are linearly independent, 
vk(C) = min{m, &x, , 
and since D = diag(oir - IX,, , cya - 01, ,..., 01,,+t - tiy, , am - “L, , 0 ,..., 0), 
G(D) = 44 - ~4’7 
= 1 - p,(C). 
Case 2. Ql = %n I m > k. Observe that (15) implies that m < n. Let 
C = +(A + CQ??,,) = 4 diag(ol, ,..., OL, , 0 ,..., 0, (Y,), and D = &(A - +E& = 
4 diag(ar,, . .. , (Y, , O,..., 0, -a,). Clearly A = C + Dandv,(C) = &(oL~+...+LY~) = 
& = cpk(D). 
Case 3. cur = 01,~ , m < k. Let C = o~rErr , D = tir(E,, + ... + E,,,,). Then 
A = C + D and P)JC) = 01~ = l/m, yk(D) = (m - l)ar = (m - 1)/m. 1 
LEMMA 3. Let A E 5Zk . Then A is an extreme point of S, l&f k > 1. 
Proof. Again, since qk is unitarily invariant we may assume -2 = El1 . If 
k = 1, set C = *(El1 + Ezz), D = *(El, - E&. Then C + D = El, , vi(C) = 
4 = p,(D), and C and D are linearly independent. Thus A us not an extreme 
point of S, . 
Conversely, we show that if k > 1, then A is an extreme point of Sk . Suppose 
that 
4, = I(C + 9, (18) 
where vk(C) = qk(D) = vk(Ell) = 1. Since p(EJ = I, w(Er,) = 1 and (18) 
implies that 
1 = P)dEll) 
d h(C) + MD) 
G h(C) + 4,,(D) 
= 1. (19) 
The inequality pl(C) < vk(C) is strict (i.e., k > 1) unless p(C) = 1 so that (19) 
implies that p(C) = p(D) = 1, and hence aa,, = &C), ps.JD) = qk(D). 
Thus from (18) we have 
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The triangle inequality for the Euclidean norm ~)a,~ is strict in (20) unless 
C = rD, I > 0 (see the remarks following Lemma 1). But then 1 = yk(C) = 
npk(D) =-I Y and C = D. 1 
The following theorem shows that for every k the extreme points of S, are 
either multiples of rank 1 or unitary matrices. More precisely, we have 
THEOREM 4. The extreme points of S, are: 
(i) U,JC) if K == I; 
(ii) W, ifR = n; 
(iii) W,. U Iz+U,(@) ;f 1 < K < 72. 
Proof. (i) Theorem 3 shows that any unitary matrix is an extreme point 
of S, . Lemma 2 asserts that any extreme point of S, is either unitary or of rank 1 
and Lemma 2 excludes the rank 1 possibility. 
(ii) Theorem 3 states that no element of &U,(C) is an extreme point of 
S, . Combined with Lemma 2 this implies that only the elements of g,, are 
candidates for extreme points of S, and Lemma 3 asserts that every matrix in gn 
is an extreme point. 
(iii) For 1 < k < n, Theorem 3 and Lemma 3 together imply that every 
matrix in W, u K-lU,(d=) is an extreme point of S, and Lemma 2 asserts that 
there are no others. l 
3. STRUCTURE OF ISOMETRIES 
We prove the three parts of Theorem I, K = 1, K = n, 1 < k < n, separately. 
k= 1. We have vi( T(A)) = vi(A) f or all A E A&(@). Since T is an isometry 
it must map the extreme points in S, into such, so that by Theorem 4(i), 
T(U,(C)) C t’,(C). In [4] it is proved that any T preserving the unitary group 
must have the form (1). Thus the Morita result [9] is proved. 
k = n. In this case Theorem 4(ii) implies that T(9,J C 9% . Thus T maps 
the set of rank 1 matrices in M,(C) into itself. The structure of such T was 
determined in [7] where it was proved that 
T(A) = PAQ, A E Md@), (21) 
or 
T(A) = PA’Q, A E Wz(@), (22) 
for fixed nonsingular P and Q. Let the singular values of P and Q be 
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a1 2 ... 3 01, and j3r > ... 3 & , respectively. Then P = U,D,V, , Q = U,D, V, 
where Vi , Vi E U,(C) and Dl = diag(a, ,..., CY,), D, = diaglB, ,..., &J. Then in 
case (21) holds, 
If A = Err then (23) implies that 1 = vn(Erl) = ~,(ar,js,E,,) = c@r . Similarly 
if A = En, then 1 = CY,~, . It follows from the ordering of the 01~ and /Ii that 
aI = ... = a,, ,!31 = ... = &. Hence P = au, Q = (I/ol)V, U, VE U,(C) 
and T(A) = UAV. The proof that T has the form (1) in case (22) holds is 
identical. This proves Russo’s result [I 11. It is interesting to note that in [I l] the 
structure of T is made to depend on the form of linear maps that hold the unitary 
group invariant rather than the set of rank I matrices. 
1 < k <n. Theorem 4(iii) implit: that if p(A) = 1 or A E U,(C) then 
p(T(A)) = 1 or T(A) is a multiple of a unitary matrix. We show in fact that if 
p(A) = 1, then p(T(A)) = 1 and th en apply the result in [7] to conclude that T 
has the form (1). Thus suppose p(A) = 1 but T(A) = cU, U E U,(C). Since qlc 
is unitarily invariant we may assume A = E,, . Now p(sE,, + tE,,) = 1 for any 
s and t not both 0. Hence 
T(sE,, +t-G) = scu + tT(E,,) (24) 
is either rank 1 or a multiple of a unitary matrix. There are also two possibilities 
for T(E,,), again, either rank 1 or a multiple of a unitary matrix. Note also that 
since El, and E,, are linearly independent, U and T(E,,) are linearly independent. 
Suppose first that T(E,,) = B, p(B) = 1. If we multiply (24) by U-l neither its 
rank nor the fact that it is a multiple of a unitary matrix is affected. Thus the 
matrix 
scl, + tWIB (25) 
either has rank 1 or is a multiple of a unitary matrix for all s, t not both 0. This is 
obvious nonsense and we conclude that T(E12) = B must be unitary. But once 
again (25) cannot be a multiple of a unitary matrix because U and B are linearly 
independent, nor does it have rank 1 for all s, t not both 0. Thus we conclude 
that p(A) = 1 implies p(T(A)) = 1 so that by [7], T has the form (21) or (22). By 
an argument similar to the case k = n we see that T has the required form, i.e., 
P and Q may be taken to be unitary. 1 
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