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NEGATIVE DEPENDENCE AND
THE GEOMETRY OF POLYNOMIALS
JULIUS BORCEA, PETTER BRA¨NDE´N, AND THOMAS M. LIGGETT
Abstract. We introduce the class of strongly Rayleigh probability measures
by means of geometric properties of their generating polynomials that amount
to the stability of the latter. This class covers important models such as de-
terminantal measures (e.g. product measures, uniform random spanning tree
measures) and distributions for symmetric exclusion processes. We show that
strongly Rayleigh measures enjoy all virtues of negative dependence and we
also prove a series of conjectures due to Liggett, Pemantle, and Wagner, re-
spectively. Moreover, we extend Lyons’ recent results on determinantal mea-
sures and we construct counterexamples to several conjectures of Pemantle
and Wagner on negative dependence and ultra log-concave rank sequences.
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1. Introduction
Let µ : 2[n] → R, [n] = {1, . . . , n}, be a function attaining nonnegative values
and satisfying
∑
S∈2[n] µ(S) = 1. The function µ is said to satisfy the positive lattice
condition [30, 65] if
µ(S)µ(T ) ≤ µ(S ∪ T )µ(S ∩ T ) (PLC)
for all S, T ⊆ [n]. The corresponding probability measure (also denoted by µ) on
2[n] defined by µ(A) =
∑
S∈A µ(S) is said to be positively associated if∫
Fdµ
∫
Gdµ ≤
∫
FGdµ
for any pair of increasing functions F,G on 2[n]. The latter is a strong correlation
inequality that yields many others as well as distributional limit theorems for models
of statistical mechanics such as the ferromagnetic Ising model or certain urn models
[63]. A fundamental result in the theory of positively associated random variables,
namely the FKG theorem [30], asserts that PLC implies positive association. This
is a powerful tool that allows verification of (global) correlation inequalities from
the PLC property, which is a local condition and therefore often easier to check.
There are many important examples of negatively dependent “repelling” random
variables in probability theory, combinatorics, stochastic processes and statistical
mechanics: uniform random spanning tree measures [16], symmetric exclusion pro-
cesses [52, 55], random cluster models (with q < 1) [33, 42, 65], balanced and
Rayleigh matroids [20, 29, 68, 70, 72], competing urns models [26], etc; see, e.g.,
[45, 65] and references therein for a discussion of some of these examples and several
others. To add to this list, in §3 we show that both the inequalities characterizing
multi-affine real stable polynomials [8, 9, 15] and Hadamard-Fischer-Kotelyansky
type inequalities in matrix theory [28, 40, 39] may in fact be viewed as natural
manifestations of negative dependence properties.
The reverse of the PLC inequality gives the so-called negative lattice condition
µ(S)µ(T ) ≥ µ(S ∪ T )µ(S ∩ T ) (NLC)
for all S, T ⊆ [n], while the usual definition of negative association for a probability
measure µ on 2[n] is the “negative” analog of positive association [65], namely the
inequality ∫
Fdµ
∫
Gdµ ≥
∫
FGdµ
for any pair of increasing functions F,G on 2[n] depending on disjoint sets of coor-
dinates (note that the latter condition is important since by the Cauchy-Schwarz
inequality F and F are always positively correlated). However, negative dependence
is not nearly as robust as positive dependence. In particular, the NLC inequality
fails to imply negative association (see Example 2.1), and there is no known local-
to-global tool comparable to the FKG theorem in the theory of positive association.
Thus, no corresponding theory of negatively dependent events exists as yet but, as
explained in [65], there certainly is a need for such a theory. In op. cit. Pemantle
made a systematic study of measures on Boolean lattices with various negative
dependence properties. He proved certain relations between them and conjectured
numerous others, so as to pave the way for a theory of negative dependence. How-
ever, most open problems and conjectures are unresolved to this day, and the scope
of the positive results so far is quite restricted.
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In this paper we introduce the class of strongly Rayleigh probability measures by
means of purely geometric conditions on the zero sets of their generating polyno-
mials that amount to the real stability of the latter (Definitions 2.9–2.10). As we
show in §3, this class contains several important examples such as distributions at
time t ≥ 0 for symmetric exclusion processes generated by product or deterministic
measures [55] (or, more generally, by strongly Rayleigh measures), and determinan-
tal probability measures induced by positive contractions [5, 57]. Measures of the
latter type include e.g. uniform random spanning tree measures [16, 57] and arise
naturally in a variety of contexts pertaining to fermionic/determinantal point pro-
cesses and their continuous scaling limits, eigenvalues of random matrices, number
theory, non-intersecting paths, transfer current matrices, orthogonal polynomial
ensembles, etc; see the discussion in §3.3 and references therein. Note that the
topological dimension of the class of strongly Rayleigh probability measures on 2[n]
is 2n−1 ([10, Lemma 4.1]) whereas the class of determinantal probability measures
has dimension n2, so the former is much larger than the latter. Of course, there are
also many examples of measures that satisfy some negative dependence property
but are not in the strongly Rayleigh class, e.g. Counterexample 1 in §7 and the
random cluster measure [33] whenever the graph contains a cycle, see §3.4.
The geometry underlying strongly Rayleigh measures provides us with power-
ful tools – such as fundamental complex analytic and geometric results of G˚arding
and Grace-Szego¨-Walsh, combinatorial/probabilistic results of Feder-Mihail, matrix
theoretic methods, and recent developments in the theory of stable polynomials
[7, 8, 9, 15] – that we use in §4 to develop a complete theory of negative depen-
dence for this class of measures. Indeed, we show that strongly Rayleigh measures
enjoy all virtues of negative dependence, including the strongest form of negative
association (CNA+). In particular, this allows us to prove several conjectures made
by Liggett [55], Pemantle [65], and Wagner [72], respectively, and to recover and
extend Lyons’ main results [57] on negative association and stochastic domination
for determinantal probability measures induced by positive contractions. Moreover,
we define a partial order on the set of strongly Rayleigh measures (by means of the
notion of proper position for multivariate stable polynomials studied in [7, 8, 9, 15]),
and use it to settle Pemantle’s questions and conjectures on stochastic domination
for truncations of “negatively dependent” measures [65].
A series of conjectures, first appearing in print in [65, Conjecture 4] but of ob-
scure folklore origin, states that the various negative dependent properties studied
in loc. cit. give rise to so-called ultra log-concave rank sequences (see §2.1 below for
the definition). Subsequently, in [72] one of these conjectures was coined “The Big
Conjecture” since it would imply the validity of Mason’s long-standing conjecture in
enumerative graph/matroid theory [62] for a large class of matroids. In §7 we con-
struct the first counterexamples in the literature to all of these conjectures except
Mason’s, which once again confirms the delicate nature of negative dependence.
After this work was made publically available on www.arxiv.org other counterex-
amples to some of these conjectures have been reported [48, 60]. Markstro¨m [60]
proved that negative association does not imply unimodality and Kahn-Neiman [48]
later showed that not even strong negative association (CNA+) implies unimodality.
Note that the rank sequence of the CNA+ measure constructed in Counterexample
1 of §7 is neither ultra nor strong log-concave but it is log-concave.
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The problem of describing natural negative dependence properties that are pre-
served by symmetric exclusion evolutions has attracted some attention in the the-
ory of interacting particle systems and Markov processes [52, 54, 55]. In §4.4 we
prove that the class of strongly Rayleigh measures is invariant under partial sym-
metrization (this and several other properties fail for e.g. Rayleigh measures). As a
consequence, in §5 we provide an answer to the aforementioned problem and show
that if the initial distribution of a symmetric exclusion process is strongly Rayleigh,
then so is the distribution at time t ≥ 0; therefore, by the results in §4.2, the latter
distribution is strongly negatively associated (CNA+). In particular, this solves an
open problem of Pemantle [65] and Liggett [55] stating that the distribution of a
symmetric exclusion process at time t ≥ 0 with non-random/deterministic initial
configuration is negatively associated, and shows that the same is actually true
whenever the initial distribution is strongly Rayleigh. In a later paper [56], Liggett
has applied these results to prove convergence to the normal and Poisson laws for
various functionals of the symmetric exclusion process.
In §6 we establish equivalences between several negative dependence properties
for the class of almost symmetric/exchangeable measures that we define in §2.1.
This extends Pemantle’s corresponding theorem for symmetric measures and con-
firms his conjecture on strong negative association (CNA+) in the almost exchange-
able case. The results in §6 are also useful in §7, as they allow us to show that the
examples we construct there provide counterexamples to the series of conjectures
on ultra log-concave rank sequences proposed in [65, 72] that we already alluded
to. We note that Corollary 6.6 in §6 was subsequently proved by different methods
in [48], where it was additionally shown that almost exchangeable measures satisfy
the (strong) Feder-Mihail property.
The aforementioned connections between the negative dependence properties
satisfied by strongly Rayleigh measures and the geometry of zero sets of their gen-
erating polynomials are much in the same spirit as e.g. Rota’s philosophy about
the ubiquity of zeros of polynomials in combinatorics [67]. In the present context,
these connections actually prove to have fruitful consequences for both the theory
of negative dependence and the theory of real stable and hyperbolic polynomials, as
they give new insight and further potential applications in these and related areas.
2. A Plethora of Negative Dependence Properties and Conjectures
In this section we explain in terms of generating polynomials the probabilistic
notions and negative dependence properties studied in e.g. [55, 65, 72], and we
clarify the connections between these as well as new classes of probability measures
that we introduce below. We then formulate the problems and conjectures made
in [55, 65, 72] that we solve in the next sections.
2.1. Negative Dependence Concepts. Recall that a (real or complex) multi-
variate polynomial is said to be multi-affine if it has degree at most one in each
variable. Denote by Pn, n ∈ N, the set of all probability measures on the Boolean
algebra 2[n]. (In the finite case we will always assume that the σ-algebra is the
full algebra.) For i ∈ [n] the i-th coordinate function on 2[n] is an atomic (binary)
random variable given by Xi(S) = 1 if i ∈ S and 0 otherwise, where S ⊆ [n],
while the characteristic function χS of S is defined by χS(T ) = 1 if T = S and
0 otherwise. Using the inclusion-exclusion principle one can show that any such
characteristic function may be written as a multi-affine polynomial in X1, . . . , Xn.
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Any scalar function F =
∑
S⊆[n] F (S)χS on 2
[n] may therefore be viewed as a
multi-affine polynomial in X1, . . . , Xn. By abuse of notation the latter is written as
F (X1, . . . , Xn) and then µ(F ) =
∫
Fdµ. However, in what follows the Xi’s always
stand for (probabilistic) random variables and we will use other variables (such as
x, y, z, w) when working with arbitrary functions/polynomials.
Let Pn be the set of all multi-affine polynomials in n variables f(z1, . . . , zn) with
non-negative coefficients such that f(1) = 1, where 1 = (1, . . . , 1) ∈ Rn denotes the
“all ones vector”. There is a 1-1 correspondence between Pn and Pn: if µ ∈ Pn we
may form its generating polynomial, namely
gµ(z) =
∫
zSdµ(S) =
∑
S⊆[n]
µ(S)zS , z = (z1, . . . , zn), z
S :=
∏
i∈S
zi,
and if
f(z) =
∑
S⊆[n]
aSz
S ∈ Pn (1)
we define a measure µf on 2
[n] by setting µf (S) = aS , S ⊆ [n]. It is clear that
gν ∈ Pn, µf ∈ Pn, gµf = f , and µgν = ν for any ν ∈ Pn, f ∈ Pn. For convenience,
we will sometimes use the symbol ∂i for ∂/∂zi 1 ≤ i ≤ n, and the multi-index
notation ∂S =
∏
i∈S ∂i, S ⊆ [n].
The NLC property for measures inPn translates into the corresponding property
– again called the negative lattice condition and denoted by NLC – for polynomials
in Pn: a polynomial f ∈ Pn satisfies NLC if and only if its corresponding measure
µf ∈ Pn does. This amounts to saying that
∂Sf(0, . . . , 0) ∂Tf(0, . . . , 0) ≥ ∂S∪Tf(0, . . . , 0) ∂S∩T f(0, . . . , 0), (NLC)
which in notation (1) becomes aSaT ≥ aS∪TaS∩T for all S, T ⊆ [n].
The so-called “closure” operations discussed in e.g. [65, II.A] may also be refor-
mulated in terms of generating polynomials:
(i) Products. If µ1 ∈ Pn1 has generating polynomial gµ1(z1, . . . , zn1) ∈ Pn1
and µ2 ∈ Pn2 has generating polynomial gµ2(z1, . . . , zn2) ∈ Pn2 then the
product µ1 × µ2 is the measure µ ∈ P[n1+n2] with generating polynomial
gµ(z1, . . . , zn1+n2) = gµ1(z1, . . . , zn1)gµ2(zn1+1, . . . , zn1+n2) ∈ Pn1+n2 .
(ii) Projections. Given S ⊆ [n] and µ ∈ Pn the projection of µ onto 2S is the
measure µ′ ∈ P|S| with generating polynomial
gµ(z1, . . . , zn)
∣∣
zi=1, i∈[n]\S
∈ P|S|.
Note that in order for this definition to make sense we should also relabel
the variables using indices in [|S|]. However, we allow ourselves this abuse
of notation here and in what follows.
(iii) Conditioning. Let µ ∈ Pn with generating polynomial gµ(z1, . . . , zn) ∈ Pn
and fix some i ∈ [n]. The measure obtained from µ by conditioning the
i-th random variable Xi to be 0 is the measure on 2
[n]\{i} with generating
polynomial
gµ(z1, . . . , zn)
∣∣
zi=0
gµ(z1, . . . , zn)
∣∣
zi=0, zj=1, j 6=i
∈ Pn−1
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while the measure obtained from µ by conditioningXi to be 1 is the measure
on 2[n]\{i} with generating polynomial
lim
zi→∞
gµ(z1, . . . , zn)
gµ(z1, . . . , zn)
∣∣
zj=1, j 6=i
=
∂igµ(z1, . . . , zn)
∂igµ(1, . . . , 1)
∈ Pn−1.
Note that these conditional probability measures are well defined provided
that the denominators appearing in the above expressions are non-zero.
(iv) External fields (as pointed out in [65, II.A], this name is borrowed from the
Ising model). If µ ∈ Pn has generating polynomial gµ(z1, . . . , zn) ∈ Pn and
ai, 1 ≤ i ≤ n, are non-negative real numbers then the measure obtained
from µ by imposing the external field (a1, . . . , an) is the measure in Pn
with generating polynomial
gµ(a1z1, . . . , anzn)
gµ(a1, . . . , an)
∈ Pn,
which is well defined provided that gµ(a1, . . . , an) 6= 0.
(v) Symmetrization. Denote the symmetric group on n elements by Sn. For
σ ∈ Sn and S ⊆ [n] let σ(S) = {σ(s) : s ∈ S}. Given µ ∈ Pn define a
measure σ(µ) ∈ Pn by setting σ(µ)(S) = µ(σ(S)), S ⊆ [n]. The (full or
complete) symmetrization of µ is the measure
µs =
1
n!
∑
σ∈Sn
σ(µ) ∈ Pn.
Note that the generating polynomial of µs is
gµs(z) =
1
n!
∑
σ∈Sn
gσ(µ)(z) =
1
n!
∑
σ∈Sn
∑
S⊆[n]
aσ(S)z
S
=
n∑
k=0
∑
|S|=k aS(
n
k
) ek(z1, . . . , zn) ∈ Pn, (2)
where
∑
S⊆[n] aSz
S = gµ(z) and ek, 0 ≤ k ≤ n, is the k-th elementary
symmetric function (see [72, §3.4] for a proof of the last identity).
(vi) Partial symmetrization. Let µ ∈ Pn, 0 ≤ θ ≤ 1, 1 ≤ i < j ≤ n, and
τ = (ij) ∈ Sn be the transposition that permutes i and j. The partial
symmetrization of µ with respect to τ and θ is the measure
µτ,θ = θµ+ (1− θ)τ(µ) ∈ Pn (3)
whose generating polynomial is obviously gµτ,θ = θgµ + (1− θ)gτ(µ) ∈ Pn.
Remark 2.1. All these “closure” operations are in fact well defined for arbitrary
complex measures on 2[n] if one drops the normalization factors appearing in the
denominators of the above expressions (these were used just to make sure that the
resulting measures are again probability measures). In §4 we will actually use the
partial symmetrization procedure (3) for complex measures on 2[n].
The corresponding “closure” operations for generating polynomials – i.e., prod-
ucts, projections, conditioning, external fields, symmetrization, partial symmetriza-
tion and truncations (cf. Definition 2.15 in §2.5)– are defined simply by considering
the resulting polynomials for each of the operations discussed above for measures.
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Definition 2.1. A complex measure µ on 2[n] is called symmetric or exchangeable if
σ(µ) = µ for any σ ∈ Sn, or equivalently, its generating polynomial gµ is symmetric
in all n variables. We say that µ is almost symmetric or almost exchangeable if gµ
is symmetric in all but possibly one variable.
Definition 2.2. If A is a collection of subsets of [n] we let χA : 2[n] → R be the
characteristic function of A defined by χA(S) = 1 if S ∈ A and χA(S) = 0 if S /∈ A.
An increasing event A on 2[n] is a collection of subsets of [n] that is closed upwards
under containment, i.e., if A ∈ A and A ⊆ B ⊆ [n] then B ∈ A. Such an event
depends only on the set I(A) := I1 ∪ · · · ∪ Im (that is, on the variables/coordinate
functions Xi with i ∈ I(A)), where I1, . . . , Im are the minimal sets of A with
respect to inclusion. Any (non-identically zero) non-negative increasing function f
on 2[n] may be written as f =
∑k
i=1 aiχAi for some increasing events Ai on 2
[n]
and ai > 0, 1 ≤ i ≤ k. Clearly, f depends on the set I(f) := I(A1) ∪ · · · ∪ I(Ak).
The weakest negative dependence property is the following (see, e.g., [65]).
Definition 2.3. A measure ∈ Pn is said to be pairwise negatively correlated or
p-NC for short if µ(Xi)µ(Xj) ≥ µ(XiXj) whenever 1 ≤ i 6= j ≤ n. In terms of the
generating polynomial gµ this translates into the inequalities
∂igµ(1)∂jgµ(1) ≥ ∂i∂jgµ(1), 1 ≤ i 6= j ≤ n,
where 1 ∈ Rn is as before the “all ones vector”. We say that a polynomial f ∈ Pn
is p-NC (pairwise negatively correlated) if it satisfies the above inequalities.
As shown by the following example, NLC does not necessarily imply p-NC.
Example 2.1. The measure µ ∈ P4 with generating polynomial
gµ(z1, z2, z3, z4) =
1
2
(z1z2 + z3z4)
trivially satisfies NLC but µ(X1X2) =
1
2 while µ(X1)µ(X2) =
1
4 , so µ is not p-NC.
Definition 2.4 (Definition 2.4 in [65]). A measure µ ∈ Pn or a polynomial f ∈ Pn
satisfies the hereditary negative lattice condition or h-NLC if every projection sat-
isfies NLC. One further says that µ (respectively, f) satisfies the strong hereditary
negative lattice condition or h-NLC+ if every measure (respectively, polynomial)
obtained from µ (respectively, f) by imposing an external field satisfies h-NLC.
Definition 2.5. A polynomial f ∈ Pn is called a Rayleigh polynomial if
∂f
∂zi
(x)
∂f
∂zj
(x) ≥
∂2f
∂zi∂zj
(x)f(x) (4)
for all x = (x1, . . . , xn) ∈ Rn+ and 1 ≤ i, j ≤ n, where as usual R+ = (0,∞). More
generally, a multi-affine polynomial in R[z1, . . . , zn] with non-negative coefficients is
called a Rayleigh polynomial if it satisfies the above condition. A measure µ ∈ Pn
is said to be a Rayleigh measure if its generating polynomial gµ is Rayleigh.
The notion of Rayleigh polynomial was introduced in [72, §3.1], the terminology
being motivated by its similarity with the Rayleigh monotonicity property of the
(Kirchhoff) effective conductance of linear resistive electrical networks, see [20, 73].
It was first considered for uniform measures on the set of bases of a matroid [20] as
a strengthening of weaker notions studied in [29, 69]. The following properties of
Rayleigh polynomials are consequences of Definition 2.5.
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Proposition 2.1. If f(z1, . . . , zn) is Rayleigh then so are the following polynomials:
(1) ∂Sf(z1, . . . , zn) for any S ⊆ [n];
(2) f(z1 + α1, . . . , zn + αn) whenever αi ≥ 0, i ∈ [n];
(3) f(z1, . . . , zn)|zi=αi for any αi ≥ 0, 1 ≤ i ≤ n;
(4) f(a1z1, . . . , anzn) for all ai ≥ 0, i ∈ [n];
(5) the “inversion” of f , i.e., the polynomial z1 · · · znf(z
−1
1 , . . . , z
−1
n );
(6) the polynomial in nk variables f
(
k−1
∑k
i=1 z1i, . . . , k
−1
∑k
i=1 zni
)
.
To prove (1) note that by induction it is enough to do it for S = {i} and arbitrary
i ∈ [n]. This follows by first writing
f(z1, . . . , zn) = zi∂if(z1, . . . , zn) + f(z1, . . . , zn)|zi=0
and then letting zi → ∞ in the Rayleigh inequalities (4) for f corresponding to
pairs of variables indexed by distinct j, k ∈ [n] \ {i}.
Proposition 2.2. A measure in Pn or a polynomial in Pn is Rayleigh if and only
if it is h-NLC+.
Proof. In [72, Theorem 4.4] it was proved that if f ∈ Pn is Rayleigh then f satisfies
NLC, which combined with Proposition 2.1 shows that f is h-NLC+. To prove the
converse statement, let i, j ∈ [n] with i 6= j and set
g(zi, zj) = f(z1, . . . , zn)|zk=1, k∈[n]\{i,j}.
If f is h-NLC+ then g satisfies NLC (which in this case implies that g(zi, zj) is
in fact a real stable polynomial, see Definition 2.9 in §2.2 and Theorem 4.1 in
§4). In particular, we deduce that ∂i∂jf(1) ≤ ∂if(1)∂jf(1), where 1 stands for
the “all ones vector” as in Definition 2.3. Using the external field condition given
in Definition 2.4 wee see that the aforementioned inequality also holds for the
polynomial f(x1z1, . . . , xnzn) whenever xi ≥ 0, i ∈ [n], which by Definition 2.5
amounts to saying that f is Rayleigh. 
Remark 2.2. It is interesting to note that one actually has the following analog of
Proposition 2.2 for the h-NLC property: a measure µ ∈ Pn – or its generating
polynomial gµ ∈ Pn – is h-NLC if and only if gµ satisfies the Rayleigh inequalities
(4) for all x = (x1, . . . , xn) with xi ∈ {0, 1,∞}, i ∈ [n].
Definition 2.6. A homogeneous Rayleigh measure is one whose generating poly-
nomial is homogeneous and Rayleigh. The set of all measures that are projections
of homogeneous Rayleigh measures is denoted by PHR.
Let us now recall the key concept of negative association. For probability mea-
sures this notion is usually defined as follows (cf., e.g., [55, 65, 72]).
Definition 2.7. A measure µ ∈ Pn is called negatively associated or NA if∫
Fdµ
∫
Gdµ ≥
∫
FGdµ
for any increasing functions F,G on 2[n] that depend on disjoint sets of coordinates
(cf. Definition 2.2). One says that µ is conditionally negatively associated or CNA if
each measure obtained from µ by conditioning on some (or none) of the values of the
variables is NA. Finally, µ is called strongly conditionally negatively associated or
CNA+ if each measure obtained from µ by imposing external fields and projections
is CNA.
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Remark 2.3. It is clear from the definitions that each of the five properties h-NLC,
Rayleigh/h-NLC+, NA, CNA, CNA+ implies p-NC.
Remark 2.4. As explained in [65], one has the following subordination relations:
CNA ⇒ h-NLC and CNA+ ⇒ Rayleigh/h-NLC+. In §4.2 and §7 below we show
that PHR ⇒ CNA+ and that this implication is strict.
We note that NA can fail to imply NLC even for symmetric measures:
Example 2.2. Let as before ek, 0 ≤ k ≤ n, be the k-th elementary symmetric
function in n variables and consider the measure µ ∈ P3 with generating polynomial
gµ(z1, z2, z3) =
1
15
[3 + 2e1(z1, z2, z3) + 2e2(z1, z2, z3)] .
It is not difficult to check that µ is NA but not NLC.
Definition 2.8. The diagonal specialization of a polynomial f ∈ C[z1, . . . , zn] is
the univariate polynomial
t 7→ ∆(f)(t) := f(t, . . . , t).
A real sequence {ak}
n
k=0 is log-concave if a
2
k ≥ ak−1ak+1, 1 ≤ k ≤ n− 1, and it is
said to have no internal zeros if the indices of its non-zero terms form an interval
(of non-negative integers). We say that a non-negative sequence {ak}nk=0 is
• LC if it is log-concave with no internal zeros;
• SLC (strongly log-concave) if the sequence {k!ak}nk=0 is LC;
• ULC (ultra log-concave) if the sequence
{
ak/
(
n
k
)}n
k=0
is LC.
Clearly, ULC⇒ SLC⇒ LC. If µ ∈ Pn the sequence{
µ
(
n∑
i=1
Xi = k
)}n
k=0
=
{
∆(gµ)
(k)(0)
k!
}n
k=0
is called the rank sequence of µ as well as of its generating polynomial gµ ∈ Pn.
A measure in Pn is then said to be ULC, SLC or LC if its rank sequence is ULC,
SLC or LC, respectively.
2.2. Strongly Rayleigh Measures. Motivated by similar notions in the theory
of multivariate entire functions studied by Levin [50], the following definition was
made in [7, 8, 9] (see also [10, 11]).
Definition 2.9. A polynomial f ∈ C[z1, . . . , zn] is called stable if f(z1, . . . , zn) 6= 0
whenever Im(zj) > 0 for 1 ≤ j ≤ n. A stable polynomial with all real coefficients
is called real stable.
Multivariate stable polynomials are intimately connected with other fundamental
objects such as hyperbolic polynomials, Lee-Yang polynomials and polynomials
with the half-plane property. Polynomials of the aforementioned types are widely
encountered in both mathematics and physics [3, 12, 7, 8, 9, 10, 15, 19, 36, 37, 51]
(see also §4.1).
Let us define a class of measures induced by stable polynomials.
Definition 2.10. A measure µ ∈ Pn is called strongly Rayleigh if its generating
polynomial gµ ∈ Pn is (real) stable. For convenience, we will sometimes refer to a
real stable polynomial f ∈ Pn as a strongly Rayleigh polynomial.
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Remark 2.5. As we explain in §3.1 and §4, a strongly Rayleigh measure is necessarily
Rayleigh. The terminology adopted is motivated by the fact that the equivalent
condition for real stability for multi-affine polynomials in Theorem 4.1 is a natural
strengthening of the definition of a Rayleigh polynomial/measure (Definition 2.5).
The term is taken from [20], where a matroid was defined to be strongly Rayleigh
if (5) holds for its bases-generating polynomial. However, it was not known then
that condition (5) is equivalent to stability.
A simple albeit important example of strongly Rayleigh measure is the following.
Definition 2.11. A product measure on 2[n] is a measure µ ∈ Pn with generating
polynomial gµ of the form
gµ(z1, . . . , zn) =
n∏
i=1
(qizi + 1− qi), 0 ≤ qi ≤ 1, i ∈ [n].
One says that µ is deterministic or non-random if it is a point mass on 2[n], i.e., if
there exists S ⊆ [n] such that qi = 1 if i ∈ S and qj = 0 for j ∈ [n] \ S.
In §3 we show that the class of strongly Rayleigh measures contains numerous
other important examples of measures appearing in matrix theory, combinatorics,
probability theory, particle systems, and in §4 we study this class in detail.
2.3. Symmetric Homogenization. We will now define a symmetric homogeniza-
tion procedure for arbitrary measures in Pn. This natural construction proves to
be quite useful for studying strongly Rayleigh measures (§4.1).
Definition 2.12. Given a measure µ ∈ Pn define a new measure µsh ∈ P2n called
the symmetric homogenization of µ by
µsh(S) =
{
µ(S ∩ [n])
(
n
|S∩[n]|
)−1
if |S| = n,
0 otherwise.
Note that the generating polynomial of µsh may be written as
gµsh(z1, . . . , zn, zn+1, . . . , z2n) =
∑
S⊆[n]
µ(S)
(
n
|S|
)−1
zSen−|S|(zn+1, . . . , z2n),
where z = (z1, . . . , zn) and ek, 0 ≤ k ≤ n, denotes the k-th elementary symmetric
function. Clearly, gµsh is symmetric in the variables zn+1, . . . , z2n and µsh projects
to µ, that is, gµsh(z1, . . . , zn, 1, . . . , 1) = gµ(z1, . . . , zn). It is not difficult to show
that gµsh is actually the unique polynomial in P2n of total degree n that is symmet-
ric in zn+1, . . . , z2n and satisfies the latter identity. Therefore, µsh is canonically
determined by the aforementioned conditions.
2.4. Measures on countably infinite sets. In §5 we will need to extend some
of the notions of negative dependence to probability measures on 2E , where E is a
countably infinite set. This is canonically done as follows.
Definition 2.13. Let µ be a probability measure on 2E , where E is a countably
infinite set satisfying
(A): for all x ∈ E the set
{
T ∈ 2E : x ∈ T
}
is measurable.
Let P be a property defined for measures on power-sets of finite sets. We say that
µ has property P provided that the projection of µ to all finite subsets of E has
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property P . (Note that condition (A) is necessary for projections on finite sets to
be well-defined.)
2.5. Towards a Theory of Negative Dependence: Problems and Solutions.
A series of problems and conjectures was proposed by several authors as natural
steps toward building as general a theory of negative dependence as possible. In
[65, §III] Pemantle pointed out that although they are desirable, the many nega-
tive dependence properties listed in §2.1 might not be mutually satisfiable, and he
suggested a problem that may be formulated as follows.
Problem 2.1. Find a natural and useful class of “negatively dependent measures”.
Note that there may well exist several such classes, if indeed any, depending on
the applications that one has in mind. We show that the class of strongly Rayleigh
measures introduced in §2.2 enjoys all the negative dependence properties defined
in §2.1 as well as other properties, which provides an answer to Problem 2.1.
The problem of describing natural negative dependence properties that are pre-
served by symmetric exclusion evolutions has attracted some attention in the theory
of interacting particle systems and Markov processes [52, 54, 55], see Problem 3.5
in §3.5 and the discussion therein. In particular, the following conjecture was im-
plicitly made in [65, p. 1374] and [55, p. 551].
Conjecture 2.2. If the initial configuration of a symmetric exclusion process is
non-random/deterministic, then the distribution at time t is NA for all t > 0.
In §5 we prove a stronger form of this conjecture using the results on strongly
Rayleigh measures obtained in §4.
There are several conjectures, first published in [65] but apparently of obscure
folklore origin (cf. [72]), stating that various negative dependent properties give rise
to ULC rank sequences. The strongest form of these is contained in the first part
of Conjecture 4 in Pemantle’s paper [65] (see also [72, Conjecture 3.9]) and reads
as follows.
Conjecture 2.3. If µ ∈ Pn is NA then it is ULC.
Inspired by Conjecture 2.3 and motivated by Mason’s long-standing conjecture
in enumerative graph/matroid theory [62], Wagner made the following conjecture
in [72, Conjecture 3.4] and baptized it “The Big Conjecture” since – if true – it
would prove the validity of Mason’s conjecture for a large class of matroids.
Conjecture 2.4. Any Rayleigh measure µ ∈ Pn is ULC.
Since we now know that the Rayleigh and h-NLC+ properties are equivalent
(Proposition 2.2), Conjecture 2.4 is actually already contained in the second part
of Conjecture 4 in Pemantle’s paper [65]. The weakest form of the latter conjecture
is the one stated below.
Conjecture 2.5. If µ ∈ Pn is CNA+ then it is ULC.
In §7 we construct examples of measures in Pn for any n ≥ 20 that disprove
all these three conjectures (for the strongest of these, namely Conjecture 2.3, we
can actually find counterexamples already in P3 and P4, see Remark 7.2). In fact,
our examples show that the strongest negative association property (CNA+) need
not even give rise to an SLC rank sequence (Definition 2.8), thus invalidating a
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still weaker version of Conjecture 2.5. Moreover, these same examples show that
neither the PHR property (Definition 2.6) nor indeed any of the properties weaker
than strongly Rayleigh implies the ULC property, and also that Conjecture 2.5
fails even under extra assumptions like those suggested in [12, Problem 6]. This
confirms once again the delicate nature of negative dependence.
The FKG theorem [30] is a powerful tool that allows one to establish (global) pos-
itive correlation inequalities and limit theorems from a local (usually easier to check)
condition, namely the positive lattice condition PLC. By contrast, there is as yet
no general and practical local-to-global device for negative dependence/association.
The NLC property is not closed under projections and implies neither the NA nor
the (weaker) p-NC property, so the negative version of the FKG theorem fails. As a
potential remedy to this situation, in [65, Conjecture 2] Pemantle conjectured that
the implications CNA ⇒ h-NLC and CNA+ ⇒ Rayleigh/h-NLC+ (established in
[65], cf. Remark 2.4) are actually equivalences:
Conjecture 2.6. h-NLC ⇒ CNA and Rayleigh/h-NLC+ ⇒ CNA+.
We prove Conjecture 2.6 for almost symmetric measures (cf. Definition 2.1).
Since PHR measures are CNA+ (Theorem 4.10), we are naturally led to consider
the following related problem.
Problem 2.7. Is PHR = Rayleigh/h-NLC+?
Note that if true, this would prove the second part of Conjecture 2.6. In §7
we show that the answer to Problem 2.7 is negative, and that in fact the class of
PHR measures is strictly contained in the class of CNA+ measures. The question
whether Conjecture 2.6 is true in full generality therefore remains open.
We summarize the implications between the various notions of negative depen-
dence discussed so far in Fig. 1 below. Compared with the one in [65, §II.B], this
diagram contains five extra classes – three “old” (ULC, p-NC, NLC) and two “new”
(strongly Rayleigh, PHR) – and disregards the classes called JNRD, JNRD+ in [65].
As we already noted, the above examples and those in the next sections show
that the left horizontal, down left, and all vertical implications in Fig. 1 are strict,
while the question whether the right horizontal implications are also strict is open
(cf. Conjecture 2.6). Note also that there is no arrow pointing towards ULC from
anything “below” strongly Rayleigh.
In [65, §I.B & §III.C] it was pointed out that the notions of stochastic domination
and truncation are also useful when studying (positive or) negative dependence.
Definition 2.14. If µ, ν ∈ Pn are such that µ(A) ≥ ν(A) for any increasing event
A on 2[n] one says that µ stochastically dominates ν, written µ < ν or ν 4 µ.
Definition 2.15. Let µ ∈ Pn and 1 ≤ p ≤ q ≤ n. The truncation of µ to [p, q] is
the conditional measure
µp,q :=
(
µ
∣∣∣∣ p ≤ n∑
i=1
Xi ≤ q
)
∈ Pn,
which is well defined provided that µ
({
S ∈ 2[n] : p ≤ |S| ≤ q
})
6= 0. The generating
polynomial of µp,q is thus given by
gµp,q (z1, . . . , zn) =
gp,q(z1, . . . , zn)
gp,q(1, . . . , 1)
∈ Pn,
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Figure 1. Subordination relations between negative dependence properties.
where gp,q(z) =
∑
p≤|S|≤q aSz
S and
∑
S⊆[n] aSz
S = gµ(z).
For simplicity, we let µk = µk,k, 0 ≤ k ≤ n. In [45, 65] and references therein
it has been discussed whether truncations of measures are operations that preserve
negative dependence properties. Question 10 of [65] asks the following.
Problem 2.8. Under what hypotheses on µ can one prove that µk 4 µk+1?
Moreover, the next conjecture was made in [65, Conjecture 8].
Conjecture 2.9. Suppose that µ is CNA+ and that
µ({S ∈ 2[n] : |S| = k})µ({S ∈ 2[n] : |S| = k + 1}) > 0.
Then µk 4 µk+1.
To underline the relevance of these questions, in [65, §III.C] Pemantle argued that
a combination of positive answers to Problem 2.8 and Conjecture 2.9 (for Rayleigh
measures) would imply Conjecture 2.6. In §4.3 we give an answer to Problem 2.8
and prove that its conclusion (hence also that of Conjecture 2.9) holds for strongly
Rayleigh measures, while in §7 we disprove Conjecture 2.9 in its full generality.
3. Negative Dependence in Mathematics and Physics
3.1. Real Stable Polynomials and Transcendental Entire Functions. In
[15] it was proved that a multi-affine polynomial f ∈ R[z1, . . . , zn] is stable (in the
sense of Definition 2.9) if and only if
∂f
∂zi
(x)
∂f
∂zj
(x) ≥
∂2f
∂zi∂zj
(x)f(x) (5)
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for all x ∈ Rn and 1 ≤ i < j ≤ n (see also Theorem 4.1 in §4 below). Therefore, a
stable multi-affine polynomial with non-negative coefficients is Rayleigh/h-NLC+.
As we will prove in §4, such polynomials are in fact CNA+.
Clearly, by setting all variables equal in a stable polynomial one gets a uni-
variate stable polynomial. Hence, if f(z1, . . . , zn) is stable then so is its diagonal
specialization (see Definition 2.8)
∆(f)(t) =
n∑
k=0
(
n
k
)
ckt
k.
A univariate polynomial with real coefficients is stable if and only if it has all real
zeros, so the familiar Newton inequalities (cf., e.g., [22, 38]) imply that f satisfies
the conclusion of Conjecture 2.4 if f is stable with non-negative coefficients.
Multivariate generalizations of Newton’s inequalities for homogeneous real stable
polynomials with non-negative coefficients were obtained in [8, Theorem 3]. Corol-
laries 2 and 3 of op. cit. show that the coefficients of (symmetric) such polynomials
also satisfy unimodality properties in the sense of majorization/stochastic domina-
tion [61]. In §4.3 we establish natural analogs of these results for truncations of
(non-homogeneous) multi-affine stable polynomials with non-negative coefficients.
The well-known Laguerre-Tura´n inequalities for univariate polynomials and tran-
scendental entire functions in the Laguerre-Po´lya class [22] amount to saying that
the sequence of Taylor coefficients of such a function is SLC (Definition 2.8). One
can argue that both Newton’s inequalities and the Laguerre-Tura´n inequalities are
natural manifestations of negative dependence properties encoded in the geometry
of the zero sets of these functions. Indeed, as we will see in §4, the geometric
features of real stability (Definition 2.9) are a key tool in our study of negative de-
pendence properties for strongly Rayleigh measures and allow us to establish many
such properties for this class of measures, including:
• the strongest form of negative association (CNA+);
• closure under operations (i)–(vi) defined in §2.1;
• closure under symmetric homogenization;
• stochastic domination properties for truncations;
• the ULC property for rank sequences.
Rayleigh polynomials that are not stable do not seem to have a geometric de-
scription by means of their zero sets similar to that of stable polynomials. This may
explain why several negative dependence properties fail for arbitrary (non-strongly)
Rayleigh polynomials/measures (see §7).
We summarize below some of the closure properties of real stable polynomials
(see [8, 9] for their proofs) that we need for later use.
Proposition 3.1. Let Hn(R) be the set of all real stable polynomials in n variables.
(1) f ∈ Hn(R) if and only if for any λ ∈ Rn+ and µ ∈ R
n the univariate
polynomial t 7→ f(λt+ µ) has all real zeros;
(2) If f ∈ Hn(R) has degree dj in variable zj, j ∈ [n], then
• ∂jf ∈ Hn(R) ∪ {0} for 1 ≤ j ≤ n;
• f(z1, . . . , zj−1, αzj , zj+1, . . . , zn) ∈ Hn(R) for j ∈ [n], α > 0;
• f(z1, . . . , zj−1, β, zj+1, . . . , zn) ∈ Hn−1(R) ∪ {0} for j ∈ [n], β ∈ R;
• zd11 · · · z
dn
n f(λ1z
−1
1 , . . . , λnz
−1
n ) ∈ Hn(R) if ±(λ1, . . . , λn) ∈ R
n
+;
• f(z1, . . . , zi−1, zj , zi+1, . . . , zn) ∈ Hn−1(R) for i 6= j ∈ [n].
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(3) If {fj}∞j=1 ⊂ Hn(R) and f ∈ R[z1, . . . , zn] \ {0} is the limit, uniformly on
compact subsets of Cn, of the sequence {fj}
∞
j=1 then f ∈ Hn(R).
Important examples of real stable polynomials are given by the following con-
struction (see, e.g., [8, 9]).
Proposition 3.2. Let A1, . . . , Am be (complex) positive semi-definite matrices and
let B be a (complex) Hermitian matrix, all matrices being of the same size.
(1) The polynomial
z = (z1, . . . , zn) 7→ f(z) = det(z1A1 + · · ·+ zmAm +B) (6)
is either identically zero or real stable;
(2) If B is also positive semi-definite then f has all non-negative coefficients.
In particular, if Z = diag(z1, . . . , zm) and A is a positive semi-definite m × m
matrix then det(A+Z) is a multi-affine real stable polynomial with all non-negative
coefficients, hence a (positive) constant multiple of a strongly Rayleigh polynomial
(cf. Definition 2.10).
Proof. By the second part of Proposition 3.1 and a density argument, it suffices to
prove (1) in the case when all matrices Aj , 1 ≤ j ≤ m, are positive definite. Set
z(t) = λt+ µ with λ = (λ1, . . . , λn) ∈ Rn+, µ = (µ1, . . . , µn) ∈ R
n, and t ∈ C. Note
that P :=
∑m
j=1 λjAj is positive definite and thus it is invertible and has a square
root Q (recall that R+ = (0,∞)). Then
f(z(t)) = det(P ) det(tI +QHQ∗),
where H := B +
∑m
j=1 µjAj is a Hermitian matrix. Therefore, f(z(t)) is a polyno-
mial in t that is a constant multiple of the characteristic polynomial of a Hermitian
matrix and so it must have all real zeros. By the first part of Proposition 3.1, this
proves (1), and then (2) follows by noticing that the coefficients of the polynomial in
(6) are products of non-negative numbers, namely principal minors of the positive
semi-definite matrices A1, . . . , Am, B. 
Further properties of (not necessarily multi-affine) real stable polynomials, their
linear preservers and applications to entire function theory in one or several vari-
ables, matrix theory, combinatorics, convex optimization and statistical mechanics
may be found in [7, 8, 9, 15, 19, 36, 51].
3.2. Hadamard-Fischer Inequalities and GKK-Matrices. Given an n × n
matrix A over C and S ⊆ [n] denote by A[S] the principal submatrix of A with rows
and columns indexed by S and let A〈S〉 = det(A[S′]) be the principal minor of A
with rows and columns indexed by S′ = [n]\S, where A〈[n]〉 = det(A[∅]) := 1. The
matrix A is called a P -matrix if all its principal minors are positive. A much studied
class of P -matrices that unifies several important types of matrices is the class of
GKK-matrices, see [28, 40] and references therein. A P -matrix A is a GKK-matrix
(after Gantmacher-Krein and Kotelyansky) if it satisfies the Hadamard-Fischer-
Kotelyansky inequalities, that is,
A〈S〉A〈T 〉 ≥ A〈S ∪ T 〉A〈S ∩ T 〉, S, T ⊆ [n]. (7)
In other words, an n×n P -matrix A is GKK if and only if the probability measure
µA on 2
[n] defined by
µA(S) = A〈S〉det(A+ I)
−1 (8)
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satisfies the negative lattice condition (NLC). It is not hard to see that the gener-
ating polynomial of such a measure is
gµA(z) = det(A+ I)
−1
∑
S⊆[n]
A〈S〉zS = det(A+ I)−1 det(A+ Z), zS :=
∏
i∈S
zi,
where Z = diag(z1, . . . , zn). Examples of GKK-matrices are:
(I) Positive definite matrices;
(II) Totally positive matrices, i.e., matrices for which all minors are positive;
(III) Non-singularM -matrices; recall that anM -matrix (named after Minkowski)
is a matrix with all non-negative principal minors and all non-positive off-
diagonal entries.
An ambitious project would be to classify GKK-matrices according to the various
negative dependence properties (introduced in §2) that these matrices satisfy. This
would take us beyond the scope of this paper. In what follows we will only briefly
discuss some of these aspects.
Definition 3.1. We say that a P -matrix A is a Rayleigh matrix if the associated
probability measure µA defined in (8) is Rayleigh (in the sense of Definition 2.5).
By [72, Theorem 4.4], Rayleigh matrices are GKK. In fact, the following holds.
Theorem 3.3. Let A be an n× n matrix over C. The following are equivalent:
(1) A is a Rayleigh matrix;
(2) A+X is a GKK-matrix for all X = diag(x1, . . . , xn), where xi ≥ 0 for all
1 ≤ i ≤ n.
Proof. (1)⇒ (2): As we already noted, by [72, Theorem 4.4] Rayleigh matrices are
GKK and by definition the set of all Rayleigh matrices is obviously closed under
adding positive diagonal matrices.
(2) ⇒ (1): Let f = det(A+ Z). Then
∂f
∂zi
(x)
∂f
∂zj
(x)−
∂2f
∂zi∂zj
(x)f(x) =
(A+X)〈i〉 · (A+X)〈j〉 − (A+X)〈i, j〉 · (A+X)〈∅〉.
Using the Hadamard-Fischer-Kotelyansky inequalities (7) for A +X with S = {i}
and T = {j} one gets the desired conclusion. 
It follows immediately from Theorem 3.3 that non-singularM -matrices and pos-
itive definite matrices are Rayleigh. Now for any s, t ∈ (0, 1) one can easily check
that the matrix
B =
 1 1/2 s/41/2 1 1/2
t/4 1/2 1
 (9)
is totally positive. Given an n×n matrix A and two subsets S, T ⊆ [n] of the same
size we let A(S, T ) denote the minor of A lying in rows indexed by S and columns
indexed by T . It was proved by Gantmacher-Krein [31] and Carlson [17] that a
necessary and sufficient condition for a P -matrix to be GKK is that
A(S, T )A(T, S) ≥ 0 for any S, T ⊆ [n] with |S| = |T | = |S ∪ T | − 1.
Since
(B + I)(12, 23) = (1− 2s)/4 and (B + I)(23, 12) = (1 − 2t)/4
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we may choose s, t ∈ (0, 1) so that (B+ I)(12, 23)(B+ I)(23, 12) < 0. We conclude
that for such values of s, t the matrix B + I fails to be GKK.
It is easy to see that the measures associated with positive definite and totally
positive matrices have ULC rank sequences. This follows from Newton’s inequalities
and the fact that Hermitian matrices and totally positive matrices have real-rooted
characteristic polynomials (in the case of totally positive matrices this goes back to
Gantmacher and Krein [31]). For M -matrices it is not as obvious but nonetheless
true. In [40] Holtz and Schneider conjectured thatM -matrices satisfy the conclusion
of Conjecture 2.4. This was subsequently confirmed by Holtz in [39] using a certain
monotonicity property for so-called symmetrized Fischer products of M -matrices
due to James-Johnson-Pierce [44] (see [8] for further results on Fischer products).
We end this section with some open questions.
Question 3.1. Is µA an ULC measure whenever A is a Rayleigh matrix?
Question 3.2. For which GKK-matrices A is µA negatively associated?
Again, negative association fails for measures associated with totally positive
matrices. Indeed, let B be the totally positive 3 × 3 matrix defined in (9) and fix
s, t ∈ (0, 1) such that A := B + I is not GKK (see the above discussion). It is
known [17, 31] that an n× n P -matrix C is GKK if and only if
C〈S ∪ {i}〉 · C〈S ∪ {j}〉 ≥ C〈S ∪ {i, j}〉 · C〈S〉 (10)
for all S ⊆ [n] and i, j ∈ [n] \ S with i 6= j. Hence, since A fails to be GKK it
follows that (10) fails for A and some S, i, j. Unraveling the definitions this means
that for some principal submatrix B′ of B the corresponding measure µB′ will fail
to have pairwise negatively correlated variables (cf. Definition 2.3). In particular,
since NA ⇒ p-NC, the measure µB′ cannot be negatively associated.
Question 3.3. Describe all n× n Rayleigh matrices.
Question 3.4. Characterize the class of all real stable n×n matrices, that is, n×n
matrices A such that det(A+ Z) is real stable.
3.3. Determinantal Probability Measures. In [57] Lyons defined a determi-
nantal probability measure on 2[n] to be a measure µ ∈ Pn such that there is an
n× n matrix A so that for any subset S of [n] one has
µ({T : S ⊆ T }) = det(A[S]), (11)
where as before A[S] denotes the principal submatrix of A whose rows and columns
are indexed by S. As discussed in e.g. [5, 57], such measures have important appli-
cations ranging from fermionic processes/continuous scaling limits of discrete point
processes [23, 59] to the distribution of eigenvalues of random matrices and zeros
of the Riemann zeta function [21], transfer current matrices [16], non-intersecting
random walks [47], Poissonized versions of the Plancherel measure on partitions
[13] and Young diagrams [64], discrete orthogonal polynomial ensembles [46], etc.
Recall that a square matrix A is said to be a contraction if ||A|| ≤ 1, where || · ||
denotes the supremum (operator) norm. Clearly, a positive semi-definite matrix is
a contraction if and only if all its eigenvalues are in the interval [0, 1]. Such matrices
were called positive contractions in [57].
Theorem 3.4. Suppose that µ is a determinantal measure on 2[n] whose corre-
sponding matrix is a positive contraction. Then µ is CNA+.
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This is one of the main results of [57] (cf. [57, Theorem 8.1]), where exterior
(Grassmann) algebra methods were used to investigate determinantal probability
measures and, in particular, to prove the above theorem. As noted in loc. cit., The-
orem 3.4 provides a powerful tool for studying determinantal probability measures,
comparable to the FKG theorem in the theory of positive association, and is crucial
to most of the results in e.g. [59].
Let us show that Theorem 3.4 actually follows from Theorem 4.9 of §4.2 and
the fact that determinantal measures induced by positive contractions are strongly
Rayleigh:
Proposition 3.5. Suppose that µ is a determinantal measure on 2[n] whose corre-
sponding matrix is a positive contraction. Then µ is strongly Rayleigh.
Proof. Since positive definite matrices are dense in the set of all positive semi-
definite matrices, by Proposition 3.1 (3) it is enough to prove the statement for
invertible positive contractions. Elementary computations show that
gµ(z1, . . . , zn) = det(I −A+AZ) = det(A) · det(A
−1 − I + Z),
where Z = diag(z1, . . . , zn). Since A is an invertible positive contraction, A
−1−I is
positive semi-definite and det(A) > 0, so by (6) the polynomial gµ is real stable. 
Another main result of [57] is that if A and B are commuting positive contrac-
tions and A ≤ B, then the measure corresponding to B stochastically dominates
the one corresponding to A (Definition 2.14). In §4.3 we extend this result using the
theory of stability and strongly Rayleigh measures and we prove that the condition
[A,B] = 0 (where [·, ·] denotes the Lie bracket) can be dropped from the hypothesis.
3.4. Graphs, Laplacians, Spanning Trees and the Random Cluster Model.
Let G = (V,E) be a graph with vertex set V = [n] and edge set E. Associate to
each edge e ∈ E a variable we. If e connects i and j let Ae be the n × n positive
semi-definite matrix with the ii-entry and the jj-entry equal to 1, the ij-entry and
ji-entry equal to −1, and all other entries equal to 0. The Laplacian, L(G), of G is
defined by
L(G) =
∑
e∈E
weAe.
Let
fG(z, w) = det(L(G) + Z).
Thus, by (6), fG is a multi-affine real stable polynomial with non-negative coeffi-
cients. The Principal Minors Matrix-Tree Theorem (see, e.g., [18]) says that
fG(z, w) =
∑
F
zroots(F )wedges(F ),
where the sum is over all rooted spanning forests F in G, roots(F ) ⊆ V is the set
of roots of F and edges(F ) ⊆ E is the set of edges used in F . Alternatively, we
may write fG as
fG(z, w) =
∑
F
wF
∏
C∈C(F )
(
∑
j∈C
zj),
where C(F ) is the partition of V whose parts are the vertices in the maximal trees
in F and the sum is over all forests in G. Since the class of stable polynomials is
closed under differentiation and specialization of variables at real values (see, e.g.,
[9]) we have that the spanning tree polynomial TG(w) =
∑
T w
T , where the sum is
NEGATIVE DEPENDENCE AND THE GEOMETRY OF POLYNOMIALS 19
over all spanning trees, is real stable (which is widely known). The corresponding
probability measure is usually called the uniform random spanning tree measure
and is consequently strongly Rayleigh. Now if 1 denotes the vector of all ones as
in §2 then
fG(1, w) =
∑
F
ωG(F )w
F ,
where the sum is over all spanning forests (independent sets) in G and ωG(F ) is
the product of the sizes of the connected components of F . In [72, Conjecture 5.10]
Wagner conjectured that fG(1, w) is a Rayleigh polynomial. By the above discus-
sion we have shown that more is actually true, namely:
Theorem 3.6. For any graph G the polynomial fG(1, w) is real stable.
Let G = (V,E) be a graph and let q > 0 and 0 ≤ p ≤ 1 be parameters. The
random cluster (RC) model, see [33], is the measure µ on 2E defined by
µ(F ) =
1
ZRC
qk(F )p|F |(1− p)|E\F |, F ⊆ E,
where k(F ) is the number of connected components in the graph (V, F ) and ZRC
is the appropriate normalizing factor. The uniform spanning tree measure can be
obtained from this model by letting p → 0 and q/p → 0, see [33, Section 1.5]. If
q ≥ 1, the RC model satisfies PLC and is therefore positively associated. If q ≤ 1,
NLC is satisfied, but other negative correlation properties are largely a matter of
conjecture. We are interested in properties closed under external fields so we assume
that p = 1/2. The generating polynomial of µ is then a constant multiple of the
multivariate Tutte polynomial (see [70]):
ZG(z, q) =
∑
F⊆E
qk(F )zF , z = (ze)e∈E .
If G = Cn, n ≥ 3, is a cycle and E = [n], then
ZG(z, q) =
n∏
j=1
(q + zj) + (q − 1)z1 · · · zn
and
∂ZG
∂z1
∂ZG
∂z2
− ZG
∂2ZG
∂z1∂z2
= q2(1 − q)
n∏
j=3
zj(q + zj),
so in this case the RC measure is Rayleigh, but not strongly Rayleigh.
If G is a tree, then
ZG(z, q) = q
∏
e∈E
(q + ze),
so the RC model is strongly Rayleigh. We conclude that on a general graph G, the
RC model is strongly Rayleigh if and only if G is acyclic.
With the help ofMathematica c©, the third author has verified that the RC model
is Rayleigh for all simple graphs with at most five vertices.
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3.5. Interacting Particle Systems and Exclusion Evolutions. The exclusion
process is one of the main models considered in the area of Probability Theory
known as Interacting Particle Systems. The idea is that particles move in continuous
time on a countable set S, in such a way that there is always at most one particle
per site. The motion of each particle would be a continuous time Markov chain on
S, except that transitions to occupied sites are forbidden. This process has been
used to model many situations, including biopolymers and traffic flow. We refer to
[52, Chap. VIII] and [54, Part 3] for detailed treatments of this process.
The (finite) symmetric exclusion process generates a continuous time evolution
on the set Pn. The limiting measure under the symmetric exclusion evolution with
initial measure µ is the symmetrization µs of µ as defined in §2.1. A problem that
has attracted some attention is the following (see, e.g., [52, 55]).
Problem 3.5. Find a natural negative dependence property that is preserved by
symmetric exclusion evolutions.
Since the limiting distribution of the evolution as t→ ∞ is the symmetrization
of the initial distribution defined in (2), any such property would have to be pre-
served by this symmetrization procedure. In order for a solution to Problem 3.5 to
be useful in settling Conjecture 2.2, the negative dependence property should be
satisfied by non-random/deterministic distributions and should imply NA. Prob-
lem 3.5 is also motivated by a theorem of Harris [52, Theorem 2.14] that provides a
general criterion for the preservation of positive dependence for Markov processes.
Theorems 3.1 and 3.3 of [55] give negative dependence properties that are preserved
by the symmetric exclusion evolution. However, one can make an argument that
neither of these is ideal – the first is too weak while the second is too strong. In
[55, Theorem 3.2] it was proved that NA is not preserved by the symmetric exclu-
sion process. The examples that we construct in §7 further show that in fact none
of the properties NLC, h-NLC, Rayleigh/h-NLC+, CNA, CNA+ defined in §2.1
is preserved by such evolutions. This is a consequence of the following criterion
established by Pemantle in [65, Theorem 2.7] (see also [72, Proposition 3.6]) for the
ultra log-concavity of rank sequences of symmetric polynomials in Pn:
Theorem 3.7 ([65]). For 0 ≤ k ≤ n let ek(z1, . . . , zn) be the k-th elementary
symmetric function on {z1, . . . , zn} and consider the polynomial
f(z1, . . . , zn) =
n∑
k=0
akek(z1, . . . , zn),
where ak ≥ 0, 0 ≤ k ≤ n. The following are equivalent:
(1) f satisfies the conclusion of Conjecture 2.4, that is, it has an ULC rank
sequence (cf. Definition 2.8);
(2) f has either (and then all) of the following five properties: NLC, h-NLC,
Rayleigh/h-NLC+, CNA, CNA+.
In §5 we show that the strongly Rayleigh property is preserved by (finite) sym-
metric exclusion evolutions and thus provide an answer to Problem 3.5. We then
prove that the distribution at time t > 0 for the (not necessarily finite) symmetric
exclusion process is CNA+ whenever the initial distribution is a product measure,
which confirms Conjecture 2.2.
Symmetric strongly Rayleigh measures are described in the following theorem.
Recall that a (possibly infinite) matrix A is said to be totally non-negative of order
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p or TPp for short if for any k ≤ p all its k × k minors are non-negative [49]. If A
has all non-negative minors then A is called totally non-negative or TP for short.
Theorem 3.8 (Exchangeable Strongly Rayleigh Case). Suppose µ ∈ Pn has a
symmetric generating polynomial and rank sequence {rk}nk=0. The following are
equivalent:
(a) The generating polynomial of µ is stable, i.e., µ is strongly Rayleigh;
(b) All zeros of the univariate polynomial
∑n
k=0 rkz
k are real;
(c) The infinite Toeplitz matrix (ri−j)
∞
i,j=0 is TP, where rk = 0 if k /∈ {0}∪ [n].
Proof. The equivalence (b) ⇔ (c) is a classical result due to Aissen, Schoenberg
and Whitney [1], while the equivalence (a) ⇔ (b) is a consequence of the Grace-
Walsh-Szego¨ coincidence theorem (see Theorem 4.6 below). 
4. Negative Dependence Theory for Strongly Rayleigh Measures
The importance of strongly Rayleigh measures – that is, measures with stable
generating polynomials (cf. Definition 2.10) – in negative dependence stems from
the theorem below proved by one of the authors in [15] (cf. §3.1).
Theorem 4.1. Let g ∈ R[z1, . . . , zn] be a multi-affine polynomial. Then g is stable
if and only if
∂g
∂zi
(x)
∂g
∂zj
(x) ≥
∂2g
∂zi∂zj
(x)g(x)
for any x = (x1, . . . , xn) ∈ Rn and i, j ∈ [n].
Hence, perhaps somewhat surprisingly, if the Rayleigh condition in Definition 2.5
is enforced to hold for all real vectors then this stronger correlation condition is
equivalent to real stability. Clearly, a strongly Rayleigh measure is automatically
Rayleigh (cf. Remark 2.5). As we will see in this section, the geometric properties
encoded in the concept of real stability allow us to show that strongly Rayleigh
measures enjoy all virtues of negative dependence, including the strongest form of
negative association CNA+.
4.1. Symmetric Homogenization via G˚arding Hyperbolic Polynomials.
The following theorem shows that the symmetric homogenization (cf. §2.3) of any
strongly Rayleigh measure is again strongly Rayleigh, so that strongly Rayleigh
measures belong to the class PHR (Definition 2.6).
Theorem 4.2. If µ ∈ Pn is strongly Rayleigh then so is its symmetric homoge-
nization µsh ∈ P2n.
The proof of Theorem 4.2 makes use of the theory of hyperbolic polynomials
that has its origins in partial differential equations and was developed by Petrovsky,
G˚arding, Ho¨rmander, Atiyah and Bott [3, 37, 43]. Recently, hyperbolic polynomi-
als have proved to be quite useful in other areas of mathematics such as convex
optimization [4, 36], complex analysis [7], matrix theory and combinatorics [34, 35].
Let e ∈ Rn. A homogeneous polynomial p ∈ R[z1, . . . , zn] is said to be (G˚arding)
hyperbolic with respect to e if p(e) 6= 0 and for all x ∈ Rn the univariate polynomial
t 7→ p(x + te) has only real zeros. Recall that the homogenization of a polynomial
f(z1, . . . , zn) =
∑
α∈Nn a(α)z
α ∈ C[z1, . . . , zn] of degree d is given by
fH(z1, . . . , zn+1) = z
d
n+1f(z1/zn+1, . . . , zn/zn+1).
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Recall the characterization of real stable polynomials given in Proposition 3.1
(1). The relationship between real stable polynomials and hyperbolic polynomials
is made explicit by the following result, see [9, Proposition 1].
Proposition 4.3. Let f ∈ R[z1, . . . , zn]. Then f is real stable if and only if fH is
hyperbolic with respect to all vectors e ∈ Rn+1 of the form e = (e1, . . . , en, 0), where
ei > 0 for 1 ≤ i ≤ n.
Let p be hyperbolic with respect to e ∈ Rn. The cone
Ce(p) = {x ∈ R
n : p(x+ te) 6= 0, t ≥ 0}
is called the hyperbolicity cone of p. The following fundamental properties of the
hyperbolicity cone are due to G˚arding [37], see also [3, 36, 43].
Proposition 4.4. Let p ∈ R[z1, . . . , zn] be hyperbolic with respect to e ∈ R
n. Then
(a) Ce(p) is convex;
(b) Ce(p) is equal to the connected component of the set {x ∈ Rn : p(x) 6= 0}
that contains e;
(c) (s, t) 7→ p(x+ su+ te) is real stable for any x ∈ Rn and u ∈ Ce(p);
(d) p is hyperbolic with respect to any u ∈ Ce(p) and Cu(p) = Ce(p).
Below are examples of hyperbolic polynomials and their hyperbolicity cones:
(I) The polynomial p(z1, . . . , zn) = z1z2 · · · zn is hyperbolic with respect to the
direction e = (1, . . . , 1) ∈ Rn and the hyperbolicity cone is the positive
orthant Ce(p) = R
n
+;
(II) The (principal) symbol of the hyperbolic wave equation, i.e., the polynomial
p(z1, . . . , zn) = z
2
1 −
n∑
j=2
z2j
is hyperbolic with respect to the direction e = (1, 0, . . . , 0) ∈ Rn and the
hyperbolicity cone is the Lorentz cone
Ce(p) =
{
z ∈ Rn :
√
z22 + · · ·+ z
2
n ≤ z1
}
;
(III) Let zij , 1 ≤ i ≤ j ≤ n, be n(n + 1)/2 different variables and let X =
(xij)
n
i,j=1 be the matrix with entries
xij =
{
zij if i ≤ j,
zji if i > j.
The polynomial (in n(n + 1)/2 variables) p(z11, . . . , znn) = det(X) is hy-
perbolic with respect to the n× n identity matrix I and the hyperbolicity
cone is the cone of positive definite n× n matrices;
(IV) Let A1, . . . , Am be symmetric n×n matrices and let e = (e1, . . . , em) ∈ Rm
be such that e1A1 + · · ·+ emAm is positive definite. Then the polynomial
p(z1, . . . , zm) = det
 m∑
j=1
zjAj

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is hyperbolic with respect to e and the hyperbolicity cone is given by
Ce(p) =
x ∈ Rm :
n∑
j=1
xjAj is positive definite
 .
Theorem 4.5. Suppose that all the coefficients of f ∈ R[z1, . . . , zn] are non-
negative. The following are equivalent:
(1) fH is stable;
(2) f is stable;
(3) fH is hyperbolic with respect to some vector e with ei ≥ 0; 1 ≤ i ≤ n+ 1;
(4) fH is hyperbolic with respect to any vector e with ei > 0, 1 ≤ i ≤ n+ 1.
Proof. By the fact that the stability property is closed under setting variables equal
to real numbers (Proposition 3.1) and Proposition 4.3 we have that (1) ⇒ (2) ⇒
(3). Now if (3) holds then since f has all non-negative coefficients it follows from
Proposition 4.4 (b) that Ce(fH) contains the cone R
n+1
+ , which by Proposition 4.4
(d) proves (4). Finally, (4) ⇒ (1) by Proposition 3.1. 
Let f ∈ C[z1, . . . , zn] be a polynomial of degree di in zi, 1 ≤ i ≤ n. The
polarization π(f) of f is the unique polynomial in
∑n
i=1 di variables zij , 1 ≤ i ≤ n,
1 ≤ j ≤ di, satisfying:
(i) π(f) is multi-affine;
(ii) π(f) is symmetric in the variables zi1, . . . zidi for 1 ≤ i ≤ n;
(iii) if we let zij = zi for all i, j in π(f) we recover f .
Recall that a circular region in C is either an open or closed affine half-plane or
the open or closed interior or exterior of a circle. The famous Grace-Walsh-Szego¨
coincidence theorem [32, 66, 74] is stated next. For a proof of the following version
we refer to [19, Theorem 2.12].
Theorem 4.6 (Grace-Walsh-Szego¨). Let f ∈ C[z1, . . . , zn] be symmetric and multi-
affine and let C be a circular region containing the points ζ1, . . . , ζn. Suppose that
either f has total degree n or C is convex (or both). Then there exists at least one
point ζ ∈ C such that f(ζ1, . . . , ζn) = f(ζ, . . . , ζ).
From the Grace-Walsh-Szego¨ coincidence theorem we deduce:
Corollary 4.7. Let f ∈ C[z1, . . . , zn]. Then f is stable if and only if π(f) is stable.
Proof. If π(f) is stable then so is f since the latter is recovered from π(f) by
setting variables equal as in (iii) above. Now suppose that π(f) is not stable. Then
there are numbers ζij ∈ {z ∈ C : Im(z) > 0}, 1 ≤ i ≤ n, 1 ≤ j ≤ di, such that
π(f)(ζ) = 0, where ζ = (ζ11, . . . , ζ1d1 , . . . , ζn1, . . . , ζndn). By successively applying
the Grace-Walsh-Szego¨ coincidence theorem we see that there is a vector ζ′ =
(ζ′11, . . . , ζ
′
1d1
, . . . , ζ ′n1, . . . , ζ
′
ndn
) with coordinates in {z ∈ C : Im(z) > 0} for which
ζ′ij = ζ
′
kℓ whenever i = k and π(f)(ζ
′) = π(f)(ζ) = 0. Hence f(ζ′11, ζ
′
21 . . . , ζ
′
n1) =
π(f)(ζ′) = 0, so f is not stable either. 
We now have all the tools to prove Theorem 4.2.
Proof of Theorem 4.2. Let g be the generating polynomial of µ ∈ Pn and suppose
that g is stable of degree d. Then so is the homogenization gH of g by Proposi-
tion 4.3. Now straightforward computations show that the generating polynomial
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of the symmetric homogenization µsh ∈ P2n is given by π(z
n−d
n+1gH), so the theorem
follows from Corollary 4.7. 
4.2. Stability Implies Negative Association. The main argument in the proof
of the following theorem goes back to Feder-Mihail [29] although the proof of the
full theorem is scattered over the literature [24, 57, 58, 72].
Theorem 4.8. Let S be a class of probability measures satisfying:
(1) Each µ ∈ S is a measure on 2E, where E is a finite subset of {1, 2, . . .}
depending on µ;
(2) S is closed under conditioning;
(3) For each µ ∈ S the variables Xe, e ∈ E, are pairwise negatively correlated;
(4) Each µ ∈ S has a homogeneous generating polynomial.
Then all measures in S are CNA (conditionally negatively associated).
The homogeneity condition in (4) above is essential and ensures the existence of
a variable of so-called “positive influence” [24] (various notions of “influence” have
been studied by Bourgain et al in [14]).
A sketch of the proof of Theorem 4.8 is as follows. Recall from §2.1 the defini-
tion of an increasing event. Since any increasing function depending on a set E0
can be written as a positive linear combination of characteristic functions, χA, of
increasing events A depending on E0, it is enough to prove the theorem for such
characteristic functions. The proof of negative association in the case when F = χA
and G = Xe in Definition 2.7 are such that A does not depend on e is recovered
from Feder-Mihail’s proof [29, 58]. The general case – when F = χA1 and G = χA2
in Definition 2.7 are such that A1 and A2 depend on disjoint sets of variables –
then follows from the proof of [57, Theorem 6.5].
Using Theorem 4.8 we can establish the following result.
Theorem 4.9. If µ ∈ Pn is strongly Rayleigh then it is CNA+.
Proof. Let S be the class of all probability measures µ such that
• each µ ∈ S is a measure on 2E, where E is a finite subset of {1, 2, . . .}
depending on µ, and
• µ has a stable homogeneous generating polynomial.
Since stable homogeneous polynomials are pairwise negatively correlated and are
also closed under conditioning (cf. §2.1), the class S satisfies all the hypotheses
required in Theorem 4.8. Therefore, all the measures in S are negatively associated.
Let further Ŝ be the class of all probability measures µ such that
• each µ ∈ Ŝ is a measure on 2E, where E is a finite subset of {1, 2, . . .}
depending on µ, and
• µ has a stable generating polynomial.
Now by Theorem 4.2 every measure in Ŝ is the projection of a measure in S. Since
negative association is closed under projections and the strongly Rayleigh property
is closed under conditioning and external fields, the theorem follows. 
Note that since the Rayleigh/h-NLC+ property is also closed under conditioning,
projections, and external fields, Theorem 4.8 and slight modifications of the above
arguments actually yield the following stronger version of Theorem 4.9.
Theorem 4.10. If µ ∈ Pn is PHR then it is CNA+.
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Since homogeneous Rayleigh polynomials need not be stable, strongly Rayleigh
⇒ PHR strictly. As we will see in §7, one also has PHR ⇒ CNA+ strictly.
4.3. Stochastic Domination and Truncations. Recall the notion of stochastic
domination from Definition 2.14 in §2.5. It turns out that for strongly Rayleigh
measures, stochastic domination is intimately connected with central notions in
the theory of stable and real-rooted polynomials, namely the notions of interlacing
zeros and proper position [7, 8, 9, 15, 50, 66]. In particular, this connection allows
us to extend one of Lyons’ main results [57] and to answer Pemantle’s questions
on stochastic domination for truncations of “negatively dependent” measures [65]
(cf. §2.5).
4.3.1. Partial Orders for Strongly Rayleigh Measures and Polynomials. Let α1 ≤
α2 ≤ · · · ≤ αn and β1 ≤ β2 ≤ · · · ≤ βm be the zeros of two real-rooted polynomials
p, q ∈ R[z]. These zeros are interlacing if they can be ordered so that either α1 ≤
β1 ≤ α2 ≤ β2 ≤ · · · or β1 ≤ α1 ≤ β2 ≤ α2 ≤ · · · . If the zeros of p, q interlace
then the Wronskian W [p, q] := p′q − pq′ is either non-negative or non-positive on
the whole real axis R, see, e.g., [50, 66]. We say that p and q are in proper position,
denoted p ≪ q, if the zeros of p and q interlace and W [p, q] ≤ 0. For technical
reasons, we also say that the zeros of the polynomial 0 interlace the zeros of any
(non-zero) real-rooted polynomial and write 0≪ p and p≪ 0.
The following theorem proved in [9] provides a notion of proper position for
multivariate polynomials.
Theorem 4.11. Let f, g ∈ R[z1, . . . , zn]. The following are equivalent:
(1) The polynomial g + if ∈ C[z1, . . . , zn] is stable;
(2) The polynomial g + zn+1f ∈ R[z1, . . . , zn, zn+1] is real stable;
(3) For all λ ∈ Rn+ and µ ∈ R
n we have
f(λt+ µ)≪ g(λt+ µ),
where f(λt+ µ) = f(λ1t+ µ1, . . . , λnt+ µn), t ∈ C.
We say that the polynomials f, g ∈ R[z1, . . . , zn] are in proper position, written
f ≪ g, if any of the equivalent conditions in Theorem 4.11 are satisfied.
Remark 4.1. The typical proper position is between a real stable polynomial and
any of its partial derivatives: if f ∈ R[z1, . . . , zn] is real stable then ∂jf ≪ f
for all j ∈ [n]. If f ≪ g and α is a real number then either f(α, z2, . . . , zn) ≪
g(α, z2, . . . , zn) or f(α, z2, . . . , zn) = g(α, z2, . . . , zn) ≡ 0, see [9]. Note also that by
Theorem 4.11 (3) one has f ≪ g ⇔ αf ≪ βg for any α, β ∈ R+.
We define a partial order ✂ on the set of strongly Rayleigh probability measures
on 2[n] as follows.
Definition 4.1. Let SRn be the set of strongly Rayleigh probability measures on
2[n]. First, define a (preliminary) partial order ✂′ on SRn by setting µ✂′ ν if there
exists a sequence of strongly Rayleigh probability measures µ = µ0, µ1, . . . , µℓ = ν
such that gµ0 ≪ gµ1 ≪ · · · ≪ gµℓ . Then define the partial order ✂ on SRn as the
closure of ✂′, i.e., set µ✂ν if there are two sequences {µj}∞j=0, {νj}
∞
j=0 ⊂ SRn such
that
lim
j→∞
µj = µ, lim
j→∞
νj = ν, and µj ✂
′ νj for all j ∈ N
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(as the measures are defined on 2[n] it does not matter what notion of limit we use).
We will also consider ✂ to be a partial order on the set of generating polynomials
of strongly Rayleigh measures and write gµ ✂ gν whenever µ✂ ν.
Remark 4.2. It seems likely that the partial orders ✂′ and ✂ on SRn defined above
are actually the same. However, since it is irrelevant for the present purposes we
do not further pursue this issue here.
As we noted in §2.5, the stochastic domination relation 4 defines a partial order
on Pn (cf. [61]). The anti-symmetry of ✂ follows from our next result.
Proposition 4.12. Let µ and ν be strongly Rayleigh probability measures on 2[n].
Then µ✂ ν =⇒ µ 4 ν.
Proof. Clearly, we may assume that gµ ≪ gν , so that by Theorem 4.11 the polyno-
mial in n+1 variables G = (gν+zn+1gµ)/2 is stable. Let γ ∈ Pn+1 be the measure
with generating polynomial G. By Theorem 4.9, γ is NA. Let A be an increasing
event not depending on the last coordinate and set B = {S ∈ 2[n+1] : n + 1 ∈ S}.
Then
1
2
µ(A) = γ(A∩ B) ≤ γ(A)γ(B) =
(
1
2
µ(A) +
1
2
ν(A)
)
1
2
,
which gives µ(A) ≤ ν(A). 
Recall that the standard partial order on the set of all Hermitian n×n matrices
– often referred to as the Loewner order [61] – is induced by the cone of all positive
semi-definite n × n matrices: A ≤ B (respectively, A < B) means that B − A is
positive semi-definite (respectively, positive definite). Using our discussion so far
and the arguments further below, we can prove the following extension of one of
the main results in [57]:
Theorem 4.13. Let A and B be positive contractions such that A ≤ B and let µ
and ν be their corresponding determinantal measures. Then µ✂ ν and thus µ 4 ν.
In [57, Theorem 8.1] Lyons proved the last statement (µ 4 ν) in Theorem 4.13
under the additional hypothesis [A,B] = 0.
We will need the following elementary lemma.
Lemma 4.14. If A,B are positive semi-definite n×n matrices such that A ≤ B < I
then A(I −A)−1 ≤ B(I − B)−1.
Proof. By a standard density argument it is enough to prove the lemma for positive
definite matrices. Note first that if C is a positive definite n× n matrix such that
C ≤ I then C−1 ≥ I. Moreover, if D is a positive definite n× n matrix such that
C ≤ D then M∗CM ≤M∗DM for any n× n matrix M since
〈M∗CMu, u〉 = 〈CMu,Mu〉 ≤ 〈DMu,Mu〉 = 〈M∗DMu, u〉
for any u ∈ Cn. The latter property with M = D−1/2 yields D−1/2CD−1/2 ≤ I,
then by taking inverses and using the first property we get D1/2C−1D1/2 ≥ I, and
finally by using again the second property with M = D−1/2 we obtain C−1 ≥ D−1.
Therefore, if A,B are positive definite matrices as in the lemma it follows that
I −A−1 ≤ I −B−1, hence
A(I −A)−1 = −
(
I −A−1
)−1
≤ −
(
I −B−1
)−1
= B(I − B)−1,
which is the desired conclusion. 
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Proposition 4.15. Let A and B be positive semi-definite n×n matrices such that
A ≤ B and set Z = diag(z1, . . . , zn). Then
det(I + AZ)
det(I +A)
✂
det(I +BZ)
det(I +B)
and
det(B + Z)
det(B + I)
✂
det(A+ Z)
det(A+ I)
.
Moreover, if A and B are positive contractions, then
det(I −A+AZ)✂ det(I −B +BZ).
Proof. We just prove the first inequality. The second inequality then follows upon
considering the operation
det(I +MZ) := fM (z1, . . . , zn) 7→ z1 · · · znfM (z
−1
1 , . . . , z
−1
n )
withM = A andM = B, respectively, which preserves the set of stable polynomials
with non-negative coefficients (Proposition 3.1) and obviously reverses the partial
order ✂ (Theorem 4.11). Similarly, for the third inequality note that if A ≤ B and
A,B are positive contractions then by continuity we may assume that B < I. But
then A′ = A(I −A)−1 ≤ B(I −B)−1 = B′ by Lemma 4.14, hence
det(I −A+AZ) =
det(I +A′Z)
det(I +A′)
✂
det(I +B′Z)
det(I +B′)
= det(I −B +BZ).
We claim that the polynomial f ∈ R[z1, . . . , zn, y] defined by
f(z, y) = det(y(I +AZ) + I +BZ) := ynP0(z) + y
n−1P1(z) + · · ·+ Pn(z),
where z = (z1, . . . , zn), is real stable with non-negative coefficients. Assuming this
claim we see that since Pk(z) = (n − k)!−1∂n−kf/∂yn−k
∣∣
y=0
, by Remark 4.1 we
have that
det(I +AZ) = P0 ≪ P1 ≪ · · · ≪ Pn = det(I +BZ),
which then settles the lemma (note that Pk(0) =
(
n
k
)
, so none of the Pk’s is iden-
tically zero). To prove the remaining claim, note that the polynomial G(z, y) =
det(A+ y(B −A) + Z) is stable with non-negative coefficients by Proposition 3.2.
Hence, so are the polynomials
F (z, y) = z1 · · · zny
nG(z−11 , . . . , z
−1
n , y
−1) = det(y(I +AZ) + (B −A)Z)
and F (z, y + 1) = det(y(I +AZ) + I +BZ) = f(z, y). 
Proof of Theorem 4.13. The generating polynomials of µ and ν are det(I−A+AZ)
and det(I −B +BZ), respectively. Combine Propositions 4.12 and 4.15. 
We end this section with an open question, namely whether the following con-
verse to Proposition 4.15 holds.
Question 4.1. Let A and B be positive semi-definite n× n matrices such that
det(I +AZ)
det(I +A)
✂
det(I +BZ)
det(I +B)
, or equivalently,
det(B + Z)
det(B + I)
✂
det(A+ Z)
det(A+ I)
,
where Z = diag(z1, . . . , zn). Is it true that A ≤ B?
Note that an affirmative answer to Question 4.1 would give a characterization of
the Loewner order on the cone of all positive semi-definite n× n matrices in terms
of determinantal stable polynomials.
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Remark 4.3. Stochastic domination is closely related to the notion of majorization
(or spectral order) for real vectors that was axiomatized by Hardy-Littlewood-Po´lya
and Schur [38, 61]. The latter also induces a partial order (though not the same as
the proper position) on univariate real-rooted polynomials, see, e.g., [6].
4.3.2. Truncations of Strongly Rayleigh Measures and Polynomials. We will now
discuss certain truncations of stable polynomials and strongly Rayleigh measures.
Lemma 4.16. Suppose that f(z) =
∑
α∈Nn a(α)z
α ∈ R[z1, . . . , zn] is stable of total
degree at most d and has non-negative coefficients. For 0 ≤ k ≤ d let
Ek(z) =
∑
|α|=k
a(α)zα.
If 0 ≤ p ≤ q ≤ d, then
q∑
k=p
(
q − p
k − p
)
Ek(z)(
d
k
) yq−k (12)
is a stable polynomial in the variables z1, . . . , zn, y.
Proof. Define a sequence of polynomials in R[z1, . . . , zn, y] as follows:
f1(z, y) =
∑
a(α)zαyd−|α| =
d∑
k=0
Ek(z)y
d−k,
f2(z, y) = ∂
d−qf1/∂y
d−q,
f3(z, y) = y
qzd1 · · · z
d
nf2(z
−1
1 , . . . , z
−1
n , y
−1),
f4(z, y) = ∂
pf3/∂y
p,
f5(z, y) = y
q−pzd1 · · · z
d
nf4(z
−1
1 , . . . , z
−1
n , y
−1).
By Theorem 4.5, f1 is a stable polynomial, and by the closure properties of stable
polynomials (Proposition 3.1) we also have that f2, . . . , f5 are stable. The polyno-
mial f5 is a constant multiple of (12). 
The above lemma gives the following generalization of Newton’s inequalities,
which correspond to the special case when f(z) = (1 + z1) · · · (1 + zn).
Corollary 4.17. Let f(z) and Ek(z), k = 0, . . . , d, be as in the statement of
Lemma 4.16. Then
E2k(z)(
d
k
)2 ≥ Ek−1(z)( d
k−1
) Ek+1(z)(
d
k+1
) , z ∈ Rn, 1 ≤ k ≤ d− 1. (13)
Proof. By Lemma 4.16, the polynomial
(z, y) 7→
Ek−1(z)(
d
k−1
) y2 + 2Ek(z)(
d
k
) y + Ek+1(z)(
d
k+1
) (14)
is stable. Hence, for any fixed z ∈ Rn the resulting (univariate) polynomial in y is
real-rooted. The corollary follows upon taking the discriminant in (14). 
Recall from Definition 2.15 the truncation µp,q of a measure µ to [p, q]. It has
been discussed whether truncations of measures preserve negative dependence prop-
erties, cf. [45, 65] and references therein. As we show in Corollary 4.18 below, this is
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the case for strongly Rayleigh measures and truncations of length q− p ≤ 1. Trun-
cations of length q− p ≥ 2 do not preserve the strong Rayleigh property. However,
the weighted truncation suggested by (12) obviously does.
Corollary 4.18. Suppose that µ is a strongly Rayleigh probability measure on 2[n]
and that 0 ≤ p ≤ q ≤ n with q − p ≤ 1. Then µp,q is strongly Rayleigh.
Proof. We prove the corollary for q− p = 1. Let f be the generating polynomial of
µ and let Ek be as in the statement of Lemma 4.16. Then the polynomial
g(z, y) =
Ep(z)(
n
p
) y + Eq(z)(n
q
) (15)
is stable. Clearly, the generating polynomial of µp,q is a (positive) constant multiple
of g(z, q/(n− p)). The corollary follows since stable polynomials are closed under
setting variables equal to real numbers, see Proposition 3.1. 
In §7 we show that Pemantle’s Conjecture 2.9 (see §2.5) fails in its full generality.
However, it is true for strongly Rayleigh measures:
Theorem 4.19. Let µ be a strongly Rayleigh probability measure on 2[n], and let
1 ≤ k ≤ n. If µ({S : |S| = k − 1})µ({S : |S| = k}) 6= 0, then µk−1 4 µk.
Proof. Let f be the generating polynomial of µ and let Ek be as in the statement
of Lemma 4.16. By assumption one has Ek−1(1)Ek(1) 6= 0, where 1 ∈ Rn+ is as
before the “all ones vector”. From Lemma 4.16 and the last part of Remark 4.1 we
deduce that the polynomial
F (z1, . . . , zn+1) = zn+1
Ek−1(z1, . . . , zn)
Ek−1(1)
+
Ek(z1, . . . , zn)
Ek(1)
is stable. Since the above quotients are the generating polynomials of µk−1 and µk,
respectively, we have µk−1 ✂ µk by Theorem 4.11 and Definition 4.1. The desired
conclusion follows from Proposition 4.12. 
4.4. The Partial Symmetrization Procedure. Recall Remark 2.1, the partial
symmetrization of (complex) measures on 2[n] defined in (3), and Definition 2.9.
The main result of this section is the following theorem.
Theorem 4.20. Let µ be a complex measure on 2[n] with (complex) stable gener-
ating polynomial. Then for any transposition τ ∈ Sn and θ ∈ [0, 1] the generating
polynomial of the partial symmetrization µτ,θ = θµ+(1−θ)τ(µ) is (complex) stable.
In particular, Theorem 4.20 implies that the class of strongly Rayleigh measures
on 2[n] is invariant under the partial symmetrization procedure. Clearly, the latter
result is real stable in nature. However, in order to establish it we have to consider
the (wider) complex stable context (cf. Definition 2.9), as in the above theorem.
For the proof of Theorem 4.20 we need a multivariate generalization of the clas-
sical Obreschkoff theorem that was obtained in [9].
Theorem 4.21 (Multivariate Obreschkoff theorem). Let f, g ∈ R[z1, . . . zn]. Then
all non-zero polynomials in the space {αf + βg : α, β ∈ R} are stable if and only if
either f + ig or f − ig is stable or f = g ≡ 0.
Remark 4.4. There are now elementary proofs of Theorem 4.20 that avoid the mul-
tivariate Obresckoff theorem, see [10, 56]. Also, the referee sketched an elementary
proof similar to those given in [10, 56].
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Proof of Theorem 4.20. Let f ∈ C[z1, . . . , zn] be the generating polynomial of µ.
Hence f is stable and multi-affine. Assuming, as we may, that i = 1 and j = 2, we
need to prove that
θf(ξ1, ξ2, . . . , ξn) + (1− θ)f(ξ2, ξ1, . . . , ξn) 6= 0
whenever ξ1, . . . , ξn ∈ {z : Im(z) > 0} (cf. Definition 2.9). By fixing ξ3, . . . , ξn
arbitrarily in the open upper half-plane and considering the multi-affine polynomial
in variables z1, z2 given by
(z1, z2) 7→ g(z1, z2) := f(z1, z2, ξ3, . . . , ξn)
we see that the problem reduces to proving that the linear operator Tθ on multi-
affine polynomials in two variables defined by
Tθ(h)(z1, z2) = θh(z1, z2) + (1− θ)h(z2, z1)
preserves stability. Let us first show that Tθ preserves real stability. For this let
f(z1, z2) = a00 + a01z2 + a10z1 + a11z1z2 ∈ R[z1, z2] \ {0}
be real stable and set Df = a00a11 − a01a10. By Theorem 4.1 we know that f is
real stable if and only if Df ≤ 0. Since
DTθ(f) = Df − θ(1 − θ)(a01 − a10)
2 ≤ Df
it follows that Tθ(f) is also real stable, as required. To deal with the (non-real)
stable case let first h = g + if ∈ C[z1, z2] be strictly stable and multi-affine. This
means that h(z1, z2) 6= 0 whenever Im(z1) ≥ 0 and Im(z2) ≥ 0. By the multivariate
Obreschkoff theorem we have that αg + βf is real stable or zero for all α, β ∈ R.
Hence, by the above, we also have that αTθ(f)+βTθ(g) is real stable or zero for all
α, β ∈ R. By the multivariate Obreschkoff theorem again this gives that Tθ(g+ if)
or Tθ(g − if) is stable. However, one has
Tθ(h)(z, z) = h(z, z) = g(z, z) + if(z, z),
which is strictly stable by assumption. If Tθ(g− if) is stable then g(z, z)− if(z, z)
is stable and g(z, z) + if(z, z) is strictly stable which is impossible since it would
imply that all zeros of (the strictly stable polynomial) g(z, z) + if(z, z) were real.
Hence Tθ(g + if) is stable.
Now if ǫ > 0 and p ∈ C[z1, z2] is stable then clearly p(z1 + iǫ, z2 + iǫ) is strictly
stable (in the sense defined above) and thus any stable polynomial is the uniform
limit on compact sets of strictly stable polynomials. By the multivariate version of
Hurwitz’ classical theorem on the “continuity of zeros” (see, e.g., [8, Theorem 2.3]
and [19, Footnote 3, p. 96]) this proves that Tθ preserves stability. 
Remark 4.5. From Theorem 4.20 it follows that the symmetrization µs of a strongly
Rayleigh measure µ is also strongly Rayleigh. A different proof is as follows. If µ is
a strongly Rayleigh measure on 2[n] then (2) implies that the diagonal specialization
∆(gµs)(t) = ∆(gµ)(t) (cf. Definition 2.8) is a real-rooted univariate polynomial and
by the Grace-Walsh-Szego¨ theorem we conclude that the symmetrization µs of µ is
also strongly Rayleigh.
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5. Preservation of Negative Dependence by Symmetric Exclusion
Processes
In this section we study some consequences of the results in §4 for symmetric
exclusion processes and provide an answer to the problem of finding a natural
negative dependence property that is preserved by such evolutions (Problem 3.5).
Let us first describe these processes in more detail. A configuration of particles
on a countable set S is a point η on the Boolean lattice 2S , which we identify with
{0, 1}S, so η(i) = 1 means that site i is occupied, while η(i) = 0 means that it is
vacant. One is given a non-negative symmetric kernel Q = (qi,j)i,j∈S satisfying
sup
i
∑
j
qi,j <∞. (16)
The corresponding exclusion process ηt is the Markov process on {0, 1}S in which
η → τi,j(η) at rate qi,j , where τi,j is the transposition that interchanges the coordi-
nates η(i) and η(j). Note that if η(i) = η(j) (i.e., the two sites are both occupied or
both empty), this transposition has no effect, while if η(i) 6= η(j), the transposition
has the effect of moving the particle from the occupied site to the vacant site. In the
language of semigroups and generators, the semigroup T (t) on C({0, 1}S) defined
by T (t)F (η) = EηF (ηt) has generator
LF (η) =
1
2
∑
i,j
qi,j [F (τi,j(η))− F (η)]
for functions F that depend on finitely many coordinates. Condition (16) guaran-
tees that the process is well defined and uniquely determined by Q.
One can give a more probabilistic description of the symmetric exclusion process
in terms of Poisson processes. Recall that a Poisson process N(t) with rate λ > 0
is a random increasing step function with jumps of size one, in which the times
between jumps are independent exponentially distributed random variables τk with
parameter λ: P (τk > t) = e
−λt. Now take a collection Ni,j(t) of independent
Poisson processes indexed by unordered pairs i, j – Ni,j(t) with rate qi,j – and
apply the transposition τi,j to η at the jump times of Ni,j(t). We will denote
probabilities for the process with initial configuration η by P η.
Negative correlation inequalities have played an important role in the develop-
ment of the theory of symmetric exclusion processes. For example, Proposition 1.7
of [52, Chap. VIII] implies that
P η(ηt ≡ 1 on A) ≤
∏
i∈A
P η(ηt(i) = 1), A ⊆ S. (17)
This inequality was used in an essential way in the characterization of stationary
distributions of the process, see Theorem 1.44 in op. cit and the end of this section.
Inequality (17) was generalized by Andjel in [2] to
P η(ηt ≡ 1 on A ∪B) ≤ P
η(ηt ≡ 1 on A)P
η(ηt ≡ 1 on B),
A,B ⊆ S, A ∩B = ∅,
(18)
and used to prove an ergodic theorem. For further applications of correlation in-
equalities in this setting, see the references and discussion in [55].
32 J. BORCEA, P. BRA¨NDE´N, AND T. M. LIGGETT
In that paper, one of us conjectured that the distribution of ηt at time t with
deterministic initial configuration η is negatively associated. Even the special case
P η(ηt ≡ 1 on A, ηt ≡ 0 on B) ≥ P
η(ηt ≡ 1 on A)P
η(ηt ≡ 0 on B),
A,B ⊆ S, A ∩B = ∅
(19)
remained open (note that in (19), one of the events is increasing while the other is
decreasing). Surprisingly, despite the similarity between (18) and (19), neither the
proof of (18) in [2], nor a somewhat different one given in [55], extends to prove
(19). We are now able to prove this conjecture, see Theorem 5.2 below. The latter
is actually a consequence of a yet stronger property for finite symmetric exclusion
processes that we will now establish.
Proposition 5.1. Suppose that S is finite and the initial distribution η0 of a sym-
metric exclusion process on {0, 1}S is strongly Rayleigh. Then so is the distribution
of ηt for all t > 0.
Proof. First, we observe that it suffices to prove the statement in case qi,j 6= 0 for
only one pair i, j. To see this, suppose T1(t) and T2(t) are semigroups for finite state
Markov chains on the same state space with generators L1 and L2 respectively, and
let T (t) be the semigroup with generator L1 + L2. The Trotter product formula
(see [27, p. 33]) gives
T (t) = lim
n→∞
[
T1(t/n)T2(t/n)
]n
.
It follows that if a closed set of probability measuresM on the state space has the
property that µ ∈ M implies µTi(t) ∈ M for i = 1, 2 and t > 0, then µ ∈ M
implies µT (t) ∈ M for t > 0. Now write the generator of the symmetric exclusion
process as the following sum, corresponding to transitions at individual pairs of
sites:
L =
∑
i,j
Li,j ,
where
Li,jF (η) =
1
2
qi,j [F (τi,j(η)) − F (η)].
Repeated application of the preceding observation withM = the set of probability
measures on {0, 1}S with stable generating polynomials, implies that the statement
of the proposition is correct for the process with generator L if it is correct for the
process with generator Li,j for each i, j.
In the case of a single non-zero qi,j , the generating polynomial of the distribution
of ηt is given by αf(z) + (1 − α)f(τi,j(z)), where α = f(Ni,j(t) is even) and f is
the generating polynomial for the initial distribution. Therefore, the result follows
from Theorem 4.20. 
Recall from §2.4 that if S is a countably infinite set, a probability measure on
{0, 1}S is strongly Rayleigh if every projection onto a finite subset of S is strongly
Rayleigh. Note that this property is preserved by weak convergence of measures.
Theorem 5.2. Suppose that S is countable and the initial distribution η0 of a
symmetric exclusion process on {0, 1}S is strongly Rayleigh. Then the distribution
of ηt is strongly Rayleigh, and hence CNA+, for all t > 0.
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Proof. Since stability (the strongly Rayleigh property) implies negative association
by Theorem 4.9, the result follows from Proposition 5.1 when S is finite. For general
S, approximate the exclusion process on S by processes on finite subsets Sn of S
that increase to S, by taking the transposition rates for the process on Sn to be
qi,j if i, j ∈ Sn and zero otherwise. By the Trotter-Kurtz semigroup convergence
theorem (see [27, p. 28]), the processes on Sn converge to the process on S, so the
result holds on S as well. (See [52, §I.3] for details.) 
Remark 5.1. In particular, Theorem 5.2 proves Conjecture 2.2 and shows that its
conclusion remains valid if the initial configuration is a product measure (since any
such measure is obviously strongly Rayleigh, cf. Definition 2.11 and §2.4).
We conclude this section with an application of Theorem 5.2 to the extremal sta-
tionary distributions for an irreducible symmetric exclusion process. Theorem 1.44
of [52, Chap. VIII] states that these are exactly {µα : α ∈ H}, where
(a) H =
{
α : S → [0, 1] :
∑
j qi,j [α(j)− α(i)] = 0 for each i
}
are the harmonic
functions for Q with values in [0, 1], and
(b) µα = limt→∞ ναT (t), where να is the product measure on {0, 1}S satisfying
να{η : η ≡ 1 on A} =
∏
i∈A
α(i), A ⊆ S.
Very little is known about µα other than
(I) µα = να if and only if α is constant, and
(II) µα{η : η(i) = 1} = α(i) for each i ∈ S.
As a consequence of Theorem 5.2, we can now add
(III) µα is negatively associated for each α ∈ H.
Remark 5.2. If qi,j > 0 for all i, j, then as we noted in §3.5 the limiting distribution
of ηt as t→∞ is the symmetrization of the initial distribution. In §7 we construct
examples of measures in Pn, n ≥ 20, that are CNA+ but do not have ULC rank
sequences. By Theorem 3.7 in §3.5, these counterexamples to Conjectures 2.3–2.5
show that none of the properties NLC, h-NLC, Rayleigh/h-NLC+, CNA, CNA+
is preserved by the symmetrization procedure (2), and by [55, Theorem 3.2], the
same can be said about the NA property. Therefore, the analog of Proposition 5.1
fails for all the aforementioned properties.
Remark 5.3. The analog of Theorem 5.2 for asymmetric exclusion processes is false.
A simple example is obtained by taking S = {1, 2} in which only transitions from
state 1 to state 2 are allowed. If the initial distribution gives probability 14 to each
of the configurations in {0, 1}S, then the limiting distribution as t→∞ is given by
µ({11}) = µ({00}) = 14 , µ({10}) = 0, and µ({01}) =
1
2 . This measure is not NA.
6. Almost Exchangeable Measures
By Pemantle’s result (Theorem 3.7 in §3.5), for symmetric measures in Pn all
five conditions NLC, h-NLC, Rayleigh/h-NLC+, CNA, CNA+ are equivalent to the
ULC condition for the rank sequence. Therefore, the relations between all these
negative dependence properties are completely understood in the exchangeable case.
In this section we study the almost exchangeable case, that is, measures whose gen-
erating polynomials are symmetric in all but possibly one variable (Definition 2.1).
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We prove that for such measures one has both h-NLC ⇔ CNA and Rayleigh/h-
NLC+ ⇔ CNA+, which confirms Pemantle’s Conjecture 2.6 in this case. In the
next section we will use this result to show that the counterexamples in 20 or more
variables that we construct there satisfy all negative dependence properties other
than strongly Rayleigh.
Let C be an m× n matrix (where m,n are allowed to be infinite), and let i and
j be finite equi-numerous subsets of [m] and [n], respectively. Denote by C(i, j) the
minor of C with rows indexed by i and columns indexed by j. The Cauchy-Binet
theorem, see, e.g., [49], asserts that
(AB)(i, j) =
∑
k, |k|=|i|=|j|
A(i,k)B(k, j)
for any m×n matrix A and n× q matrix B, where 1 ≤ m,n, q ≤ ∞, provided that
the sum in the right-hand side converges absolutely.
Recall the notion of (non-negative) LC sequence from Definition 2.8. For conve-
nience, we first prove a technical result that will be frequently used later on.
Lemma 6.1. Let {aj}nj=0 and {bj}
n
j=0 be two LC sequences that satisfy
(i) {aj + bj}nj=0 is LC, and
(ii) ajbj+1 ≥ aj+1bj for all 0 ≤ j ≤ n− 1.
If ℓ < k and bℓak > 0, then brar > 0 for all ℓ ≤ r ≤ k.
Proof. Suppose that ar = 0 for some ℓ ≤ r < k and let s the largest such index.
Assumption (ii) for j = s gives bs = 0, hence as + bs = 0. This contradicts the “no
internal zeros” part of assumption (i) (cf. Definition 2.8). Therefore ar > 0, and a
similar argument shows that br > 0 as well. 
The following proposition shows that for almost exchangeable measures the
Rayleigh property is the same as the negative lattice condition (NLC) closed under
conditioning and external fields on the last variable. Indeed, condition (ii) follows
directly from NLC while (i) follows from NLC after having imposed an external
field on the last coordinate and then projected onto the first n coordinates.
Proposition 6.2. Let µ ∈ Pn+1 be such that its generating polynomial g = gµ is
symmetric in its first n variables, so that
g(z1, . . . , zn+1) = zn+1
n∑
k=0
akek(z1, . . . , zn) +
n∑
k=0
bkek(z1, . . . , zn).
Then µ is Rayleigh if and only if
(i) {θak + (1 − θ)bk}nk=0 is LC for all 0 ≤ θ ≤ 1, and
(ii) akbk+1 ≥ ak+1bk for all 0 ≤ k ≤ n− 1.
Proof. Suppose first that µ is Rayleigh. By Proposition 2.1 we get that if 0 ≤ θ < 1
then g(z1, . . . , zn, θ/(1 − θ)) is a Rayleigh polynomial that is symmetric in all its
n variables. Condition (i) now follows from the exchangeable case (Theorem 3.7).
Let S ⊆ [n− 1] be of cardinality i. The NLC condition gives
aibi+1 = µ(S ∪ {n+ 1})µ(S ∪ {n}) ≥ µ(S ∪ {n, n+ 1})µ(S) = ai+1bi,
which verifies (ii).
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Assume now that {ak}nk=0 and {bk}
n
k=0 satisfy (i) and (ii). The inequality
∂g
∂zi
(x)
∂g
∂zj
(x) ≥
∂2g
∂zi∂zj
(x)g(x), x ∈ Rn+1+ , i, j ∈ [n],
follows from the exchangeable case and (i). What is left to prove is the inequality
∂g
∂zi
(x)
∂g
∂zn+1
(x) ≥
∂2g
∂zi∂zn+1
(x)g(x), x ∈ Rn+1+ , i ∈ [n],
and by symmetry (in the first n variables) we only need to check it for e.g. i = n.
We may write g as
g(z1, . . . , zn+1) =
n∑
k=0
bkek(z1, . . . , zn−1) + zn
n∑
k=0
bk+1ek(z1, . . . , zn−1)
+ zn+1
n∑
k=0
akek(z1, . . . , zn−1) + znzn+1
n∑
k=0
ak+1ek(z1, . . . , zn−1),
so the desired inequality is equivalent to∑
j
ajej
∑
j
bj+1ej
 −
∑
j
aj+1ej
∑
j
bjej
 ≥ 0 (20)
for all x ∈ Rn−1+ , where ej = ej(x1, . . . , xn−1). Let now
C =
(
a0 a1 a2 . . . an
b0 b1 b2 . . . bn
)
and recall the definition of a TPp matrix from §3.5. We claim that C is TP2. Let
1 ≤ i < j ≤ n. We need to prove that aibj ≥ biaj. Clearly, we may assume that
biaj 6= 0 and that j − i ≥ 2. By Lemma 6.1 we have brar > 0 for i ≤ r ≤ j and
thus
ai
bi
≥
ai+1
bi+1
≥ · · · ≥
aj
bj
by (ii), which shows that C is indeed TP2. Let E = (ei−j)
n
i,j=0. By Theorem 3.8
we have that E is TP2 and by the Cauchy-Binet formula so is CE. Now
CE =
( ∑
ajej
∑
aj+1ej . . .∑
bjej
∑
bj+1ej . . .
)
,
from which (20) follows. 
The next result is the analog of Proposition 6.2 for the h-NLC property.
Proposition 6.3. Let µ ∈ Pn+1 be such that its generating polynomial g = gµ is
symmetric in its first n variables, so that
g(z1, . . . , zn+1) = zn+1
n∑
k=0
akek(z1, . . . , zn) +
n∑
k=0
bkek(z1, . . . , zn).
Then µ is h-NLC if and only if
(i) {ak}nk=0, {bk}
n
k=0, and {ak + bk}
n
k=0 are LC, and
(ii) akbk+1 ≥ ak+1bk for all 0 ≤ k ≤ n− 1.
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Proof. Let S, T ⊂ [n]. The NLC condition applied to each of the three pairs (S, T ),
(S, T ∪ {n+ 1}), and (S ∪ {n+ 1}, T ∪ {n+ 1}) gives respectively
b|S|b|T | ≥ b|S∪T |b|S∩T |, b|S|a|T | ≥ a|S∪T |b|S∩T |, a|S|a|T | ≥ a|S∪T |a|S∩T |.
Therefore, setting ℓ = |S|, k = |T |, m = |S ∩ T |, we see that NLC is equivalent to
bℓbk ≥ bk+ℓ−mbm, bℓak ≥ ak+ℓ−mbm, aℓak ≥ ak+ℓ−mam (21)
for m ≤ k, ℓ ≤ n and k + ℓ ≤ n+m.
If S ⊆ [n] has cardinality n − j, the measure obtained by projecting µ onto
2S∪{n+1} is of the same form as µ with coefficients
ak(j) =
j∑
i=0
(
j
i
)
ak+i and bk(j) =
j∑
i=0
(
j
i
)
bk+i, 0 ≤ k ≤ n− j,
while the one obtained by projecting µ onto 2S is exchangeable with coefficients
ak(j) + bk(j), 0 ≤ k ≤ n− j. Therefore, h-NLC is equivalent to the statement that
for each 0 ≤ j ≤ n one has
bℓ(j)bk(j) ≥ bk+ℓ−m(j)bm(j),
bℓ(j)ak(j) ≥ ak+ℓ−m(j)bm(j), aℓ(j)ak(j) ≥ ak+ℓ−m(j)am(j),
(aℓ(j) + bℓ(j))(ak(j) + bk(j)) ≥ (ak+ℓ−m(j) + bk+ℓ−m(j))(am(j) + bm(j))
(22)
for m ≤ k, ℓ ≤ n− j and k + ℓ ≤ n− j +m.
It follows from this that the h-NLC property implies that the sequences in (i)
have no internal zeros. For example, if k ≤ ℓ, bk−1 > 0, bk = · · · = bℓ = 0, bℓ+1 > 0
contradicts bkbℓ ≥ bk−1bℓ+1. Given this, the fact that the three sequences are LC
and satisfy (ii) is a consequence of the first and last inequalities in (21) with ℓ = k,
m = k − 1, the middle inequality in (21) with ℓ = k + 1, m = k, and the last
inequality in (22) with j = 0, ℓ = k, m = k − 1.
For the converse, assume that (i) and (ii) hold. Note that for each j, {ak(j)}
n−j
k=0
is a convolution of two LC sequences, and hence is LC by [49, Theorem 1.2 on
p. 394], and the same holds for the sequences bk(j) and ak(j) + bk(j). This gives
three of the four inequalities in (22). For the other one, note that since evaluating
the elementary symmetric polynomials at the “all ones vector” produces binomial
coefficients, it follows from (20) that
ak(j)bk+1(j) ≥ ak+1(j)bk(j). (23)
We need to check that
ak(j)bℓ(j) ≥ ak+ℓ−m(j)bm(j)
for m ≤ k, ℓ, and in doing so, can assume that the right-hand side is not zero. By
Lemma 6.1, it follows that ai(j)bi(j) > 0 for m ≤ i ≤ k + ℓ −m. To conclude the
proof, write
ak(j)
ak+ℓ−m(j)
≥
am(j)
aℓ(j)
≥
bm(j)
bℓ(j)
.
The first inequality comes from the already proved part of (22), while the second
is obtained by repeated application of (23). 
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Theorem 6.4. Let µ ∈ Pn+1 be such that its generating polynomial g = gµ is
symmetric in its first n variables, so that
g(z1, . . . , zn) = zn+1
n∑
k=0
akek(z1, . . . , zn) +
n∑
k=0
bkek(z1, . . . , zn).
Suppose that {ak}nk=0 and {bk}
n
k=0 are LC sequences that satisfy
(i) {ak + bk}nk=0 is LC, and
(ii) akbk+1 ≥ ak+1bk for all 0 ≤ k ≤ n− 1.
Then µ is CNA.
Proof. As in §2.1, we denote by Xi, i ∈ [n+1], the i-th coordinate function/random
(binary) variable on 2[n+1]. First, observe that it is enough to prove that µ is NA.
To see this, note that if µ is conditioned on Xi = 1 for k values of i ≤ n, on Xi = 0
for l values of i ≤ n, and possibly on the value of Xn+1, the resulting measure is
of the same form with a new value n′ of n and new ai’s and bi’s that again satisfy
the assumptions of the theorem. Using primes to denote the new values, we have
n′ = n − k − l and if the value of Xn+1 is not conditioned on, then, except for
a constant factor, a′i = ai+k and b
′
i = bi+k. If the value of Xn+1 is conditioned
on, then a′i = b
′
i = ai+k if the conditioning is on Xn+1 = 1 and a
′
i = b
′
i = bi+k if
the conditioning is on Xn+1 = 0. Now take two increasing functions F and G on
2[n+1] that depend on disjoint sets of coordinates (cf. Definition 2.2). Without loss
of generality, we may assume that there is an m satisfying 1 ≤ m ≤ n such that
F depends on the coordinates {X1 . . . , Xm}, and G depends on the coordinates
{Xm+1, . . . , Xn+1}. We need to prove∫
FGdµ ≤
∫
Fdµ
∫
Gdµ. (24)
Since µ is symmetric in the first n coordinates, these three integrals are not changed
if F and G are replaced by the functions obtained by symmetrizing them with
respect to the coordinates {X1, . . . , Xm} and {Xm+1, ..., Xn}, respectively. These
symmetrized functions are also increasing. Therefore, we may assume that F and
G are of the following form:
F (X1, . . . , Xm) = fk if
m∑
i=1
Xi = k,
G(Xm+1, . . . , Xn, Xn+1 = 0) = gk if
n∑
i=m+1
Xi = k, and
G(Xm+1, . . . , Xn, Xn+1 = 1) = hk if
n∑
i=m+1
Xi = k,
where fk, gk and hk are increasing, and gk ≤ hk for each k. Using the fact that the
covariance of F and G with respect to the measure µ can be written as
1
2
∑
S,T∈2[n+1]
[F (S)− F (T )][G(S)−G(T )]µ(S)µ(T ),
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(24) becomes∑
i,j,k,ℓ
(
m
i
)(
m
j
)(
n−m
k
)(
n−m
ℓ
)
(fj − fi)
[
(hk − hℓ)ak+iaℓ+j
+ (gk − gℓ)bk+ibℓ+j + (hk − gℓ)ak+ibℓ+j + (gk − hℓ)aℓ+jbk+i
]
≥ 0.
Note that we are using the usual convention that
(
n
m
)
= 0 unless 0 ≤ m ≤ n. Since
the summand above is not changed if the roles of i and j are interchanged and the
roles of k and ℓ are interchanged, this can be written as∑
i<j
∑
k,ℓ
(
m
i
)(
m
j
)(
n−m
k
)(
n−m
ℓ
)
(fj − fi)
[
(hk − hℓ)ak+iaℓ+j
+ (gk − gℓ)bk+ibℓ+j + (hk − gℓ)ak+ibℓ+j + (gk − hℓ)aℓ+jbk+i
]
≥ 0. (25)
So, it is enough to show that for fixed i < j, and fixed p,∑
k+ℓ=p
(
n−m
k
)(
n−m
ℓ
)[
(hk − hℓ)ak+iaℓ+j
+ (gk − gℓ)bk+ibℓ+j + (hk − gℓ)ak+ibℓ+j + (gk − hℓ)aℓ+jbk+i
]
≥ 0.
Furthermore, it is enough to prove this in case when the gk’s and hk’s take only the
values 0 and 1, since any increasing function on a partially ordered set (in this case,
{0, . . . , n} × {0, 1}) can be written as a positive linear combination of increasing
functions that take only the values 0 and 1.
We will in fact prove that for such gk’s and hk’s,
Sq =
∑
k+ℓ=p, |k−ℓ|≤2q
(
n−m
k
)(
n−m
ℓ
)[
(hk − hℓ)ak+iaℓ+j
+ (gk − gℓ)bk+ibℓ+j + (hk − gℓ)ak+ibℓ+j + (gk − hℓ)aℓ+jbk+i
]
≥ 0
by induction on q. For the basis step, note that S0 = 0 if p is odd, while if p = 2r
is even, then
S0 =
(
n−m
r
)2
(hr − gr)(ar+ibr+j − ar+jbr+i),
which is non-negative by (ii), since i < j.
We will prove now that Sq ≥ 0, assuming that Sq−1 ≥ 0. The difference Sq−Sq−1
consists of two summands, which when combined, become(
n−m
k
)(
n−m
ℓ
)[
(hk−hℓ)(ak+iaℓ+j−aℓ+iak+j)+(gk−gℓ)(bk+ibℓ+j−bℓ+ibk+j)
+ (hk − gℓ)(ak+ibℓ+j − ak+jbℓ+i) + (gk − hℓ)(aℓ+jbk+i − aℓ+ibk+j)
]
, (26)
where k+ ℓ = p while k− ℓ = 2q if p is even and k− ℓ = 2q− 1 if p is odd. Now we
consider the possible values of gℓ, hk for this pair k, ℓ. Recall that gℓ ≤ hℓ, gk ≤ hk.
If gℓ = hk, then gt = ht = this common value for all ℓ ≤ t ≤ k, so that (26) is zero.
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So, we may assume that gℓ = 0, hk = 1. Now there are four possible values for the
pair (hℓ, gk) (note that the use of the fractions that appear below is justified by
Lemma 6.1):
(a) hℓ = gk = 1. In this case, (26) becomes(
n−m
k
)(
n−m
ℓ
)[
(bk+ibℓ+j − bℓ+ibk+j) + (ak+ibℓ+j − ak+jbℓ+i)
]
.
This is non-negative by the log-concavity of the b’s and (ii):
ak+i
ak+j
≥
bk+i
bk+j
≥
bℓ+i
bℓ+j
.
(b) hℓ = 0, gk = 1. Now (26) is(
n−m
k
)(
n−m
ℓ
)[
(ak+i + bk+i)(aℓ+j + bℓ+j)− (aℓ+i + bℓ+i)(ak+j + bk+j)
]
,
which is non-negative by (i).
(c) hℓ = gk = 0. This time (26) is(
n−m
k
)(
n−m
ℓ
)[
(ak+iaℓ+j − aℓ+iak+j) + (ak+ibℓ+j − ak+jbℓ+i)
]
,
which is non-negative by the log-concavity of the a’s and (ii).
In these three cases, (26) is non-negative, and therefore Sq ≥ 0 by the induction
hypothesis. The fourth case is different, since (26) need not be non-negative:
(d) hℓ = 1, gk = 0. In this case, gt ≡ 0 and ht ≡ 1 for ℓ ≤ t ≤ k, so
Sq =
∑
r+s=p, |r−s|≤2q
(
n−m
r
)(
n−m
s
)
(ar+ibs+j − as+jbr+i).
Now use summation by parts, together with the fact that
u(r) =
(
n−m
r
)(
n−m
p− r
)
is decreasing in r for r ≥ p/2, to argue that it suffices to show that
Tq =
∑
r+s=p, r,s≥0, |r−s|≤2q
(ar+ibs+j − as+jbr+i) ≥ 0 (27)
for each q. Here is the argument: noting that
Sq − Sq−1 = (Tq − Tq−1)u
(
q + [p/2]
)
and summing, we have
Sq =
∑
r≤q
(Sr − Sr−1) =
∑
r≤q
(Tr − Tr−1)u
(
r + [p/2]
)
= Tqu
(
q + [p/2]
)
+
∑
r<q
Tr
[
u
(
r + [p/2]
)
−
[
u
(
r + 1 + [p/2]
)]
.
Now to check (27), we rearrange the sum as follows, noting that there may be some
cancellation of terms, leading to the truncation of the upper limit of the sum:
(k+i)∧(ℓ+j−1)∑
r=ℓ+i
(arbp−r+i+j − ap−r+i+jbr).
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Here again k+ ℓ = p, and k− ℓ = 2q if p is even and k− ℓ = 2q− 1 if p is odd. The
summands in this sum are non-negative by (ii) since for all r appearing in the sum,
r ≤ p− r+ i+ j. To check this, write 2r = r+ r ≤ (k+ i)+ (ℓ+ j) = p+ i+ j. 
Corollary 6.5. Suppose {ak}nk=0 and {bk}
n
k=0 are LC sequences that satisfy
(i) {λak + bk}nk=0 is LC for all λ > 0, and
(ii) akbk+1 ≥ ak+1bk for 0 ≤ k < n.
Then µ is CNA+.
Proof. Let {wi > 0}
n+1
i=1 be the external field that is applied to µ, and µ
′ be the
resulting measure:
µ′(S) = constant ×
n+1∏
i=1
w
Xi(S)
i µ(S), S ⊆ [n+ 1].
We need to show that (24) holds with µ replaced by µ′. First, note that the effect
of wn+1 is to replace ak by a constant multiple of ak, so since we have introduced
a general positive λ in assumption (i), we may assume that wn+1 = 1. The analog
of (25) that we must check is∑
i<j
∑
k,ℓ
(fj − fi)cicjdkdℓ
[
(hk − hℓ)ak+iaℓ+j
+ (gk − gℓ)bk+ibℓ+j + (hk − gℓ)ak+ibℓ+j + (gk − hℓ)aℓ+jbk+i
]
≥ 0, (28)
where now the fk’s, gk’s and hk’s are obtained by symmetrizing F and G with
respect to the field on the set of coordinates {X1, . . . , Xm} in the case of F and
{Xm+1, . . . , Xn} in the case of G. For example,
fk = c
−1
k ·
∑
F (S)
m∏
i=1
w
Xi(S)
i ,
where
ck =
∑ m∏
i=1
w
Xi(S)
i
and the above sums are taken over all S ⊆ [m] such that
∑m
i=1Xi(S) = k. The
formulas for gk and hk are exactly analogous and the corresponding normalization
factor (instead of ck) is
dk =
∑ n∏
i=m+1
w
Xi(S)
i ,
the sum being taken over all S ⊆ {m + 1, . . . , n} such that
∑n
i=m+1Xi(S) = k.
Note that if wi ≡ 1, then ck =
(
m
k
)
and dk =
(
n−m
k
)
, so that fk reduces to the
symmetrization used in the proof of Theorem 6.4, and (28) reduces to (25).
In order to deduce (28) from the arguments used to prove (25), we then need to
check the following statements:
(a) fk ≤ fk+1, gk ≤ gk+1, hk ≤ hk+1 and gk ≤ hk for all k, and
(b) {dk}
n−m
k=0 is an LC sequence.
The latter is needed to check that drdp−r is decreasing in r for r ≥ p/2, which is
then used in the analog of the treatment of case (d) in the proof of Theorem 6.4.
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Note that statement (b) follows from e.g. Theorem 3.8, since dk is just the k-th
elementary symmetric function on {wm+1, . . . , wn}.
Now the fact that gk ≤ hk is immediate from the monotonicity of G in its last
argument. The verification of the first three statements in (a) is the same for all of
them, so we check (a) only for fk. Letting as usual |S| denote the cardinality of a
set S, write
ckck+1(fk+1 − fk) =
∑
|S|=k, |T |=k+1
[F (T )− F (S)]
m∏
i=1
w
Xi(S)+Xi(T )
i .
Consider the sum of the terms corresponding to S’s and T ’s that satisfy Xi(S) +
Xi(T ) = zi for all i and an arbitrarily fixed z ∈ {0, 1, 2}m. If A,B,C are the index
sets corresponding to those coordinates Xi for which zi = 0, 1, 2, respectively, we
see that we need to check∑
|T |=k+1, Xi(T )=0, i∈A,
Xi(T )=1, i∈C
F (T ) ≥
∑
|S|=k,Xi(S)=0,i∈A,
Xi(S)=1,i∈C
F (S). (29)
Noting that the sums above have the same number of summands, namely(
2k − 2|C|+ 1
k − |C|+ 1
)
and
(
2k − 2|C|+ 1
k − |C|
)
,
respectively, we see that (29) is a consequence of the monotonicity of F . 
Recall from Remark 2.4 that CNA+ ⇒ Rayleigh/h-NLC+ and CNA ⇒ h-NLC.
By combining Proposition 6.2 and Corollary 6.5 on the one hand, and Proposi-
tion 6.3 and Theorem 6.4 on the other hand, we deduce the following result.
Corollary 6.6. If µ is an almost symmetric measure (i.e., its generating polyno-
mial is symmetric in all but possibly one variable, cf. Definition 2.1), then
(1) µ is Rayleigh/h-NLC+ ⇐⇒ µ is CNA+;
(2) µ is h-NLC ⇐⇒ µ is CNA.
This shows that Pemantle’s Conjecture 2.6 is true for almost symmetric measures
(recall that by the results in §4.2, Conjecture 2.6 also holds for strongly Rayleigh
measures and PHR measures).
7. Negative Results on Negative Dependence
We will now use the results from the previous sections, in particular those of §6,
to construct counterexamples to the general cases of Pemantle’s and Wagner’s con-
jectures on ULC rank sequences (Conjectures 2.3–2.5) and Pemantle’s conjecture
on stochastic domination and truncations (Conjecture 2.9). We also answer in the
negative some related problems as well as Problem 2.7 and [12, Problem 6].
Counterexample 1. Suppose that µ is a probability measure on 2[n+1] whose gen-
erating polynomial
f(z1, . . . , zn+1) = zn+1
n∑
k=0
akek(z1, . . . , zn) +
n∑
k=0
bkek(z1, . . . , zn)
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is symmetric in its first n variables. Clearly,
∆(f)(t) =
n+1∑
k=0
(
n+ 1
k
)
ckt
k =
n+1∑
k=0
[(
n
k − 1
)
ak−1 +
(
n
k
)
bk
]
tk,
where
ck =
kak−1 + (n+ 1− k)bk
n+ 1
.
In light of Proposition 6.2 and Corollary 6.6, Conjectures 2.4 and 2.5 reduce to the
following problem in the almost exchangeable case.
Problem 7.1. Let {ak}mk=0, {bk}
m
k=0 be two non-negative sequences satisfying
(1) {θak + (1 − θ)bk}mk=0 is LC for all 0 ≤ θ ≤ 1, and
(2) akbk+1 ≥ ak+1bk for 0 ≤ k ≤ m− 1.
Is it true that the sequence
{kak−1 + (m+ 1− k)bk}
m+1
k=0 , where a−1 = bm+1 = 0,
is LC?
A related problem is the following.
Problem 7.2. Let {ak}nk=0, {bk}
n
k=0 be two non-negative sequences satisfying
(1) {θak + (1 − θ)bk}nk=0 is LC for all 0 ≤ θ ≤ 1, and
(2) akbk+1 ≥ ak+1bk for 0 ≤ k ≤ n− 1.
Is it true that the sequence
{kak−1 + bk}
n+1
k=0 , where a−1 = bn+1 = 0,
is LC?
Note that a counterexample {ak}nk=0, {bk}
n
k=0 to the latter problem would ac-
tually give a counterexample to the former as well. This is because for some large
integer m ≥ n the sequence {dk}mk=0 defined by
dk = kak−1 +
m+ 1− k
m
bk, where dk = 0 if k > n+ 1, (30)
will fail to be LC and the sequences {ak}mk=0 and {bk/m}
m
k=0 will therefore constitute
a counterexample to Problem 7.1.
It remains to find negative solutions to Problems 7.1 and 7.2. Set
a0 = 2t
2, a1 = 2t, a2 =
4
9
− t, a3 =
2
3
, a4 = 1, a5 =
2
3
t,
b0 = 9t
3, b1 = 9t
2, b2 = 3t, b3 = 1, b4 = 3, b5 = 9− t.
For t sufficiently small and positive this is seen to be a negative solution to Prob-
lem 7.2. Indeed,
λa0 + b0 = t
2(2λ+ 9t), λa1 + b1 = t(2λ+ 9t), λa2 + b2 =
(
4
9
− t
)
λ+ 3t,
λa3 + b3 =
2
3
λ+ 1, λa4 + b4 = λ+ 3, λa5 + b5 =
2
3
tλ+ 9− t,
hence
(λa1 + b1)
2 − (λa0 + b0)(λa2 + b2) = t
2(2λ+ 9t)
[(
14
9
+ t
)
λ+ 6t
]
≥ 0,
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(λa2 + b2)
2 − (λa1 + b1)(λa3 + b3) = λ
2
[(
4
9
− t
)2
−
4
9
t
]
+ 2tλ
(
1
3
− 6t
)
≥ 0,
(λa3 + b3)
2 − (λa2 + b2)(λa4 + b4) = tλ
2 + (1− 9t) ≥ 0,
(λa4 + b4)
2 − (λa3 + b3)(λa5 + b5) =
(
1−
4
9
t
)
λ2 + t ≥ 0
for any λ ≥ 0 if e.g. 0 < t ≤ 120 . Moreover,
a0b1 − a1b0 = 0, a1b2 − a2b1 = t
2(2 + 9t) ≥ 0, a2b3 − a3b2 =
4
9
− 3t ≥ 0,
a3b4 − a4b3 = 1, a4b5 − a5b4 = 9− 3t ≥ 0
for 0 < t ≤ 427 . However,
(b4 + 4a3)
2 − (b3 + 3a2)(b5 + 5a4) = −
5
9
+
133
3
t− 3t2 < 0
for 0 < t ≤ 180 . Thus, if 0 < t ≤
1
80 then both sequences {ak}
5
k=0 and {bk}
5
k=0
are positive and satisfy conditions (1) and (2) in Problems 7.1 and 7.2. By taking
e.g. t = 10−4 one can then check that the corresponding sequences {ak}mk=0 and
{bk/m}mk=0 constructed in (30) produce a counterexample to Problem 7.1 for any
integer m ≥ 19. Therefore, both Conjecture 2.4 and Conjecture 2.5 fail whenever
the (total) number of variables satisfies n+ 1 ≥ 20.
We note that our construction disproves slightly more than Conjecture 2.4 and
Conjecture 2.5. Indeed, the rank sequence of the measures obtained in this fashion
(i.e., measures on 2[m+1] with a generating polynomial of the form
zm+1
m∑
k=0
akek(z1, . . . , zm) +
m∑
k=0
bk
m
ek(z1, . . . , zm),
where m ≥ 19 and {ak}mk=0, {bk}
m
k=0 are the sequences constructed above with
t = 10−4) is not even SLC, which is weaker than ULC (Definition 2.8).
In [12, Problem 6] it was asked whether Conjecture 2.4 would hold under the
additional assumption that the Rayleigh measure µ is decreasing on 2[n+1], i.e., the
coefficients of its generating polynomial
∑
aSz
S satisfy the monotonicity condition
aS ≥ aT whenever S ⊆ T ⊆ [n + 1]. This fails as well, since if f is as in the
above construction with n+ 1 ≥ 20, then the polynomial f(λz1, . . . , λzn+1) is still
Rayleigh and satisfies the additional monotonicity assumption stated above for all
sufficiently small λ ∈ R+, but its rank sequence {λkrk}
n+1
k=0 is not ULC. 
Remark 7.1. In [72] it was shown that Conjectures 3.11 and 3.4 in loc. cit. are
equivalent and would follow from either Conjecture 3.13 or Conjecture 3.14 in that
same paper. Counterexample 1 above shows that all these conjectures fail.
Next we show that the above construction actually yields a counterexample to
Conjecture 2.9 as well.
Counterexample 2. Let
f(z1, . . . , zn+1) = zn+1
n∑
j=0
ajej(z1, . . . , zn) +
n∑
j=0
bjej(z1, . . . , zn)
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be the n + 1 = 20 variable polynomial in the previous counterexample and let
µ be the corresponding probability measure in Pn+1, so that µ is CNA+. For
A = {S ∈ 2[n+1] : n+ 1 ∈ S} we have
µk(A) =
ak−1
(
n
k−1
)
ak−1
(
n
k−1
)
+ bk
(
n
k
) , µk+1(A) = ak(nk)
ak
(
n
k
)
+ bk+1
(
n
k+1
) .
Hence,
µk(A) ≤ µk+1(A) ⇐⇒ ak−1
(
n
k − 1
)
bk+1
(
n
k + 1
)
≤ ak
(
n
k
)
bk
(
n
k
)
.
This fails for k = 3 and 0 < t < 118 . 
As we noted in §2.5, a positive answer to Problem 2.7 would imply Conjecture 2.6.
However, the answer to Problem 2.7 is negative, which we will now prove.
Counterexample 3. We claim that if µ ∈ Pm satisfies
(1) µ is Rayleigh,
(2) µ = θµk + (1− θ)µk+1 for some 0 < θ < 1,
(3) µk 64 µk+1,
where µk, µk+1 are the truncations of µ as in Definition 2.15, then µ is not PHR
(projection of a Rayleigh measure with homogeneous generating polynomial, cf. Def-
inition 2.6). To prove this claim, let gk and gk+1 be the generating polynomials for
µk and µk+1, respectively, and suppose that
f(z1, . . . , zℓ) = h1(zm+1, . . . , zℓ)gk(z1, . . . , zm) + h2(zm+1, . . . , zℓ)gk+1(z1, . . . , zm),
is a homogeneous Rayleigh polynomial that projects to θgk+(1− θ)gk+1 and has a
minimal number of variables ℓ ≥ m+1. If the same variable, say zj , appears in both
h1(zm+1, . . . , zℓ) and h2(zm+1, . . . , zℓ), then we can differentiate f with respect to
zj and get a new homogeneous polynomial in fewer variables that still projects
to θgk + (1 − θ)gk+1. Moreover, if either h1(zm+1, . . . , zℓ) or h2(zm+1, . . . , zℓ) is
the positive sum of several monomials we could set a variable equal to zero and
again get a polynomial in fewer variables with the desired properties. Hence, both
h1(zm+1, . . . , zℓ) and h2(zm+1, . . . , zℓ) are monomials and by the minimality of ℓ
we have that ℓ = m+ 1 and
f(z1, . . . , zm+1) = θzm+1gk(z1, . . . , zm) + (1− θ)gk+1(z1, . . . , zm).
Since f is a homogeneous Rayleigh polynomial, by Theorem 4.10 the correspond-
ing measure µf ∈ Pm+1 is (strongly) negatively associated. As in the proof of
Proposition 4.12 we then deduce that µk 4 µk+1, which contradicts assumption (3)
above.
It remains to find a measure µ satisfying properties (1)–(3) above. If we let µ
have generating polynomial a constant multiple of
zn+1(a2e2(z1, . . . , zn) + a3e3(z1, . . . , zn)) + b3e3(z1, . . . , zn) + b4e4(z1, . . . , zn),
wherem = n+1 and a2, a3, b3, b4 are as in Counterexample 1, we see that µ satisfies
all these three properties. Clearly, this counterexample fails to have a ULC rank
sequence. Therefore, we conclude that not even the PHR property implies ULC. 
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Remark 7.2. We note that to disprove just the strongest version of Pemantle’s con-
jecture on ULC rank sequences (Conjecture 2.3) we can simply invoke Example 2.2
in §2.1, which combined with Theorem 3.7 shows that Conjecture 2.3 actually fails
even for symmetric measures. To give yet another counterexample to Conjecture 2.3
we can also employ a construction used in [55]. Indeed, the measure in P4 consid-
ered in [55, Theorem 3.5] is seen to be NA but not ULC.
Note though that both examples mentioned above fail to be NLC (hence also
CNA+, CNA, h-NLC+, h-NLC), so they do not provide counterexamples to the
weaker conjectures (Conjectures 2.4 and 2.5).
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