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We define the rank of a decision tree and show that for any fixed r, the class of 
all decision trees of rank at most r on n Boolean variables is learnable from random 
examples in time polynomial in n and linear in l/~ and log(l/6), where E is the 
accuracy parameter and 6 is the confidence parameter. Using a suitable encoding 
of variables, Rivest’s polynomial learnability result for decision lists can be inter- 
preted as a special case of this result for rank 1. As another corollary, we show that 
decision trees on n Boolean variables of size polynomial in n are learnable from 
random examples in time linear in n “uoEn), l/s, and log( l/S). As a third corollary, 
we show that Boolean functions that have polynomial size DNF expressions for 
both their positive and their negative instances are learnable from random examples 
in time linear in n”“‘ogn)“, l/E, and lOg( l/s). 0 1989 Academic Press. Inc. 
Valiant has recently introduced a computational complexity-based 
model of learning in which the goal is to find a good approximation of an 
unknown Boolean function by drawing random examples of it. The details 
of the model are described in (Kearns et al., 1987; Haussler et al., 1988). 
Essentially, an arbitrary probability distribution P is defined on the set of 
assignments in (0, l}” and random examples of the form (x, f(x)), 
x E (0, I}“, of an unknown Boolean function f on { 0, 1 }” are drawn inde- 
pendently according to P. A learning algorithm then takes these examples 
and outputs, with probability at least 1 - 6, a function g on (0, 1 }” (called 
a hypothesis) that approximatesf(w.r.t. P) in the sense that the probability 
that f(x) #g(x) is at most E for an assignment x E { 0, 1)” drawn randomly 
according to P. Here E and 6 are some suitably small positive real numbers. 
We call E the accuracy parameter, 6 the confidence parameter, and the 
probability that f(x) #g(x) is called the error of g. 
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Interesting learning results cannot be obtained unless we restrict our- 
selves to the case that the target function f is drawn from a relatively small 
subset of all Boolean functions. For example, for functions of n variables 
we might consider only those that can be represented by a disjunctive 
normal form (DNF) expression with at most p(n) terms for some fixed 
polynomial p. We can do the same for the conjunctive normal form (CNF). 
Other restricted representations that have been studied include k-DNF and 
k-CNF expressions, p-formulae, and Boolean threshold functions (Pitt and 
Valiant, 1988; Kearns et al., 1987). It may or may not be assumed that the 
hypothesis is represented in the same form as the target concept. 
In this paper we look at learning target functions represented as decision 
trees. These are binary trees in which each leaf is labeled with a value 0 
or 1 and each internal node is labeled with a Boolean variable. The tree 
represents a function that is evaluated by tracing a path from the root to 
a leaf according to the following rule: if the variable in the current internal 
node is set to 0 then proceed to the left subtree, else proceed to the right 
subtree. When a leaf is reached, its label is returned as the value of the 
function. Empirical investigations of algorithms that learn decision trees 
from examples are given in (Quilan, 1986; Quinlan and Rivest, 1989; 
Breiman et al., 1984), along with numerous applications. 
We define the rank of a decision tree and exhibit a learning algorithm 
that for any target function f represented by a decision tree of rank at most 
r on n Boolean variables, and any distribution P on { 0, 1) ‘, produces, with 
probability at least 1 - 6, a hypothesis (represented as a decision tree of 
rank at most r) that has error at most E. For any fixed rank r, the number 
of random examples and computation time required for this algorithm is 
polynomial in n and linear in l/s and log(1/6). This shows that decision 
trees of rank at most r for any fixed r are polynomially learnable as defined 
in (Kearns et ul., 1987) (see Haussler et al., 1988). 
In (Rivest, 1987), a learning algorithm is given for Boolean functions 
represented in a related manner, by a structure called a decision list. For- 
mally, a decision list is a list of pairs L = (fi, a, ), . . . . (f,, a,), where for each 
i, 1 d i< S, U;E {O, 11, and f, is a Boolean function defined by a conjunction 
of up to k literals (i.e., variables or negated variables) for some fixed k, 
except that the last function f, is always the function true. The Boolean 
function represented by L is defined by letting L(x) = a,, wherej is the least 
index such that&(x) = 1. This corresponds to the function “iff,(x) = 1 then 
a, else (if f*(x) = 1 then a2 else ( else a,). . ).” This class of functions 
includes both k-DNF and k-CNF functions. 
By simply inventing a new variable for every Boolean function represen- 
ted by a conjunction of up to k literals, we can, using this new set of 
variables, represent any decision list in a normal form in which each fi is 
a single literal. For fixed k, this gives only a polynomial increase in the 
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number n of variables. After this transformation, decision lists now become 
a class T of decision trees defined recursively as follows: 
(i) A single leaf labeled either 0 or 1 is in T. 
(ii) If Q, is a decision tree in T, Q, is a leaf labeled either 0 or 1, and 
v is a variable, and then the decision tree with root labeled v, left subtree 
QO, and right subtree Q,, and the similar tree with left subtree Q, and right 
subtree Qo, are both in T. 
This is exactly the class of rank 1 decision trees as delined in the following 
section. Our general learning algorithm for decision trees of rank at most 
r reduces to Rivest’s algorithm when r = 1. 
As an application of our learning result for bounded rank decision trees, 
we also obtain a learning result for arbitrary decision trees of fixed polyno- 
mial size. Let p(n) be any polynomial. We exhibit a learning algorithm that 
for any target function f represented by a decision tree on n Boolean 
variables with at most p(n) nodes, and any distribution P on (0, l}“, 
produces, with probability at least 1 - 6, a hypothesis (represented as a 
decision tree) that has error at most E. The number of random examples 
and computation time required is linear in #(“‘g’), l/s, and log(1/6). 
Because the computation time is not polynomial in n, this does not show 
that decision trees are polynomially learnable as defined in (Kearns et al., 
1987). However, using this notion of learnability, it is the only learning 
algorithm for decision trees that we know of for which the learning time is 
not exponential in n. 
There is also an application of the learning algorithm for bounded rank 
decision trees to the problem of learning Boolean functions represented in 
DNF. One of the key open problems in Valiant’s model of learning is 
whether or not Boolean functions with polynomial size DNF representa- 
tions are polynomially learnable (Valiant, 1984; Kearns et al., 1987; 
Haussler, 1988). We consider a special case of this problem in which both 
the positive instances and the negative instances of the target function are 
required to have polynomial size DNF representations. 
Specifically, let p(n) be a fixed polynomial in n and let Gi”” denote the 
set of all Boolean functions f on n variables such that both f and the com- 
plement off have DNF expressions with at most p(n) terms. We give a 
learning algorithm that for any target function f~ G,P(“’ and any distribu- 
tion P on { 0, 1 }“, produces, with probability at least 1 - 6. a DNF expres- 
sion that has error at most E w.r.t.f, and another DNF expression that has 
error at most E w.r.t. the complement off. The number of random exam- 
ples and computation time required is linear in PZ~((‘~~~)~), l/~, and log(1/6). 
The organization of the paper is as follows. Section 1 gives an algorithm 
to find a decision tree of minimal rank that is consistent with a set of 
examples, and Section 3 gives the learning results. 
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Notational Conventions. We use “log” to denote the logarithm base 2 
and “ln” to denote the natural logarithm. By e be denote the base of the 
natural logarithm. For any set S, IS/ denotes the cardinality of S. 
1. DECISION TREES 
We begin with formal definitions of decision trees, their rank, and the 
functions they represent. 
DEFINITION. Let V, = {v,, . . . . u,} be a set of n Boolean variables. Let 
X, = (0, 1 }“. The class T,, of decision trees (over V,,) is defined recursively 
as follows: 
(i) If Q is the binary tree consisting of only a root node labeled 
either 0 or 1 then Q E T,,. (Henceforth we will abbreviate this case by 
simply saying “Q = 0” or “Q = 1.“) 
(ii) If QO, Q, E T, and UE V,,, then the binary tree with root labeled 
v, left subtree QO, and right subtree Q, is in T,,. (Henceforth we will refer 
to the left subtree as the O-.&tree and the right subtree as the l-s&tree.) 
A decision tree Q E T,, represents a Boolean function fQ defined as 
follows: 
(i) If Q = 0 then fQ is the constant function 0 and if Q = 1 then fa 
is the constant function 1. 
(ii) Else if vi is the label of the.root of Q, Q, the 0-subtree of Q and 
Ql the 1-subtree, then for any point x= (a,, . . . . U~)E (0, l}“, if a, = 0 then 
f,(x) = fQ,W else f,(x) =&,W 
A decision tree is reduced if each variable appears at most once in any 
path from the root to a leaf. 
The rank of a decision tree Q, denoted r(Q), is defined as follows: 
(i) If Q = 0 or Q = 1 then r(Q) = 0. 
(ii) Else if r0 is the rank of the 0-subtree of Q and r, the rank of the 
1-subtree, then 
r(Q) = 
max(ro, rl 1 if rO#r, 
r,+ 1 (=r, + 1) otherwise. 
Ti denotes the set of all decision trees in T, of rank at most r and FL 
denotes the set of Boolean functions on X, that are represented by trees 
in Tl. 
LEARNING DECISION TREES 235 
It is easily verified that every function in FL can be represented by a 
reduced decision tree in TL, and that lJraO F; is the set of all Boolean 
functions on X,. However, for every fixed r, FL is a proper subset of the 
set of all Boolean functions on X, for large n. This is demonstrated by the 
following counting argument, which we will also find useful in the sequel. 
LEMMA 1. (i) Let k be th e number of nodes in a reduced decision tree 
over V, of rank r, where n 3 r >, 1. Then 
2 ‘+‘-16kd 
where e is the base of the natural logarithm. 
(ii) Ifr=O then jF’,I=2, else \FiI=22n ifn<r and IF’,I<(8n)(en’r” 
ifn > r. 
Proof: (i) It is readily verified by induction that the smallest decision 
tree of rank r is a complete binary tree of depth r, and such a tree has 
2 ‘+I--1 nodes. Hence2’+‘-l<k. 
Now let L(n, r) denote the maximum number of leaves of any reduced 
decision tree over V, of rank r. From the definition of the rank we clearly 
have 
L(0, r) = 1 for all r > 0, 
L(n, 0) = 1 for all n z 0, and 
L(n, r) = L(n - 1, r) + L(n - 1, r - 1) for all n, r 2 1, 
since the variable that appears in the root of a reduced tree does not 
appear in either subtree of the root. It is easily verified that the solution of 
this recurrence for n > r is 
which is bounded by (en/r)’ for all n > r > 1 (see Blumer et al., 1989). Since 
a binary tree has one less internal node than it has leaves, this yields the 
second and third inequalities. (Note that the first and second inequalities 
are tight for the case n = r.) 
(ii) If r = 0 then F; includes only the constant functions. Hence 
IFi1 = 2 in this case. If n < r then T; includes every full binary decision tree 
of depth n. Hence FL includes all Boolean functions on X,, and thus 
I FL/ = 2*“. If n > r 2 1 then each function in F’, is represented by a binary 
tree with at most k = (en/r)r leaves, as shown above. Since the number of 
distinct unlabeled binary trees with i leaves is (1/(2i- l))(*j; ‘), the 
236 EHRENFEUCHTAND HAUSSLER 
number of distinct binary decision trees on n variables with at most k 
leaves is at most 
Hence IF:1 < (8n)‘e”‘r)‘. m 
3. FINDING CONSISTENT DECISION TREES OF MINIMUM RANK 
Before we consider the problem of learning decision trees from examples, 
we look at the (apparently) simpler problem (see Blumer et al., 1989) of 
finding consistent hypotheses in the form of decision trees. 
DEFINITION. An example of a Boolean function f on X, is a pair 
(x, f(x)), where XE X,,. The example is positive if f(x) = 1, else it is 
negative. A sample off is a set of examples off. ISI denotes the number of 
examples in S. A decision tree Q E T, (resp. the function fQ) is consistent 
with a sample S if for any example (x, f(x)) in S, f(x) =f,(x). The rank 
of a sample S, denoted r(S), is the minimum rank of any decision tree that 
is consistent with S. 
We now consider the following problem: Given a sample S of a Boolean 
function on X,, produce a decision tree that is consistent with S and has 
rank r(S). We exhibit an algorithm that solves this problem in time 
O( ISI (n + 1)2”s’). 
We use the following notation. 
DEFINITION. Let S be a sample of a function f on X,, and v be a variable 
in V,,. Assume u = u,, where 1 d id IZ. Then St; denotes the set of all exam- 
ples (x, f(x)) in S such that x = (a,, . . . . a,) and ai = 0, and Sp denotes the 
set of all examples (x, j(x)) in S such that x= (a,, . . . . a,) and cl; = 1. We 
say Y is informative (on S) if both S{ and Sl; are nonempty. 
The heart of this algorithm is contained in the following procedure. 
PROCEDURE FIND(S, r). 
input: a nonempty sample S of some Boolean function on X, and an 
integer r 2 0. 
output: a decision tree of rank at most r that is consistent with S if one 
exists, else “none.” 
1. If all examples in S are positive, stop and return the decision tree 
Q = 1; if all examples are negative, stop and return Q = 0. 
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2. If r = 0, stop and return “none” 
3. For each informative variable u E V, 
A. Let Qt;=FIND(S;,r-l)and Q’;=FIND(S’;,r-1). 
B. If both recursive calls are successful (i.e., neither Q:= none, nor 
Qy = none) then stop and return the decision tree with root labeled u, 
0-subtree Qi and 1-subtree Qy . 
C. If one recursive call is successful but the other is not, then 
1. Reexecute the unsuccessful recursive call with rank bound r 
instead of Y- 1 (i.e., if Ql; is a tree but Qg=none then let 
Q; = FIND(S;, Y). 
2. If the reexecuted call is now successful, then let Q be the decision 
tree with root labeled u, 0-subtree Qt; and 1-subtree Qy , else let 
Q = “none.” 
3. Stop and return Q. 
4. Stop and return “none.” 
LEMMA 2. The procedure FIND is correct. 
Proof. Let m = ISI. The correctness is established by induction on m 
and r. 
If m = 1 or r = 0 then it is easily verified that the procedure FIND(S, r) 
is correct. 
Now assume S is a sample with ISJ = m 3 2 and r B 1. Assume that the 
procedure is correct for r - 1 when S has arbitrary size, and for r when S 
has size less than m. 
Since for any informative variable v, IS:1 c= (SI and IS: I < IS\, it is clear 
that if FIND(S, r) does return a tree (which occurs either in step 1, 3B, or 
3C) then by the inductive hypothesis and the definition of rank it will be 
a tree of rank at most r that is consistent with S. 
On the other hand, if “none” is returned then since r >, 1, execution must 
stop either in step 3C or step 4. If we stop in 3C returning “none,” by the 
inductive hypothesis we must have either r(S:) > r or r(S’;) > r for some 
variable v, and hence, since S& Sl; E S, r(S) > r. If we stop at step 4, by the 
inductive hypothesis, we must have r(SI;) 2 r and r(Sy) > r for every infor- 
mative variable u. Here, note that since execution did not halt at step 1, 
every decision tree that is consistent with S must have a variable in its root. 
Now let Q be a decision tree of rank r(S) that is consistent with S and has 
a minimal number of nodes. The root of Q must be labeled with a variable 
u that is informative for S, for otherwise we can find a smaller decision tree 
of rank r(S) that is consistent with S. Since the 0-subtree of Q must be 
consistent with S& where r(S;) > r, and the 1-subtree must be consistent 
with Sl;, where r(Sg) 3 r, each of these subtrees must have rank at least r, 
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and hence r(Q) > r by the definition of rank. Thus r(S) > r. Hence in any 
case the procedure is correct. 1 
LEMMA 3. For any nonemptv sample S of a function on X,, and Y > 0, the 
time of FIND(S, r) is 0( ISI (n + 1 )2’). 
Proof: Fix n 3 0 and m 3 1 and let T(i, r) be the maximum time needed 
for FIND(S, r) when S is a sample of a function on X, with 1 < ISI d m 
and at most i variables are informative on S. 
If i = 0 then T(i, r) is O( 1 ), since /S( = 1 in this case. If r = 0 then T(i, r) 
is clearly O(m). If r 2 1 then the time required to test if all examples are 
positive or all are negative (step 1) and to determine which variables are 
informative (step 3), and to perform the other miscellaneous tests in the 
procedure is O(mn). Each of the two recursive calls in step 3A takes time 
at most T(i - 1, r - 1) since the variable u is no longer informative in either 
S; or Sy . These calls are made at most i times in the course of the loop of 
step 3, giving a total time for all executions of step 3A of at most 
2iT(i - 1, r - 1). The only remaining step is 3C.1, where a recursive call is 
made either to FIND(S;, r) or FIND(S’;, r) for some informative variable 
u. This takes time at most T(i - 1, r). Since this step terminates the loop, 
this call is made at most once. It follows that for r >, 1, 
T(i, r) 6 O(mn) + 2iT(i- 1, r- 1) + T(i- 1, r). 
Thus we have the following recurrence for T(i, r): 
T(0, r) 6 Cl and T(i,O)<c, for all i, r > 0 
T(i, r),<c,+ZiT(i- 1, r-l)+ T(i- 1, r) for all i, r Z 1, 
where ci and c2 are positive constants that are O(m) and O(mn), respec- 
tively. It follows that 
T(i, r) < c2i+ 2 1 jT(j- 1, r-l)+c,,<c,+c,i+i(i+l)T(i,r-1). 
j=l 
Hence 
T(i,r)<c,+c,(i+l)+(i+l)*T(i,r-1). 
Solving, it follows that 
r- 1 
T(i, r) < c2 C (i+ l)2j+1 +C, i (i+1)2~~O(mn(i+1)2’~‘+m(i+1)2r). 
j=O j=O 
Since id n and m = ISI, this implies that the time for FIND(S, r) is 
O(lSl (n + l)*‘). I 
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Given the procedure FIND, an algorithm FINDMIN(S) to find a mini- 
mum rank decision tree for a sample S can now be constructed by simply 
executing FIND(S, r) for Y = 0, 1,2, . . . until a decision tree is returned. By 
Lemma 3, the time for FINDMIN(S) is 
( 
r(S) 
0 1 O(lS( (n+ 1)2’) =O(jSl (n+ 1)2r(s)). 
,=O 1 
Hence we have 
THEOREM 1. Given a sample S of a Boolean function on X,, using 
FINDMIN(S) we can produce a decision tree that is consistent with S and 
has rank r(S) in time 0( JSJ (n + 1 )2r(S)). 
3. LEARNING DECISION TREES FROM RANDOM EXAMPLES 
We now consider using the procedure FIND and the algorithm 
FINDMIN as learning algorithms for decision trees. Let us recall the 
notion of the “error” of a hypothesis in the Valiant model of learning from 
random examples. 
DEFINITION. Let P be a probability distribution on X, and let f be a 
Boolean function on X,. If, in a learning situation, we consider f to be a 
fixed target function, then for any Boolean function g on X, (called a 
hypothesis), the error of g (w.r.t. f and P) is the probability that f(x) #g(x) 
for x drawn randomly from X, according to P. 
We will use the following lemma to reduce the problem of finding 
hypotheses with small error to the problem of finding consistent 
hypotheses, so that FIND and FINDMIN can be applied directly. 
LEMMA 4 (Blumer et al., 1987). Let F,, be a class of Boolean functions 
on X, and let P be a probability distribution on X,. For any 0 c E, 6 < 1, and 
any t&get function f on X,, given a sequence of 
random examples of f, each chosen independently according to P, with 
probability at least 1 - 6, every hypothesis g E F,, that is consistent with all 
of these examples has error at most E. 
ProoJ: For any single function with error at least E, the probability that 
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it is consistent with m random examples is at most (1 ---E)~ <e-Em. Hence 
the probability that any function in F, that has error at least E is consistent 
with m random examples is at most IF,1 edem. Setting this to 6 and solving 
for m gives the result. 1 
THEOREM 2. For any n > r 2 1, any target function f E F;, any probabil- 
ity distribution P on X, and any 0 < E, 6 < 1, given a sample S derived from 
a sequence of at least 
1 en’ 
- 
& (( 1 
7 ln@n)+lni 
) 
random examples off chosen independently according to P, with probability 
at least 1 - 6, FIND(S, r) (resp. FINDMIN(S)) produces a hypothesis 
gE Fl that has error at most E. 
Proof: By Lemma 1, IFi1 < (8n)(en!r’r for n k r > 1. Hence by Lemma 4, 
with probability at feast 1 -S, every hypothesis g E Fi that is consistent 
with S has error at most e. Since FIND(S, r) and FINDMIN(S) each 
produce one of these hypotheses, the result follows. a 
Combined with our analysis of FINDMIN in Theorem 1, this result 
shows that decision trees of rank at most r on n variables can be learned 
with accuracy 1 -E and confidence 1 - 6 in time U((nO”‘/&) log(1/6)), 
allowing one unit of time to draw each random example. Since this is poly- 
nomial in l/c, l/6, and n for fixed rank r, this implies that decision trees of 
rank at most r are polynomially learnable in the sense of (Kearns et al., 
1987). 
We now turn to the learning problem for decision trees in general. 
DEFINITION. By FF’ we denote the set of all Boolean functions on X, 
represented by decision trees with at most s nodes. 
LEMMA 5. For all n, s 2 1, FI;” E Fj;logsJ. 
Proof: In Lemma 1 we showed that the smallest decision tree of rank 
r has at least Z’+’ - 1 nodes. Hence the rank of a decision tree with s nodes 
is at most log(s + 1) - 1 < Llog s _I. 1 
THEOREM 3. For any n, s 3 1, where n 2 L log s J b 1, any target function 
f E Fj;“, any probability distribution P on X, and any 0 < E, 6 < 1, given a 
sample S derived from a sequence of at least 
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random examples off chosen independently according to P, with probability 
at least 1 - 6, FINDMIN(S) produces a hypothesis g E FilogSJ that has error 
at most e. 
Proof This follows directly from Theorem 2 and Lemma 5. a 
COROLLARY 1. Let p(n) be any polynomial. There is a learning algorithm 
that, given random examples drawn according to any distribution on (0, 1 }” 
of any target function represented by a decision tree on n Boolean variables 
with at most p(n) nodes, produces, with probability at least 1 - 6, a 
hypothesis (represented as a decision tree) that has error at most E. The 
number of random examples and computation time required is linear in 
noClog “I, l/e, and log( l/S). 
Proof Follows directly from Theorems 1 and 3. 1 
We close with another application of Theorem 2, this time to learning 
DNF expressions. 
DEFINITION. As above, for each n B 1 let V, = { oi, . . . . v,} be a set of 
Boolean variables. Let L, = {vr, . . . . v,, C,, . . . . fin} denote the set of literals 
(on V,). A term (on V,) is a conjunction t = I, . . . I,, where q > 0 and 
li E L,, 1 < i < q. If q = 0 then t represents the constant function 1. A DNF 
expression (on V,,) is a disjunction 4 = t, v . . . v t, of terms on V,,, where 
r > 0. If r = 0 then I$ represents the constant function 0. In what follows, we 
assume without loss of generality that in any DNF expression no term 
contains both a variable and its negation and that no term contains the 
same literal more than once. 
Let (4, @) be a pair of DNF expressions on V,,. We say that (4, II/) 
represents a Boolean function f on X, if for all x E X,, f (x) = 1 o x satisfies 
4 andf(x) =00x satisfies $. 
For any Boolean function f on X, and variable vi E V,, 16 i 6 n, the 
restriction of f to vi = 0, denoted f lv,+,, is the Boolean function on 
(0, 1 }“-’ defined by 
fl,,=d(al,..., a,-,))=f((a,, . . . . ai-l,O, ai,..., a,-,)). 
Thus when n = 1, f I”, =0 denotes the constant function f(0). The function 
f IV,= r is defined similarly by setting the ith index to 1. 
For any DNF expression C$ on V, and variable vi E V,, 1~ i < n, q5 1 D1s 1
denotes the DNF expression obtained from 4 by deleting every occurrence 
of the literal vi in each term of 4 and deleting every term of +6 that contains 
the literal Ui. The expression 4 II’(TO is obtained similarly from 4 by deleting 
every occurrence of the literal vi m each term of q$ and deleting every term 
of $ that contains the literal vi. 
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It is easily verified that if (4, $) represents f, then (&.,=O,$lv,=O) 
representsf IV,=O, and (dIv,=i, ll/lU,=i) representsf IIr,=l for any it 1 GiGn. 
DEFINITION. For any Boolean function f, the rank off, denoted r(f ), is 
the smallest Y such that there exists a decision tree of rank r that 
represents f. 
LEMMA 6. Assume n 2 1. If the Boolean function f on X, is represented 
by a pair (4, $) of DNF expressions such that 4 has r terms and $ has s 
terms, where r, s z 1, then r(f) < Llog(r + s) ln(rs)_l + 1. 
Proof: Since each of the 2” possible assignments to the variables in I’,, 
must satisfy either a term of q5 or a term of 9, one of these terms must have 
at least 2”/(r + s) satisfying assignments. Since the number of satisfying 
assignments for a term with k literals is 2”-k, this implies that the number 
of literals in this term is at most log(r + s). Call such a term a smalZ term. 
Next note that if t, is a term in q5 and t, is a term in tj, then there is a 
variable ui, 1 < i < n, that occurs either as the literal ui in t, and as Vi in t2, 
or vice versa. This is because if no such variable exists, then we can con- 
struct an assignment x that satisfies both t, and t,, and hence satisfies both 
q5 and $, contradicting the fact that f(x) = 1 on assignments satisfying 4 
and f(x) = 0 on assignments satisfying $. A variable of this type is said to 
separate t, and t, . 
Let t be a small term. Assume t E 4. Since for each term t’ E II/, there is 
a variable that separates t and t’, there must be one variable vi, 1 < id n, 
that separates t and t’ for at least s/log(r + s) terms t’ of $. Similarly, if 
t E II/, then there exists ui such that vi separates t and t’ for at least 
r/log(r + s) terms t’ of 4. In either case we say that ui is a strong separator. 
The term t is called the small term associated with vi. 
Now for every pair (4, II/) of DNF expressions that represent a Boolean 
function f on (0, 1 }“, we define the decision tree Q(q5, $) inductively on n 
as follows. If f is the constant function 1 then Q(q5, $) = 1, and if f is the 
constant function 0 then Q(q5, $)=O. (Note that this includes the case 
n=O.) Otherwise, Q(q3, $) is the decision tree with root labeled II,, 
0-subtree Q, and 1-subtree Q,, where u, is the strong separator for (4, II/) 
with the smallest index, Q0 is the decision tree defined inductively 
for ($ It), = 0, $ I u,= 0) and Q1 the decision tree defined inductively for 
(dI”,=lY $IL.,=l). 
Since f 1 V,=O is represented by (4 I “,=,,, tj I o,=O) and f 1 L’,= I is represented 
by (4 I L,I = i, 1/1 I “, = 1 ), it is clear that Q(& $) represents f. We now show by 
induction on n that whenever 4 and $ have at most r and s terms, respec- 
tively, where r, s > 1, r(Q(q5, $)) < Llog(r + s) ln(rs) J + 1. This will complete 
the proof. 
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The result is trivial when f is constant, hence it holds for n = 0. Now 
assume that fis not constant. Without loss of generality, let us assume that 
the strong separator ui is associated with a small term in 4, and occurs as 
the literal ui in this term. Thus Ui occurs in at least s/log(r + s) terms of II/. 
Hence, the number of terms in $1 c, =, is at most s’ = s( 1 - l/log(r + 3)). 
It is clear that the number of terms in q4 Iv,=, is at most the number 
of terms in 4, i.e., r. If r + s = 2 then s’ = 0 and thus f 1 u,= I is constant, 
implying that r(Q,) = 0. Otherwise, r + s > 2 and by our inductive 
assumption, 
r(Ql) 6 Llog(r + s’) ln(rs’)] + 1 
Hence r(Q,) < Llog(r +s) ln(rs) J in any case. 
In addition, it also follows from the induction hypothesis that 
r(Q,) 6 Llog(r +s) ln(rs) J + 1. Combining this with the bound on r(Q1), 
we have r(Q(q5, $)) d Llog(r + s) ln(rs)j + 1. 1 
We now show how the algorithm FINDMIN can be adapted to learn 
functions represented by pairs of DNF expressions. 
DEFINITION. Let Q be a decision tree over V,,. For each path p in Q 
from the root to a leaf, term(p) denotes the term I, ... I,, where q is the 
number of edges in the path p and for each Ii, 16 i<q, the variable 
appearing in the literal Ii is the variable that labels the ith internai node on 
the path p (with the first being the root) and Ii is negated if the ith edge 
is a O-edge, otherwise it is unnegated. By paths,(Q) we denote the disjunc- 
tion of all term(p), where p is a path leading to a node labeled 1, and 
similarly for paths,(Q). 
It is clear that if Q represents the Boolean function f, then so does the 
pair of DNF expressions (paths,(Q), pathsO(Q 
DEFINITION. Let S be a sample of some Boolean function f. The algo- 
rithm FINDDNF(S) is the algorithm obtained by executing FINDMIN(S) 
to produce a minimal rank decision tree Q consistent with S, and then 
returning the pair of DNF expressions (J&U,(Q), paths,(Q)). 
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THEOREM 4. Assume Y, s > 1. Let k = Llog(r + s) ln(rs)_l+ 1. Then for 
any n 3 k > 1, any target function f represented by a pair of DNF expres- 
sions on n variables with at most r and s terms, respectively, any probability 
distribution P on X, and any 0 -C E, 6 c 1, given a sample S derived from a 
sequence of at least 
1 - 
E cc ) 
% *log(*n)+ln~ 
) 
random examples off chosen independently according to P, with probability 
at least 1 - 6, FINDDNF(S) produces a pair of DNF expressions (4, II/) 
such that both the error of I$ w.r.t. f and the error of Ic/ w.r.t. the complement 
off are at most E. 
Proof By Lemma 6, every target function of this type has rank at most 
k. Hence Theorem 2 shows that FINDMIN(S) produces, with probability 
at least 1 - 6, a decision tree Q that has error at most E w.r.t. f. This implies 
that paths,(Q) has error at most E w.r.t. f and that pathso has error at 
most E w.r.t. the complement off. The result follows. 1 
DEFINITION. Let p(n) be a fixed polynomial in n. By G,P’“’ we denote the 
set of all Boolean functions f on A’, that can be represented by a pair of 
DNF expressions, each with at most p(n) terms. 
COROLLARY 2. Let p(n) be any polynomial, There is a learning algorithm 
that, given random examples drawn according to any distribution on (0, 1 }” 
of any target function f in G:““, produces, with probability at least 1 - 6, a 
DNF expression that has error at most E w.r.t. f, and another DNF expres- 
sion that has error at most E w.r.t. the complement off. The number of 
random examples and computation time required is linear in n”((‘ogn12~, I/E, 
and log( l/6). 
Proof Follows directly from Theorems 1 and 4. i 
CONCLUSION 
We have exhibited a new learning algorithm for decision trees that runs 
in polynomial time for trees of fixed rank r and in subexponential time for 
polynomial size trees, and, in the sense of Kearns et al. (1987), will with 
high probability find a hypothesis with small error for any distribution 
governing the selection of examples. We have also extended these sub- 
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exponential time learning results to a restricted class of DNF expressions. 
We leave a number of open problems. 
1. Let p(n) be an arbitrary polynomial in n. Can either the class of 
decision trees with at most p(n) nodes or more generally, the class of pairs 
of DNFs with at most p(n) terms, be learned in polynomial time in this 
sense of Kearns et al. (1987)? Failing at this, can one at least find learning 
algorithms that take subexponential time as those given here, but use 
polynomial sample size or return polynomial size hypotheses? 
2. How much larger is the second target class of the previous ques- 
tion? Note that Lemmas 1 and 6 imply that any Boolean function represen- 
ted by a pair of DNFs with a most p(n) nodes can be represented by a 
decision tree with O(n”((‘ogn)Z) ) nodes. Can this bound be improved? 
3. Can decision trees of fixed rank r and of size at most s be learned 
in polynomial time with a number of examples that is linear in s and r 
and logarithmic in n, in analogy with the results given for k-DNF in 
(Littlestone, 1988; Haussler, 1988)? 
4. Can more practical, but still provably effective, learning algo- 
rithms be derived from FINDMIN by applying some of the information 
theoretic heuristics from (Quinlan, 1986 or Breiman et al., 1984)? 
5. Can incremental and/or noise resistant learning algorithms for 
decision trees be found with similar performance guarantees? 
6. Can Lemma 6 be generalized to show that whenever 6 and II/ are 
DNF expressions of r and s terms, respectively, and with no satisfying 
assignments in common, then there exists a decision tree Q of rank polylog 
in rs consistent with 4 and $ in the sense that fa(x) = 1 for all assignments 
x that satisfy 4 and fe(x) = 0 for all assignments x that satisfy $ ? 
RECEIVED April 1988; ACCEPTED September 20, 1988 
REFERENCES 
BREIMAN, L., FRIEDMAN, J. H., OLSHEN, R. A., AND STONE, C. J. (1984), “Classification and 
Regression Trees,” Wadsworth, Belmont, CA, 1984. 
BLUMER, A., EHRENFEUCHT, A., HAUSSLER, D., AND WARMUTH. M. K. (1987). Occam’s razor, 
Inform. Process. Lat. 24, 377-380. 
BLUMER, A., EHRENFEUCHT, A., HAUSSLER, D., AND WARMUTH, M. K. (1989), Learnability 
and the Vapnik-Chervonenkis dimension, J. Assoc. Conpa. Mach. 36, No. 4. 
HAUSSLER, D. (1988), Quantifying inductive bias: AI learning algorithms and Valiant’s 
learning framework, ArtiJ: Infell. 36, 177-221. 
HAUSSLER, D., KEARNS, M., LITTLESTONE, N. AND WARMUTH, M. K. (1988). Equivalence of 
models of polynomial learnability, in “Proceedings, 1st Workshop on Computational 
Learning Theory, MIT, August 3-5, 1988,” Morgan Kaufmann, pp. 42-55. 
643/82/3-Z 
246 EHRENFEUCHT AND HAUSSLER 
KEARNS, M.. LI. M., PITT, L.. AND VALIANT, L. G. (1987), On the learnability of Boolean 
formulae, in “Proceedings. 19th ACM Symp. on Theory of Computation, New York, 
1987,” pp. 285-295. 
LITTLESTONE. N. (1988), Learning quickly when irrelevant attributes abound: A new linear- 
threshold algorithm, Mach. Learning 2, No. 4, 245-318. 
PITT, L.. AND VALIANT, L. G. (1988), “Computational Limitations on Learning From 
Examples,” J. Assoc. Comput. Mach. 33, No. 4, 9655984. 
QUINLAN, J. R. (1986). Induction of decision trees, Mach. Learning 1, No. I. 81-106. 
QUINLAN, J. R.. AND RIVEST, R. (1989). Inferring decision trees using the minimum 
description length principle, Inform. and Comput. 80, 22748. 
RIVEST, R. (1987), Learning decision lists, Mach. Learning 2, No. 3, 229-246. 
VALIANT, L. G. (1984), A theory of the learnable, Comm. ACM 27, No. 11. 1134-l 142. 
