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Zusammenfassung
Mechanische Leichtbaustrukturen besitzen eine hohe Anfa¨lligkeit gegenu¨ber Vi-
brationen, die zu sto¨render Schallabstrahlung oder Scha¨digungen von Bauteilen
fu¨hren ko¨nnen. Zur Lo¨sung dieses Problems stellt die aktive Schwingungskom-
pensation mit Hilfe adaptiver digitaler Regler ein leistungsfa¨higes Konzept dar.
Diese Arbeit hat das Ziel, entsprechende Algorithmen fu¨r diese Aufgabe anzu-
passen und zu erweitern. Ihre praktische Anwendbarkeit wird untersucht, wobei
auch Kriterien wie Robustheit, Stabilita¨t und Rechenaufwand betrachtet werden.
Da das Problem der Reglerentwicklung eng mit dem der Systemidentifikation ver-
knu¨pft ist, werden beide gemeinsam behandelt.
Zuna¨chst wird ein geeignetes Modell einer aktiven Struktur unter Einbeziehung
von Aktoren, Sensoren und Sto¨rgro¨ßen ermittelt, und die Eigenschaften notwendi-
ger Komponenten des Regelsystems wie Filter und Versta¨rker werden diskutiert.
Darauf aufbauend werden verschiedene Konzepte zur adaptiven Schwingungs-
kompensation vorgestellt, wobei Steuerungen mit Sto¨rgro¨ßenaufschaltung und
Regelungen, die die Sto¨rgro¨ße scha¨tzen, beru¨cksichtigt werden. Weiterhin werden
modale Regelungskonzepte diskutiert. Sie erlauben die separate Regelung einzel-
ner Freiheitsgrade der aktiven Struktur und verringern die Rechenleistung eines
adaptiven Regelkonzepts deutlich.
Zur Identifikation mit adaptiven digitalen Filtern werden neben den transversa-
len und rekursiven Filtern auch orthonormale Filterba¨nke untersucht, die eine
Einbindung von Vorwissen u¨ber die Eigenschaften der Struktur ermo¨glichen. In
numerischen Berechnungen und Simulationen wird die Eignung solcher Filter zur
Identifikation aktiver Struktursysteme untersucht und mit anderen Filterstruk-
turen verglichen.
Auf Basis der untersuchten Algorithmen werden adaptive Filtersysteme zur Sy-
stemidentifikation und Schwingungsreduktion fu¨r zwei verschiedene Versuche im-
plementiert. Zum einen wird die Schwingungsentkopplung mit Hilfe eines aktiven
Interfaces untersucht, zum anderen die Schwingungsreduktion an einer aktiven
Plattenstruktur. Im Versuch werden verschiedene Systeme verglichen und hin-
sichtlich ihrer Leistungsfa¨higkeit u¨berpru¨ft.
Vorwort
Diese Arbeit entstand in den Jahren 1999 bis 2003 wa¨hrend meiner Ta¨tigkeit als
wissenschaftlicher Mitarbeiter am Institut fu¨r Mechanik der Otto-von-Guericke-
Universita¨t Magdeburg.
Mein besonderer Dank gilt Professor Dr.-Ing. Holger Hanselka fu¨r die Anregung
des Themas, die Betreuung und Unterstu¨tzung dieser Arbeit.
Herrn Prof. Dr.-Ing. habil. Frank Palis mo¨chte ich fu¨r die begleitende Betreuung
der Arbeit in Magdeburg sowie fu¨r die U¨bernahme der Mitberichterstattung dan-
ken. Die Diskussionen mit ihm gaben wertvolle Anregungen, die zum Gelingen
der Arbeit beigetragen haben.
Als weiterer Mitberichterstatter hat sich Herr Prof. Dr.-Ing. Nordmann bereit
erkla¨rt. Hierfu¨r sowie fu¨r das Interesse, das er der Arbeit entgegengebracht hat,
gilt auch ihm mein Dank.
Ganz besonders mo¨chte ich mich bei meinen Kolleginnen und Kollegen am Insti-
tut fu¨r Mechanik, insbesondere innerhalb des Leitprojekts Adaptronik und des
Innovationskollegs ”Adaptive Mechanische Systeme” fu¨r die sehr gute Zusam-
menarbeit, die mir den Einstieg in die interdisziplina¨re Arbeit im Bereich der
aktiven Struktursysteme erleichtert hat.
Herrn Pa`l Z. Kova`cs danke ich fu¨r die Zusammenarbeit bei der Vorbereitung und
Durchfu¨hrung der Versuche.
Nicht zuletzt mo¨chte ich meinem Vater fu¨r sein Interesse und seine Unterstu¨tzung
wa¨hrend der Promotion danken.
Inhaltsverzeichnis
1 Einleitung 1
1.1 Aktive Strukturen zur Vibrationsregelung . . . . . . . . . . . . . 1
1.2 Stand der Technik . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Active Vibration Control . . . . . . . . . . . . . . . . . . . 2
1.2.2 Adaptive Systemidentifikation . . . . . . . . . . . . . . . . 4
1.3 Zielstellung und Gliederung der Arbeit . . . . . . . . . . . . . . . 6
2 Aktive strukturdynamische Systeme 8
2.1 Beschreibung strukturdynamischer Systeme . . . . . . . . . . . . 8
2.2 Aktoren, Sensoren und Sto¨rgro¨ßen . . . . . . . . . . . . . . . . . . 10
3 Signalverarbeitung in aktiven Systemen 15
3.1 Sensorsignale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Tiefpaßfilter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3 Aktorsignale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.4 Digitale Signalverarbeitung . . . . . . . . . . . . . . . . . . . . . . 18
4 Adaptive Steuerungen und Regelungen 23
4.1 Adaptive Gegensteuerungen . . . . . . . . . . . . . . . . . . . . . 23
4.1.1 Gegensteuerung mit unabha¨ngigem Referenzsignal . . . . . 23
4.1.2 Breitbandige adaptive Gegensteuerung . . . . . . . . . . . 24
4.2 Adaptionsalgorithmus . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2.1 Filtered-X LMS Algorithmus . . . . . . . . . . . . . . . . . 26
4.2.2 Leaky FXLMS Algorithmus . . . . . . . . . . . . . . . . . 28
4.3 Adaptive Regelung . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.4 Mehrkanalige Systeme . . . . . . . . . . . . . . . . . . . . . . . . 30
4.5 Modale Regelkonzepte . . . . . . . . . . . . . . . . . . . . . . . . 31
4.5.1 Adaptive modale Gegensteuerung . . . . . . . . . . . . . . 32
4.5.2 Adaptive Modalfilter . . . . . . . . . . . . . . . . . . . . . 34
5 Identikation mit adaptiven Digitalltern 37
5.1 Adaptive FIR-Filter . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.1.1 Filterstruktur . . . . . . . . . . . . . . . . . . . . . . . . . 38
i
ii INHALTSVERZEICHNIS
5.1.2 Adaptionsalgorithmus . . . . . . . . . . . . . . . . . . . . 40
5.2 IIR-Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2.1 Filterstrukturen . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2.2 Adaptionsalgorithmus . . . . . . . . . . . . . . . . . . . . 42
5.3 Kautz-Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.3.1 Approximation durch Reihenentwicklung . . . . . . . . . . 44
5.3.2 Filterstruktur . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.3.3 Adaptionsalgorithmus . . . . . . . . . . . . . . . . . . . . 48
5.3.4 Numerische Beispiele . . . . . . . . . . . . . . . . . . . . . 49
5.3.5 Simulation eines einfachen Systems 2. Ordnung . . . . . . 53
5.3.6 Systeme mit mehreren Freiheitsgraden . . . . . . . . . . . 58
5.4 Vergleichende Betrachtung . . . . . . . . . . . . . . . . . . . . . . 62
6 Anwendungen 65
6.1 Implementierung der adaptiven Algorithmen im Versuch . . . . . 65
6.2 Aktives Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.2.1 Versuchsbeschreibung . . . . . . . . . . . . . . . . . . . . . 67
6.2.2 Regelungskonzept . . . . . . . . . . . . . . . . . . . . . . . 69
6.2.3 Messungen und Identifikation . . . . . . . . . . . . . . . . 70
6.2.4 Anwendung der Regelung . . . . . . . . . . . . . . . . . . 75
6.2.5 Adaptivita¨t des aktiven Systems . . . . . . . . . . . . . . . 77
6.3 AVC an einer Stahlplatte . . . . . . . . . . . . . . . . . . . . . . . 80
6.3.1 Versuchsbeschreibung . . . . . . . . . . . . . . . . . . . . . 80
6.3.2 Regelungskonzepte . . . . . . . . . . . . . . . . . . . . . . 82
6.3.3 Identifikation . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.3.4 Mehrkanalige adaptive Gegensteuerung . . . . . . . . . . . 85
6.3.5 Modale Gegensteuerung und Regelung . . . . . . . . . . . 89
7 Zusammenfassung und Ausblick 98
A Das nichtrekursive LMS-adaptive Filter 101
B Simulink-Modelle der verwendeten Regler 105
B.1 Aktives Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
B.2 Platte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
B.2.1 Mehrkanalige Gegensteuerung . . . . . . . . . . . . . . . . 107
B.2.2 Modale Gegensteuerung . . . . . . . . . . . . . . . . . . . 109
C Meergebnisse an der Platte 112
C.1 Konfiguration 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
C.2 Konfiguration 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
C.3 Konfiguration 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
Literaturverzeichnis 121
Formelzeichenverzeichnis
Kapitel 2
A . . . . . . . . . . . . . . . . . . . . . . . . . . . Systemmatrix des Zustandsraummodells
Ba . . . . . . . . . . . . . . . . . . . . . . . . . Eingangsmatrix des Zustandsraummodells
C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Da¨mpfungsmatrix
Cs . . . . . . . . . . . . . . . . . . . . . . . . .Ausgangsmatrix des Zustandsraummodells
D . . . . . . . . . . . . . . . . . . . . . . . Durchgriffsmatrix des Zustandsraummodells
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Matrix der Eigenvektoren
φ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Eigenvektor
f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Vektor der anregenden Kra¨fte
F (s) . . . . . . . . . . . . . . . . . . . . . . . Vektor anregender Kra¨fte (Frequenzbereich)
f
a
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Vektor der Aktorkra¨fte
F a(s) . . . . . . . . . . . . . . . . . . . . . . . . . .Vektor der Aktorkra¨fte (Frequenzbereich)
G(s) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Matrix der U¨bertragungsfunktionen
Gakt(s) . . . . . . . . . . . . . . . . . . . . . . . . . . U¨bertragungsmatrix des aktiven Systems
Gd(s) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Sto¨rverhalten des aktiven Systems
K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Steifigkeitsmatrix
La . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Verteilungsmatrix der Aktorpositionen
Ls . . . . . . . . . . . . . . . . . . . . . . . . . . . . Verteilungsmatrix der Sensorpositionen
M . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Massenmatrix
µn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . modale Masse des n−ten Modes
Na . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Anzahl der Aktorsignale
Ns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Anzahl der Sensorsignale
ωn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Eigenfrequenz
q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Vektor modaler Auslenkungen
Q(s) . . . . . . . . . . . . . . . . . . Vektor modaler Auslenkungen (Frequenzbereich)
θ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Da¨mpfungsgrad
Z(s) . . . . . . . . . . . . . . . . . . . . . . . Vektor der Auslenkungen (Frequenzbereich)
Zs(s) . . . . . . . . . . . . . . . . . . . . . . . . Vektor der Sensorsignale (Frequenzbereich)
z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Vektor der Auslenkungen
iii
iv FORMELZEICHENVERZEICHNIS
ζ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Zustandsvektor
Kapitel 3
E(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Fehlersignal
F (z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Ru¨ckkopplungsstrecke
Gakt(z) . . . . . . . . . . . . . . . . . . . . .Matrix der U¨bertragungsfunktionen, z-Bereich
Gd(z) . . . . . . . . . . . . . . . . . . . . . . Sto¨rverhalten der aktiven Struktur, z-Bereich
h(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Impulsantwort abgetastet
H(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . U¨bertragungsfunktion im z-Bereich
Hk(s) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . U¨bertragungsfunktion im s-Bereich
hk(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Impulsantwort kontinuierlich
u(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Einheitssprungfunktion
n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Index
ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Kreisfrequenz
ω0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Eigenfrequenz
P (z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Prima¨rstrecke
p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pol in der z-Ebene
p1,2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Polpaar in der z-Ebene
R(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Referenzsignal
Rin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Eingangswiderstand
S(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Sekunda¨rstrecke
θ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Da¨mpfungsgrad
T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Abtastintervall
T (z) . . . . . . . . . . . . . . . . . . . . . . . . . . U¨bertragungsfunktion Sto¨rung - Referenz
U . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . gemessene Spannung
Us . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Sensorspannung
X(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Sto¨rsignal
Y (z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Aktorsignal
Kapitel 4
αn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Koeffizientenvektor des Modalfilters
Dˆ(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . gescha¨tztes Sto¨rsignal
D(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Sto¨rsignal am Fehlersensor
Fˆ (z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Modell der Ru¨ckkopplungsstrecke
γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Leakage Faktor
µ . . . . . . . . . . . . . . . . . . . . . . . Konvergenzkonstante des LMS-Algorithmus
ν . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . modale Stellgro¨ße
φ(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Phasendifferenz
FORMELZEICHENVERZEICHNIS v
P ′(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . korrigierte Prima¨rstrecke
Px′ . . . . . . . . . . . . . . . . . . . . . . . . . . . . Leistung des gefilterten Referenzsignals
Rˆ(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . korrigiertes Referenzsignal
Sˆ(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Modell der Sekunda¨rstrecke
s^(n) . . . . . . . . . . . . . . . . .Matrix der Impulsantworten der Sekunda¨rstrecken
wk . . . . . . . . . . . . . . . . . . Matrix der Impulsantworten der adaptiven Filter
w(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Impulsantwort des adaptiven Filters
W (z) . . . . . . . . . . . . . . . . . . . . . . . . U¨bertragungsfunktion des adaptiven Filters
ξˆ(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Momentane Gu¨tefunktion
X(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Matrix der gefilterten Referenzsignale
x′(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Vektor des gefilterten Referenzsignals
ξ(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Gu¨tefunktion
Kapitel 5
α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Adaptionskonstante N-LMS
a = a′ + ja′′ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Filterkoeffizienten IIR Kreuzstruktur
a1,2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Parameter
β . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Zeitkonstante des Leistungsscha¨tzers
b = b′ + jb′′ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Filterkoeffizienten IIR Kreuzstruktur
B(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Nennerpolynom IIR-Filter
b1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Parameter des Kautz-Filters
b2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Parameter des Kautz-Filters
bκ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . rekursiver Filterkoeffizient
c . . . . . . . . . . . . . . . . . . . . . . . . Vektor der transversalen Filterkoeffizienten
C(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Za¨hlerpolynom IIR-Filter
cκ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . transversaler Filterkoeffizient
δ(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . zeitdiskrete Impulsfunktion
∆(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Drift der Eigenfrequenz
∆ω . . . . . . . . . . . . . . . . . . . . . . . . . relative Abweichung der Resonanzfrequenz
∆θ . . . . . . . . . . . . . . . . . . . . . . . . . . relative Abweichung des Da¨mpfungsgrads
d(n) . . . . . . . . . . . . . . . . . . . . . . . . . . Ausgangssignal des modellierten Systems
E ′(z) . . . . . . . . . . . . . . . . . . . . . . . verallgemeinerter Fehler im Frequenzbereich
e(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Fehlersignal
E(1,2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Anteil des Approximationsfehlers
E2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Approximationsfehler
fR(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Fensterfunktion des Rechteckfensters
FR(z) . . . . . . . . . . . . . . . . . Fensterfunktion des Rechteckfensters im z-Bereich
hˆ(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Impulsantwort des Modells
Hˆ1,2(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Modell eines Teilsystems
vi FORMELZEICHENVERZEICHNIS
H1,2(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Teilsystem
K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Filter- / Modellordnung
µ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Adaptionskonstante
∆ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . Abweichung von der Resonanzfrequenz
ωˆ0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . gescha¨tzte Eigenfrequenz
pˆ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . gescha¨tzte Polstelle
ψκ(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Kautzfunktion im Zeitbereich
Ψκ(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Kautzfunktion im Frequenzbereich
p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Polstelle in der z-Ebene
Px(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . gescha¨tzte Leistung von x(n)
θˆ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . gescha¨tzte Da¨mpfung
Tsim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . simulierte Zeit
X ′(z) . . . . . . . . . . . . . . . . .Ausgangssignalvektor der Stufen des Kautz-Filters
x(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Vektor des Eingangssignals
ξ(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . Gu¨tefunktion des Adaptionsalgorithmus
x(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Eingangssignal
X(z) . . . . . . . . . . . . . . . . . . . . . Eingangssignal des Filters im Frequenzbereich
y(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Ausgangssignal des Filters
Y (z) . . . . . . . . . . . . . . . . . . . . .Ausgangssignal des Filters im Frequenzbereich
Kapitel 6
E2,F . . . . . . . . . . . . . . . . . . . . . . . Approximationsfehler Ru¨ckkopplungsstrecke
E2,S . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Approximationsfehler Sekunda¨rstrecke
F (jω) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Kraft
I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Gu¨tefunktion der Regelung
V (jω) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Geschwindigkeit
Anhang
d(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vorgegebenes Signal
e(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Approximationsfehler
µ . . . . . . . . . . . . . . . . . . . . . . . Konvergenzkonstante des LMS-Algorithmus
Px(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Leistung des Eingangssignals
Rxd(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Kreuzkorrelationsvektor
Rxx(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Eintra¨ge der Autokorrelationsmatrix
w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Koeffizientenvektor
x(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Eingangssignalvektor
ξ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Gu¨tefunktion
y(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Ausgangssignal
Abbildungsverzeichnis
1.1 Regelung und Gegensteuerung fu¨r aktive Strukturen . . . . . . . . 2
1.2 Beispiel fu¨r die modale Filterung . . . . . . . . . . . . . . . . . . 3
1.3 Echounterdru¨ckung und Systemidentifikation . . . . . . . . . . . . 5
2.1 Diskretisierte mechanische Struktur . . . . . . . . . . . . . . . . . 9
2.2 U¨bertragungsfunktion zwischen Aktor und Sensor . . . . . . . . . 12
3.1 Aktive Struktur mit digitaler Signalverarbeitung zur Regelung . . 16
3.2 Ersatzschaltbild eines Piezosensors . . . . . . . . . . . . . . . . . 16
3.3 Frequenzgangmessung an einer aktiven Struktur mit Tiefpaßfiltern 17
3.4 Frequenzga¨nge der aktiven Struktur mit Filtern . . . . . . . . . . 18
3.5 Amplitudengang der Versta¨rkung eines Hochvoltversta¨rkers . . . . 19
3.6 Kontinuierliches und abgetastetes Zeitsignal . . . . . . . . . . . . 19
3.7 U¨bertragungsfunktionen eines Systems mit adaptiver Regelung . . 21
4.1 Blockschaltbild eines Systems mit adaptiver Gegensteuerung . . . 24
4.2 Blockschaltbild eines Systems mit breitbandiger Gegensteuerung . 25
4.3 Optimalfilterproblem . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.4 Blockschaltbild des Filtered-X LMS-Algorithmus . . . . . . . . . . 27
4.5 Adaptive Regelung . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.6 Mehrkanalige Gegensteuerung mit K Aktoren und M Sensoren . . 30
4.7 Modale Entkopplung durch Modalfilter . . . . . . . . . . . . . . . 32
4.8 Modale adaptive Gegensteuerung . . . . . . . . . . . . . . . . . . 33
4.9 Modalfilter mit Adaptive Linear Combiner . . . . . . . . . . . . . 34
5.1 Blockschaltbild der Systemidentifikation mit adaptivem Modell . . 38
5.2 Blockschaltbild eines FIR-Filters . . . . . . . . . . . . . . . . . . 39
5.3 Modellierung eines Systems mit einem FIR-Filter . . . . . . . . . 40
5.4 Blockschaltbild eines rekursiven Leistungsscha¨tzers . . . . . . . . 41
5.5 Blockschaltbild eines IIR und eines 1X-Filters . . . . . . . . . . . 42
5.6 Adaption nach der Equation-Error-Methode . . . . . . . . . . . . 43
5.7 Kautz-Basisfunktionen . . . . . . . . . . . . . . . . . . . . . . . . 45
5.8 Blockschaltbild fu¨r G1(z) und G2(z) . . . . . . . . . . . . . . . . . 47
5.9 Blockschaltbild fu¨r G3(z) . . . . . . . . . . . . . . . . . . . . . . . 47
vii
viii ABBILDUNGSVERZEICHNIS
5.10 Blockschaltbild fu¨r die orthonormale Filterbank . . . . . . . . . . 48
5.11 Gu¨tefunktion als Funktion der Koeffizienten . . . . . . . . . . . . 50
5.12 Gu¨te der Approximation . . . . . . . . . . . . . . . . . . . . . . . 51
5.13 Verringerung des Fehlers E2 bei zunehmender Modellordnung K . 52
5.14 Approximation mit einem Kautz-Modell 7. Ordnung . . . . . . . . 52
5.15 Zunahme der Modellordnung K bei Variation des gescha¨tzten Pols pˆ 53
5.16 Simulink-Modell fu¨r die Identifikation mit einer Kautz-Filterbank 54
5.17 Koeffizienten und Approximationsfehler wa¨hrend der Adaption . . 55
5.18 Relative Vera¨nderung der Eigenfrequenz des Systems u¨ber der Zeit 56
5.19 Koeffizienten und Approximationsfehler fu¨r zeitvariantes System . 57
5.20 Koeffizienten und Approximationsfehler fu¨r zeitvariantes System . 57
5.21 Ergebnis E˜ der Matrizenmultiplikation Gl.5.63 . . . . . . . . . . . 60
5.22 Adaptive Identifikation fu¨r ein System mit zwei Moden . . . . . . 60
5.23 Koeffizienten c1,κ und c2,κ wa¨hrend der Adaption . . . . . . . . . 61
5.24 System mit eng benachbarten Resonanzen . . . . . . . . . . . . . 63
5.25 Impulsantwort des Systems zweiter Ordnung . . . . . . . . . . . . 64
6.1 On-Line-Identifikation der Sekunda¨rstrecke . . . . . . . . . . . . . 66
6.2 Blo¨cke unter Simulink . . . . . . . . . . . . . . . . . . . . . . . . 66
6.3 Der Algorithmus aus Abbildung 6.1 in Simulink . . . . . . . . . . 67
6.4 Aktives Interface zur Entkopplung von Strukturen . . . . . . . . . 68
6.5 Aufbau des Experiments fu¨r das aktive Interface . . . . . . . . . . 68
6.6 Konstruktion des aktiven Interfaces und Experiment . . . . . . . 68
6.7 Regelungskonzept fu¨r das aktive Interface . . . . . . . . . . . . . . 69
6.8 Identifizierte Biegeeigenformen des Systems . . . . . . . . . . . . . 71
6.9 Versuch zur adaptiven Identifikation . . . . . . . . . . . . . . . . . 71
6.10 Zeitverlauf der Koeffizienten des adaptiven Kautz-Filters fu¨r Mode 5 72
6.11 Gemessener Frequenzgang F (jω) und dessen Kautz-Modell . . . . 73
6.12 Approximationsfehler fu¨r Kautz- und FIR-Modelle . . . . . . . . . 73
6.13 Kautz-Modelle fu¨r Sekunda¨r- und Feedback-Pfad . . . . . . . . . 74
6.14 FIR Modelle fu¨r Sekunda¨r- und Feedback-Pfad . . . . . . . . . . . 74
6.15 Rechenleistung des adaptiven Reglers . . . . . . . . . . . . . . . . 75
6.16 Gu¨temaße der Regelung fu¨r verschieden lange FIR-Filter . . . . . 76
6.17 Frequenzgang des aktiven und des passiven Systems (· · ·), γ = 10−7 77
6.18 Kautz-Modelle fu¨r modifiziertes System . . . . . . . . . . . . . . . 78
6.19 Frequenzgang mit und ohne Zusatzmasse . . . . . . . . . . . . . . 78
6.20 Versuchsstand fu¨r das Funktionsmuster Platte . . . . . . . . . . . 80
6.21 Positionierung der Funktionsmodule . . . . . . . . . . . . . . . . . 81
6.22 Aktor-Sensor-Frequenzga¨nge . . . . . . . . . . . . . . . . . . . . . 82
6.23 Versuchsaufbau zur Messung und Regelung an der Platte . . . . . 82
6.24 Adaptive mehrkanalige Identifikation . . . . . . . . . . . . . . . . 84
6.25 Kautz-Modelle der Sekunda¨rstrecke S1,1 . . . . . . . . . . . . . . . 84
6.26 Vergleich der drei Aktor-Sensor-Gruppen . . . . . . . . . . . . . . 86
ABBILDUNGSVERZEICHNIS ix
6.27 Vergleich der Frequenzga¨nge der vier adaptiven Filter bei Nutzung
der drei Aktor-Sensor-Gruppen . . . . . . . . . . . . . . . . . . . 87
6.28 Einfluß des Leakage-Faktors . . . . . . . . . . . . . . . . . . . . . 88
6.29 Adaptive Gegensteuerung bei harmonischer Erregung . . . . . . . 89
6.30 Frequenzgang der adaptiven Filter bei harmonischer Erregung . . 90
6.31 Zerlegung in modale Komponenten durch Kautz-Modelle . . . . . 91
6.32 Adaption der Koeffizienten des adaptiven Modalfilters . . . . . . . 92
6.33 Koeffizienten des adaptiven Modalfilters fu¨r vier Moden . . . . . 93
6.34 Ausgangssignale des Modalfilters . . . . . . . . . . . . . . . . . . 94
6.35 Modale Sekunda¨rstrecken und entsprechende Kautz-Modelle (· · ·) 95
6.36 Anwendung der modalen Gegensteuerung bei einzelnen Moden . . 96
6.37 Anwendung der modalen Gegensteuerung bei allen Moden . . . . 96
6.38 Frequenzga¨nge der vier adaptiven FIR-Filter . . . . . . . . . . . . 97
6.39 Anwendung der modalen Regelung . . . . . . . . . . . . . . . . . 97
A.1 Der Adaptive Linear Combiner und das adaptive FIR-Filter . . . 101
A.2 Das Optimalfilterproblem . . . . . . . . . . . . . . . . . . . . . . 102
A.3 Realisierung des stochastischen LMS-Algorithmus . . . . . . . . . 103
B.1 Simulink-Modell des Reglers fu¨r das aktive Interface . . . . . . . . 105
B.2 Simulink-Modell der Sekunda¨rstrecke mit adaptiven Kautz-Filtern 106
B.3 Simulink-Modell der adaptiven Gegensteuerung . . . . . . . . . . 107
B.4 Simulink-Modell des FXLMS-Algorithmus . . . . . . . . . . . . . 108
B.5 Simulink-Modell der modalen adaptiven Gegensteuerung . . . . . 109
B.6 Simulink-Modell des adaptiven Modalfilters . . . . . . . . . . . . 110
B.7 Simulink-Modell des LMS-Algorithmus . . . . . . . . . . . . . . . 110
B.8 Simulink-Modell des modalen FXLMS-Algorithmus . . . . . . . . 110
B.9 Simulink-Modell des modalen adaptiven Reglers . . . . . . . . . . 111
C.1 Sekunda¨rstrecken (Aktor 1) und Kautz-Modelle . . . . . . . . . . 112
C.2 Sekunda¨rstrecken (Aktor 2) und Kautz-Modelle . . . . . . . . . . 113
C.3 Sekunda¨rstrecken (Aktor 3) und Kautz-Modelle . . . . . . . . . . 113
C.4 Sekunda¨rstrecken (Aktor 4) und Kautz-Modelle . . . . . . . . . . 114
C.5 Sekunda¨rstrecken (Aktor 1) und Kautz-Modelle . . . . . . . . . . 115
C.6 Sekunda¨rstrecken (Aktor 2) und Kautz-Modelle . . . . . . . . . . 116
C.7 Sekunda¨rstrecken (Aktor 3) und Kautz-Modelle . . . . . . . . . . 116
C.8 Sekunda¨rstrecken (Aktor 4) und Kautz-Modelle . . . . . . . . . . 117
C.9 Sekunda¨rstrecken (Aktor 1) und Kautz-Modelle . . . . . . . . . . 118
C.10 Sekunda¨rstrecken (Aktor 2) und Kautz-Modelle . . . . . . . . . . 119
C.11 Sekunda¨rstrecken (Aktor 3) und Kautz-Modelle . . . . . . . . . . 119
C.12 Sekunda¨rstrecken (Aktor 4) und Kautz-Modelle . . . . . . . . . . 120
Tabellenverzeichnis
5.1 Parameterwahl fu¨r die Simulation, zeitinvariantes System . . . . . 55
5.2 Parameterwahl fu¨r die Simulation, zeitvariantes System . . . . . . 56
6.1 Identifizierte Modalparameter . . . . . . . . . . . . . . . . . . . . 70
6.2 Resonanzfrequenzen mit und ohne Zusatzmasse. . . . . . . . . . . 77
6.3 Eigenfrequenzen und Da¨mpfungsgrade der Platte. . . . . . . . . . 83
6.4 Vergleich der Regelgu¨te . . . . . . . . . . . . . . . . . . . . . . . . 86
C.1 Approximationsfehler der Identifikation der Strecken zwischen Ak-
toren A1..4 und Sensoren S1..4 fu¨r Konfiguration 1 mit adaptiven
Kautz-Filtern (6 parallel, jeweils Ordnung K = 7) . . . . . . . . 114
C.2 Approximationsfehler der Identifikation der Strecken zwischen Ak-
toren A1..4 und Sensoren S1..4 fu¨r Konfiguration 2 mit adaptiven
Kautz-Filtern (6 parallel, jeweils Ordnung K = 7) . . . . . . . . 115
C.3 Approximationsfehler der Identifikation der Strecken zwischen Ak-
toren A1..4 und Sensoren S1..4 fu¨r Konfiguration 3 mit adaptiven
Kautz-Filtern (6 parallel, jeweils Ordnung K = 7) . . . . . . . . 118
x
Kapitel 1
Einleitung
1.1 Aktive Strukturen zur Vibrationsregelung
Mechanische Leichtbaustrukturen neigen ha¨ufig zu sto¨renden Vibrationen. Pas-
sive Gegenmaßnahmen beinhalten immer den Einsatz von zusa¨tzlicher Masse in
Form von Da¨mpfungsmaterialien, versteifenden Zusatzkonstruktionen oder Til-
gersystemen, was bei Anwendungen der Raumfahrt oder der Luftfahrt inakzep-
tabel erscheint [38]. Neue Lo¨sungsansa¨tze bietet die Technologie der adaptiven
Strukturen. Diese ko¨nnen sich mit Hilfe integrierter Sensoren und Aktoren so-
wie entsprechender Regler selbst an vera¨nderte Betriebsbedingungen anpassen
und dabei Aufgaben der Feinstpositionierung, Konturverformung oder speziell
der Schwingungsreduktion (Active Vibration Control) erfu¨llen.
Aktive Strukturen als Regelstrecke stellen dabei besondere Anforderungen, da
sie meist eine unendliche Vielzahl schwach geda¨mpfter Schwingungsmoden besit-
zen, und sich durch Temperatureinflu¨sse oder wechselnde Belastungszusta¨nde die
Systemparameter a¨ndern ko¨nnen [14]. Um auch unter vera¨nderlichen Betriebs-
zusta¨nden optimales Verhalten des aktiven Systems sichern, bietet sich die An-
wendung adaptiver Regler an.
Die Entwicklung geeigneter Regler ist im Allgemeinen eng mit dem Problem der
Modellbildung und Systemidentifikation verknu¨pft, da die meisten Regelungs-
konzepte ein Modell der Regelstrecke beinhalten [32]. Adaptive digitale Filter
ermo¨glichen die Durchfu¨hrung der Systemidentifikation im Betrieb des Systems,
um auf Vera¨nderungen der Parameter mit einer Anpassung des Modells zu reagie-
ren. Die so gewonnenen Informationen ko¨nnen zur Detektion von Scha¨digungen
des aktiven Systems verwendet werden (Structural Health Monitoring).
Fu¨r den Einsatz im Gebiet der aktiven Strukturen sind robuste Algorithmen er-
forderlich, die ein sicheres Konvergenzverhalten besitzen. Gleichzeitig sollten sie
mo¨glichst geringen Rechenaufwand erfordern, da einerseits zur Realisierung akti-
ver Strukturen ha¨ufig eine gro¨ßere Anzahl Aktoren und Sensoren notwendig ist,
und sich so eine Mehrgro¨ßenregelung mit vielen Kana¨len ergibt, andererseits aber
1
2 KAPITEL 1. EINLEITUNG
Abbildung 1.1: Regelung und Gegensteuerung fu¨r aktive Strukturen, A: Aktor,
S:Sensor
die adaptiven Systeme breitbandig wirksam sein sollen, was hohe Abtastfrequen-
zen und eine schnelle Signalverarbeitung erfordert.
1.2 Stand der Technik
1.2.1 Active Vibration Control
Fu¨r die aktive Vibrationsunterdru¨ckung existieren verschiedene regelungstechni-
sche Ansa¨tze, die unterschiedliche Komplexita¨t aufweisen und jeweils meist fu¨r
einen begrenzten Anwendungsbereich geeignet sind.
Das einfachste Konzept stellt die semi-aktive Da¨mpfung dar. Hier werden struk-
turintegrierte piezokeramische Wandler mit einer als Induktivita¨t wirkenden akti-
ven Schaltung abgeschlossen [36][76]. Zusammen mit der Kapazita¨t des Wandlers
entsteht ein Schwingkreis, der einen mechanischen, passiven Tilger ersetzen kann
[48]. Anwendungsbereiche sind vor allem fla¨chige Leichtbaustrukturen in Flug-
zeugen [121].
Ein weiteres einfaches Konzept stellt die Ru¨ckfu¨hrung von Sensorsignalen auf
die Aktoren mit Hilfe einfacher Regler dar (LAC:Low Authority Controller, Ab-
bildung 1.1, links). Hierzu za¨hlt die aktive Da¨mpfung durch Geschwindigkeits-
ru¨ckfu¨hrung eines kollokiert angeordneten Aktor-Sensor-Paares [98][30], die Po-
sitive Position Feedback-Methode [25] und die Beschleunigungsru¨ckfu¨hrung [37].
Die Regler sind meist einfache Filter, die mit einfacher analoger Schaltungstech-
nik realisiert werden ko¨nnen [68]. Keines dieser Konzepte beno¨tigt ein genaues
Modell der Regelstrecke, jedoch sind sie nur fu¨r einfache Systeme mit mo¨glichst
wenig Moden und nur einem Sensor und Aktor (SISO:Single Input Single Output)
praktikabel.
Stehen mehrere Sensoren und Aktoren zur Verfu¨gung, kann eine mehrkanalige Re-
gelung (MIMO: Multiple Input Multiple Output) realisiert werden. Bei Kenntnis
der Eigenformen der aktiven Struktur ko¨nnen durch eine geeignete Linearkom-
bination von Sensor- bzw. Aktorsignalen modale Filter konstruiert werden, die
1.2. STAND DER TECHNIK 3
Abbildung 1.2: Einfaches Beispiel der modalen Filterung fu¨r zwei Eigenformen
einer Struktur durch Linearkombination zweier Sensorsignale (nach [59])
eine Trennung der Sensorsignale in Anteile einzelner Schwingungsmoden erlau-
ben (Abbildung 1.2). So wird eine unabha¨ngige Regelung jedes Modes mo¨glich
(IMSC: Independent Modal Space Control [78]). Das Problem der mehrkanaligen
Regelung eines Systems mit mehreren Freiheitsgraden wird auf die Regelung ein-
zelner Systeme mit nur einem Freiheitsgrad zuru¨ckgefu¨hrt [100], fu¨r die einfache
LAC-Konzepte eingesetzt werden ko¨nnen. Es ergeben sich modale Geschwindig-
keitsru¨ckfu¨hrungen [70] oder modale PPF-Konzepte (MPPF) [2]. Eine Anwen-
dung stellt die Schwingungsberuhigung eines Manipulatorarms mittels analog
realisierter MPPF dar [69].
Besonders fu¨r Systeme mit mehreren Kana¨len und mehreren Moden bieten sich
modellbasierte Regelkonzepte an (HAC: High Authority Control) [98]. Sie bein-
halten ein Zustandsraummodell der Regelstrecke, das zuvor identifiziert werden
muß, liefern jedoch dann eine breitbandig wirksame Regelung von Struktur-
schwingungen [53][105][13]. Um Instabilita¨t des Reglers infolge Unsicherheiten
oder Schwankungen in den Systemparametern zu vermeiden, kann eine robu-
ste Regelung ausgelegt werden [64][103]. Ein Anwendungsbeispiel sind schwach
geda¨mpfte Gitterstrukturen aus der Raumfahrttechnik [15]. Im Allgemeinen wer-
den modellbasierte Regler mit Hilfe digitaler Signalverarbeitung implementiert.
Die Verwendung adaptiver Algorithmen zur Schwingungsreduzierung ist eben-
falls mo¨glich. Dabei wird ha¨ufig ausgenutzt, daß die Quelle der sto¨renden Vi-
brationen zum Beispiel in Form einer Rotationsmaschine bekannt ist. Dort kann
ein zumeist harmonisches Referenzsignal abgegriffen, adaptiv gefiltert und zur
Sto¨rgro¨ßenaufschaltung verwendet werden (Abbildung 1.1, rechts). In Form des
Filtered-X LMS-Algorithmus ist die adaptive Gegensteuerung im Bereich der ak-
tiven La¨rmunterdru¨ckung (ANC: Active Noise Control) verbreitet [117][59][6],
ein anderes Anwendungsgebiet ist die Da¨mpfung von Grenzschichtsto¨rungen an
Tragflu¨geln [107][22]. Ist kein Referenzsignal vorhanden, kann unter Verwendung
der Internal Model Control-Methode eines aus dem Vibrationssignal gescha¨tzt
werden [83]. Bei entsprechender Auslegung des Regelsystems ko¨nnen aber auch
aktive Strukturen mit diesem Konzept schwingungsberuhigt werden. Einfache
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Beispiele sind die Laborversuche an Balken [112] und Platten [111]. Praktische
Anwendungen sind die Vibrationsminimierung in Satelliten [82], Werkzeugma-
schinen [94] oder in Kraftfahrzeugen [21][50]. Von besonderem Interesse ist die
Verwendung der adaptiven Gegensteuerung im Bereich der Schwingungsentkopp-
lung mit aktiven Lagern oder Interfaces [30]. Neben einfachen Versuchen an Bal-
kenstrukturen [51][79][46][49] gibt es Anwendungen in Form aktiver Motorlager
in Schiffen [120] oder der Entkopplung von Vibrationen eines Hubschrauberrotors
vom Rumpf [31].
Weiterhin werden adaptive Regelalgorithmen zum Beispiel zur Adaption eines
Optimalreglers [86][52] mit Hilfe neuronaler Netze realisiert, die sich besonders
fu¨r zeitvariante und nichtlineare Systeme eignen, jedoch hohen Rechenaufwand
verursachen.
Fu¨r die verschiedenen Systeme und Problemstellungen im Bereich der aktiven
Schwingungsunterdru¨ckung muß daher jeweils das geeignete Konzept gewa¨hlt
werden. Hierzu sind an einfachen Systemen wie an aktiven Plattenstrukturen
vergleichende Betrachtungen angestellt worden [13][7][53].
In Hybridreglern werden verschiedene Konzepte miteinander kombiniert. Die
Kombination eines LAC-Konzepts mit einer adaptiven Gegensteuerung bewirkt
Da¨mpfung stochastischer Sto¨rungen und gleichzeitig Unterdru¨ckung harmoni-
scher Vibrationen unter Verwendung eines Referenzsignals [98][99][74]. A¨hnlich
wirkt die Kombination eines aktiven Systems zusammen mit passiver Da¨mpfung
durch viskoelastische Materialien (CLD: Constraint Layer Damping)[35][11].
Die Kombination der modalen Entkopplung durch Modalfilter mit einer adapti-
ven Gegensteuerung fu¨hrt zu einer deutlichen Senkung des Rechenaufwands im
Vergleich zu einem gekoppelten mehrkanaligen System [12].
Durch eine geeignete Linearkombination von Signalen einer auf einer fla¨chigen
Struktur verteilten Sensorik ist die selektive Regelung schallabstrahlender Ei-
genmoden und damit eine Verminderung des ins Fernfeld abgestrahlten Schalls
mo¨glich [28]. Eine Filterung des Sensorsignals modifziert dabei den FXLMS-
Algorithmus derart, daß die Reduktion besonders im akustisch relevanten Bereich
erfolgt (Filtered-E LMS, [59],[44]).
1.2.2 Adaptive Systemidentifikation
Sowohl die Optimal- als auch die adaptiven Regler beno¨tigen ein Modell der
Regelstrecke, das durch eine Systemidentifikation zu ermitteln ist. Ein Standard-
verfahren der Strukturdynamik ist die Experimentelle Modalanalyse (EMA). Sie
liefert genaue Ergebnisse fu¨r die Eigenfrequenzen und Eigenformen, ist aber auf
aktive Strukturen nicht ohne weiteres anwendbar und mit erheblichem Rechen-
aufwand verbunden [87].
Fu¨r die Auslegung eines Optimalreglers ist ein Zustandsraummodell der Regel-
strecke notwendig [105][106], dagegen ist fu¨r den FXLMS-Algorithmus ein ein-
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Abbildung 1.3: Aufbau einer adaptiven akustischen Echounterdru¨ckung und einer
Systemidentifikation
faches Ein-Ausgangsmodell ausreichend [117], das durch digitale Filter realisiert
wird. Die entsprechenden Parameter ko¨nnen durch Scha¨tzverfahren ermittelt wer-
den [5].
A¨ndern sich die Systemparameter im Betrieb, ist eine Identifikation mittels ad-
aptiver digitaler Filter der Regelstrecke vorteilhaft [60]. Diese Aufgabenstellung
ist eng verwandt mit dem der Echounterdru¨ckung in der Kommunikationstechnik
(AEC: Acoustic Echo Cancellation)[88]. Werden Mobiltelefone in geschlossenen
Ra¨umen verwendet, kann eine sto¨rende Ru¨ckwirkung des Lautsprechers auf das
Mikrophon auftreten. Diese wird mit Hilfe adaptiver digitaler Filter unterdru¨ckt,
indem das resonante akustische Verhalten des Raums identifiziert wird (Abbil-
dung 1.3). Adaptive Transversal- oder FIR-Filter weisen dabei den Vorteil der
garantierten Stabilita¨t auf, weshalb sie in der Praxis eine große Bedeutung besit-
zen [89], jedoch verursachen sie im Allgemeinen einen sehr hohen Rechenaufwand
bei der Modellierung resonanter Systeme [81]. Dagegen ko¨nnen rekursive Filter
mit nur geringem Aufwand ein solches System pra¨zise identifizieren. Bei ent-
sprechender Wahl der Filterstruktur kann auch die Parallelschaltung der Schwin-
gungsmoden modelliert werden, um durch die adaptierten Koeffizienten Aussagen
u¨ber die modalen Parameter zu erhalten [65][80][54]. Allerdings besteht bei der
Anwendung rekursiver Filter die Gefahr der Instabilita¨t, was die Mo¨glichkeit zur
praktischen Anwendung einschra¨nkt [84][57].
Eine dritte Mo¨glichkeit zur adaptiven Filterung stellen die orthonormalen Fil-
terba¨nke dar, die die Entwicklung der Impulsantwort des zu identifizierenden
Systems in eine endliche Reihe realisieren [106][92][71][3]. Sie bieten den Vor-
teil der garantierten Stabilita¨t einer transversalen Filterstruktur zusammen mit
der Realisierung einer unendlich langen Impulsantwort. Fu¨r resonante Systeme
bieten sich vor allem Kautz-Filter an, die gegenu¨ber FIR-Filtern einen deutlich
geringeren Rechenaufwand verursachen, zu deren Parametrierung allerdings Vor-
wissen u¨ber das Eigenverhalten des Systems notwendig ist [66][56]. Sie ko¨nnen
in der Modellierung strukturdynamischer Systemstrecken angewendet werden
[67][19], ebenso bei aktiven Struktursystemen [85]. Andere Anwendungsgebiete
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sind die akustische Echounterdru¨ckung [90], die Nachbildung der Klangcharakte-
ristik von Musikinstrumenten [96] oder die Identifikation von Stro¨mungssystemen
[22]. Durch Adaption der Filterkoeffizienten ist die Verfolgung vera¨nderter Sy-
stemparameter mo¨glich [34]. Da der Rechenaufwand fu¨r diese Filter vergleichs-
weise gering ist, eignen sie sich auch zur Identifikation von mehrkanaligen Syste-
men [91]. Nachteilig in der Anwendung der Kautz-Filter ist die Notwendigkeit
des Vorwissens u¨ber die Pole des zu modellierenden Systems. Hier existieren je-
doch Optimalbedingungen fu¨r die Wahl der Parameter [18]. Fu¨r die mit den
Kautz-Filtern verwandten Laguerre-Filter ist es mo¨glich diese Parameter selbst
zu adaptieren, um die Flexibilita¨t des Filtersystems zu verbessern [4].
Ist Vorwissen u¨ber die Eigenfrequenzen des Systems vorhanden, kann auch die
modale Filterung durch adaptive Algorithmen implementiert werden, wodurch
die Notwendigkeit der Bestimmung der Eigenformen mit Hilfe der strukturinte-
grierten Sensoren und Aktoren entfa¨llt [8]. Hierdurch werden auch Unterschie-
de der Sensorcharakteristik zwischen verschiedenen, unkalibrierten Sensoren wie
piezokeramischen Folien ausgeglichen. Eine Modifikation dieser Methode ist die
selektive Aufsummierung von Eigenmoden einer fla¨chigen Struktur zur Volumen-
verschiebung [28], um eine Meßgro¨ße fu¨r die Schallabstrahlung zu gewinnen [113].
1.3 Zielstellung und Gliederung der Arbeit
Die aktive Vibrationsunterdru¨ckung mit Hilfe adaptiver digitaler Regler stellt
einen leistungsfa¨higen Ansatz dar. Fu¨r die praktische Umsetzung außerhalb des
Labors sind jedoch Kriterien wie die Robustheit, die Stabilita¨t und der notwen-
dige Rechenaufwand des Algorithmus von Bedeutung. Daher sollen Konzepte
untersucht werden, die den bekannten FXLMS-Algorithmus fu¨r die Anwendung
im Bereich aktiver Struktursysteme im Hinblick auf diese Kriterien modifizieren
und erweitern.
Um die Konzepte fu¨r den Bereich der aktiven Vibrationsunterdru¨ckung anzu-
passen wird zuna¨chst eine Zusammenstellung der physikalischen Grundlagen und
Eigenschaften aktiver Strukturen (Kapitel 2 und 3) und der grundlegenden Al-
gorithmen (Kapitel 4) vorgenommen. Dabei wird auch die Anwendung der fu¨r
die Strukturdynamik besonders interessanten modal entkoppelten Regelung so-
wie die Implementierung der modalen Filterung mit Hilfe adaptiver Algorithmen
diskutiert. Ein wichtiger Bestandteil des FXLMS-Algorithmus ist die Verwen-
dung eines Ein-Ausgangsmodells der Regelstrecke zwischen Aktoren und Sen-
soren. Daher werden verschiedene Methoden zur Identifikation der notwendigen
Regelstrecken mit Hilfe adaptiver digitaler Filter diskutiert (Kapitel 5).
Abschließend soll die adaptive Schwingungskompensation im Versuch getestet
werden (Kapitel 6). Als Testobjekt dient zuna¨chst ein aktives Interface. Dieses
stellt eine interessante Anwendung fu¨r die adaptive Gegensteuerung dar, da ha¨ufig
Vibrationen von Rotationsmaschinen zu entkoppeln sind, die ein Referenzsignal
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bereitstellen und bei der Verwendung nur eines Interfaces ein relativ einfacher
Regler implementiert wird.
Als zweite Anwendung wird die aktive Vibrationsunterdru¨ckung an einer Plat-
tenstruktur untersucht. Hier ist eine mehrkanalige Regelung erforderlich, der an
die Echtzeitfa¨higkeit des Reglers ho¨here Anforderungen stellt. Ferner sind sol-
che Strukturen bereits vielfach untersucht worden [72][39], so daß Ergebnisse
bezu¨glich der Aktor- und Sensorpositionierung [58] und der Fertigung einer ak-
tiven Platte mit piezokeramischen Wandlern [118] vorliegen, auf die aufgebaut
werden kann.
Im Rahmen der Untersuchungen wird besonderer Wert auf die Stabilita¨t und
Einfachheit aller verwendeten Algorithmen gelegt. Daher basieren alle adaptiven
Filterstrukturen auf der adaptiven Linearkombination Adaptive Linear Combiner
[117], deren Adaption nach dem stochastischen Least Mean Square-Algorithmus
erfolgt. Es ergibt sich eine Filterstruktur mit geringem Rechenaufwand und ro-
bustem Adaptionsverhalten.
Kapitel 2
Aktive strukturdynamische
Systeme
Zur Identifikation und Regelung aktiver Strukturen ist es notwendig, die grund-
legenden Eigenschaften der Regelstrecke in Form der U¨bertragungsfunktionen
zwischen ihren Einga¨ngen (Aktoren) und Ausga¨ngen (Sensoren) zu kennen. Im
Folgenden wird allgemein gezeigt, wie durch modale Zerlegung aus der in der
Strukturdynamik u¨blichen Modellbildung mittels Differentialgleichungen eine ein-
fache Darstellung dieser U¨bertragungsfunktionen gewonnen werden kann.
2.1 Beschreibung strukturdynamischer Systeme
Im Allgemeinen sind Strukturen, deren Vibrationen vermindert werden sollen,
elastische kontinuierliche Systeme, beispielsweise fla¨chige Strukturen im Leicht-
bau [13] und zylindrische Hu¨llen als Modell fu¨r Rumpfstrukturen des Flugzeug-
baus [2]. Fu¨r solche Strukturen lassen sich nur in Ausnahmefa¨llen wie dem der
allseitig gelenkig gelagerten, du¨nnen Platte analytische Modelle in Form von
Lo¨sungen entsprechender partieller Differentialgleichungen finden [30]. Das Er-
gebnis entha¨lt eine unendliche Lo¨sungsvielfalt von Eigenfrequenzen der Struktur.
Da die Regelung dieser Strukturen nur in einem begrenzten Frequenzbereich er-
folgt, ist eine Reduktion des Problems auf eine endliche Anzahl von Freiheitsgra-
den notwendig. Wird angenommen, daß das System linear, zeitinvariant, kausal
und viskos geda¨mpft ist [87], kann mit einer Diskretisierung eine Reduktion auf
N mechanische Freiheitsgrade und ein entsprechendes inhomogenes Differential-
gleichungssystem zweiter Ordnung erreicht werden:
Mz¨ + Cz˙ + Kz = f . (2.1)
Hierbei ist z ein Vektor von Auslenkungen, die an bestimmten Koordinaten-
punkten vorliegen, wa¨hrend die Kra¨fte an diesen Koordinatenpunkte im Vek-
tor f zusammengefaßt werden (Abbildung 2.1). M und K stellen die Massen-
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Abbildung 2.1: Diskretisierte mechanische Struktur
und Steifigkeitsmatrizen dar, deren Elemente sich aus der Diskretisierung der
mechanischen Struktur ergeben. Eine geschwindigkeitsproportionale Da¨mpfung
wird durch die Da¨mpfungsmatrix C beru¨cksichtigt. Fu¨r sehr schwach geda¨mpfte
Strukturen kann sie zuna¨chst vernachla¨ssigt werden:
Mz¨ + Kz = f . (2.2)
Um das Eigenverhalten des mechanischen Systems anhand der entsprechenden
homogenen Gleichung zu analysieren, kann eine Lo¨sung der Form z(t) = φejωt
angesetzt werden, welche N Eigenfrequenzen ωn der Moden der Struktur und die
N Eigenvektoren bzw. Eigenformen der Moden φ
n
liefert [98]. Letztere ko¨nnen
zur Modalmatrix  zusammengefaßt werden:
 =
[
φ
1
φ
2
· · ·φ
N
]
. (2.3)
Sie erfu¨llt die Orthogonalita¨tsbedingung
TM = diag(µn), (2.4)
wobei µn die modale Masse des n-ten Modes darstellt.
Die Eigenvektoren des ungeda¨mpften Systems sind reellwertig, wa¨hrend sich fu¨r
ein geda¨mpftes System im allgemeinen komplexe Eigenvektoren ergeben. Je-
doch sind die Eigenvektoren des ungeda¨mpften Systems auch fu¨r ein schwach
geda¨mpftes System gu¨ltig, sofern fu¨r die Da¨mpfungsmatrix angenommen werden
darf [116]:
C = αM + βK. (2.5)
Die Lo¨sung kann verwendet werden, um eine modal entkoppelte Formulierung fu¨r
das System zu finden, indem der Vektor der modalen Auslenkungen q eingefu¨hrt
wird:
z = q. (2.6)
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Eingesetzt in die Differentialgleichung (Gl. (2.1)) und nach anschließender Multi-
plikation mit der transponierten Modalmatrix T von links ergibt sich ein System
aus N entkoppelten Differentialgleichungen zweiter Ordnung:
µnq¨n + (
α
ωn
+ βωn)µnωnq˙ + µnω
2
kq = φ
T
n
f . (2.7)
Wird noch ein modaler Da¨mpfungsgrad eingefu¨hrt entsprechend
θn =
1
2
(
α
ωn
+ βωn), (2.8)
entsteht als Bewegungsgleichung fu¨r den n-ten Mode:
q¨n + 2θnωnq˙ + ω
2
nq =
1
µn
φT
n
f . (2.9)
Eine Beschreibung im Frequenzbereich durch eine U¨bertragungsfunktion kann
durch Laplace-Transformation dieser Gleichung erhalten werden:
Qn(s) =
φT
n
F (s)
µn(s2 + 2θnωns+ ω2n)
(2.10)
Die modale Ru¨cktransformation in den Bereich der Auslenkungen durch Anwen-
dung der Gleichung 2.6 im Frequenzbereich
Z(s) =
N∑
n=1
φ
n
Qn(s) (2.11)
ergibt eine quadratische Matrix, die die Frequenzga¨nge zwischen den anregenden
Kra¨ften an den Koordinaten und den entsprechenden Auslenkungen entha¨lt [98]:
G(s) =
N∑
n=1
φ
n
φT
n
µn(s2 + 2θnωns + ω2n)
. (2.12)
Das Element Gk,l entha¨lt den Frequenzgang zwischen der an Koordinatenpunkt
k anregenden Kraft und der Auslenkung an Koordinate l (Abbildung 2.1).
Fu¨r passive mechanische Strukturen ergeben sich fu¨r das Differentialgleichungs-
system Gl. (2.1) symmetrische Matrizen M, C und K. Da daher das System
reziprok (u¨bertragungssymmetrisch) ist [16], wird die Matrix G symmetrisch,
a¨hnlich wie U¨bertragungsmatrizen passiver elektrischer Netzwerke [27].
2.2 Aktoren, Sensoren und Sto¨rgro¨ßen
Zur Beschreibung einer aktiven Struktur ist es erforderlich, die Aktoren und
Sensoren ins Modell einzubeziehen. Im einfachsten Fall wird durch den Sensor
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tatsa¨chlich eine Auslenkung oder eine zeitliche Ableitung (Geschwindigkeit, Be-
schleunigung) gemessen und durch einen Aktor eine nahezu punktfo¨rmige Kraft
eingeleitet, z.B. durch einen elektrodynamischen Shaker oder einen Inertialmas-
senaktor. Im allgemeinen Fall kann bei einer aktiven Struktur jedem Sensor eine
Auslenkung an einer der N Koordinaten oder eine Linearkombination aus die-
sen und jedem Aktor eine Komponente des Vektors der anregenden Kra¨fte oder
ebenfalls eine Linearkombination daraus zugeordnet werden.
Die Na Aktorsignale sollen in einem Vektor F a zusammengefaßt werden, die Ns
Sensorsignale in einem Vektor Zs. Zur Berechnung der Kra¨fte an den Koordina-
ten des Systems aus dem Vektor F a wird die Verteilungsmatrix La der Dimension
N ×Na eingefu¨hrt:
F (s) = LaF a(s) (2.13)
Entsprechend kann fu¨r die Sensorsignale eine Matrix Ls der Dimension Ns ×N
eingefu¨hrt werden:
Zs(s) = LsZ(s). (2.14)
Da die Anzahl der zu positionierenden Aktoren und Sensoren ist allerdings meist
wesentlich kleiner als die Anzahl der Koordinaten ist, stehen nur anregende Kra¨fte
an bestimmten Koordinaten und ebenso als Meßgro¨ßen nur einige der Kompo-
nenten des Auslenkungsvektors Z zur Verfu¨gung. Fu¨r die oben beschriebenen
punktfo¨rmigen Aktoren und Sensoren enthalten die Matrizen La und Ls nur
Einsen und Nullen als Eintra¨ge, um aus den Modalmatrizen die Koordinaten
auszuwa¨hlen, an denen Sensoren oder Aktoren positioniert sind. Auch die Ein-
beziehung anderer Aktorik und Sensorik, wie etwa piezokeramischer Folien ist
durch diese Methode mo¨glich, fu¨hrt aber zu komplizierteren Matrizen [44]. Vor-
aussetzung ist immer, daß sich das Verhalten der Aktorik und Sensorik durch
eine einfache proportionale Beziehung zwischen Kra¨ften bzw. Auslenkungen und
den angelegten bzw. gemessenen Signalen beschreiben la¨ßt.
Die Frequenzgangmatrix zwischen Aktoren und Sensoren wird mit den Matrizen
La und Ls modifiziert, indem zusa¨tzlich
a = L
T
a  und s = L
T
s  (2.15)
gewa¨hlt wird:
Gakt(s) =
N∑
n=1
φ
s,n
φT
a,n
µn(s2 + 2θnωns+ ω2n)
. (2.16)
Diese Matrix kann bei einem aktiven strukturdynamischen System durch einfa-
che Frequenzgangmessungen zwischen den Aktoren und Sensoren erhalten wer-
den, also repra¨sentiert sie fu¨r eine aktive geregelte Struktur die Regelstrecke. Im
Gegensatz zur U¨bertragungsmatrix der mechanischen Struktur (Gl. (2.12)) selbst
muß sie aufgrund der Auswahl von Aktor- und Sensorpositionen nicht mehr sym-
metrisch sein.
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Die Eintra¨ge in der Matrix Gakt entstehen jeweils aus superponierten U¨ber-
tragungsfunktionen der einzelnen Moden 2.2. Die Eigenschaften eines jeden Mo-
des entsprechen denen eines Systems zweiter Ordnung, welches sich zum Beispiel
bei einer einfachen RLC-Schaltung oder einem mechanischen System aus Feder,
Masse und geschwindigkeitsproportionalem Da¨mpfungsglied ergibt [95]. Bei der
U¨berlagerung zu den Gesamtfrequenzga¨ngen variieren lediglich die Gewichtungs-
faktoren der einzelnen Moden, so daß alle U¨bertragungsfunktionen zwischen Ak-
toren und Sensoren dieselben Pole besitzen, was eine Vereinfachung gegenu¨ber
allgemeinen U¨bertragungsmatrizen darstellt.
Die Plazierung der Aktoren und Sensoren bei aktiven Strukturen ist so vorzuneh-
PSfrag replacements
1/µ1
s2+2θ1ω1s+ω21
φa,1(k) φs,1(l)Q1(s)
1/µ2
s2+2θ2ω2s+ω22
φa,2(k) φs,2(l)Q2(s)
1/µN
s2+2θNωNs+ω2N
φa,N (k) φs,N (l)QN (s)
Fak(s) Zs,l(s)
Abbildung 2.2: Blockschaltbild einer U¨bertragungsfunktion zwischen Aktor und
Sensor
men, daß das System steuerbar und beobachtbar ist [110]. Zur U¨berpru¨fung dieser
Eigenschaften ist es notwendig, eine Darstellung des Systems im Zustandsraum
zu erzeugen. Am gu¨nstigsten ist dabei eine modale Zustandsraumdarstellung:
ζ˙ = Aζ + Bafa (2.17)
zs = Csζ + Df (2.18)
Die Durchgriffsmatrix D entfa¨llt fu¨r die oben beschriebenen Systeme, wa¨hrend
die anderen Gro¨ßen fu¨r ein modales Zustandsraummodell sich ergeben zu:
ζ =
[
q˙
q
]
, A =
[ −2
 −
2
1 0
]
, Ba =
[
µ
−1TLa
0
]
, Cs =
[
0 LTs 
]
(2.19)
mit

 = diag(ωn), = diag(θn),µ = diag(µn) (2.20)
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Daraus folgt fu¨r das Zustandsraummodell einer aktiven Struktur mit Aktoren
(Kra¨fte f
a
) und Sensoren (Meßgro¨ßen zs):
d
dt
[
q˙
q
]
=
[ −2
 −
2
1 0
] [
q˙
q
]
+
[
µ
−1TLa
0
]
f
a
(2.21)
zs =
[
0 LTs 
] [ q˙
q
]
(2.22)
Das System ist dann steuerbar, wenn die Steuerbarkeitsmatrix
[
Ba ABa · · · A2N−1Ba
]
(2.23)
den Rang 2N besitzt, und es ist dann beobachtbar, wenn die Beobachtbarkeits-
matrix 

Cs
CsA
...
CsA
2N−1

 (2.24)
ebenfalls den Rang 2N besitzt [110].
Meistens ist es ausreichend, die Aktoren und Sensoren auf der Struktur so zu pla-
zieren, daß keine Eigenform der zu steuernden oder zu beobachtenden Moden an
diesen Positionen eine Nullstelle besitzt, da in eine Eigenform in ihrem Schwin-
gungsknoten weder angeregt noch beobachtet werden kann. Bei der Wahl der
Koordinate k, an der z.B. die Auslenkung zk gemessen werden soll oder die Kraft
fk eingeleitet werden soll, muß also fu¨r die k-te Komponente der Eigenvektoren
φ
n
gelten:
φ
n
(k) 6= 0 n = 1..N (2.25)
Die Erfu¨llung dieser Bedingung la¨ßt sich fu¨r ein System, das nur wenige Eigen-
moden besitzt oder das auf wenige Moden reduziert worden ist, leicht anhand
einer multiplikativen U¨berlagerung der Schwingformen u¨berpru¨fen. Jedoch lie-
fern die Steuerbarkeits- und Beobachtbarkeitskriterien kein Maß fu¨r die Qualita¨t
der Sensor- und Aktorpositionen. Wird ein Sensor dicht neben einem Knoten
eines Modes plaziert, wird zwar das Beobachtbarkeitskriterium erfu¨llt, aber die
zu messenden Signale werden fu¨r diesen Mode sehr schwach sein. Daher ist ein
Kriterium gu¨nstiger, welches zusa¨tzlich die Qualita¨t der Beobachtbarkeit oder
Steuerbarkeit beru¨cksichtigt.
In ein vollsta¨ndiges Modell mu¨ssen auch die Sto¨rgro¨ßen einbezogen werden, wel-
che die Ursache der zu da¨mpfenden Vibrationen sind. Da ha¨ufig keine genaue
Kenntnis u¨ber die Einleitung der Sto¨rgro¨ße vorhanden ist und diese nur sel-
ten punktfo¨rmig an der Struktur angreift, muß hierzu auf vereinfachte Modelle
zuru¨ckgegriffen werden. Entsprechend zur Modellierung der Aktoren wird eine
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Verteilungsmatrix Ld eingefu¨hrt, die die angreifenden Sto¨rgro¨ßen auf die Koor-
dinatenpunkte des Systems abbildet. Mit
d = L
T
d  (2.26)
ergibt sich die U¨bertragungsmatrix zwischen den Sto¨rgro¨ßen und den Sensorsi-
gnalen, also das Sto¨rverhalten der aktive Struktur:
Gd(s) =
N∑
n=1
φ
s,n
φT
d,n
µn(s2 + 2θnωns+ ω2n)
. (2.27)
Kapitel 3
Signalverarbeitung in aktiven
Systemen
Neben der Kenntnis u¨ber die mechanischen Eigenschaften des aktiven strukturdy-
namischen Systems ist eine Untersuchung der Komponenten zur Verarbeitung
der Signale notwendig, um deren Einfluß auf das Systemverhalten abscha¨tzen zu
ko¨nnen. Hierzu geho¨ren analoge Signal- und Leistungsversta¨rker fu¨r die Sensoren
und Aktoren und Tiefpaßfilter, die bei einer digitalen Verarbeitung der Signale
notwendig sind.
Mit diesen Betrachtungen soll die Kette der Signale von der aktiven Struktur
selbst, deren U¨bertragungsmatrix in Kapitel 2 aufgestellt worden ist, und der
digitalen Signalverarbeitung fu¨r die adaptive Regelung (s. Kapitel 4) und Identi-
fikation (s. Kapitel 5) der aktiven Struktur geschlossen werden, wozu auch eine
zeitdiskrete Darstellung der U¨bertragungsfunktionen des Systems notwendig ist.
Abbildung 3.1 zeigt eine aktive Struktur mit den im Folgenden zu untersuchenden
Komponenten [59].
3.1 Sensorsignale
Die erste Stufe der Regelung aktiver Strukturen stellt die Abnahme der elektri-
schen Signale dar, die von an der Struktur applizierten oder in ihr integrierten
Sensoren erzeugt werden. Applizierte Sensoren fu¨r dynamische Signale sind zum
Beispiel Beschleunigungsaufnehmer, die auch in der Meßtechnik Anwendung fin-
den [16]. Fu¨r die Anwendung bei fla¨chigen Leichtbaustrukturen erscheinen pie-
zokeramische Foliensensoren (Patches) besonders geeignet, die appliziert oder in
eine Faserverbundstruktur integriert werden ko¨nnen [30]. Bei hinreichend klei-
nen Auslenkungen kann deren Sensorverhalten als linear angenommen werden
und Hystereseeffekte sind vernachla¨ssigbar . Ferner sollen die Ru¨ckwirkung in
Form von mechanischen Eigenfrequenzen der Sensoren nicht in Betracht gezogen
werden, da diese im Allgemeinen sehr weit oberhalb des zu regelnden Frequenzbe-
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Abbildung 3.1: Aktive Struktur mit digitaler Signalverarbeitung zur Regelung
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Abbildung 3.2: Ersatzschaltbild eines Piezosensors
reichs liegen [16]. Auf der elektrischen Seite ergibt sich fu¨r den piezoelektrischen
Sensor als Ersatzbild eine Quelle mit einer kapazitiven Innenimpedanz, die an
die nachfolgende Stufe des Systems angeschlossen wird (s. Abbildung 3.2)[102].
Um die durch die Dehnung des Sensors auf den Elektroden erzeugte Ladung
bzw. die Sensorspannung exakt zu messen, ist ein Meßgera¨t mit einem unendlich
großen Eingangswiderstand erforderlich. Dagegen bieten die meisten Meßgera¨te
nur endliche Eingangswidersta¨nde. Es ergibt sich also ein Hochpaßverhalten:
U
Us
=
jωRinC
1 + jωRinC
, (3.1)
weshalb Piezosensoren zur Messung statischer Gro¨ßen ungeeignet sind. Ferner
ist der Eingangswiderstand der na¨chsten Stufe im Verha¨ltnis zur Kapazita¨t des
Sensors so zu wa¨hlen, daß die sich ergebende untere Grenzfrequenz wesentlich un-
terhalb des interessierenden Frequenzbereichs liegt. Die Einschra¨nkung der Mes-
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sung auf dynamische Gro¨ßen mit ω > 0 ergibt sich im U¨brigen bei allen Sensoren
auf piezoelektrischer Basis wie Beschleunigungs- und Kraftsensoren.
3.2 Tiefpaßfilter
Bei einer digitalen Regelung strukturdynamischer Systeme sind Tiefpaßfilter als
Anti-Aliasing- und Rekonstruktionsfilter mit einer Grenzfrequenz, die nach dem
Abtasttheorem maximal der halben Abtastfrequenz entspricht, erforderlich [26]
(Abbildung 3.1). Um den Aufwand zu minimieren, ist eine Grenzfrequenz der
Filter mo¨glichst nahe an der ho¨chsten zu regelnden Frequenz und eine große
Steilheit beim U¨bergang des Frequenzgangs in den Sperrbereich wu¨nschenswert,
jedoch verursachen Tiefpaßfilter mit der Filterordnung zunehmende Phasenver-
schiebungen auch weit unterhalb der Grenzfrequenz.
Dieser Effekt kann anhand einer Frequenzgangmessung an einem einseitig einge-
spannten aktiven Biegebalken (300mm × 20mm × 2mm, Stahl) gezeigt werden
[47][74]. Betrachtet wird hierbei der Frequenzgang des Gesamtsystems aus Lei-
stungsversta¨rker, der Struktur mit applizierten piezoelektrischen Patches als Ak-
toren und Sensoren, sowie der analogen Tiefpaßfilter elliptischen Typs sechster
Ordnung (Abbildung 3.3). Deutlich ist der Einfluß der Filter auf den Phasen-
Rekonstruktions-
filter
Piezo-
verstärker
Anti-Aliasing
Filter
CADA-X
PZT-Sensor
PZT-Aktor
Abbildung 3.3: Frequenzgangmessung an einer aktiven Struktur mit Tiefpaßfil-
tern
gang der Regelstrecke zu sehen, wa¨hrend die Beeinflussung des Amplitudengangs
bis zur Grenzfrequenz gering bleibt (Abbildung 3.4). Durch die Phasenverschie-
bungen treten fu¨r adaptive Regler Kausalita¨tsprobleme auf, da die Laufzeit der
Signale durch die Struktur ku¨rzer ist als die durch den Regler, und so ein Aktor-
signal pra¨diktiv ermittelt werden muß [9][112].
Eine ho¨here Grenzfrequenz der Filter erfordert jedoch eine ho¨here Abtastfrequenz
und damit ho¨here Rechenleistung des Systems. Daher stellt die Auslegung der
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Abbildung 3.4: Frequenzga¨nge der aktiven Struktur mit Filtern
Filter einen Kompromiß zwischen der Beeinflussung der Regelstrecke und der
eingesetzten Rechenkapazita¨t des Signalprozessors dar.
3.3 Aktorsignale
Zur Ansteuerung der Aktoren wird im Allgemeinen eine Leistungsversta¨rkung
beno¨tigt. Hier soll ein idealer Versta¨rker angenommen werden, der u¨ber der Fre-
quenz eine konstante Versta¨rkung aufweist. Da piezoelektrische Aktoren eine
kapazitive Last darstellen, gilt diese Annahme nur fu¨r einen bestimmten Fre-
quenzbereich (Abbildung 3.5). Auch Hystereseeffekte der Piezoaktoren sollen ver-
nachla¨ssigt werden, so daß eine lineare Regelstrecke angenommen werden darf.
Bei hinreichend kleiner Aussteuerung der Aktoren beha¨lt diese Annahme aber
auch im Versuch Gu¨ltigkeit.
3.4 Digitale Signalverarbeitung
Fu¨r eine digitale Regelung der aktiven Struktur ist eine zeitdiskretisierte Dar-
stellung der U¨bertragungsmatrix (Gl. (2.16)) notwendig. Da durch die modale
Darstellung eine Ru¨ckfu¨hrung auf eine Superposition von einfachen Systemen
zweiter Ordnung mo¨glich ist (s. Kapitel 2), reicht es aus, nur ein solches Teilsy-
stem
Hk(s) =
1
s2 + 2θω0s+ ω
2
0
(3.2)
zu diskretisieren. Besonders anschaulich gelingt die U¨berfu¨hrung vom kontinuier-
lichen zum zeitdiskreten System durch die Impulsinvarianzmethode [108]. Hierzu
wird zuna¨chst durch inverse Laplace-Transformation die Impulsantwort berech-
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Abbildung 3.5: Amplitudengang der Versta¨rkung eines Hochvoltversta¨rkers (PI
463) fu¨r kapazitive Lasten
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Abbildung 3.6: Kontinuierliches und abgetastetes Zeitsignal
net [10]:
Hk(s) •−◦ hk(t) = 1
ω0
√
1− θ2 e
−θω0t sin(ω0
√
1− θ2t)u(t), (3.3)
wobei u(t) die Einheitssprungfunktion darstellt. Dieses Zeitsignal wird mit einer
Abtastrate T abgetastet (s. Abbildung 3.4), so daß fu¨r das abgetastete Signal
gilt:
hk(nT ) = h(n) =
1
ω0
√
1− θ2 e
−θω0Tn sin(ω0
√
1− θ2Tn)u(n) (3.4)
Bei der Wahl von T ist das Abtasttheorem zu beachten, also muß die Abtastfre-
quenz 1/T mindestens doppelt so hoch gewa¨hlt werden wie die ho¨chste Frequenz,
bei der das abgetastete Signal spektrale Anteile besitzt [95].
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Fu¨r mechanische Strukturen kann im Allgemeinen ein sehr kleiner Da¨mpfungsgrad
θ ≈ 0.01 [98] angenommen werden, so daß
√
1− θ2 ≈ 1 (3.5)
wird und so der Ausdruck fu¨r die Impulsantwort angena¨hert werden kann durch:
h(n) ≈ 1
ω0
e−θω0Tn sin(ω0Tn)u(n) (3.6)
Durch z-Transformation wird daraus die U¨bertragungsfunktion ermittelt [95],
woraus sich fu¨r das System zweiter Ordnung mit schwacher Da¨mpfung ergibt:
H(z) =
1
ω0
Im{p}z
z2 − 2Re{p}z + |p|2 mit p = e
(−θ+j)ω0T . (3.7)
Die Polstellen des kontinuierlichen Systems werden durch die Diskretisierung von
der linken s−Halbebene in den Einheitskreis der z-Ebene transformiert:
p1,2 = e
(−θ±j)ω0T , (3.8)
wobei der Abstand zur Kreislinie die Da¨mpfung und der Winkel mit der reellen
Achse die Eigenfrequenz wiedergibt.
Der Frequenzgang des abgetasteten Systems ist aufgrund der Abtastung mit dem
Faktor 1/T skaliert [1]:
H(ejωT ) =
1
T
Hk(jω), (3.9)
was bei einem direkten Vergleich beru¨cksichtigt werden muß. Fu¨r die Matrix
der U¨bertragungsfunktionen zwischen Aktoren und Sensoren (Gl. 2.16) z-Bereich
ergibt sich:
Gakt(z) =
N∑
n=1
φs,nφ
T
a,n
µnωn
Im{pn}z
z2 − 2Re{pn}z + |pn|2 mit pn = e
(−θn+j)ωnT . (3.10)
Entsprechend kann die Matrix des Sto¨rverhaltens im z-Bereich formuliert werden:
Gd(z) =
N∑
n=1
φs,nφ
T
d,n
µnωn
Im{pn}z
z2 − 2Re{pn}z + |pn|2 mit pn = e
(−θn+j)ωnT . (3.11)
Die in den Matrizen enthaltenen U¨bertragungsfunktionen sind Bestandteile der
Regelstrecke bei einer einer adaptiven Vibrationsregelung. Ihre jeweilige Bedeu-
tung soll an einer allgemeinen aktiven Struktur (s. Abbildung 3.7) gezeigt werden.
Die anregende Kraft soll durch die Sto¨rgro¨ße X(z) dargestellt werden. Die durch
sie bewirkten Vibrationen werden als Sensor- oder Fehlersignal E(z) gemessen.
Die U¨bertragungsfunktion zwischen diesen Gro¨ßen, die Prima¨rstrecke P (z), bleibt
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Abbildung 3.7: U¨bertragungsfunktionen eines Systems mit adaptiver Regelung
daher unbekannt, wenn die Sto¨rgro¨ße selbst nicht meßbar ist. Um fu¨r den adap-
tiven Regler ein Referenzsignal zu erhalten, wird daher an einer geeigneten Stelle
ein Signal R(z) abgenommen. Ebenso wie die Prima¨rstrecke ist die entsprechende
U¨bertragungsfunktion T (z) im Allgemeinen nicht meßbar. Das Ziel der Regelung
ist die Minimierung der Vibrationen, also des Sensorsignals E(z). Hierzu gene-
riert der adaptive Regler durch Filterung aus der Referenzgro¨ße ein Aktorsignal
Y (z), das u¨ber die Sekunda¨rstrecke S(z) ebenfalls ein Signal am Fehlersensor
erzeugt. Idealerweise sollen sich die Wirkungen der Sto¨rung und des Aktors an
dieser Stelle aufheben, so daß E(z) verschwindet. Im Allgemeinen erzeugt der
Aktor allerdings eine Ru¨ckkopplung auf das Referenzsignal R(z). Durch diese
Ru¨ckkopplungsstrecke F (z) wird der Regelkreis geschlossen. Wenn es gelingt, die
Wirkung auf die Referenzgro¨ße zu eliminieren, entsteht eine adaptive Steuerung,
die besonders gu¨nstige Stabilita¨tseigenschaften besitzt.
Aus der Matrixformulierung der oben dargestellten Zusammenha¨nge[
E(z)
R(z)
]
=
[
P (z) S(z)
T (z) F (z)
] [
X(z)
Y (z)
]
(3.12)
la¨ßt sich die Zuordnung zu den Elementen der U¨bertragungsmatrizen vornehmen
[
Gakt(z)
...Gd(z)
]
=
[
P (z) S(z)
T (z) F (z)
]
(3.13)
Bei einer Erweiterung auf mehr als einen Referenz- oder Fehlersensor sowie fu¨r
mehrere Sto¨r- oder Aktorsignale ergeben sich Untermatrizen in der U¨bertragungs-
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matrix. Von den enthaltenen U¨bertragungsfunktionen bilden S(z) und F (z) ei-
ne Gruppe von meßbaren U¨bertragungsfunktionen, die fu¨r die Implementierung
des Reglers identifiziert werden mu¨ssen. Die beiden anderen, mit der Sto¨rgro¨ße
verknu¨pften U¨bertragungsfunktionen sind dagegen wie erwa¨hnt im Allgemeinen
nicht meßbar, jedoch ist die genaue Kenntnis ihrer Eigenschaften bei der Verwen-
dung eines adaptiven Regelkonzepts nicht erforderlich.
Kapitel 4
Adaptive Steuerungen und
Regelungen
Um eine optimale Unterdru¨ckung von sto¨renden Vibrationen zu erhalten, auch
wenn sich das Sto¨rsignal oder die Parameter der Regelstrecke a¨ndern, wird eine
Adaption des Systems notwendig, da die Eigenschaften eines optimalen Systems
immer von denen der Sto¨rgro¨ße abha¨ngen [53]. Mit der Einfu¨hrung adaptiver
Filter im System wird dieses zeitvariant, kann also nicht mehr ohne weiteres als
LTI (linear time invariant) angenommen werden, was bei der Analyse beachtet
werden muß. Basierend auf dem in den vorigen Kapiteln 2 und 3 aufgestellten
zeitdiskreten, allgemeinen Modell fu¨r eine aktive Struktur, sollen im Folgenden
zuna¨chst zwei Konzepte zur adaptiven Steuerung (Feedforward Control) beschrie-
ben werden, die ein Referenzsignal beno¨tigen.
Bei der adaptiven Regelung wird dagegen auf die Verwendung des Referenzsi-
gnals verzichtet. Durch eine Scha¨tzung der Sto¨rgro¨ße aus dem Ausgangssignal
der Regelstrecke kann dieses Konzept aber ebenfalls auf das der adaptiven Ge-
gensteuerung zuru¨ckgefu¨hrt werden.
4.1 Adaptive Gegensteuerungen
4.1.1 Gegensteuerung mit unabha¨ngigem Referenzsignal
Oft bilden Rotationsmaschinen die Sto¨rquelle periodischer Vibrationen in struk-
turdynamischen Systemen. In diesem Fall la¨ßt sich an der Maschine ohne die
Benutzung von Vibrationssensoren ein Drehzahlsignal oder ein Triggerimpuls ab-
greifen, aus dem mit einem synchronisierten Signalgenerator ein entsprechen-
des Referenzsignal erzeugt werden kann [23]. Ein solches Signal wird nicht von
durch die Aktoren verursachten Vibrationen beeinflußt, daher existiert keine
Ru¨ckkopplung, die die Stabilita¨t des aktiven Systems einschra¨nkt (Abbildung
4.1).
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Das Sto¨rsignal x bewirkt durch die Prima¨rstrecke P ein meßbares Fehlersignal e.
Aus dem gleichen Signal wird durch ein adaptives Filter W ein entsprechendes
Gegensteuersignal erzeugt, welches u¨ber die Sekunda¨rstrecke S auf den Fehler-
sensor wirkt. Dieser mißt also die U¨berlagerung beider Signale:
E(z) = X(z)(P (z) +W (z)S(z)). (4.1)
Um das Fehlersignal zu minimieren, wird seine Leistung als Zielfunktion fu¨r einen
Adaptionsalgorithmus verwendet. Wenn es vollsta¨ndig verschwindet, ergibt sich
W S +
+x
d
e
P
Abbildung 4.1: Blockschaltbild eines Systems mit adaptiver Gegensteuerung. Der
strukturdynamische Teil ist hinterlegt dargestellt
fu¨r das optimale Filter W die U¨bertragungsfunktion
W (z) = −P (z)
S(z
. (4.2)
Aufgrund von Phasenverschiebungen durch Anti-Aliasing-Filter, Diskretisierung
der Signale und die verwendete analoge Leistungselektronik besitzt S(z) meist
eine zusa¨tzliche Laufzeit z−∆ gegenu¨ber P (z), so daß das optimale Filter W (z)
akausal und somit nicht realisierbar wird [55]. Die mit dem Adaptionsalgorithmus
gefundene, realisierbare Lo¨sung ist dann immer suboptimal [9]. Fu¨r periodische
Sto¨rsignale x ergibt sich jedoch kein Problem, da durch Einfu¨hrung zusa¨tzlicher
Laufzeiten in W ein um eine ganze Periode verschobenes und damit identisches
Gegensteuersignal generiert werden kann. Eine sehr gu¨nstige Eigenschaft dieser
Form der Sto¨rgro¨ßenunterdru¨ckung ist die unbedingte Stabilita¨t aufgrund der
fehlenden Ru¨ckkopplung, solange das adaptive Filter W selbst stabil ist.
4.1.2 Breitbandige adaptive Gegensteuerung
Kann kein unabha¨ngiges Referenzsignal gefunden werden, muß ein Vibrations-
sensor zum Messen eines Referenzsignals verwendet werden. Allerdings wird das
dort gemessene Referenzsignal R(z) durch die Wirkung des Steuerungssignals auf
den Sensor u¨ber die Strecke F (siehe Abbildung 4.2) u¨berlagert. Daher liegt eine
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Ru¨ckkopplung vor, die die Stabilita¨t des Systems nachteilig beeinflussen kann.
Um diesen Effekt zu kompensieren, wird das System erweitert [59]. Das Gegen-
steuersignal Y (z) wird hierzu mit einem Modell (Fˆ ) der Strecke vom Aktor zum
Referenzsensor, welches zuvor in einer Systemidentifikation gebildet wird, gefiltert
und anschließend vom gemessenen Signal abgezogen. Als korrigiertes Referenzsi-
gnal steht dann
Rˆ(z) = R(z) + (F (z)− Fˆ (z))Y (z) (4.3)
zur Verfu¨gung, welches fu¨r ein ideales Modell Fˆ dem unbeeinflußten Referenzsi-
gnal entspricht. Mit dieser Erweiterung la¨ßt sich der Fall eines abha¨ngigen Re-
ferenzsignals auf den eines unabha¨ngigen zuru¨ckfu¨hren. Da die U¨bertragungs-
funktionen T und P nicht gemessen werden ko¨nnen, kann zur Vereinfachung das
Signal R(z) als Sto¨rsignal angenommen werden. Als Prima¨rstrecke dient dann
entsprechend die U¨bertragungsfunktion
P ′(z) =
P (z)
T (z)
, (4.4)
wodurch die gleiche Aufgabenstellung wie bei der einfachen Gegensteuerung (Abb.
4.1) vorliegt.
Um den Aufwand der Signalverarbeitung gering zu halten, kann in einer prakti-
schen Anwendung versucht werden, den Referenzsensor so zu plazieren, daß die
Beeinflussung durch das Gegensteuersignal vernachla¨ssigt werden kann, also F
nahezu verschwindet und die Kompensation u¨berflu¨ssig wird.
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e
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Abbildung 4.2: Blockschaltbild eines Systems mit breitbandiger Gegensteuerung.
Der strukturdynamische Teil des Systems ist hinterlegt dargestellt
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4.2 Adaptionsalgorithmus
4.2.1 Filtered-X LMS Algorithmus
Zur Generierung des Gegensteuersignals aus dem Referenzsignal wird ein adap-
tives Filter eingesetzt , um auch bei vera¨nderten Sto¨rsignalen oder Parametern
der Regelstrecke eine optimale Sto¨rgro¨ßenunterdru¨ckung zu gewa¨hrleisten. Wegen
seiner besonderen Einfachheit wird ha¨ufig der Filtered-X Least-Mean-Squares-
Algorithmus verwendet, der auf das nichtrekursive adaptive Filter zuru¨ckgefu¨hrt
werden kann [117].
Wird angenommen, daß sich die Koeffizienten des Filters W nur langsam ge-
messen an den Zeitkonstanten des Systems vera¨ndern, kann dieses als linear und
zeitinvariant fu¨r einen gewissen Zeitraum angenommen werden. Daher ist es er-
laubt, die Strecken W und S im Schaltbild zu vertauschen, wodurch sich sofort das
Optimalfilterproblem ergibt und die Anwendung des LMS-adaptiven FIR-Filters
mo¨glich ist (Abbildung 4.3). Auch hier wird die leistungsbezogene Gu¨tefunktion
+ +WS
P
d
x x’
e
Abbildung 4.3: Problem der Gegensteuerung zuru¨ckgefu¨hrt auf das Optimalfilter-
problem (umrandet dargestellt)
(cost function)
ξ = E[e(n)2] (4.5)
eingefu¨hrt, woraus sich nach Anwendung des stochastischen Gradientenverfahrens
fu¨r die Adaption der Filterkoeffizienten ergibt:
w(n+ 1) = w(n)− µx′(n)e(n). (4.6)
Dabei ist x′(n) der Vektor aus den letzten N Werten des Referenzsignals, das mit
der U¨bertragungsfunktion des Sekunda¨rstrecke gefiltert worden ist. Daher muß
ein Modell Sˆ(z) dieser Strecke im Regelsystem existieren (Abbildung 4.4).
Da das optimale Filter W von den Eigenschaften der Signale abha¨ngt, ergeben
sowohl A¨nderungen der Strecken S und P als auch A¨nderungen der Eigenschaf-
ten des Sto¨rsignals ein andere Lo¨sungen fu¨r dessen Koeffizienten. Daher muß
fu¨r die Konvergenz des Algorithmus ein stationa¨res Sto¨rsignal x(n) vorhanden
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Abbildung 4.4: Blockschaltbild des Filtered-X LMS-Algorithmus
sein und Einschwingvorga¨nge mu¨ssen abgeklungen sein. Da dies bei schwach
geda¨mpften Systemen eine starke Einschra¨nkung der Anwendbarkeit darstellt,
kann mit u¨berlagerten aktiven Da¨mpfungsmaßnahmen versucht werden, transi-
ente Vorga¨nge zu unterdru¨cken [99].
Durch die Verwendung des adaptiven FIR-Filters W wird auch hier die gewa¨hlte
Gu¨tefunktion quadratisch in den Koeffizienten des adaptiven Filters, es existiert
nur ein Minimum und damit eine optimale Lo¨sung fu¨r die Koeffizienten des ad-
aptiven Filters.
U¨ber die Konstante µ wird die Geschwindigkeit des Konvergenzprozesses einge-
stellt. Der theoretisch maximal mo¨gliche Wert
µ =
2
NPx′
(4.7)
wird in der Praxis meist nicht erreicht, da das Verzo¨gerungsverhalten der Se-
kunda¨rstrecke diesen absenkt [40].
Auch die Genauigkeit des verwendeten Modells Sˆ(z) hat Einfluß auf die Kon-
vergenz des Algorithmus, wobei Abweichungen in der Phase von wesentlicher
Bedeutung sind. Wird angenommen, daß sich S(z) und sein Modell nur um einen
Phasenfehler unterscheiden:
S(z) = Sˆ(z)φ(z), (4.8)
dann ist die Konvergenz nur fu¨r
cosφ(z) < 1 ∀ z = ejωT (4.9)
sichergestellt [24], was einer maximal zula¨ssigen Phasendifferenz von pi/2 ent-
spricht. Allerdings sinkt dann die Geschwindigkeit der Konvergenz deutlich ab
[59].
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4.2.2 Leaky FXLMS Algorithmus
Eine Begrenzung der Leistung des Steuerungssignals ist in der Praxis von Inter-
esse um U¨bersteuerung der Aktoren zu vermeiden. Die Gu¨tefunktion (Gl. A.11)
wird dazu erweitert [59], so daß die Leistung von y mit einem Faktor γ gewichtet
beru¨cksichtigt wird:
ξˆ(n) = e(n)2 + γy(n)2. (4.10)
Aus dieser modifizierten Gu¨tefunktion ergibt sich der Leaky-LMS-Algorithmus:
w(n+ 1) = (1− γµ)w(n)− µx′(n)e(n) (4.11)
Durch den Faktor γ wird in jedem Rechenschritt der Betrag des Koeffizienten-
vektors verringert. Hierdurch wird verhindert, daß bei ausgeschaltetem Sto¨r- und
Referenzsignal die Koeffizienten durch Rundungsfehler u¨ber alle Grenzen wach-
sen.
Weiterhin ergibt sich auch ein Einfluß auf die Robustheit bezu¨glich Abweichun-
gen der Sekunda¨rstrecke vom Modell Sˆ(z). Wird auch hier angenommen, daß sich
die Sekunda¨rstrecke und ihr Modell nur um eine Phasendifferenz unterscheiden
(Gl. 4.8), ergibt sich als Bedingung fu¨r die Stabilita¨t des Adaptionsalgorithmus
[24]:
cosφ(z) <
−γ
|S(z)|2 ∀ z = e
jωT (4.12)
Diese Bedingung ist schwa¨cher als die bisherige fu¨r den unmodifizierten LMS-
Algorithmus ( Gl. (4.9)). Bei kleinen Werten fu¨r den Betrag von S, wie sie au-
ßerhalb der Resonanzfrequenzen vorkommen, la¨ßt sich eine unbedingte Stabilita¨t
herbeifu¨hren, indem der Wert fu¨r γ gro¨ßer als der Betrag von S gewa¨hlt wird.
Daher ist fu¨r das Modell der Sekunda¨rstrecke hohe Genauigkeit nur noch im Be-
reich der Resonanzfrequenzen erforderlich.
Der Faktor γ wird wesentlich kleiner als die Konvergenzkonstante µ gewa¨hlt,
denn durch ihn wird die Konvergenzgeschwindigkeit verringert und die erreich-
bare Sto¨rungsunterdru¨ckung vermindert. Durch einen geeigneten Wert fu¨r γ kann
also ein Kompromiß zwischen Robustheit und Regelgu¨te erzielt werden.
4.3 Adaptive Regelung
Wenn die zu unterdru¨ckenden Sto¨rsignale keine eindeutige Quelle besitzen, fehlt
ein entsprechendes Referenzsignal um eine Gegensteuerung zu implementieren.
Dann ist eine Unterdru¨ckung der Sto¨rung nur durch eine Regelung mo¨glich, die
auf der Ru¨ckkopplung von Sensorsignalen basiert.
Durch die Internal Model Control Methode kann jedoch das Problem der Re-
gelung auf das der Gegensteuerung zuru¨ckgefu¨hrt werden, so daß die oben be-
schriebenen Ansa¨tze nutzbar sind [59]. Diese Methode ist unter anderem in der
Prozeßregelung von Interesse, da dort die Regelstrecken stets stabil sind und
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Abbildung 4.5: Adaptive Regelung nach der Internal Model Control Methode.
Der strukturdynamische Teil ist hinterlegt dargestellt
durch die Zuru¨ckfu¨hrung des Regelproblems auf eine Steuerung die Stabilita¨t
des Gesamtsystems nur von der Stabilita¨t des Reglers selbst abha¨ngt [17]. Zur
Realisierung einer derartigen adaptiven Regelung wird ein Modell Sˆ(z) der Se-
kunda¨rstrecke S(z) beno¨tigt. Mit Hilfe dieses Modells kann aus dem Sensorsignal
eine Scha¨tzung fu¨r die Sto¨rgro¨ße erhalten werden (Abbildung 4.5):
Dˆ(z) = D(z) + Dˆ(z)W (z)(S(z)− Sˆ(z)). (4.13)
Fu¨r ein ideales Modell der Regelstrecke wird das gescha¨tzte Signal identisch
zum Sto¨rsignal, wodurch die Ru¨ckkopplungsschleife aufgebrochen wird und sich
das System zu einem Gegensteuerungssystem vereinfacht , das als Prima¨rstrecke
einen einfachen Durchgriff besitzt [20]. Wird wieder die Annahme der langsamen
Zeitvera¨nderlichkeit des Systems getroffen (Abbildung 4.3), a¨hnelt dies einem
Pra¨diktionssystem , da die Strecke S(z) durch die meist vorhandenen Phasenver-
schiebungen im Signalverarbeitungssystem eine Totzeit z−∆ entha¨lt. Das optimale
Filter W (z) fu¨r die Regelung wird daher wie beim Pra¨diktor vom Erregungssignal
D(z) abha¨ngen.
Weiterhin liefert ein Internal Model Control System, welches ein entsprechend
optimales Filter W (z) realisiert, die gleichen Ergebnisse wie eine LQG (Linear
Quadratic Gaussian) Regelung mit der gleichen Gu¨tefunktion, also dem Erwar-
tungswert des Fehlersignals E[e2(n)] [83]. Jedoch bietet es die Mo¨glichkeit der
Adaptivita¨t, so daß es sich an vera¨nderliche Sto¨rsignale anpassen kann und in
dieser Hinsicht einem Regler mit festen Parametern u¨berlegen ist. Durch den
geschlossenen Regelkreis ergibt sich allerdings das Problem der Stabilita¨t des
Systems, was einen Nachteil gegenu¨ber den stets stabilen Gegensteuerungen dar-
stellt.
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Abbildung 4.6: Mehrkanalige Gegensteuerung mit K Aktoren und M Sensoren
4.4 Mehrkanalige Systeme
In vielen Anwendungen reicht ein Steuerungs- oder Regelungssystem mit nur ei-
nem Ein- und einem Ausgang (SISO: Single Input, Single Output) nicht aus.
Dann sind mehrere Aktoren sind notwendig, um alle relevanten Moden der Re-
gelstrecke anzuregen und ebenfalls mehrere Sensoren, um diese zu beobachten
[104].
Die weiter oben vorgestellten Systeme zur Unterdru¨ckung von Sto¨rsignalen lassen
sich auf diesen Fall erweitern [59]. Bei einer Verwendung von K Aktoren und M
Sensoren entsteht ein MIMO (Multiple Input Multiple Output) System mit M
Prima¨rstrecken, K adaptiven FilternWk(z) undK×M Sekunda¨rstrecken Sk,m(z),
von denen entsprechende Modelle Sˆk,m(z) vorhanden sein mu¨ssen, um eine mehr-
kanaligie Version des FXLMS Algorithmus zu implementieren (Abbildung 4.6).
Existiert zusa¨tzlich noch eine Ru¨ckwirkung der Aktoren auf den Referenzsensor,
mu¨ssen noch K Strecken Fk(z) durch Modelle Fˆk(z) beru¨cksichtigt werden, um
eine Kompensation dieses Effekts erzielen zu ko¨nnen.
Als Fehlergro¨ße dient nun die Summe aus den Erwartungswerten der quadrierten
Sensorsignale:
ξ(n) =
M∑
m=1
E[e2m(n)] (4.14)
Die Verallgemeinerung des FXLMS-Algorithmus auf den mehrkanaligen Fall er-
gibt sich dann durch Einfu¨hrung von Vektoren und Matrizen aus Signalen. Fu¨r
die M Fehlersensoren wird ein Vektor eingefu¨hrt:
e(n) =
[
e1(n) e2(n) · · · eM(n)
]T
, (4.15)
ebenso fu¨r die Impulsantworten der adaptiven FIR-Filter:
w(n) =
[
w1(n) w2(n) · · · wK(n)
]T
. (4.16)
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Fu¨r die Modelle der Sekunda¨rstrecken ergibt sich dann eine Matrixdarstellung:
s^(n) =


sˆ11(n) sˆ12(n) · · · sˆ1K(n)
sˆ21(n) sˆ22(n) · · · sˆ2K(n)
...
...
. . .
...
sˆM1(n) sˆM2(n) · · · sˆMK(n)

 , (4.17)
ebenso fu¨r die gefilterten Referenzsignale:
X′(n) =


sˆ11(n) ∗ x(n) sˆ12(n) ∗ x(n)) · · · sˆ1K(n) ∗ x(n)
sˆ21(n) ∗ x(n) sˆ22(n) ∗ x(n) · · · sˆ2K(n) ∗ x(n)
...
...
. . .
...
sˆM1(n) ∗ x(n) sˆM2(n) ∗ x(n) · · · sˆMK(n) ∗ x(n)

 (4.18)
Durch gleiches Vorgehen wie im einkanaligen Fall ergibt sich der mehrkanalige
FXLMS-Algorithmus zur Adaption der Koeffizienten der adaptiven FIR-Filter
wk [59]:
wk(n+ 1) = wk(n) + µX
′(n)e(n) (4.19)
A¨hnlich wie beim SISO-System ko¨nnen auch hier die Ausgangssignale durch die
Einfu¨hrung eines Leakage-Faktors begrenzt werden:
wk(n + 1) = (1− µγ)wk(n) + µX′(n)e(n) (4.20)
Auch hier wird durch die Einfu¨hrung eines Leakage-Faktors γ die Stabilita¨t des
Systems verbessert, besonders wenn es außerhalb der Eigenfrequenzen der Regel-
strecke arbeitet.
Weiterhin ergibt sich eine Verbesserung der Stabilita¨t des Algorithmus durch eine
Anordnung der Aktoren, bei der diese jeweils unterschiedliche Moden der Regel-
strecke anregen ko¨nnen, also modal entkoppelt sind [104]. Offenbar wird durch die
Erweiterung des Systems auf mehrere Ein- und Ausga¨nge der Rechenaufwand be-
tra¨chtlich erho¨ht, daher wird fu¨r die notwendigen Modelle der Sekunda¨rstrecken
eine rechentechnisch effektive Realisierung beno¨tigt, deren Anzahl mit K ×M
ansteigt.
Als weitere Verallgemeinerung, auf die hier nicht weiter eingegangen wird, exi-
stiert noch die Mo¨glichkeit der Gegensteuerung mit mehreren Referenzsignalen
(Multiple Reference FXLMS ) [59], bei der mehrere Systeme mit jeweils einem
unabha¨ngigen Referenzsignal superponiert werden.
4.5 Modale Regelkonzepte
Modale Regelkonzepte dienen zur unabha¨ngigen Beeinflussung der schwingen-
den Moden einer aktiven Struktur in einem Regelsystem mit mehreren Sensoren
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und Aktoren (MIMO: Multiple Input Multiple Output). Durch eine geeignete Li-
nearkombination der Sensorsignale Yn und Aktorsignale Fa,n werden jeweils die
entsprechenden modalen Gro¨ßen generiert (Abbildung 4.7). Die sich ergebenden
Modalfilter (Ta )
−1 und −1s realisieren daher die Ru¨cktransformation der phy-
sikalischen in modale Kra¨fte νn und Auslenkungen Qn durch die Inversion der
Matrizen Ta auf der Seite der Aktoren und s fu¨r die Sensoren. Damit diese
Operation eindeutig mo¨glich ist, mu¨ssen mindestens so viele Aktoren und Senso-
ren wie zu trennende Moden vorhanden sein:
Na ≥ N und Ns ≥ N . (4.21)
Zur Vereinfachung soll hier nur der Fall gleich vieler Aktoren und Sensoren wie
zu trennender Moden betrachtet werden (Na = Ns = N). Ferner mu¨ssen fu¨r
Invertierbarkeit die Zeilen von s und 
T
a linear unabha¨ngig sein, weshalb die
Sensoren und Aktoren geeignet positioniert werden mu¨ssen. Statt eines gekoppel-
ten Mehrgro¨ßensystems mit N Freiheitsgraden ergeben sich N autonome Systeme
Hn(z) =
1
µnωn
Im{pn}z
z2 − 2Re{pn}z + |pn|2 mit pn = e
(−θn+j)ωnT (4.22)
von je einem Freiheitsgrad, die separat geregelt werden ko¨nnen (IMSC: Indepen-
dent Modal Space Control, [78]).
Durch die Entkopplung vereinfacht sich die Matrix (Gl. (4.17)) der N × N Se-
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Abbildung 4.7: Modale Entkopplung durch Modalfilter
kunda¨rstrecken mit je N Moden zwischen allen Aktoren und Sensoren ebenfalls
zu N entkoppelten Strecken mit nur je einem Mode. Fu¨r die Implementierung
der adaptiven Gegensteuerung ergibt sich daher bei Verwendung der modalen
Entkopplung eine deutliche Reduzierung des Rechenaufwands der Signalverar-
beitung.
4.5.1 Adaptive modale Gegensteuerung
Nach der Entkopplung der einzelnen Moden kann ein modales System zur ad-
aptiven Gegensteuerung implementiert werden, indem das in Abbildung 4.1 dar-
gestellte System in den Modalraum transformiert wird. Fu¨r jeden Mode ergibt
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Abbildung 4.8: Modale adaptive Gegensteuerung
sich dann ein unabha¨ngiges System mit einem adaptiven Filter Wn(z) (Abbil-
dung 4.8). Wenn der Angriffspunkt der Sto¨rgro¨ße X(z) an der aktiven Struktur
bekannt ist, kann sie durch Einfu¨hrung einer Verteilungsmatrix LTd modelliert
werden (Kapitel 3). Fu¨r den Mode n ergibt sich dann eine modale Sto¨rgro¨ße
νd,n(z) = d,nX(z). (4.23)
Diese wird mit einer modalen Aktorkraft νn u¨berlagert, die durch Filterung aus
der Sto¨rgro¨ße X(z) mit dem adaptiven Filter Wn(z) erzeugt wird. Anschließend
wird die resultierende Anregung mit der U¨bertragungsfunktion des Modes n ge-
filtert, was zu einer modalen Auslenkung
Qn(z) = (d,n +Wn(z))X(z)Hn(z) (4.24)
fu¨hrt. Daher ist das optimale adaptive Filter, fu¨r das die modale Auslenkung
verschwindet, im Fall der modalen Gegensteuerung nur eine Konstante:
Wn(z) = −d,n. (4.25)
Statt N adaptiver Filter mit mehreren Koeffizienten bei der voll gekoppelten
mehrkanaligen Gegensteuerung sind nur N Filter Wn(z) mit je einem Koeffizien-
ten erforderlich [12].
Dies gilt jedoch nur, wenn die Moden perfekt getrennt sind und durch die ana-
loge Signalverarbeitung keine Phasenverzo¨gerungen verursacht werden, die hier
bei der Diskretisierung vernachla¨ssigt worden sind. Da kontinuierliche Struktu-
ren eine unendliche Vielzahl an Eigenmoden besitzen und die Auslegung der
Modalfilter im Allgemeinen nicht zu perfekter Trennung der Moden fu¨hrt, ist das
modale System nach Abbildung 4.8 in der Realita¨t nicht vorhanden. Meist sind
in den Ausgangssignalen der sensorseitigen Modalfilter Anteile mehrerer Moden
u¨berlagert und es werden durch eine modal angenommene Aktorkraft mehre-
re Moden angeregt. Durch diese Spillover-Effekte kann bei der Verwendung nur
eines Koeffizienten im adaptiven Filter Wn eine Beeinflussung anderer Moden
auftreten. Indem ein Filter ho¨herer Ordnung eingesetzt wird, kann jedoch das
Stellsignal auf den Frequenzbereich des entsprechenden Modes begrenzt und so
eine Anregung anderer Moden vermieden werden. Das erhaltene System ist den-
noch vereinfacht gegenu¨ber der gekoppelten mehrkanaligen Gegensteuerung, da
weiterhin nur SISO-Systeme geregelt werden.
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4.5.2 Adaptive Modalfilter
Zur Implementierung der Modalfilter ist die Kenntnis der modalen Transforma-
tionsmatrizen Ta und s fu¨r die aktive Struktur erforderlich. Diese ergeben sich
aus der Matrix der Eigenformen der Struktur  und den Verteilungsmatrizen La
und Ls fu¨r Aktoren und Sensoren (Kapitel 2):
a = L
T
a  und s = L
T
s  (4.26)
Wa¨hrend fu¨r eine vorgegebene ra¨umliche Diskretisierung der Struktur durch ex-
perimentelle Modalanalyse die Eigenformen meßtechnisch sicher zu ermitteln
sind, stellt die Bestimmung der Verteilungsmatrizen fu¨r andere als punktfo¨rmige,
kalibrierte Sensoren und Aktoren, wie zum Beispiel piezokeramische Folienakto-
ren und -sensoren ein gro¨ßeres Problem dar. Daher soll hier ein adaptives Mo-
dalfilter eingesetzt werden, welches die inverse Transformationsmatrix direkt er-
mittelt [8]. Da es sich bei der modalen Filterung um eine Linearkombination von
Sensorsignalen handelt, liegt es nahe, den Adaptive Linear Combiner auch hier
einzusetzen (Anhang A) und das Problem wie zuvor auf eine spezielle Form der
Systemidentifikation zuru¨ckzufu¨hren (Abbildung 4.9). Hierbei wird ein Modell
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−
+
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Abbildung 4.9: Modalfilter mit Adaptive Linear Combiner
einer U¨bertragungsfunktion zwischen einem beliebigen Aktor und einem beliebi-
gen Sensor beno¨tigt. Dieses muß entsprechend Abbildung 2.2 als Parallelstruktur
aufgebaut sein, um es in einzelne modale Komponenten trennen zu ko¨nnen. Oh-
ne Einschra¨nkung der Allgemeinheit soll die Strecke zwischen erstem Aktor und
erstem Sensor betrachtet werden:
Y1(z)
Fa,1(z)
=
N∑
n=1
Ta(1,n)s(1,n)
µnωn
Im{pn}z
z2 − 2Re{pn}z + |pn|2 . (4.27)
Um ein Modalfilter fu¨r Mode n zu adaptieren, wird die zugeho¨rige SDOF-U¨ber-
tragungsfunktion aus der Parallelschaltung separiert und einzeln als zu identi-
fizierendes System vorgegeben, wodurch allerdings die modale Amplitude mit
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s(1,n) skaliert wird. Bei Anregung mit Fa,1 werden danach die Sensorsignale Yk
mit den Koeffizienten αk gewichtet aufsummiert, um dieses modale System zu
approximieren. Fu¨r den Fehler E ergibt sich:
E(z) = s(1,n)Qn(z)− α Y (z), (4.28)
wobei α den Vektor der Koeffizienten darstellt. Fu¨r eine perfekte Approximation
muß der Fehler E(z) verschwinden. Nach Anwendung der modalen Ru¨cktrans-
formation fu¨r die Sensorgro¨ßen
Y (z) = sQ(z) (4.29)
und Sortierung nach den modalen Auslenkungen Qn(z) ergibt sich das lineare
Gleichungssystem:
s(1,n)


0
...
Qn
0
...
0


=
[
α1 α2 . . . αN
]
s


Q1
...
Qn
...
QN


(4.30)
Offenbar mu¨ssen alle Zeilengleichungen außer der n-ten Null ergeben, damit alle
modalen Komponenten außer dieser aus dem Signal verschwinden. Daher la¨ßt
sich das System umformulieren:


0
...
s(1,n)
0
...
0


=
[
α1 α2 . . . αN
]
s (4.31)
Auflo¨sen nach dem Koeffizientenvektor ergibt die Lo¨sung:
α =
[
0 . . . s(1,n) . . . 0
]
−1s , (4.32)
also eine mit einem Faktor skalierte Zeile der invertierten Modalmatrix. Das Ver-
fahren wird fu¨r alle n Moden parallel implementiert, woraus sich N Koeffizien-
tenvektoren αn ergeben, die zusammen das Modalfilter darstellen:

α1
...
αN

 =


s(1,1) · · · 0
...
. . .
...
0 · · · s(1,N)

−1s . (4.33)
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Offenbar wird in der Lo¨sung jede Zeile der inversen Transformationsmatrix mit
einem Faktor multipliziert. Jedoch wird hiervon die lineare Unabha¨ngigkeit der
Zeilen und damit die modale Trennung nicht beeintra¨chtigt.
Wird auch hier die leistungsbezogene Gu¨tefunktion
ξ = E[e(n)2] (4.34)
eingefu¨hrt, ergibt sich zur Adaption des Koeffizientenvektors der stochastische
LMS-Algorithmus (s. Anhang A):
α(n+ 1) = α(n)− µy(n)e(n). (4.35)
Damit steht ein adaptives Modalfilter fu¨r die Sensorsignale zur Verfu¨gung. Zur
vollsta¨ndigen modalen Entkopplung in einem Regelkreis ist allerdings zusa¨tzlich
die Transformation der Aktorsignale erforderlich, die aus modalen Stellgro¨ßen
νn physikalische Gro¨ßen F(a,n) berechnet. Eine erneute Anwendung des Adapti-
ve Linear Combiner als Modalfilter fu¨r die Aktorseite resultiert jedoch in einem
Algorithmus, der dem FXLMS entspricht, da hier zwischen dem adaptiven Fil-
ter und der Differenzbildung mit dem SDOF-Modell noch die Sekunda¨rstrecken
der aktiven Struktur geschaltet sind. Diese mu¨ßten dann komplett identifiziert
werden, was den im vorigen Abschnitt beschriebenen sehr hohen Rechenaufwand
zur Folge hat. Eine wesentliche Vereinfachung ergibt sich, wenn Aktoren und
Sensoren kollokiert angeordnet sind. Dann kann eine proportionale Beziehung
angenommen werden:
a ∼ s. (4.36)
Damit ist das ermittelte Modalfilter fu¨r die Sensoren vereinfachend ebenso fu¨r
die Aktoren anzuwenden, da die erhaltene Lo¨sung bis auf einen skalaren Faktor
fu¨r jede modale Stellgro¨ße korrekt ist, der die modale Trennung jedoch nicht be-
einflußt.
Kapitel 5
Identifikation mit adaptiven
Digitalfiltern
In den vorangegangenen Kapiteln ist die systemtheoretische Beschreibung des
aktiven Systems erfolgt, und es sind einige Konzepte zur adaptiven Vibrations-
unterdru¨ckung diskutiert worden. Gleichzeitig hat sich die Notwendigkeit einer
Identifikation der entsprechenden U¨bertragungsfunktionen im aktiven System er-
geben, deren Modelle zur Implementierung der Regelkonzepte beno¨tigt werden.
Da es mo¨glich ist, die aktive Struktur modal zu beschreiben und so in einfache
Teilsysteme zweiter Ordnung zu zerlegen, sind Betrachtungen an einem derartigen
System zuna¨chst ausreichend (s. Kapitel 2). Spa¨ter kann dann die Identifikation
von Systemen ho¨herer Ordnung erfolgen, indem Modelle parallel geschaltet wer-
den.
Die Identifikation eines Systems mit Hilfe adaptiver Digitalfilter erfolgt unabha¨n-
gig von der Filterstruktur nach dem gleichen Prinzip (Abbildung 5.1). Gegeben
sei eine U¨bertragungsstrecke H(z) eines aktiven strukturdynamischen Systems
in zeitdiskreter Form, deren Parameter je nach Problemstellung teilweise oder
vollsta¨ndig unbekannt sind. Das Signal x(n) regt sowohl die Strecke als auch
das entsprechende Modell Hˆ(z) an. Aus deren Ausgangssignalen wird die Diffe-
renz e(n) gebildet und einem Adaptionsalgorithmus u¨bergeben. Dieser stellt die
Parameter des Modells derart nach, daß die Differenz im Sinne einer Kleinste-
Quadrate-Approximation minimiert wird [117].
Das Ergebnis ist nicht unbedingt ein Modell, welches die physikalischen Para-
meter der Strecke, hier die Eigenfrequenzen und Da¨mpfungen der Moden, exakt
wiedergibt, sondern nur das Ein-/ Ausgangsverhalten approximiert [106]. Ist das
Ausgangssignal der Strecke rauschbehaftet, wird die Qualita¨t des identifizierten
Modells abnehmen, allerdings sollen solche Effekte hier vernachla¨ssigt werden.
Damit der Adaptionsalgorithmus gegen eine sinnvolle Lo¨sung konvergiert, muß
ein geeignetes Testsignal x(n) gewa¨hlt werden, das stationa¨r ist und alle interes-
sierenden Moden der Strecke anregen kann. Gebra¨uchlich sind weißes Rauschen
und Gleitsinussignale [59].
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Abbildung 5.1: Blockschaltbild der Systemidentifikation mit adaptivem Modell
5.1 Adaptive FIR-Filter
5.1.1 Filterstruktur
Eine einfache und in der Kommunikationstechnik auf dem Gebiet der Echoun-
terdru¨ckung (Acoustic Echo Cancellation, AEC) oft angewandte Methode der
adaptiven Systemidentifikation stellt die Modellierung mit einem Finite Impulse
Response (FIR) Filter dar [88]. Ein solches Filter der Ordnung K (s. Abbildung
5.2) wird durch die Differenzengleichung
y(n) =
K∑
κ=0
cκx(n− κ) (5.1)
beschrieben. Diese Faltungsoperation kann durch ein Skalarprodukt zweier Vek-
toren dargestellt werden:
y(n) = cTx(n) (5.2)
mit x(n) =
[
x(n) x(n− 1) x(n− 2) . . . x(n−K) ] (5.3)
c =
[
c0 c1 c2 . . . cK
]
(5.4)
Die Impulsantwort des FIR-Filters ergibt sich direkt aus den Koeffizienten:
hˆ(n) =
{
cn 0 ≤ n ≤ K
0 sonst
(5.5)
und besitzt nur eine endliche La¨nge. Daher ist das Filter unabha¨ngig von der
Wahl der Koeffizienten immer stabil, was eine seiner wesentlichen Eigenschaften
darstellt [55][33].
Soll die U¨bertragungsfunktion eines einfachen Systems mit einem Freiheitsgrad
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Abbildung 5.2: Blockschaltbild eines FIR-Filters
approximiert werden (Gl. 3.6), ergibt sich im Zeitbereich die Lo¨sung:
hˆ(n) =
{
1
ω0
e−θω0Tn sin(ω0Tn)u(n) 0 ≤ n ≤ K
0 sonst
. (5.6)
Das FIR-Filter kann nur die ersten K + 1 Abtastwerte der Impulsantwort des
Systems darstellen, u¨brige Werte werden abgeschnitten. In der Meßtechnik ist
dieser Effekt als Rechteckfensterung
hˆ(n) = h(n)fR(n) (5.7)
mit der Fensterfunktion
fR(n) =
{
1 0 ≤ n ≤ K
0 sonst
(5.8)
bekannt [77]. Es ergibt sich als U¨bertragungsfunktion durch z-Transformation:
Hˆ(z) = H(z) ∗ FR(z) , mit FR(z) = 1− z
−K+1
1− z−1 (5.9)
als Transformierter des Fensters. Da Systeme mit geringer Da¨mpfung eine lange
Impulsantwort besitzen, muß die Ordnung K des Filters fu¨r eine genaue Appro-
ximation sehr hoch gewa¨hlt werden. Der hieraus resultierende Rechenaufwand
stellt einen Hauptnachteil der FIR-Filter dar. Das numerische Beispiel (Abbil-
dung 5.3) zeigt Impulsantwort und Frequenzgang eines Systems mit den Parame-
tern ω0 = 20 2pis
−1 und θ = 0.05 bei einer Abtastfrequenz fs = 1kHz. Offenbar
ist sogar ein FIR-Modell der Ordnung K = 200 nur schlecht als Modell geeignet,
da die Impulsantwort des Systems wesentlich la¨nger als die des Filters ist.
Wenn Systeme mit mehr als einer Eigenfrequenz mit FIR-Filtern approximiert
werden sollen, ergibt sich allerdings eine Vereinfachung gegenu¨ber anderen Fil-
tern. Da das FIR-Filter direkt die Impulsantwort realisiert, kann diese aus nahezu
beliebig vielen Eigenmoden zusammengesetzt sein, ohne daß mit wachsender Zahl
der Eigenfrequenzen im System die Ordnung K steigt. Bei einer sehr großen An-
zahl von Moden kann daher ein FIR-Filter weniger Parameter besitzen als zum
Beispiel ein rekursives Filter [63].
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Abbildung 5.3: Modellierung eines Systems mit einem FIR-Filter der Ordnung
K = 200 im Zeitbereich (links) und Frequenzbereich(rechts)
5.1.2 Adaptionsalgorithmus
Offenbar ergibt sich aus dem Schaltbild einer adaptiven Identifikation das Opti-
malfilterproblem (s. Anhang). Wird wieder die Methode des stochastischen Gra-
dienten angewandt, folgt fu¨r die Adaption der Koeffizienten des adaptiven FIR-
Filters:
c(n+ 1) = c(n)− µx(n)e(n). (5.10)
Beim LMS-Algorithmus Gl. (5.10) ist die Konvergenzgeschwindigkeit von der
Leistung des Eingangssignals x(n) abha¨ngig. Um dies zu umgehen, wird beim
Normalized-LMS (N-LMS) Algorithmus [59][41] die Schrittweite zeitvariabel auf
diese Leistung normiert:
µ(n) =
α
KPx(n)
mit 0 < α < 2. (5.11)
Zur Bestimmung der Eingangsleistung kann zum Beispiel ein MA-(Moving Avera-
ge) Prozess mit dem bereits vorhandenen Vektor aus den letzten K Abtastwerten
des Eingangssignals benutzt werden:
Px(n) =
1
K
K−1∑
κ=0
x(n− κ)2 (5.12)
Da fu¨r FIR-Filter K große Werte annehmen kann, werden sehr viele Additionen
no¨tig, um die Leistung zu scha¨tzen. Weniger Operationen beno¨tigt ein regressiver
AR(1) Prozeß [59][5]:
Px(n) = Px(n− 1)(1− β) + βx(n− 1)2, (5.13)
welcher einer Bildung des quadratischen Mittelwerts des Eingangssignals ent-
spricht, indem das quadrierte Signal in einem Tiefpass erster Ordnung mit der
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Abbildung 5.4: Blockschaltbild eines rekursiven Leistungsscha¨tzers
Zeitkonstanten β gefiltert wird (Abbildung 5.4).
Da das Approximationsproblem bei einem FIR-Filter linear in dessen Koeffizi-
enten ist, ergibt sich eine quadratische Gu¨tefunktion
ξˆ(n) = e2(n) = (d(n)− x(n)c(n))2. (5.14)
Diese besitzt genau ein Optimum, daher stellt die nach der Konvergenz erreich-
te Lo¨sung die global optimale Lo¨sung dar. Es existieren keine suboptimalen
Lo¨sungen in Form von lokalen Minima in der Gu¨tefunktion, und die Lo¨sung ist
unabha¨ngig von eventuell vorgegebenen Startwerten.
Zusammen mit der garantierten Stabilita¨t ergibt sich eine große Bedeutung des
adaptiven FIR-Filters fu¨r die Praxis, dessen Hauptnachteil die notwendige Ver-
wendung vieler Filterkoeffizienten darstellt [84].
5.2 IIR-Filter
5.2.1 Filterstrukturen
Anders als das FIR-Filter besitzt das IIR-(Infinite Impulse Response) Filter eine
rekursive Struktur (s. Abbildung 5.5), wodurch seine U¨bertragungsfunktion Pole
realisieren kann:
Y (z)
X(z)
=
∑K
κ=0 cκz
−κ
1−∑Kκ=1 bκz−κ =
C(z)
1− B(z) (5.15)
Da die Charakteristik eines rekursiven Filters bei geeigneter Wahl der Koeffi-
zienten einem resonanten mechanischen System entspricht, kann ein System mit
einem Freiheitsgrad und der diskretisierten U¨bertragungsfunktion (Gl. (3.7))
H(z) =
1
ω0
Im{p}z
z2 − 2Re{p}z + |p|2 mit p = e
(−θ+j)ωT (5.16)
bereits mit einem Filter der Ordnung K = 2 perfekt modelliert werden. Nach
Erweitern mit z−2 ergeben sich sofort die Koeffizienten des entsprechenden IIR-
Filters Hˆ(z) durch Vergleich zu:
c0 = 0
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c1 =
1
ω0
Im{p}
c2 = 0
b1 = 2Re{p}
b2 = −|p|2
Bei der Kreuzstruktur (s. Abbildung 5.5) werden die Pole des Systems direkt
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Abbildung 5.5: Blockschaltbild eines IIR und eines 1X-Filters
durch die Filterparameter repra¨sentiert [97]. Aus dem Blockschaltbild ergibt sich
die U¨bertragungsfunktion:
Y (z)
X(z)
=
2a′z−1 − (a′b′ − a′′b′′)z−2
1− 2b′z−1 + (b′2 + b′′2)z−2 (5.17)
Werden die komplexen Parameter
a = a′ + ja′′ (5.18)
b = b′ + jb′′ (5.19)
eingefu¨hrt und ein Koeffizientenvergleich mit H(z) aus Gl. 5.16 durchgefu¨hrt,
folgt:
a =
p
2jω0
(5.20)
b = p (5.21)
5.2.2 Adaptionsalgorithmus
Auch fu¨r adaptive IIR-Filter ist die Anwendung des stochastischen LMS-Algorithmus
mo¨glich, jedoch wird die entsprechende Gu¨tefunktion nicht mehr parabolisch und
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kann Nebenminima aufweisen. Hierdurch kann der Adaptionsprozess zu einer
nicht optimalen Lo¨sung konvergieren [117].
Eine besonders einfache Methode, ein adaptives IIR-Filter zu realisieren, resul-
tiert aus der Aufteilung der Modellierung in ein Vorwa¨rtsmodell und ein inverses
Teilmodell [106]. Statt eines IIR-Filters werden hier zwei FIR-Filter adaptiert
(Abbildung 5.6), jedoch wird nicht der Fehler E(z) minimiert, sondern ein ver-
allgemeinerter Fehler
E ′(z) =
1
1−B(z) . (5.22)
Allerdings kann auch dieses Verfahren nicht die Stabilita¨t des adaptierten IIR-
Filters garantieren. Wird das FIR-Filter (1−B(z)) nicht minimalphasig, besitzt
also Nullstellen außerhalb des Einheitskreises, ergibt sich ein instabiles IIR-Filter.
Um eine stabile Realisierung zu erhalten, mu¨ssen diese Nullstellen berechnet und
in den Einheitskreis gespiegelt werden [117]. Um ein garantiert stabiles Filter
LMS LMS
x
e’
d
H
+
−
−
C B
Abbildung 5.6: Adaption nach der Equation-Error-Methode
zu erhalten, kann der Nenner B(z) wa¨hrend der Adaption festgehalten werden,
jedoch muß er dann vorher gescha¨tzt werden [112]. Dies entspricht einem adapti-
ven FIR-Filter mit festem IIR-Vorfilter [84] und stellt einen Sonderfall des Fixed
Pole Adaptive Filters (FPAF) dar [119]. Ein anderer Sonderfall des FPAF ist das
adaptive Kautz-Filter, welches im Folgenden untersucht werden soll.
5.3 Kautz-Filter
Neben den adaptiven transversalen und rekursiven Digitalfiltern existiert eine
weitere Klasse von Filtern, die der orthonormalen Filterba¨nke. Sie vereinen die
transversale Struktur der FIR-Filter mit der unendlich langen Impulsantwort der
IIR-Filter, weshalb sie einerseits einen stabilen und eindeutigen Adaptionspro-
zess gewa¨hrleisten, andererseits aber geringeren Rechenaufwand gegenu¨ber einem
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Transversalfilter aufweisen. Gleichzeitig erfordern oder ermo¨glichen sie das Ein-
binden von Vorwissen u¨ber das Eigenverhalten des zu modellierenden Systems.
Die Implementierung solcher Filterba¨nke stellt eine Verallgemeinerung des FIR-
Filters dar, wa¨hrend das Verfahren zur Modellbildung auf einer Approximation
mit Hilfe einer endlichen Reihe orthonormaler Funktionen beruht.
5.3.1 Approximation durch Reihenentwicklung
Die Reihenentwicklung von Funktionen ist eine Standardaufgabe, bei der zum
Beispiel periodische Zeitverla¨ufe durch Fourierreihen aus Sinus- und Cosinusfunk-
tionen approximiert werden. Soll die Impulsantwort eines dynamischen, schwing-
fa¨higen Systems angena¨hert werden, so bietet sich eine Reihenentwicklung in
abklingende Exponentialfunktionen an [115]. Fu¨r das einfache System zweiter
Ordnung mit der zeitdiskretisierten Impulsantwort
h(n) =
1
ω0
e−θω0Tn sin(ω0Tn)u(n) (5.23)
soll daher eine Reihendarstellung der Form
h(n) =
∞∑
κ=0
cκψκ(n) (5.24)
mit einem geeignet gewa¨hlten Satz von Exponentialfunktionen ψκ(n), den Basis-
funktionen, gefunden werden. Damit die Reihenentwicklung eindeutig ist, muß die
Orthonormalita¨tsbedingung eingehalten werden, die anhand des Skalarprodukts
zwischen zwei Funktionen u¨berpru¨ft wird:
∞∑
n=0
ψκ(n)ψλ(n) =
{
1 κ = λ
0 κ 6= λ (5.25)
Fu¨r zeitdiskretisierte, dynamische Systeme mit einem Freiheitsgrad bietet sich
als Basis eine spezielle Form der zeitdiskreten Kautz-Funktionen an [66]. Mit
diesen kann jede kausale Impulsantwort eines stabilen, linearen Systems in eine
unendliche Reihe entwickelt werden. Fu¨r die spa¨tere Realisierung als adaptives
Filtersystem ist die Darstellung dieser Funktionen im z-Bereich vorteilhaft:
Ψ0(z) = 1 (5.26)
Ψ2κ−1(z) =
√
1− b22(z − b1)
z2 + b1(b2 − 1)z − b2
[−b2z2 + b1(b2 − 1)z + 1
z2 + b1(b2 − 1)z − b2
]κ−1
(5.27)
Ψ2κ(z) =
√
(1− b22)(1− b21)
z2 + b1(b2 − 1)z − b2
[−b2z2 + b1(b2 − 1)z + 1
z2 + b1(b2 − 1)z − b2
]κ−1
(5.28)
κ = 1, 2, 3, ....
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Dabei sind b1 und b2 freie Parameter, deren geeignete Wahl die Qualita¨t der
Approximation im Falle der Verwendung einer endlichen Anzahl Reihenglieder
verbessern kann. Die entsprechenden Basisfunktionen (s. Abbildung 5.7) ergeben
sich dann durch inverse z-Transformation.
Die Koeffizienten cκ ergeben sich a¨hnlich wie bei der Fourierreihenentwicklung
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Abbildung 5.7: Kautz-Basisfunktionen ψ1(n)..ψ3(n) (fu¨r b1 = 0.995 und b2 =
−0.9841)
ebenfalls aus dem Skalarprodukt zwischen der zu approximierenden Funktion und
der jeweiligen Basisfunktion:
cκ =
∞∑
n=0
h(n)ψκ(n). (5.29)
Da das Skalarprodukt eine unendliche Summe darstellt, ist seine exakte Auswer-
tung nur analytisch mo¨glich. Weil aber sowohl die Impulsantwort h(n) als auch
die Basisfunktionen ψκ(n) fu¨r große Werte von n abklingen, kann fu¨r eine numeri-
sche Behandlung des Problems eine Begrenzung auf die ersten N+1 Abtastwerte
vorgenommen werden.
Fu¨r eine Approximation
h ≈ hˆ(n) =
K∑
κ=0
cκψκ(n) (5.30)
durch eine endliche Summe aus K + 1 Reihengliedern wird zur Ermittlung der
Koeffizienten die Summendarstellung in ein lineares Gleichungssystem u¨berfu¨hrt,
wobei jede Gleichung die mit den Koeffizienten gewichtete Summe der Basisfunk-
tionen zu einem Zeitpunkt n und den entsprechenden Wert der zu approximie-
renden Impulsantwort entha¨lt:

h(0)
h(1)
...
h(N)

 =


ψ0(0) ψ1(0) · · · ψK(0)
ψ0(1) ψ1(1) · · · ψK(1)
...
. . .
...
ψ0(N) ψ1(N) · · · ψK(N)




c0
c1
...
cK

 (5.31)
oder kompakter
h = 	c. (5.32)
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Da die Impulsantworten im Allgemeinen erst fu¨r sehr große Werte N abgeschnit-
ten werden du¨rfen, aber die Anzahl der approximierenden Basisfunktionen relativ
klein gewa¨hlt wird, ergibt sich ein u¨berbestimmtes Gleichungssystem, das nume-
risch leicht im Sinne einer LS (Least Squares) Anna¨herung zu lo¨sen ist.
Das Skalarprodukt (Gl. 5.25) zwischen den Basisfunktionen kann nun als einfa-
ches Produkt zweier Zeilenvektoren gedeutet werden. Ist N groß genug gewa¨hlt
worden, wird sich auch hier na¨herungsweise die Orthonormalita¨t nachweisen las-
sen, woraus folgt, daß die Systemmatrix 	 als orthonormal angenommen werden
darf. Gleichzeitig bedeutet dies, daß alle Zeilenvektoren linear unabha¨ngig sind,
weshalb das Gleichungssystem nur eine Lo¨sung haben kann:
c = 	−1h (5.33)
Ist 	 tatsa¨chlich orthonormal, gilt entsprechend auch:
c = 	Th, (5.34)
wodurch die Berechnung der cκ wieder durch die Skalarproduktbildung zwischen
den Basisfunktionen ψκ(n) und h(n) erfolgt.
Durch die Allpaßcharakteristik der Kautz-Funktionen Ψκ(z) nimmt die La¨nge
ihrer Impulsantwort mit wachsender Ordnung κ zu. Daher ist bei Ansatz einer
la¨ngeren Reihe zur Approximation die La¨ngeN , auf die diese Antworten reduziert
werden, gro¨ßer zu wa¨hlen, um weiterhin eine nahezu orthonormale Matrix 	 zu
erhalten.
5.3.2 Filterstruktur
Die Methode der Reihenentwicklung wird in eine digitale Filterstruktur u¨berfu¨hrt,
um sie schließlich als adaptives Kautz-Filter implementieren zu ko¨nnen.
Hierzu wird zuna¨chst die Reihenentwicklung Gl. (5.30) z-transformiert:
H(z) ≈ Hˆ(z) =
K∑
κ=0
cκΨκ(z) (5.35)
Mit den U¨bertragungsfunktionen
G1(z) =
√
1− b22
z − b1
z2 + b1(b2 − 1)z − b2 (5.36)
G2(z) =
√
1− b21
1
z − b1 (5.37)
G3(z) =
−b2z2 + b1(b2 − 1)z + 1
z2 + b1(b2 − 1)z − b2 (5.38)
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lassen sich die Kautz-Funktionen (Gl. 5.26-5.28) zusammenfassen zu:
Ψ0(z) = 1 (5.39)
Ψ2κ−1(z) = G1(z) [G3(z)]
κ−1 (5.40)
Ψ2κ(z) = G1(z)G2(z) [G3(z)]
κ−1 (5.41)
κ = 1, 2, 3, ....
Die U¨bertragungsfunktionen G1(z) und G2(z) lassen sich durch einfache rekur-
sive Tiefpaßfilter und G3(z) durch einen Allpaß entsprechend Gl. 5.15 und Ab-
bildung 5.5 realisieren. Um die gesamte U¨bertragungsfunktion Gl. (5.35) zu
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+
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Abbildung 5.8: Blockschaltbild fu¨r G1(z) und G2(z)
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Abbildung 5.9: Blockschaltbild fu¨r G3(z)
realisieren, wird eine Kettenschaltung aus diesen Tief- und Allpaßfiltern erzeugt
(Abbildung 5.10). Wird als Eingangssignal x(n) die Impulsfunktion
δ(n) =
{
1 n = 0
0 sonst
(5.42)
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gewa¨hlt, stellen die entsprechenden Impulsantworten der Ausga¨nge der einzelnen
Stufen jeweils eine Basisfunktion ψκ(n) dar. Diese werden mit den Koeffizienten
cκ gewichtet aufsummiert, um das Ausgangssignal y(n) zu erzeugen, das in die-
sem Fall der approximierten Impulsantwort hˆ(n) entspricht.
Eine interessante Eigenschaft des Kautz-Filters ist die Kombination der trans-
+ + + + ++
PSfrag replacements
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Abbildung 5.10: Blockschaltbild fu¨r die orthonormale Filterbank
versalen Struktur eines FIR-Filters und ihren beschriebenen Vorzu¨gen hinsicht-
lich der Stabilita¨t mit der Realisierung einer unendlich langen Impulsantwort,
die fu¨r eine gute Modellierung von schwingungsfa¨higen Systemen beno¨tigt wird.
Zwischen einem Kautz- und einem FIR-Filter besteht ein enger Zusammenhang:
Werden die Parameter b1 und b2 zu Null gewa¨hlt, sind beide identisch.
5.3.3 Adaptionsalgorithmus
Aufgrund des in den Koeffizienten linearen Modells Gl. (5.30) la¨ßt sich ein ad-
aptives Kautz-Filter auch als Implementierung einer adaptiven Linearkombinati-
on (Adaptive Linear Combiner) deuten. Daher kann auch hier der stochastische
LMS-Algorithmus angewendet werden [3]:
c(n+ 1) = c(n)− µx′(n)e(n). (5.43)
Dabei stellt x′(n) den Vektor der Ausgangssignale aus den einzelnen Stufen des
Kautz-Filters dar, entsprechend der Beziehung
X ′(z) = X(z)
[
Ψ0(z) Ψ1(z) . . . ΨK(z)
]
(5.44)
im Frequenzbereich. Die Pole des Kautz-Filters werden nur durch die beiden vor-
zugebenden Parameter b1 und b2 bestimmt, die von der Adaption nicht vera¨ndert
werden, weshalb diese Filter ein Spezialfall des Fixed Pole Adaptive Filter (FPAF)
darstellen [119].
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Fu¨r eine Verbesserung der Konvergenzgeschwindigkeit ist eine Anwendung des
RLS-Algorithmus mo¨glich, was aber, wie bereits beschrieben, zu erho¨htem Re-
chenaufwand fu¨hrt, oder die Implementierung des Normalized-LMS, der die Schritt-
weite auf die Eingangsleistung normiert (Gl. (5.11)). Dies fu¨hrt nur zu einem mo-
derat erho¨hten Rechenaufwand, der bei gleicher Filterordnung ungefa¨hr doppelt
so hoch liegt wie bei einem FIR-Filter gleicher Ordnung [90].
5.3.4 Numerische Beispiele
Die Anwendung der Kautz-Funktionen zur Modellierung eines resonanten dy-
namischen Systems von einem Freiheitsgrad erfordert eine geeignete Wahl der
Parameter b1 und b2. Wie sich zeigt, verbessert dies die Qualita¨t des Modells bei
gleicher Anzahl verwendeter Koeffizienten. Hierzu wird wieder die diskretisierte
U¨bertragungsfunktion
H(z) =
1
ω0
Im{p}z
z2 − 2Re{p}z + |p|2 (5.45)
mit
p = e−θω0T+jω0T (5.46)
betrachtet. Offenbar ist es sinnvoll, die Parameter der Kautz-Funktionen Ψκ(z)
(Gl. (5.29)) so zu wa¨hlen, daß ihr Pol mo¨glichst mit dem von H(z) u¨bereinstimmt,
also die Nennerpolynome identisch werden. Durch Koeffizientenvergleich ergibt
sich:
b1 =
2Re{p}
1 + |p|2 (5.47)
b2 = −|p|2 (5.48)
Dann kann H(z) durch eine endliche Summe aus drei Kautz-Funktionen exakt
dargestellt werden:
H(z) = c0 + c1Ψ1(z) + c2Ψ2(z) (5.49)
wobei sich durch abermaligen Koeffizientenvergleich die Koeffizienten zu
c0 = 0 (5.50)
c1 =
Im{p}
ω0
√
1− |p|4 (5.51)
c2 = c1
2Re{p}√
(1 + |p|2)2 − (2Re{p})2 (5.52)
ergeben.
Bei diesem einfachen Fall ist auch die Berechnung und Darstellung der Gu¨tefunktion
ξ = ||h(n)− hˆ(n)||2 (5.53)
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leicht mo¨glich, indem die Koeffizienten c1 und c2 um das Optimum herum variiert
werden (s. Abbildung 5.11), um noch einmal ihre in den Parametern quadratische
Gestalt zu veranschaulichen, wobei hier die H2-Norm statt des Erwartungswerts
eingesetzt wird, da die Signale deterministisch sind [101].
Offensichtlich ergibt sich daher die Notwendigkeit, den Pol des Systems zu iden-
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Abbildung 5.11: Gu¨tefunktion als Funktion der Koeffizienten, p = 0.99 + j0.125,
ω0 = 2pi20s
−1
tifizieren, bevor eine Approximation mittels Kautz-Funktionen stattfinden kann.
Dies stellt einerseits eine Einschra¨nkung gegenu¨ber den FIR-Filtern dar, ande-
rerseits ero¨ffnet es die Mo¨glichkeit, vorhandenes Vorwissen u¨ber das System auf
einfache Art in das Modell einzubringen. Bei aktiven strukturdynamischen Syste-
men werden vor der Implementierung des Reglers in den meisten Fa¨llen experi-
mentelle oder numerische Modalanalysen vorgenommen, um Vibrationsprobleme
zu analysieren und Aktoren bzw. Sensoren geeignet zu plazieren, wobei sich Aus-
sagen u¨ber Eigenfrequenzen und Da¨mpfungen ergeben [105][62]. Zudem kann eine
nichtparametrische Analyse der U¨bertragungsfunktion zwischen den Aktoren und
Sensoren Auskunft u¨ber die Pole geben.
Die Lage der Pole ist allerdings meist nicht genau zu bestimmen, zudem ko¨nnen
sich die Parameter Eigenfrequenz und Da¨mpfung bei mechanischen Strukturen
mit der Zeit a¨ndern. Es wird daher untersucht, in welcher Weise Ungenauigkeiten
bei der Wahl der Pole fu¨r die Kautz-Funktionen Auswirkungen auf die Qualita¨t
der Approximation haben. Hierzu wird ein Beispielsystem mit den Parametern
ω0 = 20 2pis
−1
θ = 0.01
T = 0.001s
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gewa¨hlt. Die a priori Werte fu¨r Eigenfrequenz und Da¨mpfung sollen in einem
Bereich von ±0.02 fu¨r die Eigenfrequenz und ±0.2 fu¨r den Da¨mpfungsgrad von
den wahren Werten abweichen, um auch zu beru¨cksichtigen, daß letzterer meist
weniger genau ermittelbar ist. Sobald der Pol der Kautz-Funktionen
pˆ = e−θˆωˆ0T±jωˆ0T , (5.54)
von dem des Systems differiert, ist eine endliche Reihendarstellung nur noch nu-
merisch durch Lo¨sung des Gleichungssystems (Gl. (5.31)) zu ermitteln, weshalb
eine Reduktion der Impulsantworten auf endliche La¨nge erfolgt. Als Maß fu¨r die
Gu¨te der Approximation wird eine H2-Norm im Sinn der kleinsten Quadrate
angenommen:
E2 =
||h(n)− hˆ(n)||2
||h(n)||2 , (5.55)
die aus den Impulsantworten des Systems und des Kautz-Modells berechnet wird
[114]. Offenbar steigt der Fehler fu¨r eine wachsende Differenz der Eigenfrequenzen
wesentlich rascher an als fu¨r die der Da¨mpfungsgrade (s. Abbildung 5.12). Durch
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Abbildung 5.12: Gu¨te der Approximation bei Variation der a priori Werte fu¨r
Eigenfrequenz und Da¨mpfung
die Hinzunahme weiterer Reihenglieder kann die Gu¨te der Approximation ver-
bessert werden. Fu¨r den Fall einer Abweichung von ∆ω = 0.02 und ∆θ = 0.1 soll
dies exemplarisch gezeigt werden. Hierzu wird die Summe schrittweise um jeweils
zwei weitere Glieder erweitert und die Fehlernorm nach Gl. (5.55) bestimmt (s.
Abbildung 5.13). Bereits eine Modellordnung von sieben liefert ein brauchbares
Modell des Systems mit einem Approximationsfehler E2 = 0.32 (Abbildung 5.14).
Die Erweiterung des Modells um weitere Reihenglieder verbessert die Fehlernorm
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Abbildung 5.13: Verringerung des Fehlers E2 bei zunehmender Modellordnung K
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Abbildung 5.14: Approximation mit einem Kautz-Modell 7. Ordnung, ∆ω = 0.02,
∆θ = 0.1, links: Betrag, rechts: Phase
weiter, jedoch nimmt die Differenz bei aufeinander folgenden Ordnungen immer
weiter ab, weshalb eine nahezu perfekte Approximation mit E2 ≈ 0 sehr viele
Reihenglieder erfordert.
In einer weiteren Parametervariation auf Basis des obigen Beispiels wird un-
tersucht, in welchem Maße die zur Unterschreitung einer bestimmten Fehler-
norm notwendige Ordnung K mit wachsender Differenz zwischen dem Vorwis-
sen u¨ber die Polstelle pˆ und ihrem wahren Wert p zunimmt. Hierzu wird wieder
der Bereich von ±0.02 fu¨r die Eigenfrequenz angenommen, wobei der gescha¨tzte
Da¨mpfungsgrad um 0.2 abweicht. Iterativ werden numerisch Reihendarstellung
immer ho¨herer Ordnung ermittelt, bis ein vorgegebener Fehler E2 = 0.3 un-
terschritten wird (Abbildung 5.15, links). Offenbar steigt fu¨r eine wachsende
Abweichung der Eigenfrequenz des Kautz-Filters von der des Systems die erfor-
derliche Modellordnung sehr schnell an. Daher ist es zur Dimensionierung einer
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Abbildung 5.15: Zunahme der Modellordnung K bei Variation des gescha¨tzten
Pols pˆ bei Einhaltung eines Fehlers E2 = 0.3, links: θ = 0.01, rechts: θ = 0.02
adaptiven Filterbank hilfreich, wenn diese Abweichung abgescha¨tzt werden kann.
Hierzu kann einerseits die Genauigkeit der ermittelten Eigenfrequenzen dienen,
andererseits kann bei mechanischen Strukturen auch die Vera¨nderlichkeit dieser
Parameter u¨ber der Zeit durch verschiedene Einflu¨sse beru¨cksichtigt werden.
Zur Einordnung des ersten Testfalls soll die Parametervariation mit einem zweiten
Beispiel wiederholt werden, fu¨r das der doppelte Da¨mpfungsgrad angenommen
wird:
ω0 = 20 2pis
−1
θ = 0.02
T = 0.001s
Hier kann mit Modellen gleicher Ordnung auch bei wesentlich gro¨ßeren Abwei-
chungen zwischen ωˆ und ω noch ein Modell mit E2 ≤ 0.3 erzeugt werden (Ab-
bildung 5.15,rechts). Im betrachteten Beispiel la¨ßt ein System mit verdoppelter
Da¨mpfung eine Verdopplung der Abweichung ∆ω bei gleicher Modellordnung K
und ungefa¨hr gleichem Fehler E2 zu.
5.3.5 Simulation eines einfachen Systems 2. Ordnung
Um die Eigenschaften eines adaptiven Kautz-Filters auch unter Beru¨cksichtigung
des Zeitverhaltens zu untersuchen, ist die Simulation einer adaptiven Identifika-
tion im Zeitbereich notwendig (Abbildung 5.1). Diese wird unter Simulink vorge-
nommen, das eine graphische Programmierung des Gesamtsystems mittels Block-
schaltbildern erlaubt (Abbildung 5.16).
Als zu identifizierende Strecke soll wie in den Rechnungen zuvor ein SDOF-
System untersucht werden (Gl. (5.45)). Um auch ein Driften der Eigenfrequenz
zu simulieren, wird das System durch ein 1X-Filter (Abbildung 5.5) realisiert,
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Abbildung 5.16: Simulink-Modell fu¨r die Identifikation mit einer Kautz-
Filterbank
dessen Koeffizienten einstellbar sind. Indem ein Zeitverlauf ∆(n) fu¨r deren rela-
tive Variation vorgegeben wird, kann die Polstelle p einfach beeinflußt werden:
p(n) = e(j−θ)ω0T (1+∆(n)), (5.56)
woraus sich entsprechende Koeffizienten a′, a′′, b′, b′′ ergeben (s. Abschnitt 5.2),
und das 1X-Filter zeitvariant wird.
Das adaptive Modell besteht aus einem Kautz-Filter, wobei als Adaptionsalgo-
rithmus der N-LMS verwendet wird. Sowohl das adaptive Kautz- als auch das
einstellbare 1X-Filter werden zuna¨chst in C programmiert und dann als Block
in die Simulation eingebunden. Dies verbessert die Rechenzeit der Simulation er-
heblich, was auch im Hinblick auf eine Verwendung von Simulink-Modellen als
Grundlage fu¨r Echtzeitanwendungen auf Signalprozessoren wichtig ist (s. Kapitel
6).
Zuna¨chst wird der zuvor berechnete Fall (Abbildung 5.14) in der Simulation nach-
vollzogen, indem die Parameter entsprechend Tabelle 5.1 gewa¨hlt werden und die
Zeitvarianz des Systems mit ∆(n) = 0 ausgeschaltet wird. Als Anregung dient
abgetastetes und daher bandbegrenztes weißes Rauschen der Varianz 0.1. Da
der N-LMS ein stochastisches Verfahren darstellt, werden 200 Simulationen mit
jeweils verschiedenen Realisierungen des Rauschens durchgefu¨hrt. Um das Lern-
verhalten des Algorithmus zu beobachten, wird der Zeitverlauf der Koeffizienten
cκ aufgezeichnet und u¨ber das Ensemble der Simulationen gemittelt, so daß die
stochastische Gradientenbildung gegla¨ttet wird [41][34]. Der Vergleich mit den
vorher berechneten Werten zeigt nach ca. 5s eine gute Konvergenz fu¨r alle sieben
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Parameter Symbol Wert
Eigenfrequenz SDOF ω0 20 2pis
−1
Da¨mpfung SDOF θ 0.01
gescha¨tzte Eigenfrequenz ωˆ0 1.02ω0
gescha¨tzte Da¨mpfung θˆ 1.1θ
Modellordnung K 7
Adaptionskonstante N-LMS α 0.002
Zeitkonstante N-LMS β 0.01
Abtastzeit T 0.001s
simulierte Zeit Tsim 10s
Tabelle 5.1: Parameterwahl fu¨r die Simulation, zeitinvariantes System
Koeffizienten (s. Abbildung 5.17). Dabei weisen die cκ ein exponentielles Ver-
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Abbildung 5.17: Koeffizienten cκ und Approximationsfehler E2 wa¨hrend der Ad-
aption, (· · ·) berechnete Werte
halten auf, wie es fu¨r Einschwingvorga¨nge typisch ist. Die Zeitkonstante wird
dabei von der Adaptionskonstanten α beeinflußt. Weiterhin zeigt sich durch das
exponentielle Verhalten eine Schwa¨che des LMS- Algorithmus: Beim Start der
Simulation konvergieren die Koeffizienten sehr schnell in die Na¨he des vorausbe-
rechneten Werts, das genaue Optimum wird allerdings erst nach sehr langer Zeit
erreicht.
Um den Verlauf des Approximationsfehlers (Gl. (5.55)) u¨ber der Zeit zu ermitteln,
wird aus den Koeffizienten durch Einsetzen die Impulsantwort des Kautz-Filters
bestimmt:
E2(n) =
||h(n)−∑Kκ=0 cκψκ(n)||2
||h(n)||2 (5.57)
Hierbei zeigt sich, daß der Approximationsfehler schneller konvergiert als die
Koeffizienten cκ, da er bereits nach 2s den optimalen zuvor berechneten Wert
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E2 ≈ 0.32 nahezu erreicht (s. Abbildung 5.17 rechts). Dies kann durch die para-
bolische Form der Gu¨tefunktion erkla¨rt werden, die in der Na¨he des Minimums
unempfindlich gegenu¨ber A¨nderungen der cκ ist.
Eine weitere wichtige Eigenschaft stellt die Fa¨higkeit eines adaptiven Filters dar,
auf A¨nderungen im zu identifizierenden System zu reagieren und das Modell zu
aktualisieren. Als Beispiel wird das SDOF-System zeitvariant, indem
∆(n) =
{
1 nT < 10s
0.02T
Tsim−10s
n nT ≥ 10s (5.58)
gewa¨hlt wird, was einer linearen Vera¨nderung der Eigenfrequenz von 0.02 u¨ber
der simulierten Zeit entspricht (Abbildung 5.18), in diesem Fall in einem Zeitraum
von 40s. Die gescha¨tzte Eigenfrequenz soll in diesem Fall zu Beginn der Simula-
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Abbildung 5.18: Relative Vera¨nderung der Eigenfrequenz des Systems u¨ber der
Zeit
tion der des Systems entsprechen (s. Tabelle 5.2). Wieder wird u¨ber 200 Simu-
Parameter Symbol Wert
Eigenfrequenz SDOF (t = 0) ω0 20 2pis
−1
Da¨mpfungsgrad SDOF θ 0.01
gescha¨tzte Eigenfrequenz (t = 0) ωˆ0 ω0
gescha¨tzte Da¨mpfung θˆ 1.1θ
Modellordnung K 7
Adaptionskonstante N-LMS α 0.002
Zeitkonstante N-LMS β 0.01
Abtastzeit T 0.001s
simulierte Zeit Tsim 50s
Tabelle 5.2: Parameterwahl fu¨r die Simulation, zeitvariantes System
lationen gemittelt. Der Zeitverlauf der Filterkoeffizienten im Vergleich zu der fu¨r
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Abbildung 5.19: Koeffizienten cκ und Approximationsfehler E2 fu¨r zeitvariantes
System,(· · ·) berechnete Werte
den jeweiligen Zeitpunkt berechneten Lo¨sung zeigt eine gute U¨bereinstimmung
(Abbildung 5.19), demnach kann das adaptive Filter auch einer A¨nderung der Sy-
stemparameter folgen. Dies wird durch die Berechnung des Approximationsfehlers
E2 besta¨tigt, der lediglich in der Anfangsphase und beim Start der Parameter-
vera¨nderung des Systems Abweichungen vom berechneten, optimalen Wert zeigt
(s. Abbildung 5.19 rechts).
Fu¨r eine gute Folgefa¨higkeit muß allerdings die Konvergenzkonstante α geeignet
gewa¨hlt werden. Ist sie zu klein, kann der Adaptionsalgorithmus der Parameter-
drift nicht folgen, was zu einer Verschlechterung der Modellqualita¨t fu¨hrt. Als
Beispiel fu¨r diesen Effekt soll die vorherige Simulation wiederholt werden, jedoch
mit einer verkleinerten Adaptionskonstante α = 0.0002. Daher muß zusa¨tzlich
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Abbildung 5.20: Koeffizienten cκ und Approximationsfehler E2 fu¨r zeitvariantes
System, α = 0.0002, (· · ·) berechnete Werte
die Startphase, wa¨hrend der die Parameter konstant bleiben, auf 40s verla¨ngert
werden, um eine Konvergenz der Koeffizienten auf die Anfangswerte zu erreichen.
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Wa¨hrend dieser Phase zeigt sich eine langsamere, aber genauere Konvergenz ge-
gen die berechneten Werte. Danach ergibt sich eine wesentlich gro¨ßere Differenz
zwischen den Koeffizienten und den vorausberechneten Werten, die sich auch in
einer gro¨ßeren Abweichung des Approximationsfehlers vom optimalen Wert aus-
dru¨ckt (s. Abbildung 5.20).
Wird α dagegen zu groß gewa¨hlt, wird ebenfalls die Modellqualita¨t sinken, da
sich die Koeffizienten durch die große Schrittweite stochastisch um das Optimum
bewegen [34][117], oder der Algorithmus zur Instabilita¨t neigt. Bei zeitvarianten
Systemen muß daher die Konvergenzkonstante sorgfa¨ltig gewa¨hlt werden, wozu
Kenntnisse u¨ber die Geschwindigkeit der Parametervera¨nderungen von Vorteil
sind. Zur Auswahl der Konvergenzschrittweite ist ein Kompromiß zwischen der
Stabilita¨t, Genauigkeit und der Folgefa¨higkeit des Adaptionsalgorithmus zu tref-
fen [34].
5.3.6 Systeme mit mehreren Freiheitsgraden
Die bisherigen Betrachtungen sind auf Systeme mit einem Freiheitsgrad beschra¨nkt
worden, da jedes strukturdynamische System durch modale Dekomposition in
derartige Teilsysteme zerfa¨llt. Um ein System mit mehreren Freiheitsgraden zu
modellieren, ist es naheliegend, je ein Kautz-Filter fu¨r jeden Mode parallel zu
schalten [66].
Als Beispiel soll ein System H(z) dienen, das aus der Superposition zweier SDOF-
Systeme (s. Kapitel 2) H1(z) und H2(z) erzeugt wird (s. Abbildung 5.22):
H(z) = H1(z) +H2(z) (5.59)
Entsprechend dem SDOF-Fall (Gl. 5.24) wird die Impulsantwort des Systems
approximiert:
h(n) ≈
K∑
κ=0
c1,κψ1,κ(n) + c2,κψ2,κ(n), (5.60)
wobei zwei Kautz-Modelle mit entsprechenden Basisfunktionen ψ1,κ(n) und ψ2,κ(n)
u¨berlagert werden, deren Parameter b1,1 und b1,2 sowie b2,1 und b2,2 das Vorwissen
u¨ber den Pol des jeweiligen Teilsystems repra¨sentieren. Um die Koeffizienten c1,κ
und c2,κ zu ermitteln, kann auch hier ein lineares Gleichungssystem aufgestellt
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werden:


h(0)
h(1)
...
h(N)

 =


ψ1,0(0) · · · ψ1,K(0) ψ2,0(0) · · · ψ2,K(0)
ψ1,0(1) · · · ψ1,K(1) ψ2,0(1) · · · ψ2,K(1)
...
. . .
...
...
. . .
...
ψ1,0(N) · · · ψ1,K(N) ψ2,0(N) · · · ψ2,K(N)




c1,0
c1,1
...
c1,K
c2,0
c2,1
...
c2,K


(5.61)
Allerdings ist die Orthonormalita¨t zwischen zwei Basisfunktionen ψ1,κ(n) und
ψ2,λ(n) nicht garantiert [66]. Jedoch kann anhand eines numerischen Beispiels
gezeigt werden, daß dies bei praktischen Problemen zu vernachla¨ssigen ist, da
die Skalarprodukte zwischen zwei Basisfunktionen mit verschiedenen Parametern
nahezu verschwinden. Das erste System H1 besitzt dabei eine Eigenfrequenz von
20Hz, das andere eine von 30Hz. Fu¨r beide wird der gleiche Da¨mpfungsparameter
θ = 0.01 angenommen. Das Vorwissen u¨ber die Pole wird entsprechend Tabelle
5.1 mit einem Fehler von 0.1 fu¨r die Da¨mpfung und 0.02 fu¨r die Resonanzfrequenz
angenommen, ebenso die Modellordnung zu K = 7.
Zur Kontrolle des Skalarprodukts zwischen den Spaltenvektoren der zusammen-
gesetzten Systemmatrix
	 =
[
	1 	2
]
(5.62)
wird die Matrix
E˜ = 		T (5.63)
berechnet. Ist 	 orthonormal, wird E˜ eine Einheitsmatrix. Wie erwartet ist dies
nicht der Fall, da ihre Eintra¨ge (s. Abb. 5.21) jenseits der Hauptdiagonalen nicht
verschwinden. Diese sind jedoch bis auf einen Fall sehr klein, so daß nahezu
von Orthonormalita¨t ausgegangen werden kann. Die Ausnahme bilden die Ba-
sisfunktionen ψ1,0 und ψ2,0. Ihr Skalarprodukt ist eins, da beide nach Gl. 5.26
identisch sind. Fu¨r die vorliegenden Systeme werden diese Basisfunktionen aller-
dings meist nicht beno¨tigt. Existiert ein statischer Anteil in der zu modellieren-
den U¨bertragungsfunktion, kann Eindeutigkeit erreicht werden, indem ψ2,0 aus
der Matrix gestrichen wird. Eine numerische Rangberechnung ergibt den Wert
r = 13, also existieren 13 linear unabha¨ngige Basisfunktionen, weshalb das li-
neare Gleichungssystem eine eindeutige Lo¨sung im Sinne einer Anna¨herung der
kleinsten Quadrate besitzt [122].
Daher kann auch erwartet werden, daß die Adaptionsalgorithmen fu¨r die einzel-
nen Filterba¨nke unabha¨ngig voneinander konvergieren, und es ko¨nnen im Bei-
spiel zwei adaptive Kautz-Filter Hˆ1 und Hˆ2 parallel geschaltet werden, deren
Parameter nach Tabelle 5.1 gewa¨hlt werden. Fu¨r jedes Teilsystem werden die
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Abbildung 5.21: Ergebnis E˜ der Matrizenmultiplikation Gl.5.63 zur U¨berpru¨fung
der Unabha¨ngigkeit der Basisfunktionen
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Abbildung 5.22: Adaptive Identifikation fu¨r ein System mit zwei Moden
optimalen Filterkoeffizienten berechnet und mit denen aus der Simulation vergli-
chen (s. Abbildung 5.23). Dabei zeigt sich die relativ gute Unabha¨ngigkeit der
beiden adaptiven Kautz-Filter in ihrem Adaptionsverhalten, da die Zeitverla¨ufe
der Koeffizienten ungefa¨hr denen aus dem einfachen Fall eines 1DOF-Systems
entsprechen (vgl. Abbildung 5.17).
Eine geringe Beeintra¨chtigung der Adaptionsalgorithmen untereinander ist jedoch
vorhanden, denn im Fehlersignal
E(z) = X(z)(H1(z) +H2(z)− Hˆ1(z)− Hˆ2(z)) (5.64)
sind Anteile beider Systeme und Modelle enthalten. Fu¨r die Konvergenz des
ersten Teilmodells ist nur der Anteil
E(1)(z) = H1(z)− Hˆ1(z) (5.65)
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Abbildung 5.23: Koeffizienten c1,κ und c2,κ wa¨hrend der Adaption, (· · ·) berech-
nete Werte
von Bedeutung. Der Anteil
E(2)(z) = X(z)(H2(z)− Hˆ2(z)) (5.66)
stellt bandpaßgefiltertes weißes Rauschen dar, das aufgrund des großen Unter-
schieds der Eigenfrequenzen der Teilsysteme H1 und H2 kaum korreliert zu E
(1)
ist. Daher la¨ßt sich die Konstellation als durch Rauschen E(2) behinderten Fall
der Identifikation eines Systems mit nur einem Freiheitsgrad ansehen, wobei im
interessierenden Bereich der Eigenfrequenz von System H1 nur eine geringe Lei-
stungsdichte des Rauschens vorliegt. Im Allgemeinen ergeben sich durch derartige
Sto¨rungen Fehler in der stationa¨ren Lo¨sung der Koeffizienten und verschlech-
tertes Konvergenzverhalten [3]. Fu¨r das Modell Hˆ2 ist dies in der Simulation
zu beobachten, da dort einige der Koeffizienten offenbar zu einem Wert konver-
gieren, der leicht vom vorausberechneten abweicht. Aufgrund der quadratischen
Gu¨tefunktion ist jedoch die Empfindlichkeit des Approximationsfehlers in Bezug
auf A¨nderungen der Koeffizienten in der Na¨he des Optimums gering, und dieser
Effekt hat auf die Qualita¨t des Modells Hˆ2 nur geringen Einfluß.
Die Verwendung mehrerer Filterba¨nke parallel ist daher im Falle gut getrennter
Moden sinnvoll, jedoch wird mit der Anzahl der Teilsysteme auch die Beeinflus-
sung der Adaptionsprozesse untereinander zunehmen. Dies kann teilweise durch
eine Verringerung der Schrittweite kompensiert werden, da so die Genauigkeit der
Adaption verbessert wird, allerdings nimmt dann auch die Konvergenzgeschwin-
digkeit ab.
Der Fall eng benachbarter Resonanzen
Bei einigen mechanischen Systemen mit hoher geometrischer Symmetrie, bei-
spielsweise Zylinderstrukturen oder Platten, kann es zur Ausbildung eng benach-
barter Eigenfrequenzen kommen [45]. In diesem Sonderfall kann auf die Paral-
lelschaltung zweier Modelle fu¨r jeden Mode zur Identifikation verzichtet werden,
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indem die Linearita¨t des Kautz-Modells in seinen Koeffizienten ausgenutzt wird,
wodurch sich der Aufwand erheblich verringern kann.
Betrachtet werden beispielhaft zwei Systeme H1 und H2 mit gleicher Da¨mpfung
θ, jedoch mit nur wenig unterschiedlichen Eigenfrequenzen
ω0,1 = ω0(1−∆ω) ω0,2 = ω0(1 + ∆ω). (5.67)
Eine Approximation ihrer Impulsantwort h1(n) bzw. h2(n) nach Gl. (5.24) wird
durchgefu¨hrt:
h1(n) ≈
K∑
κ=0
c1,κψκ(n) h2(n) ≈
K∑
κ=0
c2,κψκ(n), (5.68)
wobei als Pol fu¨r die Kautz-Funktionen in beiden Fa¨llen
pˆ = e(−θ+j)ω0T (5.69)
gesetzt wird. Bei Wahl einer geeigneten Modellordnung K = 7 wird bei einer ge-
gebenen Abweichung ∆ω ein genu¨gend gutes Modell gebildet (s. Abbildung 5.15).
Aufgrund der Wahl einer gemeinsamen Basis ψκ(n) fu¨r die Approximation kann
aber auch jede beliebige Linearkombination aus beiden Impulsantworten model-
liert werden:
a1h1(n) + a2h2(n) ≈
K∑
κ=0
(a1c1,κ + a2c2,κ)ψκ(n). (5.70)
Dies wird in einer Simulation u¨berpru¨ft, indem diese zwei SDOF-Systeme paral-
lel geschaltet werden (a1,2 = 1). Ihre Eigenfrequenzen besitzen eine Abweichung
von ∆ω = 0.02 zu ω0 = 2pi20s
−1. Alle Simulationsparameter werden wie zuvor
gewa¨hlt (s. Tabelle 5.1), jedoch wird nur ein Kautz-Filter zur Identifikation einge-
setzt. Die entsprechenden Koeffizienten werden fu¨r jedes System berechnet, auf-
summiert und mit dem Ergebnis der Simulation verglichen (s. Abbildung 5.24).
Offensichtlich konvergieren die Koeffizienten wie erwartet gegen die vorausbe-
rechnete Summe aus den jeweiligen Koeffizienten fu¨r die Teilmodelle. Auch der
resultierende Frequenzgang des Modells zeigt eine gute Anna¨herung an das Sy-
stem mit zwei eng benachbarten Resonanzen.
5.4 Vergleichende Betrachtung
Abschließend wird noch ein Vergleich der adaptiven Kautz-Filter mit adaptiven
FIR-Filtern durchgefu¨hrt, da beide Konzepte aufgrund ihrer Stabilita¨t besonders
relevant fu¨r die praktische Anwendung erscheinen. Dabei wird auch die Echt-
zeitfa¨higkeit der Algorithmen beru¨cksichtigt, so daß die erzielbare Genauigkeit
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Abbildung 5.24: Koeffizienten cκ und Ausschnitt aus dem Betrag des Frequenz-
gangs fu¨r System mit eng benachbarten Resonanzen
des Modells gegen den Rechenaufwand abgewogen werden kann.
Als Vergleichsbeispiel dient die adaptive Identifikation eines einfachen Systems
zweiter Ordnung, wie sie fu¨r das Kautz-Filter bereits in der Simulink-Umgebung
implementiert worden ist (Abbildung 5.16), wobei auch die Parameter gleich
gewa¨hlt werden (Tabelle 5.1). Das adaptive FIR-Filter wird ebenfalls in C pro-
grammiert und als Block in die Simulation eingebunden. Beide Simulationen
sind daher bis auf die Wahl des adaptiven Modells identisch. Zuna¨chst wird die
erreichbare Modellgenauigkeit nach Gl. (5.55) fu¨r Ordnungen K = 3 . . . 15 in
Abha¨ngigkeit von der Filterordnung berechnet, wobei fu¨r die b1,2-Parameter des
Kautz-Filters ein Fehler von ∆θ = 0.1 fu¨r den gescha¨tzten Da¨mpfungsgrad und
∆ω = 0.02 sowie ∆ω = 0.04 fu¨r die gescha¨tzte Eigenfrequenz angenommen wird.
Diese Berechnung wird fu¨r FIR-Filter der Ordnung K = 200 . . . 2000 wiederholt,
da aufgrund der La¨nge der Impulsantwort des Systems hier sehr große Ordnungen
zur Modellierung notwendig sind (Abbildung 5.25, links).
Im zweiten Schritt werden die Simulationen fu¨r die verschiedenen Filterordnun-
gen auf dem Prozessor eines dSpace-Systems gestartet, der sie in Echtzeit ab-
laufen la¨ßt. Dabei wird jeweils ausgelesen, welche Rechenzeit (turnaround time)
fu¨r einen Zeitschritt notwendig ist. Um in Echtzeit lauffa¨hig zu sein, darf die Si-
mulation eine maximale Rechenzeit der La¨nge eines Abtastintervalls ts = 0.001s
verursachen.
Zum Vergleich der beiden adaptiven Filterkonzepte wird die erreichte Genauig-
keit u¨ber der beno¨tigten Rechenzeit betrachtet (Abbildung 5.25, rechts). Offen-
sichtlich beno¨tigt die Realisierung des Modells mit einem adaptiven Kautz-Filter
nur einen Bruchteil der Rechenzeit derjenigen des FIR-Filters, da dieses eine we-
sentlich ho¨here Ordnung besitzt. Dabei ha¨ngt beim Kautz-Filter die erreichbare
Modellgenauigkeit von der Genauigkeit der Scha¨tzung fu¨r die Eigenfrequenz ab,
da bei ∆ω = 0.04 bereits ein Filter mit mehr als der doppelten Anzahl Koeffi-
zienten notwendig ist, um ein a¨hnlich gutes Modell zu erhalten wie im Fall der
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Abbildung 5.25: Impulsantwort des Systems zweiter Ordnung (links) und erreich-
bare Modellgenauigkeit verschiedener adaptiver Filter
kleineren Abweichung ∆ω = 0.02. Fu¨r das SDOF-System stellt das FIR-Filter
den Grenzfall eines Kautz-Filters mit ∆ω = 1 und daher b1,2 = 0 dar.
Die Ergebnisse gelten jedoch nur fu¨r ein SDOF-System, da bei der Modellie-
rung eines System mit mehreren Freiheitsgraden mehrere Kautz-Filter parallel
zu schalten sind und sich die Rechenzeit dann entsprechend vervielfacht. Da das
Kautz-Filter der Ordnung K = 15 ungefa¨hr 10% der Rechenzeit des FIR-Filters
der Ordnug K = 2000 besitzt, erga¨be sich bei einem System mit zehn Moden
kein Vorteil bei der Benutzung der Kautz-Filter.
Daher ist die Anwendung adaptiver Kautz-Filter nur dann sinnvoll, wenn die An-
zahl der parallel geschalteten Filter nicht zu groß wird und die Scha¨tzung fu¨r die
Eigenfrequenzen des Systems genau genug ist, um Kautz-Filter niedriger Ordnung
einsetzen zu ko¨nnen. Umgekehrt empfiehlt sich die Anwendung von FIR-Filtern
zum Beispiel, wenn kein oder nur ungenaues Vorwissen u¨ber die Eigenfrequenzen
des Systems vorhanden ist oder ein System mit hoher modaler Dichte vorliegt.
Kapitel 6
Anwendungen
Die vorgestellten Algorithmen zur Identifikation und Regelung aktiver Strukturen
sollen experimentell angewendet werden, da der Versuch letztlich das wichtigste
Bewertungskriterium ist.
Hierzu wird zuna¨chst die Implementierung der Algorithmen und digitalen Filter
in der Entwicklungsumgebung Simulink vorgenommen, die zusammen mit einem
dspace-System auch zur Programmierung von Signalprozessoren dient.
6.1 Implementierung der adaptiven Algorithmen
im Versuch
Um sowohl die Mo¨glichkeit zur Regelung als auch zur Identifikation zu besitzen,
wird der FXLMS-Algorithmus mit adaptiven Filtern zur Identifikation kombi-
niert (s. Abbildung 6.1). Hierzu wird ein Rauschgenerator ins System eingefu¨gt,
dessen Signal unkorreliert zum Referenzsignal fu¨r den FXLMS-Algorithmus ist,
wodurch die Identifikation der Regelung u¨berlagert wird. Da das Fehlersignal
e(n) jetzt jedoch Anteile aus den Signalen der Identifikation und der Regelung
entha¨lt, beeinflussen sich die Adaptionsprozesse gegenseitig, was in langsamerer
Konvergenz fu¨r die Identifikation und schlechterer Sto¨rgro¨ßenunterdru¨ckung der
adaptiven Regelung resultiert [59]. Daher soll hier nur jeweils eins der beiden Teil-
systeme betrieben werden, jedoch stellt bereits die Mo¨glichkeit des Umschaltens
zwischen der Identifikation und der Regelung in einem System eine Vereinfachung
fu¨r die Versuchsdurchfu¨hrung dar.
Zur Realisierung adaptiver Filter dient die Simulink-Umgebung, die den Vorzug
der einfachen graphischen Programmierung mittels Blockschaltbildern bietet. Mit
Hilfe eines dspace-Systems ist es mo¨glich, in dieser Umgebung implementierte
Algorithmen in Code fu¨r einen digitalen Signalprozessor zu u¨bersetzen, der u¨ber
D/A- und A/D- Wandler die Verarbeitung der Signale im Versuch vornimmt.
Dadurch besteht die Mo¨glichkeit, die adaptiven Filtersysteme zuna¨chst in einer
Simulation zu testen und danach fu¨r die experimentelle Verifikation zu verwenden
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Abbildung 6.1: System mit FXLMS-Gegensteuerung und On-Line-Identifikation
der Sekunda¨rstrecke
[46][47]. Um die Verarbeitungsgeschwindigkeit sowohl in der Simulation als auch
bei der Umsetzung auf dem Signalprozessor zu erho¨hen, werden einzelne Algorith-
men und Filter zuna¨chst in C programmiert und dann als Block in die Simulink-
Umgebung eingebunden (s. Abbildung 6.2). Dabei werden Module erzeugt, die
dann zu ein- oder mehrkanaligen Reglern zusammengesetzt werden, zum Beispiel
um den vorgestellten FXLMS-Algorithmus mit On-Line-Identifikation zu reali-
sieren (s. Abbildung 6.3).
Fu¨r die Identifikation werden dabei sowohl einfache adaptive FIR-Filter als auch
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Abbildung 6.2: Blo¨cke unter Simulink und entsprechende Teile des gesamten Fil-
tersystems
Kautz-Filter realisiert (s. Kapitel 5), um beide Konzepte vergleichen zu ko¨nnen.
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Abbildung 6.3: Der Algorithmus aus Abbildung 6.1 in Simulink
Fu¨r die adaptive Regelung wird wegen seiner besonderen Robustheit der Leaky-
LMS-Algorithmus implementiert (s. Kapitel 4).
Fu¨r die Umsetzung eines digitalen Regelungskonzepts in der Praxis ist der auf
dem jeweiligen Signalprozessor anfallende Rechenaufwand von entscheidender Be-
deutung. Zum Vergleich der verschiedenen, auf dem dspace-System implemen-
tierten Reglervarianten wird dazu der Parameter turnaround time ausgelesen,
der die notwendige Rechenzeit pro Zeitschritt angibt. Da der Regler in Echtzeit
lauffa¨hig sein soll, darf diese Zeit ein Abtastintervall nicht u¨berschreiten [61].
Allerdings fallen neben der eigentlichen Abarbeitung des Regelalgorithmus noch
weitere Operationen an, zum Beispiel die U¨bergabe von Werten an die Wandler
oder die Kommunikation mit dem angeschlossenen PC. Daher wird die Grenze,
bei der Abastintervall und turnaround time gleich sind, nicht erreicht.
Da die Rechenzeit prozessorabha¨ngig ist, kann der ausgelesene Parameter nur
als einfaches, relatives Vergleichskriterium zwischen auf demselben System im-
plementierten Reglern dienen.
6.2 Aktives Interface
6.2.1 Versuchsbeschreibung
Eine Anwendung fu¨r die in den vorigen Kapiteln beschriebene adaptive Regelung
von Vibrationen stellt das aktive Interface dar, das zur Verhinderung der Aus-
breitung von Schwingungen von einer mechanischen Struktur A in eine Struktur
B dient (Abbildung 6.4).
Hier wird ein experimenteller Aufbau betrachtet, der zwei Biegebalken vonein-
ander entkoppeln soll (Abbildung 6.5 und Abbildung 6.6). Der einseitig einge-
spannte Balken wird durch einen Shaker angeregt, wobei als Sto¨rsignal weißes
Rauschen in einem Band von 10Hz..1000Hz verwendet wird. Beide Balken sind
durch ein aktives Interface miteinander verbunden (Abbildung 6.6, links), das sie
dynamisch entkoppeln soll. Dieses besteht aus zwei gegenphasig anzusteuernden
Piezo-Ringstapelaktoren, die eine Relativbewegung zwischen der durchgehenden
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Abbildung 6.4: Aktives Interface zur Entkopplung von Strukturen
Abbildung 6.5: Aufbau des Experiments fu¨r das aktive Interface
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Abbildung 6.6: Konstruktion des aktiven Interfaces (links) und Aufbau des Ex-
periments (rechts)
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Schraube und dem Balken ermo¨glichen ko¨nnen [73]. Auf diese Weise kann ver-
hindert werden, daß Vibrationen des ersten Balkens durch die Schraube in den
zweiten u¨bertragen werden. Die Ansteuerung erfolgt dabei mit einem zweikana-
ligen Hochvoltversta¨rker PI-4xx, wobei die elektrische Vorspannung der Aktoren
300V betra¨gt. Daneben wird noch eine mechanische Vorspannung durch das An-
zugsmoment der Schraube vorgegeben. Um die Aktoren als lineare Stellglieder
verwenden zu ko¨nnen, werden sie nur in einem Bereich von 0V bis 600V an-
gesteuert. Weil Piezoaktoren empfindlich gegenu¨ber Biegemomenten sind, wird
deren Einleitung durch eine biegeweiche Verbindung (PI ) mit einer geringen
Quersteifigkeit verhindert.
Da als Regelung eine adaptive Gegensteuerung eingesetzt werden soll, wird zu-
na¨chst ein Referenzsensor auf dem vom Shaker angeregten Balken beno¨tigt. Wei-
terhin ist ein Fehlersensor notwendig, der die Vibrationen am zu entkoppelnden
Balken aufnimmt. Als Sensoren werden jeweils PZT-Patches verwendet, deren
Abmessungen 12.5mm × 10mm × 0.2mm betragen. Wird fu¨r das piezoelektri-
sche Material eine Dielektrizita¨tszahl von ε = 1900ε0 angenommen, ergibt sich
eine Kapazita¨t von C = 10nF . Bei einem Eingangswiderstand des Meßgera¨ts von
Rin = 1MΩ wird nach Gl. (3.1) eine Grenzfrequenz von fg = 15.9Hz erreicht.
Diese liegt jedoch weit unterhalb der ersten zu erwartenden Eigenfrequenz des
mechanischen Systems und beeinflußt daher die Messungen nicht. Um mo¨glichst
viele Biegemoden beobachten zu ko¨nnen, werden die Sensoren nahe der Einspan-
nung plaziert, da dort fu¨r alle Moden Dehnungen auftreten.
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Abbildung 6.7: Regelungskonzept fu¨r das aktive Interface
6.2.2 Regelungskonzept
Das Sto¨rsignal wird als stationa¨r angenommen, weshalb eine adaptive Gegen-
steuerung eingesetzt wird, fu¨r die eine Abtastfrequenz von fs = 5kHz gewa¨hlt
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und die Grenzfrequenz der Filter auf 2.5kHz gesetzt wird.
Das Referenzsignal soll nicht vom Signalgenerator selbst abgenommen werden,
sondern vom Referenzsensor auf dem durch den Shaker angeregten Balken, da
hier auch bei einer Entkopplung der beiden Strukturen Schwingungen meßbar
sind. Daher wird eine Kompensation der Ru¨ckwirkung der Aktorik auf den Re-
ferenzsensor notwendig (Abbildung 6.7 bzw. Abbildung 4.2).
Fu¨r die Realisierung des Konzepts als digitales Filtersystem mu¨ssen also Model-
le der U¨bertragungsfunktionen vom Aktor zu Fehler- und Referenzsensor erzeugt
werden, wozu hier adaptive Kautz- und FIR-Filter verwendet werden. Der adapti-
ve Regler wird wie zuvor beschrieben in Simulink implementiert (Abbildung B.1)
6.2.3 Messungen und Identifikation
Zuna¨chst wird eine experimentelle Modalanalyse durchgefu¨hrt und bis zu einer
Frequenz von 1000Hz ausgewertet [75]. Die Erregung der Struktur erfolgt dabei
mit einem Impulshammer, wa¨hrend als Sensor ein Laservibrometer eingesetzt
wird, das die Geschwindigkeit an diskreten Punkten der beiden Balken mißt
[93]. Es ergeben sich sechs Biegeeigenmoden (Tabelle 6.1) und ihre Eigenformen
(Abbildung 6.8). Um Modelle der zwei U¨bertragungsfunktionen im ausgewerte-
n fn [Hz] θn [%]
1 78.2 0.9
2 214.9 2.1
3 300.4 1.1
4 506.1 3.3
5 620.4 0.3
6 835.4 0.4
Tabelle 6.1: Identifizierte Modalparameter
ten Frequenzbereich zu realisieren, sind daher jeweils sechs parallel geschaltete
Kautz-Filter erforderlich, die als Blo¨cke in Simulink programmiert werden (Ab-
bildung B.2), entsprechend ergibt sich eine Anzahl von insgesamt 12 adaptiven
Filtern.
Jede einzelne wird mit entsprechenden Parametern b1 und b2 implementiert, die
sich nach Gl. (5.48) aus den Daten jedes Modes berechnen lassen. Um die Modelle
fu¨r die U¨bertragungsfunktionen beurteilen zu ko¨nnen, wird ein Approximations-
fehler eingefu¨hrt:
E2,S =
||S(ejωT )− Sˆ(ejωT )||2
||S(ejωT )||2 und E2,F =
||F (ejωT )− Fˆ (ejωT )||2
||F (ejωT )||2 (6.1)
ω = 2pi10s−1 . . . ω = 2pi1000s−1
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Abbildung 6.8: Identifizierte Biegeeigenformen des Systems
Dieses Fehlerkriterium im Frequenzbereich korrespondiert zu Gl. (5.55) im Zeit-
bereich entsprechend dem Parsevalschen Theorem [55]. Da aus Messungen be-
rechnete Frequenzga¨nge als Werte an diskreten Frequenzstu¨tzpunkten vorliegen,
ko¨nnen diese als Vektoren angesehen werden, wodurch die Berechnung der ent-
sprechenden Normen leicht mo¨glich ist.
Zuna¨chst werden adaptive Kautz-Filter dritter Ordnung eingesetzt. Hierzu wird
der Aktor mit bandbegrenztem weißen Rauschen (10Hz . . . 1000Hz) angeregt
(Abbildung 6.9). Die Kautz-Filter adaptieren einige Sekunden ihre Koeffizienten,
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Abbildung 6.9: Versuch zur adaptiven Identifikation
bis der Approximationsfehler minimiert worden ist. Die Adaptionskonstante der
Filter wird sehr klein gewa¨hlt (≈ 10−5), da die Beeinflussung der Algorithmen bei
sechs parallel geschalteten Filtern nicht mehr zu vernachla¨ssigen ist und daher
gro¨ßere Werte zu Ungenauigkeiten oder zur Divergenz fu¨hren ko¨nnen. Als Bei-
spiel ist der Zeitverlauf der Koeffizienten eines Kautz-Filters dritter Ordnung zur
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Abbildung 6.10: Zeitverlauf der Koeffizienten des adaptiven Kautz-Filters fu¨r
Mode 5
Identifikation des fu¨nften Modes dargestellt. Die Koeffizienten weisen das gleiche
exponentielle Einschwingverhalten auf wie es bereits in der Simulation der ad-
aptiven Filter beobachtet worden ist und erreichen bereits nach zwei Sekunden
nahezu den endgu¨ltigen Wert.
Um die Frequenzga¨nge der Strecken im System und der entsprechenden Modelle
zu bilden, wird jeweils deren Ausgangssignal bei Rauschanregung aufgenommen
und zur Verringerung der Leckeffekte mit einem Hanning-Fenster multipliziert
[77][93]. Anschließend wird durch numerische Fouriertransformation und Divisi-
on der Spektren der Frequenzgang berechnet. Zur Verbesserung der Ergebnisse
werden mehrere Mittelungen durchgefu¨hrt. Das Beispiel der Frequenzga¨nge der
Strecke Aktor-Referenzsensor und des entsprechenden Modells zeigt, daß schon
die Kautz-Filter dritter Ordnung ausreichen, um den Bereich der Resonanzen
gut zu modellieren (Abbildung 6.11). Jedoch werden Nullstellen teilweise nicht
erfaßt, da im Phasengang entsprechende Spru¨nge um +pi teilweise fehlen.
Deutlich sichtbar ist auch der Einfluß der Tiefpaßfilter. Da deren Grenzfrequenz
nur um den Faktor 2.5 u¨ber der ho¨chsten angeregten Frequenz liegt, u¨berlagert
ihr Phasengang den der aktiven Struktur. Jedoch wird auch dieser Phasenabfall
von den adaptiven Kautz-Filter mit identifiziert, obwohl er nicht durch die Struk-
turdynamik verursacht wird und entsprechendes Vorwissen daru¨ber daher nicht
in die Filterstruktur mit eingegangen ist. Offenbar ist es aufgrund der Allpaßcha-
rakteristik der in den Kautz-Filtern enthaltenen IIR-Filter mo¨glich, unbekannte
Phasenverzo¨gerungen des Systems mit zu erfassen.
Danach wird die Identifikation fu¨r Filter ho¨herer Ordnung wiederholt (Abbil-
dung 6.12, links). Aus den berechneten Frequenzga¨ngen wird jeweils der Appro-
ximationsfehler berechnet. Dieser nimmt fu¨r beide U¨bertragungsfunktionen mit
wachsender Ordnung ab,was die numerischen Berechnungen am SDOF-System
6.2. AKTIVES INTERFACE 73
0 200 400 600 800 1000
−75
−50
−25
0
f [Hz]
|F|
 [d
B]
0 200 400 600 800 1000
−20
−10
0
f [Hz]
φ F
 
[ra
d]
Abbildung 6.11: Gemessener Frequenzgang F (jω) und dessen Kautz-Modell
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Abbildung 6.12: Approximationsfehler fu¨r Kautz- (links) und FIR-Modelle
(rechts) verschiedener Ordnung
besta¨tigt (Abbildung 5.13). Im Versuch kann jedoch im Gegensatz zur Theorie
mit Modellen von ho¨herer als neunter Ordnung keine Verbesserung des Approxi-
mationsfehlers mehr erreicht werden, was verschiedene Ursachen haben kann.
Da in der Realita¨t immer endliches Rauschen vorhanden ist, erreicht der Adap-
tionsalgorithmus nicht die optimalen Werte fu¨r die Koeffizienten [3][117].
Weiterhin ist das Modell der U¨bertragungsfunktion nur aus endlich vielen Moden
synthetisiert, wa¨hrend das mechanische System unendlich viele Freiheitsgrade be-
sitzt. Hierdurch werden zwar die Resonanzen korrekt erfaßt, nicht jedoch die An-
tiresonanzen. Ihre Lage kann durch einen additiven, konstanten Term korrigiert
werden, der den statischen Anteil ho¨herer Moden repra¨sentiert [98]. In diesem
Versuch ist dies jedoch nicht mo¨glich, da durch die Hochpaßcharakteristik der
Sensoren Signale mit sehr niedrigen Frequenzen herausgefiltert werden.
Letzteres kann im Frequenzgang des Modells im Vergleich zu dem der aktiven
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Struktur beobachtet werden. Offenbar wird mit einer Erho¨hung der Modellord-
nung der Bereich der Antiresonanzen besser nachgebildet, jedoch bleiben die Feh-
ler dort erheblich (Abbildung 6.13).
Zum Vergleich werden als Modelle adaptive FIR-Filter eingesetzt, wobei weit
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Abbildung 6.13: Kautz-Modelle fu¨r Sekunda¨r- und Feedback-Pfad
ho¨here Ordnungen realisiert werden, jedoch kann die Qualita¨t der adaptiven
Kautz-Filter nicht erreicht werden (Abbildung 6.12, rechts). Die adaptierten FIR-
Modelle weisen aufgrund der in Kapitel 5 diskutierten Fensterungseffekte u¨ber
den gesamten Frequenzbereich eine starke Welligkeit von bis zu 20dB auf. Zur
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Abbildung 6.14: FIR Modelle fu¨r Sekunda¨r- und Feedback-Pfad
Verbesserung der Modelle mu¨ßten weitaus la¨ngere Filter verwendet werden, da
die Impulsantwort dieses schwach geda¨mpften mechanischen Systems mehrere Se-
kunden lang ist, die Abtastrate aber mit 5kHz so hoch liegt, daß K = 5000 Ko-
effizienten eine Impulsantwort von nur 1s La¨nge realisieren. Dagegen beno¨tigt die
Implementierung des adaptiven Reglers mit sechs parallelen Kautz-Filtern dritter
Ordnung als Modellen nur die halbe Rechenzeit (turnaround time) wie die mit
einem FIR-Filter der Ordnung K = 400, wobei beide Approximationsfehler von
ungefa¨hr 0.3 liefern. Die Implementierung mit Kautz-Modellen ho¨herer Ordnung
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beno¨tigt zwar eine Rechenzeit von 0.1ms, allerdings ist die Qualita¨t der erzeugten
Modelle wesentlich besser als bei einer Implementierung mit FIR-Filtern (Abbil-
dung 6.15).
An diesem praktischen Beispiel ist somit gezeigt worden, daß bei entsprechen-
dem Vorwissen u¨ber die Eigenmoden der aktiven Struktur durch die Verwendung
adaptiver Kautz-Filter eine deutliche Reduzierung der Rechenzeit des digitalen
Regelsystems erreicht werden kann.
Als Kompromiß zwischen Rechenaufwand und Modellgenauigkeit werden fu¨r den
folgenden Versuch Kautz-Filter fu¨nfter Ordnung eingesetzt.
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Abbildung 6.15: Rechenleistung des adaptiven Reglers bei Implementierung von
Kautz-(links) und FIR( rechts) Modellen
6.2.4 Anwendung der Regelung
Nach der Identifikation der Modelle fu¨r die U¨bertragungsfunktionen vom Aktor
zu den beiden Sensoren erfolgt der Versuch zur Regelung.
Der einseitig eingespannte Balken wird durch einen elektrodynamischen Shaker
(B&K Minishaker 83xx) mit bandbegrenztem weißen Rauschen im Frequenzbe-
reich von 10Hz bis 1000Hz angeregt. Der adaptive Regler soll aus dem am Refe-
renzsensor gemessenen Signal durch Filterung ein Ansteuersignal fu¨r das aktive
Interface generieren, wobei das Signal des Fehlersensors zum Justieren der Ko-
effizienten verwendet wird. Hier wird der Leaky-LMS-Algorithmus angewendet,
der als freie Parameter neben der Adaptionsschrittweite µ den Leakage-Faktor γ
besitzt. Ferner kann die Filterla¨nge des adaptiven FIR-Filters W (Abbildung 6.7)
festgelegt werden.
Um die Gu¨te des Reglers und des jeweiligen Parametersatzes zu beurteilen, wird
der Frequenzgang zwischen der eingeleiteten Kraft des Shakers, gemessen mit
dem Impedanzmeßkopf, und der am Fehlersensor gemessenen Spannung, heran-
gezogen:
H(jω) =
U2(jω)
F (jω)
. (6.2)
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Daraus ergibt sich ein Gu¨tekriterium I entsprechend einer quadratischen Regel-
fla¨che [109] :
I =
||H(jω)||2,passiv
||H(jω)||2,aktiv , (6.3)
wobei der Index aktiv den Fall mit aktiver Regelung bezeichnet und passiv eine
Messung ohne Regler. Die Messung erfolgt dabei nach dem gleichen Verfahren
wie bei bereits vorher bei der Messung der anderen U¨bertragungsfunktionen.
Im Gegensatz zur Identifikation mit FIR-Filtern, bei der sehr viele Koeffizienten
beno¨tigt werden, kann bei der Anwendung in einer adaptiven Gegensteuerung
auf vergleichsweise kurze Filter zuru¨ckgegriffen werden [112],[111], da es sich hier
um eine inverse Modellbildung handelt. Dies wird anhand einer kurzen Parame-
tervariation besta¨tigt, im Rahmen derer die La¨nge des Filters W variiert und
jeweils das Gu¨temaß (Gl. (6.3)) ermittelt wird (Abbildung 6.16). Dabei ist zu
beru¨cksichtigen, daß bei Vergro¨ßerung von N die Adaptionskonstante entspre-
chend verringert wird (Gl. (A.14)), wodurch die Konvergenz verlangsamt wird.
Fu¨r diesen Test wird der Leakage-Faktor bei γ = 10−7 festgehalten, was der expe-
rimentell ermittelt kleinstmo¨gliche Wert ist, bei dem der Adaptionsalgorithmus
stabil bleibt. Fu¨r das ku¨rzeste getestete Filter N = 20 ergibt sich ein deutli-
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Abbildung 6.16: Gu¨temaße der Regelung fu¨r verschieden lange FIR-Filter
ches Absinken der Gu¨te, allerdings verringert sich der Rechenaufwand erheb-
lich, wa¨hrend wesentlich la¨ngere Filter keine deutlich besseren Ergebnisse jedoch
erho¨hten Rechenaufwand liefern.
In den folgenden Untersuchungen wird daher ein Filter der Ordnung N = 50
verwendet, da es eine relative hohe Regelgu¨te von 8dB bei moderatem Rechen-
aufwand besitzt.
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Abbildung 6.17: Frequenzgang des aktiven und des passiven Systems (· · ·), γ =
10−7
6.2.5 Adaptivita¨t des aktiven Systems
Die Eigenschaften mechanischer Systeme unterliegen im Betrieb unter Umsta¨nden
kleinen Variationen. Zum Beispiel ko¨nnen vera¨nderte Umweltbedingungen auf die
Eigenfrequenzen Einfluß haben [14][43]. Auf derartige Vera¨nderungen soll der ad-
aptive Regler durch Nachfu¨hrung seiner Koeffizienten reagieren um damit die
Zielfunktion weiterhin zu minimieren.
Um diese Eigenschaft des Reglers zu u¨berpru¨fen, wird das System modifiziert,
indem ein Magnet der Masse m = 0.02kg am Ende des einseitig eingespannten
Balkens angebracht wird, was die Eigenfrequenzen des Systems absenkt (Tabelle
6.2). Danach wird zuna¨chst die Identifikationsphase wiederholt, wobei die adap-
n fn [Hz] fn [Hz] ∆f/fn [%]
m = 0 m = 0.02kg
1 78.2 71.0 9.2
2 214.9 214.9 0
3 300.4 298.0 0.8
4 506.1 498.3 1.5
5 620.4 618.0 0.4
6 835.4 815.8 2.3
Tabelle 6.2: Resonanzfrequenzen mit und ohne Zusatzmasse.
tiven Kautz-Filter mit dem Vorwissen u¨ber das unmodifizierte System parame-
triert werden, um deren Fa¨higkeit zu erproben, einer Systemvera¨nderung zu fol-
gen. Fu¨r diesen Versuch werden sechs parallele Kautz-Filter der Ordnung K = 13
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Abbildung 6.18: Kautz-Modell der Sekunda¨r- und Feedback-Strecke, modifiziertes
System
eingesetzt, um trotz der A¨nderung der Resonanzfrequenzen noch brauchbare Fre-
quenzga¨nge der Modelle zu erhalten. Die Adaptionsphase liefert ein Modell fu¨r
die Strecke F mit einem Fehler E2,F = 0.52 und fu¨r die Strecke S mit einem
Fehler E2,S = 0.47 (Abbildung 6.18). Der Fehler steigt also bei Vera¨nderung
der Eigenfrequenzen stark an, was die numerischen Untersuchungen am SDOF-
System besta¨tigt (Abbildung 5.12). Daher erscheint die Verwendung adaptiver
Kautz-Filter nur dann wirklich sinnvoll, wenn a priori bekannt ist, daß keine zu
starken Vera¨nderungen der Systemeigenschaften erfolgen, da mit zunehmender
A¨nderung der Resonanzfrequenzen auch die Ordnung der Filter erho¨ht werden
muß, um noch ein brauchbares Modell zu erhalten. In solchen Fa¨llen ko¨nnen
adaptive FIR-Filter gu¨nstiger sein, da sie ohne Startwerte und Vorwissen funk-
tionieren. In einer zweiten Messung soll der adaptive Regler eine Verringerung
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Abbildung 6.19: Frequenzgang des aktiven und des passiven Systems mit und
ohne Zusatzmasse
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der Vibrationen am zu entkoppelnden Balken erreichen. Die Parameter werden
vom vorherigen Versuch unvera¨ndert u¨bernommen (N = 50, µ = 50, γ = 10−7).
Es ergibt sich ein Gu¨temaß von I = 9dB u¨ber den angeregten Frequenzbereich,
allerdings wird der fu¨nfte Mode des modifizierten Systems vom adaptiven Reg-
ler nicht mehr geda¨mpft, andere dafu¨r sta¨rker als zuvor(Abbildung 6.19). Da die
aufgebrachte Masse nahezu punktfo¨rmig an einer Stelle der Struktur positioniert
worden ist, vera¨ndern sich unter Umsta¨nden neben den Eigenfrequenzen auch die
Eigenformen, was zu einer vera¨nderten Wirksamkeit des Interfaces in einzelnen
Frequenzen fu¨hrt.
Der adaptive Regler kann also auf eine Systemvera¨nderung geeignet reagieren,
womit sein wichtigster Vorteil im Vergleich mit fest eingestellten Reglern ge-
zeigt worden ist. Ferner ist der Adaptionsalgorithmus robust gegenu¨ber einer
Verschlechterung des Modells der Sekunda¨rstrecke durch die Modifikation des
Systems.
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6.3 AVC an einer Stahlplatte
6.3.1 Versuchsbeschreibung
Eine weitere Anwendung der vorgestellten Konzepte zur Vibrationsda¨mpfung
stellen fla¨chige Leichtbaustrukturen dar. Als experimentelles Beispiel hierfu¨r soll
eine Stahlplatte (900mm× 600mm× 1.75mm) dienen, die in einem Rahmen all-
seitig eingespannt ist (Abbildung 6.20). Ziel des Versuchs ist die Unterdru¨ckung
der von einem elektrodynamischen Shaker eingeleiteten Vibrationen mit Hilfe ei-
ner adaptiven Gegensteuerung unter Verwendung applizierter Piezofolienaktoren
und -sensoren. Hierbei soll der die ersten sieben Biegeeigenmoden umfassende
Frequenzbereich betrachtet werden.
Durch numerische Berechnung der Dehnungen der Eigenformen und deren U¨ber-
lagerung ko¨nnen insgesamt zwo¨lf optimale Positionen fu¨r Sensoren und Aktoren
bestimmt werden, die aufgrund der Symmetrie der Platte jeweils an deren Mit-
tellinien gespiegelt sind (Abbildung 6.21)[58]. An jeder dieser Positionen und
Abbildung 6.20: Versuchsstand fu¨r das Funktionsmuster Platte
zusa¨tzlich in der Mitte der Platte wird ein Piezoaktor und ein Piezosensor ap-
pliziert, jeweils in 50mm × 32mm messenden Funtkionsmodulen integriert, die
eine bessere Handhabbarkeit und Robustheit gegenu¨ber der direkten Verwen-
dung von piezokeramischen Pla¨ttchen bieten [118]. Da bei der Applikation von
Folienaktoren auf du¨nnen Strukturen nicht nur Biegemomente eingeleitet werden,
sondern auch ein großer Anteil ebener Dehnungen, du¨rfen Aktoren und Sensoren
nicht kollokiert auf Ober- und Unterseite der Platte oder direkt u¨bereinander
angebracht werden. Wie eine Frequenzgangmessung des in der Plattenmitte ap-
plizierten, kollokierten Sensor-Aktor-Paares zeigt, dominieren die ebenen Anteile
der Verformung die Messung der Auslenkung durch Biegung [98]. Deshalb wird
eine nahezu kollokierte Anordnung gewa¨hlt, bei der die Aktoren und Sensoren in
einem geringen Abstand voneinander appliziert werden, wobei im betrachteten
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Abbildung 6.21: Positionierung der Funktionsmodule sowie des Meß- und Anre-
gungspunkts
Frequenzbereich die Biegemoden deutlich detektierbar sind (Abbildung 6.22).
Jedoch bleibt die minimalphasige Charakteristik einer kollokierten Anordnung
erhalten, da sich Resonanzen und Antiresonanzen im Frequenzgang abwechseln
[98]. Die Ansteuerung der Aktoren erfolgt u¨ber entsprechende Versta¨rker (PI LV-
PZT E-116) in einem Bereich von 0V bis 100V , wobei eine Offsetspannung von
50V gewa¨hlt wird.
Zur Einleitung der Sto¨rgro¨ße ins System dient ein elektrodynamischer Shaker,
der u¨ber eine Kraftmeßdose an der Unterseite der Platte angekoppelt ist. Der
Anregungspunkt (f , Abbildung 6.21) ist so gewa¨hlt worden, daß mo¨glichst alle
Eigenmoden steuerbar sind, denn an seiner Position lx/pi, ly/pi besitzt kein Bie-
gemode eine Knotenlinie.
Zur Messung der Normalengeschwindigkeit an der Plattenoberfla¨che dient ein
Laservibrometer. An der gewa¨hlten Position v, die punktsymmetrisch zum An-
regungspunkt liegt, lassen sich alle Biegemoden beobachten. Daher soll der Fre-
quenzgang zwischen der eingeleiteten Kraft des Shakers und der dort gemessenen
Geschwindigkeit sowohl fu¨r die passive als auch fu¨r die aktiv gesteuerte Platte auf-
genommen werden, um daraus ein Gu¨temaß fu¨r das aktive System zu ermitteln.
Diese Messung wird parallel zur Regelung u¨ber das dspace-System vorgenommen
(Abbildung 6.23).
Die Aktor-Sensor-Paare werden zu drei Gruppen mit jeweils vier Aktoren und
Sensoren zusammengefaßt. Das mittig angeordnete Paar (Gruppe 4) wird nicht
verwendet, da es sich als untauglich erwiesen hat. In den Versuchen werden alle
drei Gruppen nacheinander zur Regelung verwendet. Nach der Ermittlung des
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Abbildung 6.22: Frequenzga¨nge zwischen exakt und nahezu kollokiertem Aktor-
Sensor-Paar
Abbildung 6.23: Versuchsaufbau zur Messung und Regelung an der Platte
jeweiligen Gu¨temaßes ist ein Vergleich der verschieden positionierten Gruppen
mo¨glich.
6.3.2 Regelungskonzepte
Zur Unterdru¨ckung der durch den Shaker eingeleiteten Sto¨rsignale soll eine ad-
aptive Gegensteuerung eingesetzt werden, die jeweils vier Aktoren ansteuert und
die Signale von vier Sensoren verarbeitet. Das notwendige Referenzsignal wird
direkt vom Signalgenerator abgenommen, so daß keine Ru¨ckwirkungseffekte exi-
stieren (Abbildung 4.6). Um die Phasenverschiebungen durch die Anti-Aliasing-
und Rekonstruktionsfilter zu minimieren, wird die Abtastfrequenz mo¨glichst hoch
zu 1kHz und die Grenzfrequenz dieser Filter zu 0.5kHz gewa¨hlt.
Die notwendigen Modelle der 4×4 = 16 Sekunda¨rstrecken werden durch adaptive
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Kautz-Filter gebildet, wa¨hrend adaptive FIR-Filter die vier Aktorsignale aus dem
Referenzsignal erzeugen. Die graphische Programmierung unter Simulink erlaubt
die Zusammenfassung von jeweils vier Sensoren und einem Aktor zu einem Sub-
system, von dem vier parallel geschaltet werden (Anhang B.2, Abbildung B.4,
B.3).
Da bei diesem Versuch eine Mehrgro¨ßenregelung vorliegt, wird auch das Konzept
der modalen Entkopplung am Plattenversuch getestet. Zur Realisierung des adap-
tiven Modalfilters wird ebenfalls Simulink angewandt (Anhang B.2). Allerdings
wird durch dieses Konzept nur eine Beeinflussung der ersten vier Resonanzen
ermo¨glicht, gleichzeitig sollte sich jedoch der Rechenaufwand auf dem Signalpro-
zessor verringern.
6.3.3 Identifikation
Zuna¨chst wird auch an diesem Versuch eine experimentelle Modalanalyse vor-
genommen, um Aussagen u¨ber das Eigenschwingverhalten zu erzielen und das
notwendige Vorwissen zur Parametrierung der adaptiven Kautz-Filter zu erhal-
ten. Hierzu wird die Platte durch den Shaker mit bandbegrenztem weißen Rau-
schen erregt und die Geschwindigkeit an diskreten Punkten eines Meßnetzes der
Auflo¨sung 100mm mit dem Laservibrometer gemessen. Es ergeben sich im Fre-
quenzbereich von 20Hz bis 130Hz insgesamt sieben Biegeeigenmoden der Struk-
tur (Tabelle 6.3).
Dabei liegen der dritte und der vierte Mode so nah zusammen, daß sie in den
gemessenen Frequenzga¨ngen nur schlecht unterscheidbar sind und nur mit dem
Verfahren der experimentellen Modalanalyse getrennt werden ko¨nnen. Zu ihrer
n fn [Hz] θn[%] Mode (nx, ny)
1 32.8 1.5 1,1
2 47.8 0.31 2,1
3 76.6 0.24 1,2
4 77.5 0.39 3,1
5 93.2 0.22 2,2
6 117.8 0.41 4,1
7 121.2 0.18 3,2
Tabelle 6.3: Eigenfrequenzen und Da¨mpfungsgrade der Platte.
Modellierung wird nur ein Kautz-Filter pro Sekunda¨rstrecke eingesetzt, welches
mit dem Mittelwert der beiden Resonanzfrequenzen f = 77Hz parametriert wird.
Fu¨r die insgesamt 16 Sekunda¨rstrecken werden daher jeweils 6 parallele Kautz-
Filter eingesetzt (Abbildung B.2), deren Ordnung auf K = 7 festgelegt wird.
Die Identifikation erfolgt jeweils fu¨r vier Sekunda¨rstrecken gleichzeitig, indem ein
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Abbildung 6.24: Adaptive mehrkanalige Identifikation
Aktor mit weißem Rauschen angesteuert wird und die sich ergebenden Signale
von allen vier Sensoren verarbeitet werden (Abbildung 6.24)). Entsprechend wird
danach mit den anderen Aktoren angeregt, um schrittweise alle 16 Strecken zu
adaptieren. Auch die gleichzeitige Identifikation aller Sekunda¨rstrecken durch si-
multane Ansteuerung aller vier Aktoren ist mo¨glich, jedoch beeinflussen sich die
Prozesse dann gegenseitig und die Genauigkeit der Modelle sowie die Adaptions-
geschwindigkeit sinken ab.
Da die Eigenfrequenzen und Da¨mpfungsgrade globale Strukturparameter darstel-
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Abbildung 6.25: Kautz-Modelle der Sekunda¨rstrecke S1,1, Konfiguration 1
(links),2 (Mitte), 3 (rechts)
len, bleiben die b1,2-Parameter der Kautz-Filter unabha¨ngig von der verwende-
ten Aktor-Sensor-Konfiguration gleich. Daher kann dieselbe Modellstruktur mit
identischen Parametern zur Identifikation der Sekunda¨rstrecken aller drei Kon-
figurationen eingesetzt werden. Als Beispiel dient die Sekunda¨rstrecke S1,1. Da
die Eigenfrequenzen globale Parameter der Struktur darstellen, die Antiresonan-
zen aber von der Wahl der jeweiligen Erreger- und Sensorposition abha¨ngen,
besitzen alle drei Konfigurationen dieselben Resonanz- aber unterschiedliche An-
tiresonanzstellen [42]. Fu¨r alle drei Konfigurationen ergeben sich gute Modelle
im Bereich der Eigenfrequenzen der Platte, jedoch eine schlechte Modellierung
in den Minima des Frequenzgangs. Da sich in Frequenzga¨ngen zwischen nahezu
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kollokiert angeordneten Aktoren und Sensoren Resonanzen und Antiresonanzen
abwechseln, ergeben sich fu¨r diese in allen Fa¨llen die Modelle mit dem gro¨ßten
Approximationsfehler
E2,S =
||Sk,l(jω)− Sˆk,l(jω)||2
||Sk,l(jω)||2 (6.4)
ω = 2pi20s−1 . . . ω = 2pi130s−1
der aus den gemessenen Frequenzga¨ngen berechnet wird (Tabellen C.1, C.2, C.3).
Fu¨r die Regelung mit dem Leaky-LMS-Algorithmus ist aber der Bereich der An-
tiresonanzen nur von geringer Bedeutung, so daß mit diesen Modellen der Se-
kunda¨rstrecke gearbeitet werden kann.
6.3.4 Mehrkanalige adaptive Gegensteuerung
Ziel der adaptiven Gegensteuerung ist die Minimierung der an den vier Fehler-
sensoren gemessenen Signale. Zur Beurteilung der Regelgu¨te wird die mit dem
Vibrometer gemessene Geschwindigkeit am Punkt v als unabha¨ngige Meßgro¨ße
genutzt. Die Regelgu¨te wird aus dem Frequenzgang
H(jω) =
V (jω)
F (jω)
. (6.5)
zwischen eingeleiteter Kraft des Shakers und dieser Geschwindigkeit bestimmt:
I =
||H(jω)||2,passiv
||H(jω)||2,aktiv . (6.6)
Dieses Maß ermo¨glicht auch den Vergleich zwischen der Verwendung der verschie-
denen Aktor-Sensor-Gruppen.
Aus dem Sto¨rsignal x(n) (weißes Rauschen) und den Ausgangssignalen der ad-
aptiven Filter lassen sich deren Frequenzga¨nge ermitteln (Abbildung 4.6):
Wn(jω) =
Yn(jω)
X(jω)
n = 1 . . . 4 (6.7)
Neben der Regelgu¨te ist auch der Regelaufwand von Interesse. Da alle Aktorsi-
gnale eine identische analoge Signalverarbeitung und Versta¨rkung durchlaufen, ist
die U¨bertragungsfunktion Wn hierfu¨r entscheidend. Daher wird deren H2-Norm
||Wn(jω)||2 als Maß fu¨r die Stellenergie herangezogen. Auch hier soll ein Vergleich
zwischen den verschiedenen verwendeten Aktor-Sensor-Gruppen erfolgen.
Der MIMO-FXLMS-Regler wird mit vier adaptiven FIR-Filtern der Ordnung
N = 50 implementiert. Eine geringere Ordnung erscheint aufgrund der bei den
Tests am aktiven Interface nicht sinnvoll, wa¨hrend eine ho¨here Ordnung aufgrund
der turnaround time von 0.56ms auf dem verwendeten System bei einer Abta-
strate von 1kHz nicht mo¨glich ist.
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Rauscherregung
Fu¨r einen ersten Versuch wird die Konvergenzkonstante zu µ = 10 und der
Leakage-Faktor zu γ = 10−6 gewa¨hlt und das System mit bandbegrenztem weißen
Rauschen erregt. Zuna¨chst wird die adaptive Identifikation wie zuvor beschrieben
durchgefu¨hrt. Nach der Messung des Frequenzgangs H(jω) fu¨r die passive Platte
wird das aktive System zugeschaltet. Nach einer Zeit von 20s, die sicherstellen
soll, daß alle vier adaptiven Filter sich im stationa¨ren Zustand befinden, wird
erneut eine Frequenzgangmessung vorgenommen.
Dieses Vorgehen wird mit den drei verschiedenen Aktor-Sensor-Gruppen wieder-
holt und jeweils die Maße fu¨r Regelgu¨te und Regelaufwand bestimmt.
Im Vergleich der drei Konfigurationen zeigt sich, daß mit keiner der drei Grup-
pen alle Resonanzen des Frequenzgangs beeinflußt werden ko¨nnen. Wa¨hrend nur
durch die an den La¨ngsseiten der Platte positionierten Aktoren und Sensoren ei-
ne Regelung des ersten Eigenmodes mo¨glich ist, bleiben ebenso nur durch sie der
sechste und siebte Mode unbeeinflußt (Abbildung 6.26). Dagegen ist mit denen
auf den Querseiten der Platte angeordneten Aktoren und Sensoren die Beeinflus-
sung des eng benachbarten dritten und vierten Modes nicht mo¨glich.
Bei der Berechnung der Gu¨temaße fu¨r die Regelung ergibt sich der beste Wert
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Abbildung 6.26: Vergleich der Regelung bei Nutzung der drei Aktor-Sensor-
Gruppen
Gruppe I[dB] ||W1||2[dB] ||W2||2[dB] ||W3||2[dB] ||W4||2[dB]
1 6.0 43.9 42.6 45.0 43.3
2 9.4 44.9 47.2 46.5 48.7
3 11.3 44.2 44.3 45.0 48.0
Tabelle 6.4: Vergleich der Regelgu¨te
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fu¨r die dritte Konfiguration (Tabelle 6.4), obwohl auch mit ihr nicht alle Mo-
den regelbar sind. Allerdings lassen sich die drei im Frequenzgang am sta¨rksten
ausgepra¨gten Resonanzspitzen unterdru¨cken, woraus sich eine breitbandige Ab-
senkung der energiebezogenen Norm ergibt. Daher liefert die erste Konfiguration
ein wesentlich schlechteres Gu¨temaß, obwohl mit ihr die beiden letzten Moden
am sta¨rksten abgesenkt werden, da diese im Frequenzgang zu kleineren Spitzen
fu¨hren. Die vergleichende Betrachtung des energiebezogenen Gu¨temaßes ist daher
als alleiniges Bewertungskriterium wenig geeignet.
Der Frequenzgang zwischen Geschwindigkeitssignal und Kraft zeigt weiterhin den
breitbandigen Einfluß der adaptiven Gegensteuerung auch außerhalb der Reso-
nanzfrequenzen. Die breitbandige Anregung der Struktur mit den Aktoren fu¨hrt
zu einer Anhebung im Bereich der Minima. Dies wird durch die einzelnen Fre-
quenzga¨nge der adaptiven Filter erkla¨rt (Abbildung 6.27), die als FIR-Filter aus-
schließlich Nullstellen realisieren [55]. Daher werden auch große Aktorsignale au-
ßerhalb der Resonanzfrequenzen der Struktur generiert, was zur beobachteten
Vergro¨ßerung der Amplituden fu¨hrt.
Wird noch die Norm der Filterfrequenzga¨nge gebildet, ergibt dies nahezu gleiche
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Abbildung 6.27: Vergleich der Frequenzga¨nge der vier adaptiven Filter bei Nut-
zung der drei Aktor-Sensor-Gruppen
Werte unabha¨ngig von der Aktor-Sensor-Konfiguration (Tabelle 6.4). Daher ist
die dritte Konfiguration als Beste der drei getesteten zu bewerten, was die nu-
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merischen Ergebnisse besta¨tigt [58] und es werden weitere Untersuchungen mit
dieser Konfiguration vorgenommen.
In einem weiteren Versuch wird der Einfluß des Leakage-Parameters γ getestet.
Wie erwartet, nimmt mit kleineren Werten des Parameters die Regelgu¨te ebenso
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Abbildung 6.28: Einfluß des Leakage-Faktors auf Regelgu¨te (links) und Regelauf-
wand (rechts)
wie der Regelaufwand zu, da γ eine Begrenzung des Aktorsignals bewirkt (Ab-
bildung 6.28). Bei sehr kleinen Werten von γ wird allerdings die Regelgu¨te nicht
weiter verbessert oder verschlechtert sich sogar, da die Aktoren mit sehr großen
Signalen u¨bersteuert werden, was zu Nichtlinearita¨ten und Anregung ho¨herer
Moden fu¨hren kann.
Harmonische Erregung
Bisher ist fu¨r alle Versuche weißes Rauschen als Erregersignal verwendet wor-
den. In der Praxis jedoch wird die adaptive Gegensteuerung hauptsa¨chlich bei
harmonischen Signalen mit sich langsam a¨ndernder Frequenz verwendet. Daher
soll noch ein Test mit einem solchen Signal durchgefu¨hrt werden. Der Frequenz-
bereich von 20Hz bis 130Hz wird dabei schrittweise angeregt, wobei bei jedem
Frequenzstu¨tzpunkt eine kurze Zeit zur Adaption der Filter Wn(z) und zur Mes-
sung der Signale verwendet wird. Der Frequenzgang des aktiven Systems weist
keine großen Unterschiede gegenu¨ber dem Fall der Rauscherregung auf (Abbil-
dung 6.29).
Das Ergebnis der Messung demonstriert jedoch die Abha¨ngigkeit der adapti-
ven Filterkoeffizienten von den zeitlichen Eigenschaften des Eingangssignals (vgl.
Gl. (A.7)). Obwohl das bandbegrenzte Rauschen und die schrittweise harmoni-
sche Erregung dasselbe Spektrum besitzen, ergeben sich u¨ber der Frequenz un-
terschiedliche Aktorsignale, da im ersten Fall alle Frequenzen gleichzeitg, im letz-
teren Fall nacheinander angeregt werden (Abbildung 6.30). Bei der harmonischen
Erregung wird das Aktorsignal in den Eigenfrequenzen der Struktur konzentriert,
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Abbildung 6.29: Adaptive Gegensteuerung bei harmonischer Erregung
weiterhin ergeben sich vom Betrag her nahezu identische Verla¨ufe fu¨r die vier ad-
aptiven Filter. Im Gegensatz zu fest eingestellten Reglern ist also bei adaptiven
Algorithmen neben dem Spektrum auch der zeitliche Verlauf des Erregersignals
bei der Auslegung von Interesse.
6.3.5 Modale Gegensteuerung und Regelung
Mit Hilfe der je vier Aktoren und Sensoren kann auch eine modal entkoppelte
adaptive Gegensteuerung realisiert werden. Hierdurch kann einerseits jeder Mo-
de selektiv gesteuert werden, andererseits sollte sich auch eine Verringerung des
Rechenaufwands fu¨r den Algorithmus ergeben.
Adaptive Modallter
Die modale Entkopplung wird durch adaptive Modalfilter realisiert (Kapitel 4).
Die Programmierung erfolgt in diesem Fall durch Simulink-Standardfunktionen
(Abbildung B.6, Abbildung B.7).
Das notwendige Modell einer Aktor-Sensor-Strecke in Parallelstruktur ist aus den
vorherigen Versuchen bereits in Form paralleler adaptiver Kautz-Filter vorhan-
den, deren Ausga¨nge auch jeweils einzeln verwendet werden ko¨nnen. Der dritte
und der vierte Mode fallen jedoch in den Frequenzga¨ngen zu einer Resonanzspit-
ze zusammen, weshalb sie gemeinsam mit nur einem Kautz-Filter identifiziert
werden. Daher ist eine modale Entkopplung beider mit dem verwendeten adap-
tiven Verfahren nicht mo¨glich, sie werden wie ein Mode behandelt. Somit kann
mit den vier Aktoren und Sensoren der Frequenzbereich von (0..100Hz) mit ei-
ner modal entkoppelten Gegensteuerung beeinflußt werden. Im zweiten Schritt
wird das Modell in seine parallelen Komponenten zerlegt. Jedes Kautz-Filter als
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Abbildung 6.30: Frequenzgang der adaptiven Filter bei harmonischer Erregung
Modell fu¨r einen Mode dient als Referenz fu¨r das entsprechende adaptive Modal-
filter (Abbildung 6.31), und die Koeffizienten α werden adaptiert. Aufgrund der
Unabha¨ngigkeit der einzelnen Moden untereinander kann die Adaption aller vier
Modalfilter gleichzeitig erfolgen. Die Abbildung 6.32 zeigt den Zeitverlauf der ins-
gesamt 16 Koeffizienten, wobei u¨ber zehn Versuche gemittelt worden ist, um das
Rauschen des stochastischen LMS-Algorithmus aus den Signalen zu entfernen.
Die Koeffizienten erreichen nach einigen Sekunden den stationa¨ren Zustand (Ab-
bildung 6.33). Aufgrund der symmetrischen Anordnung der vier Sensoren und
der Symmetrie der einzelnen Moden ist zu erwarten, daß die Filterkoeffizienten
fu¨r einen Mode denselben Betrag besitzen. Im Versuch ergeben sich jedoch Un-
terschiede, die auf eine Abweichung von der Symmetrie hindeuten, welche zum
Beispiel durch Unsymmetrie in den Eigenformen der Platte oder verschieden gute
mechanische Ankopplung der Sensoren an die Struktur verursacht werden ko¨nnen.
Ferner ist die Trennung des dritten (1, 2) und vierten (3, 1) Schwingungsmodes
mit dem adaptiven Modalfilter nicht mo¨glich, wodurch das adaptive Modalfil-
ter fu¨r diesen Mode eine ungenaue Lo¨sung liefert. Die vier Ausgangssignale des
adaptiven Modalfilters zeigen jedoch eine gute Approximation des vorgegebenen
modalen Frequenzgangs. Im Versuch ist eine perfekte modale Entkopplung der
Ausgangssignale offensichtlich nicht realisierbar (Abbildung 6.34), allerdings be-
tra¨gt der Abstand zwischen dem gefilterten und den unterdru¨ckten Moden ca.
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Abbildung 6.31: Frequenzgang zwischen Aktor 1 und Sensor 1 und seine Zerlegung
in modale Komponenten durch Kautz-Modelle
15dB.
Da die Aktoren zu den Sensoren nahezu kollokiert angeordnet sind, wird das
adaptierte sensorseitige Modalfilter ebenfalls zur modalen Transformation der
Aktorsignale verwendet.
Modale Gegensteuerung
Zur adaptiven Gegensteuerung wird erneut der FXLMS-Algorithmus eingesetzt,
jedoch ergeben sich jetzt vier unabha¨ngige SISO-Systeme. Die Sekunda¨rstrecken
ergeben sich aus den U¨bertragungsfunktionen zwischen dem modalen Aktorsignal
νn und dem entsprechenden modalen Sensorsignal qn:
Sn(z) =
Qn(z)
νn(z)
(6.8)
Gegenu¨ber der modalen Filterung nur auf der Sensorseite ergibt sich durch die
zusa¨tzliche modale Filterung der Aktorsignale eine Unterdru¨ckung der jeweils her-
auszufilternden Moden um weitere 15dB. Daher entsprechen die Frequenzga¨nge
der Sekunda¨rstrecken mit Ausnahme dessen des dritten Modes nahezu denen
von Systemen mit einem Freiheitsgrad, womit das Ziel der modalen Entkopp-
lung erreicht ist. Diese werden jeweils mit einem adaptiven Kautz-Filter der
Ordnung K = 7 identifiziert, welches mit Eigenfrequenz und Da¨mpfungsgrad
des entsprechenden Modes parametriert wird, wobei sich Approximationsfehler
E2 = 0.25; 0.43; 0.17; 0.32 ergeben (Abbildung 6.35).
Im na¨chsten Schritt wird die eigentliche Unterdru¨ckung der durch den Shaker
in die Struktur eingeleiteten Vibrationen vorgenommen. Das Sto¨rsignal ist in
diesem Fall auf das Frequenzband 20Hz...100Hz begrenztes weißes Rauschen,
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Abbildung 6.32: Adaption der Koeffizienten des adaptiven Modalfilters fu¨r vier
Moden
welches auch als Referenzsignal fu¨r die vier modalen adaptiven Gegensteuerun-
gen zur Verfu¨gung gestellt wird. Die adaptive Filterung des Referenzsignals zur
Erzeugung der modalen Stellgro¨ßen wird mit FIR-Filtern der Ordnung N = 50
vorgenommen. Im theoretischen Fall reicht ein Filter erster Ordnung aus, jedoch
gilt dies nur fu¨r die perfekte Entkopplung und vollsta¨ndige Beobachtbarkeit al-
ler Moden des Systems, was im Versuch nicht erreicht werden kann. Das Filter
ho¨herer Ordnung soll daher eine Bandbegrenzung der Stellgro¨ßen bewirken, um
Spillover-Effekte zu anderen Moden zu verringern.
Wegen der relativ guten Entkopplung der Systeme untereinander kann jedes mo-
dale System einzeln getestet werden, um jeweils optimale Parameter fu¨r die
Kovergenzkonstante µn und den Leakage-Parameter γn zu finden. Da die Se-
kunda¨rstrecke fu¨r den dritten Mode den gro¨ßten Betrag u¨ber der Frequenz auf-
weist, wird das entsprechende adaptive Filter mit einem kleineren µ parametriert
als Filter der anderen modalen Systeme (vergl. Gl. (4.7)). Der Faktor γn wird
jedoch fu¨r alle Systeme zu 10−8 gewa¨hlt.
Zur Beurteilung des aktiven Systems wird auch hier der Frequenzgang zwischen
der durch den Shaker eingeleiteten Kraft und der mit dem Vibrometer gemesse-
nen Geschwindigkeit herangezogen. Bei Aktivierung jeweils einer Gegensteuerung
zeigt sich eine gute Unterdru¨ckung der entsprechenden Resonanz, jedoch keine
Beeinflussung der anderen Moden (Abbildung 6.36). Auch dies demonstriert die
Gu¨te der modalen Entkopplung. Bei Aktivierung aller vier modalen Gegensteue-
rungen gleichzeitig ergibt sich entsprechend eine U¨berlagerung der Effekte. Das
Gu¨temaß u¨ber den angeregten Frequenzbereich betra¨gt I = 11.4dB. Der resul-
tierende Frequenzgang entspricht ungefa¨hr dem bei der voll gekoppelten 4 × 4-
MIMO-Gegensteuerung erhaltenen. Dabei weist das modal entkoppelte System
jedoch mit einer turnaround time von 0.1ms eine wesentlich geringere Rechenlei-
6.3. AVC AN EINER STAHLPLATTE 93
1 2 3 4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Mode
α
α1
α2
α3
α4
Abbildung 6.33: Koeffizienten des adaptiven Modalfilters fu¨r vier Moden
stung auf. Die Messung der nach der Konvergenz der vier adaptiven FIR-Filter
sich ergebenden Frequenzga¨nge zeigt die Begrenzung der Stellenergie des mo-
dalen Systems auf den jeweiligen zu unterdru¨ckenden Mode (Abbildung 6.38).
Gleichzeitig ergeben sich Minima im Frequenzgang bei den Resonanzfrequenzen
der anderen Moden, was ihre Beeinflussung durch Spillover-Effekte minimiert.
Modale adaptive Regelung (IMC)
Auf Basis der adaptierten Modalfilter und der modalen Gegensteuerung kann
durch eine einfache Erweiterung eine adaptive Regelung nach der Internal Mo-
del Control-Methode erhalten werden, indem das Modell fu¨r die Sekunda¨rstrecke
auch zur Scha¨tzung des Sto¨rsignals verwendet wird (Abbildung B.9). Durch die
aus der modalen Entkopplung resultierenden einfachen Sekunda¨rstrecken ist auch
der Aufwand zur Implementierung dieses Konzepts gering, ferner wird das Refe-
renzsignal fu¨r den FXLMS-Algorithmus nicht mehr von der Quelle des Sto¨rsignals
abgenommen. Bei gleicher Wahl der Parameter µn und γn ergibt sich jedoch eine
geringere Regelgu¨te von I = 6dB. Durch die Einfu¨hrung der Ru¨ckkopplung wird
allerdings der Vorzug der unbedingten Stabilita¨t der adaptiven Gegensteuerung
aufgegeben. Weiterhin ist das gescha¨tzte Referenzsignal nicht das in die Struktur
eingeleitete, sondern das bereits mit dem U¨bertragungsverhalten der Struktur
gefilterte weiße Rauschen, was die schmalbandige Absenkung der einzelnen Re-
sonanzspitzen erkla¨rt.
Die Modifikation der adaptiven Gegensteuerung mit der modalen Entkopplung
stellt fu¨r die Steuerung aktiver Strukturen eine Verbesserung hinsichtlich des
Aufwands und der unabha¨ngigen Beeinflussung einzelner Resonanzen dar. Ein
Nachteil ist jedoch, daß mit einer bestimmten Anzahl Sensoren und Aktoren
nur ho¨chstens die gleiche Anzahl Moden beeinflußt werden kann, was bei einer
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Abbildung 6.34: Ausgangssignale des Modalfilters und zur Adaption verwendete
Modelle (· · ·)
Erweiterung des angeregten Frequenzbereichs den Aufwand an analoger Signal-
verarbeitung durch die notwendige Anzahl der Kana¨le stark vergro¨ßert.
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Abbildung 6.35: Modale Sekunda¨rstrecken und entsprechende Kautz-Modelle
(· · ·)
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Abbildung 6.36: Anwendung der modalen Gegensteuerung bei einzelnen Moden
(· · ·: ungeregelt)
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Abbildung 6.37: Anwendung der modalen Gegensteuerung bei allen Moden (· · ·:
ungeregelt)
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Abbildung 6.38: Frequenzga¨nge der vier adaptiven FIR-Filter bei modaler Ge-
gensteuerung
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Abbildung 6.39: Anwendung der modalen Regelung (· · ·: ungeregelt)
Kapitel 7
Zusammenfassung und Ausblick
Die Verminderung von Vibrationen mit Hilfe aktiver Struktursysteme stellt be-
sondere Anforderungen an die verwendeten Regelungskonzepte. Neben dem Vor-
handensein einer Regelstrecke mit mehreren, zumeist schwach geda¨mpften Mo-
den muß auch eine Vera¨nderung der Systemparameter oder der eingeleiteten
Sto¨rsignale u¨ber der Zeit in Betracht gezogen werden. In der vorliegenden Ar-
beit wurde deshalb die Anwendung adaptiver digitaler Filter zur Regelung und
Identifikation aktiver strukturdynamischer Systeme untersucht, wobei besonders
Aspekte der Einfachheit, Robustheit und Stabilita¨t beru¨cksichtigt wurden.
Eine aktive Struktur stellt meist ein Mehrgro¨ßensystem mit mehreren Sensoren
und Aktoren dar. Durch Einfu¨hrung modaler Filter kann dieses auf die entkop-
pelte Regelung einzelner Systeme mit nur einem Ein- und Ausgang und einem
Schwingungsmode zuru¨ckgefu¨hrt werden, was den Aufwand bei der Realisierung
entsprechend verringert und die selektive Regelung einzelner Moden erlaubt. Ad-
aptive Modalfilter ko¨nnen die entsprechenden Parameter wa¨hrend des Versuchs
auf einfache Art ermitteln. Hierzu ist allerdings ein Modell der Regelstrecke erfor-
derlich, das sich nach der Identifikation in seine modalen Komponenten zerlegen
la¨ßt. Ein Nachteil der modalen Regelung ist die Notwendigkeit, mindestens so
viele Aktoren und Sensoren zu benutzen, wie Moden zu trennen sind.
Da zur Implementierung adaptiver Steuerungen und Regelungen Modelle der Re-
gelstrecke in Form digitaler Filter erforderlich sind, ist deren adaptive Identifikati-
on von Interesse. Durch modale Zerlegung der Regelstrecke ist auch hier eine Ver-
einfachung der Aufgabenstellung auf ein System mit einem schwingungsfa¨higen
Freiheitsgrad mo¨glich. Insbesondere sind adaptive Kautz-Filter untersucht wor-
den, die garantierte Stabilita¨t besitzen, zu deren Parametrierung allerdings Vor-
wissen u¨ber die Pole des zu modellierenden Systems notwendig ist. Numerische
Untersuchungen demonstrierten die Mo¨glichkeit, pra¨zise Modelle zu erhalten,
wenn entsprechend genaues Vorwissen vorhanden ist. Im Vergleich zu den eben-
falls garantiert stabilen FIR-Filtern besitzen Kautz-Filter einen deutlich verrin-
gerten Rechenaufwand, jedoch ergibt sich durch die notwendige Parametrierung
ein Verlust an Flexibilita¨t und somit der Fa¨higkeit, großen A¨nderungen in den Sy-
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stemparametern bei gleichbleibender Modellqualita¨t zu folgen. Systeme mit mehr
als einem Freiheitsgrad ko¨nnen durch entsprechende Parallelschaltung mehrerer
Kautz-Filter modelliert werden.
Zur Implementierung der Algorithmen auf einem Signalprozessor sind die adap-
tiven Filtersysteme als C-Programme realisiert und als Blo¨cke in die Simulink-
Umgebung eingebunden worden. Dies ermo¨glicht den modularen Aufbau verschie-
dener adaptiver Gegensteuerungen oder Regler unter Einbeziehung einer adapti-
ven Identifikation der Sekunda¨rstrecken. Gleichzeitig wird durch die Verwendung
der C-programmierten Simulink-Blo¨cke die Verwendung in Echtzeitanwendungen
ermo¨glicht.
Die erstellten Konzepte sind an zwei Versuchen getestet worden. Zuna¨chst wurde
fu¨r ein aktives Interface zur Entkopplung zweier Balken eine adaptive Gegensteue-
rung implementiert. Da das Referenzsignal von der Struktur abgenommen wurde,
mußte durch entsprechende Erweiterungen des Reglers die Aktorwirkung auf die-
ses Signal kompensiert werden. Die beno¨tigten Modelle der Strecken vom Aktor
zu Referenz- und Fehlersensor sind zu Vergleichszwecken mit adaptiven Kautz-
und FIR-Filtern verschiedener Ordnung realisiert worden, wobei die Kautz-Filter
mit dem aus einer experimentellen Modalanalyse gewonnenen Ergebnis fu¨r Eigen-
frequenzen und Da¨mpfungswerte der Struktur parametriert worden sind. Unter
diesen Voraussetzungen sind diese den FIR-Filtern hinsichtlich der beno¨tigten
Rechenzeit und der Modellqualita¨t u¨berlegen.
Mit der adaptiven Gegensteuerung wird eine breitbandige Schwingungsberuhi-
gung am zu entkoppelnden Balken erreicht. Die Adaptivita¨t des Gesamtsystems
ist durch eine gezielte Modifikation mittels einer Zusatzmasse u¨berpru¨ft und
besta¨tigt worden.
Den zweiten Versuch stellte die aktive Schwingungskompensation an einer mit
Piezoaktoren und -sensoren bestu¨ckten Platte dar. Mit den verfu¨gbaren Wand-
lern wurde ein MIMO-System mit je vier Ein- und Ausga¨ngen konfiguriert, wobei
aus den 24 Wandlern drei Gruppen gebildet und die Wirksamkeit der aktiven
Maßnahmen bezu¨glich der Wahl verschieden positionierter Aktoren und Senso-
ren verglichen wurde. Als Regelungskonzept wurde zuna¨chst die adaptive Gegen-
steuerung angewandt. Die Identifikation der notwendigen 16 Sekunda¨rstrecken
erfolgte hier ausschließlich mit adaptiven Kautz-Filtern, die mit dem Ergebnis
einer zuvor durchgefu¨hrten experimentellen Modalanalyse parametriert wurden.
Zur Verbesserung der Robustheit und Begrenzung des Stellsignals wurde der
Leaky-LMS-Algorithmus implementiert. Im Versuch konnte durch eine Parame-
teruntersuchung gezeigt werden, daß mit Hilfe des Leakage-Faktors eine Abwa¨gung
zwischen Begrenzung des Stellsignals und Verringerung der Regelgu¨te erfolgen
werden kann.
Da ha¨ufig harmonische Sto¨rsignale vorliegen, ist zusa¨tzlich zur Rauscherregung
auch ein solches Signal untersucht worden, dessen Frequenz sich langsam u¨ber
den gesamten betrachteten Frequenzbereich erho¨ht. Das erzielte Ergebnis der ad-
aptiven Gegensteuerung ist allerdings a¨hnlich.
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Um das rechenaufwendige Regelungskonzept zu vereinfachen, ist zusa¨tzlich eine
modal entkoppelte Gegensteuerung eingesetzt worden. Die beno¨tigten modalen
Filter wurden dafu¨r ebenfalls adaptiv realisiert. Um hierfu¨r modale Referenzmo-
delle zu gewinnen, wurde das in Parallelstruktur adaptiver Kautz-Filter vorhan-
dene Modell einer Aktor-Sensor-Strecke verwendet. Die erzielte modale Entkopp-
lung wurde anhand von Frequenzgangmessungen verifiziert.
Fu¨r jedes der sich ergebenden modalen Systeme wurde eine entkoppelte, einkana-
lige FXLMS-Gegensteuerung implementiert. Die erzielten Ergebnisse sind dabei
mit denen der gekoppelten Gegensteuerung vergleichbar, wobei auch die selektive
Steuerung einzelner Moden der Struktur getestet wurde. Durch die modale Ent-
kopplung und die Verwendung von adaptiven FIR-Filtern, die die Stellenergie
außerhalb des anzuregenden Modes minimieren, konnten Spillover-Effekte ver-
mieden werden. Jedoch ko¨nnen nur so viele Moden wie Aktoren und Sensoren
vorhanden sind, entkoppelt gesteuert und beobachtet werden. Schließlich wurde
noch auf die Verwendung des Referenzsignals verzichtet und eine modale adapti-
ve Regelung realisiert. Die mit diesem Konzept erzielten Ergebnisse besitzen eine
etwas geringere Regelgu¨te. Zudem ist dieses System aufgrund der vorhandenen
Ru¨ckkopplung weniger robust.
Als weitergehende Entwicklung ist zuna¨chst die Erprobung der vorgestellten Kon-
zepte in Anwendungen außerhalb des Labors von Interesse, wobei neben der An-
wendung auf praktisch anwendbare aktive Strukturen auch die Implementierung
der Algorithmen auf Prozessorsystemen vorgenommen werden sollte, die nicht
u¨ber die hohe Rechenleistung einer dSpace-Entwicklungsumgebung verfu¨gen.
Daru¨berhinaus kann jeder einzelne Bestandteil der Konzepte fu¨r weitere Anwen-
dungen verwendet werden. Die Entkopplung durch adaptive Modalfilter kann
beispielsweise auch fu¨r andere Regelkonzepte als den FXLMS-Algorithmus ange-
wandt werden. Daru¨berhinaus lassen sich bei Verwendung entsprechender Senso-
ren aus den adaptiv ermittelten Koeffizienten der Modalfilter Aussagen u¨ber die
Eigenformen der Struktur gewinnen [29].
Durch die Verwendung adaptiver Filter zur Systemidentifikation ist es mo¨glich,
A¨nderungen in den Systemparametern zu verfolgen. Dabei kann untersucht wer-
den, inwiefern auf diese Weise gewonnene Ergebnisse fu¨r die U¨berwachung des
Zustands eines aktiven Systems (Structural Health Monitoring) verwendbar sind.
Adaptive Kautz-Filter haben sich als geeignet fu¨r die Modellierung der Strecken
in einer aktiven Struktur gezeigt haben, sofern ein genu¨gend genaues Vorwissen
u¨ber die Systempole zur Parametrierung der Filter vorhanden ist. Eine Erwei-
terung ko¨nnte hier die adaptive Nachfu¨hrung dieser Parameter umfassen, wenn
sich die Systempole im Betrieb um gro¨ßere Betra¨ge verschieben, a¨hnlich wie sie
fu¨r den Spezialfall der Laguerre-Filter bereits vorhanden ist [4].
Anhang A
Das nichtrekursive LMS-adaptive
Filter
Das nichtrekursive adaptive Filter ist die Grundlage aller hier verwendeten ad-
aptiven Filter und wird wegen seiner besonderen Stabilita¨t und Robustheit in
praktischen Anwendungen besonders ha¨ufig eingesetzt [84]. Es basiert auf der
adaptiven Linearkombination von Signalen (Adaptive Linear Combiner), die in
Abbildung A.1 dargestellt ist [117]. Die Elemente des Eingangsvektors
x(n) =
[
x0(n) x1(n) . . . xN(n)
]
(A.1)
werden mit dem Koeffizientenvektor
w =
[
w0 w1 . . . wN
]
(A.2)
linear kombiniert, um das Ausgangssignal zu erhalten:
y(n) = wTx(n). (A.3)
Der wichtigste Spezialfall des Adaptive Linear Combiner ist das adaptive FIR-
Filter, bei dem der Eingangsvektor aus den letzten N + 1 Abtastwerten eines
+ +
+
y
PSfrag replacements
w0 w1 wn
x0(n) x1(n) xN (n)
−1z −1z
++
x(n)
y(n)
PSfrag replacements
w0 w1 wn
x0(n)
x1(n)
xN (n)
Abbildung A.1: Der Adaptive Linear Combiner (links) und das adaptive FIR-
Filter (rechts)
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W
d(n)
e(n)
+x(n)
−
Abbildung A.2: Das Optimalfilterproblem
Eingangssignals x(n) besteht (Abbildung A.1):
x(n) =
[
x(n) x(n− 1) x(n− 2) . . . x(n−N) ] . (A.4)
Ein adaptives Filter soll aus einem bekannten Eingangssignal x(n) ein Ausgangs-
signal y(n) erzeugen, welches ein vorgegebenes Signal d(n) mo¨glichst gut approxi-
miert (Abbildung A.2). Fu¨r eine Systemidentifikation zum Beispiel stellt d(n) das
Ausgangssignal eines unbekannten Systems dar. Damit der Approximationsfehler
e(n) = d(n)− wTx(n) (A.5)
im Sinne der kleinsten Quadrate minimiert wird, wird als Gu¨tefunktion (cost
function) der Erwartungswert des quadrierten Fehlersignals e(n) angenommen,
der als Leistung des Signals gedeutet wird [5]:
ξ = E[e(n)2]. (A.6)
Dies ist das Problem der Optimalfilterung, das durch die Theorie der Wiener-
Filter beschrieben und gelo¨st wird [41]. Der optimale Koeffizientenvektor ergibt
sich durch Lo¨sung der entsprechenden Wiener-Hopf-Gleichung:

Rxx(0) Rxx(1) · · · Rxx(N)
Rxx(1) Rxx(0)
...
...
. . .
...
Rxx(N) · · · Rxx(0)

 =


w0
w1
...
wN




Rxd(0)
...
Rxd(N)

 (A.7)
Dabei stellen die Rxx(n) die Eintra¨ge der Autokorrelationsmatrix des Eingangs-
signals x(n) dar, die hier reell und symmetrisch angenommen werden darf:
Rxx(k) = E[x(n)x(n + k)], (A.8)
wa¨hrend Rxd(n) der Vektor der Kreuzkorrelationsfunktion von x(n) und d(n) ist:
Rxd(k) = E[x(n)d(n + k)]. (A.9)
Das optimale Filter W ha¨ngt daher von den Eigenschaften der jeweils vorhan-
denen Signale ab. Dies motiviert iterative Lo¨sung durch ein adaptives System,
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wκ
xκ(n)
µ
e(n)
z−1
cκ(n)x
′(n)
Abbildung A.3: Realisierung des stochastischen LMS-Algorithmus fu¨r einen Ko-
effizienten wκ
welches das optimale Filter W findet, ohne die Autokorrelationsmatrix zu kennen
oder gar invertieren zu mu¨ssen. Voraussetzung ist, daß sich Rxx und Rxd wa¨hrend
des Adaptionsprozesses der Koeffizienten wκ nicht a¨ndern, es sich also um stati-
ona¨re Signale handelt.
Die Adaption soll hier nach dem Gradientenverfahren erfolgen:
w(n + 1) = w(n)− µ
2
∂ξ
∂w(n)
. (A.10)
Hierbei ist µ die Adaptionsschrittweite. Es ist mo¨glich statt der Berechnung des
Erwartungswerts fu¨r die Gu¨tefunktion eine modifizierte, momentane Version als
Abscha¨tzung zu verwenden:
ξˆ = e(n)2 (A.11)
und hiermit einen stochastischen Gradienten zu ermitteln [117]:
∂ξ
∂w(n)
≈ ∂(e(n)
2)
∂w(n)
(A.12)
Auswertung der partiellen Differentiation liefert den stochastischen LMS- Algo-
rithmus:
w(n+ 1) = w(n)− µx(n)e(n), (A.13)
der aufgrund seiner Einfachheit in der Praxis ha¨ufig Anwendung findet, da seine
Implementierung nur wenig Mehraufwand gegenu¨ber der eines Filters mit kon-
stanten Koeffizienten beno¨tigt (Abbildung A.3).
Da die gewa¨hlte Gu¨tefunktion quadratisch in den Koeffizienten des adaptiven
Filters ist, besitzt sie nur ein Minimum, und existiert genau eine optimale Lo¨sung
fu¨r die Koeffizienten.
U¨ber die Konstante µ kann die Geschwindigkeit des Konvergenzprozesses in ge-
wissen Grenzen eingestellt werden. Stabilita¨t des Adaptionsprozesses ist gewa¨hr-
leistet fu¨r
0 < µ <
2
NPx
, (A.14)
wobei
Px = E[x
2] (A.15)
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die Leistung des Signals x(n) darstellt. Hierdurch ist nur eine grobe Abscha¨tzung
gegeben, da fu¨r eine genaue Angabe des zula¨ssigen Wertebereichs fu¨r µ die Kennt-
nis der Autokorrelationsmatrix des Eingangssignals notwendig ist.
Obwohl der Algorithmus nur fu¨r den Spezialfall des adaptiven FIR-Filters gezeigt
worden ist, kann er auch fu¨r N beliebige, linear unabha¨ngige Eingangssignale
verwendet werden. So ko¨nnen die Verzo¨gerungsglieder z−1 durch einfache digita-
le Filter ersetzt werden, um eine orthonormale Filterbank zu erhalten (Kapitel
5), oder es ko¨nnen verschiedene Sensorsignale linear kombiniert werden (Kapitel
4). Dabei besitzt die Gu¨tefunktion dennoch immer nur ein Optimum, was fu¨r die
Anwendung ein besonderer Vorteil ist.
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Abbildung B.1: Simulink-Modell des Reglers fu¨r das aktive Interface
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Abbildung B.2: Simulink-Modell der Sekunda¨rstrecke mit sechs parallelen adap-
tiven Kautz-Filtern
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B.2 Platte
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Abbildung B.3: Simulink-Modell der adaptiven Gegensteuerung mit vier Ein- und
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B.2.2 Modale Gegensteuerung
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Abbildung B.5: Simulink-Modell der modalen adaptiven Gegensteuerung mit ad-
aptivem Modalfilter
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Abbildung B.6: Simulink-Modell des adaptiven Modalfilters
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Abbildung B.7: Simulink-Modell des LMS-Algorithmus
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Abbildung B.8: Simulink-Modell des modalen FXLMS-Algorithmus mit Modell
der Sekunda¨rstrecke
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Abbildung B.9: Simulink-Modell des modalen adaptiven Reglers mit Modellen
der Sekunda¨rstrecke
Anhang C
Meßergebnisse an der Platte
C.1 Konfiguration 1
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Abbildung C.1: Sekunda¨rstrecken zwischen Aktor 1 und den Sensoren und ent-
sprechende Kautz-Modelle (· · ·)
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Abbildung C.2: Sekunda¨rstrecken zwischen Aktor 2 und den Sensoren und ent-
sprechende Kautz-Modelle (· · ·)
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Abbildung C.3: Sekunda¨rstrecken zwischen Aktor 3 und den Sensoren und ent-
sprechende Kautz-Modelle (· · ·)
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Abbildung C.4: Sekunda¨rstrecken zwischen Aktor 4 und den Sensoren und ent-
sprechende Kautz-Modelle (· · ·)
E2 A1 A2 A3 A4
S1 0.34 0.18 0.20 0.15
S2 0.20 0.32 0.15 0.16
S3 0.18 0.14 0.37 0.18
S4 0.15 0.15 0.20 0.34
Tabelle C.1: Approximationsfehler der Identifikation der Strecken zwischen Ak-
toren A1..4 und Sensoren S1..4 fu¨r Konfiguration 1 mit adaptiven Kautz-Filtern
(6 parallel, jeweils Ordnung K = 7)
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C.2 Konfiguration 2
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Abbildung C.5: Sekunda¨rstrecken zwischen Aktor 1 und den Sensoren und ent-
sprechende Kautz-Modelle (· · ·)
E2 A1 A2 A3 A4
S1 0.38 0.42 0.35 0.32
S2 0.38 0.43 0.31 0.32
S3 0.35 0.35 0.39 0.35
S4 0.33 0.39 0.37 0.40
Tabelle C.2: Approximationsfehler der Identifikation der Strecken zwischen Ak-
toren A1..4 und Sensoren S1..4 fu¨r Konfiguration 2 mit adaptiven Kautz-Filtern
(6 parallel, jeweils Ordnung K = 7)
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Abbildung C.6: Sekunda¨rstrecken zwischen Aktor 2 und den Sensoren und ent-
sprechende Kautz-Modelle (· · ·)
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Abbildung C.7: Sekunda¨rstrecken zwischen Aktor 3 und den Sensoren und ent-
sprechende Kautz-Modelle (· · ·)
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Abbildung C.8: Sekunda¨rstrecken zwischen Aktor 4 und den Sensoren und ent-
sprechende Kautz-Modelle (· · ·)
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C.3 Konfiguration 3
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Abbildung C.9: Sekunda¨rstrecken zwischen Aktor 1 und den Sensoren und ent-
sprechende Kautz-Modelle (· · ·)
E2 A1 A2 A3 A4
S1 0.47 0.37 0.40 0.40
S2 0.38 0.42 0.41 0.36
S3 0.38 0.38 0.46 0.37
S4 0.41 0.37 0.40 0.42
Tabelle C.3: Approximationsfehler der Identifikation der Strecken zwischen Ak-
toren A1..4 und Sensoren S1..4 fu¨r Konfiguration 3 mit adaptiven Kautz-Filtern
(6 parallel, jeweils Ordnung K = 7)
C.3. KONFIGURATION 3 119
20 40 60 80 100 120
−80
−60
−40
−20
0
f [Hz]
|S 1
2| [
dB
]
20 40 60 80 100 120
−80
−60
−40
−20
0
f [Hz]
|S 2
2| [
dB
]
20 40 60 80 100 120
−80
−60
−40
−20
0
f [Hz]
|S 3
2| [
dB
]
20 40 60 80 100 120
−80
−60
−40
−20
0
f [Hz]
|S 4
2| [
dB
]
Abbildung C.10: Sekunda¨rstrecken zwischen Aktor 2 und den Sensoren und ent-
sprechende Kautz-Modelle (· · ·)
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Abbildung C.11: Sekunda¨rstrecken zwischen Aktor 3 und den Sensoren und ent-
sprechende Kautz-Modelle (· · ·)
120 ANHANG C. MESSERGEBNISSE AN DER PLATTE
20 40 60 80 100 120
−80
−60
−40
−20
0
f [Hz]
|S 1
4| [
dB
]
20 40 60 80 100 120
−80
−60
−40
−20
0
f [Hz]
|S 2
4| [
dB
]
20 40 60 80 100 120
−80
−60
−40
−20
0
f [Hz]
|S 3
4| [
dB
]
20 40 60 80 100 120
−80
−60
−40
−20
0
f [Hz]
|S 4
4| [
dB
]
Abbildung C.12: Sekunda¨rstrecken zwischen Aktor 4 und den Sensoren und ent-
sprechende Kautz-Modelle (· · ·)
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