For communicating urban flood risk to authorities and the public, a realistic three-dimensional visual display is frequently more suitable than detailed flood maps. Virtual reality could also serve to plan short-term flooding interventions. We introduce here an alternative approach for simulating three-dimensional flooding dynamics in large-and small-scale urban scenes by reaching out to computer graphics. This approach, denoted 'particle in cell', is a particle-based CFD method that is used to predict physically plausible results instead of accurate flow dynamics. We exemplify the approach for the real flooding event in July 2016 in Innsbruck. This is an Open Access article distributed under the terms of the Creative Commons Attribution Licence (CC BY 4.0), which permits copying, adaptation and redistribution, provided the original work is properly cited
INTRODUCTION
Flooding in urban areas is recognized as a significant risk to public infrastructure, welfare and even as a danger to life ( Jha et al. ). The reason for the increased number of incidents and detrimental effects has been discussed at length, see e.g. Ashley et al.  . For the planning of mitigation measures (both long-term infrastructure adaption and short-term disaster prevention) tools are needed to forecast the magnitude of the flooding event. Over the last few years, flood risk modelling has progressed significantly towards two-dimensional shallow wave simulation of surface flows (Hunter et al. ). However, for communicating flood risks to authorities and the public, map-based results are not always suitable and there is a need for more visual display of the action. But an accurate three-dimensional computational fluid dynamics (CFD) simulation of largescale urban flooding dynamics is out of questioneven on modern supercomputers the calculation time would be enormous and thus prohibitive for any practical application.
In this paper, we develop an alternative approach for introducing virtual reality in flood-risk communication by reaching out to computer graphics (CG). We apply particlebased CFD, more precisely the particle in cell (PIC) method, for simulating urban flooding dynamics in a three-dimensional mesh representation of a city. The key here is to balance uncertainty in the model predictions against visual display. The PIC method is based on physical laws for flow calculation but predicts plausible results instead of accurate flow dynamics. On the other hand, PIC allows for numerically stable CFD simulations of whole cities in real time. In the following we introduce the numerical background of the approach and show two example applications, with one addressing the real flooding event in July 2016 in Innsbruck.
METHODS

Computational fluid dynamics
Simulating transient fluid flow generally requires solving the underlying physical model, which is expressed by means of the Navier-Stokes equations (NSE). These equations for incompressible flow consist of a momentum term expressed as
and the continuity equation ∇ Á u ¼ 0, where t denotes time, u the velocity vector, g the external force (gravity), p the pressure, ρ the density and ν the kinematic viscosity of the fluid. The momentum equation governs the effect of the individual forces on the fluid advection while the divergence free condition of the continuity equation constrains the incompressibility. Since an analytical solution of the NSE exists only for selected flows, solving the equations for arbitrary problems requires a discretization to a numerical method. The discretization to a finite number of interpolation points generally follows either the Eulerian approach, where points are fixed in space, or the Lagrangian approach, where the interpolation points follow the deformation of the continuum (Bridson ) . Lagrangian methods, where smoothed particle hydrodynamics (SPH) is the most prominent mesh-free representative, are advantageous for the simulation of distorted and rapidly moving free surface flows, multi-phase or multi-physics problems and fluid structure interactions (Violeau & Rogers ) . Despite some inherent drawbacks due to its Lagrangian nature, SPH is validated against a vast number of acknowledged test cases and has been applied to a variety of fields. But a severe limitation for the application of SPH in real-time computer simulations is the high computational effort. For flows and scales relevant in environmental engineering applications, the time step is approximately in the order 10 À4 to 10 À5 seconds (Winkler et al. ) , where in every step each particle has to compute the interaction with several hundred neighbouring particles (Crespo et al. ). The simulation of 3 seconds of a relatively small validation test case containing ≈ 8 × 10 5 particles requires the execution of highly optimized Dual-SPHysics SPH code (Crespo et al. ) for 11.7 hours on an Intel Xeon E5-1620 3.50 GHz quad core CPUsee the example in Figure 1 . While the flow dynamics are comparable, the detailed effect of the rigid obstacle is different. By visual comparison to the video and validation of the test case, the flow profile of the PIC/FLIP simulation is even more realistic (Kleefsman et al. 2005) . To overcome this issue of excessive computational effort, fluid simulation in CG often applies hybrid methods, most notably the PIC method. PIC is a combination of Lagrangian particles with a Eulerian mesh, and was developed in the 1950s for solving hydrodynamic problems. Figure 2 outlines the basic steps in a PIC iteration, where first the quantities of the fluid particles are transferred to the grid, then the NSE are solved on the grid and last the updated velocities are transferred back to the particles. The back and forth interpolation of quantities from particles to the grid creates considerable numerical dissipation, mainly caused by the averaging process. Brackbill & Ruppel () improved the method to reduce this dissipation to its derivative fluid implicit particles (FLIP), which is achieved by transferring back the velocity change Δv g instead of the cell velocity v Ã g to update the particle velocities.
Solving the NSE is done with the grid-based finite differences method. The fluid solver is implemented on a marker and cell (MAC) grid, which is a staggered grid that stores different fluid quantities at different grid positions. Thus the pressure is stored at the cell centre while the normal components of the velocity are stored at cell faces. For example, at the face between two adjacent cells in x direction only the x velocity component v x of the fluid is stored. This method has the advantage that central differences can be solved accurately for the velocity divergence and the pressure gradient (Bridson ) . Using the Helmholtz-Hodge decomposition theorem allows the NSE to be rewritten in a form that relates the divergent velocity field of the advected particles to the pressure gradient in the form ∇ 2 p ¼ ∇ Á v g . This equation is called the pressure poison equation, which is a system of linear equations that we solve using a simple Jacobi iteration. There exist more sophisticated algorithms to solve this equation but due to its simplicity it is a reasonable choice for a parallel (computing) implementation in a graphics engine (Pharr & Fernando ) . Subtracting the final pressure gradient from the divergent velocity field v g results in the divergence-free velocity v Ã g that is used to update the particle velocities. In comparison to SPH the numerical effort is drastically reduced by replacing the computational stencil from hundreds of particles to only the adjacent cells used in central differences. Since the method is very stable (Zhu & Bridson ) a significantly higher time step can be chosen than for SPH, such that the simulation of the above-mentioned validation case is executed in 5.5 min on the same system. Comparing the execution times shows that the PIC/FLIP method is more than two orders of magnitude faster than SPH. Um et al. () examined the dambreak setup of Kleefsman et al. () and experienced a speedup of 400 when comparing FLIP to SPH. They also showed that the surface heights measured at various positions match the SPH simulation and the experiment well. Optimizing the code further for graphics processing units (GPUs) allows almost real-time performance for PIC/FLIP execution (NVIDIA Corporation ).
Boundary conditions
Unreal engine 4 (UE4) (Epic ) provides a suite of development tools for the creation of real-time graphics software such as video games or physics-based simulations. State-ofthe-art implementations for photorealistic rendering, particle systems, terrain modelling and virtual (VR) and augmented reality (AR) are provided by the framework. The software is published as open source software (OSS) and the licensing model is solely based on a 5% royalty of the worldwide gross revenue. Thus, UE4 was chosen as CG framework for the development of environmental VR applications, as it can be extended to user requirements without any restriction and is of zero cost for non-commercial products.
At their core, real-time graphics engines are highly optimized software implementations that interpret the geometric representation of an environment in the form of polygon meshes. These meshes model objects in terms of vertices, edges and faces, which allows the engine to render 3D objects to 2D images in screen space by projecting the scene depending on the desired perspective. By adding physical quantities to the objects, engines such as UE4 that contain a physics solver are able to simulate and visualize physical phenomena. We are building on top of these simulation capabilities using the cataclysm research project, which provides a highly optimized PIC/FLIP fluid solver that is integrated in the physics and rendering pipeline of UE4 (NVIDIA ).
Creating scenes for environmental fluid simulations requires the incorporation of the visual representations as well as the definition of the physical boundary conditions. Both terms are reflected by the mesh representation of the scene objects, which is constrained by the required level of detail and the available data. For example, in an urban context the correct shape of the buildings is required to predict an accurate effect on the fluid flow, while detailed modelling of the windows or roofs is negligible. The missing visual detail is effectively compensated by properly texturing the object representation with images.
Computational and memory-efficient boundary conditions are defined to prevent particles from penetrating rigid obstacles, which is achieved by introducing an artificial pressure constraint at the object boundaries (Guay ) . For efficiency reasons the voxelization of object meshes to boundary cells in the solver grid is avoided by computing signed distance field (SDF) volumes around each rigid object. This functionality was originally implemented in UE4 to improve shading with ambient occlusion or ray tracing, but can be utilized for the definition of fluid boundaries. The SDF is based on the distance function defined as
that returns the closest distance to a closed set of points S for any point x, which is extended to the signed distance function ϕ as
The discretization of ϕ to SDFs, in graphics applications often called level set (LS), provides a distance function that is smooth everywhere except on the medial axis, consisting of points that are equidistant to different points on the surface (Bridson ) . Since this axis is by definition disjointed from the surface, the gradient ∇ϕ is defined near the surface and represents the outward-pointing normal. These properties are used in the next step to define a pressure gradient for the velocity update computation of the fluid solver (Guay ).
Based on this implicit representation of rigid obstacles it is sufficient to compute only the fluid domain for solving the NSE on the grid, without needing to explicitly discretise boundaries (visualized by the cubes in Figure 4 right). Similar to the SDF, the particle density is projected on a sparse grid based on a sharp kernel definition for each particle (Ando et al. ) . The zero iso-contour of the resulting particle density field describes the fluid surface, which is provided to the solver to define the computational domain.
Visualization
Apart from the efficient computation of particle advection, a fast visualization technique is necessary to attain real-time fluid simulation performance. A straight forward visualization technique for particle fluid simulations is the representation of particles as solid spheres. The most plausible choice of particle volume arises from the initial discretization relationship of fluid volume to the number of particles. This option is a valid choice for the analysis of the fluid flow but not sufficient for realistic visualization of a translucent continuum. Applying partially transparent materials to the particle spheres adds transparency to the rendered fluid, but the high number of meshes cannot be rendered efficiently and the shading of the individual spheres creates artefacts.
To overcome this issue, point clouds have traditionally been triangulated to polygon meshes, e.g. using the marching cubes (MC) algorithm (Lorensen & Cline ) . Equal to the fluid domain definition above, MC transfers the fluid density to the nodes of a uniform grid. While for the definition of the computational domain it is sufficient to determine the grid cells that have a fluid density greater than 0, MC requires an iso-value in addition to the scalar field. The iso-surface is extracted from the scalar field for each individual cube by determining edges that connect vertices higher and lower than the iso-value. The algorithm is efficient in creating a surface that passes through the interpolated positions of the iso-value on those edges. This algorithm is applied to fluid simulations in Figure 1 but as it handles all 2 8 possible intersections of the iso-surface it is computationally too expensive for the execution in a real-time visualization environment.
For real-time computation of rendered surfaces, an intermediate approach is implemented that uses an LS uniform grid with a resolution twice as large as the solver grid. The increased resolution allows for a 2 3 times higher level of detail in the surface generation for the visualization. Extraction of the zero iso-contour is interpolated on the LS grid between vertices similar to the MC algorithm. Since the fluid rendering only requires this from the rendering perspective, the surface extraction is performed after the projection onto 2D screen space (Pharr & Fernando ) . As discussed in the previous section, the LS of the fluid surface furthermore defines the surface gradient, which is necessary for realistic shading of the fluid simulation. Shading defines the visual properties for physically based rendering such as colour, reflection and refraction.
RESULTS AND DISCUSSION
The strength of the approach presented herein is the rapid integration of various geometric data sources for the creation of physically plausible drainage simulations. Automatic reconstruction of urban scenes receives a lot of attention and has made much progress due to the wide availability of imagery from the air (Musialski et al. ) . Recent advances in 3D indoor scene reconstruction enables realtime mixed reality applications (Dai et al. ) . The combination of such approaches with the UE4 graphics engine allows for real-time VR and AR simulations. Integration of the fluid solver discussed provides a framework to augment such visualizations with the simulation of fluid flow for millions of particles.
The users of such an approach would be, among others, offices for disaster control management, emergency control and education, public utilities and politics. They could employ virtual reality for exemplifying the magnitude of the event as well as mitigating measures. Especially for communicating to non-professional audiences, a realistic display of the scene is easier to comprehend than the correct interpretation of conventional tools such as flood maps. The interactive capabilities of the software enable users to improve their understanding of fluid flow in general and allows them to develop skills with respect to the assessment and management of flooding events.
Case study 1: village flooding
In line with the intended purpose of this approach, we simulate an extreme rain event (return period 500 years) that happened in the area of Innsbruck in July 2016 (Kleidorfer et al. ) . The short-term intensity of the event caused flooding throughout the region with high media coverage featuring videos from an upland village (see Figure 3 left). In the simulation the prototyped village is flooded not by rain runoff but by artificially creating surface water runoff uphill of the depicted scene. The GPU-based implementation of the fluid solver allows the simulation to run interactively with one million particles on a single graphics card, including scene rendering.
For the simulation of surface flows, we consider a triangle mesh, based on a digital terrain model (DTM) for this area. The DTM has a resolution of 1 × 1 m and is imported to UE4 after conversion to the supported 16-bit heightmap format. For visualization the landscape is textured with an orthophoto of 0.2 × 0.2 m resolution. This information is augmented with geospatial vector data, which is used to define the volumetric obstacles such as buildings in the region of interest. While there exists no technical challenge to create the 3D mesh representation from the shape data that are available through OpenStreetMap, we rely on the modelling capabilities of ESRI CityEngine (CE). CE enables the automatic retrieval of the required data that serve as the basis for the procedural generation of an urban environment, so that a realistic-looking prototype based on publicly available data can be created within minutes (see Figure 3 right).
In Figure 3 a snapshot of the simulated scene is displayed next to a video frame that was captured during the event. Although the DTM resolution is not capable of capturing fine details such as sidewalks or drainage, the simulation is able to predict the intersection of the two flows at the street junction in a physically plausible way, thus demonstrating the validity of the approach. The movement of the car is captured by the fluid dynamics and diffuse particles have been added for better visualization of the flow. Since the hedge is represented in the DTM as elevation the simulation predicts the flow of the fluid around it.
Case study 2: underground inundation
In general, pluvial flooding of public areas constitutes a rare event due to urban drainage measures. Nonetheless the infrastructure is designed with a certain failure return period such that in case of stronger events, underground We demonstrate a complementary approach to visualize such an event by applying the solver to a small-scale urban scene of a subway station. The geometric model is provided by UE4 as a showcase example for realistic lighting and rendering capabilities. Adding a fluid source upstairs of the environment shows the capabilities of interactive fluid computation and rendering (see Figure 4 ). Depending on the simulated inflow discharge, the fluid attains a plausible water depth. Visualization of fluid quantity in the context of such events is a useful tool for the training of rescue staff on the effects of inundation.
CONCLUSIONS
For the purpose of communicating urban flood risk to authorities and the public, virtual reality is a novel but sound approach. This could also serve to plan short-term disaster prevention measures or rescue interventions. The discussed particle-based CFD method allows for extremely efficient and fast calculation of 3D flow dynamics in large urban scenes. While not aiming for an accurate computation of all features of the fluid dynamics, the method simulates physically plausible results within an acceptable uncertainty range. The results for a highly dynamic test case show accurate prediction of the flow, such that the accuracy of applications in urban drainage is mainly dominated by the quality of the boundary conditions regarding inflow and outflow. The validity of the approach has been exemplified for a real flooding case in an urban settlement.
