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ABSTRACT
In this paper, we investigate the cross-database micro-expression
recognition problem, where the training and testing samples are
from two dierent micro-expression databases. Under this set-
ting, the training and testing samples would have dierent feature
distributions and hence the performance of most existing micro-
expression recognition methods may decrease greatly. To solve this
problem, we propose a simple yet eective method called Target
Sample Re-Generator (TSRG) in this paper. By using TSRG, we
are able to re-generate the samples from target micro-expression
database and the re-generated target samples would share same
or similar feature distributions with the original source samples.
For this reason, we can then use the classier learned based on the
labeled source samples to accurately predict the micro-expression
categories of the unlabeled target samples. To evaluate the per-
formance of the proposed TSRG method, extensive cross-database
micro-expression recognition experiments designed based on SMIC
and CASME II databases are conducted. Compared with recent
state-of-the-art cross-database emotion recognition methods, the
proposed TSRG achieves more promising results.
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1 INTRODUCTION
Micro-expression is one type of particular facial expressions and
it can reveal human beings’ true emotional states which people
try to conceal [29]. erefore, recognizing micro-expressions by
machines will have many valuable applications, e.g., clinical diag-
nosis [10], interrogation [11], and security [27]. However, com-
pared with ordinary facial expression, micro-expression has much
lower intensity and shorter duration. is makes automatic micro-
expression recognition become a very challenging task. Neverthe-
less, micro-expression recognition is still one of recent aractive
research topics among aective computing, multimedia informa-
tion processing and paern recognition communities [26] due to
its potential values.
e micro-expression recognition research can be early traced
to the work of [29], in which Pster et al. proposed to use tempo-
ral interpolation model (TIM) and local binary paern from three
orthogonal planes (LBP-TOP) [44] to deal with micro-expression
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recognition problem. eir experimental results show that LBP-
TOP is eective for micro-expression recognition problem. Fol-
lowing Pster et al.’s work, Ruiz-Hernandez et al. [30] employed
re-parameterization of second order Gaussian jet to boost LBP-
TOP such that LBP-TOP is more applicable to micro-expression
recognition. For beer describing micro-expressions, Wang et
al. [39] proposed a novel spatio-temporal descriptor called LBP
with six intersection points (LBP-SIP) which can reduce the re-
dundant information in LBP-TOP. Subsequently, lots of spatio-
temporal descriptors are developed for micro-expression recogni-
tion tasks, such as spatio-temporal LBP with integration projection
(STLBP-IP) [15], completed local quantized paern-TOP (CLQP-
TOP) [16], histogram of oriented gradient-TOP (HOG-TOP) [22],
and histogram of image gradient orientation-TOP (HIGO-TOP) [22].
Furthermore, dierent from the above spatio-temporal descrip-
tors, other types of micro-expression features are also investigated
by researchers. Among them, it is worth mentioning the works
of [25, 41], in which Liu et al. and Xu et al. respectively de-
signed novel and eective features, i.e., main directional mean
optical (MDMO) and facial dynamics map (FDM), to describe micro-
expressions. eir experimental results demonstrated the eective-
ness of these two novel micro-expression features.
On the other hand, in recent years, some researchers investigated
micro-expression recognition from a new angle, i.e., aiming at lever-
aging other important information of micro-expression clips, which
contributes to distinguishing micro-expressions, to boost the per-
formance of the spatio-temporal descriptors. In the work of [38],
Wang et al. proposed to use robust principal component analy-
sis (RPCA) [40] to extract the background information from the
micro-expression video clips and then extract the spatio-temporal
descriptor of the background information to describe such micro-
expression clips. Recently, Wang et al. [36, 37] designed a set of
regions of interest (ROIs) according to the facial action coding sys-
tem (FACS) [9] for micro-expression feature extraction. Meanwhile,
they proposed a color space decomposition method called tensor
independent color space (TICS) to utilize the color information for
micro-expression recognition. It is notable that before Wang et al.’s
ROIs based method [36, 37], most researchers employed the xed
gird based spatial division method, e.g., 8 × 8, to boost the perfor-
mance of spatio-temporal descriptors. Specically, the original the
micro-expression video clip is rst divided into a set of spatial facial
blocks and then the spatio-temporal descriptors are extracted to
compose a supervector to describe the micro-expressions. More
recently, deep learning methods have also been applied to micro-
expression recognition. Kim et al. [20] proposed a deep learning
framework consisting of popular convolutional neural network
(CNN) [21] and long short-term memory (LSTM) recurrent net-
work [12] for micro-expression recognition. In this framework, the
representative expression-states frames of micro-expression video
clips are rst selected to train a CNN.en, the CNN feature of each
image frame in a video clip is extracted to train a LSTM network
for recognizing micro-expressions.
Although micro-expression recognition has made great progress
in recent years, it should be pointed out that nearly all of the above
proposed methods are just considered to evaluate on one micro-
expression database, which means the training and testing samples
belong to the same micro-expression database. In this case, since
the training and testing samples are collected by the same equip-
ment and under the same environment, it is a common view that
the training and testing samples abide by the same or similar fea-
ture distributions. However, in practical applications, we will face
the micro-expression samples recorded by dierent equipments
or under dierent environments, which inevitably brings the fea-
ture distribution dierence between the training and testing sam-
ples. Because of this, the performance of existing micro-expression
recognition methods may sharply drop. Consequently, in order to
develop more practical micro-expression recognition methods, it
is very worthwhile to investigate cross-database micro-expression
problem, in which the training and testing samples come from two
dierent micro-expression databases. Clearly, cross-database micro-
expression recognition problem is more challenging and dicult
than ordinary micro-expression recognition one. For convenience,
we refer the training database (samples) as the source database
(samples) and the testing database (samples) as the target database
(samples) in cross-database micro-expression recognition problem
throughout this paper.
In the work of [42], Yan et al. roughly divided cross-database fa-
cial expression recognition problem, which is closely related to our
topic, into two cases including semi-supervised case and unsuper-
vised case. emajor dierence between these two cases is whether
we have access to the label information of target domain. Similarly,
cross-database micro-expression recognition problem can follow
this categorization. In this paper, we will focus on the unsupervised
problem seing, in which the source micro-expression samples are
labeled while the label information of the target micro-expression
samples is completely unknown. To deal with this challenging prob-
lem, we propose a simple yet eective method called Target Sample
Re-Generator (TSRG). TSRG aims at learning a sample re-generator
for source and target micro-expression samples. When the source
and target samples are fed to TSRG, respectively, the output of
TSRG for source samples will still be themselves, while for target
samples TSRG will output a new set of samples which are dier-
ent from their original forms but shares same or similar feature
distributions with the source sample set. Aer that, we are able to
learn a classier such as support vector machine (SVM) based on
the labeled source micro-expression samples and subsequently use
it to predict the labels of the re-generated target micro-expression
samples.
e rest of this paper is organized as follows: Section 2 reviews re-
cent cross-database emotion (including facial expression and speech
emotion) recognition works which are very closely related to cross-
database micro-expression recognition topic. In Section 3, we intro-
duce our proposed TSRG based cross-database micro-expression
recognition method in detail. For evaluating the performance of the
proposed TSRG method, extensive cross-database micro-expression
recognition experiments between SMIC and CASME II databases
are conducted in Section 4. Finally, the paper is concluded in Sec-
tion 5.
2 RELATEDWORKS
Since cross-database micro-expression recognition problem has
not yet been investigated, in this section we review recent works
about other modality based cross-database emotion recognition
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Figure 1: e overall picture of TSRG based cross-database micro-expression recognition method.
that is closely related to cross-database micro-expression recog-
nition including cross-database facial expression recognition and
cross-database speech emotion recognition. In recent years, these
two challenging and interesting problems have gained lots of re-
searchers’ aention.
For cross-database facial expression recognition and its related
problems, various eective methods [3, 4, 32, 42, 46, 47] have been
proposed. For example, in the works of [3, 4], Chu et al. proposed
a novel method called selective transfer machine (STM) for person-
alized (cross-subject) facial action units detection problem. STM is
able to utilize the target samples to learn a set of weights for the
source samples such that the weighted source samples would have
the same or similar feature distributions with the target samples.
Consequently, the classier trained based on the weighted source
samples could also be suitable for distinguishing the target samples.
Recently, Sangineto et al. [32] investigated the cross-domain facial
expression recognition problem by using a transductive parameter
transfer method. ey proposed a novel classier parameter trans-
fer method to directly transfer knowledge about the parameters
of source person-specic classiers to the target individuals such
that the target classier can accurately predict the expressions of
target samples. More recently, Yan et al. [42] proposed an unsu-
pervised domain-adaptive dictionary learning (UDADL) model to
cope with the unsupervised cross-database facial expression recog-
nition problem and achieved a promising result. In addition, Zheng
et al. [46, 47] proposed a transductive transfer subspace learning
framework to deal with cross-pose and cross-database cases in fa-
cial expression recognition. In this framework, an auxiliary set is
selected from the unlabeled target samples for learning a subspace
together with the labeled source samples. In such a subspace, the
source and target samples would be enforced to abide by the same
feature distribution and hence the classier trained by the source
samples can predict the expressions of the target samples.
e earliest cross-database speech emotion recognition research
may be the work of [33], in which Schuller et al. proposed to em-
ploy a series of normalization methods to investigate cross-database
speech emotion recognition problem and conducted extensive cross-
database experiments on many speech emotion databases. From
then on, a variety of interestingmethods have been proposed to deal
with this challenging problem [5–7, 13, 17, 31, 34, 48]. For example,
Hassan et al. [13] proposed an importance-weighted support vector
machine (IW-SVM) to handle cross-database speech emotion recog-
nition. In this method, they rst used three transfer learning [28]
methods, i.e., kernel mean matching (KMM) [14], Kullback-Leibler
importance estimation procedure (KLIEP) [35], and unconstrained
least-squares importance ing (uLSIF) [19] to learn the impor-
tance weights for target samples with respect to source samples
and then incorporated the learned weights into SVM to obtain the
IW-SVM. In the works of [5–7], Deng et al. proposed a series of
auto-encoder based domain adaptation methods by leveraging vari-
ous auto-encoder based networks to learn a common representation
between the source and target samples for cross-database speech
emotion recognition problem. Recently, Song et al. [34] proposed a
transfer non-negative matrix factorization method for coping with
cross-database speech emotion recognition, in which the maximum
mean discrepancy (MMD) [1] is introduced to eliminate the feature
distribution dierence between source and target speech databases.
From the above cross-database emotion recognitionmethods, it is
clear that the basic idea of these methods can be almost categorized
into two types. e rst type of methods target at learning the
importance weights for source or target samples to balance the
feature distribution dierence between source and target databases,
while the second type of methods achieve this goal by learning a
common subspace. Dierent from the above methods, our proposed
TSRG is designed to this end from a new angle, i.e., re-generating
target samples in the original feature space.
3 PROPOSED METHOD
3.1 Overall Picture and Basic Idea
For beer understanding TSRG method, we draw a picture shown
in Fig. 1 to illustrate the basic idea of the TSRG method and show
how TSRG works for dealing with cross-database micro-expression
recognition problem. As depicted in Fig. 1, it can be seen that the
goal of the proposed TSRG is to learn a sample re-generator which
can re-generate the source and target micro-expression samples
by inpuing the original source and target ones. Interestingly, the
re-generated source micro-expression samples are still themselves,
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while the re-generated target micro-expression samples are dier-
ent from their original forms but their feature distribution becomes
same or similar with the source samples. Consequently, once the
optimal TSRG is learned, we can train a classier, e.g., SVM, based
on the labeled source samples and then obtain the micro-expression
categories of the unlabeled target samples by using the trained clas-
sier to predict the labels of the corresponding new target samples
re-generated by TSRG.
3.2 Building a Target Sample Re-Gegerator
Suppose we have feature matrices Xs ∈ Rd×ns and Xt ∈ Rd×nt
of source and target micro-expression samples from two dier-
ent databases, where d is the dimension of feature vectors and ns
and nt denote the numbers of source samples and target samples,
respectively. Note that the feature here can be any widely-used
micro-expression feature such as LBP-TOP [29, 44], LBP-SIP [39],
andMDMO [25]. To obtain the functions of the sample re-generator
shown in Fig. 1, rstly, the sample re-generator must output the
source samples themselves with the source samples as input, which
can be formulated as the following optimization problem:
min
G
‖Xs −G (Xs )‖2F , (1)
where G denotes the sample re-generator to be learned and F de-
notes the Frobenius norm.
Secondly, to ensure that the re-generated target samples have
same or similar feature distributions with the source samples, we
should also design a function fG (Xs ,Xt ) for TSRG, whose details
will be introduced in what follows. By using fG (Xs ,Xt ) to serve
as the regularization term, we can obtain the optimization problem
of TSRG as follows:
min
G
‖Xs −G (Xs )‖2F + λ fG (Xs ,Xt ), (2)
where λ is the trade-o parameter to control the balance between
these two terms of the objective function.
It is notable that the outputG (Xs ) of TSRG for the source samples
is hoped to be still the original source samples Xs . is goal is
actually easy to achieve by a combination of the kernel mapping
operation and the linear projection operation, which are two typical
operations in subspace learning. More specically, a suitable sample
re-generator G can rst map the source samples from the original
feature space into a reproduced kernel Hilbert space (RKHS) by a
kernel mapping operator ϕ and subsequently transform the innite-
dimensional source features in RKHS back to the original feature
space by a projection matrix ϕ (C) ∈ R∞×d . Following this idea, the
sample re-generator G can be nally dened as G (·) = ϕ (C)Tϕ (·).
en the optimization problem of TSRG in Eq. (2) can be wrien
as:
min
ϕ (C)
‖Xs − ϕ (C)Tϕ (Xs )‖2F + λ fG (Xs ,Xt ). (3)
As seen from Eq. (3), the sample re-generator G consisting of
kernel mapping and linear projection operators can re-generate Xs
themselves. More importantly, it can also bring a benet to con-
struct fG (Xs ,Xt ) for TSRG. It is known that we are able to eliminate
the feature distribution dierence between two dierent feature
sets by minimizing their maximum mean discrepancy (MMD) [1]
which is dened in a RKHS. erefore, regarding fG (Xs ,Xt ) of our
TSRG, we can formulate it as the MMD between source and target
samples in the RKHS produced by ϕ, which is expressed as:
MMD(Xs ,Xt ) = ‖ 1
ns
ϕ (Xs )1s − 1
nt
ϕ (Xt )1t ‖H , (4)
whereH denotes a Hilbert space, 1s and 1t are the vectors with
the lengths of ns and nt , respectively, and their elements are all one.
However, it is hard to directly learn the optimal kernel mapping
operator ϕ. erefore, we relax MMD in Eq. (4) to the following
formulation to serve as fG (Xs ,Xt ) for TSRG such that we only need
to learn the optimial ϕ (C), which is feasible and also consistent
with the model parameter of TSRG to be learned in Eq. (3):
fG (Xs ,Xt ) = ‖ 1
ns
ϕ (C)Tϕ (Xs )1s − 1
nt
ϕ (C)Tϕ (Xt )1t ‖22 . (5)
We have following lemma to show that minimizing MMD in
Eq. (4) is equivalent to minimizing the proposed fG (Xs ,Xt ) in
Eq. (5), which can support our relaxation.
Lemma 3.1. For MMD(Xs ,Xt ) and fG (Xs ,Xt ) dened as Eqs. (4)
and (5) based on the kernel mapping operatorϕ, we have fG (Xs ,Xt ) →
0 if MMD(Xs ,Xt ) → 0.
Proof. From the condition that MMD(Xs ,Xt ) is close to 0, we
know that ϕ (Xs ) and ϕ (Xt ) have similar expectations, which can
be formulated as E(ϕ (xis )) ≈ E(ϕ (xit )), where E(·) denotes the
expectation operator. en according to the linear property of
expectation [2], i.e., E(Ax ) = AE(x ), it is easy to deduce that
E(ϕ (C)Tϕ (xis )) ≈ E(ϕ (C)Tϕ (xit )), which guarantees fG (Xs ,Xt )
will be close to 0. 
By substituting the proposed fG (Xs ,Xt ) in Eq. (5) into TSRG in
Eq. (3), the optimization problem of TSRG becomes as follows:
min
ϕ (C)
‖Xs − ϕ (C)Tϕ (Xs )‖2F
+λ‖ 1
ns
ϕ (C)Tϕ (Xs )1s − 1
nt
ϕ (C)Tϕ (Xt )1t ‖22 . (6)
To solve TSRG, letϕ (C) = [ϕ (Xs ),ϕ (Xt )]P, where P ∈ R(ns+nt )×d .
en by using the kernel trick, the optimization problem of TSRG
can be converted to the following formulation:
min
P
‖Xs − PTKs ‖2F + λ‖
1
ns
PTKs1s − 1
nt
PTKt 1t ‖22 + µ‖P‖1, (7)
where Ks = [KTss ,KTst ]T and Kt = [KTts ,KTtt ]T . Herein Kss =
ϕ (Xs )Tϕ (Xs ),Kst = ϕ (Xs )Tϕ (Xt ),Kts = ϕ (Xt )Tϕ (Xs ) andKt t =
ϕ (Xt )Tϕ (Xt ), and they can be computed by dierent kernel func-
tions such as Gaussian kernel. is is the nal formulation of the
proposed TSRG. Note that in Eq. (7), we also introduce l1 norm with
respect to P, i.e., ‖P‖1 = ∑di=1 ‖pi ‖1, where pi is the i-th column
of P, for TSRG to serve as the regularization term. ere are two
important reasons. Firstly, it can avoid the overing problem [8]
during optimizing TSRG. Secondly, each column of ϕ (C) will be
enforced to reconstruct by all the columns of ϕ (Xs ) and ϕ (Xt )
sparsely, which is more reasonable. e sparsity of P is controlled
by the trade-o parameter µ.
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3.3 Optimization
e optimization problem of TSRG can be easily solved by vari-
ous methods such as iterative thresholding (IT) [40], accelerated
proximal gradient (APG) [18], exact augmented Lagrange multi-
plier (EALM) [24] and inexact ALM (IALM) [24]. In this paper,
we employ IALM method to learn the optimial P of TSRG. More
specicially, we introduce a new variable Q which equals P for
TSRG and then convert TSRG optimization problem of Eq. (7) to a
constrained one as follows:
min
P,Q
‖Xs − QTKs ‖2F + λ‖
1
ns
QTKs1s − 1
nt
QTKt 1t ‖2F + µ‖P‖1,
s.t. P = Q. (8)
Subsequently, the Lagrange function can be obtained as the
following formulation:
L(P,Q,T,κ) = ‖Xs − QTKs ‖2F + λ‖QT ∆kst ‖22 + µ‖P‖1
+tr [TT (P − Q)] + κ2 ‖P − Q‖
2
F , (9)
where T is the Lagrange multiplier, κ > 0 is a regularization param-
eter, and ∆kst = 1ns Ks1s − 1nt Kt 1t .
Finally, to learn the optimal P, we only need to minimize the La-
grange function in Eq. (9) with respect to one of the variables while
xing the others iteratively. Specically, repeating the following
four steps until obtaining convergence:
(1) Fix P, T, κ and update Q:
In this step, the optimization problem with respect to Q is as
follows:
min
Q
‖Xs − QTKs ‖2 + λ‖QT ∆kst ‖2F + tr [TT (P − Q)]
+
κ
2 ‖P − Q‖
2
F ,
whose close-form solution is
Q = (KsKTs + ∆kst∆k
T
st +
κI
2 )
−1 (KsXTs +
κP + T
2 ).
(2) Fix Q, T, κ and update P:
min
P
µ
κ
‖P‖1 + 12 ‖P − (Q −
T
κ
)‖2F .
By using the so-thresholding operator, we are able to obtain
the optimal P according to the following criterion:
Pi j =

(Qi j − Ti jκ ) − µκ , if (Qi j −
Ti j
κ ) >
µ
κ ;
(Qi j − Ti jκ ) + µκ , if (Qi j −
Ti j
κ ) <
µ
κ ;
0, otherwise.
where Pi j , Qi j , and Ti j are the elements in the ith row and jth
column of their corresponding matrices.
(3) Update T and κ:
T = T + κ (P − Q), κ = min(ρκ,κmax ),
where ρ is a scaled parameter.
(4) Check convergence:
‖P − Q‖∞ < ϵ,
where ϵ denotes the machine epsilon.
Figure 2: Examples of SIMC andCASME IImicro-expression
databases. From le to right, they are image frames of the
video clips from (a) SMIC (HS), (b) SMIC (NIR), (c) SMIC (VIS),
and (d) CASME II, respectively.
4 EXPERIMENTS
4.1 Micro-Expression Databases and
Experiment Protocol
In this section, we conduct extensive experiments between SMIC
and CASME II micro-expression databases to evaluate our proposed
TSRG based cross-database micro-expression recognition method.
SMIC database1 is built by Li et al. [23]. It has three types of datasets,
i.e., SMIC (HS), SMIC (VIS), and SMIC (NIR), which are recorded by
a high speed (HS) camera of 100fps, a normal visual (VIS) camera
of 25fps, and a near-infrared (NIR) camera, respectively. SMIC
(HS) contains 164 micro-expression clips from 16 dierent subjects,
while SMIC (VIS) and SMIC (NIR) both consist of 71 samples from 8
participants. e samples of three datasets of SMIC are all divided
into three micro-expression categories, i.e., Positive , Neдative , and
Surprise . CASME II database2 is collected by Yan et al. [43]. It
includes 26 subjects and records their 247 micro-expression samples.
ese samples are categorized into ve micro-expression classes
including Happiness , Surprise , Disдust , Repression, and Others ,
respectively. In this paper, the face images in the video clips from
CASME II database are cropped and then transformed to 308 × 257
pixels, while for the samples from three SMIC databases, we crop
and transform the images into 170 × 139 pixels for experiments.
To see the dierence among three datasets of SMIC and CASME II,
we select an image frame from the micro-expression video clip
belonging to four datasets, respectively, which are shown in Fig. 2
as the examples.
e cross-database micro-expression experiments in this paper
are between CASME II and one dataset of SMIC, i.e., CASME II v.s.
SMIC (HS), CASME II v.s. SMIC (VIS), and CASME II v.s. SMIC
(NIR). e two datasets in each above combination are alternatively
served as source and target databases. erefore, there will be six
groups of experiments in total. For convenience, we denote these six
experiments by Exp.1, Exp.2, Exp.3, Exp.4, Exp.5, and Exp.6, respec-
tively. In order to make CASME II and three datasets of SMIC share
the same micro-expression categorization, we select the samples
belonging to Happiness , Surprise , Disдust , and Repression from
CASME II and re-label these samples. Specically, the samples of
Happiness are given Positive labels and the samples of Disдust and
1SMIC database can be freely obtained from hp://www.cse.oulu./SMICDatabase.
2CASME II database is publicly available and can be downloaded from
hp://fu.psych.ac.cn/CASME/casme2-en.php.
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Table 1: e numbers of dierentmicro-expression samples
in CASME II and SMIC datasets for cross-database micro-
expression recognition experiments.
Dataset Micro-Expression Category
Neдative Positive Surprise
CASME II 91 32 25
SMIC (HS) 70 51 43
SMIC (VIS) 28 23 20
SMIC (NIR) 28 23 20
Repression are categorized into Neдative . e labels of Surprise
samples are unchanged.
e new sample constitution information of SMIC and CASME II
with respect to consistent micro-expression categorization is shown
in Table 1. From Table 1, it can be seen that class imbalance prob-
lem exists in CASME II and SMIC (HS) datasets, which means the
number of one type of micro-expression samples is signicantly
larger or lower than other types of micro-expression samples. Con-
sequently, for beer reporting the experimental results, we choose
two metrics widely used in cross-database speech emotion recogni-
tion, i.e., unweighted average recall (UAR) and weighted average
recall (WAR) [33], in the experiments. According to the denition
in [33], WAR is the normal recognition accuracy, while UAR is
the mean accuracy of each class divided by the number of classes
without consideration of samples per class. It can comprehensively
reveal the true performance of one method by comparing WAR
and UAR of this method. For example, if there is a big gap be-
tween a highWAR and a low UAR in a method, it usually occurs
that most of target samples are predicted by this method as the
micro-expression category whose sample number percentage is
dominant among all the micro-expression samples. Consequently,
this method cannot be deemed to perform good even though it
achieves a highWAR (recognition accuracy).
For comparison purpose, some recently proposedwell-performing
cross-database emotion (speech emotion and facial expression)
recognition methods including KMM [13, 14], KLIEP [13, 35], uL-
SIF [13, 19], and STM [3, 4] are chosen. Since STMmethod has been
introduced in related works section, we briey introduce the other
three methods here. KMM was proposed by Huang et al. [14] and
aims at learning a set of weighted parameters for source samples
such that weighted source samples and target samples satisfy the
MMD criterion and hence they obey the same or feature distribu-
tions. KLIEP was proposed by Sugiyama et al. [35]. e key idea of
KLIEP is to learn the importance weights for target samples based
on KL divergence to balance the feature distribution gap between
the source and target samples. uLSIF is also a method for learning
the importance weights for source samples and was proposed by
Kanamori et al. [19]. e most novelty of uLSIF is that it can be con-
verted to a regularized model and has a closed form solution such
that it is very fast compard with KMM. Note that SVM is served as
the classier for all the methods. Besides, SVM without any domain
adaptation is also included for comparison. e detailed parameter
seing of all the methods and micro-expression features are shown
as follows:
(1) For micro-expression feature, we use uniform LBP-TOP [44]
and the neighboring radius R and the number of the neighboring
points P for LBP operator on three orthogonal planes are set as 3
and 8, respectively. Besides, following the work of [45], a multi-
scale spatial division scheme consisting of 1×1, 2×2, 4×4, and 8×8
grids is adopted to partition the micro-expression video clips into a
few facial blocks. Consequently, each micro-expression sample is
described by a feature vector comprising the LBP-TOP vectors of
all the facial blocks.
(2) We use linear kernel function and set C = 1 for SVM in the
experiments. Meanwhile, for fair comparison, linear kernel function
is adopted for all the methods throughout all the experiments.
(3) For KMM, according to the suggestion of [14], its two impor-
tant parameters including the upper limit of importance weight B
and ϵ are set as 1000 and √ntr − 1/√ntr , where ntr denotes the
number of training samples. For STM, following the work of [3, 4],
the upper limit of importance weight B and ϵ are set as the same
values with those of KMM.
(4) For KLIEP, no parameter needs be set, while for uLSIF, STM,
and the proposed TSRG, there are trade-o parameters to be set.
Since the label information of target domain is entirely unknown,
cross-validation method is not feasible for determining the trade-
o parameters. Consequently, to oer a fair comparison among
all the methods, in the experiments we use the parameter grid
search strategy for these methods and report the best results which
correspond to the optimal trade-o parameters. e optimal trade-
o parameters of these three methods are as follows: (a) For uLSIF,
its trade-o parameter λ is xed at 570, 36 × 105, 89, 1, 79, and
42× 105 in Exp.1, Exp.2, Exp.3, Exp.4, Exp.5, and Exp.6, respectively.
(b) For STM, its trade-o parameter λ is xed at 4, 0.04, 8, 0.02, 15,
and 0.03 in Exp.1, Exp.2, Exp.3, Exp.4, Exp.5, and Exp.6, respectively.
(c) For our TSRG, the optimal trade-o parameters (λ, µ) are (0.001,
0.03), (0.1, 0.007), (1, 0.07), (0.01, 0.005), (0.01, 0.003), and (10, 0.001)
in Exp.1, Exp.2, Exp.3, Exp.4, Exp.5, and Exp.6, respectively.
4.2 Experimental Results and Analysis
eWAR andUAR of six experiments obtained by all the methods
are depicted in Tables 2 and 3, respectively. From Tables 2 and 3, it
is clear that in all the experiments, the proposed TSRG method has
promising increases in the performance over SVM without domain
adaptation. Moreover, our method achieves the bestWAR, UAR
or both in most cases, e.g., Exp.1 (best WAR), Exp.3 (best UAR)
and Exp.4 (best bothWAR and UAR). In addition, although STM
performs beer in term of UAR in Exp.1 and uLSIF outperforms
the proposed TSRG in term of WAR in Exp.2 and in terms of both
WAR and UAR in Exp.5, we can nd that our TSRG is actually
overall competitive against uLSIF and STM in these experiments.
Furthermore, it can be found that most of methods perform
poorly in Exp.6, which indicates that Exp. 6 is a tough task for
these methods. However, it is surprising to see that STM and the
proposed TSRG achieve the WAR of 60.81% and 42.57%, respec-
tively, which are considerably higher than other four methods in
this experiment. By further comparing theWAR and UAR of STM
and the proposed TSRG in this experiment, we can clearly nd that
the gap between WAR and UAR of the proposed TSRG (42.57%
and 43.94%) is much narrower than STM (60.81% and 34.32%). It is
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Table 2: Experimental results on CASME II and one subset of SMIC (HS, VIS, NIR) databases in recognizing three micro-
expressions (Neдative, Positive, and Surprise). e results are reported in term of weighted average recall (WAR).
# Source Database Target Database SVM KMM KLIEP uLSIF STM TSRG
Exp.1 CASME II SMIC (HS) 42.07 37.20 45.73 47.56 46.34 50.61
Exp.2 SMIC (HS) CASME II 24.32 27.70 24.32 66.22 58.11 64.19
Exp.3 CASME II SMIC (VIS) 45.07 26.76 45.07 54.93 56.34 60.56
Exp.4 SMIC (VIS) CASME II 36.49 29.73 36.49 39.19 51.35 52.03
Exp.5 CASME II SMIC (NIR) 45.07 26.76 47.89 50.70 47.89 45.07
Exp.6 SMIC (NIR) CASME II 16.22 21.62 16.22 29.05 60.81 42.57
Figure 3: e confusion matrices of all the comparison methods in Exp.5. From (a) to (f), the experimental results correspond
to SVM, KMM, KLIEP, STM, and TSRG, respectively.
very likely due to the extreme class imbalance problem exists in
CASME II. As Table 1 shows, the percentage of Neдative samples is
dominant in CASME II. Because of this, most of CASME II samples
may be mistakenly predicted as Neдative by STM and hence the
STM method achieves a low UAR although its WAR is leading
among all the methods. In other words, the gap of our TSRG is
actually more acceptable, which indicates that the proposed TSRG
method is less aected by the extreme class imbalance problem
exists in CASME II and is more applicable to this experiment.
In order to check the above analysis and further observe the
interference of class imbalance in CASME II to each method, we
select two experiments, i.e., Exp.5 and Exp.6, where CASME II is
served as source and target database, respectively, as the represen-
tatives and draw the confusion matrices of all six methods in these
two experiments. All the confusion matrices in Exp.5 and Exp.6 are
shown in Figs. 3 (Exp.5) and 4 (Exp.6), respectively. From Figs. 3
and 4, some interesting ndings and conclusions can be obtained:
(1) Firstly, as the confusion matrix of STM in Fig. 4 (Exp.6) shows,
it is clear that nearly all the samples of CASME II database are pre-
dicted as Neдative micro-expression by STM, which is consistent
with our analysis previously. Consequently, the above analysis to
explain why a big gap between theWAR and UAR exists in STM
is reasonable.
(2) Secondly, it can be found that for all the methods, three micro-
expressions are much more easily confused in the case when the
CASME II is served as the target database (Fig. 4 and Exp.6) than the
opposite case where the CASME II is used as the source database
(Fig. 3 and Exp.5). is indicates that if the class imbalance problem
occurred in the target database, domain adaptation methods would
be more possibly interfered and hence their performance may be
decreased.
(3) irdly, we notice that compared with Exp.6 (Fig. 4), the
confusion among dierent micro-expressions in Exp.5 (Fig. 3) is
relieved promisingly for all the methods. However, it should be
pointed out that in Exp.5 (Fig. 3), the results of most methods
are still unsatisfactory. Besides the class imbalance problem in
CASME II, we think the heterogeneous problem of facial images
between CASME II and SMIC (NIR) may be a major factor as well.
From the works of [23, 43], we know that the samples of SMIC
(NIR) and CASME II are recorded by a near-infrared camera and a
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Table 3: Experimental results on CASME II and one subset of SMIC (HS, VIS, NIR) databases in recognizing three micro-
expressions (Neдative, Positive, and Surprise). e results are reported in term of unweighted average recall (UAR).
# Source Database Target Database SVM KMM KLIEP uLSIF STM TSRG
Exp.1 CASME II SMIC (HS) 37.91 34.66 42.32 47.61 49.64 47.48
Exp.2 SMIC (HS) CASME II 35.14 39.67 35.14 43.43 41.17 49.58
Exp.3 CASME II SMIC (VIS) 42.67 25.72 41.93 53.12 53.10 60.15
Exp.4 SMIC (VIS) CASME II 48.94 44.02 49.91 53.31 39.99 56.03
Exp.5 CASME II SMIC (NIR) 43.67 23.14 45.58 51.51 42.94 45.80
Exp.6 SMIC (NIR) CASME II 31.42 36.54 31.71 40.26 34.32 43.94
Figure 4: e confusion matrices of all the comparison methods in Exp.6. From (a) to (f), the experimental results correspond
to SVM, KMM, KLIEP, STM, and TSRG, respectively.
high speed color camera, respectively. Consequently, the images of
video clips from these two datasets are considerably heterogeneous
and looks very dierent, which adds diculty to the experiments
between such two datasets.
(4) Finally, it is clear to see that even though most methods per-
form poorly in Exp.6 (Fig. 4), the proposed TSRG method can still
achieve a satisfactory result, in which the extrememicro-expression
confusion occurs in other comparison methods is promisingly alle-
viated (see Fig. 4 (f)).
5 CONCLUSION
In this paper, we have proposed a Target Sample Re-Generator
(TSRG) method to deal with cross-database micro-expression recog-
nition problem, which is more challenging than conventional micro-
expression recognition one. By inpuing source and target micro-
expression samples, TSRG can re-generate the source and target
samples, where the re-generated source samples are still the orig-
inal ones, while the re-generated target samples would share the
similar feature distribution as the source samples. Consequently,
the classier learned based on the source samples can accurately
predict the micro-expression categories of the target samples. Ex-
tensive cross-database micro-expression recognition experiments
between CASME II and SMIC databases are conducted to evaluate
the performance of TSRG method. Experimental results show that
TSRG method can achieve promising results and outperform lots
of recent proposed state-of-the-art cross-database emotion recogni-
tion methods.
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