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Kurzfassung
In der Praxis sind ha¨uﬁg elektromagnetische Feldprobleme anzutreﬀen, die durch eine
gewisse geometrische Symmetrie gekennzeichnet sind. Bei ihrer numerischen Behandlung
ist es im Hinblick auf den damit erzielbaren Rechenvorteil wu¨nschenswert, Redundanzen
in der geometrischen Modellbeschreibung und, damit verbunden, in der Rechengebiets-
gro¨ße zu vermeiden. Auf Basis gruppentheoretischer Methoden ist es bei Vorliegen einer
durch eine ﬁnite Gruppe charakterisierten Symmetrie mo¨glich, aus einer bestimmten Klas-
se stammende Randwertaufgaben in mehrere, voneinander unabha¨ngige Teilprobleme zu
zerlegen, die auf einem Gebiet reduzierter Gro¨ße deﬁniert sind. Dabei muss die Anregung
selbst keine symmetrischen Eigenschaften aufweisen. Dieses als nichtkommutative harmo-
nische Analyse bezeichnete Konzept wurde bisher im Rahmen der Randelementmethode
nur auf Integralgleichungstypen mit Belegfunktionen, an die keine Stetigkeitsforderun-
gen gestellt sind, angewandt. In der vorliegenden Arbeit wird anhand der Reduktion der
elektrischen Feldintegralgleichung mit Fokus auf elektromagnetische Streuprobleme und
Eigenwertaufgaben eine Verallgemeinerung dieser Methodik zur Erweiterung ihrer An-
wendbarkeit auf Formulierungen mit stetigen Randbelegungen vorgeschlagen.
Ausgehend von der direkten Herleitung ga¨ngiger Oberﬂa¨chenintegralgleichungsformulie-
rungen wird zu Beginn ein als Momentenmethode bekanntes Projektionsverfahren vor-
gestellt, das im weiteren Verlauf zur approximativen Lo¨sung der elektrischen Feldinte-
gralgleichung dienen soll. In diesem Kontext werden zwei weit verbreitete Techniken zur
Regularisierung der in diesem Prozessschritt auftretenden singula¨ren Integrale hinsichtlich
Genauigkeit und Eﬃzienz miteinander verglichen und ihr Einﬂuss auf die Konvergenzei-
genschaften des eingesetzten Quadraturverfahrens untersucht. Im Hauptteil der Arbeit
wird nach Einfu¨hrung wichtiger Begriﬀe und Deﬁnitionen aus der Gruppen- und Darstel-
lungstheorie die grundlegende Idee des abstrakten Formalismus der harmonischen Analyse
auf ﬁniten Gruppen dargelegt sowie die erforderlichen Voraussetzungen fu¨r deren Anwend-
barkeit herausgearbeitet. Anschließend wird die Transformation der hier betrachteten Mo-
dellgleichung in einen Satz voneinander unabha¨ngiger, strukturgleicher Integralgleichun-
gen demonstriert, dessen A¨quivalenz zum Ausgangsproblem jedoch erst durch Vorgabe
zusa¨tzlicher Zwangsbedingungen auf den durch die Einschra¨nkung des Rechengebiets ent-
stehenden Schnittra¨ndern herstellbar ist. Zentralen Arbeitsschwerpunkt bildet eine syste-
matische und mathematisch strenge Ableitung dieser von den Stetigkeitseigenschaften der
Feldgro¨ßen abha¨ngigen Schnittkantenbedingungen sowie deren Einbindung in den darauf
folgenden Diskretisierungsprozess, wozu speziell angepasste Ansatzfunktionen entwickelt
werden. Besonderer Wert wird dabei auf eine mo¨glichst allgemein gehaltene Darstellung
sowie methodische Vorgehensweise gelegt, damit eine einfache U¨bertragbarkeit auf weitere
Problemformulierungen ohne Schwierigkeiten mo¨glich ist. Aufgrund der erreichten Zerle-
gung in mehrere, voneinander unabha¨ngige Systeme reduzierter Gro¨ße wird im Vergleich
zur Lo¨sung des Gesamtproblems sowohl der Speicherplatzbedarf als auch der Rechen-
zeitaufwand um einen von der zugrunde liegenden Symmetriegruppe abha¨ngigen Faktor,
fu¨r den entsprechende Abscha¨tzungen angegeben werden, herabgesetzt. Am Beispiel der
numerischen Berechnung des Ru¨ckstreuquerschnitts der in der Hobbyschiﬀfahrt zum Ein-
satz kommenden oktaedrischen Radarreﬂektoren sowie der Eigenwertanalyse eines in der
Beschleunigertechnik verwendeten Hohlraumresonators wird die Leistungsfa¨higkeit und
Einsetzbarkeit der vorgestellten Methode verdeutlicht.
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Kapitel 1
Einleitung
Die vorliegende Arbeit befasst sich mit der Anwendung gruppentheoretischer Methoden
in der Randelementmethode bei Vorliegen geometrischer Symmetrien zur Beschleunigung
des numerischen Lo¨sungsprozesses, wozu mit einer Motivation begonnen wird. Der darauf
folgende Abschnitt gibt einen kurzen historischen U¨berblick u¨ber die wichtigsten fundamen-
talen Forschungsarbeiten auf diesem Gebiet, um die Stellung dieser Arbeit aufzuzeigen.
Abschließend werden die Ziele sowie die gesetzten Schwerpunkte herausgearbeitet.
1.1 Motivation
Entwicklung, Design und Optimierung technischer Bauteile oder Gera¨te erfordern eine
ada¨quate Beschreibung der darin ablaufenden physikalischen Prozesse in Form mathema-
tischer Modelle, die aufgrund ihrer hohen Komplexita¨t im Allgemeinen nur unter Zuhil-
fenahme numerischer Berechnungsmethoden analysiert werden ko¨nnen. Solche Simulati-
onswerkzeuge haben jedoch erst durch die Verfu¨gbarkeit leistungsfa¨higer Rechenanlagen
praktische Bedeutung erlangt und verdra¨ngen immer mehr bisherige Vorgehensweisen,
wie zum Beispiel einen aufwa¨ndigen und kostspieligen Prototypenbau.
Ein Vertreter numerischer Lo¨sungsalgorithmen ist die Randelementmethode, die, wie an-
dere Verfahren auch, gewisse Vorzu¨ge aber auch Nachteile besitzt, woraus letztendlich
ihre typischen Anwendungsgebiete erwachsen. Da dieser Methode eine a¨quivalente Ober-
ﬂa¨chenintegralgleichungsformulierung des zu untersuchenden Problems zugrunde liegt, die
mit dem Vorteil einer um Eins verminderten Dimension des Rechengebiets verbunden ist,
ist sie insbesondere fu¨r Freiraumprobleme pra¨destiniert. Dem steht, bedingt durch ihren
globalen Charakter, der Nachteil dicht besetzter Systemmatrizen gegenu¨ber, der jedoch
durch den Einsatz von Matrixkompressionsverfahren ausgeglichen werden kann. Die ent-
scheidende Schwa¨che liegt jedoch in der Einschra¨nkung auf Materialverteilungen, fu¨r die
passende Greensche1 Funktionen konstruierbar sein mu¨ssen. Abgesehen von wenigen
Sonderfa¨llen, wie ebene geschichtete Strukturen [32], sind lineare, isotrope und homogene
Materialverha¨ltnisse Voraussetzung fu¨r die Anwendbarkeit derartiger Verfahren. Aus den
genannten Gru¨nden haben sich Randintegralgleichungsverfahren unter anderem in der
1George Green, 1793–1841, Mathematiker und Physiker
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Antennentechnik zur Lo¨sung von Abstrahlungsproblemen, aus der wichtige Eigenschaften
von Antennen wie deren Richtcharakteristik ableitbar sind, sowie in der Radartechnik
zur Untersuchung von Streuko¨rpern, aus der Kenngro¨ßen wie der Ru¨ckstreuquerschnitt
bestimmbar sind, etabliert. Aber auch Eigenwertprobleme mit homogenen Resonator-
strukturen, auf die beispielsweise das Aufsuchen von Grenzfrequenzen ausbreitungsfa¨higer
Moden in Wellenleitern oder die Ermittlung von Resonanzfrequenzen einer Beschleuni-
gerstruktur fu¨hrt, ko¨nnen mit diesen Verfahren behandelt werden. Dem letztgenannten
Anwendungsbereich wird jedoch aufgrund des Mangels an eﬃzienten Verfahren zur Lo¨sung
der diskreten Eigenwertgleichung derzeit noch wenig Beachtung geschenkt.
Die sta¨ndig wachsenden Designanforderungen, wie hoher Miniaturisierungsgrad und hohe
Funktionalita¨t, fu¨hren notwendigerweise zu immer vielschichtigeren und komplizierteren
Systemmodellen, wodurch die Anspru¨che an numerischen Simulationsalgorithmen glei-
chermaßen stetig steigen. Um die gewu¨nschten Ergebnisse mit hinreichender Genauigkeit,
vertretbarem Zeitaufwand und den zur Verfu¨gung stehenden, meist beschra¨nkten Re-
chenressourcen bereitstellen zu ko¨nnen, ist die fortwa¨hrende Verbesserung bestehender
Verfahren oder die Entwicklung neuer, eﬃzienter und vor allem universell einsetzbarer
Algorithmen und Implementierungen unabdingbar. Dazu geho¨rt unter anderem auch die
vorteilhafte Ausnutzung bestimmter Systemeigenschaften in der Modellierungsphase, wo-
durch mo¨gliche Redundanzen im Systemmodell vermieden werden ko¨nnen und damit eine
Beschleunigung des Lo¨sungsprozesses erreichbar ist. La¨sst sich zum Beispiel der Geo-
metrie, den Materialverha¨ltnissen sowie der Quellverteilung eines elektromagnetischen
Feldproblems eine gewisse Symmetrie zuschreiben, so besagt das von Neumannsche2
Prinzip, dass sa¨mtliche Feldgro¨ßen die gleichen Symmetrieeigenschaften besitzen [13]. Als
Konsequenz daraus reicht die Betrachtung eines passenden Teilgebiets aus, womit der
numerische Aufwand bei der Lo¨sungsﬁndung entsprechend sinkt. Bei einer beliebigen An-
regung wird jedoch die gesuchte Feldlo¨sung nicht mehr symmetrisch sein, so dass sich
unweigerlich die Frage stellt, wie trotzdem eine mo¨gliche Symmetrie der geometrischen
Struktur vorteilhaft ausgenutzt werden kann. Es liegt auf der Hand, dass eine intuiti-
ve Herangehensweise nur in sehr einfachen Fa¨llen, wie beispielsweise bei Vorliegen einer
Spiegelsymmetrie, zum Ziel fu¨hrt. Fu¨r die Ausnutzung ho¨herer Symmetrien ist hingegen
ein strenges und systematisches Vorgehen unumga¨nglich, wofu¨r die beno¨tigten mathe-
matischen Werkzeuge von der Gruppen- und Darstellungstheorie geliefert werden. Diese
ermo¨glichen auch bei unsymmetrischer Randwertvorgabe und beliebiger Anregung die
Zerlegung eines Randwertproblems in mehrere, voneinander unabha¨ngige Teilprobleme
reduzierter Gro¨ße, die folgende Vorteile bei einer numerischen Behandlung mit sich bringt:
• Sowohl der Rechenzeitbedarf als auch der Speicheraufwand eines numerischen Feld-
berechnungsverfahrens, dessen asymptotische Komplexita¨tsordnung gro¨ßer als Eins
ist, wird um einen von der zugrunde liegenden Symmetrie abha¨ngigen Faktor her-
abgesetzt. Besitzt zusa¨tzlich die Anregung eine gewisse Symmetrie, verringert sich
zudem die Anzahl der zu lo¨senden Teilprobleme, wodurch sich die erzielbaren Re-
duktionsfaktoren weiter erho¨hen.
• Durch eine geometrische Symmetrie hervorgerufene entartete Eigenzusta¨nde eines li-
nearen Operators werden durch den Reduktionsprozess ebenfalls aufgespalten. Wenn
2John von Neumann, 1903–1957, Mathematiker, Physiker und Chemie-Ingenieur
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andere Ursachen fu¨r eine Entartung ausgeschlossen sind, besitzen die Operatoren,
welche die reduzierten Probleme beschreiben, folglich nur noch einfache Eigenwer-
te. Bei der numerischen Behandlung von Eigenwertproblemen ko¨nnen somit auch
Schwierigkeiten, die eine Entartung von Eigenlo¨sungen mit sich bringen, umgangen
werden.
• Die Aufspaltung eines Systems in mehrere Teilsysteme ist gewo¨hnlich mit einer Ver-
besserung der Konditionsverha¨ltnisse verbunden [80], die sich auch auf die diskreten
Gegenstu¨cke u¨bertra¨gt. Verbesserte Konditionszahlen der Systemmatrizen wirken
sich vorteilhaft auf das Konvergenzverhalten iterativer Lo¨sungsstrategien aus.
Es ist zu beachten, dass die Symmetrie sowohl der Materialverteilung als auch des Typs
der Randbedingung weiterhin vorausgesetzt sein muss.
1.2 Einordnung der Arbeit
Gruppentheoretische Methoden werden schon seit langer Zeit in vielen naturwissenschaft-
lichen Disziplinen, wie beispielsweise in der Kristallograﬁe, Chemie und vor allem in der
Quantenmechanik zur Analyse von Objekten und Systemen mit bestimmten Symmetrieei-
genschaften eingesetzt. Eine gruppentheoretische Behandlung linearer Gleichungssysteme,
die aus einer Diskretisierung von partiellen Diﬀerentialgleichungen mittels der Methode
der ﬁniten Elemente (FEM) oder der Methode der ﬁniten Diﬀerenzen (FDM) entstehen,
erfolgte erstmalig im Jahr 1976 von Stiefel und Fa¨ssler, womit der Grundstein fu¨r die
Ausnutzung geometrischer Symmetrien in der numerischen Feldberechnung gelegt wurde
[36, 80]. Die Idee besteht in der Verwendung einer symmetrieadaptierten Basis fu¨r den
Ansatzraum, die eine Darstellung des diskretisierten Operators in Blockdiagonalgestalt
ermo¨glicht. Neben der Anwendung auf Randwertprobleme mit geometrischer Symmetrie
wurde auch eine Erweiterung dieser Methode auf nahezu symmetrische Strukturen vor-
geschlagen. Weiterfu¨hrende Arbeiten zu diesem Verfahren mit schwerpunktma¨ßiger An-
wendung im ingenieurwissenschaftlichen Bereich wurden in den darauﬀolgenden Jahren
vorgestellt [47, 45, 46, 12, 60]. Eine rechentechnische Umsetzung dieser Methode erfordert
die automatisierte Konstruktion einer symmetrieadaptierten Basis, auf deren program-
miertechnische Umsetzbarkeit jedoch nicht eingegangen wurde. Aus diesem Grund konnte
sich dieses Konzept in der angewandten Feldberechnung nicht durchsetzen, es gab jedoch
zweifellos den Anstoß fu¨r weitere Lo¨sungsansa¨tze.
Eine vollkommen andere Vorgehensweise schlug Bossavit Mitte der achtziger Jahre vor,
bei der im Unterschied zur Dekomposition des diskretisierten Gesamtproblems zuerst die
kontinuierliche Randwertaufgabe durch Projektion auf invariante Unterra¨ume in einen
dazu a¨quivalenten Satz voneinander unabha¨ngige, auf einem als Symmetriezelle bezeich-
neten Teilgebiet des urspru¨nglichen Rechengebiets deﬁnierte Ersatzprobleme u¨berfu¨hrt
wird, welche anschließend einem Diskretisierungsprozess unterzogen werden [16, 17, 18].
Kernstu¨ck dieser Methode bilden Projektoren, die auf einfache Weise aus den Darstel-
lungen der die Symmetrie des Rechengebietes beschreibenden Gruppe konstruierbar sind.
Im Mittelpunkt der Anwendung standen dabei Variationsformulierungen der typischen
Randwertaufgaben aus der theoretischen Elektrotechnik und Mechanik, die mittels der
4 Kapitel 1. Einleitung
Methode der ﬁniten Elemente gelo¨st werden. Besondere Aufmerksamkeit wurde der Frage
nach den zu stellenden Bedingungen auf dem Schnittrand des Fundamentalgebietes, der
durch die geometrische Reduktion des Rechengebietes verursacht wird, und deren Ein-
arbeitung in das Diskretisierungsverfahren gewidmet. Die vorgestellten Lo¨sungsansa¨tze
waren jedoch speziell auf eine FEM-Formulierung zugeschnitten und ko¨nnen nicht unmit-
telbar in die Randelementmethode u¨bernommen werden. Vor allem die Beru¨cksichtigung
einer derartigen Bedingung bei der Diskretisierung wurde nur anhand eines einfachen
Beispiels in heuristischer Weise demonstriert, die keine ﬂexible Umsetzung in ein Rechen-
schema zula¨sst.
Unabha¨ngig davon entwickelten Tarasov, Zagorodnov und Mitarbeiter Anfang der
neunziger Jahre ein abstraktes Verfahren, in dem gleichfalls das Prinzip der Symme-
triezellenreduktion, jedoch auf Grundlage einer a¨quivalenten gruppenalgebraischen Re-
pra¨sentation des Randwertproblems umgesetzt wurde [85, 86, 102]. Durch eine geeignete
Zerlegung des als symmetrisch angenommenen Tra¨gers der involvierten Feldgro¨ßen la¨sst
sich eine lineare, a¨quivariante Operatorgleichung rein formal als ein Faltungsprodukt auf
ﬁniten Gruppen ausdru¨cken, das nach Anwendung einer verallgemeinerten Variante der
Fourier3-Transformation in ein punktweises Produkt transformiert werden kann. Der
gesamte Vorgang wird als nichtkommutative harmonische Analyse bezeichnet und fu¨hrt
im Ergebnis auf eine a¨hnliche Formulierung wie die Anwendung der zuvor erwa¨hnten
Projektionsmethode. Dieses Verfahren wurde bisher auf akustische und elektromagneti-
sche Streuprobleme angewendet, die durch Randintegralgleichungen mit stark singula¨rem
oder hypersingula¨rem Kern modelliert werden. Da keine Stetigkeitsanforderungen an die
Belegfunktion derartiger Integralgleichungen zu stellen sind, waren keine Schnittkanten-
bedingungen zu beachten. Zwar wurde diese Problematik spa¨ter in [96] im Zusammenhang
mit der Reduktion der Maxwellschen4 Gleichungen und deren Diskretisierung auf Basis
der von Weiland im Jahr 1977 vorgeschlagenen Methode der ﬁniten Integration (FIT)
[95] diskutiert, eine allgemein gu¨ltige Ableitung sowie die Realisierung dieser Bedingung
auf einer Rechenanlage wurden jedoch auch hier nicht angegeben. Vorschla¨ge fu¨r Metho-
diken zur Behandlung von Streuproblemen mit gesto¨rter Symmetrie und zur Beru¨cksich-
tigung mo¨glicher Symmetrien der anregenden Welle gaben weitere wichtige Impulse in der
Weiterentwicklung solcher Verfahren [99, 103, 87, 105, 104, 101, 100, 99].
Zu etwa der gleichen Zeit wurde von Georg, Allgower, Tausch und Mitarbeitern ein
ebenfalls auf algebraischer Ebene arbeitendes Reduktionsverfahren vorgestellt, fu¨r das
aber im Gegensatz zur erstgenannten Vorgehensweise keine explizite Kenntnis einer sym-
metrieangepassten Basis notwendig ist, so dass die damit sonst verbundenen Schwierigkei-
ten umgangen wurden [37, 4]. Das Prinzip der von den Autoren als Symmetriereduktions-
methode bezeichneten Verfahrensweise beruht auf einer symmetrieerhaltenden Diskretisie-
rung des kontinuierlichen Operators mit dem Ziel, dessen vorausgesetzte A¨quivarianz auf
sein diskretes Gegenstu¨ck zu u¨bertragen. Die verallgemeinerte Fourier-Transformation
der a¨quivarianten Matrix, die als ein diskretes Faltungsprodukt im allgemeineren Sinn
aufgefasst werden kann, resultiert schließlich in einer Matrix mit Blockdiagonalgestalt,
womit das urspru¨ngliche diskrete Problem in mehrere unabha¨ngige Teilprobleme zerfa¨llt.
Diese Methode wurde erfolgreich zur Vereinfachung von Randintegralgleichungen mit ska-
larwertigen Belegfunktionen, die im Zuge der Diskretisierung durch stu¨ckweise konstan-
3Jean Baptiste Joseph Fourier, 1768–1830, franzo¨sischer Mathematiker und Physiker
4James Clerk Maxwell, 1831–1879, schottischer Physiker
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te Funktionen approximiert wurden, eingesetzt. Die Verwendung von Ansatzfunktionen
ho¨herer Ordnung fu¨hrte jedoch bei der gruppentheoretischen Beschreibung der diskreten
Probleme auf Systeme mit sogenannten Fixpunkten, die eine Erweiterung des Verfahrens
erforderlich machten [11, 5, 6, 7, 8, 9, 10, 38, 90]. Des Weiteren wurde die Konstruktion
a¨quivarianter Vorkonditionierer auf Basis der Symmetriereduktionsmethode fu¨r Rand-
wertaufgaben mit einer gesto¨rten geometrischen Symmetrie vorgeschlagen [89].
Auf die Vielzahl weiterer Publikationen zu dieser Thematik, wie zum Beispiel [61, 15, 79,
2, 3], die entweder auf den genannten grundlegenden Arbeiten aufbauen oder identische
Konzepte verfolgen, soll an dieser Stelle nicht na¨her eingegangen werden.
Genau wie bei der Methode der symmetrieangepassten Basis liegt auch bei der Symme-
triereduktionsmethode das Konzept der algebraischen Reduktion zugrunde. Da bei der
Symmetriereduktionsmethode eine derartige Basis implizit generiert wird, kann sie folg-
lich als Weiterentwicklung angesehen werden. Sowohl die Projektionsmethode als auch
die nichtkommutative harmonische Analyse bauen dagegen auf dem Grundgedanken der
Symmetriezellenreduktion auf, so dass auch in diesem Fall von einer konzeptionellen U¨ber-
einstimmung beider Verfahren gesprochen werden kann. Damit lassen sich zwei grundsa¨tz-
liche Vorgehensweisen erkennen, die in Abbildung 1.1 verdeutlicht sind.
Algebraische Symmetriereduktionsverfahren besitzen den Vorzug der einfachen Einbin-
dung in ein bereits bestehendes Diskretisierungsverfahren, da der lineare Operator erst
nach der Diskretisierung durch eine Transformation in Blockdiagonalgestalt vera¨ndert
wird. Notwendige Voraussetzung dafu¨r ist allerdings ein symmetriegerechtes Rechengit-
ter, woraus ein entscheidender Nachteil dieses Konzepts entsteht. Auch wenn die Ent-
wicklung eﬃzienter Algorithmen und Implementierungen zur Erzeugung derartiger Gitter
stetig vorangetrieben wird [1, 68], verbleibt weiterhin die unvermeidbare Redundanz bei
der Repra¨sentation des geometrischen Modells. Demgegenu¨ber steht jedoch der immen-
se Vorteil der Verfu¨gbarkeit sehr eﬃzienter Implementierungen zur Durchfu¨hrung der
verallgemeinerten Fourier-Transformation, wofu¨r sogar spezielle Beschleunigungstech-
niken konzipiert wurden [74]. Nachteilig ist jedoch, dass zu diesem Zweck ein Teil der
urspru¨nglichen Systemmatrix permanent verfu¨gbar sein muss, was mit einem zusa¨tzlichen
Speicheraufwand verbunden ist. Methoden der Symmetriezellenreduktion vermeiden die
erwa¨hnten Nachteile, da das zu lo¨sende Randwertproblem auf einem reduzierten Rechen-
gebiet deﬁniert ist. Dies geht jedoch mit einer Modiﬁkation des problembeschreibenden
Operators einher, weshalb das einzusetzende Diskretisierungsverfahren, nicht zuletzt auch
wegen der zusa¨tzlichen Einbindung spezieller Basisfunktionen an den Schnittra¨ndern der
Symmetriezelle, entsprechend angepasst werden muss.
Die in Abbildung 1.1 gezeigten Strategien unterscheiden sich lediglich in der Reihenfol-
ge der beiden, aus Separation und Diskretisierung bestehenden Prozessschritte, wodurch
sich die erwa¨hnten Vorzu¨ge und Nachteile bei einer praktischen Umsetzung auf einer Re-
chenanlage ergeben. Wenn eine gleichartige Diskretisierung gewa¨hlt wird, die sowohl ein
bezu¨glich der Symmetriezelle identisches Rechengitter als auch Ansatzfunktionen gleicher
Ordnung umfasst, dann sind beide reduzierten diskreten Probleme vollkommen a¨quivalent
zueinander. Das Problem der Schnittrandbedingungen ﬁndet dabei sein Pendant in der
numerischen Behandlung von Fixpunkten, womit die enge Verwandschaft zwischen diesen
beiden Strategien deutlich hervortritt.
Trotz der bisher erzielten großen Fortschritte auf dem Gebiet der Symmetriereduktion
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Abbildung 1.1: Prinzipielle Strategien zur Ausnutzung geometrischer Symmetrien in der
numerischen Feldberechnung. Bei einer gleichartigen Diskretisierung sind die aus beiden
Vorgehensweisen resultierenden Modellgleichungen vollkommen a¨quivalent zueinander.
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besteht immer noch weiterer Forschungsbedarf, um die im historischen Abriss aufgezeig-
ten Lu¨cken in der Theorie, vor allem aber in der praktischen Ingenieursanwendung zu
schließen. So wurde bisher weder die algebraische Variante fu¨r vektorwertige Randwert-
probleme eingesetzt noch ist die Frage nach den zu stellenden Schnittrandbedingungen
bei Verwendung des Konzepts der Symmetriezellenreduktion insbesondere in der Rand-
elementmethode zufriedenstellend beantwortet worden. Die vorliegende Arbeit knu¨pft un-
mittelbar an die aktuellen Forschungsergebnisse von Zagorodnov [99] an und erweitert
das Anwendungsspektrum um weitere, in der Elektrodynamik gebra¨uchliche Randinte-
gralgleichungsformulierungen.
1.3 Zielsetzung
Das Konzept der Symmetriezellenreduktion zur vorteilhaften Ausnutzung geometrischer
Symmetrien wurde im Rahmen der Randelementmethode bisher erfolgreich fu¨r Integral-
gleichungen umgesetzt, deren Belegfunktionen keinen Stetigkeitsanforderungen unterlie-
gen. Auf viele in der Rechenpraxis verwendete Formulierungen triﬀt diese Annahme je-
doch nicht zu, womit sie diesem Verfahren nicht zuga¨nglich sind. Ziel der vorliegenden
Arbeit ist deshalb eine Weiterentwicklung dieser Methodik, um deren Anwendbarkeit auf
Integralgleichungen mit stetigen Randbelegungen zu ermo¨glichen.
Im Mittelpunkt dieser Abhandlung steht die Vorstellung der harmonischen Analyse auf
ﬁniten Gruppen zur Separation linearer, a¨quivarianter Operatorgleichungen und deren
konkrete Realisierung in der Randelementmethode. Dabei ist das Hauptaugenmerk auf
elektromagnetische Streuprobleme und Eigenwertaufgaben mit ideal elektrisch leitfa¨higen
Strukturen gerichtet, die durch die elektrische Feldintegralgleichung im Frequenzbereich
modelliert sein sollen. Im Hinblick auf eine mo¨glichst einfache numerische Behandlung
soll eine zum Ausgangsproblem strukturell gleiche Formulierung des reduzierten Rand-
wertproblems angestrebt werden. Den thematischen Schwerpunkt bildet die systematische
und mathematisch strenge Ableitung der Schnittkantenbedingung fu¨r beliebige ﬂa¨chenhaf-
te Rechengebiete sowie deren Integration im Rahmen der Momentenmethode mit Fokus
auf eine einfache und universelle Umsetzbarkeit in ein Rechenschema. Die sich daraus er-
gebenden Rechenvorteile sollen theoretisch analysiert und anhand praxisnaher Beispiele
aus den genannten Anwendungsbereichen veriﬁziert werden. Weiterhin soll die Verbin-
dung zur Symmetriereduktionsmethode auf diskreter Ebene hergestellt werden, um so
die Mo¨glichkeit zu ero¨ﬀnen, bestimmte Vorzu¨ge der algebraischen Formulierung auszu-
nutzen, ohne eine symmetriegerechte Diskretisierung der gesamten Struktur vornehmen
zu mu¨ssen. Um eine einfache U¨bertragung auf weitere Integralgleichungsformulierungen
sowie eine einfache Umsetzbarkeit dieses abstrakten Formalismus in der Rechenpraxis
zu gewa¨hrleisten, soll besonderer Wert auf eine allgemein gu¨ltige Betrachtungsweise und
methodische Vorgehensweise gelegt werden.
Bei der Erzeugung der Systemmatrix sto¨ßt man in der Randelementmethode unweigerlich
auf singula¨re Integrale, deren numerische Auswertung eine besondere Herausforderung
darstellt. In diesem Kontext sollen bestehende Regularisierungstechniken hinsichtlich ihrer
Eﬃzienz und Praxistauglichkeit miteinander verglichen und bezu¨glich ihres Einﬂusses
auf das Konvergenzverhalten des eingesetzten Quadraturverfahrens genauer untersucht
werden.
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Kapitel 2
Randelementmethode
Eine kurze Einfu¨hrung in die Grundlagen der klassischen Elektrodynamik, deren Aus-
gangspunkt das System der Maxwellschen Gleichungen in Verbindung mit den Materi-
albeziehungen ist, wird im ersten Abschnitt dieses Kapitels gegeben, wobei der Fokus
auf spezielle Zusammenha¨nge und Formulierungen, die im weiteren Verlauf der Arbeit
beno¨tigt werden, gerichtet ist. Die sich anschließenden Abschnitte umfassen die a¨quiva-
lente Formulierung elektrodynamischer Problemstellungen als Randintegralgleichung sowie
deren Diskretisierung mit Hilfe eines als Momentenmethode bezeichneten, allgemeinen
Projektionsverfahrens zur Lo¨sung linearer Operatorgleichungen. In seiner Gesamtheit bil-
det dieser zweistuﬁge Prozess die Randelementmethode. Eine besondere Herausforderung
stellt die fu¨r die Generierung der Systemmatrizen unvermeidbare numerische Auswertung
singula¨rer Integrale dar, wofu¨r verschiedene Regularisierungstechniken vorgestellt und im
Hinblick auf ihre Leistungsfa¨higkeit und ihren Einﬂuss auf das Konvergenzverhalten des
verwendeten Quadraturverfahrens miteinander verglichen werden. Gegenstand des letz-
ten Abschnittes ist die Extraktion von Fernfelddaten aus der Lo¨sung der diskreten Inte-
gralgleichung bei der Untersuchung elektromagnetischer Streuprobleme, woraus wichtige
Zielgro¨ßen wie der Radarquerschnitt des betrachteten Streuobjekts bestimmbar sind.
2.1 Klassische Elektrodynamik
2.1.1 Das System der Maxwellschen Gleichungen
Die Grundpfeiler zur mathematischen Beschreibung der in der Natur auftretenden und
beobachtbaren elektrodynamischen Prozesse und Pha¨nomene bilden aus klassischer Sicht-
weise die Maxwellschen Gleichungen, die das Ergebnis der bahnbrechenden Arbeiten
von James Clerk Maxwell sind. Zur vollsta¨ndigen Erfassung derartiger Vorga¨nge werden
die Feldsta¨rke E(r, t) und die Verschiebungsﬂussdichte D(r, t) als elektrische Feldgro¨ßen,
die Feldsta¨rke H(r, t) und die Flussdichte B(r, t) als magnetische Feldgro¨ßen sowie die
elektrische Stromdichte J(r, t) und die Raumladungsdichte (r, t) als Quellen eingefu¨hrt.
Die Maxwellschen Gleichungen verknu¨pfen diese sowohl vom Ort als auch von der Zeit
abha¨ngigen Skalar- und Vektorfelder miteinander und lauten fu¨r den Fall ruhender Medien
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und unter Zugrundelegung eines Rechtssystems in integraler Form:∫
∂S
E · t dl = −
∫
S
∂t B · n dA, ∀S ⊂ D0, (2.1.1a)
∫
∂S
H · t dl =
∫
S
(∂t D + J) · n dA, ∀S ⊂ D0, (2.1.1b)
∫
∂D
D · n dA =
∫
D
 dV, ∀D ⊆ D0, (2.1.1c)
∫
∂D
B · n dA = 0, ∀D ⊆ D0. (2.1.1d)
Gleichung (2.1.1a) wird als Induktionsgesetz oder nach ihrem Urheber auch als Fara-
daysches1 Gesetz bezeichnet und ist fu¨r jedes beliebige, einfach zusammenha¨nge Fla¨chen-
stu¨ck S gu¨ltig. Entsprechend ist Gleichung (2.1.1b) als Durchﬂutungsgesetz oder auch als
Ampe`resches2 Gesetz bekannt und muss fu¨r jedes einfach zusammenha¨ngende, ra¨umliche
Teilgebiet D des Rechengebiets D0 erfu¨llt sein.
Beim U¨bergang zu inﬁnitesimal kleinen Fla¨chen und Volumina la¨sst sich mit Hilfe der
Grenzwertdeﬁnitionen fu¨r die ra¨umlichen Diﬀerentialoperatoren aus der integralen Dar-
stellung unter bestimmten Stetigkeitsvoraussetzungen eine a¨quivalente diﬀerentielle Form
ableiten:
rot E = −∂t B, (2.1.2a)
rot H = ∂t D + J, (2.1.2b)
div D = , (2.1.2c)
div B = 0. (2.1.2d)
Abgeschlossen wird dieses mathematische Modell durch die noch fehlenden Zusammen-
ha¨nge zwischen den Feldsta¨rken und den Flussdichten, die im Vakuum linear sind und
durch die konstante Permeabilita¨t ε0 und Permittivita¨t µ0 als Proportionalita¨tsfaktoren
ausgedru¨ckt werden ko¨nnen. Bei Vorhandensein von Materie kann deren Wechselwirkung
mit den elektromagnetischen Feldern vom makroskopischen Standpunkt aus durch Erwei-
terung dieser Beziehungen um eine Polarisation Pel sowie Magnetisierung Mmag
D = ε0 E + Pel , (2.1.3a)
B = µ0( H + Mmag) (2.1.3b)
in allgemeiner Weise beru¨cksichtigt werden. Die Bestimmung der Abha¨ngigkeiten der
Polarisation und Magnetisierung von den Feldsta¨rken setzt eine angemessene Modellierung
der elektrischen und magnetischen Eigenschaften des betreﬀenden Mediums voraus, wofu¨r
beispielsweise Materialmodelle auf atomarer oder molekularer Ebene herangezogen werden
ko¨nnen.
1Michael Faraday, 1791–1867, englischer Physiker und Chemiker
2Andre´-Marie Ampe`re, 1775–1836, franzo¨sischer Physiker und Mathematiker
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Die in den Gleichungen (2.1.1c) und (2.1.2c) auftretende Raumladungsdichte repra¨sentiert
die Gesamtheit der freien Ladungen im Rechengebiet. Die durch Polarisationseﬀekte her-
vorgerufene, an die Materie gebundene Ladungsverteilung ist bereits implizit in der Ma-
terialgleichung (2.1.3a) enthalten. Ebenso ist die Stromdichte in den Gleichungen (2.1.1b)
und (2.1.2b) als eine durch freie Ladungen erzeugte Stro¨mung anzusehen, die an das Mate-
rial gebundenen Magnetisierungsstro¨me sind in Gleichung (2.1.3b) erfasst. Abha¨ngig von
den physikalisch relevanten Eﬀekten und den Modellannahmen kann sich die Stromdichte
der ungebundenen Ladungen aus mehreren additiven Anteilen zusammensetzen:
• Die Leitungsstromdichte Jl = κE dominiert in elektrisch guten Leitern und wird
durch die frei beweglichen Elektronen verursacht. Fu¨r kleine Feldsta¨rken ha¨ngt diese
nahezu linear von der elektrischen Feldsta¨rke mit der Leitfa¨higkeit κ als Proportio-
nalita¨tsfaktor ab.
• Eine mit der Geschwindigkeit v driftende Ladungsverteilung  ruft die Konvektions-
stromdichte Jk = v hervor. Dieses Modell ﬁndet beispielsweise in der Beschleuni-
gertechnik Anwendung.
• Wenn Quellverteilungen bekannt sind und nicht von den sie umgebenden Feldern
beeinﬂusst werden, ko¨nnen diese vereinfacht als eingepra¨gte Stromdichte Je ange-
nommen werden.
• In Halbleiterwerkstoﬀen tritt unter anderem der Eﬀekt der Diﬀusion stark in Er-
scheinung. Dieses infolge von Konzentrationsunterschieden elektrisch geladener, frei
beweglicher Teilchen auftretende physikalische Pha¨nomen la¨sst sich als Diﬀusions-
stromdichte Jd = −D(grad ) mit der Diﬀusionskonstanten D mathematisch be-
schreiben.
Neben diesen bekanntesten Vertretern ko¨nnen auch andere Eﬀekte zu elektrischen Stro¨-
mungen fu¨hren, die, wenn sie nicht vernachla¨ssigbar sind, passend modelliert und in die
Maxwellschen Gleichungen einbezogen werden mu¨ssen.
Um ein wohlgestelltes mathematisches Problem zu erhalten, sind einerseits passende, von
den physikalischen Gegebenheiten abha¨ngige Funktionenra¨ume zu wa¨hlen und anderer-
seits entsprechende Bedingungen an den Grenzen des Rechengebiets sowie sinnvolle An-
fangswerte fu¨r die Feldgro¨ßen vorzugeben. Weiterhin mu¨ssen die Quellverteilungen zur
Sicherstellung der Existenz einer Lo¨sung desMaxwellschen Gleichungssystems der Kon-
tinuita¨tsgleichung
div J + ∂t = 0 (2.1.4)
genu¨gen, die aus dem Durchﬂutungsgesetz ableitbar ist und das physikalische Grundprin-
zip der Ladungserhaltung zum Ausdruck bringt.
Fu¨r eine ausfu¨hrliche und vertiefende Behandlung der klassischen Feldtheorie seien die
Lehrbu¨cher von Lehner [59] und Henke [52] sowie die weiterfu¨hrenden Monograﬁen
von Jackson [56] und Rothwell [75] empfohlen.
2.1.2 Zusammenha¨nge auf Oberﬂa¨chen
Fu¨r direkte Randintegralgleichungsverfahren sind Zusammenha¨nge von elektromagneti-
schen Feldgro¨ßen auf Ra¨ndern von Teilgebieten des dreidimensionalen euklidischen Raums
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von enormer Wichtigkeit, weshalb diese im Folgenden kurz vorgestellt werden.
Bezeichnet S eine geschlossene, glatte Oberﬂa¨che, deren Orientierung durch den senkrecht
auf ihr stehenden, nach außen gerichteten Normaleneinheitsvektor n charakterisiert ist,
so folgt aus dem Induktionsgesetz (2.1.2a) und dem Durchﬂutungsgesetz (2.1.2b)3:
Div( H × n)(r) = (∂t D · n)(r) + ( J · n)(r), r ∈ S, (2.1.5a)
Div( E × n)(r) = −(∂t B · n)(r), r ∈ S. (2.1.5b)
Es wurde dabei vorausgesetzt, dass die elektromagnetischen Felder stetig durch die Fla¨che
verlaufen, womit die Funktionswerte auf der Oberﬂa¨che wohldeﬁniert sind. Falls die be-
trachteten Komponenten beim Durchgang durch die Fla¨che einen Sprung aufweisen, sind
die abgeleiteten Beziehungen als Grenzwerte aufzufassen. In diesem Fall liefert die Bil-
dung der Diﬀerenz beider Grenzwerte unter Einbeziehung der bekannten Sprungbedin-
gungen fu¨r die Feldgro¨ßen bei Vorhandensein von elektrischen Fla¨chenladungsdichten σ
und Fla¨chenstromdichten K sowie ﬁktiven magnetischen Fla¨chenladungsdichten η und
Fla¨chenstromdichten M4
n · (τ−n D − τ+n D) = σ , n× (τ−n E − τ+n E) = − M , (2.1.6a)
n · (τ−n B − τ+n B) = η , n× (τ−n H − τ+n H) = K . (2.1.6b)
die Kontinuita¨tsgleichungen fu¨r ﬂa¨chenhafte Quellverteilungen:
Div K + ∂tσ = −n · (τ−n J − τ+n J), (2.1.7a)
Div M + ∂tη = 0. (2.1.7b)
Elektrische Fla¨chenladungen und -stro¨me sind idealisierte mathematische Modellgro¨ßen,
die beispielsweise auf der Oberﬂa¨che ideal elektrisch leitfa¨higer Ko¨rper auftreten. Ma-
gnetische Ladungen existieren zwar in der Realita¨t nicht, zur Anwendung des im fol-
genden Kapitel behandelten Oberﬂa¨chena¨quivalenzprinzips werden diese jedoch als ﬁk-
tive Ersatzgro¨ßen eingefu¨hrt, um Spru¨nge der Tangentialkomponenten der elektrischen
Feldsta¨rke und, damit verbunden, der Normalkomponente der magnetischen Flussdichte
zu realisieren. Von Bedeutung sind die Gleichungen (2.1.7) insbesondere bei der indirek-
ten Vorgehensweise zur Ableitung von Randintegralgleichungen, bei der magnetische und
elektrische Quellverteilungen auf der Oberﬂa¨che von vornherein als unbekannte Randbe-
legungen angesetzt werden.
2.1.3 Formulierung im Frequenzbereich
Die Anregung eines linearen, zeitinvarianten Systems mit einer zeitharmonischen Funk-
tion ruft eine Antwort mit gleicher Zeitabha¨ngigkeit, aber unterschiedlicher Amplitude
und Phase hervor. Diese Eigenschaft begru¨ndet sich darauf, dass die komplexe Expo-
nentialfunktion und daraus abgeleitet die trigonometrischen Funktionen Eigenfunktionen
3Die verwendeten Oberﬂa¨chenoperatoren sind im Anhang C.1 deﬁniert.
4Die Deﬁnition des Spuroperators τ± ﬁndet sich im Anhang C.1.
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des zeitlichen Diﬀerentialoperators sind. Sie wird zum Beispiel in der Theorie der Wech-
selstromrechnung ausgenutzt, um ein gewo¨hnliches Diﬀerentialgleichungssystem in ein
einfacher handhabbares algebraisches Gleichungssystem zu u¨berfu¨hren. Unter den glei-
chen Voraussetzungen la¨sst sich diese Idee auch in einfacher Weise auf feldtheoretische
Problemstellungen u¨bertragen, wenn eine Anregung mit einem zeitharmonischen Strom
oder einer monochromatischen Welle der Kreisfrequenz ω vorliegt und Ausgleichsvorga¨nge
nicht von Interesse sind. Zusa¨tzlich ko¨nnen durch einen Da¨mpfungsfaktor σ auch auf- oder
abklingende zeitharmonische Vorga¨nge beru¨cksichtigt werden. Unter der Annahme linea-
rer, zeitinvarianter Materialeigenschaften ist bei einer derartigen Anregung ein Ansatz der
Form
F (r, t) = ˆF (r) exp(−σt) cos[ωt + ϕ(r)] (2.1.8)
mit einer vom Ort abha¨ngigen Feldamplitude und Phasenverschiebung gerechtfertigt, wo-
bei die Funktion F durch eine beliebige Feldgro¨ße zu ersetzen ist. Als vorteilhafter erweist
sich jedoch der um den Imagina¨rteil erweiterte komplexe Lo¨sungsansatz
F (r, t) = ˆF (r) exp[jϕ(r)] exp[j(ω + jσ)t] = F (r) exp[j(ω + jσ)t] , (2.1.9)
der gleichermaßen die Diﬀerentialgleichungen erfu¨llt. Aufgrund der vorausgesetzten Li-
nearita¨t folgt dies sowohl fu¨r den Realteil, der den urspru¨nglichen Ansatz darstellt, als
auch fu¨r den Imagina¨rteil. Damit lassen sich die Maxwellschen Gleichungen (2.1.2) mit
Hilfe komplexer Amplituden F (r), die auch als Phasoren bezeichnet werden, sowie der
komplexen Kreisfrequenz ω = ω + jσ wie folgt ausdru¨cken:
rot E = −jω B , (2.1.10a)
rot H = jω D + J , (2.1.10b)
div D =  , (2.1.10c)
div B = 0 . (2.1.10d)
Die Bildung des Realteils aus dem mit dem Zeitfaktor exp(jωt) erweiterten Phasor
F (r, t) = Re
{
F (r) exp(jωt)
}
(2.1.11)
gestattet die Ru¨ckfu¨hrung dieser mathematischen Hilfsgro¨ßen auf reale physikalische Fel-
der. Anzumerken ist, dass es fu¨r die spa¨ter durchzufu¨hrende Eigenwertberechnung unent-
behrlich ist, auch geda¨mpfte Wellen mit einzubeziehen, um das gesamte Spektrum von
Eigenlo¨sungen erfassen zu ko¨nnen.
2.2 Randintegralgleichungsmethode
2.2.1 Darstellungsformeln fu¨r elektromagnetische Felder
Ausgangspunkt fu¨r die Ableitung einer Integraldarstellung elektromagnetischer Felder soll
das in Abbildung 2.1a) gezeigte Modellproblem sein. Eine aus zwei Anteilen J1 und J2
bestehende ungeda¨mpfte, zeitharmonische Stromverteilung, die sowohl o¨rtlich als auch in
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der Amplitude beschra¨nkt ist und als eingepra¨gt angesehen werden kann, beﬁndet sich
im freien Raum mit linearer, isotroper und homogener Permittivita¨t ε und Permeabi-
lita¨t µ sowie verschwindender Leitfa¨higkeit κ = 0. Zusa¨tzlich breitet sich eine ebenfalls
zeitharmonische, ungeda¨mpfte Welle, die durch die elektrische Feldsta¨rke E0 beschrieben
wird und beispielsweise durch eine weit entfernt liegende Quelle angeregt wird, im be-
trachteten Rechengebiet aus. Sie ist Lo¨sung der homogenen Maxwellschen Gleichungen
im ungesto¨rten Freiraum, muss aber nicht notwendigerweise der Abstrahlungsbedingung
genu¨gen. Die Linearita¨t des vorliegenden Modellproblems gestattet die Anwendung des
Superpositionsprinzips, wonach sich das elektrische Gesamtfeld aus dem Feld der einfal-
lenden Welle E0 und den durch die beiden Quellen J1/2 hervorgerufenen Feldern E1/2
zusammensetzt
E = E0 + E1 + E2 , (2.2.1)
so dass zwei voneinander unabha¨ngige Probleme vorliegen. Zur Bestimmung der durch
die beiden Volumenstromdichten erregten elektromagnetischen Felder ist eine der beiden
partiellen Diﬀerentialgleichungen
rot rot E1/2 − k2E1/2 = −jkZJ1/2 , (2.2.2a)
rot rot H1/2 − k2 H1/2 = rot J1/2 , (2.2.2b)
die aus den Maxwellschen Gleichungen (2.1.10) ableitbar sind, in Verbindung mit der
Silver-Mu¨ller-Abstrahlungsbedingung
lim
r→∞
(
r × rot E1/2 − jkrE1/2
)
= 0 , (2.2.3a)
lim
r→∞
(
r × rot H1/2 − jkr H1/2
)
= 0 (2.2.3b)
und unter der physikalisch motivierten Annahme stetiger Feldgro¨ßen zu lo¨sen. Hierin be-
zeichnet k = ω
√
µε die Wellenzahl und Z =
√
µε−1 den Wellenwiderstand des Mediums.
Aus der Signal- und Systemtheorie ist bekannt, dass ein lineares und zeitinvariantes Sys-
tem durch dessen Impulsantwort, die als Reaktion auf eine Stoßanregung interpretiert wer-
den kann, vollsta¨ndig charakterisiert ist. Zu jeder beliebigen Anregung la¨sst sich durch
Faltung mit der Impulsantwort formal die zugeho¨rige Systemantwort bestimmen. Die-
ses Konzept la¨sst sich unter den gleichen Voraussetzungen, die in dem hier betrachteten
Modellproblem aufgrund der Annahme ra¨umlich konstanter Materialverteilungen erfu¨llt
sind, auch auf Systeme mit ortsabha¨ngigen Gro¨ßen u¨bertragen. Als Eingangsgro¨ßen las-
sen sich die eingepra¨gten Volumenstromdichten, als Ausgangsgro¨ßen die elektrische und
magnetische Feldsta¨rke identiﬁzieren. Da alle Systemgro¨ßen vektoriellen Charakter besit-
zen, bietet sich als Anregung fu¨r die Ermittlung der Impulsantwort eine Konstellation
aus drei Elementardipolen fu¨r die drei Koordinatenrichtungen mit auf Eins normierten
Dipolmomenten an, die sich mathematisch aus der Einheitsdyade I¯ und der Diracschen5
Deltadistribution δ zusammensetzt. Die Lo¨sungen der beiden Gleichungen
rot rot g¯
e
− k2g¯
e
= −jkZI¯δ , (2.2.4a)
rot rot g¯
m
− k2g¯
m
= rot (I¯δ) (2.2.4b)
5Paul Adrien Maurice Dirac, 1902–1984, britischer Physiker
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a) Originalanordnung
J2
J1
E0
n
n+
n−
D+
D−
S
µ, ε
E
E
b) a¨quivalente
Fla¨chenstromdichten
n
D+
D−
S
µ, ε
−E1 − E0
E2
K
M
c) Ersatzanordnung
fu¨r den Innenraum
J2
n
D+
D−
S
µ, ε
E
0
−K
− M
d) Ersatzanordnung
fu¨r den Außenraum
J1
E0
n
D+
D−
S
µ, ε
0
E
K
M
Abbildung 2.1: Veranschaulichung des A¨quivalenzprinzips. Das Gesamtfeld der Original-
anordnung a) setzt sich aus der U¨berlagerung der durch die beiden Stromdichten J1 und J2
erregten Anteile sowie des Feldes der einfallenden Welle zusammen. Mit Hilfe a¨quivalenter
magnetischer und elektrischer Fla¨chenstromdichten b), die zugleich den Tangentialkompo-
nenten der elektrischen und magnetischen Feldsta¨rke auf der mathematischen Hu¨llﬂa¨che S
entsprechen, kann eine Ersatzanordnung sowohl fu¨r das von der Hu¨llﬂa¨che umschlossene
Gebiet c) als auch fu¨r den Außenraum d) konstruiert werden. Die Feldsta¨rkeverteilung
der Ersatzanordnung entspricht im betrachteten Gebiet exakt derjenigen der Originalan-
ordnung. Das dazu komplementa¨re Gebiet entha¨lt keine Quellen und ist zudem feldfrei.
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mit den Abstrahlungsbedingungen (2.2.3) werden als elektrische Greensche Dyade
g¯
e
(r) = −jkZ
(
I¯ +
1
k2
grad grad
)
g(r) , (2.2.5)
die einem symmetrischen Tensor 2. Stufe entspricht, und magnetische Greensche Dyade
g¯
m
(r) = rot (I¯g)(r) , (2.2.6)
die einem antisymmetrischen Tensor 2. Stufe entspricht, bezeichnet. Hierin steht
g(r) =
exp(−jk ‖r‖)
4π ‖r‖ (2.2.7)
abku¨rzend fu¨r die Fundamentallo¨sung des skalaren Helmholtz6-Operators, die u¨ber
∆g + k2g = −δ (2.2.8)
deﬁniert ist. Sowohl die elektrische als auch die magnetische Feldsta¨rke kann schließlich als
Faltungsprodukt7 aus der ermittelten Impulsantwort mit den anregenden Stromdichten
dargestellt werden:
E1/2(r) = (g¯e 
J1/2)(r) , r ∈ D0 , (2.2.9a)
H1/2(r) = (g¯m 
J1/2)(r) , r ∈ D0 . (2.2.9b)
Anzumerken ist, dass die Impulsantwortfunktionen außer im Ursprung, wo sie eine Sin-
gularita¨t aufweisen, u¨berall beliebig oft stetig diﬀerenzierbar sind. Bei der Auswertung
des Faltungsintegrals sind deshalb fu¨r Beobachtungspunkte innerhalb der Quellverteilung
gesonderte Grenzwertbetrachtungen vorzunehmen.
Der u¨ber die Maxwellschen Gleichungen gegebene Zusammenhang zwischen der elektri-
schen und magnetischen Feldsta¨rke u¨bertra¨gt sich erwartungsgema¨ß auf die Greenschen
Dyaden. Mit Y = Z−1 folgt:
−jkZg¯
m
= rot g¯
e
, (2.2.10a)
jkY g¯
e
= rot g¯
m
− I¯δ . (2.2.10b)
Zur Vereinfachung und u¨bersichtlichen Gestaltung der Rechnung soll im weiteren Verlauf
die unter dem Faltungsintegral auftretende Verkettung der Impulsantwort mit dem Diﬀe-
renzvektor von Beobachtungs- und Integrationspunkt als Funktion von zwei Ortsvektoren
eingefu¨hrt werden:
G(r, r ′) := g(r − r ′) . (2.2.11)
Sa¨mtliche Operationen, die auf diese Funktion ausgefu¨hrt werden, wirken partiell auf eines
der beiden Argumente und werden dementsprechend durch einen Index gekennzeichnet.
6Hermann Ludwig Ferdinand von Helmholtz, 1821–1894, deutscher Physiologe und Physiker
7Die Faltung einer Dyade mit einem Vektorfeld ist durch (G¯  F )(r) :=
∫
D0
G¯(r − r ′) · F (r ′)dV (r ′)
deﬁniert. Zu beachten ist, dass die unter dem Integral auftretende Verknu¨pfung von Dyade mit einem
Vektor im Allgemeinen nicht vertauschbar ist, womit dieses Faltungsprodukt nichtkommutativ ist.
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Wie in Abbildung 2.1a) angedeutet ist, wird der betrachtete Freiraum D0 in zwei Ge-
biete aufgeteilt, indem um die Stromverteilung J2 eine hinreichend glatte mathematische
Hu¨llﬂa¨che S gelegt wird, die das einfach zusammenha¨ngende Gebiet D+ einschließt. Das
Gebiet außerhalb dieser Hu¨llﬂa¨che wird mit D− bezeichnet und entha¨lt die Stromver-
teilung J1. Es soll vereinbart werden, dass der Normaleneinheitsvektor n = ±n± der
Hu¨llﬂa¨che in den Außenraum zeigt.
Kernstu¨ck der direkten Herleitung integraler Darstellungsformeln fu¨r die elektromagneti-
schen Feldgro¨ßen bildet das dyadische Greensche Theorem 2. Art [83]∫
D
[
F · (rot rot G¯)− (rot rot F ) · G¯
]
dV = −
∫
∂D
[
(n× F ) · rot G¯ + (n× rot F ) · G¯
]
dA
(2.2.12)
als Verallgemeinerung der partiellen Integration. Die Gu¨ltigkeit und damit die Anwend-
barkeit dieses Theorems ist an bestimmte Voraussetzungen bezu¨glich der Regularita¨t der
Dyade G¯ und des Vektorfelds F gebunden, die in dem hier betrachteten Fall erfu¨llt sind,
solange der Beobachtungspunkt nicht auf der Hu¨llﬂa¨che liegt. Im weiteren Verlauf wird
nur die Lo¨sung fu¨r das elektrische Feld betrachtet, die Ableitung der Integraldarstellung
fu¨r das magnetische Feld erfolgt in gleicher Weise. Fu¨r das erste Teilproblem mit J1 als
Quelle kann das Faltungsintegral auf das Gebiet D−, fu¨r das zweite Teilproblem mit J2
als Quelle entsprechend auf D+ beschra¨nkt werden, da nach Voraussetzung beide Funk-
tionen einen kompakten Tra¨ger besitzen. Mit Hilfe des Greenschen Theorems kann das
Faltungsintegral in Gleichung (2.2.9a) unter Einbeziehung der Bestimmungsgleichungen
fu¨r die elektrische Greensche Dyade (2.2.4a) und der elektrischen Feldsta¨rke (2.2.2a)
sowie des Induktionsgesetzes (2.1.10a) wie folgt umgeformt werden:
(g¯
e
 J1/2)(r) =
∫
D∓
E1/2(r
′)δ(r − r ′)dV (r ′) +
∫
S
[
(n∓ × H1/2)(r ′) · G¯e(r, r ′) . . .
− 1
jkZ
(n∓ × E1/2)(r ′) · (rotr ′ G¯e)(r, r ′)
]
dA(r ′) , r ∈ S .
(2.2.13)
Bei der Betrachtung des Außengebietes D− tritt ein zusa¨tzliches Oberﬂa¨chenintegral u¨ber
die Fernkugeloberﬂa¨che auf, welches aber wegen der Erfu¨llung der Abstrahlungsbedingung
identisch verschwindet. Ausnutzung der Siebeigenschaft der Deltadistribution und Einar-
beitung der Relation in Gleichung (2.2.10a) liefert mit dem ortsabha¨ngigen Vorfaktor
c(r) :=
{
1 , r ∈ D−
0 , r ∈ D+ (2.2.14)
den fu¨r das Oberﬂa¨chena¨quivalenzprinzip entscheidenden Zusammenhang∫
S
[
G¯e(r, r
′) · (n− × H1)(r ′) + G¯m(r, r ′) · (n− × E1)(r ′)
]
dA(r ′) = [1− c(r)]E1(r) .
(2.2.15)
Daraus geht hervor, dass der Wert des Hu¨llﬂa¨chenintegrals fu¨r Beobachtungspunkte inner-
halb des Teilgebiets, in dem die Quelle platziert ist, identisch verschwindet und außerhalb
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exakt dem durch diese Quelle hervorgerufenen Feld entspricht. Fasst man die Randbe-
legungen als ﬂa¨chenhafte Quellverteilungen auf, folgt daraus, dass die im Außengebiet
beﬁndlichen Volumenstromdichten durch a¨quivalente Oberﬂa¨chenstro¨me ersetzt werden
ko¨nnen, ohne das Feld im betrachteten Teilgebiet zu vera¨ndern. Analog erha¨lt man eine
a¨hnliche Gleichung fu¨r das zweite Teilproblem:∫
S
[
G¯e(r, r
′) · (n+ × H2)(r ′) + G¯m(r, r ′) · (n+ × E2)(r ′)
]
dA(r ′) = c(r)E2(r) . (2.2.16)
Um schließlich zu der gewu¨nschten Form zu gelangen, wird zusa¨tzlich eine integrale Dar-
stellung der einfallenden Welle beno¨tigt
−
∫
S
[
G¯e(r, r
′) · (n× H0)(r ′) + G¯m(r, r ′) · (n× E0)(r ′)
]
dA(r ′) = [1− c(r)]E0(r) ,
(2.2.17)
welche ebenfalls ein Ergebnis der Anwendung des Greenschen Theorems ist. Kombinati-
on der bisher gewonnenen Ergebnisse liefert unter Beru¨cksichtigung von Gleichung (2.2.1)
und n± = ±n schließlich eine ra¨umlich stu¨ckweise deﬁnierte Integraldarstellung fu¨r die
elektrische Feldsta¨rke
E(r) =
∫
D∓
G¯e(r, r
′) · J(r ′)dV (r ′)±
∫
S
[
G¯e(r, r
′) · (n× H)(r ′) . . .
+ G¯m(r, r
′) · (n× E)(r ′)
]
dA(r ′) + c(r)E0(r) , r ∈ D∓ .
(2.2.18)
Ausgehend von Gleichung (2.2.9b) erha¨lt man bei gleicher Vorgehensweise die entspre-
chende Darstellungsformel fu¨r die magnetische Feldsta¨rke:
H(r) =
∫
D∓
G¯m(r, r
′) · J(r ′)dV (r ′)±
∫
S
[
G¯m(r, r
′) · (n× H)(r ′) . . .
− Y 2G¯e(r, r ′) · (n× E)(r ′)
]
dA(r ′) + c(r)H0(r) , r ∈ D∓ .
(2.2.19)
Abha¨ngig von dem gewa¨hlten Vorzeichen repra¨sentiert dieses Ergebnis, wie in Abbil-
dung 2.1 verdeutlicht, a¨quivalente Ersatzanordnungen fu¨r die beiden, aus der Auftei-
lung des freien Raumes durch die mathematische Hu¨llﬂa¨che hervorgegangenen Teilgebiete.
Die Feldverteilung innerhalb des fu¨r die Ersatzanordnung gu¨ltigen Teilgebiets entspricht
weiterhin derjenigen der Originalanordnung, wohingegen der dazu komplementa¨re Teil-
raum keine Quellen aufweist und zudem feldfrei ist. Damit kann dieser Teilraum mit
einem beliebigen Material gefu¨llt werden, ohne die in den Ersatzanordnungen vorliegen-
den Verha¨ltnisse zu beeinﬂussen. Beim Durchgang durch die Hu¨llﬂa¨che a¨ndern sich die
Tangentialkomponenten der elektrischen und magnetischen Feldsta¨rke sprunghaft auf den
Wert Null, weshalb in U¨bereinstimmung mit Gleichung (2.1.6) die in den Oberﬂa¨chen-
integralen auftretenden tangentialen Dichtefunktionen als elektrische und magnetische
Fla¨chenstromdichte
K := n× H , (2.2.20a)
M := −n× E (2.2.20b)
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interpretiert werden ko¨nnen. An Stelle des urspru¨nglichen Problems treten zwei separate
Ersatzprobleme, die u¨ber die ﬁktiven elektrischen und magnetischen Oberﬂa¨chenstro¨me
auf der Grenzschicht, welche gerade den Randwerten entsprechen, miteinander gekoppelt
sind.
Gleichungen (2.2.18) und (2.2.19) bilden den zentralen Ausgangspunkt unterschiedlicher
integraler Darstellungsformeln fu¨r elektromagnetische Felder. Nach einigen vektoranaly-
tischen Umformungen und unter Verwendung klassischer Integralsa¨tze lassen sich daraus
unter Beru¨cksichtigung der Kontinuita¨tsgleichung die Stratton-Chu-Darstellungsfor-
meln ableiten, welche sich mit Hilfe des aus der Potentialtheorie bekannten elektrischen
und magnetischen Vektorpotentials
A
±
e (r) :=
∫
D±
G(r, r ′)J(r ′)dV (r ′)∓
∫
S
G(r, r ′)K(r ′)dA(r ′) , (2.2.21a)
A
±
m(r) := ±
∫
S
G(r, r ′) M(r ′)dA(r ′) (2.2.21b)
sowie des elektrischen und magnetischen Skalarpotentials
Φ±e (r) :=
1
ε
∫
D±
G(r, r ′)(r ′)dV (r ′)∓ 1
ε
∫
S
G(r, r ′)σ(r ′)dA(r ′) , (2.2.22a)
Φ±m(r) := ∓
1
µ
∫
S
G(r, r ′)η(r ′)dA(r ′) (2.2.22b)
nach Vertauschen von Diﬀerentiation und Integration in der kompakten Schreibweise
E(r) = −jkZA±e (r)− (gradΦ±e )(r) + (rot A
±
m)(r) + c(r)
E0(r) , r ∈ D± , (2.2.23a)
H(r) = jkY A
±
m(r)− (gradΦ±m)(r) + (rot A
±
e )(r) + c(r)
H0(r) , r ∈ D± (2.2.23b)
ausdru¨cken lassen. In der gezeigten Form ist deren Gu¨ltigkeit auf stetige Oberﬂa¨chen-
stromdichten beschra¨nkt. Eine Erweiterung auf unstetige Funktionen ist mo¨glich und fu¨hrt
auf zusa¨tzliche Korrekturterme in Form von Linienintegralen entlang der Sprungstelle auf
der Oberﬂa¨che. Der durch die Maxwellschen Gleichungen gegebene Zusammenhang
zwischen den Tangentialkomponenten und den Normalkomponenten der Feldsta¨rken, die
als elektrische und magnetische Fla¨chenladungsdichten
σ := ε(n · E) , (2.2.24a)
η := µ(n · H) (2.2.24b)
angesehen werden ko¨nnen, impliziert eine Abha¨ngigkeit der Skalarpotentiale von den Vek-
torpotentialen, die in der Potentialtheorie auch als Lorenz8-Eichung
div A
±
m = jkZΦ
±
m , (2.2.25a)
div A
±
e = −jkY Φ±e (2.2.25b)
8Ludvig Lorenz, 1829–1891, da¨nischer Physiker
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bekannt ist.
Als weitere bedeutsame Darstellungsformeln sind die Franzschen Beugungsintegrale zu
nennen
E(r) = (rot A
±
m)(r) +
1
jkY
(rot rot A
±
e )(r)−
1
jkY
J(r) + c(r)E0(r) , r ∈ D± , (2.2.26a)
H(r) = (rot A
±
e )(r)−
1
jkZ
(rot rot A
±
m)(r) + c(r)
H0(r) , r ∈ D± , (2.2.26b)
die sich leicht aus den Stratton-Chu-Formeln gewinnen lassen und deren besonderer
Vorzug im Wegfall der Einschra¨nkung auf stetige Randbelegungen liegt.
Die bisherigen U¨berlegungen fu¨hrten zu dem Ergebnis, dass fu¨r einfach zusammenha¨ngen-
de Teilgebiete des homogenen Freiraumes Ersatzanordnungen konstruiert werden ko¨nnen,
indem die Wirkung des restlichen Raumes durch a¨quivalente Stro¨me auf der Grenzﬂa¨che
beru¨cksichtigt werden, so dass dieser Teil quellen- und feldfrei ist. Eine Verallgemeinerung
des vorgestellten A¨quivalenzprinzips nach Abbildung 2.2 schaﬀt die Basis zur Gewinnung
einer Vielzahl von Integralgleichungsformulierungen fu¨r unterschiedliche Problemtypen.
a) Problem I
J I
J I
E0
n
D+
D−
S
µI , εI
EI
b) Problem II
JII
JII
n
D+
D−
S
µII , εII
EII
c) a¨quivalentes Ersatzproblem
JII
J I
E0
n
D+
D−
SKI − KII
M I − M II
µI , εI
µII , εII
EI
EII
Abbildung 2.2: Verallgemeinerung des Oberﬂa¨chena¨quivalenzprinzips. Durch Superpositi-
on der Ersatzanordnung fu¨r den Außenraum des homogenen Freiraumproblems a), das
die Quellverteilung JI und die Materialgro¨ßen εI, µI besitzt, mit der Ersatzanordnung fu¨r
den Innenraum eines weiteren homogenen Freiraumproblems b), das die Quellverteilung
JII und die Materialgro¨ßen εII, µII besitzt, la¨sst sich eine a¨quivalente Anordnung fu¨r ein
inhomogenes Problem c) erzeugen [50].
Betrachtet werden zwei homogene Freiraumprobleme mit den in Abbildung 2.2 angegebe-
nen Material- und Quellverteilungen, die durch dieselbe geschlossene Fla¨che in zwei Teile
zerlegt werden. Mit Hilfe a¨quivalenter Oberﬂa¨chenstro¨me la¨sst sich fu¨r den Außenraum
des Problems I eine Ersatzanordnung ﬁnden, wobei das innere Gebiet wegen der Feldfrei-
heit mit dem Material des Problems II gefu¨llt werden kann. Analog dazu wird fu¨r das
Innengebiet des zweiten Problems eine Ersatzanordnung aufgestellt und das feldfreie Au-
ßengebiet mit dem Material des ersten Problems gefu¨llt. Beide Ersatzanordnungen weisen
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eine identische inhomogene Materialverteilung auf, besitzen aber unterschiedliche Quellen.
Die U¨berlagerung sa¨mtlicher Quellen beider Ersatzanordnungen fu¨hrt demzufolge zur Ad-
dition der beiden Feldlo¨sungen. Da der jeweils komplementa¨re Teilraum feldfrei ist, wird
die Feldverteilung im Außenraum des so erzeugten Problems dem Feld des Problems I und
im Innenraum dem Feld des Problems II entsprechen [50]. Damit ist es nun umgekehrt
mo¨glich, eine bestimmte Klasse von inhomogenen Problemstellungen in mehrere gleich-
wertige homogene Probleme zu u¨berfu¨hren, wofu¨r leicht Darstellungsformeln angegeben
werden ko¨nnen. Stellt beispielsweise der von der Hu¨llﬂa¨che eingeschlossene Teilraum einen
dielektrischen Streuko¨rper dar, ko¨nnen mit Hilfe des A¨quivalenzprinzips getrennt fu¨r das
Innen- und Außengebiet Randintegralgleichungen aufgestellt werden, welche u¨ber die aus
den Stetigkeitsbedingungen an Grenzﬂa¨chen folgenden Forderung, dass die zugeho¨rigen
a¨quivalenten Fla¨chenstro¨me u¨bereinstimmen mu¨ssen, miteinander gekoppelt sind. Neben
den genannten Transmissionsproblemen sind mit diesem Modell ebenfalls die u¨blichen
inneren und a¨ußeren Randwertprobleme, die abha¨ngig von der Vorgabe auf der Ober-
ﬂa¨che als Dirichletsche9, Neumannsche10 oder gemischte Randwertaufgabe bezeichnet
werden, erfassbar [77].
2.2.2 Oberﬂa¨chenintegralgleichungsformulierungen
Mit Hilfe der Darstellungsformeln ko¨nnen bei Kenntnis der a¨quivalenten Fla¨chenstrom-
dichten die elektromagnetischen Felder im betrachteten Rechengebiet direkt bestimmt
werden. Die Randwerte sind jedoch im Allgemeinen unbekannt, weshalb aus den Darstel-
lungsformeln Bestimmungsgleichungen fu¨r dieselben abgeleitet werden mu¨ssen. Da die
Darstellungsformeln ihre Gu¨ltigkeit fu¨r Beobachtungspunkte auf der Hu¨llﬂa¨che verlieren,
muss dies in geeigneter Weise durch einen Grenzwertprozess erfolgen. Die a¨quivalenten
magnetischen und elektrischen Fla¨chenstro¨me entsprechen nach den Gleichungen (2.2.20)
den Tangentialkomponenten der elektrischen und magnetischen Feldsta¨rke auf der Hu¨ll-
ﬂa¨che, so dass wegen der Annahme stetiger Feldgro¨ßen in dem hier zugrunde liegenden
Modellproblem die Grenzwerte bei Anna¨herung an die Hu¨llﬂa¨che mit den Funktionswer-
ten selbst auf diesem Rand u¨bereinstimmen mu¨ssen:
(n× τ±n E)(r) = (n× E)(r) , r ∈ S , (2.2.27a)
(n× τ±n H)(r) = (n× H)(r) , r ∈ S . (2.2.27b)
Selbst bei der mathematischen Modellierung eines o¨rtlich beschra¨nkten physikalischen
Problems als formale Randwertaufgabe stellt die Annahme einer stetigen Fortsetzung der
Feldgro¨ßen in die vorgegebenen Randwerte eine sinnvolle Forderung dar, weil andernfalls
die eindeutige Lo¨sbarkeit nicht mehr sichergestellt wa¨re.
Die Durchfu¨hrung dieses Grenzu¨bergangs auf die Darstellungsformeln liefert die gewu¨n-
schten Randintegralgleichungen, die einen Zusammenhang zwischen den magnetischen
und elektrischen Fla¨chenstromdichten sowie zwischen den magnetischen und elektrischen
Fla¨chenladungsdichten herstellen. Sowohl fu¨r die spa¨tere numerische Auswertung als auch
9Peter Gustav Lejeune Dirichlet, 1805–1859, deutscher Mathematiker
10Carl Gottfried Neumann, 1832–1925, deutscher Mathematiker
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fu¨r die Ableitung der Modellgleichung unendlich du¨nner Streuobjekte sind die resultieren-
den Ausdru¨cke wegen der enthaltenen Grenzwertbildung wenig praktikabel. Wu¨nschens-
wert ist eine Formulierung, bei der sich die Beobachtungspunkte auf der Hu¨llﬂa¨che be-
ﬁnden, was jedoch wegen des singula¨ren Verhaltens der Greenschen Funktion auf unei-
gentliche Integrale fu¨hrt, die unter Umsta¨nden im klassischen Sinn divergieren ko¨nnen.
Ziel ist somit zum einen die Deﬁnition sinnvoller Grenzwerte fu¨r die uneigentlichen In-
tegrale und zum anderen die Herstellung eines Zusammenhangs mit den interessierenden
Grenzfunktionen bei Anna¨herung des Beobachtungspunktes an die Hu¨llﬂa¨che.
Unter der Annahme einer glatten Fla¨che sowie Ho¨lder11-stetiger Fla¨chenladungsdich-
ten und Ho¨lder-stetiger Tangentialableitungen der Fla¨chenstromdichten sind die links-
und rechtsseitigen Grenzwerte der Vektor- und Skalarpotentiale bei Anna¨herung an die
Hu¨llﬂa¨che beschra¨nkt, einander gleich und stimmen mit den Werten der uneigentlichen
Integrale fu¨r Beobachtungspunkte auf der Hu¨llﬂa¨che, die wegen der schwach singula¨ren
Kerne im gewo¨hnlichen Sinn konvergieren, u¨berein. Damit sind die Potentiale auch beim
Durchgang durch die Hu¨llﬂa¨che u¨berall stetig und die Grenzwerte ko¨nnen durch die un-
eigentlichen Integrale ersetzt werden:
(τ±n Φm)(r) = Φm(r) =
1
µ
∫
S
G(r, r ′)η(r ′)dA(r ′), r ∈ S , (2.2.28a)
(τ±n Am)(r) = Am(r) =
∫
S
G(r, r ′) M(r ′)dA(r ′), r ∈ S . (2.2.28b)
Die Skalar- und Vektorpotentiale sind jedoch nicht stetig diﬀerenzierbar, denn sowohl die
Normalkomponente des Gradienten des Skalarpotentials als auch die Tangentialkompo-
nenten der Wirbel des Vektorpotentials a¨ndern sprunghaft ihren Wert beim Durchgang
durch die Hu¨llﬂa¨che. Somit existiert die Ableitung auf der Hu¨llﬂa¨che nicht im klassischen
Sinn. Als sehr nu¨tzlich erweist sich daher die Einfu¨hrung des Cauchyschen12 Hauptwer-
tes der in den Gleichungen (2.2.23) auftretenden Ableitungen der Potentiale, welcher mit
dem interessierenden rechts- und linksseitigen Grenzwert u¨ber die Sprungbeziehung
(τ±n gradΦm)(r) =
1
µ
⎡
⎣−∫
S
(gradr G)(r, r
′)η(r ′)dA(r ′)± 1
2
(n η)(r)
⎤
⎦ , (2.2.29a)
(τ±n rot Am)(r) =
⎡
⎣−∫
S
(gradr G)(r, r
′)× M(r ′)dA(r ′)± 1
2
(n× M)(r)
⎤
⎦ (2.2.29b)
verknu¨pft ist [54]. Fu¨r das elektrische Skalar- und Vektorpotential ergeben sich a¨hnliche
Zusammenha¨nge, aus denen unmittelbar die wohl bekannten Stetigkeitsbedingungen fu¨r
11Otto Ludwig Ho¨lder, 1859–1937, deutscher Mathematiker
Eine Funktion f wird als Ho¨lder-stetig zum Exponenten α bezeichnet, wenn eine positive reelle Zahl c
existiert, so dass |f(x)− f(y)| ≤ c|x− y|α gilt.
12Augustin Louis Cauchy, 1789–1857, franzo¨sischer Mathematiker
Als Cauchyscher Hauptwert an der Stelle r0 wird mit Sε(r0) = {r : ‖r − r0‖ ≤ ε} der Grenzwert
−
∫
S f(r)dA(r) = limε→0
∫
S\Sε(r0) f(r)dA(r) verstanden. Er kann als Distribution aufgefasst werden und
stimmt bei integrierbaren Funktionen mit dem Wert des gewo¨hnlichen Integrals u¨berein.
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die elektrische und magnetische Feldsta¨rke an Grenzschichten mit Fla¨chenladungen und
Fla¨chenstro¨men folgen. Wegen der nach Vertauschen von Diﬀerentiation und Integration
im Kern enthaltenen starken Singularita¨t existieren diese Integrale nur im distributionellen
Sinn.
Fu¨r die Doppelwirbel des Vektorpotentials in den Gleichungen (2.2.26) ist eine weitere
Grenzwertdeﬁnition fu¨r divergente Integrale erforderlich, da fu¨r sie selbst der Cauchysche
Hauptwert nicht existiert. Durch Festlegung des Funktionswertes auf der Oberﬂa¨che als
part-ﬁni -Integral imHadamardschen13 Sinn ko¨nnen die Doppelwirbel stetig auf die Hu¨ll-
ﬂa¨che fortgesetzt werden, da dieses Integral mit den rechts- und linksseitigen Grenzwerten
u¨bereinstimmt:
(τ±n rot rot Am)(r) = =
∫
S
rotr rotr [G(r, r
′) M(r ′)]dA(r ′) . (2.2.30)
2.2.2.1 Streuprobleme mit ideal elektrisch leitfa¨higen Ko¨rpern
Ein Hauptanwendungsgebiet von Randintegralgleichungsverfahren stellen elektromagne-
tische Streuprobleme dar, die wie folgt formuliert werden ko¨nnen: Eine zeitharmonische,
ungeda¨mpfte, ebene Welle mit der Kreisfrequenz ω und der Amplitude E0
E
inc
(r) = E0[pi + jv(pi × ni)] exp(−jkni · r), (2.2.31)
die sich in Richtung des Einheitsvektors ni ausbreitet und deren Polarisation durch den
Vektor pi gegeben ist, triﬀt auf einen aus ideal elektrisch leitfa¨higem Material bestehenden
Ko¨rper, der sich im homogenen Freiraum mit der Permittivita¨t ε0 und der Permeabilita¨t µ0
beﬁndet. Durch den Parameter v ∈ [0, 1] wird die Elliptizita¨t der Welle charakterisiert,
wobei sich fu¨r v = 0 der Spezialfall einer linear polarisierten und fu¨r v = 1 der einer zirku-
lar polarisierten Welle ergibt. Die Anregung induziert auf der Oberﬂa¨che des Streuko¨rpers
elektrische Stro¨me, die ihrerseits ein elektromagnetisches Streufeld E
sc
anregen, welches
sich der einfallenden Welle zu dem Gesamtfeld
E(r) = E
inc
(r) + E
sc
(r) (2.2.32)
u¨berlagert. Die induzierte Fla¨chenstromdichte stellt sich derart ein, dass sich innerhalb
des ideal elektrisch leitfa¨higen Streuko¨rpers beide Feldanteile in Gleichung (2.2.32) kom-
pensieren. Dies fu¨hrt aufgrund der U¨bergangsbedingungen fu¨r die Feldsta¨rkekomponenten
auf die Forderung, dass die Tangentialkomponenten des elektrischen Gesamtfeldes auf der
Oberﬂa¨che des Streuobjekts identisch verschwinden:
(n× E)(r) = 0, r ∈ S. (2.2.33)
Das hier behandelte und in Abbildung 2.3a) veranschaulichte Streuproblem stellt ledig-
lich einen einfachen Sonderfall des in Abbildung 2.2c) gezeigten allgemeineren Modell-
problems dar. Der Zusammenhang la¨sst sich leicht durch Identiﬁkation des von der Hu¨ll-
13Jacques Salomon Hadamard, 1865–1963, franzo¨sischer Mathematiker
Der endliche Teil eines hypersingula¨ren Integrals nach Hadamard ist mit Sε(r0) = {r : ‖r − r0‖ ≤ ε}
durch =
∫
S f(r)dA(r) = limε→0
∫
S\S(ε) f(r)dA(r)− f(r)2ε deﬁniert.
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a) Streuproblem mit ra¨umlich
ausgedehntem Objekt
E0
n
D+
D−
SKI
µ0, ε0
κ→∞
EI
EII = 0
b) Streuproblem mit inﬁnitesimal
du¨nnem Objekt
E0
n
D+
D−
S
S0
KI − KII
µ0, ε0
µ0, ε0
EI
EII
c) Eigenwertproblem
n
D+
D−
S−KII
κ→∞
µ0, ε0
EI = 0
EII
Abbildung 2.3: Modellierung von Streuproblemen mit ideal elektrisch leitenden Objekten
und verlustfreien Eigenwertproblemen sowie die Festlegung der zugeho¨rigen a¨quivalenten
Fla¨chenstro¨me. Aufgrund der angenommenen elektrischen Randbedingungen treten keine
magnetischen A¨quivalenzstro¨me auf.
ﬂa¨che eingeschlossenen Gebietes D+ als Streuko¨rper, der Festlegung E0 = E
inc
, εI = ε0
und µI = µ0 sowie der Vorgabe verschwindender elektrischer Volumenstromdichten im
Außenraum des Problems I herstellen. Wegen der geforderten Feldfreiheit innerhalb des
Streuko¨rpers braucht Problem II nicht weiter betrachtet zu werden.
Da Problem II nur die triviale Nulllo¨sung besitzt, gilt:
KII(r) = M II(r) = 0, r ∈ S. (2.2.34)
Die Randbedingung (2.2.33) hat zur Folge, dass die magnetischen A¨quivalenzstro¨me auf
der Hu¨llﬂa¨che identisch verschwinden
M I(r) = 0, r ∈ S , (2.2.35)
es verbleibt demnach als unbekannte Gro¨ße lediglich die elektrische A¨quivalenzstromdichte
K := KI , (2.2.36)
die erwartungsgema¨ß der induzierten Fla¨chenstromdichte entspricht und der somit eine
physikalische Bedeutung beigemessen werden kann.
Aus der Integraldarstellung der elektrischen Feldsta¨rke gema¨ß Gleichung (2.2.23a) fu¨r den
Außenraum des Problems I in Abbildung 2.2 folgt nach Einsetzen der Vorgaben und unter
Einbeziehung der Grenzwerte gema¨ß den Gleichungen (2.2.28) eine Integro-Differential-
gleichung 1. Art vom Fredholmschen14 Typ fu¨r die auf der Oberﬂa¨che des Streuko¨rpers
induzierten Fla¨chenstro¨me
(T K)(r) = (n× Einc)(r), r ∈ S, (2.2.37)
14Erik Ivar Fredholm, 1866–1927, schwedischer Mathematiker
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die auch unter der Bezeichnung elektrische Feldintegralgleichung (EFIE) gela¨uﬁg ist. Eine
weitere Randintegralgleichung resultiert aus der Darstellungsformel fu¨r die magnetische
Feldsta¨rke gema¨ß Gleichung (2.2.23b) oder Gleichung (2.2.26b)[(
1
2
I +K ) K] (r) = (n× H inc)(r), r ∈ S, (2.2.38)
die auch als magnetische Feldintegralgleichung (MFIE) bezeichnet wird und zur Klasse
der Fredholmschen Integralgleichungen 2. Art za¨hlt. Die Franzsche Darstellungsformel
fu¨r die elektrische Feldsta¨rke liefert als dritte Mo¨glichkeit eine hypersingula¨re Integralglei-
chung 1. Art
(N K)(r) = (n× Einc)(r), r ∈ S. (2.2.39)
Die hierin auftretenden Integraloperatoren sind wie folgt deﬁniert:
(T K)(r) := jk0Z0n(r)×
⎡
⎣∫
S
G(r, r ′)K(r ′)dA(r ′) . . .
− 1
k20
−
∫
S
(gradr ′ G)(r, r
′)(Div K)(r ′)dA(r ′)
⎤
⎦ , (2.2.40a)
(K K)(r) := n(r)×−
∫
S
(gradr ′ G)(r, r
′)× K(r ′)dA(r ′) , (2.2.40b)
(N K)(r) := − 1
jk0Y0
n(r)×=
∫
S
rotr rotr [G(r, r
′)K(r ′)]dA(r ′) . (2.2.40c)
Die eindeutige Lo¨sbarkeit der vorgestellten Integralgleichungen setzt die Festlegung ge-
eigneter Deﬁnitions- und Bildbereiche der Operatoren voraus, die abha¨ngig von den Ei-
genschaften der Anregungsfunktion sowie aus zusa¨tzlichen physikalischen Erwa¨gungen
gewa¨hlt werden. Große Bedeutung haben in diesem Zusammenhang Sobolev15-Ra¨ume
erlangt, denen die Annahme zugrunde liegt, dass die Energie innerhalb beschra¨nkter
Gebiete oder Teilgebiete des Freiraums einen endlichen Wert besitzen muss [54]. Auf
die exakte Angabe und Erla¨uterung der zu den einzelnen Integralgleichungen passen-
den Funktionenra¨ume sowie der Abbildungseigenschaften der Integraloperatoren soll hier
nicht na¨her eingegangen werden. Es sei an dieser Stelle auf die einschla¨gige Fachlitera-
tur verwiesen [24, 28, 27]. Darin ﬁnden sich neben Existenz- und Eindeutigkeitsaussagen
auch Erweiterungen der Theorie fu¨r abgeschwa¨chte Anforderungen an die Regularita¨t der
Oberﬂa¨chen [23].
Die Herleitung der bisherigen Randintegralgleichungen wird wegen der formalen Integra-
tion der Feldgleichungen unter Verwendung des Greenschen Theorems auch als direkte
oder mathematische Vorgehensweise bezeichnet [84, 24]. Eine weitere Mo¨glichkeit besteht
darin, bereits am Anfang von ﬁktiven Oberﬂa¨chenstro¨men auszugehen, fu¨r deren elektro-
dynamische Potentiale die Integraldarstellungen als bekannt vorausgesetzt werden. Die
indirekte Vorgehensweise liefert zu den hier gezeigten Formulierungen a¨hnliche Ergebnis-
se. Zusa¨tzlich sind weitere Varianten, wie beispielsweise die aus der gewichteten U¨berla-
gerung der EFIE mit der MFIE herru¨hrende kombinierte Feldintegralgleichung (CFIE),
ableitbar.
15Sergei Lvovich Sobolev, 1908–1989, russischer Mathematiker
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2.2.2.2 Streuprobleme mit ideal elektrisch leitfa¨higen Schirmen
Streuobjekte, deren Dicke im Vergleich zur Wellenla¨nge sehr viel kleiner ist und die zu-
dem eine sehr hohe elektrische Leitfa¨higkeit aufweisen, ko¨nnen mathematisch als unendlich
du¨nner, ideal leitfa¨higer Schirm modelliert werden. Die direkte Ableitung von Randinte-
gralgleichungen fu¨r Schirmprobleme gestaltet sich wegen der vorausgesetzten Annahme
einfach zusammenha¨ngender Gebiete jedoch schwieriger. In Anlehnung anGoldberg [39]
wird zu diesem Zweck der in Abbildung 2.3b) betrachtete Schirm S um eine imagina¨re
Fla¨che S0 zu einer abgeschlossenen Fla¨che S1 := S ∪ S0 erga¨nzt, so dass diese das Ge-
biet D+ umschließt. Durch passende Festlegung der Permittivita¨t εI = εII = ε0 und
Permeabilita¨t µI = µII = µ0 sowie der einfallenden Welle E0 = E
inc
des in Abbildung 2.2
skizzierten Modellproblems ist schließlich der Bezug zu dem hier betrachteten Schirmpro-
blem hergestellt.
Die unterschiedlichen U¨bergangsbedingungen an den beiden Teilﬂa¨chen bedingen stu¨ck-
weise deﬁnierte A¨quivalenzstro¨me. Da die Tangentialkomponenten der elektrischen und
magnetischen Feldsta¨rke beim Durchgang durch die Fla¨che S0 stetig sein mu¨ssen, folgt
fu¨r die A¨quivalenzstromdichten:
KI(r) =
KII(r), r ∈ S0, (2.2.41a)
M I(r) = M II(r), r ∈ S0. (2.2.41b)
Magnetische Fla¨chenstro¨me treten infolge der Randbedingung (2.2.33) auf dem Schirm S
nicht auf:
M I(r) = M II(r) = 0, r ∈ S. (2.2.42)
Addition der aus der Darstellungsformel (2.2.23a) hervorgehenden Randintegralgleichung
fu¨r das Innengebiet
1
2
M II(r) = n(r)×
⎡
⎣−∫
S1
(gradr ′ G)(r, r
′)× M II(r ′)dA(r ′) . . .
−jk0Z0
∫
S1
G(r, r ′)KII(r
′)dA(r ′) +
1
ε0
−
∫
S1
(gradr ′ G)(r, r
′)σII(r
′)dA(r ′)
⎤
⎦
(2.2.43)
zu der fu¨r das Außengebiet
1
2
M I(r) = n(r)×
⎡
⎣−−∫
S1
(gradr ′ G)(r, r
′)× M I(r ′)dA(r ′) . . .
+jk0Z0
∫
S1
G(r, r ′)KI(r
′)dA(r ′)− 1
ε0
−
∫
S1
(gradr ′ G)(r, r
′)σI(r
′)dA(r ′)− E0(r)
⎤
⎦
(2.2.44)
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liefert unter Beachtung der Tatsache, dass sich die Teilintegrale u¨ber die imagina¨re Fla¨che
S0 aufgrund der U¨bergangsbedingungen gegenseitig aufheben, eine Randintegralgleichung
fu¨r die elektrische Oberﬂa¨chenstromdichte
K := KI − KII , (2.2.45)
die von identischem Aufbau wie Gleichung (2.2.37) ist. Gleiche Vorgehensweise fu¨hrt aus-
gehend vom Franzschen Beugungsintegral (2.2.26a) auf die hypersingula¨re Integralglei-
chung (2.2.39) zur Bestimmung der elektrischen Fla¨chenstromdichte in Gleichung (2.2.45).
Im Gegensatz dazu ist es nicht mo¨glich, aus den Darstellungsformeln fu¨r die magnetische
Feldsta¨rke eine Randintegralgleichung abzuleiten, weil sich die unbekannten Gro¨ßen nicht
auf die Diﬀerenz der beiden Fla¨chenstromdichten KI− KII reduzieren lassen und somit ein
unterbestimmtes System vorliegt. Es bleibt festzuhalten, dass Streuprobleme mit oﬀenen
Strukturen grundsa¨tzlich nicht mittels Randintegralgleichungen 2. Art modelliert werden
ko¨nnen.
Es wurde bereits angedeutet, dass die Gu¨ltigkeit der Darstellungsformeln nach Strat-
ton und Chu in der hier pra¨sentierten Form an gewisse Stetigkeitsbedingungen fu¨r die
Dichtefunktionen gebunden ist. Konkret ist gefordert, dass die Normalkomponente der
Dichtefunktion bezu¨glich einer beliebigen, auf der Oberﬂa¨che verlaufenden Kurve keine
Spru¨nge aufweisen darf. Fu¨r die daraus entwickelte Randintegralgleichung (2.2.37) be-
deutet dies, dass die Normalkomponente der elektrischen Fla¨chenstromdichte entlang des
Randes einer oﬀenen Struktur verschwinden muss. Es stellt sich damit unweigerlich die
Frage, ob diese mathematische Voraussetzung auch physikalisch begru¨ndet ist, weil an-
dernfalls dieses Modell das reale Problem nicht ausreichend beschreiben wu¨rde und folglich
passend erweitert werden mu¨sste.
Zur Kla¨rung derartiger Fragestellungen werden ha¨uﬁg kanonische Beispiele herangezogen,
fu¨r die geschlossene Lo¨sungen gefunden werden ko¨nnen. Ein unendlich ausgedehnter Keil,
der aus ideal elektrisch leitfa¨higem Material besteht, kann beispielsweise als vereinfach-
tes Modell zur Untersuchung des lokalen Verhaltens elektromagnetischer Feldgro¨ßen an
Kanten und Knicken von Streuobjekten dienen. Aus den Ergebnissen dieser Berechnun-
gen kann letztendlich geschlossen werden, dass fu¨r spitze O¨ﬀnungswinkel die bezu¨glich
der Kante parallele Komponente der Fla¨chenstromdichte und gleichermaßen die Fla¨chen-
ladungsdichte an dieser Stelle singula¨r werden, wohingegen die Normalkomponente der
Fla¨chenstromdichte beschra¨nkt bleibt [67, 92]. Fu¨r den hier interessierenden Sonderfall
einer unendlich du¨nnen Platte la¨sst sich das asymptotische Verhalten der elektrischen
Fla¨chenladungsdichte sowie der Fla¨chenstromdichte in Abha¨ngigkeit vom euklidischen
Abstand r zur Kante wie folgt angeben:
σ = O
(
1√
r
)
, fu¨r r → 0, (2.2.46a)
K = t O
(
1√
r
)
+ u O (√r) , fu¨r r → 0. (2.2.46b)
Hierin bezeichnet t den Einheitsvektor entlang des Randes der Fla¨che S und u = t×n den
Normaleneinheitsvektor bezu¨glich dieser Randkurve. Zwar wa¨chst die Fla¨chenladungs-
dichte bei Anna¨herung an den Rand der Fla¨che unbeschra¨nkt an, es tritt jedoch keine
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Ladungsakkumulation an der Kante auf, die als Linienladung in Erscheinung treten wu¨rde.
Damit bleibt die Integralgleichung (2.2.37) mit der Beschra¨nkung auf Fla¨chenstromdich-
ten, deren Normalkomponente auf dem Rand der Fla¨che verschwindet, auch fu¨r oﬀene
Strukturen gu¨ltig.
2.2.2.3 Eigenwertanalyse ideal elektrisch leitfa¨higer Hohlraumresonatoren
Bekanntlich gibt es bestimmte diskrete Frequenzen, bei denen die mittlere Leistungsauf-
nahme eines dissipativen, schwingungsfa¨higen Systems, das monofrequent angeregt wird,
einen Maximalwert erreicht. Dieser als Resonanz bezeichnete Eﬀekt wird in technischen
Anordnungen wie Beschleunigeranlagen genutzt, um geladene Teilchen durch die damit
verbundene Erho¨hung der Feldamplituden zu beschleunigen. Sind keine Verluste vorhan-
den, stimmen die Resonanzfrequenzen mit den Eigenfrequenzen, die das Einschwingver-
halten eines Systems charakterisieren, u¨berein. Dies triﬀt im Allgemeinen nicht fu¨r dissipa-
tive Systeme zu, weshalb klar zwischen diesen beiden Gro¨ßen zu unterscheiden ist. Ha¨uﬁg
ko¨nnen den zu untersuchenden Hohlraumresonatoren hohe Gu¨tefaktoren und damit sehr
geringe Verluste zugeschrieben werden, so dass die Abweichungen der Resonanzfrequenzen
von den Eigenfrequenzen fu¨r praktische Zwecke vernachla¨ssigt werden ko¨nnen. Damit bie-
tet die Formulierung als mathematisches Eigenwertproblem eine elegante und wesentlich
eﬃzientere Mo¨glichkeit zum Auﬃnden der interessierenden Resonanzfrequenzen.
Neben elektromagnetischen Streuproblemen bilden Eigenwertprobleme homogener Hohl-
raumresonatoren einen weiteren wichtigen Anwendungszweig von Randintegralgleichungs-
verfahren. Im Gegensatz zu anderen Verfahren fu¨hrt deren Einsatz jedoch auf ein indirek-
tes Eigenwertproblem, bei dem in der Eigenwertgleichung eine beliebige, im Allgemeinen
nichtlineare Abha¨ngigkeit vom Eigenwertparameter auftritt.
Das vorliegende Problem la¨sst sich folgendermaßen mathematisch formulieren. Gesucht
werden von Null verschiedene elektromagnetische Felder, die sich innerhalb einer ideal
leitfa¨higen, evakuierten Struktur ohne a¨ußere Anregung ausbilden ko¨nnen. Das Material
der Gebietsberandung impliziert ein Verschwinden der Tangentialkomponenten der elek-
trischen Feldsta¨rke, womit ein inneres homogenes Randwertproblem vorliegt. Zur Her-
stellung des Bezuges zwischen dem in Abbildung 2.3c) graﬁsch veranschaulichten Eigen-
wertproblem und dem Modellproblem in Abbildung 2.2 sind die Materialparameter des
Problems II gleich denen des Vakuums zu setzen, weiterhin ist ein quellenfreies Innenge-
biet anzunehmen. Aus den Darstellungsformeln fu¨r das Problem II lassen sich schließlich
Bestimmungsgleichungen fu¨r die elektrischen Fla¨chenstromdichten
K := KII (2.2.47)
herleiten, die mit den Randintegralgleichungen (2.2.37)-(2.2.39) fu¨r E
inc
= 0 exakt u¨ber-
einstimmen. Zum Auﬃnden der Eigenmoden sind die Frequenzen und damit die Wellen-
zahlen zu bestimmen, fu¨r die die homogenen Gleichungen nichttriviale Lo¨sungen besitzen.
Aus der Tatsache, dass bei geschlossenen Strukturen die Integraloperatoren sowohl das
a¨ußere Streuproblem als auch das innere Eigenwertproblem dieser Struktur mathematisch
beschreiben, wird sofort deutlich, dass bei Streuproblemen eine Anregung mit der Eigen-
frequenz des zugeho¨rigen Innenraumproblems zu einem nichtleeren Nullraum des Opera-
tors fu¨hrt. Da sich die Eigenschaften der Integraloperatoren auf ihre diskreten Gegenstu¨cke
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u¨bertragen, fu¨hrt dies bei einer Eigenfrequenz auf singula¨re oder in der Na¨he einer Eigen-
frequenz auf schlecht konditionierte Systemmatrizen, womit die Lo¨sung des Gleichungs-
systems erheblich erschwert wird. Durch geeignete Modiﬁkationen des Modellproblems
oder der Randintegralgleichungsformulierung la¨sst sich jedoch dieser unerwu¨nschte Eﬀekt
der inneren Resonanzen sehr eﬀektiv beseitigen [32]. Als Beispiel hierfu¨r ist die bereits
erwa¨hnte CFIE-Formulierung zu nennen.
2.3 Diskretisierung von Randintegralgleichungen
2.3.1 Prinzip der Momentenmethode
Die angegebenen Randintegralgleichungen sind insbesondere bei Vorliegen komplexerer
Problemstellungen nicht geschlossen lo¨sbar, weshalb in einem weiteren Schritt versucht
werden muss, daraus diskrete Modellgleichungen abzuleiten, die einer rechnergestu¨tzten
Auswertung zugefu¨hrt werden ko¨nnen. Bei geeigneter Wahl des Diskretisierungsverfahrens
la¨sst sich somit eine approximative Lo¨sung erzielen, die in Abha¨ngigkeit von einem Dis-
kretisierungsparameter gegen die exakte Lo¨sung konvergiert. Ein weit verbreitetes Verfah-
ren zur U¨berfu¨hrung linearer Operatorgleichungen in algebraische Gleichungssysteme ist
die von Harrington vorgeschlagene Momentenmethode [51], die eine Vielzahl spezieller
Diskretisierungstechniken in sich vereint. Die enge Verwandtschaft der Momentenmethode
mit abstrakten Projektionsverfahren erlaubt eine anschauliche Darlegung des grundlegen-
den Prinzips mit Hilfe des Konzeptes linearer Funktionenra¨ume und Projektoren.
Ausgangspunkt der folgenden, allgemein gehaltenen Betrachtung ist die zu lo¨sende Glei-
chung
Lx = y, L : x → y, L : X → Y (2.3.1)
mit einem linearen Operator L, der den Funktionenraum X in eineindeutiger Weise auf
den Raum Y abbildet. Des Weiteren wird ein passend gewa¨hltes inneres Produkt16 〈·, ·〉
angenommen. Die grundlegende Idee besteht darin, eine Sequenz von Projektoren PN und
QN zu konstruieren, die den Deﬁnitions- und Wertebereich des Operators auf geeignete
endlichdimensionale Unterra¨ume XN = im(PN) und YN = im(QN) abbilden, in denen das
Problem approximativ gelo¨st wird. Die Projektoren mu¨ssen so gewa¨hlt werden, dass sie
mit steigender Dimension N gegen den Einheitsoperator konvergieren.
Im ersten Schritt wird eine Basis fu¨r den Unterraum des Deﬁnitionsbereiches sowie des
Wertebereiches
XN = span {f1, f2, . . . , fN} , (2.3.2a)
YN = span {w1, w2, . . . , wN} (2.3.2b)
festgelegt, womit die gesuchte Na¨herungslo¨sung und die Anregung als gewichtete U¨ber-
lagerung von linear unabha¨ngigen, nicht notwendigerweise orthogonalen Basisfunktionen
16Ein Skalarprodukt ist eine positiv deﬁnite, hermitesche Form, die hier als semilinear im ersten und
linear im zweiten Argument vorausgesetzt wird.
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darstellbar sind:
xN =
N∑
n=1
anfn = κ
−1
X a, mit: [a]n = an , (2.3.3a)
yN =
N∑
n=1
bnwn= κ
−1
Y b, mit: [b]n = bn . (2.3.3b)
Im Kontext der Momentenmethode werden Basisfunktionen des Bildbereiches auch als
Test- oder Gewichtsfunktionen bezeichnet. Eine explizite Kenntnis sowohl des Projek-
tors PN als auch der Koordinatenabbildung κX ist nicht zwingend notwendig. Es genu¨gt,
dass der durch die gewa¨hlte Basis festgelegte Unterraum XN den Deﬁnitionsbereich X
ausreichend approximiert und diesen im Grenzfall N → ∞ vollsta¨ndig umfasst. Mit der
Gramschen17 Matrix
[G]ij = 〈wi, wj〉 , (2.3.4)
die im Fall der hier vorausgesetzten linear unabha¨ngigen Basisvektoren regula¨r und wegen
der hermiteschen Symmetrie des Skalarproduktes zudem selbstadjungiert ist, sind die
Koordinaten der entwickelten Anregung in Gleichung (2.3.3b) zu
bn =
N∑
k=1
[
G−1
]
nk
〈wk, yN〉 = [κY yN ]n (2.3.5)
bestimmbar. Aus dieser Koordinatentransformation la¨sst sich ein Operator der Form
QN y =
N∑
n=1
N∑
k=1
[
G−1
]
nk
〈wk, y〉wn =
N∑
n=1
bnwn (2.3.6)
ableiten, der, wie leicht gezeigt werden kann, die Eigenschaften eines Orthogonalprojek-
tors besitzt und damit die gesuchte Abbildung in den Unterraum des Bildbereiches YN
vermittelt.
Sowohl die als bekannt angenommene Anregung y als auch das Bild des nunmehr aus-
schließlich auf den Unterraum XN = im(PN) wirkenden Operators werden in den Test-
raum projiziert und anschließend gleichgesetzt, wodurch eine Folge von Gleichungen
LN xN = yN , mit: LN = QNL, yN = QNy (2.3.7)
resultiert, die die urspru¨ngliche Operatorgleichung (2.3.1) approximiert. Das aus den Ko-
ordinaten der gena¨herten Anregungsfunktion gebildete N -Tupel kann als Element eines
im Allgemeinen komplexwertigen Vektorraums  N aufgefasst werden, der isomorph zum
gewa¨hlten N -dimensionalen Testraum ist und mit diesem durch die Koordinatenabbildung
in Gleichung (2.3.5) in einem eineindeutigen Zusammenhang steht. Im Raum der Koor-
dinatenvektoren besitzt der gena¨herte lineare Operator die Gestalt einer N × N -Matrix,
womit schließlich eine fu¨r die numerische Auswertung auf einer Rechenanlage geeignete
Darstellung der gena¨herten Operatorgleichung
La = b, mit: L = κY LN κ−1X , b = κY yN (2.3.8)
17Jørgen Pedersen Gram, 1850–1916, da¨nischer Mathematiker
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folgt. Die Bestimmung der Eintra¨ge des Anregungsvektors gema¨ß Gleichung (2.3.6) ist
jedoch noch aufwa¨ndig und wenig praktikabel. Um mo¨glichst einfache Ausdru¨cke dafu¨r
zu erhalten, bietet sich abschließend eine durch die Gramsche Matrix vermittelte Basis-
transformation der Systemmatrix an. Dadurch erha¨lt die diskrete Operatorgleichung die
endgu¨ltige Gestalt
Lˆ a = bˆ, mit: Lˆ = GL, bˆ = Gb. (2.3.9)
Unter Verwendung der eingefu¨hrten Transformationsvorschriften lassen sich die Eintra¨ge
der Systemmatrix sowie des Anregungsvektors explizit zu
[Lˆ]mn = 〈wm,Lfn〉 , Lˆ ∈  N×N , (2.3.10a)
[bˆ]m = 〈wm, y〉 , bˆ ∈  N . (2.3.10b)
angeben.
Die auf die Operatorgleichung angewandte Testprozedur kommt einer Entwicklung der
Anregung y in die gewa¨hlten Testfunktionen wm mit den Komponenten des Vektors b
als Entwicklungskoeﬃzienten gleich. Da diese Basis einen endlichdimensionalen Unter-
raum aufspannt, stellt das Ergebnis fu¨r gewo¨hnlich eine Approximation der urspru¨ngli-
chen Funktion dar. Der transformierte Vektor bˆ entha¨lt die Koordinaten der Entwicklung
bezu¨glich der reziproken Basis wˆ
yN =
N∑
n=1
bˆnwˆn, mit: wˆn =
N∑
i=1
[G−1]inwi , (2.3.11)
zu dessen Bestimmung jedoch die urspru¨nglichen Basisfunktionen herangezogen werden.
Beide Formulierungen repra¨sentieren das gleiche diskrete Problem in unterschiedlichen
Basen desselben Unterraums, weshalb sie vollkommen a¨quivalent zueinander sind. Bei ei-
ner praktischen Realisierung der Momentenmethode kann demzufolge die Anregung von
vornherein in die reziproke Basis entwickelt und somit auf die wesentlich einfachere Dar-
stellungsform in Gleichung (2.3.9) zuru¨ckgegriﬀen werden.
Die erla¨uterten Zusammenha¨nge zwischen den einzelnen diskreten Funktionenra¨umen
ko¨nnen dem folgenden kommutativen Diagramm entnommen werden:
xN ∈ XN a ∈  N a ∈  N
yN ∈ YN b ∈  N bˆ ∈  N
κX
κ−1X
I
I
κY
κ−1Y
G
G−1
L−1N LN L−1 L Lˆ−1 Lˆ
Entscheidend fu¨r die Eignung der Na¨herungsfolge nach Gleichung (2.3.7) ist die sorgfa¨lti-
ge Wahl der Basis- und Gewichtsfunktionen, die von den Abbildungseigenschaften des
linearen Operators und den zugrunde gelegten Funktionenra¨umen abha¨ngt. Wenn die
diskreten Operatoren fu¨r eine beliebige Dimension der Unterra¨ume invertierbar sind, so
dass dem Verfahren die Eigenschaft der Stabilita¨t zugeschrieben werden kann, und das
Verfahren zudem konsistent ist, dann ist die Konvergenz der Na¨herungslo¨sung gegen die
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exakte Lo¨sung gewa¨hrleistet. Unter Konsistenz ist dabei zu verstehen, dass der gena¨her-
te Operator im Grenzfall N → ∞ gegen den exakten Operator strebt. Nicht nur die
Frage nach der Konvergenz an sich, sondern auch nach deren Geschwindigkeit ist von
großem Interesse, worauf hier aber nicht na¨her eingegangen werden soll. In zahlreichen,
vorrangig mathematisch orientierten Publikationen und Monograﬁen ﬁnden sich theore-
tische Abhandlungen u¨ber Auswahlkriterien zu Ansatzra¨umen sowie Untersuchungen zu
den Konvergenzeigenschaften der Momentenmethode [77, 24, 54, 76].
Abha¨ngig von der Festlegung der Unterra¨ume ergeben sich bestimmte Spezialisierun-
gen der Momentenmethode [49]. Stimmen Deﬁnitions- und Bildbereich u¨berein, fu¨hrt
die Wahl identischer Basisfunktionen in beiden Ra¨umen auf das sogenannte Galer-
kin18-Verfahren, das insbesondere zur Diskretisierung selbstadjungierter Operatoren ge-
eignet ist. Bei der Kollokationsmethode werden die Funktionen im Bildbereich mittels
Diracscher Deltadistributionen an fest vorgegebenen Stellen abgetastet. Auch die Me-
thode der kleinsten Quadrate geht als Sonderfall aus der Momentenmethode hervor, wenn
als Gewichtsfunktionen gerade die Bilder der Basisfunktionen aus dem Deﬁnitionsbereich
herangezogen werden.
2.3.2 Approximation der Geometrie
Aufgrund ihrer Einfachheit und hohen Flexibilita¨t haben sich in der praktischen Anwen-
dung der Momentenmethode lokale Basisfunktionen etabliert. Diese besitzen im Gegensatz
zu globalen Ansa¨tzen einen kompakten Tra¨ger, womit eine Zerlegung der Geometrie in ei-
ne entsprechende Anzahl elementarer Figuren, deren Vereinigung die Struktur exakt oder
auch approximativ nachbildet, unabdingbar ist. Geradlinig berandete, ebene Dreiecke sind
die einfachsten Elemente zur na¨herungsweisen Beschreibung beliebig gekru¨mmter Ober-
ﬂa¨chen und werden deshalb bevorzugt eingesetzt. Bezeichnet Tk ein derartiges Dreieck,
so bildet das Gitter
S˜ =
NT⋃
k=1
Tk (2.3.12)
eine Approximation des Integrationsgebietes S, wenn vorausgesetzt wird, dass die Eck-
punkte der Dreiecke Elemente der Fla¨che S sind, das Gitter S˜ regula¨r19 ist und das
Gebiet S u¨berdeckt. Ein Ausschnitt einer triangulierten Oberﬂa¨che mit den verwende-
ten Bezeichnungen aller auftretenden Simplizia ist in Abbildung 2.4 gezeigt. Kanten und
Dreiecke ko¨nnen dabei mit einer entsprechenden Orientierung versehen sein.
Die Auswahl der Schrittweite und damit die Feinheit der Diskretisierung ha¨ngt im We-
sentlichen von zwei Faktoren ab. Zum einen sollte die Geometrie des Streuobjekts selbst
fein genug aufgelo¨st werden, damit keine geometrischen Einzelheiten verloren gehen. Zu-
gleich mu¨ssen die Fla¨chenstromdichten hinreichend gut nachgebildet werden, womit die
maximale Gitterschrittweite durch die ku¨rzeste Wellenla¨nge beschra¨nkt ist. Fu¨r Konver-
genzuntersuchungen und Fehlerabscha¨tzungen wird zur Beschreibung der Feinheit eines
18Boris Grigorjewitsch Galerkin, 1871–1945, sowjetischer Ingenieur und Mathematiker
19Ein regula¨re Triangulierung der Oberﬂa¨che liegt vor, wenn der Durchschnitt von zwei verschiedenen
Elementen entweder leer, ein Punkt Pi oder eine Kante Ej ist [77].
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tj
nk
Punkt Pi
Kante Ej
Dreieck Tk
Abbildung 2.4: Ausschnitt eines regula¨ren Dreiecksgitters zur Repra¨sentation der Ober-
ﬂa¨che von Streuko¨rpern. Punkte Pi, Kanten Ej und Dreiecke Tk bilden die Grundbausteine
des Gitters. Die Orientierung der Kanten ist durch den Tangenteneinheitsvektor tj, die
der Dreiecke durch den Normaleneinheitsvektor nk festgelegt.
Gitters ein Diskretisierungsparameter eingefu¨hrt, der ha¨uﬁg als Maximum der Durchmes-
ser aller Dreiecke
h = max{hk : k ∈ {1, 2, . . . , NT}}, mit: hk := sup
r,r ′∈Tk
‖r − r ′‖ (2.3.13)
gewa¨hlt und als Gitterschrittweite oder Maschenweite bezeichnet wird [77].
Spitzwinklige Dreiecke setzen die Genauigkeit des Diskretisierungsverfahrens herab und
ko¨nnen zudem große numerische Fehler verursachen, weshalb solche verzerrten Geometri-
en vermieden werden sollten. Ein ideales Gitter setzt sich demzufolge aus gleichseitigen
Dreiecken zusammen. Zur quantitativen Erfassung der Gu¨te einer Triangulierung, die
die Abweichung von einem regelma¨ßigen Gitter angibt, werden deshalb geeignete Maße
deﬁniert [77].
2.3.3 Elektrische Feldintegralgleichung
Nachfolgend wird eine diskrete Form der elektrischen Feldintegralgleichung (2.2.37) mit
Hilfe der im vorangegangenen Abschnitt beschriebenen Momentenmethode systematisch
hergeleitet. Es wurde bereits erwa¨hnt, dass geeignete Funktionenra¨ume zu deﬁnieren
sind, um ein wohlgestelltes Problem mit physikalisch sinnvollen Lo¨sungen zu erhalten.
Es kann gezeigt werden, dass unter der Annahme glatter Oberﬂa¨chen sowohl die elektri-
sche Fla¨chenstromdichte als auch die daraus abgeleitete elektrische Fla¨chenladungsdichte
in einem bestimmten Raum zu suchen sind, der kleiner als jener der quadratintegrierbaren
Funktionen ist und an dieser Stelle als bekannt vorausgesetzt wird [54]. Diese Annahme gilt
ebenfalls fu¨r oﬀene Fla¨chen und impliziert die notwendige Forderung nach der Stetigkeit
der Normalkomponente der elektrischen Fla¨chenstromdichte bezu¨glich einer beliebigen
Kurve auf der Fla¨che.
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Aufgrund ihrer bemerkenswerten Eigenschaften in Bezug auf Stetigkeit und Ladungser-
haltung eignen sich insbesondere die Vektorfunktionen
fn(r) = f
+
n (r) +
f−n (r), mit: f
±
n (r) =
⎧⎨
⎩±
ln
2A±n
(r − r±n ) ; r ∈ T±n
0 ; r ∈ T±n
(2.3.14)
als Basis fu¨r einen diskreten Unterraum, die im Jahr 1982 von Rao, Wilton und Glis-
son vorgeschlagen wurden und eine weite Verbreitung in der Randelementmethode ge-
funden haben [72]. In Abbildung 2.5 ist das Vektorfeld dieser Basisfunktionen graﬁsch
dargestellt sowie die verwendete Notation fu¨r die Geometriegro¨ßen angegeben. Diese Ba-
sis ermo¨glicht die exakte Darstellung tangentialer Vektorfelder mit konstanter Amplitude.
Jeder inneren Kante En des Oberﬂa¨chengitters ist eine Teilbereichsfunktion zugeordnet,
deren kompakter Tra¨ger sich u¨ber die beiden korrespondierenden Dreiecke erstreckt. Bei
Vorliegen einer oﬀenen Fla¨che werden die Kanten entlang des Randes ausgeschlossen.
Gema¨ß der in Gleichung (2.3.14) angegebenen Deﬁnition wird der von Dreieck T+n nach
Dreieck T−n ﬂießende Strom positiv geza¨hlt, wobei die Festlegung dieser beiden Dreiecke
grundsa¨tzlich willku¨rlich erfolgen kann. Eine eventuell vorhandene Orientierung der Ele-
mentarﬁguren ist dabei ohne Belang. Es erweist sich jedoch bei der Implementierung auf
einer Rechenanlage als vorteilhaft, diese mit der Za¨hlrichtung des Stromes zu identiﬁzie-
ren.
tn
P+n
P−n
T+n
T−n
En
(r − r+n )
(r−n − r)
n
u−n
u+n
Abbildung 2.5: Kantenelemente nach Rao, Wilton und Glisson. Festlegung der zu einer
Ansatzfunktion geho¨renden lokalen geometrischen Kenngro¨ßen.
Die Gro¨ße A±n steht dabei fu¨r den Fla¨cheninhalt des Dreiecks T
±
n , die La¨nge der Kante
En wird mit ln bezeichnet. Dieses Tangentialfeld ist proportional zur Diﬀerenz zwischen
Aufpunkt r und freiem Eckpunkt r±n , woraus deutlich wird, dass das Vektorfeld am Rand
des Tra¨gers nur eine Tangentialkomponente mit linearer Ortsabha¨ngigkeit besitzt. Ent-
lang der gemeinsamen Kante besitzt die Normalkomponente der RWG-Funktion einen
konstanten Wert und verla¨uft stetig beim U¨bergang von Dreieck T+n nach T
−
n . Da diese
in der obigen Deﬁnition normiert ist, lassen sich die Koeﬃzienten in dem Ansatz
˜K(r) =
N∑
n=1
in
fn(r) (2.3.15)
als Anteile der gena¨herten Fla¨chenstromdichte normal zur Kante En deuten. Damit re-
pra¨sentiert der Ausdruck In = inln den durch die Kante En ﬂießenden Gesamtstrom. Der
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notwendigen Forderung nach dem Verschwinden der Normalkomponente der elektrischen
Fla¨chenstromdichte am Rand oﬀener Fla¨chen wird durch Verwendung dieser Ansatzfunk-
tionen unmittelbar Rechnung getragen.
Durch Bildung der Oberﬂa¨chendivergenz Div ˜K = −jωσ˜ erha¨lt man eine Entwicklung
der Fla¨chenladungsdichte
σ˜ =
j
ω
N∑
n=1
in Div
fn, mit: Div f
±
n (r) =
⎧⎨
⎩±
ln
A±n
; r ∈ T±n
0 ; r ∈ T±n
(2.3.16)
in stu¨ckweise konstante Funktionen. Aus Gleichung (2.3.16) ist leicht erkennbar, dass
die mit jeder einzelnen Ansatzfunktion verknu¨pfte Gesamtladung identisch verschwindet,
womit sich auch erwartungsgema¨ß die Eigenschaft der Ladungserhaltung auf den Ansatz-
raum u¨bertra¨gt. Im weiteren Verlauf wird aus Gru¨nden einer einfacheren Darstellung die
Abku¨rzung l±n := ±ln eingefu¨hrt.
Es soll an dieser Stelle darauf hingewiesen werden, dass die bisherigen Betrachtungen
streng genommen nur fu¨r glatte, geschlossene Oberﬂa¨chen gelten. An scharfen Kanten
und insbesondere an den Ra¨ndern oﬀener Strukturen wachsen bekanntlich die Tangen-
tialkomponenten der Fla¨chenstromdichte unbeschra¨nkt an, womit sich die Frage nach
einer hinreichenden Approximationsgu¨te der RWG-Funktionen neu stellt. Auch wenn es
mo¨glicherweise zu erheblichen lokalen Fehlern in den Feldgro¨ßen kommt, hat sich in der
Rechenpraxis gezeigt, dass fu¨r die interessierenden integralen Gro¨ßen, wie beispielsweise
fu¨r den Radarquerschnitt, die Verwendung dieser Basis in den meisten Fa¨llen vollkommen
ausreichend ist. Besteht jedoch prima¨res Interesse an der Untersuchung lokaler Feldgro¨ßen
in der Na¨he derartiger Kanten, sind spezielle Vektorbasisfunktionen vorzuziehen, die die-
ses singula¨re Verhalten in geeigneter Weise abbilden [41].
Zur Diskretisierung der elektrischen Feldintegralgleichung wird die schiefsymmetrische
Sesquilinearform 〈
wm,g
〉
:=
∫
S
wm · (g × n)dA (2.3.17)
herangezogen und die Testfunktionen wm gleich den reellwertigen Basisfunktionen
fm
gewa¨hlt, woraus das bereits erwa¨hnte Galerkin-Verfahren resultiert.
Wegen des kompakten Tra¨gers der Testfunktionen kann zur Aufstellung des Anregungs-
vektors das Integrationsgebiet auf die beiden Dreieckselemente T±m eingeschra¨nkt werden,
die getrennt voneinander betrachtet werden ko¨nnen. Nach Einsetzen der rechten Seite von
Gleichung (2.2.37) in Gleichung (2.3.17) folgt unter Verwendung elementarer vektoralge-
braischer Zusammenha¨nge fu¨r die beiden Anteile des Integrals
u±m = E0
l±m
2A±m
∫
T±m
[pi + jv(pi × ni)] · (r − r±m) exp(−jk0ni · r)dA(r), (2.3.18)
woraus sich schließlich die gesuchten Koeﬃzienten des Anregungsvektors gema¨ß
um = u
+
m + u
−
m (2.3.19)
36 Kapitel 2. Randelementmethode
zusammensetzen.
Fu¨r die Beitra¨ge zur Impedanzmatrix ergibt sich nach Vertauschen der Integrationsgren-
zen ein Ausdruck der Form
Zmn = jk0Z0
{∫
S
∫
S
G(r, r ′)fm(r) · fn(r ′)dA(r ′)dA(r) . . .
− 1
k20
∫
S
[∫
S
(gradr ′ G)(r, r
′) · fm(r)dA(r)
]
(Div fn)(r
′)dA(r ′)
}
.
(2.3.20)
Fu¨r weitere Umformungen erweist es sich an dieser Stelle als u¨beraus vorteilhaft, explizit
auf die Formulierung fu¨r auf Oberﬂa¨chen deﬁnierte Feldgro¨ßen u¨berzugehen. Mit der
Beziehung (C.1.12a) aus Anhang C.1 folgt unter Beachtung der Eigenschaft n · fm = 0
und unter Einbeziehung der leicht nachpru¨fbaren Identita¨t
gradr ′ G = −gradr G , (2.3.21)
dass der Gradient durch sein Oberﬂa¨chena¨quivalent ersetzbar ist:
gradr ′ G · fm = −Gradr G · fm. (2.3.22)
Ausnutzung der vektoranalytischen Identita¨t (C.1.15) liefert fu¨r das innere Integral des
letzten Terms in Gleichung (2.3.20) mit der Festlegung (Gfm)(r, r
′) := G(r, r ′)fm(r)
einen Ausdruck der Form∫
S
(gradr ′ G)(r, r
′) · fm(r)dA(r) = −
∫
S
[
Divr (Gfm)(r, r
′)−G(r, r ′)(Div fm)(r)
]
dA(r).
(2.3.23)
Das nach Anwendung des Gaussschen20 Satzes fu¨r Oberﬂa¨chen (C.1.14) auftretende
Randintegral besitzt wegen des Verschwindens der Normalkomponente der Basisfunk-
tionen bezu¨glich des Randes von T+m ∪ T−m den Wert Null, womit das Integral in Glei-
chung (2.3.23) die Gestalt∫
S
(gradr ′ G)(r, r
′) · fm(r)dA(r) =
∫
S
G(r, r ′)(Div fm)(r)dA(r) (2.3.24)
annimmt. Das Integrationsgebiet sowohl des inneren als auch des a¨ußeren Integrals in Glei-
chung (2.3.20) besteht aus zwei disjunkten Dreiecksﬂa¨chen, womit sich die Matrixbeitra¨ge
aus vier Anteilen
Zmn = Z
++
mn + Z
+−
mn + Z
−+
mn + Z
−−
mn (2.3.25)
zusammensetzen, die den Aufbau
Z±±mn = jk0Z0
l±ml
±
n
4A±mA±n
∫
T±m
∫
T±n
[
(r − r±m) · (r ′ − r±n )−
4
k20
]
G(r, r ′)dA(r ′)dA(r). (2.3.26)
besitzen. Damit la¨sst sich die diskretisierte Integralgleichung in der Matrixform
Z i = u (2.3.27)
ausdru¨cken. Unter der Voraussetzung, dass die Wellenzahl der Anregung mit keiner inne-
ren Resonanz zusammenfa¨llt, ist dieses lineare Gleichungssystem eindeutig lo¨sbar.
20Johann Carl Friedrich Gauß, 1777–1855, deutscher Mathematiker, Astronom, Geoda¨t und Physiker
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2.4 Berechnung der Matrixbeitra¨ge
2.4.1 Numerische Integration
Zur Aufstellung der Systemmatrix sowie des Anregungsvektors ist die Integration von
skalar- und vektorwertigen Funktionen u¨ber bestimmte Gebiete unumga¨nglich. Die in
den Integraloperatoren auftretende Fundamentallo¨sung des Helmholtz-Operators la¨sst
jedoch im Allgemeinen keine analytische Berechnung der Koeﬃzienten der Systemmatrix
zu, ebenso ist die exakte Aufbereitung des Anregungsvektors nur in wenigen Spezialfa¨llen
durchfu¨hrbar. Selbst wenn eine analytische Lo¨sung erreicht werden kann, ist oftmals eine
numerische Auswertung unter Einsatz eines passenden Verfahrens vorteilhafter, weil einer-
seits der durch die numerische Integration bedingte Fehler so klein gehalten werden kann,
dass er einen nur unwesentlichen Einﬂuss auf die Genauigkeit des gesamten Verfahrens
hat, und andererseits der Rechenaufwand deutlich niedriger ist als der zur Auswertung
der analytischen Ausdru¨cke.
Von großer Bedeutung in der Randelementmethode ist daher die sorgfa¨ltige Auswahl des
zur Berechnung der diskreten Operatoren und Anregungsvektoren eingesetzten Quadra-
turverfahrens, welchem zum einen hinreichende Genauigkeit und eine bestimmte Konver-
genzordnung abverlangt wird, um die Auswirkung des Quadraturfehlers auf das Diskreti-
sierungsverfahren so gering wie mo¨glich zu halten, und welches zum anderen schnell, ro-
bust und eﬃzient sein soll, damit nicht der Aufwand zur Aufstellung der im Allgemeinen
vollbesetzten Systemmatrix das Gesamtverfahren dominiert. Unter Eﬃzienz in Zusam-
menhang mit Quadraturformeln ist dabei das Erreichen einer vorgegebenen Genauigkeit
mit minimalem Aufwand, d.h. mit geringst mo¨glicher Anzahl von Quadraturpunkten und
damit Funktionsauswertungen, zu verstehen.
In der Randelementmethode haben sich Gauss-Quadraturformeln etabliert, da diese un-
ter allen numerischen Integrationsmethoden den maximalen Exaktheitsgrad besitzen und
zusa¨tzlich numerisch stabil sind [94]. Gauss-Quadraturen basieren auf der Idee, durch
eine geeignete Anzahl sowie passende Wahl von Stu¨tzstellen eine Na¨herungsformel der
Form ∫
Ω
w(r)f(r)dΩ(r) =
N∑
i=1
wif(ri) + RΩ(f) = QΩ(f) + RΩ(f) (2.4.1)
zu konstruieren, die Polynome bis zu einem gewu¨nschten Grad p exakt integriert. Ein
Nachteil ist, dass die Punkte, an denen die zu integrierende Funktion f ausgewertet wer-
den muss, nicht beliebig wa¨hlbar sondern durch das Verfahren fest vorgegeben sind. Da
jedoch in der Randelementmethode die Integranden in Form einer Rechenvorschrift vorlie-
gen, spielt diese Einschra¨nkung keine Rolle. Demgegenu¨ber steht der entscheidende Vorteil
einer optimalen Ordnung, weil die Festlegung der Quadraturpunkte selbst als zusa¨tzliche
Freiheitsgrade eingehen. Abha¨ngig von der Gewichtsfunktion w resultieren verschiedene
Varianten der Gauss-Quadratur. Bei entsprechender Wahl ko¨nnen die Quadraturformeln
sogar zur Berechnung uneigentlicher Integrale ausgelegt werden. Allerdings ist dann un-
ter Umsta¨nden die Bestimmung der Stu¨tzstellen xi und Gewichte wi mit erheblichem
Aufwand verbunden. Unter gewissen Regularita¨tsvoraussetzungen an den Integranden
konvergieren Gauss-Quadraturen mit der Ordnung RΩ = O(hp+1), wenn RΩ den Qua-
draturfehler und h den Diskretisierungsparameter symbolisieren.
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Im weiteren Verlauf wird das Hauptaugenmerk auf die aus der Festlegung einer konstan-
ten Gewichtsfunktion w(r) = 1 resultierenden gewo¨hnlichen Gauss-Quadraturverfahren
gerichtet, da die in der BEM auftretenden Integrale ein beschra¨nktes Integrationsgebiet
besitzen und entweder von vornherein hinreichend regula¨r sind oder durch spezielle Ver-
fahren, auf die im folgenden Abschnitt eingegangen wird, regularisiert werden ko¨nnen.
Fu¨r die Berechnung der Elementbeitra¨ge in der BEM werden im Allgemeinen mehrdimen-
sionale Quadraturformeln beno¨tigt, die auf verschiedene Weise entwickelt werden ko¨nnen.
Eine Mo¨glichkeit besteht in der wiederholten Ausfu¨hrung eindimensionaler Quadraturre-
geln, woraus sogenannte Produktformeln hervorgehen [77, 94]. Ausgehend von derGauss-
Legendre21-Quadratur
1∫
−1
f(x)dx = Q(f) + R(f) =
N∑
i=1
wif(xi) + R(f) , (2.4.2)
die fu¨r N Punkte den Exaktheitsgrad
p = 2N − 1 (2.4.3)
aufweist und deren Stu¨tzstellen gerade den Nullstellen der Legendre-Polynome erster
Art entsprechen, gestattet die iterierte Anwendung des Quadraturoperators Q auf eine
Funktion in mehreren Vera¨nderlichen
Qν(f) =
N1∑
i1
N2∑
i2
. . .
Nν∑
iν
wi1wi2 . . . wiνf [x1(i1), x2(i2), . . . , xν(iν)] (2.4.4)
eine na¨herungsweise Berechnung von Integralen u¨ber den ν-dimensionalen Hyperwu¨rfel
1∫
−1
1∫
−1
. . .
1∫
−1
f(x1, x2, . . . , xν)dx1dx2 . . .dxν = Q
ν(f) + Rν(f) . (2.4.5)
Grundsa¨tzlich ko¨nnen bei dieser verschachtelten Quadratur unterschiedliche Stu¨tzstellen-
zahlen Nµ gewa¨hlt werden. Da jedoch der maximal erreichbare Polynomgrad gleich dem
Minimum der einzelnen Polynomgrade ist und demzufolge die Konvergenzordnung des
Gesamtverfahrens nicht ho¨her als die des Anteils mit der geringsten Ordnung sein kann,
fu¨hrt die Wahl identischer Polynomordnungen auf die eﬃzienteste Variante. Von Bedeu-
tung sind die somit erhaltenen Tensor-Gauss-Quadraturformeln fu¨r die Berechnung der
im na¨chsten Abschnitt behandelten regularisierten Integrale.
Quadraturformeln auf Basis von Tensorprodukten sind bekanntlich nicht von optimaler
Ordnung, weshalb alternativ versucht werden kann, das Konzept zur Aufstellung eindi-
mensionaler Quadraturformeln konsequent auf mehrdimensionale Integrale zu u¨bertragen.
Im Gegensatz zum eindimensionalen Fall gestaltet sich die Bestimmung der Quadratur-
punkte fu¨r mehrdimensionale Integrale erheblich schwieriger und war deshalb lange Zeit
Anlass zu intensiver Forschung sowie der Weiterentwicklung speziell von eﬃzienten Qua-
draturregeln u¨ber Dreiecke und Tetraeder mit schwerpunktma¨ßiger Anwendung in der
21Adrien-Marie Legendre, 1752–1833, franzo¨sischer Mathematiker
2.4. Berechnung der Matrixbeitra¨ge 39
BEM und FEM [31, 29]. In diesem Zusammenhang sei darauf hingewiesen, dass ein ebenes
Dreieck im Raum stets durch eine Transformation auf ein gleichseitiges Dreieck abgebil-
det werden kann, welches die Symmetrie der Diedergruppe D3 besitzt, womit sich zum
Auﬃnden von symmetrischen Quadraturformeln auf dreieckigen Integrationsgebieten der
Methoden aus der Gruppentheorie bedient werden kann [63].
Zuna¨chst wird ein regula¨res Integral u¨ber ein ebenes, dreieckfo¨rmiges Gebiet, wie es zum
Beispiel bei der Berechnung der Beitra¨ge fu¨r den Anregungsvektor in Gleichung (2.3.18)
auftritt, betrachtet. Nach Transformation auf das Einheitsdreieck
r = r1 + (r2 − r1)η + (r3 − r1)ξ, 0 ≤ η ≤ 1, 0 ≤ ξ ≤ 1− η , (2.4.6)
wobei die Vektoren ri mit i ∈ [1, 3] die Eckpunkte des Dreiecks bezeichnen, la¨sst sich das
Integral unter Beru¨cksichtigung des diﬀerentiellen Fla¨chenelementes dA(r) = 2A±mdηdξ
na¨herungsweise wie folgt berechnen:
Q(f) = 2A±m
N∑
i=1
wif [r(ηi, ξi)] . (2.4.7)
Hierin steht die Funktion f stellvertretend fu¨r den Integranden in Gleichung (2.3.18).
Die beno¨tigten Werte fu¨r die Stu¨tzstellen und Gewichte ko¨nnen beispielsweise der Lite-
ratur entnommen werden. Eine sehr u¨bersichtliche Zusammenstellung sowie ein Compu-
teralgorithmus zur Generierung dieser Gro¨ßen wurde von Dunavant [31] publiziert. Die
na¨herungsweise Bestimmung der Beitra¨ge zur Systemmatrix in Gleichung (2.3.20), bei
denen der Abstand zwischen den Tra¨gern der Ansatz- und Testfunktionen hinreichend
groß ist, erfolgt durch wiederholte Anwendung des eingefu¨hrten Quadraturoperators Q
aus Gleichung (2.4.7) auf die Integrandenfunktion, die abku¨rzend mit g bezeichnet werden
soll:
Q2(g) = 4A
±
mA
±
n
N∑
i=1
N∑
k=1
wiwkg[r(ηi, ξi), r
′(ηk, ξk)] . (2.4.8)
Anzumerken ist, dass mit Hilfe einer bilinearen Transformation das Einheitsdreieck auf
das Einheitsquadrat abgebildet werden kann und somit alternativ auch die Tensor-Gauss-
Quadratur anwendbar ist. Von Vorteil wa¨re zweifellos die wesentlich einfachere Bestim-
mung der Stu¨tzstellen und Gewichte. Entscheidender Nachteil dieser Vorgehensweise ist
jedoch die weitaus geringere Eﬃzienz verglichen mit der direkten Methode.
Polynomgrad p 1 2 3 4 5 6 7 8 9 10 11 12
Gauss-Quadratur Q 1 3 4 6 7 12 13 16 19 25 27 33
Produktregel Q2 1 4 4 9 9 16 16 25 25 36 36 49
Tabelle 2.1: Zusammenhang zwischen Exaktheitsgrad und der dazu erforderlichen Anzahl
von Quadraturpunkten fu¨r unterschiedliche Varianten der zweidimensionalen Quadratur.
Fu¨r eine fest vorgegebene Stu¨tzstellenzahl weist die direkte Quadraturregel u¨ber das Ein-
heitsdreieck im Gegensatz zur Produktregel eine ho¨here Ordnung auf.
Die zum Erreichen einer bestimmten Polynomordnung beno¨tigte Anzahl von Quadratur-
punkten bei Verwendung symmetrischer Quadraturformeln fu¨r das Einheitsdreieck mit
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ausschließlich inneren Punkten kann Tabelle 2.1 entnommen werden [31]. Zum Vergleich
sind zusa¨tzlich die fu¨r die zweidimensionale Tensor-Gauss-Quadratur beno¨tigten Stu¨tz-
stellenzahlen angegeben.
2.4.2 Behandlung singula¨rer Integrale
Die im vorangegangenen Abschnitt eingefu¨hrten Quadraturformeln eignen sich hervorra-
gend zur approximativen Lo¨sung von Integralen mit hinreichend regula¨rem Integranden.
Typischerweise wachsen die Kernfunktionen in der BEM bei Anna¨herung des Aufpunktes
an den Quellpunkt unbeschra¨nkt an, wodurch bei der Berechnung bestimmter Beitra¨ge
zum diskreten Integraloperator die Voraussetzungen fu¨r die Anwendbarkeit dieser Ver-
fahren verletzt sind. Bleibt das singula¨re Verhalten des Integranden bei der numerischen
Integration unberu¨cksichtigt, kann es zum Verlust der zu erwartenden Konvergenzord-
nung oder gar zum vo¨lligen Versagen des Quadraturverfahrens kommen. Folgende Fa¨lle
sind bei der Berechnung der Beitra¨ge zur Systemmatrix zu unterscheiden:
• Dreiecke mit gemeinsamem Punkt,
• Dreiecke mit gemeinsamer Kante,
• identische Dreiecke,
• Dreiecke mit geringem Abstand.
Auch wenn die im letzten Punkt genannten Integrale regula¨r und somit mittels Standard-
Quadraturen auswertbar sind, ko¨nnen Quasi-Singularita¨ten, die bei der Interaktion von
nahe beieinander liegenden Elementen auftreten, zu einer drastischen Verschlechterung
des Konvergenzverhaltens des Quadraturverfahrens fu¨hren. Zwar bleibt in diesem Fall
die asymptotische Konvergenzordnung davon unberu¨hrt, diese stellt sich aber unter Um-
sta¨nden erst fu¨r sehr kleine Schrittweiten ein. Zusa¨tzlich kann es zu einem erheblichen
Genauigkeitsverlust kommen, so dass nur mit einem deutlichen Mehraufwand brauchbare
Ergebnisse erzielt werden ko¨nnen. Da die zur Regularisierung von singula¨ren Integralen
eingesetzten Methoden ebenfalls zur Gla¨ttung von Quasi-Singularita¨ten geeignet sind, soll
dieser Fall mit einbezogen werden.
Zur Behandlung derartiger Integrale gibt es eine Vielzahl von mo¨glichen Vorgehensweisen,
aus denen sich in der Randelementmethode zwei Techniken durchgesetzt haben, die auch
im Anschluss kurz vorgestellt und im Hinblick auf ihre Leistungsfa¨higkeit na¨her unter-
sucht werden. Zu erwa¨hnen sei noch die Mo¨glichkeit, eine angepasste Quadraturregel zu
entwickeln, indem durch geeignete Wahl der Gewichtsfunktion die Singularita¨t eliminiert
wird. Das Auﬃnden der zugeho¨rigen Stu¨tzstellen und Gewichte sto¨ßt jedoch schnell an
die Grenzen der Realisierbarkeit, weshalb dieses Konzept fu¨r die hier betrachtete Randin-
tegralgleichungsformulierung ohne Bedeutung ist.
2.4.2.1 Extraktion der Singularita¨t
Dieser Methode liegt die Idee zugrunde, den singula¨ren Anteil vom Integranden zu subtra-
hieren, um so das Integral einer numerischen Auswertung zuga¨nglich zu machen. Voraus-
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setzung hierfu¨r ist die Existenz einer geschlossenen Lo¨sung fu¨r das Integral des abgespal-
tenen singula¨ren Terms, welches anschließend zum regularisierten Anteil aufaddiert wer-
den muss. Als wesentlicher Vorteil dieser Regularisierungstechnik ist die uneingeschra¨nkte
Eignung fu¨r alle Typen von Singularita¨ten zu nennen. Zu beachten ist, dass, selbst wenn
die gewu¨nschte Beseitigung der Singularita¨t erreicht wurde, die verbleibende Integranden-
funktion nicht in jedem Fall stetig oder stetig diﬀerenzierbar sein muss. Da die Anwendbar-
keit von Quadraturverfahren an bestimmte Voraussetzungen in Bezug auf die Diﬀerenzier-
barkeit des Integranden gebunden ist, ist dessen pra¨zise Analyse unerla¨sslich, da es sonst
zum Versagen von Verfahren ho¨herer Ordnung kommen kann. Aus diesem Grund wurde
fu¨r die Extraktionstechnik in der elektromagnetischen Feldberechnung von Taskinen [88]
eine Erweiterung vorgeschlagen, die ausgehend von der Taylor22-Reihenentwicklung der
Fundamentallo¨sung bezu¨glich der Abstandsfunktion R = ‖r − r ′‖
exp(−jk0R)
R
=
(
1
R
− k
2
0
2
R +
k40
24
R3 ∓ . . .
)
− j
(
k0 − k
3
0
6
R2 +
k50
120
R4 ∓ . . .
)
(2.4.9)
die Extraktion einer den Erfordernissen angepassten Anzahl von Termen erlaubt. Nach
genauer Untersuchung der Ableitungen der Abstandsfunktion
∂µη ∂
ν
ξ R
n = O (Rn−µ−ν) , fu¨r R → 0, n ungerade (2.4.10a)
∂µη ∂
ν
ξ R
n =
{
0 ; µ+ ν > n
O (Rn−µ−ν) ; µ+ ν ≤ n , fu¨r R → 0, n gerade (2.4.10b)
la¨sst Gleichung (2.4.9) einige wichtige Schlu¨sse zu. Alle geraden Potenzen dieser Funkti-
on sind beliebig oft stetig diﬀerenzierbar, womit unter der Annahme hinreichend glatter
Belegfunktionen der Anwendbarkeit der Gauss-Quadratur auf den Imagina¨rteil der Ma-
trixbeitra¨ge nichts im Wege steht. Demgegenu¨ber wachsen die Ableitungen des Realteils,
der sich aus den ungeraden Potenzen von R zusammensetzt, ab einer bestimmten Ord-
nung unbeschra¨nkt an. Daraus folgt, dass fu¨r Aufpunkte auf dem Rand oder innerhalb
des Integrationsgebietes eine von der Wahl der eingesetzten Quadraturregel abha¨ngige
Mindestanzahl von Reihengliedern subtrahiert werden muss.
Die Aufspaltung der Integralbeitra¨ge zum diskreten Operator T aus Gleichung (2.3.26)
in den regula¨ren Anteil
Z±±mn,reg =
jk0Z0
4A±mA±n
∫
T±m
∫
T±n
z±±mn (r, r
′)
[
G(r, r ′)−
I∑
i=0
(−1)ik2i0
4π(2i)!
‖r − r ′‖2i−1
]
dA(r)dA(r ′)
(2.4.11)
sowie den singula¨ren Anteil
Z±±mn,sing =
I∑
i=0
(−1)ik2i0
4π(2i)!
jk0Z0
4A±mA±n
∫
T±m
∫
T±n
z±±mn (r, r
′) ‖r − r ′‖2i−1 dA(r)dA(r ′) (2.4.12)
besitzt die Form:
Z±±mn = Z
±±
mn,reg + Z
±±
mn,sing . (2.4.13)
22Brook Taylor, 1685–1731, britischer Mathematiker
42 Kapitel 2. Randelementmethode
Hierin wurde fu¨r die regula¨re Dichtefunktion abku¨rzend
z±±mn (r, r
′) := l±ml
±
n
[
(r − r±m) · (r ′ − r±n )−
4
k20
]
(2.4.14)
gesetzt. Durch passende Wahl der Extraktionsordnung I ist fu¨r die Integrandenfunktion
in Gleichung (2.4.11) eine beliebige Diﬀerenzierbarkeit erzielbar, so dass dieses Integral
leicht mit Hilfe der Standard-Gauss-Quadratur (2.4.7) approximativ gelo¨st werden kann.
Das innere Integral u¨ber das erste Summenglied der abgespaltenen Singularita¨t (2.4.12),
das auch als Potential einer o¨rtlich linear vera¨nderlichen, statischen Ladungsverteilung
interpretiert werden kann, besitzt nach Wilton [97] und Graglia [40] die geschlossene
Darstellung
∫
T±n
r ′ − r±n
‖r − r ′‖dA(r) =
3∑
i=1
1
2
f3iui + (rx − r±n )
(
P 0i f2i − |d|βi
)
, (2.4.15)
mit
f2i := ln
∣∣∣∣R+i + s+iR−i + s−i
∣∣∣∣ , f3i := (s+i R+i − s−i R−i ) + (R0i )2f2i ,
βi := arctan
[
P 0i s
+
i
(R0i )
2 + |d|R+i
]
− arctan
[
P 0i s
−
i
(R0i )
2 + |d|R−i
]
. (2.4.16a)
Hierin bezeichnet Px die Orthogonalprojektion des Aufpunktes P in die Ebene, in der das
Dreieck T±n liegt, d ist die vorzeichenbehaftete Distanz zwischen diesen beiden Punkten,
n der Normalenvektor und ti der Tangentenvektor der Kante Ei des Dreiecks. Alle weite-
ren Geometriegro¨ßen ko¨nnen Abbildung 2.6 entnommen werden. Ausgehend von diesem
Ergebnis la¨sst sich nach Yla¨-Oijala und Taskinen [98] rekursiv der Wert des Integrals
u¨ber alle anderen Potenzen der Abstandsfunktion gewinnen. Fu¨r die noch verbleibende
a¨ußere Integration konnte bisher nur im Fall identischer Dreiecke eine analytische Lo¨sung,
die im Anhang A.1 ausfu¨hrlich hergeleitet wird, gefunden werden. Zwar ist das Resultat
der inneren Integration fu¨r den schwach singula¨ren Operator u¨berall stetig, beim Durch-
gang durch das Integrationsgebiet jedoch nicht stetig diﬀerenzierbar. Dies hat die bereits
diskutierten Probleme mit Quadraturformeln ho¨herer Ordnung zur Folge. Bei den stark
singula¨ren Operatoren weist diese Funktion sogar auf dem Rand eine logarithmische Sin-
gularita¨t auf, die ohnehin eine gesonderte Behandlung erfordert [98]. Zur Illustration dieser
U¨berlegungen ist das Konvergenzverhalten der Gauss-Quadratur fu¨r die anfangs genann-
ten Fa¨lle in Abbildung 2.7 graﬁsch dargestellt. Als Beispiel hierfu¨r wurde das Integral
Ii0 =
∫
Ti
∫
T0
exp(−j ‖r − r ′‖)
‖r − r ′‖ dA(r)dA(r
′) , i ∈ [0, 3] (2.4.17)
u¨ber zwei rechtwinklige Dreiecke, welche in einer Ebene liegen und deren Katheten die
La¨nge Eins besitzen
T0 = {(x, y) : 0 ≤ x ≤ 1 ∧ 0 ≤ y ≤ 1− x} ,
T1 = {(x, y) : −1 ≤ x ≤ 0 ∧−1− x ≤ y ≤ 0} ,
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0
P
Px
P0
P−i
P+i s+i ti
s−i ti
ti
ui
n
Ei
dn
r
rx
P 0i ui
R+i
R−i
R0i
ui := ti × n
d := (r − r±i ) · n
rx := r − dn
P 0i := (r
±
i − r) · ui
s±i := (r
±
i − r) · ti
R0i :=
√
(P 0i )
2 + d2
R±i :=
√
(R0i )
2 + (s±i )2
Abbildung 2.6: Bezeichnung der verwendeten Geometriegro¨ßen fu¨r die geschlossene Dar-
stellung der statischen Potentiale nach [97].
T2 = {(x, y) : 0 ≤ x ≤ 1 ∧ 1− x ≤ y ≤ 1} ,
T3 = {(x, y) : −1 ≤ x ≤ 0 ∧−1 ≤ y ≤ −1− x} ,
betrachtet. Nach Extraktion der ersten beiden Terme der Reihenentwicklung (2.4.9) wurde
das regularisierte Integral mittels der Standard-Gauss-Quadratur fu¨r ausgewa¨hlte Qua-
draturordnungen und fest deﬁnierter Verfeinerung des Integrationsgebietes gelo¨st. Der
abgespaltene singula¨re Anteil wurde soweit wie mo¨glich analytisch ausgewertet, die ver-
bliebenen Integrale wurden mittels Gleichung (2.4.7) approximiert. Der Integrand ist zwei-
fach stetig diﬀerenzierbar, so dass als Quadraturordnung mindestens p = 3 zu erwarten
ist. Dies wird auch fu¨r den Fall identischer Dreiecke erreicht, weil die extrahierte Singu-
larita¨t vollsta¨ndig in geschlossener Form vorliegt. Die schlechte Konvergenz im Fall eines
gemeinsamen Punktes und einer gemeinsamen Kante ist auf die unzureichende Regula-
rita¨t des a¨ußeren Integrals der extrahierten Singularita¨t zuru¨ckzufu¨hren, welches deshalb
die Konvergenzeigenschaften der Gesamtlo¨sung maßgeblich bestimmt. Eine Abspaltung
weiterer Glieder wu¨rde zwar die Genauigkeit, nicht aber die Ordnung verbessern.
2.4.2.2 Regularisierende Koordinatentransformation
Eine weit verbreitete Technik zur Elimination schwacher Singularita¨ten in eindimensiona-
len Integralen beruht auf der geeigneten Substitution der Integrationsvariablen [58]. Dieses
Konzept la¨sst sich auch auf mehrdimensionale Integrale ausdehnen und fu¨hrt bei Verwen-
dung von multilinearen Funktionen auf die sogenannte Duffy-Transformation [30]. Wie
in Abbildung 2.8 anhand eines zweidimensionalen Integrationsgebietes verdeutlicht ist,
wird durch diese Substitution das gezeigte dreieckige Referenzgebiet in das Einheitsqua-
drat u¨berfu¨hrt, so dass eine eventuell vorhandene schwache Punktsingularita¨t im Ur-
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Abbildung 2.7: Konvergenzverhalten des Standard-Gauss-Quadraturverfahrens nach Re-
gularisierung des Testintegrals mittels der Extraktionsmethode. Dargestellt ist der Realteil
des Fehlers in Abha¨ngigkeit von der reziproken Gitterschrittweite des verfeinerten Ein-
heitsdreiecks bei Abspaltung der ersten beiden Reihenglieder.
sprung des lokalen Koordinatensystems des Dreiecks durch die Jacobi23-Determinante
Jλ1,λ2(ξ, η) = ξ behoben wird:
1∫
0
λ2∫
0
f(λ1, λ2)√
λ21 + λ
2
2
dλ1dλ2 =
1∫
0
1∫
0
f(ξ, ξη)√
1 + η2
dηdξ . (2.4.18)
Die Regularisierung der singula¨ren Beitra¨ge zu den hier betrachteten diskreten Integral-
operatoren gestaltet sich nicht nur wegen des ho¨herdimensionalen Integrationsgebietes
schwieriger, sondern hauptsa¨chlich weil die Singularita¨t nicht isoliert ist. Abhilfe schaﬀt
die Einfu¨hrung von Relativkoordinaten, wodurch die Singularita¨t ﬁxiert und damit die
Anwendung der Duffy-Transformation ermo¨glicht wird [77, 91]. Die Aufbereitung der
Integrale zur numerischen Auswertung der singula¨ren Beitra¨ge umfasst eine Reihe von Ko-
ordinatentransformationen, die nachfolgend in Anlehnung an Sauter und Schwab [77]
kurz skizziert werden sollen. Beginnend mit der Transformation des Integrationsgebie-
tes T±m mit den Eckpunkten r1, r2, r3 sowie des Gebietes T
±
n mit den Eckpunkten r
′
1, r
′
2,
23Carl Gustav Jacob Jacobi, 1804–1851, deutscher Mathematiker
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1
10 λ1
λ2
1 2
3
λ1 = ξ
λ2 = ξη
1
10 ξ
η
1
2
3
Abbildung 2.8: Bilineare Koordinatentransformation nach Duﬀy. Durch den U¨bergang vom
dreieckigen Integrationsgebiet auf das Einheitsquadrat wird eine im Ursprung des lokalen
Koordinatensystems vorhandene schwache Punktsingularita¨t eliminiert.
r ′3 auf das in Abbildung 2.8 gezeigte Referenzgebiet mittels
r(λ1, λ2) = r1(1− λ1) + r2(λ1 − λ2) + r3λ2 , 0 ≤ λ1 ≤ 1, 0 ≤ λ2 ≤ λ1 (2.4.19a)
r ′(λ′1, λ
′
2) = r
′
1(1− λ′1) + r ′2(λ′1 − λ′2) + r ′3λ′2 , 0 ≤ λ′1 ≤ 1, 0 ≤ λ′2 ≤ λ′1 (2.4.19b)
nimmt die Belegfunktion in den eingefu¨hrten lokalen Koordinaten die Gestalt
zˆ±±mn (λ1, λ2, λ
′
1, λ
′
2) := z
±±
mn [r(λ1, λ2), r
′(λ′1, λ
′
2)] (2.4.20)
an. Im weiteren Verlauf muss zwischen den eingangs erwa¨hnten Fa¨llen unterschieden wer-
den.
Dreiecke mit gemeinsamem Punkt
Unter Beru¨cksichtigung, dass beide Dreiecke den gemeinsamen Punkt r1 = r
′
1 besitzen,
ermo¨glicht die geeignete Einfu¨hrung der Relativkoordinaten u1, u2, u3 und u4 die Fi-
xierung der Singularita¨t im Ursprung dieses Koordinatensystems. Zur Elimination der
i 1 2
u1i ξ ξη2
u2i ξη1 ξη2η3
u3i ξη2 ξ
u4i ξη2η3 ξη1
Ji ξ
3η2 ξ
3η2
Tabelle 2.2: Multilineare Koordinatentransformation zur Behebung der Punktsingularita¨t
im Fall eines gemeinsamen Punktes [77].
Punktsingularita¨t muss sie sich in einem Eckpunkt beﬁnden, was durch eine Zerlegung
des vierdimensionalen Polyeders in zwei Teilgebiete erreicht werden kann. In Tabelle 2.2
sind die passenden Duffy-Transformationen fu¨r jedes Teilgebiet angegeben. Mit der Fun-
damentallo¨sung in Relativkoordinaten
Gˆ(u1i, u2i, u3i, u4i) := G[r(u1i, u2i), r
′(u3i, u4i)] (2.4.21)
folgt fu¨r das regularisierte Integral:
Z±±mn = jk0Z0
2∑
i=1
1∫
0
1∫
0
1∫
0
1∫
0
zˆ±±mn (u1i, u2i, u3i, u4i)Gˆ(u1i, u2i, u3i, u4i)Jidξdη1dη2dη3 .
(2.4.22)
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Dreiecke mit gemeinsamer Kante
Betrachtet werden zwei Dreiecke mit der gemeinsamen Kante zwischen den Punkten
r1 = r
′
1 und r2 = r
′
2. In diesem Fall legt die Einfu¨hrung der Relativkoordinaten u1,
u2 und u3 die Singularita¨t im Ursprung dieses Koordinatensystems fest. Nach passen-
i 1 2 3 4 5
λ1i ξ ξ ξ(1− η1η2) ξ(1− η1η2η3) ξ(1− η1η2η3)
u1i −ξη1η2 −ξη1η2η3 ξη1η2 ξη1η2η3 ξη1η2η3
u2i ξη1(1− η2) ξη1η2(1− η3) ξη1η2η3 ξη1 ξη1η2
u3i ξη1η3 ξη1 ξη1(1− η2) ξη1η2(1− η3) ξη1(1− η2η3)
Ji ξ
3η21 ξ
3η21η2 ξ
3η21η2 ξ
3η21η2 ξ
3η21η2
Tabelle 2.3: Multilineare Koordinatentransformation zur Behebung der Punktsingularita¨t
im Fall einer gemeinsamen Kante [77].
der Zerlegung des Integrationsgebietes in fu¨nf vierdimensionale Polyeder folgt mit der
Fundamentallo¨sung
Gˆ(u1i, u2i, u3i) := G[r(λ1i, u3i), r
′(u1i + λ1i, u2i)] (2.4.23)
und den in Tabelle 2.3 angegebenen Variablensubstitutionen fu¨r das regularisierte Integral:
Z±±mn = jk0Z0
5∑
i=1
1∫
0
1∫
0
1∫
0
1∫
0
zˆ±±mn (λ1i, u3i, u1i + λ1i, u2i)Gˆ(u1i, u2i, u3i)Jidξdη1dη2dη3 .
(2.4.24)
Identische Dreiecke
In diesem Fall sind beide Dreiecke identisch und besitzen die gemeinsamen Eckpunkte
r1 = r
′
1, r2 = r
′
2 und r3 = r
′
3. Durch Einfu¨hrung der Relativkoordinaten u1 und u2 wird
die Singularita¨t im Ursprung ﬁxiert und die Fundamentallo¨sung erha¨lt die Form:
Gˆ(u1i, u2i) := G[r(λ1i, λ2i), r
′(u1i + λ1i, u2i + λ2i)] . (2.4.25)
Durch eine weitere Koordinatentransformation kann das aus sechs Polyedern bestehende
i 1 2 3
λ1i ξ ξ ξ(1− η1η2η3)
λ2i ξη1(1− η2 + η2η3) ξ(1− η1 + η1η2) ξη1(1− η2η3)
u1i ξη1η2 ξη1η2η3 −ξη1η2η3
u2i ξη1η2η3 ξη1η2 ξη1η2(1− η3)
Ji ξ
3η21η2 ξ
3η21η2 ξ
3η21η2
Tabelle 2.4: Multilineare Koordinatentransformation zur Behebung der Punktsingularita¨t
im Fall identischer Dreiecke [77].
Integrationsgebiet um die Ha¨lfte reduziert werden, womit sich unter Beru¨cksichtigung
der Symmetrie der Fundamentallo¨sung Gˆ(−u1i,−u2i) = Gˆ(u1i, u2i) und nach Einsetzen
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der in Tabelle 2.4 angegebenen Transformationsbeziehungen das regularisierte Integral
schließlich in der Form
Z±±mn = jk0Z0
3∑
i=1
1∫
0
1∫
0
1∫
0
1∫
0
[zˆ±±mn (λ1i, λ2i, λ1i − u1i, λ2i − u2i) . . .
+ zˆ±±mn (λ1i − u1i, λ2i − u2i, λ1i, λ2i)]Gˆ(u1i, u2i)Jidξdη1dη2dη3
(2.4.26)
pra¨sentiert.
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Abbildung 2.9: Konvergenzverhalten der gewo¨hnlichen Gauss-Quadratur nach Regularisie-
rung des Integrals mittels der Duﬀy-Transformation. Dargestellt ist der Fehler des Realteils
in Abha¨ngigkeit von der reziproken Schrittweite des verfeinerten Einheitsdreiecks.
Als Ergebnis erha¨lt man in allen Fa¨llen mehrere Integrale mit glatter Integrandenfunk-
tion u¨ber den vierdimensionalen Hyperwu¨rfel, fu¨r deren Auswertung die Tensor-Gauss-
Quadratur (2.4.4) pra¨destiniert ist. Anzumerken ist, dass die beschriebene Vorgehens-
weise nicht nur fu¨r schwach singula¨re Integrale sondern bedingt auch fu¨r stark singula¨re
Integrale, wie sie beispielsweise bei der Berechnung des im Operator M auftretenden
Cauchyschen Hauptwertes auftreten, geeignet ist [77].
Wie im Anhang A.2 dargelegt ist, ko¨nnen die regularisierten Integrale teilweise analytisch
gelo¨st werden, so dass letztendlich das Integrationsgebiet fu¨r den Fall identischer Dreiecke
auf das Einheitsintervall, fu¨r den Fall einer gemeinsamen Kante auf das Einheitsquadrat
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und fu¨r den Fall eines gemeinsamen Knotens auf den Einheitswu¨rfel reduziert werden
kann [91], wodurch der Rechenaufwand zur Ausfu¨hrung der numerischen Integration dras-
tisch herabgesetzt wird.
In Abbildung 2.9 ist das Konvergenzverhalten der Tensor-Gauss-Quadratur fu¨r das in
Abschnitt 2.4.2.1 ausgewa¨hlte Beispiel bei Anwendung der regularisierenden Koordina-
tentransformation graﬁsch dargestellt, wobei fu¨r den Integranden die im Anhang A.2 ab-
geleiteten Ausdru¨cke verwendet wurden. In allen untersuchten Fa¨llen wird die erwartete
asymptotische Konvergenzordnung des Quadraturfehlers erreicht. Eingehende theoreti-
sche Untersuchungen zum Einﬂuss des Quadraturfehlers auf das Diskretisierungsverfah-
ren fu¨r elliptische Integralgleichungen und die daraus folgenden Konsequenzen ko¨nnen
beispielsweise [77] entnommen werden.
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Abbildung 2.10: Vergleich der Eﬃzienz beider Regularisierungstechniken. Gezeigt ist der
durch eine hp-Verfeinerung minimal erreichbare Fehler des Realteils in Abha¨ngigkeit von
der Gesamtzahl der Quadraturpunkte.
Zusammenfassend la¨sst sich festhalten, dass jede der beiden vorgestellten Methoden ihren
bevorzugten Anwendungsbereich besitzt. Fu¨r den Fall, dass eine vollsta¨ndige analytische
Lo¨sung des abgespaltenen singula¨ren Integrals zur Verfu¨gung steht, ist die Methode der
Singularita¨tssubtraktion aufgrund der einfachen rechentechnischen Umsetzung sowie ho-
hen Eﬃzienz anderen Regularisierungstechniken bei gleicher Dimension des Integrals u¨ber-
legen. Beim Galerkin-Verfahren wird der wirksame Einsatz von Quadraturverfahren
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ho¨herer Ordnung jedoch durch die unvermeidbare numerische Auswertung von Integralen
mit unzureichend glattem Integranden verhindert. Die Aufbereitung der Integrale fu¨r die
regularisierende Koordinatentransformation fu¨hrt auf mehrere Teilintegrale mit kompli-
ziert aufgebauten Integranden, was mit einem hohen numerischen Aufwand verbunden
ist. Demgegenu¨ber steht jedoch der gesicherte Erhalt der Quadraturordnung sowie eine
mathematisch fundierte Analyse des Zusammenhangs zwischen Quadraturordnung und
Konvergenzeigenschaften des Galerkin-Verfahrens [77].
Ein Vergleich der Eﬃzienzen beider Verfahren anhand des Beispielproblems aus dem vor-
herigen Abschnitt zeigt, dass die Extraktionstechnik bereits mit wenigen Quadraturpunk-
ten sehr genaue Ergebnisse liefert, die regularisierende Koordinatentransformation jedoch
wegen der ho¨heren Konvergenzrate sowie der niedrigeren Dimension des Integrals fu¨r
ho¨here Genauigkeitsanforderungen besser geeignet und leistungsfa¨higer ist. Aufgetragen
ist in Abbildung 2.10 der durch eine optimale Wahl der Quadraturordnung und einer
gleichma¨ßigen Verfeinerung des Integrationsgebietes erreichbare kleinstmo¨gliche Fehler
im Realteil des Integrals in Abha¨ngigkeit von der Gesamtzahl der Quadraturpunkte, wel-
che als Maß fu¨r die Kosten zur Auswertung des Integranden angenommen werden kann.
Angemerkt sei, dass durch eine adaptive Verfeinerung des Integrationsgebietes eine weite-
re Verbesserung erzielt werden kann, dies soll hier jedoch nicht na¨her betrachtet werden.
Im Fall, dass die Dreiecke keine gemeinsamen Punkte besitzen, ist die Dimension der In-
tegrale gleich und beide Verfahren konvergieren mit der ho¨chstmo¨glichen Ordnung, was
sich in den nahezu identischen Fehlerverla¨ufen widerspiegelt.
2.5 Aspekte bei der Lo¨sung des diskreten Problems
2.5.1 Elektromagnetische Streuprobleme
Die Diskretisierung der zur Beschreibung eines elektromagnetischen Streuproblems die-
nenden Randintegralgleichung fu¨hrt gewo¨hnlich auf ein lineares Gleichungssystem, fu¨r
dessen Behandlung die numerische Mathematik eine Vielzahl von Lo¨sungsverfahren bereit
ha¨lt. Die Auswahl eines geeigneten und vor allem eﬃzienten Verfahrens ha¨ngt vorrangig
von den Eigenschaften der Systemmatrix ab, aber auch andere Gesichtspunkte wie die
Gro¨ße des diskreten Problems und die Anzahl der Anregungen, die bei Streuproblemen
durchaus sehr große Werte annehmen kann, sind dabei zu beru¨cksichtigen.
Die diskreten Gegenstu¨cke der Integraloperatoren sind im Allgemeinen dicht besetzt, wo-
durch der Speicheraufwand quadratisch mit der Zahl der Freiheitsgrade anwa¨chst und die
asymptotische Komplexita¨t des eingesetzten Lo¨sungsalgorithmus mindestens von zweiter
Ordnung ist. Iterative Lo¨sungsalgorithmen und Projektionsverfahren bieten daher ohne
zusa¨tzliche Maßnahmen gegenu¨ber direkten Verfahren keinen nennenswerten Vorteil. Erst
mit der Entwicklung von Matrixkompressionsverfahren, wie die physikalisch motivierte
Schnelle-Multipol-Methode (Multilevel Fast Multipole Method) [42], der auf algebraischer
Ebene angesetzte Panel-Clustering-Algorithmus [44] oder die Approximation dicht besetz-
ter Matrizen durch hierarchisch geordnete Niedrigrangmatrizen (H-Matrizen) [43], konnte
dieser entscheidende Nachteil ausgeglichen werden, womit die den sonst du¨nn besetzten
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Systemen vorbehaltenen Krylow24-Unterraumverfahren auch in der Randelementmetho-
de eﬃzient einsetzbar sind und damit auch elektrisch große Probleme bewa¨ltigt werden
ko¨nnen.
Fu¨r im Verha¨ltnis zur Wellenla¨nge kleine bis mittlere Problemgro¨ßen sind ha¨uﬁg direk-
te Verfahren trotz ihrer kubischen Komplexita¨tsordnung den iterativen Strategien in der
Randelementmethode u¨berlegen. Grund hierfu¨r ist zum einen, dass die genannten Be-
schleunigungsverfahren selbst einen sehr komplexen Aufbau besitzen und damit hohe
Anforderungen an die numerische Umsetzung stellen. Zum anderen weisen die diskreten
Randintegraloperatoren schlechte Konditionseigenschaften auf, was zu einer leistungsfa¨hi-
gen Vorkonditionierung des zu lo¨senden Gleichungssystems zwingt, die mit einem entspre-
chenden Zusatzaufwand verbunden ist. Schlecht konditionierte Matrizen sind dagegen fu¨r
direkt arbeitende Verfahren, die auch einfach zu implementieren sind, vollkommen unpro-
blematisch. Insbesondere bei multipler Anregung tritt deren Vorzug deutlich hervor. So
ist bei Verwendung eines Projektionsverfahrens das Gleichungssystem fu¨r jede Anregung
wiederholt zu lo¨sen, wodurch sich der Aufwand abha¨ngig von der Anzahl der Anregun-
gen vervielfacht. Demgegenu¨ber kann der damit verbundene numerische Mehraufwand
bei Einsatz direkter Verfahren vernachla¨ssigt werden, da die rechenzeitintensive Inversion
oder LU-Zerlegung der Systemmatrix nur ein einziges Mal durchzufu¨hren ist. Damit sind
direkte Lo¨sungsverfahren auch weiterhin von praktischer Relevanz.
2.5.2 Eigenwertprobleme
Aufgrund der nichtlinearen Abha¨ngigkeit des Integralkerns von der Wellenzahl resultiert
aus der diskreten Approximation des Integraloperators ein indirektes Eigenwertproblem,
dessen Behandlung sich im Gegensatz zur Lo¨sung linearer Eigenwertprobleme ungleich
schwieriger gestaltet und derzeit immer noch Gegenstand intensiver Forschung ist. In
[66, 57, 14] werden die wichtigsten Lo¨sungskonzepte vorgestellt und eingehend analysiert.
Eine Mo¨glichkeit zur Konstruktion von iterativen Lo¨sungsverfahren besteht in einer a¨qui-
valenten Formulierung der Eigenwertaufgabe als Optimierungsproblem [53]. Die Bestim-
mung von Eigenwerten ist gleichbedeutend mit dem Aufsuchen derjenigen Parameter, fu¨r
die die davon abha¨ngige lineare Abbildung einen nichttrivialen Kern besitzt und damit
singula¨r wird. Da sich der kleinste Singula¨rwert einer quadratischen Matrix als Abstand
zur na¨chsten singula¨ren Matrix deuten la¨sst, bietet dieser sich als mo¨gliche Zielfunktion
an, welche an den gesuchten Punkten ein Minimum mit verschwindendem Wert annimmt.
Im Allgemeinen werden die Eigenwerte aus dem Bereich der komplexen Zahlen angenom-
men, so dass ein nichtlineares Minimierungsproblem fu¨r eine reellwertige Funktion in zwei
Variablen vorliegt. Um die Bestimmung der Ableitung des Integraloperators zu umgehen,
wurde sich in dieser Arbeit unter anderem fu¨r ein von Powell [71] vorgeschlagenes ablei-
tungsfreies Verfahren entschieden. Es sei an dieser Stelle angemerkt, dass bedingt durch
eine begrenzte Genauigkeit der Zahlendarstellung auf einer Rechenanlage und durch nu-
merische Fehler die gesuchten Minima etwas vom theoretischen Wert abweichen, worauf
bei einer Implementierung zu achten ist.
Neben diesen heuristischen Ansa¨tzen existieren noch weitere iterative Strategien, deren
24Alexei Nikolajewitsch Krylow, 1863–1945, russischer Schiﬀsbauingenieur und Mathematiker
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Ausgangspunkt u¨blicherweise eine auf klassischen Methoden zur Lo¨sung nichtlinearer
Gleichungen basierende Linearisierung des indirekten Eigenwertproblems bildet. Ein Ver-
treter dieser Klasse ist das Regula-falsi-Verfahren, das ebenfalls im Rahmen dieser Arbeit
eingesetzt wurde. Dieser Algorithmus baut auf einer linearen Interpolation des Integral-
operators zwischen zwei vorgegebenen Frequenzpunkten auf, womit das Problem auf eine
Sequenz von linearen Eigenwertproblemen zuru¨ckgefu¨hrt ist. Vorteil dieses Algorithmus
ist einerseits die sehr einfache numerische Umsetzbarkeit und zum anderen die Vermei-
dung der Diﬀerentiation des diskreten Operators. Entscheidende Nachteile dieses Schemas
sind jedoch die unumga¨ngliche Ausfu¨hrung einer numerisch aufwa¨ndigen LU-Zerlegung
der Systemmatrix und die Auswertung eines linearen Eigenwertproblems in jedem Ite-
rationsschritt. Derartige Strategien sind deshalb nur fu¨r kleine Systemgro¨ßen geeignet.
Da zudem eine eventuell vorhandene du¨nne Besetzungsstruktur der Matrix nicht erhal-
ten bleibt, beschra¨nkt sich deren Hauptanwendungsgebiet letztendlich auf Systeme mit
dicht besetzten Matrizen. Zu erwa¨hnen ist, dass die genannten iterativen Verfahren ledig-
lich einen einzelnen Eigenwert liefern, fu¨r den bereits im Vorfeld ein hinreichend genauer
Scha¨tzwert vorliegen muss.
Einer mathematisch fundierten Entwicklung von Projektionsverfahren zur schnellen und
genauen Lo¨sung indirekter Eigenwertprobleme mit großen, du¨nn besetzten Matrizen wur-
de erst in ju¨ngster Zeit die no¨tige Aufmerksamkeit geschenkt. Wie bei echten Iterations-
verfahren beruhen auch sie auf einer Erweiterung von bekannten Lo¨sungsmethoden fu¨r
lineare Eigenwertprobleme, wie zum Beispiel das Arnoldi-Verfahren oder der Jacobi-
Davidson-Algorithmus. In Analogie zur Lo¨sung linearer Gleichungssysteme sind auch fu¨r
den hier betrachteten Problemtyp die bereits erwa¨hnten Techniken zur Beschleunigung
der Matrix-Vektor-Multiplikationen uneingeschra¨nkt anwendbar, so dass ein Einsatz die-
ser Projektionsverfahren zur Lo¨sung von Eigenwertaufgaben, die aus der Anwendung der
Randelementmethode hervorgehen, denkbar wa¨re.
2.6 Bestimmung von Streuquerschnitten
2.6.1 Begriﬀsbildung und Deﬁnition
Streuquerschnitte dienen der Charakterisierung von Streuobjekten und besitzen eine zen-
trale Bedeutung in der Radartechnik25. In der Radargleichung wird dieser Parameter als
Verha¨ltnis der pro Raumwinkelelement vom Ziel zum Empfa¨nger gestreuten Leistung zu
der auf das Zielobjekt einfallenden Fla¨chenleistungsdichte unter Fernfeldbedingungen de-
ﬁniert [33]. Somit entspricht der Radarquerschnitt eines Streuers dem Oberﬂa¨cheninhalt
eines als ﬁktiv zu betrachtenden a¨quivalenten Objektes, das die auf seine Oberﬂa¨che einfal-
lende Leistung vollsta¨ndig und isotrop reﬂektiert. Folglich la¨sst sich der Streuquerschnitt,
der im optischen Bereich stets kleiner als der Oberﬂa¨cheninhalt des Streuers ist, als ef-
fektive Wirkﬂa¨che des Radarziels, die das Signal unterbricht und isotrop zuru¨ckstreut,
interpretieren. Beispielsweise ist fu¨r hinreichend kleine Wellenla¨ngen der Streuquerschnitt
einer sehr gut leitfa¨higen Kugel gleich dem projizierten Fla¨cheninhalt.
25Das Akronym RADAR steht fu¨r ”RAdio Detection And Ranging“.
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Unter Verwendung des Poyntingschen26 Vektors der einfallenden Welle S
inc
und des
gestreuten Feldes S
sc
la¨sst sich fu¨r den skalaren Radarstreuquerschnitt eine mathematische
Deﬁnition
σ := lim
r→∞
4πr2
Re
{
er · Ssc
}
Re
{
ni · S inc
} , mit: er = r
r
(2.6.1)
auf Basis von zeitlich gemittelten Leistungsﬂussdichten auf der Fernkugeloberﬂa¨che an-
geben. Unterscheidet sich die Richtung der einfallenden Welle von der des Beobachtungs-
punktes, wird vom bistatischen Radarquerschnitt gesprochen, welcher fu¨r Radaranlagen
mit o¨rtlich getrennter Sende- und Empfangseinheit von Interesse ist. Stimmt die Richtung
der Anregung genau mit der des Beobachtungspunktes u¨berein, liegt der monostatische
Fall vor, der fu¨r Anlagen mit kombinierter Sende- und Empfangseinheit bedeutsam ist.
2.6.2 Fernfeldberechnung
Zur Bestimmung des durch die induzierten Oberﬂa¨chenstro¨me erregten Fernfeldes erweist
sich die fu¨r stetige elektromagnetische Felder gu¨ltige Reihenentwicklung in Kugelkoordi-
naten
E
sc
(r, ϑ, ϕ) =
exp(−jk0r)
4πr
∞∑
m=0
em(ϑ, ϕ)
rm
, (2.6.2a)
H
sc
(r, ϑ, ϕ) =
exp(−jk0r)
4πr
∞∑
m=0
hm(ϑ, ϕ)
rm
(2.6.2b)
als nu¨tzlich, wobei die Erfu¨llung der Silver-Mu¨ller-Abstrahlungsbedingung vorausge-
setzt ist [27]. Fu¨r die durch die Fernkugeloberﬂa¨che tretende Gesamtleistung liefert aus-
schließlich das jeweils erste Glied dieser Entwicklung, dessen Koeﬃzient E∞ := e0 bzw.
H∞ := h0 auch als Fernfeldcharakteristik bezeichnet wird, einen Beitrag. Bei Kenntnis
der elektrischen Oberﬂa¨chenstromdichte lassen sich diese Gro¨ßen aus den integralen Dar-
stellungsformeln durch Untersuchung des asymptotischen Verhaltens in weit entfernten
Beobachtungspunkten gewinnen. Fu¨r die Fernfeldcharakteristiken der elektrischen und
magnetischen Feldsta¨rke ergeben sich nach Einfu¨hrung des Fernfeldoperators
(F K)(ϑ, ϕ) := jk0Z0er(ϑ, ϕ)×
∫
S
K(r ′) exp[jk0 er(ϑ, ϕ) · r ′]dA(r ′) (2.6.3)
und unter Verwendung der einfach ableitbaren Beziehungen
H∞ = Y0er × E∞ ⇔ E∞ = −Z0er × H∞ (2.6.4)
Ausdru¨cke der Form:
E∞(ϑ, ϕ) = (er × F K)(ϑ, ϕ), (2.6.5a)
H∞(ϑ, ϕ) = −Y0(F K)(ϑ, ϕ). (2.6.5b)
26John Henry Poynting, 1852–1914, englischer Physiker
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Die Fernfeldanteile elektromagnetischer Wellen, die von beliebigen Stromverteilungen im
freien Raum angeregt werden, propagieren somit in radiale Richtung
er(ϑ, ϕ) = ex sin(ϑ) cos(ϕ) + ey sin(ϑ) sin(ϕ) + ez cos(ϑ) (2.6.6)
und besitzen nur Komponenten in der zugeho¨rigen Transversalebene. Aus diesem Grund
ist es u¨blich, zur Beschreibung der Fernfeldcharakteristiken spha¨rische Koordinaten zu-
grunde zu legen. Mit der Leistungsﬂussdichte der als elliptisch polarisiert angenommenen
ebenen Welle gema¨ß Gleichung (2.2.31) und der Darstellung der elektrischen Feldsta¨rke
in Komponenten des Kugelkoordinatensystems
E∞ = eϑE∞,ϑ + eϕE∞,ϕ (2.6.7)
ist der Radarquerschnitt als prima¨re Zielgro¨ße
σ(ϑ, ϕ) =
1
4π
|E∞,ϑ(ϑ, ϕ)|2 + |E∞,ϕ(ϑ, ϕ)|2
|E0|2 (1 + v2)
(2.6.8)
aus der Fernfeldcharakteristik des elektromagnetischen Streuproblems berechenbar.
Zwecks Ableitung der diskreten Gegenstu¨cke zu den Gleichungen (2.6.5), die zur approxi-
mativen Berechnung der Fernfelddaten aus dem numerisch ermittelten Koeﬃzientenvek-
tor i erforderlich sind, werden die Funktionswerte der polaren und azimutalen elektrischen
Feldsta¨rkekomponenten in M ausgewa¨hlten Beobachtungspunkten (ϑm, ϕm) auf der Ein-
heitskugeloberﬂa¨che als Elemente von Spaltenvektoren e∞,ϑ und e∞,ϕ angesehen, die zu
einem Blockvektor
e∞ =
(
e∞,ϑ
e∞,ϕ
)
, mit:
[
e∞,ϑ
]
m
= E∞,ϑ(ϑm, ϕm),
[
e∞,ϕ
]
m
= E∞,ϕ(ϑm, ϕm) (2.6.9)
zusammengefasst werden. In gleicher Weise werden die Abtastwerte des magnetischen
Fernfeldes einem Vektor h∞ zugeordnet. Die Abbildung des Koeﬃzientenvektors der elek-
trischen Fla¨chenstromdichte auf den der abgetasteten Fernfelddaten erfolgt durch den
diskreten Fernfeldoperator
F =
(
Fϑ
Fϕ
)
, mit: [Fϑ]mn = (eϑ · F fn)(ϑm, ϕm),
[
Fϕ
]
mn
= (eϕ · F fn)(ϑm, ϕm),
(2.6.10)
der sich aus den beiden M×N -Submatrizen Fϑ und Fϕ zusammensetzt. Durch Einfu¨hrung
der Matrix
C =
[
0 −I
I 0
]
, mit: C2 = −I , (2.6.11)
die als diskretes Pendant zum kontinuierlichen Operator er× interpretiert werden kann,
la¨sst sich in vollkommener Analogie zu Gleichung (2.6.4) der Zusammenhang zwischen
den magnetischen und elektrischen Fernfeldvektoren
h∞ = Y0Ce∞ ⇔ e∞ = −Z0Ch∞ (2.6.12)
herstellen, womit schließlich die gewu¨nschte konsistente U¨bertragung der kontinuierlichen
Beziehungen in eine diskrete Form
e∞ = CF i (2.6.13a)
h∞ = −Y0F i (2.6.13b)
gelungen ist.
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2.6.3 Schnelle Frequenzganganalyse
In der Praxis ist ha¨uﬁg der Streuquerschnitt nicht an einem einzelnen festen Frequenz-
punkt, sondern innerhalb eines bestimmten Frequenzintervalls von Interesse. Eine weit
verbreitete Vorgehensweise zur Bestimmung von Frequenzga¨ngen besteht in der Verwen-
dung von Zeitbereichsformulierungen mit entsprechend breitbandiger Anregung und einer
anschließenden Fourier-Transformation. Alternativ ist es auch mo¨glich, die Frequenz-
ganganalyse direkt im Frequenzbereich durchzufu¨hren, wozu die Zielgro¨ße an passend
gewa¨hlten Frequenzpunkten bestimmt wird und Zwischenwerte durch Interpolationstech-
niken gewonnen werden. Stark variierende Frequenzga¨nge der Streuquerschnitte, die insbe-
sondere bei kleinen Wellenzahlen auftreten, erfordern bei einer gegebenen Genauigkeit eine
hinreichend feine Abtastung und ko¨nnen folglich zu einer hohen Zahl von Frequenzpunkten
fu¨hren. Da fu¨r jeden einzelnen Frequenzpunkt sowohl die Erstellung der Systemmatrix als
auch die Lo¨sung des Gleichungssystems wiederholt ausgefu¨hrt werden muss, kann schnell
die Grenze der Rechenkapazita¨t zur Erzielung der gewu¨nschten Ergebnisse in einer akzep-
tablen Zeit erreicht sein, weshalb dieser Zugang in den meisten Fa¨llen unbrauchbar ist.
Als wesentlich eﬃzienter erweist sich der Einsatz der AWE-Technik (Asymptotic Wave-
form Evaluation) in Verbindung mit der Randelementmethode im Frequenzbereich, die
der Klasse der Verfahren zur Reduktion der Modellordnung angeho¨rt und urspru¨nglich
fu¨r Zeitanalysen von VLSI-Schaltkreisen entwickelt wurde [73]. Die Grundidee beruht
auf der formalen Entwicklung der elektrischen Stromdichte um einen ausgewa¨hlten Fre-
quenzpunkt in eine Taylor-Reihe, deren Koeﬃzienten indirekt durch Vergleich mit den
Momenten des Anregungsvektors, welche sich aus der Matrixgleichung ergeben, bestimm-
bar sind. Somit wird eine Na¨herung des kontinuierlichen Frequenzganges des aus dem
Koeﬃzientenvektor der Fla¨chenstromdichte berechenbaren Streuquerschnittes in einem
bestimmten Bereich erzielt.
Als Ausgangspunkt dient die aus der Diskretisierung einer der genannten Integralgleichung
resultierende Matrixgleichung
Z(k) i(k) = u(k) (2.6.14)
mit der komplexen Wellenzahl k, die den abzutastenden Parameter repra¨sentiert. Es soll
angenommen werden, dass die Taylor-Reihe des Lo¨sungsvektors um den Entwicklungs-
punkt k0
i(k) =
∞∑
q=0
mq(k − k0)q, mit: mq =
(∂qki)(k0)
q!
(2.6.15)
im interessierenden Wellenzahlenbereich konvergiert. Gleichung (2.6.15) ist dabei als kom-
ponentenweise Entwicklung des Lo¨sungsvektors zu verstehen. Das aus den Taylor-Ko-
efﬁzienten bestehende N -Tupel mq wird aus der formalen Lo¨sung von Gleichung (2.6.14)
i(k) = Z−1(k) u(k) (2.6.16)
bestimmt. Diﬀerentiation der rechten Seite von Gleichung (2.6.16) liefert unter Beru¨ck-
sichtigung der Identita¨t
∂k(Z
−1) = −Z−1(∂kZ)Z−1 (2.6.17)
und nach einigen elementaren Umformungen eine Rekursionsbeziehung fu¨r die gesuchten
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Momente [73]
mq =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Z−1(k0) u(k0) ; q = 0
Z−1(k0)
[
(∂qku)(k0)
q!
−
q∑
p=1
(∂pkZ)(k0)
p!
mq−p
]
; q ≥ 1
. (2.6.18)
Begnu¨gt man sich mit einer beschra¨nkten Anzahl von Reihengliedern, die von der ge-
wu¨nschten Genauigkeit abha¨ngt, ist die gesuchte elektrische Fla¨chenstromdichte bei Vor-
liegen der Momente fu¨r jede beliebige Wellenzahl innerhalb des interessierenden Bereiches
einfach berechenbar, ohne das Problem erneut lo¨sen zu mu¨ssen. Allerdings erfordert die-
se Technik einen deutlich ho¨heren Speicherbedarf, weil zur Bestimmung der Momente
sa¨mtliche Matrizen verfu¨gbar sein mu¨ssen. Des Weiteren beansprucht die Aufstellung der
einzelnen Matrizen ein nicht unerhebliches Maß an Rechenzeit. Es sei darauf hingewiesen,
dass bei Verwendung einer direkten Strategie zur Lo¨sung linearer Gleichungssysteme die
Systemmatrix nur einmal invertiert oder einer LU-Zerlegung unterzogen werden muss.
Demgegenu¨ber ist bei Einsatz eines iterativen Lo¨sungsverfahrens aufgrund der variablen
rechten Seite fu¨r jedes gesuchte Moment ein Gleichungssystem zu lo¨sen.
Reihenentwicklungen dieser Art zeigen fu¨r den hier betrachteten Anwendungsfall ha¨uﬁg
nur ein ma¨ßiges Konvergenzverhalten, was zur Wahl eines hohen Polynomgrades zwingt.
Zudem besitzen sie meist einen sehr begrenzten Konvergenzbereich, wodurch dieses Ver-
fahren in der vorliegenden Form schnell an Attraktivita¨t verliert. Aus den genannten
Gru¨nden wird deshalb bevorzugt auf eine rationale Pade´27-Entwicklung zuru¨ckgegrif-
fen, die nicht nur wesentlich bessere Approximationseigenschaften besitzt, sondern auch
insbesondere Funktionen mit Polstellen hervorragend nachbilden kann [73]. Deﬁnitions-
gema¨ß stellt eine Pade´-Approximation eine rationale Funktion dar, deren Potenzreihe
mit einer gegebenen Potenzreihe bis zur ho¨chstmo¨glichen Ordnung u¨bereinstimmt. Die
Koeﬃzienten der rationalen Funktion, die als Approximierte der einzelnen Komponenten
des Lo¨sungsvektors
in(k) =
L∑
i=0
a
(n)
i (k − k0)i
M∑
j=0
b
(n)
j (k − k0)j
, mit: b
(n)
0 ≡ 1 (2.6.19)
dienen soll , werden durch Anpassung an die durch Gleichung (2.6.18) festgelegten Momen-
te der Taylor-Entwicklung vom Grad Q = L+M bestimmt, wobei L den Polynomgrad
des Za¨hlers und M den des Nenners der Pade´-Approximation angibt. Daraus resultiert
ein M ×M Gleichungssystem zur Bestimmung der Koeﬃzienten des Nennerpolynoms
−
⎛
⎜⎜⎜⎝
m
(n)
L m
(n)
L−1 · · · m(n)L−M+1
m
(n)
L+1 m
(n)
L · · · m(n)L−M+2
...
...
. . .
...
m
(n)
L+M−1 m
(n)
L+M−2 · · · m(n)L
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
b
(n)
1
b
(n)
2
...
b
(n)
M
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
m
(n)
L+1
m
(n)
L+2
...
m
(n)
L+M
⎞
⎟⎟⎟⎠ , (2.6.20)
wobei der Einfachheit halber ml = 0 fu¨r l < 0 vereinbart sein soll. Aus diesem Ergebnis
27Henri Euge`ne Pade´, 1863–1953, franzo¨sischer Mathematiker
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ko¨nnen anschließend die Koeﬃzienten des Za¨hlerpolynoms mit Hilfe der Vorschrift
a
(n)
i =
i∑
j=0
b
(n)
j m
(n)
i−j ; 0 ≤ i ≤ L (2.6.21)
berechnet werden.
Es hat sich in der Praxis gezeigt, dass bei gegebenem Polynomgrad Q der Taylor-
Reihenentwicklung der Fehler in der Pade´-Approximation am kleinsten ist, wenn der
Grad des Za¨hlers gleich oder um Eins ho¨her als der Grad des Nenners ist. Fu¨r den Fall
M = 0 stimmt die Pade´-Entwicklung mit der Taylor-Reihe u¨berein.
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Abbildung 2.11: Monostatischer Ru¨ckstreuquerschnitt einer quadratischen Platte mit den
Abmessungen 1m×1m bei bezu¨glich der Plattenoberﬂa¨che parallelem Einfall einer horizon-
tal polarisierten ebenen Welle (ϑi = 90
◦, ϕi = 0◦, ηi = 90◦). Gezeigt ist der mit Hilfe einer
Pade´-Approximation der Ordnung (6, 5) um den Entwicklungspunkt f = 250 MHz ermit-
telte frequenzabha¨ngige Verlauf des Ru¨ckstreuquerschnittes. Zum Vergleich sind zusa¨tzlich
an ausgewa¨hlten Frequenzpunkten direkt berechnete Werte eingetragen.
Die zur Bestimmung der Koeﬃzienten beno¨tigten Ableitungen der einzelnen Anteile zur
Systemmatrix gema¨ß Gleichung (2.3.26) bezu¨glich der Wellenzahl ko¨nnen explizit in der
kompakten Form
(∂qkZ
±±
mn)(k) = jkZ0
l±ml
±
n
4A±mA±n
∫
T±m
∫
T±n
[
(r − r±m) · (r ′ − r±n )
(
1− q
jk ‖r − r ′‖
)
. . .
− 4
k2
q∑
p=0
q!
(q − p)!
1
(jk)p ‖r − r ′‖p
]
(−j)q ‖r − r ′‖q G(r, r ′)dA(r)dA(r ′)
(2.6.22)
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ausgedru¨ckt werden [26]. Ebenso la¨sst sich fu¨r die Ableitungen des Anregungsvektors ein
Ausdruck der Gestalt
(∂qku
±
m)(k) = E0
l±m
2A±m
∫
T±m
(−j)q(ni ·r)q[pi+jv(pi×ni)]·(r−r±m) exp(−jkni ·r)dA(r) (2.6.23)
ﬁnden. In Abbildung 2.11 ist der mittels einer Pade´-Approximation der Ordnung L = 6
und M = 5 numerisch ermittelte Ru¨ckstreuquerschnitt einer aus ideal elektrisch leitfa¨hi-
gem Material bestehenden quadratischen Platte dargestellt. Zur Illustration der hohen
Gu¨te dieser Na¨herung in dem betrachteten Frequenzbereich ist zusa¨tzlich das Ergebnis
der direkten Berechnung des Ru¨ckstreuquerschnittes an ausgewa¨hlten Frequenzpunkten
angegeben.
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Kapitel 3
Finite Symmetriegruppen
Zur formalen Charakterisierung der Symmetrie von Objekten sowie zur Feststellung der
daraus resultierenden Konsequenzen erweisen sich gruppentheoretische Methoden als un-
entbehrliches mathematisches Werkzeug. Nach einem kurzen Exkurs u¨ber die enorme
Bedeutung der Gruppen- und Darstellungstheorie in vielen anwendungsbezogenen Zwei-
gen der Naturwissenschaft werden im na¨chsten Abschnitt die in der vorliegenden Ar-
beit verwendeten Grundbegriﬀe und Deﬁnitionen aus dieser mathematischen Disziplin
eingefu¨hrt und erla¨utert. Darauf aufbauend wird im letzten Abschnitt eine als harmo-
nische Analyse auf Gruppen bekannte Methodik abgeleitet, die a¨hnlich zur klassischen
Fourier-Transformation eine Zerlegung von Funktionen in Komponenten unterschiedli-
chen Symmetrietyps ermo¨glicht und damit die Voraussetzung fu¨r eine Vereinfachung von
elektromagnetischen Problemstellungen, die gewisse geometrische Symmetrien aufweisen,
schaﬀt. Die Herkunft und Bedeutung der irreduziblen Darstellungen einer ﬁniten Sym-
metriegruppe, welche die Grundbausteine der abstrakten Fourier-Transformation bilden,
wird in diesem Zusammenhang anhand der Untersuchung der spektralen Eigenschaften
der auftretenden Symmetrieoperatoren verdeutlicht.
3.1 Symmetrie und deren Bedeutung in der Praxis
Symmetrie bedeutet Gleichma¨ßigkeit und kennzeichnet die Eigenschaft eines Objekts, sein
Erscheinungsbild gegenu¨ber bestimmten Transformationen nicht zu vera¨ndern. Viele in
der Natur vorkommende Objekte weisen bestimmte Symmetrien auf. Die Zuweisung einer
Symmetrie ist jedoch nicht auf geometrische Figuren beschra¨nkt. Auch abstraktere Ge-
bilde wie physikalische Gesetzma¨ßigkeiten und mathematische Modellgleichungen ko¨nnen
durch eine Symmetrie gekennzeichnet sein. Je ho¨her dabei die Symmetrie eines Objekts
ist, desto vollkommener und a¨sthetischer erscheint es dem Betrachter.
Das Studium der Symmetrieeigenschaften eines Systems gestattet im Allgemeinen wichti-
ge Ru¨ckschlu¨sse auf dessen wesentliche Eigenschaften, weshalb die Gruppen- und Darstel-
lungstheorie mit Symmetrietransformationen als Gruppenelementen ein unverzichtbares
mathematisches Hilfsmittel in vielen Bereichen der angewandten Naturwissenschaften ge-
worden ist. Daneben kann die Beru¨cksichtigung von Symmetrien zur erheblichen Verein-
fachung der Lo¨sungsﬁndung eines Problems sowie zum Verstehen und zur Klassiﬁzierung
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der gewonnenen Ergebnisse beitragen. In vielen Fa¨llen ist es sogar unmo¨glich, ohne grup-
pentheoretische Methoden u¨berhaupt eine Lo¨sung zu erzielen.
Der enge und untrennbare Zusammenhang zwischen den Symmetrien des Anschauungs-
raums und fundamentalen Naturgesetzen manifestiert sich in eindrucksvoller Weise im
beru¨hmten Noether1-Theorem. Es besagt, dass jeder kontinuierlichen Symmetrie eines
Systems eine Erhaltungsgro¨ße zugeordnet ist und umgekehrt. Die Invarianz physikalischer
Prozesse unter Zeittranslation, die auf der Beobachtung beruht, dass der Zeitpunkt des
Beginns eines Vorganges unter gleichen Bedingungen nichts an dessen Verlauf a¨ndert,
verlangt den Erhalt der Gesamtenergie innerhalb eines abgeschlossenen Systems. Wei-
terhin dru¨ckt die Homogenita¨t und Isotropie des euklidischen Raums und damit dessen
Invarianz gegenu¨ber Verschiebung und Drehung die freie Wahl der Lage und der Rich-
tung des Bezugssystems aus und fordert als Konsequenz den Erhalt des Impulses und
Drehimpulses.
Praktische Relevanz erlangte die Gruppentheorie in Verbindung mit Symmetrien erstmals
in der Kristallograﬁe als Teilgebiet der Mineralogie [69]. Reale Kristallstrukturen werden
vereinfacht als unendliche Gitter angenommen, die durch periodische Fortsetzung einer
Elementarzelle in alle drei Raumrichtungen entstehen. Mathematisch wird die Symme-
trie von Kristallgittern durch sogenannte kristallograﬁsche Raumgruppen charakterisiert,
deren Elemente die Gitterstruktur in sich selbst u¨berfu¨hren und sowohl diskrete Trans-
lationen als auch Symmetrietransformationen diskreter Punktgruppen, wie beispielsweise
ra¨umliche Drehungen und Spiegelungen, beinhalten. Aus der symmetriebezogenen Analy-
se von Kristallsystemen lassen sich sowohl mo¨gliche Symmetrieachsen kristallograﬁscher
Polyeder als auch realisierbare Kristallkonﬁgurationen ableiten sowie Aussagen u¨ber Ha¨rte
und Spaltbarkeit eines Kristalls treﬀen.
Gruppentheoretische Methoden sind auch in der Chemie bei der Untersuchung von Mo-
leku¨len, die als ra¨umliche Punktsysteme aufgefasst werden, nicht mehr wegzudenken.
Die Darstellungstheorie erlaubt die Einteilung der Eigenschwingungen eines Moleku¨ls
bezu¨glich seines Verhaltens unter bestimmten Symmetrietransformationen in Symmetrie-
klassen ohne explizite Auswertung der Schwingungsgleichung, womit Aussagen u¨ber die
optische Aktivita¨t des betrachteten Moleku¨ls aus alleiniger Kenntnis der zugrunde liegen-
den Symmetriegruppe getroﬀen werden ko¨nnen. Diese sind zum Beispiel in der Schwin-
gungsspektroskopie sowohl zur Strukturanalyse oder Identiﬁkation von Substanzen als
auch zur Vorhersage physikalischer Eigenschaften von Interesse.
Zu den bedeutendsten Anwendungsgebieten der Gruppentheorie za¨hlt die Quantenme-
chanik, in der die Struktur und Wechselwirkung der Materie im atomaren und subato-
maren Bereich untersucht wird. Der Zustand eines Quantenobjekts wird durch eine im
Allgemeinen orts- und zeitabha¨ngige Wellenfunktion, die der Schro¨dinger2-Gleichung
genu¨gen muss, beschrieben. Im stationa¨ren Fall liegt ein Eigenwertproblem vor, dessen
Lo¨sung auf die mo¨glichen Energieeigenwerte mit den zugeho¨rigen Energiezusta¨nden des
Quantensystems fu¨hrt. Aus den Symmetrieeigenschaften des Systems kann auf den Entar-
tungsgrad der einzelnen Energieniveaus geschlossen oder die Art ihrer Aufspaltung unter
dem Einﬂuss von symmetrischen und asymmetrischen Sto¨rungen analysiert werden. Des
Weiteren liefert die Bestimmung der Symmetrieelemente wichtige Anhaltspunkte fu¨r das
1Amalie ”Emmy“ Noether, 1882–1935, deutsche Mathematikerin2Erwin Rudolf Josef Alexander Schro¨dinger, 1887–1961, o¨sterreichischer Physiker
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U¨bergangsverhalten zwischen zwei verschiedenen Energiezusta¨nden des Quantensystems
in Form von Auswahlregeln fu¨r die U¨bergangsmatrizen.
Wie bereits angedeutet, bildet die Gesamtheit der Symmetrieeigenschaften des euklidi-
schen Raums das mathematische A¨quivalent zur postulierten Unabha¨ngigkeit der in ihm
ablaufenden physikalischen Prozesse und Gesetzma¨ßigkeiten von der Wahl des Bezugs-
systems. Die damit einhergehende Invarianz gegenu¨ber bestimmten Koordinatentransfor-
mationen muss sich letztendlich auch in der mathematischen Beschreibung der Pha¨no-
mene wiederﬁnden. Folglich sind bei der theoretischen Modellbildung und Formulierung
der problembeschreibenden Gleichungen entsprechende Zusatzbedingungen im Rahmen
der getroﬀenen Modellannahmen mit einzubeziehen. Zum Erhalt eines mit der physi-
kalischen Realita¨t vertra¨glichen Modells mu¨ssen die Modellgleichungen unter Beachtung
der Transformationseigenschaften der eingefu¨hrten Modellgro¨ßen gegenu¨ber ra¨umlicher
Verschiebung, Drehung und Spiegelung sowie, wenn die Homogenita¨t der Zeit hinzuge-
nommen wird, unter Zeitverschiebung ihre Form beibehalten. Diese wichtige Eigenschaft
mathematischer Modellgleichungen bildet die Grundlage der in den na¨chsten Abschnitten
vorgestellten Methode der Symmetriezellenreduktion in der numerischen Feldberechnung.
Es soll an dieser Stelle angemerkt werden, dass bei der Beru¨cksichtigung einer mo¨glichen
Invarianz gegenu¨ber Zeitspiegelung besondere Vorsicht geboten ist. Irreversible Vorga¨nge,
wie Diﬀusions- und Wa¨rmeleitprozesse, ko¨nnen selbstversta¨ndlich bei Zeitspiegelung nicht
in umgekehrter Weise ablaufen, womit die entsprechenden Modellgleichungen keinesfalls
diese Symmetrieeigenschaft aufweisen. Im Gegensatz dazu ist die ungeda¨mpfte Wellen-
gleichung invariant gegenu¨ber Zeitumkehr, weil bei diesem Vorgang keine Dissipation
stattﬁndet.
3.2 Grundlagen und Begriﬀsdeﬁnitionen
3.2.1 Symmetrietransformationen
3.2.1.1 Transformationen auf dem Ortsraum
Grundlegend fu¨r die Lo¨sung physikalischer Problemstellungen ist die Identiﬁkation al-
ler relevanten Gro¨ßen und Gesetzma¨ßigkeiten und deren ada¨quate Beschreibung in Form
von mathematischen Symbolen, Strukturen und Gleichungen. Fu¨r den visuell erfassbaren
Anschauungsraum, in dem alle in der Natur beobachtbaren physikalischen Prozesse ab-
laufen, erweist sich die euklidische Geometrie als angemessene Beschreibungsmo¨glichkeit.
Aus Sicht der Vektoralgebra wird jeder Raumpunkt als Ortsvektor
r = xex + yey + zez, r ∈ D0 (3.2.1)
eines dreidimensionalen reellwertigen Vektorraums mit der kartesischen Basis {ex, ey, ez}
aufgefasst. Die Koeﬃzienten dieser Basisvektoren bilden den Vektor der Ortskoordinaten
r = (x, y, z)T , r ∈ 3 . (3.2.2)
Geometrische Strukturen wie Kurven, Fla¨chen und Ko¨rper stellen im diesem Kontext so-
mit durch Vektoren repra¨sentierte Punktmengen dar, die ha¨uﬁg als Untermannigfaltigkei-
ten angesehen werden ko¨nnen. Durch das Standardskalarprodukt auf diesem Vektorraum,
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das u¨ber die postulierte Orthogonalita¨t der kartesischen Einheitsvektoren
〈ei, ej〉 := δij , i, j ∈ {x, y, z} (3.2.3)
deﬁniert ist, wird zugleich die euklidische Norm ‖r‖ = √〈r, r〉 festgelegt, die wiederum
selbst eine Metrik R(r, r ′) = ‖r − r ′‖ induziert, womit La¨ngen und Winkel messbar sind.
Hier wird bewusst eine strikte Unterscheidung zwischen abstrakten Vektorelementen r und
deren Koordinatendarstellungen r in Form geordneter Zahlentripel vorgenommen. Die von
der konkreten Festlegung einer Basis abha¨ngigen Koordinatenvektoren sind Realisierun-
gen abstrakter Vektoren und eignen sich vornehmlich zur abschließenden Umsetzung der
Algorithmen auf einer elektronischen Datenverarbeitungsanlage. Fu¨r eine theoretische Be-
handlung ist die Verwendung der abstrakten Beschreibung wesentlich vorteilhafter, weil
sie koordinatenfrei und damit allgemein gu¨ltig ist. Ihr Vorzug tritt besonders deutlich bei
der Deﬁnition linearer Operatoren auf Funktionenra¨umen und deren Matrixdarstellungen
hervor.
Unter einer Symmetrietransformation im Zusammenhang mit der euklidischen Geome-
trie wird allgemein eine aﬃne Abbildung g : D0 → D0 verstanden, die den gesamten
Ortsraum auf sich selbst abbildet und zusa¨tzlich die Eigenschaft besitzt, La¨ngen und
Winkel zu erhalten. Zu solchen Kongruenzabbildungen za¨hlen generell ra¨umliche Ver-
schiebungen, Drehungen, Spiegelungen sowie die aus deren Hintereinanderausfu¨hrung re-
sultierenden Operationen wie Drehspiegelung, Inversion und Gleitspiegelung. Sie werden
auch Bewegungen des euklidischen Raums genannt, da sie den Ortsraum invariant las-
sen. In dieser Arbeit werden jedoch ausschließlich ra¨umlich beschra¨nkte Rechengebiete
betrachtet, aus denen Symmetrietransformationen ebenfalls nicht hinausfu¨hren du¨rfen.
Durch die Einschra¨nkung auf Teilmengen des Ortsraumes vermindert sich zwangsla¨uﬁg
die Zahl der zula¨ssigen Symmetrieoperationen abha¨ngig von der konkreten Gestalt der
Struktur. Folglich wird einem geometrischen Objekt eine bestimmte Symmetrie zugespro-
chen, wenn es durch die zugeho¨rige Transformation nicht vera¨ndert wird. Translationen
und deren Komposita mit anderen Operationen scheiden daher grundsa¨tzlich bei ra¨um-
lich beschra¨nkten Gebieten aus, so dass sich im weiteren Verlauf auf die verbleibenden
linearen Symmetrietransformationen konzentriert werden kann, die hier durch die in der
Chemie und Kristallograﬁe vorwiegend verwendete Scho¨nflies3-Symbolik gekennzeich-
net werden sollen:
• Eine diskrete Drehung um den n-ten Teil des Vollwinkels wird durch Cn symboli-
siert, die n-za¨hlige Drehachse als zugeho¨riges Symmetrieelement erha¨lt das Symbol
Cn. Die Achse mit der ho¨chsten Za¨hligkeit wird Hauptdrehachse genannt und u¨bli-
cherweise mit der z-Achse des kartesischen Koordinatensystems gleichgesetzt.
• Spiegelungen an Ebenen, auch Reﬂexionen genannt, werden allgemein durch das
Symbol σ ausgedru¨ckt, wobei die Lage der Spiegelebene σ bezu¨glich der Haupt-
drehachse durch einen Index gekennzeichnet wird. Ist die Hauptdrehachse in der
Spiegelebene enthalten, wird die Spiegelung mit σv oder σd bezeichnet, steht sie
senkrecht dazu, erha¨lt sie die Bezeichnung σh.
• Eine Drehspiegelung Sn resultiert aus einer diskreten Drehung mit anschließender
Spiegelung an der zur Drehachse senkrechten Ebene. Drehachse und Spiegelebene
bilden zusammen die Drehspiegelachse S.
3Arthur Moritz Scho¨nﬂies, 1853–1928, deutscher Mathematiker
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• Die Inversion oder Punktspiegelung i kann als Sonderfall der Drehspiegelung an ei-
ner beliebigen 2-za¨hligen Drehspiegelachse aufgefasst werden. Der Schnittpunkt von
Drehachse und Spiegelebene charakterisiert das Inversionszentrum i. Ebenso la¨sst
sich diese Operation aus drei Spiegelungen an zueinander senkrechten Spiegelebenen
mit dem gemeinsamen Punkt als Inversionszentrum zusammensetzen.
Hinzu kommt abschließend die Identita¨t E als triviale Symmetrieoperation, die jedes
Objekt unvera¨ndert la¨sst. Zu beachten ist, dass bestimmte Operationen wie Reﬂexion,
Inversion und Drehspiegelung eine A¨nderung der Orientierung eines Simplex im Orts-
raum bewirken und somit im Gegensatz zur Drehung keine eigentliche Bewegung des
Ortsraums gestatten. Symmetrieelemente sind geometrische Objekte, die eine koordina-
tenfreie Speziﬁzierung der Symmetrieoperation ermo¨glichen. Da sie, mit Ausnahme der
Drehspiegelachse, die Menge derjenigen Punkte ist, die gegenu¨ber der zugeho¨rigen Trans-
formation ortsfest bleiben, ko¨nnen sie zum Auﬃnden der Symmetrien einer geometrischen
Struktur und zur Bestimmung der zugeho¨rigen Symmetriegruppe hilfreich sein.
Die Deﬁnition von Symmetrietransformationen kann aus zwei verschiedenen Sichtweisen
erfolgen, die zwar auf unterschiedliche, aber vollkommen a¨quivalente Darstellungen dieser
Operatoren fu¨hren. Vom passiven Standpunkt aus werden die Objekte als fest angesehen
und das Koordinatensystem transformiert, so dass eine Symmetrietransformation gleich-
bedeutend mit einem Basiswechsel der Koordinatendarstellung eines Vektorobjekts ist.
In dieser Arbeit wird sich der aktiven Betrachtungsweise angeschlossen, bei der das Ob-
jekt bei ﬁxiertem Koordinatensystem, was einer fest gewa¨hlten Basis des Vektorraums
entspricht, transformiert wird, womit die Symmetrieoperatoren eine lineare Abbildung
des Ortsraums auf sich selbst vermitteln. Entsprechend der Wigner4-Konvention soll die
Transformation g eines Vektorobjekts durch die Wirkung des Operators auf die Basisvek-
toren erkla¨rt werden [93]:
gr := x(gex) + y(gey) + z(gez). (3.2.4)
Die Bilder der Einheitsvektoren sind wegen der vorausgesetzten Invarianz des Vektorraums
gegenu¨ber der Symmetrietransformation in die urspru¨ngliche Basis entwickelbar:
gej =
∑
i∈{x,y,z}
[D(g)]ij ei, j ∈ {x, y, z}, [D(g)]ij ∈ . (3.2.5)
Im Raum der Koordinatenvektoren ko¨nnen die Transformationen der Ortskoordinaten
als reelle (3× 3)-Matrizen D(g) mit den Komponenten [D(g)]ij ausgedru¨ckt werden. We-
gen der abstandserhaltenden Eigenschaft der Symmetrieoperatoren g sind diese Matrizen
orthogonal und werden, weil sie diese linearen Operatoren repra¨sentieren, als Darstellungs-
matrizen bezeichnet. Es ist damit evident, dass deren konkreter Aufbau vom gewa¨hlten
Koordinatensystem abha¨ngt.
Durch die Koordinatenabbildung
κr = (〈ex, r〉 , 〈ey, r〉 , 〈ez, r〉)T , (3.2.6a)
κ−1r = xex + yey + zez , (3.2.6b)
4Eugene Paul Wigner, 1902–1995, ungarisch-amerikanischer Physiker und Nobelpreistra¨ger
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Abbildung 3.1: Veranschaulichung von geometrischen Symmetrietransformationen am
Beispiel der Drehung des Ortsvektors um die z-Achse. Bei dieser Operation wird das
geometrische Objekt bei ﬁxiertem Koordinatensystem in mathematisch positivem Sinn ge-
dreht.
die den Ortsraum in eineindeutiger Weise mit dem euklidischen Raum in Beziehung setzt,
wird außerdem eine Abbildung
D : g → D(g), D : G→ D(G) ⊂ O(3) mit:D(g) = κgκ−1 (3.2.7)
der Menge der Symmetrieoperatoren in die Menge der reellen, orthogonalen Matrizen
vermittelt. Da jede Symmetrietransformation eindeutig umkehrbar ist, existiert zu der
korrespondierenden Darstellungsmatrix wegen der Isomorphie zwischen D0 und 
3 auch
eine eindeutig bestimmte Inverse D(g−1) = D(g)−1, was auch im Einklang mit den Ei-
genschaften orthogonaler Matrizen steht.
Die erla¨uterten funktionellen Zusammenha¨nge sind in dem nachfolgend gezeigten kom-
mutativen Diagramm verdeutlicht:
r ∈ D0 r ′ ∈ D0
r ∈ 3 r′ ∈ 3
g
g−1
D(g)
D(g)−1
κ−1 κ κ−1 κ (3.2.8)
Abbildung 3.1 zeigt beispielhaft die Drehung eines durch den Ortsvektor r repra¨sentierten
Punktes P um einen Winkel ϕ mit der z-Achse als Symmetrieelement. Deﬁniert wird diese
Drehung durch die Transformationseigenschaft der Einheitsvektoren, wobei der Ortsvek-
tor mitgefu¨hrt wird. Die Koordinaten des gedrehten Ortsvektors r′ bezu¨glich des ﬁxierten
Koordinatensystems resultieren aus der Multiplikation der Drehmatrix D(g) mit dem
Ausgangsvektor r:
r′ = D(g)r, mit: D(g) =
⎛
⎝cos(ϕ) − sin(ϕ) 0sin(ϕ) cos(ϕ) 0
0 0 1
⎞
⎠ . (3.2.9)
An dieser Stelle sei angemerkt, dass die Inverse dieser Drehmatrix der Darstellungsmatrix
des Drehoperators bei passiver Betrachtungsweise mit festgehaltenem Objekt entspricht.
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Beide Sichtweisen unterschieden sich in diesem Beispiel nur durch die entgegengesetzte
Orientierung des Drehsinnes.
3.2.1.2 Induzierte Transformationen auf Funktionenra¨umen
Symmetrietransformationen lassen sich nicht nur fu¨r geometrische Gebilde, sondern auch
allgemein fu¨r beliebige, abstrakte Objekte, insbesondere fu¨r Skalar- und Vektorfelder,
erkla¨ren. Dadurch wird es u¨berhaupt erst mo¨glich, Symmetrien bei der Lo¨sung physikali-
scher Problemstellungen ausnutzen zu ko¨nnen oder deren Einﬂuss auf das Systemverhalten
zu untersuchen. Wie beim Ortsraum muss auch hier vorausgesetzt werden, dass die An-
wendung von Symmetrietransformationen nicht aus den betrachteten Funktionenra¨umen
hinausfu¨hrt.
Bei der Suche nach einer sinnvollen Deﬁnition derartiger Operatoren ist es notwendig,
zuerst das Transformationsverhalten der mathematischen Modellgro¨ßen unter physikali-
schen Aspekten genau zu analysieren und gegebenenfalls zu postulieren. So wird von der
physikalisch sinnvollen Annahme ausgegangen, dass aus passiver Sichtweise sowohl ruhen-
de als auch bewegte elektrische Ladungen, darauf wirkende Kra¨fte sowie elektrische und
magnetische Energiedichten beim U¨bergang zu einem anderen, festen Koordinatensystem
ihre skalaren bzw. vektoriellen Eigenschaften wie Gro¨ße und Richtung grundsa¨tzlich beibe-
halten. Vom aktiven Standpunkt aus bedeutet dies, dass graﬁsche Darstellungen skalarer
und vektorieller Felder genau wie geometrische Objekte in anschaulicher Weise gedreht
oder gespiegelt werden.
In Abbildung 3.2 ist eine Punktladung Q gezeigt, die sich mit der Geschwindigkeit v in
z-Richtung bewegt und auf die infolge eines elektromagnetischen Feldes eine Kraft
F = Q( E + v × B) = FC + FL (3.2.10)
wirkt. Eine eigentliche Drehung der Feldgro¨ßen kann durch Drehung des Koordinatensys-
tems unter Mitfu¨hrung der Objekte erreicht werden. Es ist leicht erkennbar, dass die Feld-
vektoren im betrachteten Raumpunkt bezu¨glich des urspru¨nglichen Koordinatensystems
selbst auch gedreht sind, d.h. sie transformieren sich in gleicher Weise wie der Ortsvektor.
Anders verha¨lt es sich dagegen bei der in Abbildung 3.3 gezeigten Spiegelung dieser Anord-
nung an der Ebene x = 0. Kra¨fte und Ladungen werden unvera¨ndert mit dem Koordina-
tensystem mitgefu¨hrt. Der Coulombsche5 Anteil im Kraftgesetz (3.2.10) bleibt bei einer
Spiegelung des elektrischen Feldsta¨rkevektors auch weiterhin erhalten, zur Gewa¨hrleistung
der Invarianz des Lorentz6-Anteils muss jedoch, bedingt durch den gea¨nderten Orien-
tierungssinn des Koordinatensystems, der magnetische Flussdichtevektor sein Vorzeichen
a¨ndern. Elektrische Feldsta¨rke und magnetische Flussdichte transformieren sich somit un-
ter Spiegelung auf unterschiedliche Weise. Gro¨ßen wie die magnetische Flussdichte, die
bei Inversion und Spiegelung ihr Vorzeichen a¨ndern und sich somit nicht wie gewo¨hnliche
Vektoren im physikalischen Sinne transformieren, werden deshalb als Pseudovektoren7
5Charles Augustin Coulomb, 1736–1806, franzo¨sischer Physiker
6Hendrik Antoon Lorentz, 1853–1928, niederla¨ndischer Mathematiker und Physiker
7Die Einfu¨hrung von Pseudovektoren ließe sich vollsta¨ndig vermeiden, wenn die sie beschreibenden
physikalischen Gro¨ßen als antisymmetrische Tensoren zweiter Stufe aufgefasst wu¨rden.
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Abbildung 3.2: Graﬁsche Veranschaulichung der Drehung von Skalar- und Vektorfeldern.
Diese Operation wird durch Drehung des Koordinatensystems unter Mitfu¨hrung der Feld-
gro¨ßen bewirkt. Gegenu¨ber dem urspru¨nglichen Bezugssystem erscheinen die Feldvektoren
selbst auch gedreht.
bezeichnet. Aus diesem Beispiel la¨sst sich schlussfolgern, dass das Kreuzprodukt aus zwei
Vektorfeldern auf ein Pseudovektorfeld fu¨hrt. Ebenso ist das Ergebnis des Spatprodukts
von drei Vektoren ein Pseudoskalar, er a¨ndert somit sein Vorzeichen bei einer uneigentli-
chen Symmetrietransformation.
Da sich vektorielle Feldwerte in jedem beliebigen Raumpunkt genau wie Ortsvektoren
transformieren, kann fu¨r diese Operation der im vorherigen Abschnitt deﬁnierte Sym-
metrieoperator g herangezogen werden. Skalare Feldwerte bleiben unter Symmetrietrans-
formationen unvera¨ndert. Die bereits eingefu¨hrten Abbildungsvorschriften fu¨r Elemente
des Ortsraums induzieren demzufolge Symmetrietransformationen auf den Ra¨umen der
skalar- und vektorwertigen Funktionen, wie aus dem folgenden kommutativen Diagramm
anschaulich hervorgeht:
r ∈ D0 Φ(r) ∈  
r ′ ∈ D0 Φ′(r ′) ∈  
Φ
T (g)Φ
g−1 g 1 1
r ∈ D0 F (r) ∈  3
r ′ ∈ D0 F ′(r ′) ∈  3
F
T (g)F
g−1 g g−1 g
Hieraus sind leicht die formalen Deﬁnitionsgleichungen fu¨r diese Operatoren ablesbar:
[T (g)Φ](r ′) = Φ(g−1r ′) , (3.2.11a)
[T (g)F ](r ′) = g[F (g−1r ′)] . (3.2.11b)
Fu¨r Pseudoskalare und Pseudovektoren gelten die gleichen Aussagen mit dem einzigen
Unterschied, dass bei uneigentlichen Bewegungen des Ortsraums auf den Vorzeichenwech-
sel der Feldwerte zu achten ist. Diesem kann sehr elegant durch Einfu¨hrung einer auf
Gruppen deﬁnierten Vorzeichenfunktion
sgn : g → sgn(g) , sgn : G→ {1,−1} (3.2.12)
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Abbildung 3.3: Graﬁsche Veranschaulichung der Spiegelung von Skalar- und Vektorfel-
dern. Durch Spiegelung des Koordinatensystems unter Mitfu¨hrung der Feldwerte la¨sst sich
diese Operation deﬁnieren. Aufgrund der damit einhergehenden A¨nderung des Orientie-
rungssinnes des Koordinatensystems muss der magnetische Flussdichtevektor sein Vorzei-
chen a¨ndern, damit die Invarianz des Kraftgesetzes gewa¨hrleistet ist.
mit
sgn(g) :=
{
+1 , g eigentliche Symmetrieoperation
−1 , g uneigentliche Symmetrieoperation (3.2.13)
Rechnung getragen werden. Damit sind die Symmetrietransformationen fu¨r Pseudoskalar-
und Pseudovektorfelder durch das kommutative Diagramm
r ∈ D0 Φ(r) ∈  
r ′ ∈ D0 Φ′(r ′) ∈  
Φ
T˜ (g)Φ
g−1 g sgn(g−1) sgn(g)
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r ′ ∈ D0 F ′(r ′) ∈  3
F
˜T (g)F
g−1 g sgn(g−1)g−1 sgn(g)g
festgelegt und wie folgt formal erkla¨rt:
[T˜ (g)Φ](r ′) = sgn(g)Φ(g−1r ′) , (3.2.14a)
[ ˜T (g)F ](r ′) = sgn(g)g[F (g−1r ′)]. (3.2.14b)
Fu¨r eine konkrete Realisierung dieser Transformationen im Hinblick auf eine rechentech-
nische Umsetzung sind der Ortsvektor sowie alle Feldvektoren durch ihre Koordinatendar-
stellungen und die auf dem Ortsraum deﬁnierten Symmetrieoperatoren durch ihre Dar-
stellungsmatrizen zu ersetzen. Die Vorzeichenfunktion la¨sst sich, wie leicht nachpru¨fbar
ist, durch die Determinante der Darstellungsmatrizen
sgn(g) = det [D(g)] (3.2.15)
ausdru¨cken.
Durch die in diesen Diagrammen gezeigten Zusammenha¨nge wird gleichermaßen jeder
Symmetrietransformation des Ortsraumes eindeutig ein auf Funktionenra¨umen wirkender
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Symmetrieoperator durch die Abbildung
T : g → T (g), T : G→ T (G) (3.2.16)
zugeordnet.
Wenn die Funktionen Φ und F aus diskreten Funktionenra¨umen stammen, ko¨nnen die
symmetrietransformierten Funktionen, die nach Voraussetzung ebenfalls Elemente die-
ses Raumes sind, in die gewa¨hlte Basis entwickelt werden. Damit lassen sich analog zu
den dreidimensionalen Darstellungen der geometrischen Symmetrieoperatoren auch ent-
sprechende Matrixdarstellungen T(g) fu¨r die Symmetrieoperatoren auf Funktionenra¨um-
en konstruieren, wobei der Rang der Matrizen mit der Dimension des Funktionenraums
u¨bereinstimmt. Die Spalten von T(g) enthalten die Entwicklungskoeﬃzienten der trans-
formierten Basisvektoren bezu¨glich der alten Basis.
Die eingangs geforderte Unvera¨nderlichkeit physikalischer Gesetzma¨ßigkeiten gegenu¨ber
Koordinatentransformationen muss sich auf der mathematischen Modellebene durch die
Vertauschbarkeit der in den Modellgleichungen auftretenden ra¨umlichen Diﬀerentialope-
ratoren mit den Symmetrieoperatoren widerspiegeln. Mit den deﬁnierten Operatoren gilt:
T (g)grad = gradT (g) , (3.2.17a)
T (g)div = div T (g) , (3.2.17b)
T (g)rot = rot sgn(g)T (g) = rot ˜T (g) . (3.2.17c)
Hierbei ist zu beru¨cksichtigen, dass die Bildung der Wirbel a¨hnlich wie beim Kreuzpro-
dukt das Transformationsverhalten des Feldes a¨ndert, wohingegen die restlichen Diﬀe-
rentialoperatoren auf gleichartige Felder abbilden. Durch Einfu¨hrung von Pseudogro¨ßen
und der speziellen Festlegung der Symmetrieoperatoren gema¨ß den Gleichungen (3.2.14)
wird eine gerade Parita¨t aller ra¨umlichen Diﬀerentialoperatoren und damit die Inversi-
onsinvarianz der Maxwellschen Gleichungen erzwungen. Unter Beachtung, dass sich die
elektrische Ladungsdichte wie ein Skalar, die magnetische Ladungsdichte wie ein Pseudo-
skalar, die elektrische Feldsta¨rke, Flussdichte und Stromdichte wie Vektoren, die magne-
tische Feldsta¨rke, Flussdichte und Stromdichte wie Pseudovektoren transformieren, la¨sst
sich leicht mit Hilfe der angegebenen Deﬁnitionen die Invarianz aller Maxwellschen
Gleichungen zeigen, welche die Grundvoraussetzung fu¨r die spa¨tere Anwendung der har-
monischen Analyse auf ﬁniten Gruppen ist. Damit das gesamte mathematische Modell,
das auch die konstitutiven Gleichungen beinhaltet, die erforderliche Invarianz aufweist,
mu¨ssen zudem homogene Materialverha¨ltnisse vorliegen.
3.2.2 Gruppen- und Darstellungstheorie
3.2.2.1 Finite Symmetriegruppen
Fu¨r eine systematische und formale Vorgehensweise bei der Ausnutzung geometrischer
Symmetrien sind der Gruppenbegriﬀ sowie einige grundlegende Konzepte aus der Darstel-
lungstheorie von zentraler Bedeutung, weshalb einige wichtige mathematische Deﬁnitio-
nen und Sa¨tze an den Anfang gestellt und anhand einfacher Beispiele verdeutlicht werden
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sollen. Fu¨r ein tiefer gehendes Studium dieser Thematik sei auf Lehrbu¨cher und Monogra-
ﬁen verwiesen [25, 48, 13, 93, 70, 65], auf die sich auch die nachfolgenden Ausfu¨hrungen
stu¨tzen.
Eine nichtleere Menge G von Elementen g1, g2, . . ., auf der eine zweistellige Verknu¨pfung
◦ : G×G→ G erkla¨rt ist, heißt Gruppe, wenn folgende Axiome erfu¨llt sind:
A1) Abgeschlossenheit : Jedem geordneten Paar von Gruppenelementen wird ein eindeu-
tig bestimmtes Element aus der Gruppe als Ergebnis dieser Verknu¨pfung zugeordnet:
g1 ◦ g2 ∈ G, ∀g1, g2 ∈ G.
A2) Assoziativita¨t : Die bina¨re Verknu¨pfung ist assoziativ:
g1 ◦ (g2 ◦ g3) = (g1 ◦ g2) ◦ g3, ∀g1, g2, g3 ∈ G.
A3) Existenz des neutralen Elements: Die Menge entha¨lt genau ein Element e, das als
neutrales Element bezeichnet wird, so dass gilt:
g ◦ e = e ◦ g = g, ∀g ∈ G.
A4) Existenz des inversen Elements: Zu jedem Gruppenelement g existiert genau ein
inverses Element g−1 mit der Eigenschaft:
g ◦ g−1 = g−1 ◦ g = e, ∀g ∈ G.
Wenn zusa¨tzlich gefordert wird, dass die Verknu¨pfungsvorschrift symmetrisch ist und
damit das Axiom
A5) Kommutativita¨t : Die bina¨re Verknu¨pfung ◦ ist vertauschbar:
g1 ◦ g2 = g2 ◦ g1, ∀g1, g2 ∈ G
erfu¨llt ist, so heißt die Gruppe abelsch oder kommutativ.
Diese abstrakte algebraische Struktur erha¨lt erst durch eine konkrete Speziﬁzierung der
Elemente und Verknu¨pfungsvorschrift eine praktische Bedeutung. So bildet beispielsweise
die Menge der natu¨rlichen Zahlen mit der Addition als Verknu¨pfungsregel und der Null
als neutralem Element eine abelsche Gruppe. Die Menge aller orthogonalen Matrizen
zusammen mit der gewo¨hnlichen Matrixmultiplikation und der Einheitsmatrix als neu-
tralem Element erfu¨llt ebenfalls die Gruppenaxiome und ist als orthogonale Gruppe O(3)
bekannt.
Ist die Menge von Gruppenelementen abza¨hlbar, liegt eine diskrete Gruppe, andernfalls
eine kontinuierliche Gruppe vor. Als Gruppenordnung |G| wird die Kardinalita¨t dieser
Menge bezeichnet. In der vorliegenden Arbeit werden ausschließlich ﬁnite Gruppen, die
durch eine endliche Ordnung ausgezeichnet sind, betrachtet.
Eine nichtleere Teilmenge G′ ⊆ G einer Gruppe G, die die Gruppenaxiome erfu¨llt, heißt
Untergruppe von G. Die aus dem Einselement bestehende Gruppe sowie die Gruppe G
selbst bilden triviale Untergruppen von G. Nach dem Satz von Lagrange8 teilt im Fall
ﬁniter Gruppen die Kardinalita¨t einer Untergruppe die Gruppenordnung.
Als Periode eines Gruppenelements g wird die kleinste natu¨rliche Zahl p, fu¨r die
gp = e (3.2.18)
8Joseph Louis Lagrange, 1736–1813, italienischer Mathematiker und Astronom
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gilt, deﬁniert.
Die Struktur einer ﬁniten Gruppe la¨sst sich sehr elegant mittels einer Gruppentafel veran-
schaulichen, die detaillierte Auskunft u¨ber die Verknu¨pfungsregeln sa¨mtlicher Elemente
gibt. In der Kopfzeile sowie der Vorspalte dieses tabellarisch aufgebauten Schemas, auch
Multiplikationstabelle genannt, sind alle Gruppenelemente aufgelistet. Jedes Feld entha¨lt
das Ergebnis der Verknu¨pfung des Elementes aus der Vorspalte mit dem der Kopfzeile.
In jeder Spalte und Zeile tritt aufgrund des Umordnungstheorems jedes Gruppenelement
genau ein einziges Mal auf. Zwei Zeilen oder Spalten unterscheiden sich somit nur durch
eine unterschiedliche Anordnung der Gruppenelemente. Bestimmte Gruppeneigenschaften
lassen sich so leicht aus der Gruppentafel ablesen. Abelsche Gruppen weisen beispielsweise
eine symmetrische Gruppentafel bezu¨glich der Hauptdiagonalen auf, ebenso ko¨nnen Un-
tergruppen sehr einfach identiﬁziert werden. Alternativ la¨sst sich der Aufbau einer Gruppe
auch sehr kompakt durch die Angabe erzeugender Elemente in Verbindung mit deﬁnie-
renden Relationen angeben, woraus sich sa¨mtliche Gruppenelemente durch Verknu¨pfen
der Erzeuger, einschließlich ihrer Inversen, ergeben. Bedeutsam ist dabei das Aufsuchen
eines minimalen Erzeugendensystems.
Im Zusammenhang mit der Ausreduktion von Darstellungen einer Gruppe, auf die im
na¨chsten Unterabschnitt eingegangen wird, spielen Konjugationsklassen eine große Rolle.
Zwei Gruppenelemente g1, g2 heißen zueinander konjugiert, wenn ein Element g existiert,
so dass
∃g ∈ G : g1 ◦ g = g ◦ g2, g1, g2 ∈ G (3.2.19)
gilt. Unter einer Konjugationsklasse wird die Sequenz aller zueinander konjugierten Ele-
mente Ki = {g−1 ◦ gi ◦ g : g ∈ G} verstanden. Jede ﬁnite Gruppe ist eindeutig in eine
bestimmte Anzahl von Konjugationsklassen, die kein Element gemeinsam haben, zerleg-
bar.
Von außerordentlicher Wichtigkeit in der Gruppentheorie sind ebenfalls die Begriﬀe des
Homomorphismus und des Isomorphismus von Gruppen. Eine Abbildung φ, die jedem
Element der Gruppe G eindeutig ein Element der Gruppe G′ unter Wahrung der Ver-
knu¨pfungsregeln
φ : g → g′, φ : G→ G′ , (3.2.20a)
φ(g1 ◦ g2) = φ(g1) ◦ φ(g2), ∀g1, g2 ∈ G (3.2.20b)
zuordnet, heißt Gruppenhomomorphismus. Die Gruppenstruktur bleibt dabei erhalten.
Als wichtige Folge ergibt sich daraus, dass die Einselemente sowie die zueinander inversen
Elemente von homomorphen Gruppen einander entsprechen. Erfolgt die Zuordnung der
Gruppenelemente zudem in eineindeutiger Weise, d.h. ist die Abbildung φ bijektiv, liegt
ein Gruppenisomorphismus vor: G ∼= G′. Zueinander isomorphe Gruppe besitzen voll-
kommen identische Eigenschaften und unterscheiden sich lediglich in der Bezeichnung der
Elemente. Damit kann sich beim Studium einer konkreten Gruppe auf einen abstrakten
Repra¨sentanten der Zusammenfassung aller dazu isomorphen Gruppen, die als Isomor-
phieklasse bezeichnet wird, beschra¨nkt werden.
Durch Festlegung der Hintereinanderausfu¨hrung zweier Bewegungen des Ortsraums als
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bina¨re Verknu¨pfung9 in Verbindung mit der Wirkung der Identita¨t
(g1 ◦ g2)r = g1(g2r) , ∀g1, g2 ∈ G, r ∈ D0 , (3.2.21a)
er = r , e ∈ G, r ∈ D0 (3.2.21b)
ko¨nnen die eingefu¨hrten Symmetrieoperationen oder Teilmengen davon unter Wahrung
des Vollsta¨ndigkeitsaxioms zu Gruppen erweitert werden, da sowohl die Umkehropera-
tionen als auch das neutrale Element existieren. Gleiches ist auch mo¨glich fu¨r die Dar-
stellungsmatrizen der Symmetrieoperatoren im euklidischen Raum mit der gewo¨hnlichen
Matrixmultiplikation als Verknu¨pfung. Aus mathematischer Sicht deﬁnieren die Eigen-
schaften nach Gleichung (3.2.21) eine Linksoperation der Gruppe G auf dem Vektorraum
D0. Die Wirkung Σ dieser Gruppe ist eine Abbildung, die jedem Paar, bestehend aus
einem Gruppenelement und einem Ortsvektor, ein Element des Ortsraums zuordnet:
Σ : (g, r) → gr, Σ : G×D0 → D0 . (3.2.22)
Alternativ kann die Wirkung einer Symmetriegruppe auch als Rechtsoperation erkla¨rt
werden, in dieser Arbeit wird jedoch ausschließlich die Deﬁnition in Gleichung (3.2.21)
zugrunde gelegt. Im Zusammenhang mit Gruppenoperationen ist der Begriﬀ der isotropen
Untergruppe bzw. Fixgruppe sowie des Orbits bzw. der Bahn eines Elements aus dem
Ortsraum von großer Bedeutung. Die Untergruppe
Gi := {g ∈ G : gri = ri} (3.2.23)
der Gruppe G, deren Elemente den Ortsvektor ri auf sich selbst abbilden, wird als dessen
Fixgruppe bezeichnet. Unter der Bahn des Vektors r wird die Menge
Gr := {gr : g ∈ G} (3.2.24)
verstanden. Sie bildet mithin eine Partition des Ortsraumes. Zwei Elemente heißen a¨qui-
valent zueinander, wenn ihre Bahnen u¨bereinstimmen. Das bedeutet, dass eine Symme-
trieoperation existiert, die die Vektoren aufeinander abbildet:
r1 ∼ r2 ⇔ ∃g ∈ G : gr1 = r2 . (3.2.25)
Jeder Vektor ist trivialerweise zu sich selbst a¨quivalent.
Eine Gruppe zula¨ssiger Symmetrieoperationen eines Systems wird als dessen Symmetrie-
gruppe bezeichnet. Entha¨lt diese Gruppe die ho¨chstmo¨gliche Anzahl von Symmetrieope-
rationen, gegenu¨ber denen das System invariant ist, so heißt sie volle Symmetriegruppe
des Systems [13]. Symmetriegruppen o¨rtlich beschra¨nkter, geometrischer Objekte sind
stets Untergruppen der euklidischen Bewegungsgruppe, die durch die Gesamtheit aller
Isometrien des euklidischen Raums gebildet wird. Ein Beispiel fu¨r unterschiedliche, aber
zueinander isomorphe Symmetriegruppen ist in Abbildung 3.4 gezeigt. Das Objekt in
Abbildung 3.4a) weist eine Spiegelsymmetrie auf, das Objekt in Abbildung 3.4b) ist da-
gegen invariant gegenu¨ber der Drehung um den halben Vollwinkel. Die vollen Symmetrie-
gruppen beider Objekte sind von zweiter Ordnung und besitzen dieselbe mathematische
Struktur, womit sie durch die abstrakte zyklische Gruppe Z2 = 〈g〉 mit g2 = e gema¨ß
Abbildung 3.4c) repra¨sentiert werden ko¨nnen.
9Auf die besondere Kennzeichnung der Verknu¨pfung von zwei Symmetrieoperationen wird im weiteren
Verlauf verzichtet.
72 Kapitel 3. Finite Symmetriegruppen
a) Symmetriegruppe Cs
σE→ e
σ→ g
b) Symmetriegruppe C2
C2
E→ e
C2→ g
c) abstrakte
Gruppe Z2
Z2 e g
e e g
g g e
Abbildung 3.4: Planare geometrische Figuren mit unterschiedlichen Symmetriegruppen
gleicher Isomorphieklasse. Die Struktur a) ist spiegelsymmetrisch und besitzt die Symme-
trie der Gruppe Cs, Struktur b) ist rotationssymmetrisch und besitzt die Symmetrie der
Gruppe C2. Beide Gruppen geho¨ren derselben Isomorphieklasse an, die durch die abstrakte
Gruppe Z2 mit der Gruppentafel c) repra¨sentiert wird.
3.2.2.2 Darstellung von Gruppen
Eine Darstellung einer Gruppe ist allgemein ein Homomorphismus φ einer abstrakten
Gruppe G auf die Gruppe linearer, regula¨rer Operatoren φ(g), die einen Vektorraum V auf
sich selbst abbilden. Dieser bezu¨glich der Gruppe G invariante Vektorraum V heißt Dar-
stellungsraum der Gruppe G, wobei auch unendlich-dimensionale Ra¨ume zugelassen sind
[62]. Ist die Abbildung φ bijektiv und damit eineindeutig, wird von einer treuen Darstel-
lung gesprochen. Da auf diskreten Vektorra¨umen wirkende lineare Operatoren bezu¨glich
einer beliebig wa¨hlbaren Basis in Form von Matrizen darstellbar sind, wird sich ha¨uﬁg
auf die Gruppe dieser Matrizen beschra¨nkt und der Begriﬀ der Darstellung auf diesen
Spezialfall, der hier als Matrixdarstellung bezeichnet werden soll, reduziert. Fu¨r eine an-
schauliche Herangehensweise ist das von Vorteil und soll vorerst in dieser Weise erfolgen,
fu¨r eine universelle Formulierung der harmonischen Analyse auf Gruppen wird spa¨ter
die allgemeinere Sichtweise bevorzugt. Die Dimension einer Darstellung dφ = dim(V)
ist gleichbedeutend mit der Dimension des Darstellungsraums und entspricht somit dem
Rang der Darstellungsmatrizen der linearen Operatoren.
Wie bereits festgestellt wurde, bildet die Gesamtheit der Darstellungsmatrizen D(g) der
auf dem Ortsraum wirkenden Symmetrieoperatoren mit der gewo¨hnlichen Matrixmultipli-
kation als Verknu¨pfung selbst auch eine Gruppe. Bei gegebenem Transformationsverhalten
der Einheitsvektoren kann sehr einfach nachgewiesen werden, dass die Gruppenstruktur
durch die Koordinatenabbildung in Gleichung (3.2.6) erhalten bleibt und somit die Be-
dingung
D(g1g2) = D(g1)D(g2) (3.2.26)
erfu¨llt ist. Wegen der Isomorphie zwischen dem Ortsraum D0 und dem euklidischen Vek-
torraum 3 handelt es sich bei D um eine treue Darstellung der Symmetriegruppe G.
Ebenfalls leicht nachpru¨fbar ist die Wahrung der Verknu¨pfungsregeln bei der Abbil-
dung in die Gruppe der Symmetrieoperatoren auf Funktionenra¨umen T (G) gema¨ß Glei-
chung (3.2.16)
T (g1g2) = T (g1)T (g2), (3.2.27)
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wenn als Verkettung die Hintereinanderausfu¨hrung dieser Transformationen deﬁniert wird.
Dies la¨sst sich einfach auf Grundlage ihrer expliziten Realisierungen in Verbindung mit
der Matrizenrechnung und der Rechenregel fu¨r Determinanten det(AB) = det(A) det(B)
zeigen. Da die Determinante eine konkrete Realisierung der Vorzeichenfunktion sgn ist,
muss diese Abbildung der Gruppe G auf die zweielementige Gruppe {1,−1} mit der
gewo¨hnlichen Multiplikation als Verkettung ebenfalls strukturerhaltend sein:
sgn(g1g2) = sgn(g1)sgn(g2) . (3.2.28)
Folglich implizieren die Deﬁnitionsgleichungen (3.2.11) und (3.2.14) einen Gruppenhomo-
morphismus zwischen der Symmetriegruppe G und der Operatorgruppe T .
Durch Wechsel der Vektorraumbasis gelangt man zu unterschiedlichen, aber vollkommen
gleichwertigen Darstellungsmatrizen eines linearen Operators. Dementsprechend sind Dar-
stellungen, die simultan mittels einer A¨hnlichkeitstransformation ineinander u¨bergefu¨hrt
werden ko¨nnen, zueinander a¨quivalent. Sa¨mtliche Darstellungen einer Gruppe zerfallen
somit in Klassen von paarweise zueinander a¨quivalenten Darstellungen. In diesem Zu-
sammenhang ist der Charakter einer endlichdimensionalen Darstellung, der als Spur der
Darstellungsmatrix deﬁniert
χ(g) := tr {T(g)} (3.2.29)
und invariant unter A¨hnlichkeitstransformationen ist, von besonderem Interesse. A¨qui-
valente Darstellungen besitzen demzufolge identische Charaktere und ko¨nnen so leicht
erkannt werden. Ebenso stimmen die Charaktere von Elementen aus einer Konjugations-
klasse u¨berein.
Entscheidend fu¨r die Ausnutzung von Symmetrien ist die Zerlegbarkeit des betrachte-
ten Vektorraums in mehrere Untervektorra¨ume, die durch alle Symmetrieoperationen der
Gruppe auf sich selbst abgebildet werden und damit invariant bezu¨glich der Symme-
triegruppe sind. Das ist gleichbedeutend mit einer simultanen U¨berfu¨hrung sa¨mtlicher
Darstellungsmatrizen in eine gleichartige Blockdiagonalform. Wenn es eine Basistrans-
formation gibt, die diese Blockdiagonalisierung ermo¨glicht, dann heißt die Darstellung
reduzibel. Die einzelnen, auf der Hauptdiagonalen angeordneten Blockmatrizen, die die
Wirkung des linearen Operators in den korrespondierenden invarianten Unterra¨umen be-
schreiben, bilden selbst auch eine Darstellung der Gruppe und ko¨nnen, falls mo¨glich,
weiter ausreduziert werden. Lassen sich sa¨mtliche Blo¨cke der Darstellungsmatrizen nicht
mehr durch Darstellungen niedrigerer Dimension ausdru¨cken, ist die vollsta¨ndige Reduk-
tion der Darstellung T(g) erreicht. Jede Darstellung einer Gruppe ist somit a¨quivalent zu
einer, die sich in Form einer direkten Summe irreduzibler Darstellungen Rk(g) : E ik → E ik
schreiben la¨sst. Damit zerfa¨llt der Vektorraum V in zueinander komplementa¨re, invari-
ante Untervektorra¨ume E ik, die demnach irreduzible Darstellungsra¨ume der Dimension
dim{E ik} = dk sind:
T(g) ∼ UT(g)U−1 =
∑
⊕
k
mkRk(g) ⇔ V =
K⊕
k=1
mk⊕
i=1
E ik, mk ∈ 0. (3.2.30)
Abha¨ngig von der Dimension des Darstellungsraums ko¨nnen bestimmte irreduzible Dar-
stellungen in der Zerlegung mehrfach oder sogar u¨berhaupt nicht auftreten, was durch die
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Multiplizita¨t
mk =
1
|G|
∑
g∈G
χ(g)χk(g
−1) (3.2.31)
zum Ausdruck gebracht wird. Zueinander a¨hnliche Darstellungen werden dabei nicht un-
terschieden.
Am Beispiel des zweidimensionalen Funktionenraums10 V(,) = span{exp, exp−1}, der
oﬀensichtlich invariant gegenu¨ber der Spiegelsymmetriegruppe Cs = {E, σ} ist, soll der
geschilderte Sachverhalt verdeutlicht werden. Der Tra¨ger der Funktionen ist auf den ein-
dimensionalen euklidischen Raum beschra¨nkt, so dass die Symmetrietransformationen
des Ortsraums durch die (1 × 1)-Matrizen D(E) = (1) und D(σ) = (−1) repra¨sentiert
werden. Hieraus la¨sst sich auch sofort schlussfolgern, dass der Einheitsoperator und die
Spiegelung die einzig mo¨glichen zula¨ssigen Symmetrietransformationen eindimensionaler
Gebiete sein ko¨nnen. Die Elemente f ∈ V sollen sich wie Skalare transformieren, so dass
fu¨r die Einheitsvektoren folgt:
T (E) exp = exp, T (σ) exp = exp−1,
T (E) exp−1 = exp−1, T (σ) exp−1 = exp .
Als Darstellung bezu¨glich dieser Basis resultieren damit die beiden (2× 2)-Matrizen
T(E) =
(
1 0
0 1
)
, T(σ) =
(
0 1
1 0
)
, (3.2.32)
die durch eine unita¨re A¨hnlichkeitstransformation mit
U =
1√
2
(
1 1
1 −1
)
(3.2.33)
in eine gleichartige Blockdiagonalform
UT(E)U−1 =
(
1 0
0 1
)
= (1)⊕ (1) = R1(E)⊕R2(E), (3.2.34a)
UT(σ)U−1 =
(
1 0
0 −1
)
= (1)⊕ (−1) = R1(σ)⊕R2(σ) (3.2.34b)
u¨berfu¨hrt werden ko¨nnen. Die so erhaltene Gruppe von Matrizen ist eine Darstellung
der Gruppe Cs bezu¨glich der symmetriegerechten Basis {cosh, sinh}. Jede der hyperbo-
lischen Funktionen, die ein bekanntes Beispiel fu¨r die Zerlegung von Funktionen in ge-
rade und ungerade Anteile sind, spannt somit einen eindimensionalen invarianten Un-
terraum auf. Da die Gruppe Cs in zwei Konjugationsklassen zerfa¨llt, existieren zwei
ina¨quivalente, irreduzible Darstellungen. Das ist zum einen die triviale Einsdarstellung
R1 : {E, σ} → {(1)}, die jede Symmetriegruppe besitzt, sowie die ebenfalls eindimensio-
nale Darstellung R2 : {E, σ} → {(1), (−1)}.
Da die irreduziblen Darstellungen eine Basis jedes erdenklichen Darstellungsraums einer
Gruppe bilden, ko¨nnen sie als Grundbausteine aller Matrixdarstellungen angesehen wer-
den, so dass sich auf deren Studie beschra¨nkt werden kann. Nach dem ersten Satz von
10Die Funktion exp−1 symbolisiert die reziproke Funktion, nicht die Inverse: exp−1(x) := exp(−x).
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Burnside11 ist die maximale Anzahl derartiger Darstellungen einer jeden Gruppe gleich
der Anzahl ihrer Konjugationsklassen K. Folgerichtig gibt es zu ﬁniten Gruppen auch
nur eine endliche Anzahl ina¨quivalenter irreduzibler Darstellungen, die fu¨r alle ga¨ngigen
Punktgruppen in der einschla¨gigen Literatur zu ﬁnden sind. Fu¨r die in dieser Arbeit
relevanten Symmetriegruppen sind sie zudem im Anhang aufgelistet. Der zweite Satz
von Burnside liefert einen wichtigen Zusammenhang zwischen deren Dimension und der
Gruppenordnung: ∑
R∈R
d2R = |G|. (3.2.35)
Hierbei ist u¨ber den vollsta¨ndigen Satz R = {R1,R2, . . . ,RK} der ina¨quivalenten, irredu-
ziblen Darstellungen zu summieren. Von zentraler Bedeutung in der Darstellungstheorie
und damit fu¨r die Anwendung der Gruppentheorie zur Ausnutzung von Symmetrien ist
das aus den beiden Lemmata von Schur12 ableitbare große Orthogonalita¨tstheorem
dRm
∑
g∈G
[Rm(g)]ij
[
Rn(g
−1)
]
kl
= |G|δmnδilδjk, (3.2.36)
wobei [Rm(g)]ij und [Rn(g
−1)]kl die Matrixkomponenten von zwei beliebigen irreduziblen
Darstellungen sind. Eine weitere wichtige Konsequenz ist die Vollsta¨ndigkeitsrelation∑
R∈R
dRtr
{
R(gµ)R(g
−1
ν )
}
= |G|δµν . (3.2.37)
Aus den beiden letzten Gleichungen wird deutlich, dass die aus den Komponenten der
irreduziblen Darstellungsmatrizen gebildeten Vektoren
√
dR
|G| [R(g)]ij eine vollsta¨ndige Or-
thonormalbasis des Raums  |G| bezu¨glich des Standardskalarprodukts bilden, wenn die
Darstellungsmatrizen unita¨r gewa¨hlt werden:
R(g−1) = R(g)H ⇔ [R(g−1)]
ij
= [R(g)]ji . (3.2.38)
Da jede Klasse a¨quivalenter Darstellungen einer ﬁniten Gruppe mindestens eine unita¨re
Darstellung entha¨lt, soll sich im weiteren Verlauf ausschließlich darauf beschra¨nkt werden.
Ein Beweis zu dieser Annahme wird beispielsweise in [70] gefu¨hrt.
3.2.3 Gruppenalgebra
Das eigentliche mathematische Instrument zur Ausnutzung geometrischer Symmetrien in
der numerischen Feldberechnung stu¨tzt sich auf eine Erweiterung von Gruppen zu Alge-
bren, die dadurch motiviert ist, dass neben der Hintereinanderausfu¨hrung von Symmetrie-
operationen auch deren Linearkombinationen sinnvoll deﬁniert und angewendet werden
ko¨nnen, so dass ein breiteres Spektrum an Operatoren verfu¨gbar ist.
Zur Konstruktion einer Gruppenalgebra u¨ber den komplexen Zahlen  (G) wird ein Vek-
torraum u¨ber diesem Ko¨rper mit den vorerst abstrakten Gruppenelementen g als ortho-
normale Basis betrachtet, womit gleichermaßen ein Skalarprodukt13
〈gi, gj〉G := δij (3.2.39)
11William Burnside, 1852–1927, englischer Mathematiker
12Issai Schur, 1875–1941, deutscher Mathematiker
13Das hier verwendete Skalarprodukt soll linear im ersten und semilinear im zweiten Argument sein.
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auf diesem Raum erkla¨rt ist. Die Menge aller linearen Funktionale, die diesen Vektorraum
auf den Ko¨rper der komplexen Zahlen abbilden
α :  (G)→  , α ∈  (G), (3.2.40)
konstituieren den zugeho¨rigen Dualraum  (G), dessen Basis durch γi(gj) = δij festgelegt
sein soll. Damit la¨sst sich jedes Element aus diesen beiden Ra¨umen als Linearkombination
der Basisvektoren
a =
|G|∑
i=1
γi(a)gi , a ∈  (G) und α =
|G|∑
i=1
α(gi)γi , α ∈  (G) (3.2.41)
darstellen. Eine konkrete Bedeutung erhalten die als rein formale Summe erkla¨rten Ele-
mente a erst, wenn an Stelle der abstrakten Gruppenelemente konkrete Realisierungen,
wie beispielsweise Symmetrieoperatoren, treten, fu¨r die eine Addition und Vervielfachung
in geeigneter Weise deﬁniert wird. Durch die Abbildung
Φ : a → α, Φ :  (G) →  (G) , mit Φ(a) := 〈·, a〉G (3.2.42)
werden schließlich die Elemente aus den beiden Ra¨umen in eineindeutiger Weise mitein-
ander in Beziehung gesetzt, so dass das Element a mit dem zugeho¨rigen Funktional α
identiﬁziert werden kann. Aus Gleichung (3.2.42) folgt in Verbindung mit dem Skalarpro-
dukt, das unter Beru¨cksichtigung von Gleichung (3.2.39) die Gestalt
〈a1, a2〉G =
|G|∑
i=1
γi(a1)γi(a2)
 (3.2.43)
annimmt, dass die Koeﬃzienten korrespondierender Elemente konjugiert komplex zuein-
ander sind
α(gi) = γi(a)
 . (3.2.44)
Die Addition von Vektoren erfolgt wie gewohnt komponentenweise. Ebenso ist die skalare
Multiplikation mit einem Element des Ko¨rpers c ∈   durch die Wirkung auf die einzelnen
Komponenten erkla¨rt. Damit gilt:
a1 + a2 =
|G|∑
i=1
[γi(a1) + γi(a2)]gi ⇔ (α1 + α2)(g) = α1(g) + α2(g), (3.2.45a)
c a =
|G|∑
i=1
[c γi(a)]gi ⇔ (cα)(g) = cα(g). (3.2.45b)
Durch Deﬁnition einer weiteren bina¨ren Verknu¨pfung
a1  a2 =
|G|∑
i=1
|G|∑
j=1
γi(a1)γj(a2) gi ◦ gj , (3.2.46)
die durch die Gruppenmultiplikation als Verknu¨pfungsvorschrift fu¨r die Basiselemente in
Verbindung mit dem Distributivgesetz auf natu¨rliche Weise herbeigefu¨hrt wird, kann der
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Vektorraum zu einer Algebra mit dem neutralen Gruppenelement e als Einselement dieser
Operation, dem das Funktional δ mit der Eigenschaft
δ(g) :=
{
1 , g = e
0 , g = e (3.2.47)
zugeordnet ist, erga¨nzt werden. Im zugeho¨rigen Dualraum entspricht diese Verknu¨pfung
einer diskreten Faltung, die auch als Faltung auf ﬁniten Gruppen bezeichnet wird. Die Ko-
eﬃzienten des Faltungsproduktes bezu¨glich der aus den Gruppenelementen bestehenden
Basis ergeben sich unter Ausnutzung des Umordnungstheorems zu:
(α1  α2)(g) =
|G|∑
j=1
α1(gj)α2(g
−1
j g) =
|G|∑
j=1
α1(gg
−1
j )α2(gj). (3.2.48)
Es ist zu beachten, dass diese assoziative bilineare Abbildung im Allgemeinen nicht kom-
mutativ ist. Lediglich im Fall abelscher Gruppe triﬀt dies uneingeschra¨nkt zu.
Zur spa¨teren Feststellung und Ausnutzung bestimmter Eigenschaften der Symmetrieope-
ratoren und deren Linearkombinationen erweist sich die Einfu¨hrung des adjungierten Ele-
mentes a bezu¨glich des Skalarproduktes als sinnvoll, das auf Basis der Deﬁnitionsglei-
chung 〈a a1, a2〉G = 〈a1, a a2〉G die konkrete Gestalt
a =
|G|∑
i=1
γi(a)
g−1i =
|G|∑
i=1
α(g−1i )gi (3.2.49)
besitzt. Hierbei handelt es sich formal um eine selbstinverse Abbildung der Algebra auf
sich, weshalb sie als Involution bezeichnet wird.
Werden die Koordinaten aus Gleichung (3.2.44) zu einem Spaltenvektor a ∈  |G| mit den
Komponenten
[a]n = α(gn), n ∈ [1, |G|] (3.2.50)
zusammengefasst, lassen sich die bisher eingefu¨hrten Operationen und Relationen auch
sehr elegant mit Hilfe des Matrizenkalku¨ls ausdru¨cken. Das Faltungsprodukt der Grup-
penalgebra (G) kann dabei als eine auf den Vektorraum |G| wirkende lineare Abbildung,
die durch eine Matrix repra¨sentiert wird, gedeutet werden, womit Gleichung (3.2.48) auch
in der a¨quivalenten Form⎛
⎜⎜⎜⎝
(α1  α2)(g1)
(α1  α2)(g2)
...
(α1  α2)(g|G|)
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎝
α1(g1g
−1
1 ) α1(g1g
−1
2 ) · · · α1(g1g−1|G|)
α1(g2g
−1
1 ) α1(g2g
−1
2 ) · · · α1(g2g−1|G|)
...
...
. . .
...
α1(g|G|g−11 ) α1(g|G|g
−1
2 ) · · · α1(g|G|g−1|G|)
⎞
⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
α2(g1)
α2(g2)
...
α2(g|G|)
⎞
⎟⎟⎟⎠ (3.2.51)
geschrieben werden kann. Jede Zeile bzw. Spalte der Matrix setzt sich aus den Koordi-
naten des ersten Faktors des Faltungsproduktes zusammen, deren Reihenfolge von der
Gruppenstruktur bestimmt wird und damit einen a¨hnlichen Aufbau wie die Gruppentafel
besitzt. Neben einem kompakten Erscheinungsbild bietet diese vollkommen gleichwertige
Sichtweise den Vorteil, dass sa¨mtliche Darstellungen und Umformungen der Gleichungen
in der fu¨r eine Umsetzung auf einer Rechenanlage vorteilhaften Matrixform erfolgen kann.
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Ein wichtiger Spezialfall ergibt sich, wenn die Gruppenalgebra selbst als Darstellungs-
raum angesehen wird, auf dem die erzeugende Gruppe G, wie vereinbart wurde, von
links wirkt. Diese Gruppenaktion entspricht der eingefu¨hrten Multiplikation eines Ba-
siselementes g mit einem beliebigen Element der Algebra a und fu¨hrt auf die Gruppe der
(|G| × |G|)-Permutationsmatrizen als Repra¨sentanten der Symmetrieoperatoren mit den
Komponenten
[Dreg(g)]ij = δ(g
−1
i ggj), i, j ∈ [1, |G|], (3.2.52)
da nach dem Umordnungstheorem lediglich die Eintra¨ge des zweiten Faktors vertauscht
werden. Die Abbildung der Symmetriegruppe auf diese Matrixgruppe wird regula¨re Dar-
stellung genannt.
Aus der Systemtheorie ist bekannt, dass ein durch die Fourier-Transformation vermit-
telter Basiswechsel die Auswertung von Faltungsprodukten, die bei der Bestimmung der
Ausgangsreaktion linearer, zeitinvarianter Systeme auftreten, wesentlich vereinfacht und
eﬃzienter gestaltet. Dieses Vorgehen la¨sst sich auch ohne weitere Schwierigkeiten auf die
hier betrachtete Gruppenalgebra ausweiten und fu¨hrt auf eine verallgemeinerte Varian-
te der Fourier-Transformation. Aufgrund der besonderen Eigenschaften der unita¨ren,
irreduziblen Darstellungen bietet sich die Konstruktion eines neuen Satzes von Basisele-
menten der Form
Rijk =
∑
g∈G
[Rk(g)]ij g , i, j ∈ [1, dRk ], k ∈ [1, K], Rijk ∈  (G) (3.2.53)
an, der, wie sich leicht mit Hilfe der Orthogonalita¨tsrelation zeigen la¨sst, vollsta¨ndig und
orthogonal bezu¨glich des auf dieser Algebra eingefu¨hrten Skalarproduktes ist:
〈
Rijµ , R
kl
ν
〉
G
=
|G|
dRµ
δµνδikδjl . (3.2.54)
Im Gegensatz zum urspru¨nglichen Basissatz wurde ein dreidimensionales Indizierungs-
schema fu¨r die neuen Basiselemente gewa¨hlt, das sich spa¨ter als sehr vorteilhaft her-
ausstellen wird. Nach dem Satz von Burnside ist die Anzahl der neuen Basiselemente
erwartungsgema¨ß gleich der Gruppenordnung und damit der Dimension der Gruppenal-
gebra. Damit kann jedes Element der Gruppenalgebra in die so deﬁnierte Basis entwickelt
werden:
a =
K∑
k=1
dRk∑
i=1
dRk∑
j=1
dRk
|G| α(R
ij
k )
Rijk . (3.2.55)
Die der Basis Rijk zugeordneten Koordinaten sind u¨ber den durch Gleichung (3.2.42)
vermittelten Zusammenhang zwischen Algebra und Dualraum festgelegt:
α(Rijk ) =
〈
Rijk , a
〉
G
=
∑
g∈G
α(g) [Rk(g)]ij , α(R
ij
k ) ∈  . (3.2.56)
Fu¨r eine u¨bersichtliche und kompakte Schreibweise erweist es sich als sinnvoll, die mit
einer Darstellung korrespondierenden Koordinaten als Komponenten α(Rijk ) = [α(Rk)]ij
einer quadratischen Matrix aufzufassen, so dass Gleichung (3.2.56) die endgu¨ltige Gestalt
α(R) =
∑
g∈G
α(g)R(g) , α(R) ∈  dR×dR (3.2.57)
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annimmt. Durch Einsetzen von Gleichung (3.2.53) in Gleichung (3.2.55) lassen sich die
Koeﬃzienten bezu¨glich der alten Basis aus denen bezu¨glich der neuen Basis zuru¨ck ge-
winnen. Unter Beru¨cksichtigung von Gleichung (3.2.38) kann dieser Zusammenhang auch
mit Hilfe der Spur einer Matrix in der geschlossenen Form
α(g) =
∑
R∈R
dR
|G|tr
{
α(R)R(g−1)
}
, α(g) ∈   (3.2.58)
angegeben werden. Der durch die Gleichungen (3.2.57) und (3.2.58) vermittelte Basiswech-
sel wird als verallgemeinerte Fourier-Transformation oder auch als Fourier-Transfor-
mation auf ﬁniten Gruppen bezeichnet.
Fu¨r eine Darstellung dieser Basistransformation im Rahmen der Matrizenrechnung soll
vereinbart werden, dass der Koeﬃzientenvektor aˆ ∈  |G| bezu¨glich der neuen Basis mit
den Komponenten
[aˆ]m =
√
dRk
|G| [α(Rk)]ij (3.2.59)
durch sequentielle Anordnung der Spalten von α(R) aufgebaut ist, womit der Zusammen-
hang zwischen den beiden Indizierungsschemata durch
m = i + (j − 1)dRk + (k − 1)KdRk, i, j ∈ [1, dRk ], k ∈ [1, K] (3.2.60)
gegeben ist. Zusa¨tzlich wurde eine passende Normierung vorgenommen, um zu einer
unita¨ren Transformationsmatrix F ∈  |G|×|G| mit den Komponenten
[F]mn =
√
dRk
|G| [Rk(gn)]ij , n ∈ [1, |G|] (3.2.61)
zu gelangen, womit sich obige Korrespondenz auch in Matrixschreibweise
aˆ = Fa ⇔ a = FH aˆ (3.2.62)
formulieren la¨sst.
Der immense Vorzug des Basiswechsels wird deutlich, wenn die Auswertung des Faltungs-
produktes in der neuen Basis na¨her in Augenschein genommen wird. Bedingt durch die
leicht nachpru¨fbare Verknu¨pfungseigenschaft der neuen Basiselemente
Rijµ R
kl
ν =
|G|
dRµ
δµνδjkR
il
µ (3.2.63)
vereinfacht sich die Faltung von zwei Elementen des Dualraums zu einer komponenten-
weisen Multiplikation der zugeho¨rigen Koordinatenmatrizen bezu¨glich der neuen Basis:
(α1  α2)(R) = α1(R)α2(R) . (3.2.64)
Im Kontext der Matrizenrechnung wird der die Faltung beschreibende Operator durch
die Matrix F einer unita¨ren A¨hnlichkeitstransformation unterworfen und nimmt Block-
diagonalgestalt mit den Teilmatrizen α1(R), die jeweils dR-fach auf der Hauptdiagonalen
vertreten sind, an. Fu¨r das Beispiel der regula¨ren Darstellungsmatrizen folgt daraus, dass
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sich diese bezu¨glich der neuen Basis als direkte Summe aus den irreduziblen Darstellun-
gen R(g) der Gruppe G mit der Multiplizita¨t dR zusammensetzen. Zur Illustration sei
die Transformation der regula¨ren Darstellungsmatrix Dreg(σv) des Spiegelungsoperators
σv aus der Gruppe C3v = {E,C3, C23 , σv, σvC3, C3σv} betrachtet:
FDreg(σv)F
H = F
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠F
H =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 −1 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
⎞
⎟⎟⎟⎟⎟⎟⎠ . (3.2.65)
Somit leistet die Fourier-Transformation auf Gruppen eine simultane Blockdiagonali-
sierung der Darstellungsmatrizen der Symmetrieoperatoren.
Ein interessanter Sonderfall ergibt sich, wenn die auf der abstrakten zyklischen Grup-
pe Zn erkla¨rte Algebra u¨ber den komplexen Zahlen herangezogen wird. Bedingt durch
die strukturellen Eigenschaften dieser abelschen Gruppe kann eine U¨bereinstimmung der
Gestalt des Faltungsproduktes in Gleichung (3.2.48) mit der aus der digitalen Signalver-
arbeitung bekannten Faltung endlicher Signalfolgen festgestellt werden. Die zugeho¨rigen
irreduziblen Darstellungen sind die n-ten Einheitswurzeln, welche gerade die Basis der
wohl vertrauten diskreten Fourier-Transformation (DFT) bilden.
Anzumerken ist, dass sich das dargelegte Konzept der Erweiterung einer Gruppe zu einer
Algebra weiter verallgemeinern la¨sst, indem ein beliebiger Ring zugrunde gelegt wird,
dessen Anforderungen an die mathematische Struktur deutlich schwa¨cher sind als die des
hier angenommenen Zahlenko¨rpers. Damit lassen sich wesentlich abstraktere Algebren
deﬁnieren, wovon auch in den spa¨teren Kapiteln Gebrauch gemacht wird.
3.3 Zerlegung in Symmetrietypen
3.3.1 Spektralanalyse der Symmetrieoperatoren
Ziel dieses Abschnittes ist es, den Ursprung und die Bedeutung der irreduziblen Darstel-
lungen einer Symmetriegruppe, die sich aus Sicht der Spektraltheorie als Eigenwerte der
zugeho¨rigen Symmetrieoperatoren interpretieren lassen, darzulegen, um so einen tieferen
Einblick in die grundlegende Idee der Symmetriereduktion zu gewinnen. Die Spektralana-
lyse eines linearen Operators oder genauer eines Endomorphismus fu¨hrt typischerweise
auf ein Eigenwertproblem, dessen Lo¨sung Aufschluss u¨ber seine Eigenra¨ume gibt, so dass
unter bestimmten Voraussetzungen die vollsta¨ndige Diagonalisierung des Operators er-
reichbar ist. Im Zusammenhang mit Symmetriegruppen sind nicht die im Allgemeinen
voneinander verschiedenen Eigensysteme der einzelnen Symmetrieoperatoren, sondern ei-
ne simultane Eigenbasis der gesamten Operatorgruppe von Interesse14.
14In Analogie zur Deﬁnition des zu einem bestimmten Eigenwert geho¨renden Eigenraums eines einzelnen
Operators soll unter einem simultanen Eigenraum einer Operatorgruppe ein Untervektorraum verstanden
werden, der invariant unter allen Symmetrietransformationen dieser Gruppe zu einem bestimmten Satz
von Eigenwerten ist. Wegen der geforderten Invarianzeigenschaft ist er auch zugleich Darstellungsraum,
der im Allgemeinen weiter in irreduzible Darstellungsra¨ume gleichen Typs zerlegbar ist.
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Zur Demonstration der Spektralzerlegung der Symmetrieoperatoren wird exemplarisch
von einer Symmetriegruppe G ausgegangen, die selbst auf dem durch ihre Elemente auf-
gespannten Vektorraum u¨ber den komplexen Zahlen operiert, wobei deren Wirkung durch
die Gruppenmultiplikation induziert wird. Die Operatoren g ∈ G sind damit sowohl Auto-
morphismen als auch Basisvektoren dieses regula¨ren Darstellungsraums, dessen Dimension
gleich der Gruppenordnung |G| ist. Aus der Eigenwertgleichung des Symmetrieoperators
ge
(i)
k (g) = λk(g)e
(i)
k (g) (3.3.1)
la¨sst sich leicht durch p-malige Anwendung dieses Operators die Sa¨kulargleichung
[λk(g)
p − 1] |G|p = 0 (3.3.2)
ableiten, die von den p-ten Einheitswurzeln
λk(g) = ζ
k
p = exp
(
j
2π
p
)k
, k ∈ [1, p] (3.3.3)
befriedigt wird. Hierin kennzeichnet p die Periode des Gruppenelementes g. Aus der
Lo¨sung (3.3.3) folgt, dass sich alle gesuchten Spektralwerte λk(g) auf dem Einheitskreis in
der komplexen Ebene beﬁnden: |λk(g)| = 1. Damit sind alle Symmetrieoperatoren unita¨r,
was auch unmittelbar aus Gleichung (3.2.49) mit γi(gj) = δij folgt. Der Eigenraum zu
jedem dieser paarweise verschiedenen Eigenwerte
Vk(g) = span
{
e
(i)
k : i ∈
[
1, |G|
p
]}
(3.3.4)
wird von einem Satz linear unabha¨ngiger Eigenvektoren e
(i)
k (g) aufgespannt und besitzt
eine von der Vielfachheit des Eigenwertes abha¨ngige Dimension |G|/p. Da ein unita¨rer
Operator zugleich normal ist, kann dieser unter Verweis auf den Spektralsatz als Linear-
kombination von paarweise zueinander orthogonalen Projektionsoperatoren
Pk(g) =
1
p
p∑
µ=1
[λk(g)
g]µ , (3.3.5)
die auf den zum Eigenwert λk(g) geho¨renden Eigenraum Vk(g) abbilden und selbst auch
der Eigenwertgleichung genu¨gen, ausgedru¨ckt werden:
g =
p∑
k=1
λk(g)Pk(g). (3.3.6)
Die Projektoren bilden dabei eine Zerlegung der Eins:
p∑
k=1
Pk(g) = e. (3.3.7)
Folglich kann jeder Symmetrieoperator fu¨r sich vollsta¨ndig diagonalisiert werden. Die
konkrete Bestimmung gemeinsamer invarianter Untervektorra¨ume soll zuerst anhand der
zyklischen Gruppe als Vertreter abelscher Gruppen vorgenommen und anschließend auf
eine speziell gewa¨hlte nichtkommutative Gruppe erweitert werden.
82 Kapitel 3. Finite Symmetriegruppen
3.3.1.1 Abelsche Gruppen
Aus der Spektraltheorie ist bekannt, dass zwei Operatoren mit identischer Eigenbasis
kommutieren. Der Umkehrschluss ist zula¨ssig, so dass die simultane Diagonalisierung der
Operatoren einer abelschen Gruppe, deren Elemente deﬁnitionsgema¨ß paarweise kommu-
tieren, von vornherein sichergestellt und einfach auf Grundlage einer Eigenwertanalyse
der einzelnen Operatoren durchfu¨hrbar ist.
Gegenstand der folgenden Untersuchung ist die diskrete Drehgruppe Cn = 〈Cn〉, die von
der Drehung um den Winkel 2π/n erzeugt wird und deren Gruppenordnung |G| = n ist.
Die Periode des Gruppenelementes Cνn la¨sst sich beispielsweise aus dem kleinsten gemein-
samen Vielfachen von Gruppenordnung und Exponenten bestimmen: νpν = kgV(n, ν).
Zum Zweck einer einfacheren und u¨bersichtlicheren Formulierung der nachfolgenden Zu-
sammenha¨nge wird im Gegensatz zu Gleichung (3.3.3) eine andere Zuordnung zwischen
den Za¨hlindizes k und den Eigenwerten eines jeden Drehoperators gewa¨hlt:
λk(C
ν
n) = exp
(
j
2π
n
νk
)
, Pk(C
ν
n) =
1
pν
pν∑
µ=1
[λk(C
ν
n)
Cνn]
µ , k ∈ [1, pν ]. (3.3.8)
Aus Gleichung (3.3.8) kann geschlossen werden, dass die zu Elementen gleicher Periode
geho¨renden Projektoren u¨bereinstimmen, womit sie auf identische Eigenra¨ume, jedoch
zu unterschiedlichen Eigenwerten abbilden. Des Weiteren kann jeder Projektionsoperator
weiter in die eindimensionalen Projektoren des erzeugenden Elementes
Pk =
1
n
n∑
µ=1
λk(C
µ
n)
Cµn , k ∈ [1, n] (3.3.9)
aufgespalten werden:
Pk(C
ν
n) =
n
pν
−1∑
κ=0
Pκpν+k, k ∈ [1, pν ]. (3.3.10)
Diese Operatoren projizieren auf eindimensionale, bezu¨glich sa¨mtlicher Symmetrieopera-
toren invariante Untervektorra¨ume und konstituieren, da sie zugleich auch Elemente des
Darstellungsraumes sind, eine Basis des Eigensystems der Operatorgruppe
Ek(Cn) = span {Pk} , k ∈ [1, n]. (3.3.11)
Die Menge aller Operatoreigenwerte λk(C
ν
n) entsprechen unter Einbeziehung ihrer Viel-
fachheit dem vollsta¨ndigen Satz ina¨quivalenter, irreduzibler Darstellungen Rk(C
ν
n) der
diskreten Drehgruppe Cn. Dass abelsche Gruppen generell nur eindimensionale, irredu-
zible Darstellungen besitzen, ist unter anderem eine unmittelbare Konsequenz aus der
Vertauschbarkeit aller Elemente, die, wie bereits erwa¨hnt wurde, eine Diagonalisierbarkeit
der Operatorgruppe und damit die Existenz einer simultanen eindimensionalen Eigenbasis
garantiert.
3.3.1.2 Nichtkommutative Gruppen
Bedingt durch die fehlende Voraussetzung der Vertauschbarkeit der Elemente nichtkom-
mutativer Gruppen ist eine simultane Diagonalisierung der Operatoren wie bei abelschen
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Gruppen nicht mehr gegeben. Es ist zwar auch in diesem Fall mo¨glich, gemeinsame invari-
ante Untervektorra¨ume zu ﬁnden, diese sind jedoch im Allgemeinen nicht eindimensional
und lassen sich auch nicht weiter reduzieren. Am Beispiel der Gruppe C3v = 〈C3, σv〉,
die durch die Drehung um den Winkel 2π/3 und der Spiegelung an der die Drehachse
enthaltenen Ebene erzeugt wird, soll auf die Besonderheiten, die die nichtkommutative
harmonische Analyse mit sich bringt, na¨her eingegangen werden.
Fu¨r die eigentlichen Drehungen C3 und C
2
3 ergeben sich unter Verweis auf die Ergebnis-
se des vorherigen Unterabschnittes die Eigenwerte und Projektoren auf die zugeho¨rigen
zweidimensionalen Eigenra¨ume mit der dritten Einheitswurzel ζ3 = exp(j2π/3) zu:
λk(C
ν
3 ) = ζ
kν
3 , Pk(C
ν
3 ) =
1
3
3∑
µ=1
[
ζ−kν3 C
ν
n
]µ
, ν ∈ [1, 2], k ∈ [1, 3]. (3.3.12)
Die Spiegelungen σv, σ
′
v = C3σv und σ
′′
v = σvC3 besitzen jeweils zwei Eigenwerte mit der
Vielfachheit Drei, so dass der 6-dimensionale Darstellungsraum in zwei dreidimensionale
Eigenra¨ume zerfa¨llt:
λ1/2(σv) = ±1, P1/2(σv) = 12 (E ± σv) , (3.3.13a)
λ1/2(σ
′
v) = ±1, P1/2(σ′v) = 12 (E ± σ′v) , (3.3.13b)
λ1/2(σ
′′
v ) = ±1, P1/2(σ′′v ) = 12 (E ± σ′′v ) . (3.3.13c)
Mit der Identita¨t E, zu der erwartungsgema¨ß nur ein einziger Eigenwert geho¨rt
λ1(E) = 1, P1(E) = E, (3.3.14)
ist die Spektralzerlegung der einzelnen Operatoren abgeschlossen. Zur Bestimmung der
Eigenvektoren wird von einem symmetrieangepassten Basissatz fu¨r den Darstellungsraum
mit den Eigenwerten als Gewichte
P 111 =
1
6
(
E + C3 + C
2
3 + σv + σ
′
v + σ
′′
v
)
, (3.3.15a)
P 112 =
1
6
(
E + C3 + C
2
3 − σv − σ′v − σ′′v
)
, (3.3.15b)
P 113 =
1
3
(
E + ζ23C3 + ζ3C
2
3
)
, (3.3.15c)
P 123 =
1
3
(
σv + ζ
2
3σ
′
v + ζ3σ
′′
v
)
, (3.3.15d)
P 213 =
1
3
(
σv + ζ3σ
′
v + ζ
2
3σ
′′
v
)
, (3.3.15e)
P 223 =
1
3
(
E + ζ3C3 + ζ
2
3C
2
3
)
(3.3.15f)
ausgegangen, der bezu¨glich des Skalarproduktes gema¨ß Gleichung (3.2.39) ebenso wie
der urspru¨ngliche Basissatz vollsta¨ndig und orthonormal ist. Ein Vergleich mit Glei-
chung (3.2.53) zeigt unter Verweis auf den im Anhang B.3 angegebenen Satz der irre-
duziblen Darstellungen der C3v-Gruppe, dass die so konstruierten Basisvektoren bis auf
einen Normierungsfaktor mit denen fu¨r die verallgemeinerte Fourier-Transformation
u¨bereinstimmen. Die Operatoreigenwerte ko¨nnen demzufolge mit den Komponenten der
irreduziblen Darstellungsmatrizen identiﬁziert werden. Nach Feststellung ihrer Transfor-
mationseigenschaften lassen sich die Eigenvektoren bezu¨glich der neuen Basis bestimmen
und die gewu¨nschten Eigenra¨ume der einzelnen Operatoren
V1(E) = span
{
P 111 , P
11
2 , P
11
3 , P
12
3 , P
21
3 , P
22
3
}
, (3.3.16a)
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V1(Cn) = V1(C2n) = span
{
P 113 , P
12
3
}
, (3.3.16b)
V2(Cn) = V2(C2n) = span
{
P 213 , P
22
3
}
, (3.3.16c)
V3(Cn) = V3(C2n) = span
{
P 111 , P
11
2
}
, (3.3.16d)
V1/2(σv) = span
{
1
2
(
P 113 ± P 213
)
, 1
2
(
P 123 ± P 223
)
, P1/2
}
, (3.3.16e)
V1/2(σ′v) = span
{
1
2
(
ζ23P
11
3 ± ζ3P 213
)
, 1
2
(
ζ23P
12
3 ± ζ3P 223
)
, P1/2
}
, (3.3.16f)
V1/2(σ′′v ) = span
{
1
2
(
ζ3P
11
3 ± ζ23P 213
)
, 1
2
(
ζ3P
12
3 ± ζ23P 223
)
, P1/2
}
(3.3.16g)
angeben. Alle Eigenra¨ume der betrachteten Operatoren sind zwar mehrdimensional und
damit entartet, ko¨nnen aber weiter zerlegt werden, da jeder Eigenvektor selbst einen
eindimensionalen Eigenraum zum gleichen Eigenwert aufspannt. Gesucht sind jedoch
kleinstmo¨gliche Untervektorra¨ume, die invariant bezu¨glich sa¨mtlicher Symmetrieopera-
toren sind. Die Vektoren P 111 und P
22
2 treten isoliert in allen Eigenra¨umen auf, womit of-
fensichtlich jeder eine eigensta¨ndige Basis eines eindimensionalen simultanen Eigenraums
konstituiert. Die verbleibenden Vektoren P 113 , P
12
3 , P
21
3 und P
22
3 spannen ebenfalls einen
invarianten Untervektorraum auf, der weiter in irreduzible Bestandteile zerlegbar ist. So
bilden beispielsweise wegen
C3P
11
3 = ζ3P
11
3 , σvP
11
3 = P
21
3 ,
C3P
21
3 = ζ
2
3P
21
3 , σvP
21
3 = P
11
3
die beiden Vektoren P 113 und P
21
3 eine mo¨gliche Basis eines zweidimensionalen Untervek-
torraums, der invariant bezu¨glich aller Operatoren ist. Zu den beiden bereits ermittelten
eindimensionalen simultanen Eigenra¨umen der Operatorgruppe C3v schließen sich letzt-
endlich noch zwei zweidimensionale Eigenra¨ume gleichen Typs an
E1(C3v) = span
{
P 111
}
, (3.3.17a)
E2(C3v) = span
{
P 112
}
, (3.3.17b)
E13 (C3v) = span
{
P 113 , P
21
3
}
, (3.3.17c)
E23 (C3v) = span
{
P 123 , P
22
3
}
, (3.3.17d)
die nicht weiter in invariante Untervektorra¨ume niedrigerer Dimension zerlegbar sind.
Sie repra¨sentieren demnach irreduzible Darstellungsra¨ume, da die beiden Basisvektoren
der Eigenra¨ume E13 bzw. E23 durch die Spiegelungsoperationen ineinander transformiert
werden. Das bedeutet, dass die Operatoren dieser Gruppe lediglich in eine gleichartige
Blockdiagonalform u¨berfu¨hrt werden ko¨nnen, auch wenn die einzelnen Operatoren fu¨r sich
betrachtet vollsta¨ndig diagonalisierbar sind. Wie bereits im vorangegangenen Abschnitt
angedeutet wurde, entspricht die Vielfachheit, mit der ein irreduzibler Darstellungsraum
eines bestimmten Typs auftritt, im regula¨ren Fall genau dessen Dimension mR = dR.
Leicht nachpru¨fbar ist, dass P 111 und P
11
2 Projektoren auf die simultanen Eigenra¨ume E1
und E2 sind. Dahingegen projizieren die Operatoren P 113 und P 223 nicht, wie eventuell zu
erwarten wa¨re, auf die Eigenra¨ume E13 und E23 , sondern auf die von den Erzeugendensys-
temen {P 113 , P 123 } und {P 223 , P 213 } aufgespannten Untervektorra¨ume
im(P 113 ) = span
{
P 113 , P
12
3
}
, (3.3.18a)
im(P 223 ) = span
{
P 213 , P
22
3
}
, (3.3.18b)
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welche aber nicht die gewu¨nschte Invarianz aufweisen. Mit Hilfe der Operatoren P 123 und
P 213 lassen sich jedoch die zugeho¨rigen orthogonalen Partner in dem jeweils anderen Raum
identiﬁzieren, die zusammen die gesuchten Eigenra¨ume aufspannen. Pra¨zisierte und allge-
mein gu¨ltige Eigenschaften dieser Abbildungsvorschriften werden im na¨chsten Abschnitt
gegeben.
3.3.2 Eigenschaften der Projektionsoperatoren
Bisher wurde die durch eine Gruppe erzeugte Algebra als exemplarischer Vektorraum zur
Verdeutlichung der Vorgehensweise beim Auﬃnden von simultanen, invarianten Unter-
vektorra¨umen der Elemente einer Symmetriegruppe herangezogen. Die im vorherigen Ab-
schnitt gefundenen Zusammenha¨nge sollen nun auf beliebige G-invariante Vektorra¨ume,
die damit zugleich Darstellungsra¨ume dieser Gruppe sind, ausgedehnt werden. Neben
sinnvoll deﬁnierten Symmetrietransformationen T (g) : V → V soll weiterhin ein Skalar-
produkt 〈·, ·〉 auf dem betrachteten Vektorraum V erkla¨rt sein, worauf aufbauend eine
neue Bilinearform
〈v1, v2〉T :=
1
|G|
∑
g∈G
〈T (g)v1, T (g)v2〉 , v1, v2 ∈ V (3.3.19)
gebildet werden kann, welche invariant gegenu¨ber den Symmetrietransformationen der
Gruppe G ist:
〈T (g)v1, T (g)v2〉T = 〈v1, v2〉T , ∀g ∈ G . (3.3.20)
Damit wird die vorteilhafte U¨bertragung der Unitarita¨tseigenschaft der abstrakten Grup-
penelemente auf die der Symmetrieoperatoren erreicht
T (g) = T (g)−1, (3.3.21)
so dass die grundlegenden Aussagen zur Spektralzerlegung der Symmetrieoperatoren ih-
re Gu¨ltigkeit behalten. Folglich bleiben ihre Eigenwerte sowie Spektraldarstellungen un-
vera¨ndert. Einzig der Entartungsgrad der gesuchten simultanen Eigenra¨ume variiert ab-
ha¨ngig vom zugrunde liegenden Darstellungsraum, da dessen Dimension auch kleiner oder
gro¨ßer als die der regula¨ren Darstellung der Gruppe sein kann.
In Analogie zur abstrakten Gruppe sollen nun die Symmetrieoperatoren T (g) Basisele-
mente einer Gruppenalgebra u¨ber den komplexen Zahlen sein, in der die Addition und
Vervielfachung der erzeugenden Elemente in einer zur Deﬁnition nach Gleichung (3.2.45)
vertra¨glichen Weise durch ihre punktweise Anwendung auf die Elemente des Vektorraums
[T (g1) + T (g2)]v := T (g1)v + T (g2)v, v1, v2 ∈ V, (3.3.22a)
[cT (g)]v := c[T (g)v], c ∈  , v ∈ V (3.3.22b)
erkla¨rt ist. Aus der so konstruierten Gruppenalgebra sollen die aus den Komponenten
der unita¨ren Darstellungsmatrizen des vollsta¨ndigen Satzes ina¨quivalenter, irreduzibler
Darstellungen der Gruppe G gebildeten Operatoren
P
(ij)
R =
dR
|G|
∑
g∈G
[R(g)]ij T (g), R ∈ R, i, j ∈ [1, dR], (3.3.23)
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die auch als Komponenten P
(ij)
R = [PR]ij einer Operatormatrix
PR =
dR
|G|
∑
g∈G
R(g) T (g), R ∈ R (3.3.24)
aufgefasst werden ko¨nnen, na¨her untersucht werden. Die Wirkung dieser Operatormatrix,
deren formale Einfu¨hrung eine auf dem Matrizenkalku¨l aufbauende kompakte und u¨ber-
sichtliche Schreibweise gestattet, ist dabei in vollkommener Analogie zur Multiplikation
einer Matrix mit einem Skalar elementweise deﬁniert
PR : v → vR, PR : V → VdR×dR , mit [vR]ij := P (ij)R v, (3.3.25)
so dass eine aus den einzelnen transformierten Funktionen bestehende Matrix gleicher
Gestalt resultiert. Eine Reihe wichtiger Eigenschaften dieser linearen und kontinuierlichen
Operatoren, fu¨r die zuna¨chst nur bekannt ist, dass sie eine Abbildung des Vektorraumes
V in sich vermitteln, la¨sst sich aus der bemerkenswerten Relation
P
(ij)
Rµ
P
(kl)
Rν
= δµνδjkP
(il)
Rµ
, (3.3.26)
die eine unmittelbare Konsequenz aus dem Orthogonalita¨tstheorem ist, ableiten. Fu¨r den
adjungierten Operator bzw. die adjungierte Operatormatrix bezu¨glich des Skalarproduk-
tes nach Gleichung (3.3.19) gilt
P
(ij)
R

= P
(ji)
R bzw. P
H
R = PR, (3.3.27)
woraus in Verbindung mit Gleichung (3.3.26) sofort folgt, dass die Operatoren P
(ii)
R her-
mitesch und idempotent sind
P
(ii)
R
2
= P
(ii)
R , P
(ii)
R

= P
(ii)
R (3.3.28)
und mithin Orthogonalprojektionen vermitteln. Da diese Projektoren unter Verweis auf
die Vollsta¨ndigkeitsrelation eine Zerlegung der Eins bilden
K∑
k=1
dRk∑
i=1
P
(ii)
Rk
=
∑
R∈R
tr {PR} = T (e), (3.3.29)
zerfa¨llt somit der Vektorraum in zueinander komplementa¨re, paarweise orthogonale Un-
tervektorra¨ume V(i)R
V =
⊕
R∈R
dR⊕
i=1
V(i)R , mit V(i)R = im{P (ii)R }. (3.3.30)
Die u¨brigen Elemente der Operatormatrix, die nur fu¨r den Fall mehrdimensionaler, irre-
duzibler Darstellungen auftreten, sind nilpotente Operatoren, deren in Abbildung (3.5)
graﬁsch veranschaulichte Null- und Bildra¨ume leicht anhand von Gleichung (3.3.26) durch
geeignete Wahl der Indizes deduzierbar sind. So la¨sst sich wegen
P (ij)µ P
(kk)
ν v = 0, fu¨r: µ = ν ∨ j = k, ∀v ∈ V (3.3.31)
3.3. Zerlegung in Symmetrietypen 87
V V
V/V(j)R V(i)R
P
(ij)
R
Abbildung 3.5: Graﬁsche Veranschaulichung des Kerns und des Bildes der aus den irre-
duziblen Darstellungsmatrizen konstruierten Operatoren P
(ij)
R .
schlussfolgern, dass der Quotientenraum von V nach V(j)R durch P (ij)R auf den Nullvektor
abgebildet wird und somit als Kern dieser Abbildung identiﬁziert werden kann. Umgekehrt
liegt das Bild dieses Operators stets im Untervektorraum V(i)R , da
P (kk)ν P
(ij)
µ v = P
(ij)
µ v, fu¨r: µ = ν ∧ i = k, ∀v ∈ V (3.3.32)
gilt. Nach dem Homomorphiesatz folgt damit unmittelbar, dass der Operator P
(ij)
R einen
Isomorphismus zwischen den beiden Untervektorra¨umen V(j)R und V(i)R induziert, die dem-
zufolge die gleiche Ma¨chtigkeit aufweisen mu¨ssen. Fu¨r den Spezialfall i = j entspricht
dieser erwartungsgema¨ß der identischen Abbildung. Durch Vertauschen der Indizes la¨sst
sich unter der genannten Einschra¨nkung auf die beiden Untervektorra¨ume der zu P
(ij)
R in-
verse Operator angeben, der aufgrund von Gleichung (3.3.27) gerade seiner Adjungierten
entspricht und demzufolge unita¨r ist:
V(j)R = im{P (jj)R } V(i)R = im{P (ii)R }
P
(ij)
R
P
(ji)
R
. (3.3.33)
Formale Anwendung einer Symmetrieoperation auf das Bild des Operators P
(ij)
R bringt
einen weiteren fundamentalen Zusammenhang hervor
T (g)P
(ij)
R =
dR∑
k=1
[R(g)]ki P
(kj)
R , (3.3.34)
welcher in Matrixschreibweise die Gestalt
T (g)PR = R(g
−1)PR (3.3.35)
annimmt und wegen seiner enormen Bedeutung im Weiteren die Bezeichnung
”
Symme-
trierelation“ tragen soll. Bildung der Spur auf beiden Seiten der Gleichung (3.3.35) und
anschließende Summation u¨ber den vollsta¨ndigen Satz der irreduziblen Darstellungen lie-
fert unter Beru¨cksichtigung von Gleichung (3.3.29) eine Spektraldarstellung der Symme-
trieoperatoren der Form
T (g) =
∑
R∈R
tr
{
R(g−1)PR
}
, (3.3.36)
88 Kapitel 3. Finite Symmetriegruppen
die somit alle eine gleichartige Blockdiagonalgestalt besitzen. Zur Feststellung simultaner
Eigenra¨ume der zugrunde liegenden Operatorgruppe wird das Verhalten der Elemente
der Untervektorra¨ume V(i)R unter Symmetrietransformationen na¨her analysiert. Bei Vor-
liegen eindimensionaler Darstellungen dR = 1 bewirken diese Transformationen einzig eine
Skalierung der Vektoren aus dem Unterraum V(1)R , so dass jeder Vektor selbst einen ein-
dimensionalen Darstellungsraum aufspannt und damit auch der Bildraum des Projektors
P
(11)
R invariant unter allen Transformationen ist. Anders dagegen verha¨lt es sich im Fall
mehrdimensionaler Darstellungen dR > 1. Das Bild eines Vektors aus V(i)R setzt sich nach
Gleichung (3.3.35) und unter Beru¨cksichtigung der gefundenen Abbildungseigenschaften
der Operatoren P
(ij)
R aus der gewichteten Summe von Vektoren aus allen Ra¨umen V(k)R
mit k ∈ [1, dR] zusammen. Das bedeutet, dass lediglich das Bild
VR =
dR⊕
i=1
V(i)R = im(PR) (3.3.37)
des als Summe der Orthogonalprojektoren P
(ii)
R deﬁnierten Charakterprojektors
PR =
dR∑
i=1
P
(ii)
R =
dR
|G|
∑
g∈G
χ(g)T (g) (3.3.38)
bezu¨glich aller Symmetrieoperatoren invariant und damit ein simultaner Eigenraum ist.
Diese Eigenschaft triﬀt zwar nicht auf dessen Unterra¨ume V(i)R zu, da jedoch die Abbildung
in Gleichung (3.3.33) einen eineindeutigen Zusammenhang zwischen ihnen herstellt und
somit die Identiﬁkation der zusammengeho¨renden Partnerfunktionen eines invarianten
Untervektorraumes ermo¨glicht, ist die Zerlegung des Bildraums VR des Charakterprojek-
tors in dR-dimensionale, irreduzible Darstellungsra¨ume gewa¨hrleistet
15.
Es soll noch einmal betont werden, dass die Bildra¨ume VR = im(PR) der Charakter-
projektoren PR den gesuchten simultanen Eigenra¨umen zu paarweise verschiedenen Ei-
genwertsa¨tzen, die als irreduzible Darstellungen identiﬁziert werden ko¨nnen, entsprechen.
Vektoren aus dem Eigenraum VR sind vom R-ten Symmetrietyp, die Anzahl verschiedener
Symmetrietypen stimmt daher mit der maximalen Anzahl der ina¨quivalenten irreduziblen
Darstellungen u¨berein [65]. Die Dimension des Eigenraumes VR ha¨ngt von der Gro¨ße des
betrachteten Darstellungsraumes ab. Da jeder Eigenraum VR weiter in irreduzible Dar-
stellungsra¨ume E (i)R vom gleichen Symmetrietyp mit dim{E (i)R } = dR zerlegbar ist
VR =
⊕
i
E (i)R , (3.3.39)
muss dessen Dimension folglich ein ganzzahliges Vielfaches von der Dimension der zu-
geho¨rigen irreduziblen Darstellung sein.
Basierend auf dem durch die Symmetrierelation charakterisierten Transformationsverhal-
ten der Elemente aus diesen Ra¨umen haben sich in der Chemie und Physik eigensta¨ndige
Symbole zur Kennzeichnung der unterschiedlichen irreduziblen Darstellungen R durch-
gesetzt, die damit eine einfache und auch anschauliche Einteilung der Symmetrietypen
15Diese Reduktion wird auch als Zerlegung nach den irreduziblen Darstellungen bezeichnet [65].
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gestattet. Dieser von Mulliken16 eingefu¨hrten Namenskonvention wird sich in dieser
Arbeit ebenfalls angeschlossen:
• Simultane Eigenra¨ume, die sich nach eindimensionalen, irreduziblen Darstellungen
zerlegen lassen und symmetrisch (antisymmetrisch) bezu¨glich der Drehung Cn um
die Hauptdrehachse sind, sind vom Symmetrietyp A (B).
• Simultane Eigenra¨ume, die sich nach zweidimensionalen (dreidimensionalen) irre-
duziblen Darstellungen zerlegen lassen, sind vom Symmetrietyp E (T ).
• Fu¨r den Fall, dass die Gruppe ein Inversionszentrum besitzt, erhalten die Eigen-
ra¨ume vom Typ A, B, E oder T das Attribut
”
gerade“ (
”
ungerade“), wenn sie
symmetrisch (antisymmetrisch) bezu¨glich der Inversion i sind. Diese Eigenschaft
wird durch den Index
”
g“ (
”
u“) gekennzeichnet.
• Fu¨r Gruppen mit horizontaler Spiegelebene wird eine Symmetrie (Antisymmetrie)
der Eigenra¨ume vom Typ A, B, E oder T bezu¨glich der Spiegelung σh an dieser
Ebene durch ein Apostroph (doppelten Apostroph) am Symbol gekennzeichnet.
• Existiert eine vertikale Spiegelebene oder eine zur Hauptdrehachse senkrechte, zwei-
za¨hlige Drehachse, so wird eine Symmetrie (Antisymmetrie) der Eigenra¨ume vom
Typ A oder B bezu¨glich der zugeho¨rigen Operation C2 oder σv durch den Index ”
1“
(
”
2“) kenntlich gemacht.
Anzumerken ist, dass der Eigenraum als symmetrisch (antisymmetrisch) bezu¨glich einer
bestimmten Transformation g bezeichnet wird, wenn das Vorzeichen beibehalten (umge-
kehrt) wird, das mathematisch durch χ(g) = ±1 ausgedru¨ckt werden kann.
Eine besondere Stellung nimmt der zur trivialen Einsdarstellung geho¨rende Symmetrietyp
Ag bzw. A
′ ein, der in jedem Darstellungsraum vertreten ist. Elemente dieses Typs bleiben
unter sa¨mtlichen Symmetrietransformationen der Gruppe unvera¨ndert und werden folglich
als totalsymmetrisch charakterisiert. Die Abbildung in diesen Untervektorraum wird dabei
von dem Reynold-Projektor
P1 =
1
|G|
∑
g∈G
T (g) (3.3.40)
geleistet. Diese Operation la¨sst sich im abstrakten Sinn als eine Mittelung u¨ber Gruppen
interpretieren.
3.3.3 Abstrakte harmonische Analyse
Die Elemente der Operatormatrix PR bilden auf die Eigenra¨ume der Symmetriegruppe,
die invariant unter allen Symmetrieoperatoren dieser Gruppe sind, ab. Da die Projektoren
P
(ii)
R eine Zerlegung der Eins bilden, ist jeder Vektor v des Darstellungsraums V einer
16Robert Sanderson Mulliken, 1896–1986, US-amerikanischer Physiker und Chemiker
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Gruppe G in seine symmetrischen Komponenten v
(ii)
R , die paarweise zueinander orthogonal
bezu¨glich des Skalarprodukts in Gleichung (3.3.19) sind, zerlegbar:
v =
∑
R∈R
dR∑
i=1
v
(ii)
R =
∑
R∈R
tr {vR} , mit: vR = PRv. (3.3.41)
Bei mehrdimensionalen Darstellungen resultieren im Allgemeinen mehrere Symmetrie-
komponenten gleichen Typs, die sich dementsprechend durch identische Symmetrieei-
genschaften, welche durch die Symmetrierelation wiedergegeben ist, auszeichnen. Dieses
Konzept ist vergleichbar mit dem der klassischen Fourier-Transformation, weshalb in
diesem Zusammenhang auch von harmonischer Analyse auf ﬁniten Gruppen gesprochen
wird. Das Prinzip der harmonischen Analyse beruht bekanntlich darauf, eine Funktion in
die Eigenbasis eines bestimmten linearen Operators, die als vollsta¨ndig und orthonormal
angenommen werden soll, zu entwickeln, um die damit einhergehende Invarianz der so
erhaltenen harmonischen Komponenten bezu¨glich dieses Operators vorteilhaft ausnutzen
zu ko¨nnen. Bei der Zerlegung einer Funktion in Symmetriekomponenten liegen die si-
multanen Eigenra¨ume der Gruppe der Symmetrieoperatoren, die jedoch im Allgemeinen
entartet sind, zugrunde. Bei Darstellungsra¨umen mit unendlicher Dimension werden die-
se, da es bei den hier betrachteten ﬁniten Gruppen nur endlich viele Eigenra¨ume gibt,
ebenfalls unendlich-dimensional sein. Aus diesem Grund ko¨nnen die aus einer harmoni-
schen Analyse auf Gruppen resultierenden Symmetriekomponenten auch nicht in Form
gewichteter, eindeutig bestimmter Basisfunktionen wie bei den Komponenten der Fou-
rier-Reihe dargestellt werden.
= +
+ +
+ tr
v v
(11)
A1
v
(11)
A2
v
(11)
B1
v
(11)
B2
vE
Abbildung 3.6: Veranschaulichung der abstrakten harmonischen Analyse eines Skalarfel-
des. Gezeigt ist die Zerlegung einer skalarwertigen Funktion, die durch ihre A¨quipoten-
tiallinien repra¨sentiert wird, in ihre Symmetriekomponenten bezu¨glich der C4v-Gruppe.
Komponenten vom Symmetrietyp E bilden zusammen mit ihrem Entartungspartner einen
Symmetriesatz, der einen zweidimensionalen irreduziblen Darstellungsraum aufspannt.
Im Gegensatz zur klassischen Fourier-Zerlegung tritt speziell bei der harmonischen Ana-
lyse auf nichtkommutativen Gruppen die Besonderheit auf, dass Eigenra¨ume bestimmter
Symmetrietypen nicht in eindimensionale irreduzible Darstellungsra¨ume zerlegbar sind.
3.3. Zerlegung in Symmetrietypen 91
Folglich sind die Symmetriekomponenten dieses Typs nicht invariant unter der Gruppe
der Symmetrieoperatoren, andernfalls wu¨rden sie im Widerspruch zur angenommenen Ir-
reduzibilita¨t einen eindimensionalen Darstellungsraum aufspannen. Allerdings bildet jede
Symmetriekomponente v
(ii)
R zusammen mit ihren Entartungspartnern v
(ki)
R mit k = i eine
symmetrieadaptierte Orthogonalbasis eines dR-dimensionalen irreduziblen Darstellungs-
raumes vom R-ten Symmetrietyp
E (i)R = {v(ki)R = P (ki)R v : k ∈ [1, dR]}, i ∈ [1, dR], (3.3.42)
die auch als Symmetriesatz zur Darstellung R bezeichnet wird [17]. Zusammenfassend
kann festgehalten werden, dass jede Spalte der Funktionenmatrix vR einem Symmetrie-
satz entspricht, wohingegen die Elemente der i-ten Zeile im Bildbereich des Orthogonal-
projektors P
(ii)
R liegen.
In Abbildung 3.6 ist die harmonische Analyse auf ﬁniten Gruppen am Beispiel eines
Skalarfeldes, das durch seine A¨quipotentiallinien repra¨sentiert ist und Element eines Dar-
stellungsraumes der C4v-Gruppe sein soll, illustriert. Zu jeder Symmetriekomponente vom
Typ E geho¨rt eine Partnerfunktion, die zusammen einen Symmetriesatz bilden. Aus dieser
Graﬁk ist erkennbar, dass bestimmte Symmetrieoperationen die Elemente eines Symme-
triesatzes ineinander transformieren. Durch Superposition aller Symmetriekomponenten
la¨sst sich die urspru¨ngliche Funktion synthetisieren.
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Kapitel 4
Symmetriereduktion der elektrischen
Feldintegralgleichung
Mit Hilfe des im vorherigen Kapitel erarbeiteten Formalismus ist es mo¨glich, Randwert-
aufgaben aus einer bestimmten Problemklasse in voneinander unabha¨ngige Teilprobleme,
die lediglich auf einer Symmetriezelle des Rechengebietes deﬁniert sind, zu zerlegen, um
so den Aufwand bei einer numerischen Behandlung herabsetzen zu ko¨nnen. Im ersten
Abschnitt werden die generellen Voraussetzungen fu¨r die Anwendbarkeit der Methode der
Symmetriezellenreduktion auf lineare Operatorgleichungen zusammengefasst sowie deren
grundlegendes Konzept erla¨utert. Weiterhin werden die Auswirkung einer symmetrischen
Anregung auf die reduzierten Modellgleichungen sowie die Zerlegung der Eigenra¨ume ei-
nes linearen Operators nach den irreduziblen Darstellungen der Symmetriegruppe na¨her
untersucht und diskutiert. Diesen allgemeinen Betrachtungen schließt sich die konkrete
Umsetzung dieses Konzepts im Rahmen der Randelementmethode an, deren Grundlage
die elektrische Feldintegralgleichung sein soll. Einen Schwerpunkt bildet neben der Ab-
leitung passender Bedingungen auf den durch die geometrische Reduktion entstehenden
Schnittra¨ndern der Symmetriezelle auch die Konstruktion entsprechender lokaler Basis-
funktionen fu¨r diese Kanten, die fu¨r eine Diskretisierung der reduzierten Gleichungen,
der sich anschließend ausfu¨hrlich gewidmet wird, unentbehrlich sind. Abschließend wird
der erforderliche Aufwand zur Lo¨sung der reduzierten Modellgleichungen im Vergleich
zu der des Ausgangsproblems abgescha¨tzt und die erzielbaren Reduktionsfaktoren fu¨r die
Rechenzeit sowie fu¨r den Speicherbedarf angegeben.
4.1 Grundlegendes Konzept
4.1.1 Separation linearer Operatorgleichungen
Die gewu¨nschte symmetriebasierte Problemreduktion ist neben der notwendigen Bedin-
gung des Vorhandenseins einer geometrischen Symmetrie des Rechengebietes an weitere
essentielle Forderungen bezu¨glich der Deﬁnition der Gruppen von Symmetrieoperatoren
sowie an bestimmte Eigenschaften der mathematischen Modellgleichungen geknu¨pft, die
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bereits in den vorangegangenen Abschnitten sukzessive erarbeitet wurden und nachfol-
gend u¨bersichtlich zusammengestellt und ero¨rtert werden sollen. Zu diesem Zweck wird
von einer, als wohlgestellt angenommenen Randwertaufgabe der allgemeinen Form
Lu = v auf Ω , u ∈ U(Ω), v ∈ V(Ω) , (4.1.1a)
Bu = w auf Γ , u ∈ U(Ω), w ∈ W(Γ) (4.1.1b)
ausgegangen. Hierin symbolisiert L eine lineare, bijektive Abbildung zwischen dem Raum
der Lo¨sungsfunktionen und dem der Anregungen, die auf einem Gebiet beliebiger Dimen-
sion Ω erkla¨rt sind. Zur Erfassung der vorgegebenen Werte auf der Berandung Γ = ∂Ω
dient der Randoperator B. U¨berdies wird vorausgesetzt, dass das Rechengebiet die Sym-
metrie der Gruppe G besitzt und die folgenden Bedingungen erfu¨llt sind:
• Invarianz der Vektorra¨ume: Alle beteiligten Vektorra¨ume mu¨ssen Darstellungs-
ra¨ume der zugrunde liegenden Symmetriegruppe G und damit invariant unter sa¨mt-
lichen Symmetrieoperationen sein:
T (g)u ∈ U , ∀g ∈ G, ∀u ∈ U , (4.1.2a)
Tˆ (g)v ∈ V , ∀g ∈ G, ∀v ∈ V , (4.1.2b)
T¯ (g)w ∈ W , ∀g ∈ G, ∀w ∈ W . (4.1.2c)
Unter dieser Voraussetzung vermitteln die Symmetrieoperatoren lineare, bijekti-
ve Abbildungen der angegebenen Vektorra¨ume auf sich selbst. Diese Forderung
schra¨nkt im euklidischen Raum die Zahl zula¨ssiger Symmetrietransformationen ei-
ner geometrischen Struktur ein und legt folglich deren Symmetriegruppe fest. Da auf
Funktionenra¨umen erkla¨rte Symmetrietransformationen typischerweise auf Koordi-
natentransformationen des Ortsraumes basieren, deﬁnieren alleinig die Symmetrieei-
genschaften der geometrischen Struktur eine mo¨gliche Symmetrie des physikalischen
Systems. Notwendige Bedingung fu¨r die Invarianz eines Funktionenraums gegenu¨ber
einer bestimmten Symmetriegruppe ist demzufolge die geometrische Symmetrie des
Rechengebiets.
• Isomorphie zwischen Symmetriegruppen: Da im Allgemeinen Deﬁnitionsbe-
reich und Wertebereich eines linearen Operators nicht u¨bereinstimmen, ist eine
getrennte Festlegung der Symmetrietransformationen fu¨r beide Funktionenra¨ume
unvermeidbar. Dies darf keineswegs willku¨rlich erfolgen, sondern muss stets eine
strukturerhaltende Beziehung zwischen den beteiligten Symmetriegruppen sicher-
stellen. Wird weiterhin angenommen, dass die Gruppen von Symmetrieoperatoren
die gleiche Ordnung besitzen, so sind sie zueinander isomorph:
T (G) ∼= Tˆ (G) ∼= T¯ (G) . (4.1.3)
• A¨quivarianz der linearen Operatoren: Als letzte wichtige Bedingung ist die
mathematische Umsetzung der geforderten Invarianz physikalischer Gesetzma¨ßig-
keiten unter bestimmten Koordinatentransformationen zu nennen. Das bedeutet,
dass die Zuordnung zwischen den Elementen des Deﬁnitionsbereiches und denen
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des Wertebereiches nach Anwendung einer Symmetrietransformation unvera¨ndert
bleibt, womit folgende Diagramme kommutieren:
U V
U V
L
L
T (g)T (g−1) Tˆ (g)Tˆ (g−1)
U W
U W
B
B
T (g)T (g−1) T¯ (g)T¯ (g−1)
Damit mu¨ssen die Bedingungen
Tˆ (g)L = L T (g) , T¯ (g)B = B T (g) , (4.1.4)
die die Vertauschbarkeit der linearen Operatoren L und B mit allen Elementen der
Symmetriegruppe wiedergibt, erfu¨llt sein. Lineare Abbildungen mit dieser Eigen-
schaft werden auch als a¨quivariant bezu¨glich der Gruppe G bezeichnet. Die A¨qui-
varianz des Randoperators B bedeutet, dass sich der Typ der Randbedingung, wie
beispielsweise eine Dirichtletsche Bedingung, in jedem Punkt durch eine Sym-
metrietransformation nicht a¨ndern darf.
Die Zerlegung eines Funktionenraums in invariante Unterra¨ume kann bekanntlich die
Lo¨sung einer linearen Operatorgleichung wesentlich vereinfachen. Bei Endomorphismen ist
dies durch eine Spektralzerlegung erreichbar, die zu einer Diagonalisierung des Operators
fu¨hrt, so dass das Problem separat fu¨r jeden Eigenraum gelo¨st werden kann. Ein bekanntes
Beispiel hierfu¨r ist die Fourier-Transformation, die auf Basis der eindimensionalen Ei-
genra¨ume des Diﬀerentialoperators eine lineare Diﬀerentialgleichung in eine algebraische
Gleichung u¨berfu¨hrt. Diesem vielversprechenden Ansatz steht jedoch der entscheidende
Nachteil gegenu¨ber, dass eine Spektralzerlegung entweder mit einem sehr hohen Auf-
wand verbunden oder u¨berhaupt nicht durchfu¨hrbar ist, so dass deren Anwendbarkeit auf
wenige Spezialfa¨lle beschra¨nkt ist. Insbesondere sind die Spektren der hier interessieren-
den Integral- und Integrodiﬀerentialoperatoren im mehrdimensionalen euklidischen Raum
gewo¨hnlich nicht exakt bestimmbar.
Bei symmetriereduzierenden Verfahren wird der Umstand genutzt, dass lineare Operato-
ren, die kommutieren, identische Eigenra¨ume besitzen. Der Deﬁnitionsbereich und Bild-
bereich eines linearen Operators, der mit einer Gruppe von Symmetrietransformationen
kommutiert, ist folglich in dieselben invarianten Unterra¨ume wie die der Symmetriegruppe
zerlegbar. Zum Beweis wird die Operatormatrix aus Gleichung (3.3.24) formal von links
auf die Operatorgleichung (4.1.1a) angewendet:
PˆRLu = PˆRv , mit: PˆR = dRˆ|G|
∑
g∈G
Rˆ(g) Tˆ (g) . (4.1.5)
Aufgrund der vorausgesetzten A¨quivarianz und Linearita¨t des Operators L kommutiert
dieser auch mit den aus Linearkombinationen der Symmetrietransformationen aufgebau-
ten Operatoren P
(ij)
R . Irreduzible Darstellungen zueinander isomorpher Gruppen sind
a¨quivalent und ko¨nnen ohne Beschra¨nkung der Allgemeingu¨ltigkeit identisch gewa¨hlt wer-
den: R(G) = Rˆ(G). Damit nimmt Gleichung (4.1.5) die Gestalt
LPRu = PˆRv , mit: PR = dR|G|
∑
g∈G
R(g) T (g) (4.1.6)
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an, wobei die Wirkung des linearen Operators L auf die Funktionenmatrix uR kompo-
nentenweise erkla¨rt ist: [LuR]ij = L [uR]ij. Aus der Gu¨ltigkeit dieser Gleichung fu¨r alle
Vektoren des Deﬁnitionsbereiches und Wertebereiches la¨sst sich schließen, dass der Ope-
rator L : U (i)R → V(i)R , ∀R ∈ R mit i ∈ [1, dR] die Bildbereiche der Orthogonalprojektoren
P
(ii)
R in die der Projektoren Pˆ
(ii)
R und somit auch die simultanen Eigenra¨ume der Gruppe
T (G) in die der Gruppe Tˆ (G) vom gleichen Typ abbildet. Analog zur Spektralanalyse
zerfa¨llt das urspru¨ngliche Randwertproblem in Gleichung (4.1.1) in die Teilprobleme
LuR = vR auf Ω , uR ∈ UdR×dRR , vR ∈ VdR×dRR , (4.1.7a)
BuR = wR auf Γ , uR ∈ UdR×dRR , wR ∈ WdR×dRR , (4.1.7b)
die unabha¨ngig voneinander ausgewertet werden ko¨nnen, ohne jedoch den Operator selbst
genau analysieren zu mu¨ssen. Hierbei ist zu beachten, dass es sich bei den Gro¨ßen uR,
vR und wR unter Hinweis auf die in Abschnitt 3.3 eingefu¨hrte Konvention um Funktio-
nenmatrizen handelt, die sich aus den symmetrischen Komponenten und den zugeho¨rigen
Entartungspartnern der Funktionen u, v und w zusammensetzen. Da fu¨r die Rekonstruk-
tion der Gesamtlo¨sung
u =
∑
R∈R
tr {uR} (4.1.8)
nur die symmetrischen Komponenten von Belang sind, erscheinen die Gleichungen fu¨r
die Entartungspartner auf den ersten Blick redundant. Bei der weiteren Reduktion des
Problems auf ein Teil des Rechengebietes wird sich spa¨ter jedoch herausstellen, dass die
Gleichungen eines Symmetriesatzes u¨ber die transformierten Operatoren gekoppelt sind.
Aus den geringen Anforderungen an den Operator, der abgesehen von der A¨quivarianz
keinen weiteren Einschra¨nkungen unterliegt, ergibt sich der Vorzug einer universellen Ein-
setzbarkeit dieser Methode. Daneben besticht diese Vorgehensweise durch Einfachheit und
systematischen Aufbau. Es genu¨gt allein die Kenntnis der Symmetrie eines physikalischen
Systems, um die simultanen Eigenra¨ume angeben oder zumindest leicht reproduzieren
zu ko¨nnen, wofu¨r die Gruppen- und Darstellungstheorie die beno¨tigten Werkzeuge zur
Verfu¨gung stellt. Wegen der Abha¨ngigkeit der Anzahl invarianter Unterra¨ume und damit
des erzielbaren Rechenvorteils von der Ordnung der zugrunde liegenden Gruppe ist man
stets bestrebt, die ho¨chstmo¨gliche Symmetrie eines Systems auszunutzen.
4.1.2 Fundamentalgebiet geometrischer Strukturen
Um einem physikalischen System eine bestimmte Symmetrie beizumessen, wird u¨blicher-
weise mit der Untersuchung des geometrischen Aufbaus auf eine eventuell vorhandene
Symmetrie begonnen. Dieses geometrische Objekt entspricht dem Deﬁnitionsbereich der
Beobachtungsgro¨ßen, welcher gewo¨hnlich die Eigenschaften eines Gebiets im mathema-
tischen Sinne1 besitzt. Oftmals kann das Rechengebiet sogar als Untermannigfaltigkeit
angesehen werden, deren Dimension kleiner oder gleich der des Anschauungsraums ist.
Ein geometrisches Objekt Ω besitzt die Symmetrie der Gruppe G, wenn jeder durch den
1Eine oﬀene, nichtleere und zusammenha¨ngende Teilmenge eines topologischen Raums wird als Gebiet
bezeichnet.
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a) geometrisches Objekt
mit C4v-Symmetrie
C4
σv
S
∂S
b) Zerlegung in
Symmetriezellen
ES0
σ
(3)
v S0
C34S0σ
(2)
v S0
C24S0
σ
(1)
v S0
C4S0 σvS0
c) ausgewa¨hltes
Fundamentalgebiet
S0
Copen
Ccut
Ccut
∂S0 = Copen ∪ Ccut
Abbildung 4.1: Deﬁnition des Fundamentalgebiets einer geometrischen Figur am Beispiel
des Quadrats. Diese ﬂa¨chenhafte Struktur S besitzt die ho¨chste Symmetrie der C4v-Gruppe
mit den generierenden Elementen C4 und σv (a). Durch Vereinigung der aus den Sym-
metrietransformationen des Fundamentalgebiets S0 resultierenden Teilobjekte la¨sst sich
die urspru¨ngliche Figur erzeugen (b). Neben dem Randabschnitt Copen ⊆ ∂S tritt bei der
Reduktion auf das Fundamentalgebiet zusa¨tzlich die Schnittkante Ccut auf (c).
Ortsvektor r repra¨sentierte Punkt durch sa¨mtliche Symmetrietransformationen der Grup-
pe weiterhin Element dieser Punktmenge ist:
gΩ = Ω, ∀g ∈ G, mit: gΩ := {gr : r ∈ Ω}. (4.1.9)
Infolge der Beschra¨nkung auf Teilgebiete des euklidischen Raums, auf denen auch wei-
terhin die eingefu¨hrten Symmetrietransformationen erkla¨rt sind, werden nur bestimmte
Elemente aus der Menge aller Isometrien das geometrische Objekt invariant lassen. Die
gro¨ßtmo¨gliche Gruppe zula¨ssiger Symmetrieoperatoren wird als volle Symmetriegruppe
dieses Objekts bezeichnet. Hierbei ist zu beachten, dass nur solche Gruppen in Betracht ge-
zogen werden, deren Elemente bezu¨glich ihrer Wirkung auf das Gesamtobjekt wohlunter-
scheidbar sind. Erfu¨llt ein Gebiet mit Rand Γ = ∂Ω die Eigenschaft in Gleichung (4.1.9),
so ist der Rand ebenfalls invariant unter der Gruppe der Symmetrieoperatoren
g(∂Ω) = ∂(gΩ) = ∂Ω, ∀g ∈ G. (4.1.10)
Grundlegend fu¨r die Reduktion der Gebietsgro¨ße symmetrischer Problemstellungen in
der numerischen Feldberechnung ist das Konzept des Fundamentalgebiets bzw. der Sym-
metriezelle eines geometrischen Objekts Ω, worunter eine abgeschlossene Teilmenge Ω0
verstanden wird, die eine Zerlegung des gesamten Rechengebiets der Form
cl {Ω} =
⋃
g∈G
gΩ0 , int {giΩ0 ∩ gjΩ0} = ∅ fu¨r i = j (4.1.11)
gestattet. Rein formal entspricht ein derartiges Teilgebiet der Menge aller ina¨quivalenten
Punkte des betrachteten geometrischen Objekts, welches gleich der Vereinigung aller Bah-
nen dieser Punkte unter Hinzunahme des Randes ist. Aus der Deﬁnitionsgleichung (4.1.11)
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ist ersichtlich, dass das Fundamentalgebiet somit die kleinstmo¨gliche Teilmenge ist, die
ein geometrisches Objekt, welches die Symmetrie der Gruppe G besitzt, eindeutig fest-
legt. Demzufolge ist dessen Gro¨ße gleich der durch die Gruppenordnung |G| geteilten
Gro¨ße des gesamten Gebiets Ω. Das Fundamentalgebiet ist im Allgemeinen nicht eindeu-
tig bestimmt, so dass es prinzipiell willku¨rlich gewa¨hlt werden kann. Da jedoch spa¨ter
darauf das reduzierte Problem erkla¨rt wird, sollte es auch den Anforderungen an ein
Gebiet genu¨gen und zusammenha¨ngend sein, womit die Zahl der praktisch relevanten
Fundamentalgebiete erheblich eingeschra¨nkt wird [17]. Eine besondere Stellung nimmt
der Rand des Fundamentalgebiets ∂Ω0 ein, da auf diesem fu¨r eine vollsta¨ndige Problem-
formulierung Randwerte vorgegeben werden mu¨ssen. Dieser setzt sich aus einem, vom
Rand des urspru¨nglichen Gebiets herru¨hrenden oﬀenen Anteil
Γopen = ∂Ω ∩ ∂Ω0 (4.1.12)
und einem als Schnittrand bezeichneten Beitrag
Γcut = ∂Ω0 \ Γopen (4.1.13)
zusammen [96]. Schnittra¨nder als Teilgebiete der Berandung einer Symmetriezelle besit-
zen somit eine um Eins verminderte Dimension im Vergleich zum Rechengebiet. Bei der
Reduktion von Integralgleichungen nehmen die Schnittra¨nder folglich die Form von Rand-
kurven an. In Abbildung 4.1 ist die Aufteilung einer geometrischen Figur in zueinander
kongruente Teilgebiete, die aus Symmetrietransformationen der Symmetriezelle hervorge-
hen, am Beispiel eines Quadrats, das die Symmetrie der C4v-Gruppe besitzt, veranschau-
licht. Des Weiteren ist ein mo¨gliches Fundamentalgebiet gezeigt und die Bezeichnung der
zugeho¨rigen Randabschnitte angegeben. Das Quadrat erscheint zwar auch invariant unter
der ho¨heren Symmetriegruppe D4h, die Spiegelung an der das ebene Objekt enthaltenen
Spiegelebene und deren Komposita sind in ihrer Wirkung jedoch nicht von den restlichen
Transformationen zu unterscheiden und damit redundant.
4.1.3 Geometrische Reduktion
Die Elemente aus den Eigenra¨umen der Symmetriegruppe weisen bestimmte Symmetrieei-
genschaften auf, die sich letztlich in der Symmetrierelation (3.3.34) manifestieren, so dass
die zu einem Symmetriesatz geho¨renden Funktionen eindeutig durch ihre Werte auf einem
Fundamentalgebiet bestimmt sind. Aus diesem Grund sollte es insbesondere im Hinblick
auf eine numerische Auswertung mo¨glich sein, eine zum Ausgangsproblem a¨quivalente
Formulierung zu ﬁnden, die lediglich auf einer Symmetriezelle deﬁniert ist.
Aus mathematischer Sicht besteht die Aufgabe nun darin, zu den bezu¨glich der Sym-
metriegruppe invarianten Unterra¨umen isomorphe Funktionenra¨ume, deren Elemente auf
dem gewa¨hlten Fundamentalgebiet erkla¨rt sind, aufzusuchen. Durch die damit unterstellte
Existenz einer bijektiven Abbildung zwischen diesen Ra¨umen wird die gewu¨nschte Gleich-
wertigkeit der Aufgabenstellungen erreicht. Zu diesem Zweck wird eine Beschra¨nkung des
Deﬁnitionsbereichs der Symmetriesa¨tze auf dieses Gebiet vorgenommen, die formal durch
den linearen Restriktionsoperator
(WR,0uR)(r) = uR,0(r) := uR(r), r ∈ Ω0 (4.1.14)
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Symmetriekomponente fA1
WA1,0
W−1A1,0
restringierte Komponente fA1,0
Abbildung 4.2: Veranschaulichung der Restriktion und Rekonstruktion von Symmetrie-
komponenten als zueinander inverse Operationen. Die totalsymmetrische Komponente
des gezeigten Skalarfeldes, dessen Deﬁnitionsbereich die Symmetrie der C4v-Gruppe be-
sitzt, la¨sst sich leicht durch Anwendung der Transformationen der Symmetriegruppe auf
die restringierte Funktion und anschließende gewichtete U¨berlagerung zuru¨ckgewinnen.
realisierbar ist. Durch Einfu¨hrung eines Hilfsoperators
(ZuR,0)(r) :=
{
uR,0(r) ; r ∈ Ω0
0 ; r ∈ Ω \ Ω0
, (4.1.15)
welcher die restringierte Funktion auf den urspru¨nglichen Deﬁnitionsbereich Ω mit dem
Wert Null fortsetzt, ko¨nnen leicht die Symmetriekomponenten und ihre Entartungspartner
unter Verwendung der Symmetrierelation in eindeutiger Weise zuru¨ckgewonnenen werden:
uR(r) = (W
−1
R,0uR,0)(r) =
∑
g∈G
R(g)[T (g)(ZuR,0)](r), r ∈ Ω . (4.1.16)
Diese Rekonstruktionsvorschrift entspricht gerade der Inversen des Restriktionsoperators,
der folglich eine injektive Abbildung der invarianten Unterra¨ume in die Ra¨ume der auf dem
Fundamentalgebiet deﬁnierten Funktionen vermittelt. Weiterhin ist aus Gleichung (4.1.16)
erkennbar, dass zur Ru¨ckgewinnung der Symmetriekomponenten einer Feldgro¨ße auch die
Entartungspartner der restringierten Gegenstu¨cke zwingend erforderlich sind. Der Vor-
gang der Restriktion und Rekonstruktion ist in Abbildung 4.2 anhand der totalsymme-
trischen Symmetriekomponente eines beispielhaft gewa¨hlten Skalarfeldes, das Element
eines Darstellungsraums mit C4v-Symmetrie ist, graﬁsch veranschaulicht. Aufgrund der
Symmetrieeigenschaft dieser Komponente ist eine eindeutige Wiederherstellung aus der
restringierten Funktion mo¨glich.
Um den Raum der restringierten Funktionen, der vorerst als gesamter Wertebereich des
Restriktionsoperators angenommen wird und im Allgemeinen ma¨chtiger als sein Bildbe-
reich ist, entsprechend einschra¨nken zu ko¨nnen und damit Surjektivita¨t zu erreichen, muss
dessen Bildbereich genau analysiert werden. Es ist evident, dass durch Restriktion einer
Funktion ihre Eigenschaften wie etwa Beschra¨nkheit, Stetigkeit und Diﬀerenzierbarkeit
im Inneren des reduzierten Gebietes nicht beeinﬂusst werden, so dass ausschließlich zum
Deﬁnitionsbereich gleichartige Funktionenra¨ume als Bildbereich in Betracht kommen. Auf
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den durch die Reduktion des Rechengebietes enstehenden Schnittra¨ndern zeigen die Funk-
tionen ein durch die Stetigkeitseigenschaften der Symmetriekomponenten deﬁniertes Ver-
halten, so dass erst durch Festlegung geeigneter Bedingungen auf den Schnittra¨ndern des
Fundamentalgebiets, die diesem Verhalten Rechnung tragen, der gesuchte Bildbereich ex-
akt speziﬁziert ist. Da diese Zwangsbedingungen von den Eigenschaften des betrachteten
Funktionenraums abha¨ngen, mu¨ssen sie fu¨r jede Problemklasse gesondert abgeleitet wer-
den. Fu¨r die Lo¨sung der in Diﬀerentialform gegebenen Maxwellschen Gleichungen bei
Vorhandensein symmetrischer Strukturen werden die beno¨tigten Schnittrandbedingungen
in [96] angegeben. In dieser Arbeit steht eine spezielle Randintegralgleichungsformulierung
im Vordergrund, wofu¨r diese Bedingungen im folgenden Abschnitt systematisch hergelei-
tet werden.
Nachdem die Bijektivita¨t des Restriktionsoperators hergestellt ist, kann auf dessen Grund-
lage der Operator LR,0, der das Problem im isomorphen Raum der restringierten Funk-
tionen a¨quivalent beschreibt, formal deﬁniert werden, indem die Kommutativita¨t des Dia-
gramms
uR ∈ UdR×dRR (Ω) vR ∈ VdR×dRR (Ω)
uR,0 ∈ UdR×dRR,0 (Ω0) vR,0 ∈ VdR×dRR,0 (Ω0)
L
LR,0
WR,0W
−1
R,0 WˆR,0Wˆ
−1
R,0
gefordert wird. Der transformierte Operator besitzt aufgrund der Deﬁnitionsgleichung
des inversen Restriktionsoperators die Gestalt einer Matrix, die mit der Funktionenma-
trix nach den u¨blichen Regeln der Matrizenrechnung verknu¨pft ist. Bei Eigenwertaufga-
ben repra¨sentieren diese Operatoren Endomorphismen, die folglich u¨ber eine A¨hnlich-
keitstransformation miteinander in Beziehung stehen. Dadurch stimmen ihre spektralen
Eigenschaften u¨berein, so dass auch in diesem Fall beide Probleme vollkommen gleichwer-
tig sind.
Abschließend soll das Vorgehen bei der Reduktion eines Randwertproblems zusammen-
gefasst werden. Unter der Annahme, dass die anfangs genannten Voraussetzungen erfu¨llt
sind, wird im ersten Schritt das zu untersuchende lineare Randwertproblem durch eine
abstrakte harmonische Analyse der Feldgro¨ßen in voneinander unabha¨ngige Teilprobleme,
die in den Eigenra¨umen der Symmetriegruppe deﬁniert sind, separiert. Eine Restriktion
der Feldgro¨ßen auf ein Fundamentalgebiet der geometrischen Struktur fu¨hrt schließlich mit
der Festlegung geeigneter Zwangsbedingungen auf den Schnittra¨ndern, die von den Stetig-
keitseigenschaften der betreﬀenden Feldgro¨ßen abha¨ngen, auf eine zum Ausgangsproblem
a¨quivalente Formulierung. Aus den restringierten Symmetriesa¨tzen der Feldlo¨sung des
transformierten Randwertproblems sind die Symmetriekomponenten bestimmbar, deren
Superposition die gesuchte Gesamtlo¨sung ergibt.
4.1.4 Symmetrische Anregungen
Im vorangegangenen Unterabschnitt wurde die Separation eines Randwertproblems mit
bestimmten geometrischen Symmetrieeigenschaften in mehrere Teilprobleme, die in den
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simultanen Eigenra¨umen der Symmetriegruppe zu lo¨sen sind, gezeigt. Dabei tritt die fu¨r
nichtkommutative Gruppen typische Besonderheit auf, dass zur Bestimmung eines je-
den mehrkomponentigen Symmetriesatzes ein System von Operatorgleichungen zu lo¨sen
ist. Wenn die Anregung bei derartigen Randwertaufgaben, worunter sowohl der Quell-
term auf der rechten Seite von Gleichung (4.1.1a) als auch die Randwertvorgabe in Glei-
chung (4.1.1b) verstanden wird, keinerlei Symmetrieeigenschaften aufweist, werden im
Allgemeinen alle Symmetriesa¨tze eines jeden Typs von Null verschieden und linear un-
abha¨ngig voneinander sein, so dass sa¨mtliche Teilprobleme fu¨r die Ermittlung der Ge-
samtlo¨sung heranzuziehen sind. Besitzt hingegen die Anregung irgendwelche symmetri-
schen Merkmale, verschwinden bestimmte Symmetriesa¨tze der Anregung oder sind linear
abha¨ngig von Symmetriesa¨tzen gleichen Typs. Das hat zur Folge, dass entweder die kor-
respondierenden Teilprobleme wegen der vorausgesetzten eindeutigen Umkehrbarkeit des
Operators trivial lo¨sbar oder zueinander a¨hnlich sind und demnach von vornherein außer
Acht gelassen werden du¨rfen.
Nachfolgend sollen einfache Kriterien zur Identiﬁkation solcher Symmetriekomponenten
einer Anregung hergeleitet und die sich damit ergebenden Vereinfachungen aufgezeigt
werden. Grundlegende Voraussetzung dafu¨r ist eine sinnvolle Deﬁnition der Symmetrie
von Feldern, die sich hier an dem Vorschlag von Zagorodnov [105] orientiert.
Sei G die Symmetriegruppe des betrachteten Systems und G′ ⊆ G eine Untergruppe
von G, wobei die beiden trivialen Untergruppen {E} und G in die Betrachtungen mit
eingeschlossen sind. Eine Funktion u ∈ U besitzt die Symmetrie der Gruppe G′ vom Typ
R′, wenn fu¨r alle Gruppenelemente die Gleichung
T (g)u = R′(g)u , ∀g ∈ G′ ⊆ G (4.1.17)
erfu¨llt ist. Hierin repra¨sentiert R′ = R′ ∈ {A,B} eine eindimensionale irreduzible Darstel-
lung der Gruppe G′. Funktionen mit dieser Eigenschaft liegen im Bildraum des Projektors
P
(11)
R′ , womit folglich alle anderen Projektoren die Funktion u auf den Nullvektor abbilden.
Entspricht G′ der Symmetriegruppe G des Systems, ist nur die zu diesem Symmetrietyp
geho¨rende Anregung in Gleichung (4.1.1) von Null verschieden. Alle anderen Gleichungen
sind homogen und damit trivial lo¨sbar. Um vergleichbare Aussagen fu¨r den allgemei-
nen Fall, dass die Anregung die Symmetrie einer echten Untergruppe besitzt, treﬀen zu
ko¨nnen, sind die Zusammenha¨nge zwischen den Eigenra¨umen der Symmetriegruppe des
Systems und der Untergruppe der Anregung aufzudecken, wozu die irreduziblen Dar-
stellungen als Konstruktionselemente der zugeho¨rigen Projektoren herangezogen werden.
Werden aus der Gruppe der irreduziblen Darstellungsmatrizen R(g) der vollen Symme-
triegruppe G die zu den Symmetrieelementen der Untergruppe G′ geho¨renden Matrizen
herausgenommen, so bilden diese ebenfalls eine Darstellung der Untergruppe, die jedoch
im Allgemeinen reduzibel ist oder auch a¨quivalent zu anderen, in derselben Weise ab-
geleiteten Darstellungen, sein kann. Wie jede andere Darstellung auch, ist sie nach den
irreduziblen Darstellungen der Untergruppe R′(g) wie folgt zerlegbar:
R(g) ∼
∑
⊕
R′∈R′
mRR′R
′(g), g ∈ G′ ⊆ G . (4.1.18)
Analog zu Gleichung (3.2.31) la¨sst sich die Multiplizita¨t aus der Orthogonalita¨tsbeziehung
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zwischen den Charakteren einer Darstellung ableiten und ist mittels der Gleichung
mRR′ =
1
|G′|
∑
g∈G′
χR(g)χR′(g
−1) (4.1.19)
explizit angebbar. Aufgrund der enormen Bedeutung fu¨r die Anwendung in der Praxis ist
der in Gleichung (4.1.18) angegebene Zusammenhang fu¨r die ga¨ngigen ﬁniten Gruppen in
tabellierter Form in vielen Standardwerken zur Darstellungstheorie zu ﬁnden [93]. Fu¨r die
C4v-Gruppe und ihre Untergruppen ist die Korrelationstafel in Tabelle 4.1 exemplarisch
gezeigt.
C4v C4 C2 C2v C2v Cs Cs
(σv) (σvC4) (σv, σvC
2
4 ) (σvC4, σvC
3
4 )
A1 A A A1 A1 A
′ A′
A2 A A A2 A2 A
′′ A′′
B1 B A A1 A2 A
′ A′′
B2 B A A2 A1 A
′′ A′
E E 2B B1 + B2 B1 + B2 A
′ + A′′ A′ + A′′
Tabelle 4.1: Korrelationstafel der C4v-Gruppe und ihrer sa¨mtlichen Untergruppen.
Der Wechsel zu einer anderen Basis einer mehrdimensionalen Darstellung und damit die
Erzeugung eines a¨quivalenten Symmetriesatzes ist leicht durch eine A¨hnlichkeitstransfor-
mation des Projektors
PR ∼ UPRU−1 (4.1.20)
erreichbar. Zum Erhalt der Eigenschaften des Projektors und damit zur Sicherstellung der
Orthogonalita¨t der neuen Basis ist die Transformationsmatrix U unita¨r zu wa¨hlen. Erfolgt
diese Transformation auf Grundlage derjenigen unita¨ren Matrix, die die Darstellungen der
vollen Symmetriegruppe G bezu¨glich der Untergruppe G′ gema¨ß Gleichung (4.1.18) dia-
gonalisiert, kann der Bildraum des Charakterprojektors PR in der gleichen Weise wie die
Darstellungen als direkte Summe von Unterra¨umen der Bilder der Projektoren PR′ ge-
schrieben werden. So wird beispielsweise der totalsymmetrische Eigenraum der ho¨heren
Symmetriegruppe stets ein Unterraum des totalsymmetrischen Eigenraums der Unter-
gruppe sein. Wegen der niedrigeren Symmetrie der Untergruppe wird es noch weitere
Eigenra¨ume der vollen Gruppe geben, die bezu¨glich der Untergruppe totalsymmetrisch
sind. Gesucht ist jedoch umgekehrt die Zerlegung der Eigenra¨ume der Untergruppe in die
kleineren Eigenra¨ume der ho¨heren Symmetriegruppe. Dieser Zusammenhang la¨sst sich
gleichermaßen aus einer derartigen Tabelle ablesen. Dazu werden sa¨mtliche Eigenra¨ume
der Gruppe G, die zu einem bestimmten Symmetrietyp der Untergruppe G′ geho¨ren,
zusammengefasst.
Zur Verdeutlichung wird die Untergruppe Cs der Gruppe C4v mit σv als Spiegelebene
betrachtet. Elemente eines Darstellungsraums der C4v-Gruppe lassen sich in die fu¨nf ver-
schiedenen Symmetrietypen A1, A2, B1, B2 und E einteilen. Dagegen zerfa¨llt der gleiche
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Darstellungsraum bei Zugrundelegung der Spiegelsymmetriegruppe Cs in einen Unter-
raum, der symmetrisch bezu¨glich der Spiegelung und damit vom Typ A′ ist und einen
Unterraum, der antisymmetrisch bezu¨glich der Spiegelung und damit vom Typ A′′ ist.
Elemente vom Symmetrietyp A1 und B1 der C4v-Gruppe und damit aus den Bildra¨umen
der Projektoren PA1 und PB1 geho¨ren beide zum gleichen Typ A
′ der Cs-Gruppe und lie-
gen demzufolge im Bildraum des Projektors PA′. Analoge Aussagen gelten fu¨r Elemente
vom Typ A2 und B2, die beide vom Typ A
′′ der betrachteten Untergruppe sind. Irre-
duzible Darstellungsra¨ume vom Typ E der C4v-Gruppe zerfallen in zwei eindimensionale
Darstellungsra¨ume vom Typ A′ und A′′ der Cs-Gruppe, so dass bei geeigneter Wahl der
Basis Elemente aus dem Bildraum des Projektors P
(11)
E vom Typ A
′ und solche aus dem
Bildraum des Projektors P
(22)
E vom Typ A
′′ sind. Die Bildra¨ume der Projektoren der
Untergruppe setzen sich damit wie folgt aus denen der ho¨heren Gruppe zusammen:
VA′ = VA1 ⊕ VB1 ⊕ V(1)E , (4.1.21a)
VA′′ = VA2 ⊕ VB2 ⊕ V(2)E . (4.1.21b)
Weist eine Funktion die ho¨chste Symmetrie der Cs-Gruppe vom totalsymmetrischen Typ
A′ auf, wird als Konsequenz daraus der antisymmetrische Anteil vom Typ A′′ identisch
verschwinden. Fu¨r das eigentliche Problem, das die Symmetrie der C4v-Gruppe besitzt,
bedeutet dies, dass die Projektoren PA2 , PB2 und P
(22)
E auf den Nullvektor abbilden. Bei
mehrdimensionalen Darstellungen, wie die vom Typ E, mu¨ssen zwangsla¨uﬁg auch die
zugeho¨rigen Entartungspartner verschwinden, womit dieser Symmetriesatz den Nullraum
aufspannt. Damit erhalten die Funktionenmatrizen der einzelnen Symmetrietypen fu¨r den
gewa¨hlten Fall die folgende Besetzungsstruktur:
A1 =
(

)
, A2 =
(

)
, B1 =
(

)
, B2 =
(

)
, E =
(
 
 
)
. (4.1.22)
Das Vorliegen etwaiger Symmetrien der Anregung nach der Deﬁnition (4.1.17) stellt aus-
schließlich eine hinreichende Bedingung fu¨r das Verschwinden bestimmter Symmetriesa¨tze
dar. Daneben ko¨nnen auch noch weitere Anteile nicht vorhanden sein. Dies ist beispiels-
weise dann der Fall, wenn es eine gro¨ßere als die angenommene Untergruppe gibt, unter
der die Anregung invariant ist. Prinzipiell ko¨nnen alle Kombinationsmo¨glichkeiten auftre-
ten. Durch das vorgestellte Kriterium wird jedoch nur ein Teil davon abgedeckt.
Da gewo¨hnlich die Anregung in analytischer Form vorliegt, kann ihre Symmetrie bereits
im Vorfeld detektiert und als zusa¨tzliches Attribut mitgegeben werden, so dass bei der
anschließenden numerischen Modellierung die Teilprobleme derjenigen Symmetrietypen,
die nichts zur Gesamtlo¨sung beitragen, a priori ausgeschlossen werden ko¨nnen.
Auf Grundlage der Deﬁnition in Gleichung (4.1.17) kann die Forderung konstanter Ma-
terialverteilungen zur Gewa¨hrleistung der Invarianz des gesamten elektrodynamischen
Modellsystems etwas abgeschwa¨cht werden. Hinreichend hierfu¨r ist die Forderung der To-
talsymmetrie der Materialparameter bezu¨glich der Gruppe G des Systems. Ist eine der
Materialgro¨ßen lediglich totalsymmetrisch bezu¨glich einer Untergruppe G′, so reduziert
sich die maximale Symmetrie des Gesamtsystems auf die der Untergruppe.
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4.1.5 Klassiﬁkation von Eigenlo¨sungen
Eine ha¨uﬁg anzutreﬀende, typische Aufgabenstellung in der angewandten Feldberechnung
ist das Auﬃnden von Eigenfrequenzen und den zugeho¨rigen Eigenmoden bestimmter ab-
geschlossener Strukturen, wie beispielsweise von Hohlraumresonatoren in der Beschleu-
nigertechnik oder von Wellenleitern in der Hochfrequenztechnik. Von besonderem Inter-
esse in diesem Zusammenhang ist die Problematik der Entartung eines Eigenzustandes,
worunter die Frage, welche linear unabha¨ngigen Eigenmoden zu ein und derselben Ei-
genfrequenz geho¨ren, zu verstehen ist. Die maximale Anzahl dieser Moden speziﬁziert
den Entartungsgrad eines Zustandes und folglich die Dimension des zu dieser Eigenfre-
quenz geho¨renden Eigenraums, der durch die entarteten Eigenmoden aufgespannt wird.
Da entartete Moden nicht unterscheidbar sind, ist dieser Eﬀekt bei vielen praktischen An-
wendungen unerwu¨nscht und wird durch ein passendes Design der Struktur vermieden.
Gewisse Ebenma¨ßigkeiten eines Systems, wie etwa ein periodischer Aufbau, werden sich
auch im Systemverhalten, das durch seine Eigenzusta¨nde charakterisiert ist, widerspie-
geln. Entartung wird hauptsa¨chlich durch die Symmetrie eines Systems verursacht, wes-
halb die Gruppentheorie ein ideales Instrument zur Feststellung entarteter Eigenzusta¨nde
sowie zur Quantiﬁzierung ihres minimalen Grades ist. Letztendlich ist es mo¨glich, die Ei-
genlo¨sungen oder besser die Eigenzusta¨nde den Symmetrietypen der zugrunde liegenden
Symmetriegruppe des Systems zuzuordnen und damit eine Klassiﬁzierung vorzunehmen.
Eine weitere bedeutsame Anwendung ﬁnden gruppentheoretische Methoden auch in der
Sto¨rungstheorie. Wenn ein System mit einer bestimmten Symmetrie einer Sto¨rung aus-
gesetzt wird, kann es zu einer Reduktion der Symmetrie des Systems und damit zu einer
Aufspaltung der Eigenzusta¨nde verbunden mit einer Aufhebung der Entartung kommen,
die mit den aus der Darstellungstheorie bereitgestellten Mitteln erfasst und beschrieben
werden kann.
Es ist zu beachten, dass das Vorhandensein einer Symmetrie nicht notwendigerweise ei-
ne Entartung der Eigenzusta¨nde mit sich bringt, sie ist ho¨chstens ein Hinweis darauf.
Umgekehrt ko¨nnen auch entartete Eigenzusta¨nde auftreten, ohne dass dem betrachteten
System eine geometrische Symmetrie zugeschrieben werden kann.
Im Folgenden wird eine abgeschlossene, resonante Struktur betrachtet, deren ho¨chste
geometrische Symmetrie durch die Gruppe G charakterisiert ist. Zur Bestimmung der
als paarweise verschieden angenommenen Eigenwerte λi dieser Anordnung sowie der zu-
geho¨rigen Eigenra¨ume
Vλ = span
{
v
(j)
λ : j = 1, 2, . . . , dλ
}
, (4.1.23)
die durch die linear unabha¨ngigen Eigenvektoren v
(j)
λ aufgespannt werden, ist eine Eigen-
wertaufgabe, welche die allgemeine Form
L(λ)vλ = 0 (4.1.24)
besitzt, zu lo¨sen. Fu¨r L(λ) = L0 − λI erha¨lt man daraus den Spezialfall eines linea-
ren Eigenwertproblems, ha¨ngt dagegen der Operator L nichtlinear vom Parameter λ ab,
handelt es sich um ein nichtlineares oder indirektes Eigenwertproblem. Aus der allgemei-
nen Formulierung in Gleichung (4.1.24) geht hervor, dass diejenigen Parameter λ gesucht
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sind, fu¨r die der Operator L(λ) einen nichttrivialen Kern besitzt. Es sollen die im vor-
herigen Abschnitt getroﬀenen Annahmen gelten, so dass wegen der Vertauschbarkeit des
Operators L(λ) mit allen Symmetrietransformationen gilt:
v
(j)
λ ∈ ker{L(λ)} ⇒ T (g)v(j)λ ∈ ker{L(λ)}, ∀g ∈ G. (4.1.25)
Der Kern des betrachteten Operators, der gerade dem interessierenden Eigenraum Vλ
entspricht, ist demnach selbst ein bezu¨glich der Gruppe G invarianter Untervektorraum
und damit ein Darstellungsraum, der in irreduzible Darstellungsra¨ume der Gruppe zerfa¨llt:
Vλ =
⊕
R∈R
mR⊕
i=1
E (i)R . (4.1.26)
Diese Reduktionsformel impliziert, dass die Dimensionen dR der in der Zerlegung eines
Eigenraums auftretenden irreduziblen Darstellungen untere Schranken fu¨r dessen Ent-
artungsgrad dλ sind. Da nichtkommutative Gruppen stets mehrdimensionale irreduzible
Darstellungen besitzen, tritt bei Systemen mit derartigen Symmetrien zwangsla¨uﬁg auch
eine Entartung bestimmter Eigenzusta¨nde auf. Die Frage nach der Multiplizita¨t mR und
somit der Vielfachheit der irreduziblen Darstellungsra¨ume gleichen Symmetrietyps ha¨ngt
von mehreren Faktoren ab und la¨sst sich nicht generell beantworten. Wenn als einzige
Ursache fu¨r die Entartung von Eigenzusta¨nden eine mo¨gliche geometrische Symmetrie
angenommen wird, la¨sst sich gewo¨hnlich von der Irreduzibilita¨t sa¨mtlicher Eigenra¨ume
ausgehen, so dass jeder von ihnen einem einzigen Symmetrietyp der vollen Symmetrie-
gruppe des Systems mit der Vielfachheit Eins zugeordnet werden kann. In diesem Fall liegt
eine reine Symmetrieentartung vor. Der Entartungsgrad eines Eigenzustandes entspricht
dann exakt der Dimension der irreduziblen Darstellung, nach der dieser Eigenzustand
zerlegt ist. Beschreibt dagegen die angenommene Gruppe nicht die ho¨chste Symmetrie
des Systems und ist demzufolge nur eine Untergruppe der vollen Symmetriegruppe, so
mu¨ssen bestimmte Darstellungen dieser Untergruppe die Basis einer irreduziblen Dar-
stellung der ho¨heren Symmetriegruppe bilden. Damit liegt eine Entartung infolge einer
versteckten Symmetrie vor, wobei sich die Multiplizita¨ten nach der Aufspaltung der Dar-
stellungen richten [62]. Entartungen von Eigenzusta¨nden, die nicht durch eine geometri-
sche Symmetrie verursacht werden, werden als zufa¨llig eingestuft [62]. Als Beispiel hierzu
kann ein Wellenleiter mit rechteckigem Querschnitt angefu¨hrt werden. Fu¨r bestimmte Sei-
tenverha¨ltnisse tritt eine Entartung bestimmter Grenzfrequenzen auf, die aber bei einer
geringen Variation einer Kantenla¨nge ohne A¨nderung der Symmetrie aufgehoben wird.
Zusammenfassend bleibt festzuhalten, dass die Kenntnis der Symmetriegruppe eines Sys-
tems grundsa¨tzlich nur einen Ru¨ckschluss auf den minimal zu erwartenden Entartungsgrad
eines Eigenzustandes erlaubt. Weiterhin tritt eine symmetriebedingte Entartung nur bei
Strukturen, deren volle Symmetriegruppe nichtkommutativ ist, auf.
4.1.5.1 Zerlegung der Eigenra¨ume in Symmetrietypen am Beispiel eines Wel-
lenleiters mit quadratischem Querschnitt
Anhand der Eigenanalyse eines unendlich ausgedehnten, la¨ngshomogenen Wellenleiters
mit quadratischer Querschnittsﬂa¨che, dessen Wandung aus ideal elektrisch leitfa¨higem
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Material besteht, wird die Klassiﬁzierung der Eigenra¨ume nach Symmetrietypen demons-
triert. Die elektromagnetischen Eigenschaften des Materials im Inneren des Wellenleiters
sollen zudem als konstant angesehen werden, womit das mathematische Modell, bestehend
aus den Maxwellschen Gleichungen, den Randbedingungen und den Materialbeziehun-
gen, den fu¨r die Anwendung der Symmetriereduktion gestellten Anforderungen genu¨gt.
Nach Ausnutzung der Translationssymmetrie durch Separation der axialen Abha¨ngig-
keiten resultiert ein auf die Querschnittsﬂa¨che reduziertes, zweidimensionales Eigenwert-
problem, dessen Lo¨sung die gesuchten ausbreitungsfa¨higen Wellen liefert. Fu¨r den hier
betrachteten Rechteckhohlleiter erha¨lt man einen unendlichen, diskreten Satz von linear
unabha¨ngigen Eigenmoden, die sich in transversal elektrische (TEmn, m > 0 ∨ n > 0)
und transversal magnetische (TMmn, m > 0 ∧ n > 0) Wellen aufteilen. Die analytischen
Ausdru¨cke dafu¨r sind in der Standardliteratur zur gefu¨hrten Wellenausbreitung zu ﬁnden,
weshalb hier auf deren Angabe verzichtet wird [59, 52, 56].
Typ m,n ungerade m,n gerade m + n ungerade
A1
{TEmn − TEnm}
{TMmn + TMnm}
A2
{TEmn + TEnm}
{TMmn − TMnm}
B1
{TEmn − TEnm}
{TMmn + TMnm}
B2
{TEmn + TEnm}
{TMmn − TMnm}
E
{TEmn, TEnm}
{TMmn, TMnm}
Tabelle 4.2: Einteilung der Eigenra¨ume des la¨ngshomogenen Wellenleiters mit quadra-
tischer Querschnittsﬂa¨che nach den Symmetrietypen der C4v-Gruppe. Die angegebenen
Eigenmoden bzw. deren Linearkombinationen konstituieren eine symmetriegerechte Basis
des irreduziblen Darstellungsraums eines bestimmten Symmetrietyps dieser Gruppe.
Die ho¨chste Symmetrie des ebenen quadratischen Rechengebiets wird durch die nicht-
kommutative Gruppe C4v beschrieben, die vier eindimensionale Darstellungen und eine
zweidimensionale Darstellung besitzt. Folglich existieren symmetriebedingt auch Grenz-
frequenzen, die mindestens zweifach entartet sind. Fu¨r eine eindeutige Typisierung der
ausbreitungsfa¨higen Wellen bezu¨glich ihrer Symmetrieeigenschaften sind zuna¨chst die aus-
schlaggebenden Symmetrieelemente festzustellen. Als erzeugende Elemente treten, wie in
Abbildung 4.3 gezeigt, die eigentliche Drehung C4 um die vierza¨hlige Hauptdrehachse, die
in axialer Richtung durch den geometrischen Schwerpunkt der Querschnittsﬂa¨che verla¨uft,
sowie die Spiegelung an einer, die Hauptdrehachse enthaltenen Ebene σv auf.
Bei der Analyse der Eigenra¨ume hinsichtlich einer mo¨glichen Entartung sind mehrere
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Symmetrietyp A1
{TE13 − TE31}
C4
σv
Symmetrietyp B1
{TE20 − TE02}
Symmetrietyp A2
{TE20 + TE02}
Symmetrietyp B2
{TE13 + TE31}
Symmetrietyp E
{TE12, TE21}
Abbildung 4.3: Elektrische Feldlinien symmetriegerechter Eigenmoden einiger ausgewa¨hl-
ter irreduzibler Darstellungsra¨ume der C4v-Gruppe in der Querschnittsﬂa¨che eines qua-
dratischen, la¨ngshomogenen Wellenleiters. Jeder Eigenraum dieser Anordnung zerfa¨llt in
irreduzible Darstellungsra¨ume, die bestimmten Symmetrietypen zugeordnet sind. Aus Line-
arkombinationen entarteter TEmn- und TMmn-Eigenmoden ko¨nnen symmetrieadaptierte
Basisfunktionen dieser Ra¨ume entwickelt werden.
Fa¨lle zu unterscheiden. Die Paare von Eigenwellen {TEmm, TMmm} mit m > 0 konsti-
tuieren Basen zweidimensionaler Eigenra¨ume zu unterschiedlichen Eigenfrequenzen, die
in eindimensionale irreduzible Darstellungsra¨ume zerlegbar sind. Dabei spannen TEmm-
Moden mit geradem Index Ra¨ume vom Symmetrietyp A2 und TMmm-Moden Ra¨ume vom
Typ B1 auf, hingegen lassen sich TEmm-Moden mit ungeradem Index dem Symmetrietyp
B2 und TMmm-Moden dem Typ A1 zuordnen. Ebenso bildet jeder Satz von Eigenwellen
{TEm0, TE0m} mit m > 0 eine Basis eines zweidimensionalen Eigenraumes. Dieser zerfa¨llt
fu¨r geraden Index in zwei eindimensionale irreduzible Darstellungsra¨ume vom Typ A2 und
B1, die jedoch nicht von jeweils einem der beiden Eigenmoden selbst, sondern von den
aus ihnen gebildeten Linearkombinationen TEm0 +TE0m und TEm0−TE0m aufgespannt
werden. Ist der Index ungerade, bilden die TEm0- und TE0m-Wellen die Basis einer zwei-
dimensionalen Darstellung vom Typ E, womit eine reine Symmetrieentartung vorliegt.
Es sei angemerkt, dass TEmn- und TMmn-Moden an das kartesische Koordinatensystem
angepasste Eigenlo¨sungen sind, aus denen bei Vorliegen einer Entartung beliebige neue Ba-
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sen konstruierbar sind, die, wie in dem hier vorliegenden Fall, symmetrieadaptiert gewa¨hlt
werden ko¨nnen. Aus diesem Grund ist es sinnvoll, nicht die einzelnen Eigenmoden, son-
dern den ausreduzierten Eigenraum, den sie aufspannen, nach den Symmetrietypen der
Gruppe einzuteilen.
Die u¨brigen Eigenra¨ume sind mindestens vierdimensional und werden von den Quadrupel
von Eigenmoden {TEmn, TEnm, TMmn, TMnm} mit ungleichen, von Null verschiedenen
Indizes m,n > 0 ∧m = n aufgespannt. Diese Eigenra¨ume sind weiter reduzierbar, wobei
jeder irreduzible Darstellungsraum eines Symmetrietyps mindestens doppelt auftritt. Ta-
belle 4.2 gibt Auskunft u¨ber die Zuordnung der Eigenra¨ume zu den Symmetrietypen sowie
die Bildung symmetriegerechter Basen aus den kartesischen Eigenmoden.
In Abbildung 4.3 sind die elektrischen Feldlinien ausgewa¨hlter Vertreter der symmetrie-
adaptierten Basissa¨tze eines jeden Symmetrietyps der zugrunde liegenden Gruppe in der
Querschnittsﬂa¨che des Wellenleiters gezeigt. Unter Beachtung, dass sich die elektrische
Feldsta¨rke wie ein Vektor transformiert, sind die Symmetrieeigenschaften der elektroma-
gnetischen Wellen eines bestimmten Symmetrietyps einfach daraus ablesbar. So ist leicht
erkennbar, dass Moden vom Typ A1 und A2 symmetrisch bezu¨glich der Drehung C4 um
die Hauptdrehachse sind, wohingegen Moden vom Typ B1 und B2 ihr Vorzeichen a¨ndern
und damit antisymmetrisch sind. Analog dazu la¨sst die Spiegelung σv Moden vom Typ
A1 und B1 unvera¨ndert, hingegen a¨ndern Moden vom Typ A2 und B2 ihr Vorzeichen
bei Anwendung dieser Operation. Die Irreduzibilita¨t der Darstellung vom Typ E wird
dadurch deutlich, dass die beiden exemplarischen Basismoden sowohl bei einer Elemen-
tardrehung als auch bei einer Spiegelung ineinander transformiert werden. Abschließend
seien noch einmal Moden vom Typ A1 hervorgehoben, die totalsymmetrisch und somit
invariant gegenu¨ber sa¨mtlichen Symmetrieoperationen dieser Gruppe sind.
4.1.5.2 Aufhebung symmetriebedingter Entartung am Beispiel der Eigenra¨u-
me eines quaderfo¨rmigen Hohlraumresonators
Ein aus ideal elektrisch leitfa¨higem Material bestehender, vollsta¨ndig evakuierter, wu¨rfel-
fo¨rmiger Hohlraumresonator, dessen Innenabmessungen a = b = c = 1 m betragen, dient
als Beispiel zur Verdeutlichung der Aufspaltung von Eigenzusta¨nden unter dem Einﬂuss
einer Sto¨rung. Abha¨ngig von der Symmetrie der Sto¨rung treten grundsa¨tzlich zwei Fa¨lle
auf. Wenn die Sto¨rung die gleiche Symmetrie wie das System oder eine ho¨here Symmetrie
als dieses besitzt, kommt es lediglich zu einer Verschiebung der Eigenfrequenzen, ohne
dass sich deren Entartungsgrad a¨ndert. Bei der hier betrachteten Anordnung kann eine
derartige Sto¨rung beispielsweise durch eine kleine Variation aller Kantenla¨ngen bei gleich-
bleibenden Seitenverha¨ltnissen verursacht werden. Eine niedrigere Symmetrie der Sto¨rung
im Vergleich zu der des Systems fu¨hrt zu einer Aufspaltung mehrdimensionaler irredu-
zibler Darstellungsra¨ume und damit zu einer teilweisen oder vollsta¨ndigen Aufhebung der
Entartung einer Eigenfrequenz, weil sich die Symmetrie des Systems auf die der Sto¨rung
reduziert.
Die ho¨chste Symmetrie des betrachteten Hohlraumresonators wird durch die volle Ok-
taedergruppe Oh beschrieben, die vier eindimensionale, zwei zweidimensionale und vier
dreidimensionale irreduzible Darstellungen besitzt. Dementsprechend ko¨nnen die ausredu-
zierten Eigenra¨ume in zehn verschiedene Symmetrietypen eingeteilt werden. Untersucht
4.1. Grundlegendes Konzept 109
werden soll die Auswirkung einer Sto¨rung der Geometrie durch geringfu¨gige A¨nderung
der Abmessungen auf das Eigenfrequenzspektrum und den zugeho¨rigen Eigenra¨umen.
Die dafu¨r beno¨tigten Zusammenha¨nge zwischen den Darstellungen der urspru¨nglichen
Symmetriegruppe des Systems und der Sto¨rung ko¨nnen entweder einer Korrelationstafel
entnommen oder mittels der im vorherigen Unterabschnitt angegebenen Reduktionsformel
(4.1.18) bestimmt werden.
Grundwellen dieser Anordnung, die aus dem durch das Tripel {TM110, TE011, TE101}
aufgespannten dreidimensionalen Eigenraum zur kleinsten Eigenfrequenz f1 = 212 MHz
stammen, sind unter Beachtung des Transformationsverhaltens der elektromagnetischen
Feldgro¨ßen vom Symmetrietyp T1u und weisen demnach eine Antisymmetrie bezu¨glich der
Inversion auf. Durch Vergro¨ßerung einer Seitenla¨nge um 1% reduziert sich die Symmetrie
des Resonators auf die Untergruppe D4h ⊂ Oh, die acht eindimensionale und zwei zweidi-
mensionale irreduzible Darstellungen besitzt. Dies hat eine Aufspaltung des Eigenraums
vom Typ T1u der Oh-Gruppe in einen durch das Modenpaar {TE011, TE101} aufgespann-
ten zweidimensionalen Darstellungsraum vom Typ Eu zur Eigenfrequenz f
′
1 = 211 MHz
und einen durch die Mode {TM110} aufgespannten eindimensionalen Darstellungsraum
vom Typ A2u zur Eigenfrequenz f
′
2 = 212 MHz der D4h-Gruppe zur Folge. Wird daru¨ber
hinaus eine der beiden gleich langen Seiten um 1% verku¨rzt, nimmt die Struktur die
Symmetrie der Gruppe D2h ⊂ D4h an, die ausschließlich eindimensionale irreduzible Dar-
stellungen besitzt. Daraus resultiert eine weitere Aufspaltung des Eigenraums vom Typ Eu
der Gruppe D4h in zwei eindimensionale Eigenra¨ume vom Typ B2u und B3u der Gruppe
D2h zu unterschiedlichen Eigenfrequenzen f
′′
1 = 211 MHz und f
′′
2 = 212 MHz. Der Dar-
stellungsraum vom Typ A2u der Gruppe D4h entspricht dem vom Typ B1u der Gruppe
D2h, wobei sich die Eigenfrequenz auf den Wert f
′′
3 = 213 MHz erho¨ht.
Der durch das Paar {TE111, TM111} aufgespannte zweidimensionale Eigenraum zur na¨chst
ho¨heren Eigenfrequenz f2 = 260 MHz des ungesto¨rten Resonators ist irreduzibel und la¨sst
sich dem Symmetrietyp Eg zuordnen. Eine Sto¨rung der Symmetrie fu¨hrt in diesem Fall
nicht zu einer Aufhebung der Entartung, sondern alleinig zu einer Verschiebung der Ei-
genfrequenz. Infolge der Verringerung der Symmetrie ist jedoch der Darstellungsraum
reduzibel und kann in die beiden eindimensionalen Eigenra¨ume vom Typ A1g und B1g
der Gruppe D4h zur Eigenfrequenz f
′
3 = 259 MHz zerlegt werden. Bei einer weiteren
Reduktion der Symmetrie bleibt die Entartung erhalten, der Eigenraum zerfa¨llt in zwei
eindimensionale Darstellungen vom totalsymmetrischen Typ Ag der Gruppe D2h zur Ei-
genfrequenz f ′′4 = 260 MHz.
In Abbildung 4.4 ist die Aufspaltung der ersten acht Eigenzusta¨nde des wu¨rfelfo¨rmigen
Hohlraumresonators sinnbildlich dargestellt. Die Zerlegung der einzelnen Eigenra¨ume in
irreduzible Darstellungen eines bestimmten Symmetrietyps ist durch eine Summe, ihre
Vielfachheit durch einen Vorfaktor symbolisiert. Zur Kennzeichnung der Dimension einer
Darstellung wurde die Sta¨rke der entsprechenden Linie, die den Eigenzustand repra¨sen-
tiert, dazu proportional gewa¨hlt.
Der beschriebene Eﬀekt la¨sst auch wichtige Schlu¨sse im Bereich der numerischen Feldbe-
rechnung zu. Die Diskretisierung einer geometrischen Struktur, die die Symmetrie einer
nichtkommutativen Gruppe besitzt, fu¨hrt im Allgemeinen zum Bruch der Symmetrie, so
dass die approximierte Geometrie eine niedrigere Symmetriegruppe besitzt. Selbst wenn
die Zerlegung in die gewa¨hlten Elementarﬁguren die urspru¨ngliche Struktur exakt nach-
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f
MHz
212
260
335
367
424
450
474
497
a = b = c = 1 m
Oh −Gruppe
a = b = 1 m, c = 1,01 m
D4h −Gruppe
a = 1 m, b = 0,99 m, c = 1,01 m
D2h −Gruppe
T1u A2u
Eu
B1u {TM110}
B3u {TE011}
B2u {TE101}
Eg
A1g + B1g
2Ag {TE111, TM111}
T1g + T2g Eg
A2g + B2g
Eg
B3g {TM120}
B1g {TE021}
B2g {TM210}
B1g {TE201}
B2g {TE012}
B3g {TE102}
T1u + T2u 2Eu
A2u + B2u
2B2u {TE121, TM121}
2B3u {TE211, TM211}
2B1u {TE112, TM112}
A2u + Eu B1u
A1u + B1u
Au {TM220}
Au {TE022}
Au {TE202}
T1g + T2g A2g + B2g
2Eg
2B1g {TE221, TM221}
2B3g {TE122, TM122}
2B2g {TE212, TM212}
T1u + T2u A2u + B2u
Eu
Eu
B1u {TM130}
B3u {TE031}
B1u {TM310}
B2u {TE301}
B3u {TE013}
B2u {TE103}
A1g + A2g
+2Eg
2A1g + 2B1g
A1g + B1g
2Ag {TE131, TM131}
2Ag {TE311, TM311}
2Ag {TE113, TM113}
Abbildung 4.4: Aufspaltung der ersten acht Eigenfrequenzen bei Sto¨rung der Symmetrie
eines wu¨rfelfo¨rmigen Resonators. Durch geringe Variation einer Kantenla¨nge reduziert
sich die Symmetrie der Struktur, womit es zur Aufspaltung der urspru¨nglich irreduziblen
Darstellungsra¨ume und folglich zur Aufhebung der Entartung kommt. Jede Linie, deren
Sta¨rke proportional zur Dimension der Darstellung ist, repra¨sentiert einen Eigenzustand.
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bildet, wie das beispielsweise bei der Diskretisierung eines Wu¨rfels in Tetraeder der Fall
ist, wird deren Symmetrie bei einem unregelma¨ßigen Gitter gesto¨rt. Als Folge davon
kommt es zur Aufspaltung der symmetrieentarteten Eigenra¨ume des Originalproblems in
die Eigenra¨ume des diskreten Problems, welche eine niedrigere Dimension besitzen. Mit
steigender Feinheit des Rechengitters nimmt der Einﬂuss der Sto¨rung immer weiter ab,
so dass der Unterschied zwischen den aufgespaltenen Eigenfrequenzen immer geringfu¨gi-
ger wird. Durch eine symmetrieerhaltende Diskretisierung des Rechengebietes kann diese
unerwu¨nschte Aufspaltung der Eigenfrequenzen weitestgehend unterdru¨ckt werden. We-
sentlich eleganter und vor allem eﬃzienter ist jedoch die Reduktion des Eigenwertproblems
auf ein Fundamentalgebiet.
4.2 Diagonalisierung des Integraloperators
Die bisherigen, allgemein gehaltenen Ausfu¨hrungen werden nachfolgend fu¨r elektroma-
gnetische Streuprobleme mit ideal elektrisch leitfa¨higen Objekten
T K = n× Einc auf S (4.2.1)
sowie Eigenwertaufgaben homogener Hohlraumresonatoren mit der Wellenzahl k als Ei-
genwertparameter
T (k) K = 0 auf S (4.2.2)
konkretisiert, die mittels der elektrischen Feldintegralgleichung mathematisch beschrieben
sein sollen. Bei der Betrachtung von ideal elektrisch leitfa¨higen Schirmen ist zusa¨tzlich zu
Gleichung (4.2.1) die homogene Dirichletsche Bedingung
u · K = 0 auf ∂S (4.2.3)
auf dem Rand C = ∂S des ﬂa¨chenhaften Rechengebietes S zu erfu¨llen, die das Ver-
schwinden der Normalkomponente der elektrischen Fla¨chenstromdichte K bezu¨glich der
Randkurve zum Ausdruck bringt. Im Folgenden werden zuerst die erforderlichen Vor-
aussetzungen fu¨r die Anwendbarkeit der Methode der Symmetriezellenreduktion u¨ber-
pru¨ft. Anschließend erfolgt die gezielte Ableitung des reduzierten Integraloperators, um
die gewu¨nschte Problemformulierung auf dem Fundamentalgebiet zu erhalten.
Entscheidend fu¨r die Vertauschbarkeit des in Gleichung (2.2.40a) deﬁnierten Integralope-
rators mit den Elementen der ﬁniten Gruppe G, die die Symmetrie des Rechengebietes S
charakterisiert, ist die aus der Invarianz des euklidischen Abstandes gegenu¨ber den Be-
wegungen des Ortsraums resultierende Eigenschaft der skalaren Greenschen Freiraum-
funktion
[Tr(g)G](r, r
′) = [Tr ′(g−1)G](r, r ′), (4.2.4)
fu¨r die vereinbart werden soll, dass sie sich wie ein Skalarfeld transformiert. Eine weitere
unmittelbare Konsequenz aus dem la¨ngen- und winkelerhaltenden Charakter der Symme-
trieoperatoren ist die Invarianz des diﬀerentiellen Fla¨chenelements
[T (g)dA](r) = dA(g−1r) = dA(r) . (4.2.5)
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Unter Beachtung, dass sich die Anregung in Gleichung (4.2.1) wie ein Pseudovektorfeld
transformiert sowie unter Hinweis auf die Vertauschbarkeit der Randoperatoren gema¨ß
den Gleichungen (C.2.8) im Anhang C.2 kann darauf aufbauend leicht die geforderte
A¨quivarianz des Integraloperators
˜T (g)T = T T (g) , ∀g ∈ G (4.2.6)
nachgewiesen werden. Wird zusa¨tzlich unterstellt, dass der Deﬁnitions- und Bildbereich
des Operators ein Darstellungsraum der zugrunde liegenden Symmetriegruppe ist, sind
alle Voraussetzungen fu¨r die Anwendbarkeit der abstrakten harmonischen Analyse erfu¨llt,
so dass die betrachteten Modellprobleme in den Eigenra¨umen der Symmetriegruppe gelo¨st
werden ko¨nnen:
T KR = E
inc
R auf S , (4.2.7a)
u · KR = 0 auf ∂S . (4.2.7b)
Hierin bezeichnen KR = PR K und E
inc
R =
˜PR(n× Einc) Funktionenmatrizen, welche die
symmetrischen Bestandteile der Fla¨chenstromdichte und der Anregung enthalten.
4.2.1 Reduktion der Integraldarstellungen
Zur Bestimmung des Integraloperators im Raum der auf das Fundamentalgebiet restrin-
gierten Funktionen sind die Integrationsgebiete aller vorkommenden Integrale durch ge-
eignete A¨quivalenzumformungen entsprechend einzuschra¨nken. Dabei soll die Struktur
der Gleichungen erhalten bleiben, so dass spa¨ter bewa¨hrte Diskretisierungsstrategien oh-
ne gro¨ßere Modiﬁkationen angewendet werden ko¨nnen. Um die Rechnung u¨bersichtlich zu
halten, wird dieser Schritt am Beispiel des von den Symmetriekomponenten eines Ober-
ﬂa¨chenstroms erregten Skalar- und Vektorpotentials demonstriert. Da der Integraloperator
T aus diesen Potentialen abgeleitet ist, ko¨nnen die gewonnenen Ergebnisse im Anschluss
direkt auf die Integralgleichung u¨bertragen werden. Grundlage bildet die Zerlegung des
Rechengebietes gema¨ß Gleichung (4.1.11), die eine Aufteilung der Integrale der Form
A
±,(ij)
R,e (r) = ∓
∑
g∈G
∫
gS0
G(r, r ′) K
(ij)
R (r
′)dA(r ′) (4.2.8)
mit K
(ij)
R =
P
(ij)
R
K erlaubt. Substitution des Quellpunktes r ′ = gˆr liefert unter Einbezie-
hung von Gleichung (4.2.4) und Gleichung (4.2.5)2
A
±,(ij)
R,e (r) = ∓
∑
g∈G
∫
S0
G(g−1r, ˆr) K
(ij)
R (gˆr)dA(ˆr)
= ∓
∑
g∈G
∫
S0
[Tr(g)(I¯G)](r, ˆr) [T (g
−1) K
(ij)
R ](ˆr)dA(ˆr).
(4.2.9)
2Die Symmetrietransformation von Dyaden ist analog zu der von Vektorfeldern deﬁniert.
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Nach Einarbeitung der Symmetrierelation und Einfu¨hrung der Funktionenmatrix
G¯R(r, r
′) :=
∑
g∈G
R(g)[Tr(g)(I¯G)](r, r
′) =
|G|
dR
[PR,r(I¯G)](r, r
′), (4.2.10)
deren Komponenten G¯
(ij)
R = [G¯R]ij als modale dyadische Greensche Funktionen bezeich-
net werden sollen, gelangt man schließlich zu der gewu¨nschten Gestalt des Integrals
A
±,(ij)
R,e (r) = ∓
dR∑
k=1
∫
S0
G¯
(ik)
R (r, r
′) K
(kj)
R (r
′)dA(r ′), (4.2.11)
das nur auf einem Fundamentalgebiet auszuwerten ist. Durch Einfu¨hrung einer modalen
skalaren Greenschen Funktionenmatrix
GR(r, r
′) :=
∑
g∈G
R(g)[Tr(g)G](r, r
′) =
|G|
dR
[PR,r G](r, r
′) (4.2.12)
mit den Eintra¨gen G
(ij)
R = [GR]ij la¨sst sich analog zu diesem Vorgehen die Bestimmungs-
gleichung fu¨r das durch die Symmetriekomponenten einer Oberﬂa¨chenladung erregte Ska-
larpotential auf ein Fundamentalgebiet beschra¨nken:
Φ
±,(ij)
R,e (r) = ∓
1
ε
dR∑
k=1
∫
S0
G
(ik)
R (r, r
′) σ(kj)R (r
′)dA(r ′). (4.2.13)
Anzumerken ist, dass bestimmte vorteilhafte Eigenschaften der Greenschen Freiraum-
funktion, wie beispielsweise die ha¨uﬁg verwendete Identita¨t in Gleichung (2.3.21), nicht
fu¨r die modalen Varianten gelten, weshalb diese im Einzelfall veriﬁziert werden mu¨ssen.
Neben den Potentialen ist unter Hinweis auf Kapitel 2 auf den hier betrachteten Funktio-
nenra¨umen die fu¨r die spa¨tere Diskretisierung der Integralgleichungen beno¨tigte Sesquili-
nearform 〈
f,g
〉
:=
∫
S
f
 · (g × n)dA (4.2.14)
deﬁniert, die unter der Annahme, dass sich das erste Argument wie ein Vektorfeld und
das zweite wie ein Pseudovektorfeld transformiert, bereits die gewu¨nschte Invarianz unter
der Gruppe der Symmetrieoperatoren〈
Tf, ˜Tg
〉
=
〈
f,g
〉
, ∀g ∈ G (4.2.15)
aufweist. Unter Einbeziehung der in Abschnitt 3.3.2 festgestellten Eigenschaften der Ope-
ratormatrix PR kann leicht gezeigt werden, dass in vollkommener Analogie zur Dekompo-
sition von Funktionen die Sesquilinearform ebenfalls in ihre symmetrischen Komponenten
gema¨ß 〈
f,g
〉
=
∑
R∈R
dR∑
i=1
〈
f
(ii)
R
,g(ii)
R
〉
(4.2.16)
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zerlegbar ist. Auch hier kann die Auswertung des Integrals nach Aufteilung des Integrati-
onsgebiets und Einarbeitung der Symmetrierelation auf ein Fundamentalgebiet beschra¨nkt
werden:
〈
f
(ii)
R
,g(ii)
R
〉
=
|G|
dR
dR∑
k=1
∫
S0
f
(ki)
R
· (g(ki)
R
× n)dA := |G|
dR
dR∑
k=1
〈
f
(ki)
R
,g(ki)
R
〉
S0
. (4.2.17)
Es wurde gezeigt, dass sowohl die elektrodynamischen Potentiale als auch die Sesquilinear-
form durch Integrale darstellbar sind, die sich nur u¨ber ein Fundamentalgebiet erstrecken.
Die Integranden ko¨nnen demnach durch ihre restringierten Gegenstu¨cke f
(ij)
R → f (ij)R,0 mit
f
(ij)
R,0 = W0f
(ij)
R ersetzt werden, ohne den Wert der Integrale selbst zu a¨ndern.
Anstelle des Ausgangsproblems in Gleichung (4.2.1) bzw. Gleichung (4.2.2) sind
∑
R∈R dR
unabha¨ngige Teilprobleme reduzierter Gro¨ße zu lo¨sen, die durch die gekoppelten (dR×dR)
Integralgleichungssysteme
dR∑
k=1
T
(ik)
R,0
K
(kj)
R,0 =
E
inc,(ij)
R,0 , auf S0, i ∈ [1, dR] (4.2.18)
mit dem modiﬁzierten Integraloperator
[T
(ik)
R,0
K
(kj)
R,0 ](r) = jk0Z0n(r)×
⎧⎨
⎩
∫
S0
G¯
(ik)
R,0(r, r
′)K
(kj)
R,0 (r
′)dA(r ′) . . .
+
1
k20
−
∫
S0
(gradr G
(ik)
R,0)(r, r
′)(Div K
(kj)
R,0 )(r
′)dA(r ′)
⎫⎬
⎭ ,
(4.2.19)
dessen Kern durch die modalen Greenschen Funktionen repra¨sentiert wird, beschrieben
sind. Unter Beachtung, dass Teilprobleme identischen Symmetrietyps durch den gleichen
Satz von Integraloperatoren modelliert werden, kann Gleichung (4.2.18) mit
TR,0 = ˜WR,0T W−1R,0 (4.2.20a)
KR,0 =
WR,0 KR (4.2.20b)
E
inc
R,0 =
˜WR,0E
inc
R (4.2.20c)
in der einpra¨gsamen und leicht handhabbaren Matrixform
TR,0 KR,0 = E
inc
R,0 auf S0 , R ∈ R (4.2.21)
ausgedru¨ckt werden. Unter Verwendung der modalen Greenschen Funktionenmatrizen
la¨sst sich die hierin enthaltene Operatormatrix mit den restringierten modalen Green-
schen Funktionen
GR,0 = WR,0GR (4.2.22a)
G¯R,0 =
WR,0G¯R (4.2.22b)
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explizit zu
[TR,0 KR,0](r) = jk0Z0n(r)×
⎧⎨
⎩
∫
S0
G¯R,0(r, r
′)KR,0(r
′)dA(r ′) . . .
+
1
k20
−
∫
S0
(gradr GR,0)(r, r
′)(Div KR,0)(r
′)dA(r ′)
⎫⎬
⎭
(4.2.23)
angeben. Die Verknu¨pfung der Greenschen Funktionenmatrix mit der Matrix der Rand-
belegung erfolgt dabei nach den bekannten Gesetzen der Matrizenrechnung, wobei das
Produkt der Komponenten den herko¨mmlichen Verknu¨pfungsregeln fu¨r Funktionen un-
terliegt. Es ist zu beachten, dass die Komponenten der modalen Greenschen Funktio-
nenmatrix in Gleichung (4.2.10) im Gegensatz zur Freiraumfunktion vollbesetzte Dyaden
sind, die mit der Oberﬂa¨chenstromdichte in geeigneter Weise verkettet sind. In U¨ber-
einstimmung mit der Skalarmultiplikation wirken die ra¨umlichen Diﬀerentialoperatoren
komponentenweise auf die Funktionenmatrizen. Mit Blick auf Gleichung (4.2.17) la¨sst
sich ebenso eine Sesquilinearform fu¨r die restringierten Funktionenmatrizen sinnvoll deﬁ-
nieren, indem analog zur Addition von Matrizen diese Operation elementweise fu¨r jeweils
zwei gleichgestellte Matrixeintra¨ge ausgefu¨hrt wird[〈
fR,0, gR,0
〉
S0
]
ij
:=
〈
f
(ij)
R,0 , g
(ij)
R,0
〉
S0
=
〈
Z f
(ij)
R,0 , Zg
(ij)
R,0
〉
(4.2.24)
und damit eine konsequente Weiterfu¨hrung des Konzepts des Matrizenkalku¨ls erlaubt.
4.2.2 Matrixdarstellung des Integraloperators
Formal entspricht die Transformation der auf dem Rechengebiet S deﬁnierten Integral-
gleichung (4.2.1) in die voneinander unabha¨ngigen Systeme gema¨ß Gleichung (4.2.21), die
auf einem reduzierten Gebiet auszuwerten sind, einer Diagonalisierung des Integralopera-
tors. Zur Verdeutlichung soll die urspru¨ngliche Problemstellung in eine Matrixdarstellung
u¨berfu¨hrt werden, wozu Gleichung (4.2.21) unter Ausnutzung der A¨quivarianzeigenschaft
des Integraloperators wie folgt umgeschrieben wird:∑
g∈G
R(g) ˜WR,0 ˜T (g)T Z︸ ︷︷ ︸
T (g)
∑
g∈G
R(g) WR,0 T (g)K︸ ︷︷ ︸
K(g)
=
∑
g∈G
R(g) ˜WR,0 ˜T (g)(n× Einc)︸ ︷︷ ︸
E
inc
tan(g)
.
(4.2.25)
Die hierin enthaltenen Terme T (g), K(g) und E inctan(g) ko¨nnen als Elemente einer abstrak-
ten Gruppenalgebra u¨ber dem Raum der auf eine Symmetriezelle restringierten Feld-
gro¨ßen und Operatoren angesehen werden. Die auf dem gesamten Gebiet S deﬁnierten
Felder stehen mit den auf dem Fundamentalgebiet S0 erkla¨rten Teilfunktionen u¨ber die
Korrespondenz
K(g) = W0 T (g)K ⇔ K =
∑
g∈G
T (g−1)Z K(g) (4.2.26)
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mit W0 := WR,0 in Beziehung. Unter Hinweis auf Abschnitt 3.2.3 ist Gleichung (4.2.25)
ein Resultat der verallgemeinerten Fourier-Transformation des Faltungsprodukts
(T  K)(g) =
∑
gj∈G
T (gg−1j )K(gj) = E
inc
tan(g) , ∀g ∈ G , (4.2.27)
das demzufolge eine vollkommen gleichwertige Formulierung des Ausgangsproblems in
Gleichung (4.2.1) darstellt.
Fu¨r den exemplarischen Fall der nichtkommutativen C3v-Gruppe besitzt dieses Faltungs-
produkt mit σ′v = C3σv und σ
′′
v = C
2
3σv die konkrete Matrixform⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
T (E) T (C23) T (C3) T (σv) T (σ′v) T (σ′′v )
T (C3) T (E) T (C23) T (σ′v) T (σ′′v ) T (σv)
T (C23 ) T (C3) T (E) T (σ′′v ) T (σv) T (σ′v)
T (σv) T (σ′v) T (σ′′v ) T (E) T (C23) T (C3)
T (σ′v) T (σ′′v ) T (σv) T (C3) T (E) T (C23)
T (σ′′v ) T (σv) T (σ′v) T (C23) T (C3) T (E)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
K(E)
K(C3)
K(C23 )
K(σv)
K(σ′v)
K(σ′′v )
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
E
inc
tan(E)
E
inc
tan(C3)
E
inc
tan(C
2
3)
E
inc
tan(σv)
E
inc
tan(σ
′
v)
E
inc
tan(σ
′′
v )
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
(4.2.28)
Durch Anwendung der abstrakten Fourier-Transformation auf das so umformulierte
Problem kann die Operatormatrix formal in eine Block-Diagonalform u¨berfu¨hrt werden⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[TA1,0]11 0 0 0 0 0
0 [TA2,0]11 0 0 0 0
0 0 [TE,0]11 [TE,0]12 0 0
0 0 [TE,0]21 [TE,0]22 0 0
0 0 0 0 [TE,0]11 [TE,0]12
0 0 0 0 [TE,0]21 [TE,0]22
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[KA1,0]11
[KA2,0]11
[KE,0]11
[KE,0]21
[KE,0]12
[KE,0]22
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[E
inc
A1,0
]
11
[E
inc
A2,0
]
11
[E
inc
E,0]11
[E
inc
E,0]21
[E
inc
E,0]12
[E
inc
E,0]22
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
(4.2.29)
wodurch der Vorgang der Diagonalisierung eine anschauliche Bedeutung erlangt [105].
Jede Suboperatormatrix TR,0 ist dR-fach auf der Hauptdiagonalen vertreten, woraus
sich wegen der A¨hnlichkeit der beiden Operatormatrizen in Gleichung (4.2.28) und Glei-
chung (4.2.29) schlussfolgern la¨sst, dass ein Eigenwert von TR,0 mindestens ein dR-fach
entarteter Eigenwert von T sein muss. Die Vereinigung der Spektren der Suboperatorma-
trizen TR,0 bildet das Gesamtspektrum des urspru¨nglichen Integraloperators T . Demnach
weisen die transformierten Integraloperatoren a¨hnliche spektrale Eigenschaften wie der
urspru¨ngliche Operator auf, was fu¨r die Auswahl der Lo¨sungsverfahren fu¨r die diskreten
Probleme von großer Wichtigkeit ist.
4.3 Bedingungen an den Schnittkanten
Als Ergebnis der im vorangegangenen Unterabschnitt demonstrierten Reduktion der elek-
trischen Feldintegralgleichung auf ein Fundamentalgebiet, die neben der Modiﬁkation des
Integralkerns auch eine Restriktion aller beteiligten Feldgro¨ßen mit sich bringt, erha¨lt
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man eine neue Problemformulierung, deren A¨quivalenz zum Ausgangsproblem untersucht
und gegebenenfalls durch geeignete Zusatzbedingungen herbeigefu¨hrt werden muss. Ge-
genstand des vorliegenden Abschnitts ist die Untersuchung des Bildbereichs des Restrik-
tionsoperators, um daraus geeignete Maßnahmen zur Erzwingung der Bijektivita¨t dieser
Abbildung ableiten zu ko¨nnen.
Es soll noch einmal daran erinnert werden, dass bestimmte Eigenschaften einer Funkti-
on, wie beispielsweise Stetigkeit und Diﬀerenzierbarkeit, nicht durch eine Einschra¨nkung
des Deﬁnitionsbereichs vera¨ndert werden, so dass sich bei der Suche nach dem Bildbereich
des Operators W0 auf gleichartige Funktionenra¨ume konzentriert werden kann. Damit sind
die Eigenschaften der Funktionen im Inneren des Fundamentalgebiets genau speziﬁziert.
Es stellt sich jedoch unweigerlich die Frage nach mo¨glichen Zwangsbedingungen auf den
durch die Reduktion des Rechengebiets entstandenen Schnittra¨ndern, die zu einer weite-
ren Einschra¨nkung der in Betracht kommenden Funktionenra¨ume fu¨hren ko¨nnen. Diese
Bedingungen lassen sich aus dem Verhalten der Symmetriekomponenten bei Anna¨herung
an den Schnittrand unter Einbeziehung ihrer Stetigkeitseigenschaften ableiten und ha¨ngen
somit stark von der konkreten Problemstellung ab.
Zu Illustration dieser Problematik sind in Abbildung 4.5 exemplarisch einige, auf dem
abgeschlossenen Intervall I = [−1, 1] deﬁnierte Funktionen mit unterschiedlichen Stetig-
keitseigenschaften gezeigt, die aus Darstellungsra¨umen der Spiegelsymmetriegruppe stam-
men sollen. Mit der Nebenbedingung zusammenha¨ngender Deﬁnitionsbereiche ko¨nnen die
beiden abgeschlossenen Intervalle I1 = [−1, 0] und I2 = [0, 1] als einzig mo¨gliche Funda-
mentalgebiete identiﬁziert werden. Diese Symmetriegruppe besitzt die beiden eindimensio-
nalen, irreduziblen Darstellungen Ag und Au, worauf sich die wohl bekannte Zerlegbarkeit
einer Funktion in einen geraden und einen ungeraden Anteil begru¨ndet. Funktionen aus
Ra¨umen ohne Stetigkeitsanforderungen, wofu¨r ein Vertreter in Abbildung 4.5a) gezeigt
ist, ko¨nnen an beliebigen Stellen Spru¨nge aufweisen, weshalb auch ihre beiden Symme-
triekomponenten bei Anna¨herung aus dem Fundamentalgebiet an den Schnittrand x = 0
jeden beliebigen Wert annehmen ko¨nnen. Folglich gibt es sowohl fu¨r den geraden als
auch fu¨r den ungeraden Anteil keine Zwangsbedingung auf dem Schnittrand. Wird der
Funktionenraum auf den der stetigen Funktionen eingeschra¨nkt, kann leicht geschlossen
werden, dass ihre Symmetriekomponenten ungerader Parita¨t stets einen verschwindenden
Funktionswert an dem interessierenden Punkt aufweisen, wie auch in Abbildung 4.5b)
zu sehen ist. Zur Sicherstellung der Stetigkeit bei der Rekonstruktion der Symmetrie-
komponenten muss demzufolge der ungerade Anteil einer homogenen Dirichletschen
Schnittrandbedingung genu¨gen, wohingegen fu¨r die gerade Komponente weiterhin kei-
ne Zwangsbedingung existiert. Das heißt, dass der Restriktionsoperator in diesem Fall
den aus den ungeraden Funktionen gebildeten Unterraum Vu = {Puf : f ∈ C0(I)}
bijektiv auf den Raum Vu,0 = {f : f ∈ C0(I1) ∧ f(0) = 0} abbildet. Da der Raum
der stetig diﬀerenzierbaren Funktionen ein Unterraum des der stetigen Funktionen ist,
bleibt die Aussage fu¨r den ungeraden Anteil uneingeschra¨nkt gu¨ltig. Jedoch muss jetzt
zusa¨tzlich zur Erfu¨llung der Forderung nach Diﬀerenzierbarkeit die gerade Komponente
eine verschwindende Ableitung auf dem Schnittrand besitzen. Dies kommt einer homo-
genen Neumannschen Schnittrandbedingung gleich und ist in Abbildung 4.5c) verdeut-
licht. Somit vermittelt der Restriktionsoperator eine bijektive Abbildung des Vektorraums
Vg = {Pgf : f ∈ C1(I)} auf den Raum Vg,0 = {f : f ∈ C1(I1) ∧ (df)(0) = 0}.
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a) unstetige Funktionen
x
f(x)
0-1 1
Schnittrand
x
(Pgf)(x)
0-1 1
x
(Puf)(x)
0-1
1
b) stetige Funktionen, f ∈ C0(I)
x
f(x)
0-1 1
x
(Pgf)(x)
0-1 1
x
(Puf)(x)
0-1
1
fu(0) = 0
b) stetig diﬀerenzierbare Funktionen, f ∈ C1(I)
x
f(x)
0-1 1
x
(Pgf)(x)
0-1 1
(dfg)(0) = 0
x
(Puf)(x)
0-1
1
fu(0) = 0
Abbildung 4.5: Bedingungen am Schnittrand der Symmetriezelle fu¨r Funktionen mit unter-
schiedlichen Stetigkeitseigenschaften. Wenn sie keinen Stetigkeitsanforderungen unterlie-
gen (a), sind von den Symmetriekomponenten keine Zwangsbedingungen bei Anna¨herung
an den Schnittrand zu erfu¨llen. Ungerade Anteile stetiger Funktionen (b) mu¨ssen der
homogenen Dirichletschen Bedingung auf dem Schnittrand genu¨gen. Wird den Funktio-
nen zudem stetige Diﬀerenzierbarkeit abverlangt (c), ergibt sich zusa¨tzlich eine homogene
Neumannsche Schnittrandbedingung fu¨r die geraden Komponenten.
Fu¨r einfache Fa¨lle, wie das einfu¨hrende Beispiel, la¨sst eine anschauliche Herangehensweise
ha¨uﬁg das Auﬃnden der erforderlichen Schnittrandbedingungen zu. Bei der Betrachtung
von Darstellungsra¨umen beliebiger ﬁniter Gruppen ist jedoch eine mathematisch formale
und strikte Vorgehensweise unumga¨nglich. Aus den bisherigen U¨berlegungen la¨sst sich
schließen, dass die geforderte Stetigkeit der Normalkomponente der elektrischen Fla¨chen-
stromdichte
u · τ+u K = u · τ−u K = u · K , u = t× n (4.3.1)
beim Durchgang durch eine beliebige, auf der Oberﬂa¨che verlaufenden Kurve die gesuch-
ten Bedingungen auf der Schnittkante des Fundamentalgebietes fu¨r die hier betrachteten
Modellgleichungen entscheidend bestimmt. Die Orientierung der vorerst als glatt ange-
nommenen Fla¨che wird durch den Normaleneinheitsvektor n, die der ebenfalls glatten
Kurve durch den Tangenteneinheitsvektor t festgelegt. Abha¨ngig vom Verhalten der Punk-
te des Schnittrandes unter gewissen Symmetrietransformationen sind zwei mo¨gliche Fa¨lle
zu unterscheiden, die nachfolgend getrennt analysiert und im Detail diskutiert werden.
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4.3.1 A¨quivalente Punktmengen
Wenn es eine nichttriviale Symmetrietransformation g aus der Gruppe G gibt, die einen
Punkt r der Berandung des Fundamentalgebiets auf einen dazu verschiedenen Punkt
r ′ = r des Randes abbildet, so sind diese beiden Punkte a¨quivalent zueinander. In Anleh-
nung an diese Begriﬀsdeﬁnition werden die beiden Randabschnitte Ca¨qu und C
′
a¨qu, die aus
den Mengen der paarweise zueinander a¨quivalenten Punkte gebildet werden, in gleicher
Weise bezeichnet
Ca¨qu ∼ C ′a¨qu ⇔ r ∼ r ′, ∀r ∈ Ca¨qu ∧ ∀r ′ ∈ C ′a¨qu, int{Ca¨qu ∩ C ′a¨qu} = ∅ . (4.3.2)
Bei Beschra¨nkung auf Punktgruppen tritt dieser Typ von Schnittra¨ndern nur bei der Zer-
legung von geometrischen Strukturen auf, deren Symmetrie durch die diskrete Drehgruppe
Cn oder durch eine Gruppe, die aus dem direkten Produkt mit ihr gebildet wird, charak-
terisiert ist. Deshalb wird bei den folgenden Ausfu¨hrungen ausschließlich diese Gruppe
betrachtet, die abelsch ist und damit nur eindimensionale Darstellungen besitzt.
a) geometrisches Objekt
mit C5-Symmetrie
b) ausgewa¨hltes
Fundamentalgebiet
C5
S0
C45S0
C5S0
u1
C45u2
u2
C5u1
S0ua¨qu
u′a¨quC
′
a¨qu = C5Ca¨qu
Ca¨qu = C
4
5C
′
a¨qu
Copen
Abbildung 4.6: Stetigkeitsbedingungen an zueinander a¨quivalenten Schnittkanten. Dar-
gestellt ist die Geometrie eines inﬁnitesimal du¨nnen Streuobjekts (a) mit C5-Symmetrie
sowie ein mo¨gliches Fundamentalgebiet (b) mit Kennzeichnung der Berandung und der
verwendeten Orientierung.
In Abbildung 4.6a) ist ein ﬂa¨chenhaftes Gebiet als Beispiel fu¨r eine derartige Struktur
gezeigt. Vereinbarungsgema¨ß ist der Normaleneinheitsvektor u bezu¨glich der Randkurve
des gewa¨hlten Fundamentalgebiets, das in Abbildung 4.6b) noch einmal isoliert dargestellt
ist, nach außen gerichtet. Die Berandung ∂S0 teilt sich in ein Randstu¨ck Copen und den
Schnittrand Ccut auf, der aus den beiden zueinander a¨quivalenten Anteilen Ca¨qu und C
′
a¨qu
besteht. Da das Gesamtgebiet eindeutig durch ein Fundamentalgebiet festgelegt ist, kann
auch die Orientierung der Randkurven angrenzender Teilgebiete, wie in Abbildung 4.6a)
illustriert, durch die Einheitsvektoren u des Fundamentalgebiets ausgedru¨ckt werden.
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Bezeichnet g diejenige Symmetrieoperation, die den Randabschnitt Ca¨qu in den Abschnitt
C ′a¨qu = gCa¨qu transformiert, so erha¨lt man aus der Stetigkeitsbedingung fu¨r die Normal-
komponente der elektrischen Fla¨chenstromdichte und damit auch fu¨r deren Symmetrie-
komponenten auf dem Randabschnitt C ′a¨qu
[T (g)ua¨qu] · KR + u′a¨qu · KR = 0 (4.3.3)
nach einigen A¨quivalenzumformungen unter Verwendung der im Anhang C.2 angegebenen
Rechenregeln fu¨r die Symmetrietransformation des Punktprodukts sowie des Grenzwert-
operators als Zwischenergebnis einen Ausdruck der Form
T (g)[ua¨qu · T (g−1)KR] + u′a¨qu · KR = 0 . (4.3.4)
Substitution der Symmetriebeziehung (3.3.35) liefert schließlich einen Zusammenhang zwi-
schen den Normalkomponenten der restringierten Fla¨chenstromdichte auf diesen beiden
Schnittkanten
R(g)∗ T (g)[ua¨qu · KR,0] + u′a¨qu · KR,0 = 0 , (4.3.5)
der sich erwartungsgema¨ß auch bei Betrachtung des Randabschnittes Ca¨qu ergibt. Fu¨r
das Beispielproblem in Abbildung 4.6 erha¨lt man mit g = Cn eine aussagekra¨ftigere
Darstellungsform
exp
[−j 2π
n
k
]
[ua¨qu · KR,0](C−1n r)+ [u′a¨qu · KR,0](r) = 0 , r ∈ C ′a¨qu , k ∈ [0, n− 1], (4.3.6)
die sofort die wohl vertraute periodische Randbedingung erkennen la¨sst. Diese Bedingung
besagt, dass der Betrag der Feldamplitude auf der Schnittkante Ca¨qu punktweise mit dem
auf der Kante C ′a¨qu u¨bereinstimmen muss, wohingegen die Phase um ein Vielfaches des
Winkels einer Elementardrehung Cn, welche gerade die Abbildung zwischen den beiden
a¨quivalenten Kanten vermittelt, verschoben ist.
4.3.2 Fixpunktmengen
Neben zueinander a¨quivalenten Randpunkten ko¨nnen auch Punkte auftreten, die fest
unter den Symmetrietransformationen einer nichttrivialen Untergruppe G′ oder sogar der
Gruppe G selbst sind:
Cﬁx := {r ∈ Ccut : gr = r, ∀g ∈ G′ ⊆ G} . (4.3.7)
Randabschnitte, die aus derartigen Fixpunktmengen bestehen, sind beispielsweise bei der
Spiegelsymmetriegruppe anzutreﬀen. Aus anschaulichen U¨berlegungen folgt sofort, dass
eine eventuell vorhandene Fixgruppe einer Schnittkante bei Symmetriezellen von Rechen-
gebieten, die die mathematischen Anforderungen an eine zweidimensionale Mannigfaltig-
keit erfu¨llen, genau zwei Elemente enthalten muss. Von dieser Annahme kann auch in
den meisten praktischen Anwendungsfa¨llen, wie bei elektromagnetischen Streuproblemen
mit ra¨umlich ausgedehnten Strukturen oder Eigenwertanalysen abgeschlossener Hohl-
raumresonatoren, ausgegangen werden. Bei der Behandlung von Schirmproblemen sind
jedoch auch ﬂa¨chenhafte Rechengebiete mit einer wesentlich komplizierteren Gestalt, wie
beispielsweise die in Abbildung 4.7a) gezeigte Struktur mit einem Verzweigungsschnitt,
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a) geometrisches Objekt
mit D3h-Symmetrie
b) ausgewa¨hltes
Fundamentalgebiet
C3 S0
C3S0
C23S0
σhS0
u1
C3u1
C23u1
u2
σhu2
u
(2)
ﬁx
u
(1)
ﬁx
S0
C
(2)
ﬁx = σhC
(2)
ﬁx
C
(1)
ﬁx = C3C
(1)
ﬁx
= C23C
(1)
ﬁx
Copen
Copen
Abbildung 4.7: Stetigkeitsbedingungen an Schnittkanten, die invariant unter einer Fix-
gruppe sind. Dargestellt ist die Geometrie eines inﬁnitesimal du¨nnen Streuobjekts (a) mit
D3h-Symmetrie sowie ein mo¨gliches Fundamentalgebiet (b) mit Kennzeichnung der Be-
randung und der verwendeten Orientierung.
denkbar. Demzufolge kann die Ordnung der Fixgruppe auch beliebige Werte annehmen,
weshalb die Ableitung der Schnittrandbedingung fu¨r diesen Typ allgemein gehalten wird.
Um auch Fla¨chen, die keine Mannigfaltigkeiten repra¨sentieren oder Knicke aufweisen,
mit einbeziehen zu ko¨nnen, muss die Stetigkeitsbedingung fu¨r die Normalkomponente der
elektrischen Fla¨chenstromdichte, die eine unmittelbare Konsequenz aus der Kontinuita¨ts-
gleichung unter Ausschluss unphysikalischer Linienladungen ist, allgemeiner formuliert
werden. Aus netzwerktheoretischer Sicht la¨sst sich diese Bedingung als Bilanzgleichung
fu¨r Stro¨me, die auch als erstes Kirchhoffsches3 Gesetz bekannt ist, auﬀassen, welche
entlang der betrachteten Kante punktweise erfu¨llt sein muss. Besitzen zwei oder mehr
Fla¨chen eine gemeinsame Kante, nimmt die Stetigkeitsbedingung die allgemeine Form∑
i
ui · τui K = 0 , ui = t× ni (4.3.8)
an. Dabei wurde vorausgesetzt, dass der Normaleneinheitsvektor ni des Fla¨chenstu¨cks Si,
der als Grenzwerte bei Anna¨herung an die Kurve Cﬁx aus diesem Gebiet heraus zu verste-
hen ist, mit dem Tangenteneinheitsvektor t von Cﬁx analog zu berandeten Fla¨chenstu¨cken
ein Rechtssystem bildet, so dass der Vektor ui bezu¨glich Si nach außen gerichtet ist. Die
aus der Stetigkeitsforderung herru¨hrende homogene Randbedingung in Gleichung (4.2.3)
3Gustav Robert Kirchhoﬀ, 1824–1887, deutscher Physiker
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fu¨r oﬀene Fla¨chenstu¨cke sowie die auf glatten Oberﬂa¨chen ra¨umlicher Gebiete zu erfu¨llen-
de Stetigkeitsbedingung in Gleichung (4.3.1) sind hierin als Sonderfa¨lle enthalten.
In Abbildung 4.7 ist eine geometrische Figur mit D3h-Symmetrie sowie ein mo¨gliches
Fundamentalgebiet gezeigt. Dessen Schnittkante setzt sich aus zwei Anteilen zusammen,
wobei die Kante C
(1)
ﬁx ﬁx unter der Drehgruppe C3 und die Kante C
(2)
ﬁx ﬁx unter der
Spiegelsymmetriegruppe Cs ist. Beide Gruppen sind Untergruppen der vollen Symmetrie-
gruppe der Gesamtstruktur. Wegen der Invarianz der Punkte einer Schnittkante des hier
betrachteten Typs bezu¨glich aller Elemente ihrer Fixgruppe gilt dies gleichwohl fu¨r die
Normalkomponente der elektrischen Fla¨chenstromdichte entlang der Schnittkante
T (g−1)[ui · K](r) = [ui · K](gr) = [ui · K](r) , r ∈ Cﬁx , g ∈ G′ , (4.3.9)
die das Transformationsverhalten eines Skalarfeldes aufweist. Unter Ausnutzung dieser
Eigenschaft la¨sst sich Gleichung (4.3.8) nach Erweiterung der Summanden mit dem Ein-
heitsoperator wie folgt umformen:∑
i
T (g)T (g−1)ui · K =
∑
i
T (g)[ui · K] =
∑
i
[T (g)ui] · [T (g)K] = 0 . (4.3.10)
Die Menge der Symmetrietransformationen, welche die Einheitsvektoren ui auf den Ein-
heitsvektor uﬁx des Randabschnittes des gewa¨hlten Fundamentalgebietes abbilden
T (g)ui = uﬁx , g ∈ G′ , (4.3.11)
entspricht exakt der Fixgruppe dieser Kante Cﬁx, so dass Gleichung (4.3.8), die ebenso
fu¨r die Symmetriekomponenten der Fla¨chenstromdichte gilt, in der a¨quivalenten Form∑
g∈G′
uﬁx · [T (g)KR] = 0 (4.3.12)
ausgedru¨ckt werden kann. Nach Einarbeitung der Symmetrierelation (3.3.35) nimmt diese
Gleichung mit der (dR × dR) Matrix
BR =
1
|G′|
∑
g∈G′
R(g−1) =
1
|G′|
∑
g∈G′
R(g) (4.3.13)
die endgu¨ltige Gestalt
(BR uﬁx) · KR,0 = 0 auf Cﬁx (4.3.14)
an. Die Erweiterung mit dem Kehrwert der Untergruppenordnung als Vorfaktor wird sich
spa¨ter als sehr nu¨tzlich herausstellen.
Das so gewonnene Resultat kann als eine verallgemeinerte Form der Randbedingung
mit dem Randoperator (BR uﬁx)· interpretiert werden, die von den Symmetriesa¨tzen der
Fla¨chenstromdichte zu erfu¨llen ist. Abha¨ngig vom konkreten Aufbau der Matrix BR tritt
einer der drei folgenden Fa¨lle auf:
• Die Bedingungsgleichung fu¨hrt dazu, dass Randwerte bestimmter Elemente eines
Symmetriesatzes auf dem Schnittrand identisch verschwinden mu¨ssen. Das ist gleich-
bedeutend mit einer homogenen Dirichletschen Randwertvorgabe fu¨r die Normal-
komponente der Fla¨chenstromdichte.
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• Die Randwerte bestimmter Elemente eines Symmetriesatzes ko¨nnen beliebige, von-
einander unabha¨ngige Werte auf der Schnittkante annehmen und unterliegen dem-
nach keinen Einschra¨nkungen. Damit sind von diesen Funktionen keine Randbedin-
gungen zu erfu¨llen.
• Die Randwerte bestimmter Elemente eines Symmetriesatzes ko¨nnen zwar von Null
verschieden sein, ha¨ngen aber voneinander ab. Dieser Fall kann nur bei mehrdimen-
sionalen Darstellungen auftreten und fu¨hrt auf eine Kopplungsbedingung fu¨r diese
Funktionen.
La¨sst man die ersten beiden Sonderfa¨lle außer Betracht, wird an dieser Stelle deutlich,
dass die Symmetriekomponenten mit ihren Entartungspartnern nicht nur u¨ber den redu-
zierten Integraloperator sondern auch zusa¨tzlich u¨ber die Randbedingung verkoppelt sein
ko¨nnen. Es versteht sich von selbst, dass sich Symmetriesa¨tze gleichen Typs nicht in ihren
Eigenschaften auf der Schnittkante unterscheiden, so dass ihre restringierten Gegenstu¨cke
dieselben Bedingungen zu erfu¨llen haben.
Symmetrietyp A1
u1
u2
u1 · K(11)A1,0 = 0
u 2
·K
(1
1)
A 1
,0
=
0
S0
Symmetrietyp A2
u1
u2
u1 · K(11)A2,0 = 0
u 2
·K
(1
1)
A 2
,0
= 0
S0
Symmetrietyp B1
u1
u2
u1 · K(11)B1,0 = 0
u 2
·K
(1
1)
B1
,0
=
0
S0
Symmetrietyp B2
u1
u2
u1 · K(11)B2,0 = 0
u 2
·K
(1
1)
B2
,0
= 0
S0
Symmetrietyp E
u1
u2
u1 · K(11)E,0 = 0; u1 · K
(12)
E,0 = 0
u1 · K(21)E,0 = 0; u1 · K
(22)
E,0 = 0
u 2
·K
(1
1)
E
,0
=
−u 2
·K
(2
1)
E
,0
u 2
·K
(1
2)
E
,0
=
−u 2
·K
(2
2)
E
,0
S0
Abbildung 4.8: Schnittkantenbedingungen fu¨r die auf ein Fundamentalgebiet der quadrati-
schen Platte reduzierte elektrische Fla¨chenstromdichte. Bei eindimensionalen Symmetrie-
typen muss die Normalkomponente auf bestimmten Abschnitten homogene Randwertvor-
gaben erfu¨llen, dagegen treten beim Symmetrietyp E auch Kopplungsbedingungen zwischen
den Komponenten eines restringierten Symmetriesatzes auf.
In Abbildung 4.8 sind die sich ergebenden Zwangsbedingungen, die die Normalkomponen-
te der restringierten elektrischen Fla¨chenstromdichte auf den Schnittkanten des Funda-
mentalgebiets einer geometrischen Struktur mit C4v-Symmetrie erfu¨llen muss, illustriert.
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Die Komponenten vom eindimensionalen Symmetrietyp unterliegen entweder keinen Be-
dingungen oder mu¨ssen der homogenen Dirichletschen Randwertvorgabe genu¨gen. Eine
wesentlich kompliziertere Gestalt besitzt die Schnittkantenbedingung fu¨r Komponenten
mehrdimensionaler Symmetrietypen. Neben der gezeigten Randbedingung in Form ein-
gepra¨gter Vorgaben ko¨nnen auch Bedingungen auftreten, die die Elemente eines Symme-
triesatzes miteinander koppeln.
Neben den bisher gezeigten Beispielen, in denen nur einer der beiden Typen von Schnitt-
randbedingungen vorkommt, gibt es auch Fa¨lle, in denen diese abschnittsweise auftreten.
So teilt sich beispielsweise bei der Cnh-Gruppe, die auch im Anhang vorgestellt wird,
der Schnittrand in drei Teilgebiete auf, von denen zwei zueinander a¨quivalent sind und
das dritte ﬁx unter der Spiegelsymmetriegruppe ist. Die hier am Beispiel der elektrischen
Fla¨chenstromdichte vorgestellte Methodik zur Deduktion der Schnittrandbedingung aus
den Stetigkeitsforderungen ist gleichermaßen fu¨r andere Feldgro¨ßen anwendbar.
Bei Beschra¨nkung auf Funktionen, die aus denselben Funktionenra¨umen wie die urspru¨ng-
lichen Funktionen stammen und zusa¨tzlich der Schnittrandbedingung in Gleichung (4.3.5)
bzw. Gleichung (4.3.14) genu¨gen, ist das reduzierte System vollkommen gleichwertig zum
urspru¨nglichen und kann somit an dessen Stelle gelo¨st werden. Bei der Betrachtung of-
fener Fla¨chenstu¨cke ist zusa¨tzlich die homogene Dirichletsche Bedingung auf diesem
Randabschnitt, die sich durch Restriktion der Randwertvorgabe in Gleichung (4.2.7b) auf
dieses Teilgebiet
u · KR,0 = 0 auf Copen (4.3.15)
ergibt, zu erfu¨llen.
Das vorliegende Resultat kann auch als gewo¨hnliches Randwertproblem aufgefasst wer-
den, welches durch die elektrische Feldintegralgleichung auf einem oﬀenen Fla¨chenstu¨ck,
das gerade dem Fundamentalgebiet entspricht, mit den sonst auch verwendeten Funktio-
nenra¨umen als Deﬁnitions- und Wertebereich beschrieben ist. Im Unterschied zur her-
ko¨mmlichen Formulierung wird jedoch die Greensche Freiraumfunktion durch ihr moda-
les Gegenstu¨ck ersetzt. Des Weiteren werden anstelle der homogenen Dirichhletschen
Randbedingung die erarbeiteten Schnittkantenbedingungen gefordert. Hieraus wird deut-
lich, dass die modiﬁzierte Feldintegralgleichung denselben Aufbau wie die urspru¨ngliche
Gleichung besitzt, was sich fu¨r den nachfolgend behandelten Diskretisierungsprozess als
unscha¨tzbarer Vorteil erweist.
4.4 Diskretisierung der reduzierten Gleichung
Als Ergebnis der Symmetriereduktion der elektrischen Feldintegralgleichung ergaben sich
mehrere gekoppelte Integralgleichungssysteme, die nur auf einem Teil des urspru¨ngli-
chen Rechengebiets deﬁniert sind und vollkommen unabha¨ngig voneinander ausgewer-
tet werden ko¨nnen. Das Auﬃnden einer Na¨herungslo¨sung dieser Systeme setzt deren
U¨berfu¨hrung in eine diskrete Form voraus, wozu die im Abschnitt 2.3 vorgestellte Momen-
tenmethode dienen soll. Eine besondere Herausforderung stellt dabei die Wahl geeigneter
Ansatz- und Testra¨ume dar, die gewo¨hnlich diskrete Unterra¨ume des Deﬁnitions- und
Wertebereichs des Integraloperators sind.
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Wie im kontinuierlichen Fall soll auch hier zuerst von einem zum Ausgangsproblem gleich-
artigen Ansatz- und Testraum mit erweiterten Basen ausgegangen werden, die die gesuch-
ten Unterra¨ume enthalten. Anschließend werden durch geeignete Maßnahmen diese erwei-
terten Ra¨ume auf Funktionen eingeschra¨nkt, die den Schnittkantenbedingungen genu¨gen.
Die Approximation des Fundamentalgebietes S0 erfolgt auf herko¨mmliche Weise durch
eine Triangulierung dieses Fla¨chenstu¨cks, womit zugleich die Tra¨ger der noch zu speziﬁ-
zierenden lokalen Basisfunktionen festgelegt sind. Prinzipiell ko¨nnen die voneinander un-
abha¨ngigen Integralgleichungssysteme auch unterschiedlich diskretisiert werden. Um den
Rechenaufwand fu¨r die Gittergenerierung mo¨glichst gering zu halten, ist es jedoch sinn-
voll, fu¨r alle Symmetrietypen ein einheitliches Gitternetz zu verwenden. In vollkommener
U¨bereinstimmung mit der bekannten Vorgehensweise wird jede unbekannte Komponen-
tenfunktion eines Symmetriesatzes als gewichtete U¨berlagerung aller Basisfunktionen f
n
mit den Koordinaten i
(kl)
R,n ausgedru¨ckt. Weiterhin werden in Anlehnung an das eingefu¨hrte
Konzept der Funktionenmatrizen die Koordinaten zu (dR × dR) Matrizen zusammenge-
fasst, so dass die gena¨herte Lo¨sungsfunktion die kompakte Gestalt
˜KR,0 =
N∑
n=1
iR,n
f
n
, mit:
[
iR,n
]
kl
= i
(kl)
R,n (4.4.1)
annimmt. Dabei bezeichnet N die Gesamtzahl der Basisfunktionen und damit die Dimen-
sion des erweiterten Ansatz- und Testraums fu¨r jede Komponente des Symmetriesatzes.
Mit Hilfe der in Gleichung (4.2.24) angegebenen Deﬁnition kann die Bestimmung der
zur approximierten Anregung geho¨renden Koordinatenmatrix mit den Elementen u
(kl)
R,m
ebenfalls in geschlossener Form zu
uR,m =
〈
Fm,
E
inc
R,0
〉
S0
, mit:
[
uR,m
]
kl
= u
(kl)
R,m,
[
Fm
]
kl
= f
m
(4.4.2)
angegeben werden. Aus den bisherigen Betrachtungen ist ersichtlich, dass zwischen ins-
gesamt drei Typen von Basisfunktionen unterschieden werden muss. Zum Zweck einer
diﬀerenzierten Betrachtung wird die Indexmenge der Basisfunktionen  = [1, N ] in die
Teilmengen int, a¨qu und ﬁx aufgespalten. Alle Indizes von Basisfunktionen, die inne-
ren Kanten des Gitters zugeordnet sind, bilden die Menge int. Die Menge a¨qu entha¨lt
die Indizes derjenigen Funktionen, die den beiden zueinander a¨quivalenten Kanten Ca¨qu
und C ′a¨qu zugeordnet sind. Indizes von Funktionen, die der ﬁxen Schnittkante angeho¨ren,
werden zur Menge ﬁx zusammengefasst.
Aufgrund der bereits genannten Wahrung der Stetigkeitseigenschaften bei Restriktion der
Feldgro¨ßen auf eine Symmetriezelle ko¨nnen den Elementarkanten im Inneren des Rechen-
gebietes die bewa¨hrten RWG-Ansatzfunktionen
f
n
= f+n +
f−n , n ∈ int (4.4.3)
zugeordnet werden. Auf den bei Schirmproblemen auftretenden oﬀenen Randabschnitten
muss wie beim Ausgangsproblem die Normalkomponente der elektrischen Fla¨chenstrom-
dichte identisch verschwinden. Dieser Forderung wird auch weiterhin dadurch Rechnung
getragen, dass Elementarkanten dieses Randtyps bei der Allokation von Ansatzfunktio-
nen ausgeschlossen werden. Zur Beru¨cksichtigung der Bedingungen auf Schnittkanten sind
jedoch spezielle Basisfunktionen erforderlich, die nachfolgend fu¨r die beiden im letzten
Abschnitt diskutierten Fa¨lle abgeleitet werden.
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4.4.1 Basisfunktionen fu¨r a¨quivalente Kanten
Da die Normalkomponente der vektorwertigen RWG-Funktionen entlang der gemeinsamen
Kante von zwei Teilfunktionen einen konstanten Wert besitzt, bietet sich deren Verwen-
dung als Basisfunktionen auf dem die Schnittkanten enthaltenen Bereich an. Damit wer-
den die interessierenden Feldgro¨ßen auf dem Schnittrand durch eine stu¨ckweise konstante
Funktion angena¨hert. Um jedoch die geforderte Bedingung auf zueinander a¨quivalenten
Kanten punktweise erfu¨llen zu ko¨nnen, mu¨ssen die Elementarkanten, in die diese zerlegt
sind, ebenfalls paarweise diese Eigenschaft aufweisen. Bei der Erzeugung des Rechengit-
ters ist demnach unbedingt auf eine konforme Diskretisierung a¨quivalenter Schnittra¨nder
zu achten. Ohne Beschra¨nkung der Allgemeingu¨ltigkeit sollen die Orientierungen tk und
tl eines jeden korrespondierenden Kantenpaares Ek und El so festgelegt werden, dass sie
durch die Symmetrietransformation, die Ca¨qu auf C
′
a¨qu abbildet, ineinander u¨bergehen:
El = gEk, tl = ˜T (g)tk, Ek ⊆ Ca¨qu, El ⊆ C ′a¨qu. (4.4.4)
Jedem Paar von zueinander a¨quivalenten Elementarkanten wird eine Basisfunktion zu-
geordnet, die aus einer gewichteten U¨berlagerung von zwei Teilfunktionen besteht. De-
ren Orientierungen, die vereinbarungsgema¨ß durch die Fla¨chennormalen ihrer Tra¨ger be-
stimmt sind, werden mit den Tangenteneinheitsvektoren der Kanten identiﬁziert, so dass
stets zwei komplementa¨re Teilfunktionen f+n und
f−n eine Ansatzfunktion bilden. Aufgrund
der Freiheit einer beliebigen Normierung der Basis verbleibt ein unbekannter Koeﬃzient,
der durch die Randbedingung in Gleichung (4.3.5), die wegen der lokalen Eigenschaften
der Teilbereichsfunktionen von jeder Basisfunktion separat erfu¨llt sein muss, eindeutig
festgelegt ist. Mit u±n · f±n = ±1 erha¨lt man schließlich die fu¨r a¨quivalente Schnittkanten
angepassten Basisfunktionen
f
n
=
⎧⎨
⎩R(g
−1) f+n + f
−
n ; fu¨r u
+
n = ua¨qu
f+n + R(g
−1) f−n ; fu¨r u
−
n = ua¨qu
, n ∈ a¨qu, (4.4.5)
die einen zu den herko¨mmlichen Ansatzfunktionen a¨hnlichen Aufbau besitzen und fu¨r
das hier verwendete Galerkin-Verfahren sowohl den Ansatz- als auch den Testraum
aufspannen. In Abbildung 4.9a) ist eine derartige Basisfunktion grau hervorgehoben. Die-
jenige Teilfunktion, deren zugeho¨rige Kante durch die Symmetrieoperation g auf die dazu
a¨quivalente Kante transformiert wird, erha¨lt somit den Phasenterm R(g−1) als Gewicht.
4.4.2 Basisfunktionen fu¨r ﬁxe Kanten
Im Gegensatz zu a¨quivalenten Kanten gestaltet sich die Konstruktion geeigneter Basis-
funktionen fu¨r diesen Typ von Schnittkanten wesentlich komplizierter. Eine homogeneDi-
richletsche Randwertvorgabe, die auch bei Schirmproblemen vorliegt, ließe sich ebenso
wie der Sonderfall, dass die Funktionswerte auf dem Rand keinen Einschra¨nkungen un-
terliegen, ohne weitere Schwierigkeiten einarbeiten. Im allgemeinen Fall sind jedoch die
Komponentenfunktionen eines restringierten Symmetriesatzes durch die Schnittkantenbe-
dingung miteinander gekoppelt, weshalb ein unabha¨ngiger Ansatz fu¨r jede Komponente
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a) a¨quivalente Elementarkanten b) feste Elementarkanten
T+n
f+n
T−nf−n
t+n
Ek
t−n = ˜T (C5)t
+
n
El = C5Ek
u+n
u−n
n
C5
C ′a¨qu
Ca¨qu
Copen
u+n
C
(2)
ﬁx
C
(1)
ﬁx
Copen
Copenn
T+n
f+n
t+n
Ek
Abbildung 4.9: Konstruktion von Basisfunktionen, die den Schnittkanten zugeordnet sind.
Im Fall a¨quivalenter Schnittkanten bilden die grau unterlegten Teilfunktionen, die zwei
korrespondierenden Elementarkanten zugeordnet sind, zusammen mit einer passenden
Wichtung eine Ansatzfunktion (a). Bei ﬁxen Schnittkanten ist jeder Elementarkante eine
unabha¨ngige Teilfunktion zugeordnet (b).
ausgeschlossen ist. Aus diesem Grund wird anstelle des Aufsuchens einer an den Schnitt-
randbedingungen angepassten Unterraumbasis eine erweiterte Basis, die einfacher zu be-
stimmen ist und vorerst einen gro¨ßeren Raum aufspannt, gewa¨hlt und anschließend die
geforderten Zwangsbedingungen auf dem Schnittrand eingearbeitet. Eine derartige Basis
la¨sst sich dadurch erhalten, dass den Elementarkanten dieses Typs, wie in Abbildung 4.9b)
illustriert, die Teilfunktionen
f
n
= f±n , n ∈ ﬁx (4.4.6)
zugeordnet werden. Nach Einsetzen der Entwicklung (4.4.1) in die Schnittrandbedingung
(4.3.14) resultiert unter Beachtung, dass der Grenzwertprozess elementweise entlang der
Schnittkante durchfu¨hrbar ist, und mit u±ﬁx · f±n = ±1 ein homogenes Gleichungssystem
BR iR,n = 0 , n ∈ ﬁx , (4.4.7)
dessen Lo¨sung die zur Einhaltung der Schnittkantenbedingung zula¨ssigen Koordinaten-
werte sind. Hierin bezeichnen iR,n die Koordinatenmatrizen derjenigen Basisfunktionen,
die der festen Schnittkante Cﬁx zugeordnet sind.
Um zu einer formalen Lo¨sung des vorliegenden Problems zu gelangen, wird das aus den
Koordinaten eines Symmetriesatzes gebildete dR-Tupel, welches einer Spalte der Matrix
iR,n entspricht, als Element eines dR-dimensionalen Vektorraums  
dR aufgefasst. Die
Matrix BR konstituiert eine lineare Abbildung dieses Vektorraums in sich selbst und
damit einen Endomorphismus. Mit Hilfe der Moore4-Penrose5-Pseudoinversen B†R ist
ein Operator
Pker{BR} = I−B†RBR (4.4.8)
4Eliakim Hastings Moore, 1862–1932, amerikanischer Mathematiker
5Roger Penrose, 1931, englischer Mathematiker und theoretischer Physiker
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konstruierbar, der eine Orthogonalprojektion auf den Kern der Matrix BR vermittelt,
womit eine formale Lo¨sung dieses homogenen Systems erreicht wurde [81]. Zur expliziten
Bestimmung der Pseudoinversen werden die sich aus dem speziellen Aufbau der Matrix
BR ergebenden typischen Merkmale zweckma¨ßig genutzt. Da sich die Summation u¨ber
die Elemente einer Gruppe erstreckt und die Summanden zudem unita¨re Darstellungsma-
trizen sind, folgt aus der Deﬁnitionsgleichung (4.3.13) und
B2R =
1
|G′|
∑
gˆ∈G′
∑
g′∈G′
R(gˆ−1g′−1) =
1
|G′|
∑
gˆ∈G′
∑
g∈G′
R(g−1) = BR (4.4.9)
sofort, dass BR hermitesch und idempotent ist. Demnach erfu¨llt diese Matrix selbst die
deﬁnierenden Eigenschaften ihrer Pseudoinversen
B†R = BR (4.4.10)
und leistet die Orthogonalprojektion auf ihr Bild. Als Lo¨sung und dementsprechend als
reduzierte Koordinatenmatrix ergibt sich folglich
i˜R,n = Pker{BR}iR,n = (I−BR)iR,n . (4.4.11)
Durch die Projektion auf den Kern von BR wird der Koordinatenraum  
dR und damit
die Zahl der mo¨glichen Freiheitsgrade in der Ansatzfunktion so eingeschra¨nkt, dass nur
noch Funktionen darstellbar sind, die der Schnittkantenbedingung genu¨gen. Dadurch wird
diese Zwangsbedingung trotz einer erweiterten Basis des Ansatzraums implizit erfu¨llt. Der
zur Beru¨cksichtigung der Schnittkantenbedingung abgeleitete Operator BR stimmt mit
den zur Behandlung von Fixpunkten in der algebraischen Symmetriereduktionsmethode
eingesetzten Projektoren u¨berein, womit der enge Zusammenhang zwischen diesen beiden
Verfahrensweisen deutlich wird [5].
Da beim Galerkin-Verfahren Ansatz- und Testraum u¨bereinstimmen, erscheint es sinn-
voll, die vorgestellte Strategie auch zur Festlegung einer passenden Basis fu¨r den Test-
raum anzuwenden. In Analogie zur Repra¨sentation der gena¨herten Fla¨chenstromdichte
werden zuerst beide Seiten der linearen Operatorgleichung formal in die gewa¨hlte Basis
des erweiterten Testraums entwickelt und anschließend die sich daraus ergebenden Koor-
dinatenmatrizen in den zula¨ssigen Bereich mit Hilfe des Projektors Pker{BR} abgebildet.
Bedingt durch die im Fall einer nichtorthogonalen Basis auftretenden Mischterme im Pro-
jektionsoperator QN wird diese Vorgehensweise gewo¨hnlich zu einem anderen Resultat als
die unmittelbare Projektion auf einen bereits eingeschra¨nkten Testraum fu¨hren. Letzte-
res ist zwar das gewu¨nschte Ergebnis, ein derartiger Basissatz ist jedoch nur in wenigen
Sonderfa¨llen explizit bestimmbar. Anhand einfacher Beispiele kann gezeigt werden, dass
die projizierten Koordinatenmatrizen bezu¨glich der im Abschnitt 2.3.1 angegebenen re-
ziproken Basisfunktionen des erweiterten Ansatzraums, welche Linearkombinationen des
urspru¨nglichen Basissatzes sind, mit den gesuchten Koordinatenmatrizen bezu¨glich der
ebenfalls reziproken Basis des eingeschra¨nkten Testraums u¨bereinstimmen. Somit erge-
ben sich die gesuchten Koordinaten der gena¨herten Anregung zu:
u˜R,m = Pker{BR}uR,m. (4.4.12)
Allerdings ist die Allgemeingu¨ltigkeit dieser Beobachtung noch zu beweisen, wozu einge-
hende Untersuchungen dieser Problematik notwendig sind.
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4.4.3 Aufstellung des Gleichungssystems
Der Aufbau des linearen Gleichungssystems fu¨r jeden Symmetrietyp erfolgt auf bekannte
Weise durch Einsetzen der gena¨herten Lo¨sungsfunktion gema¨ß Gleichung (4.4.1) in die
Integralgleichung und anschließende Durchfu¨hrung der Testprozedur unter Verwendung
des Skalarprodukts in Gleichung (4.4.2). Fu¨r eine schrittweise Herleitung sollen zuna¨chst
die Randbedingungen an ﬁxen Schnittkanten noch unberu¨cksichtigt bleiben. Nach einigen
A¨quivalenzumformungen resultiert ein (dRN × dRN)-Gleichungssystem der Form
ZRIR = UR , [IR]n = iR,n , [UR]m = uR,m (4.4.13)
mit den Blockvektoren IR und UR, die sich aus den (dR×dR)-Submatrizen iR,n und uR,m
zusammensetzen. Die Eintra¨ge der Impedanzmatrix, die ebenfalls Blockgestalt besitzt,
berechnen sich zu:
[ZR]mn =
〈
Fm,TR,0
f
n
〉
S0
. (4.4.14)
Um die erforderlichen Bedingungen an den ﬁxen Schnittkanten formal in das Gesamtsys-
tem einzuarbeiten wird die Block-Diagonalmatrix
[ΠR]mn =
⎧⎪⎨
⎪⎩
I−BR ; m = n ∧ m ∈ ﬁx
I ; m = n ∧ m ∈ int ∪ a¨qu
0 ; m = n
(4.4.15)
eingefu¨hrt, deren Hauptdiagonale an den entsprechenden Positionen mit den Projektoren
aus Gleichung (4.4.8) besetzt ist. Anwendung dieses Projektors auf den Lo¨sungsvektor
sowie auf beide Seiten der Gleichung (4.4.13) liefert schließlich die gesuchte diskretisierte
Modellgleichung im angepassten Unterraum der Koordinatenvektoren:
Z˜RI˜R = U˜R , mit: Z˜R = ΠRZR , I˜R = ΠRIR , U˜R = ΠRUR . (4.4.16)
Allerdings ist diese Formulierung fu¨r eine numerische Auswertung des diskreten Problems
unzweckma¨ßig, da der Projektor ΠR und daraus folgend auch die quadratische Impe-
danzmatrix Z˜R im Allgemeinen einen nichttrivialen Kern bezu¨glich des erweiterten An-
satzraums besitzen. Bei Verwendung iterativer Lo¨sungsstrategien sto¨ßt dieser Umstand
auf keine großen Schwierigkeiten, weil die in einer erzeugten Lo¨sung enthaltenen Anteile
aus dem Nullraum der Systemmatrix, der nicht zum Deﬁnitionsbereich des Lo¨sungsvek-
tors geho¨rt, in einem anschließenden Projektionsschritt eliminiert werden ko¨nnen. Direkte
Lo¨sungsalgorithmen, die bevorzugt bei dicht besetzten Matrizen eingesetzt werden, sind
hingegen nicht anwendbar, weshalb eine a¨quivalente Beschreibung dieses Systems im Bild-
bereich des Projektors ΠR selbst wu¨nschenswert ist.
Zur Ableitung einer Abbildungsvorschrift in diesen Vektorraum wird die Matrix ΠR einer
Spektralzerlegung unterzogen, die wegen der Block-Diagonalgestalt fu¨r jedes Hauptdia-
gonalelement getrennt erfolgen kann. Der interessierende Bildbereich der Idempotenten
[ΠR]mm la¨sst sich sofort als Eigenraum zum Eigenwert Eins identiﬁzieren, wofu¨r leicht
eine Basis aus einer Eigenwertanalyse oder einer Singula¨rwertzerlegung bestimmbar ist.
Sei [QR]mm eine Matrix, deren Spalten eine vollsta¨ndige Orthonormalbasis des Bildes
von [ΠR]mm bilden, dann ist unter Einbeziehung der aus der vorausgesetzten Orthonor-
malita¨t folgenden Unitarita¨tseigenschaft dieser Matrix eine faktorisierte Darstellung der
Projektoren der Form
[ΠR]mm = [QR]mm [QR]
H
mm (4.4.17)
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gegeben. Die Anzahl linear unabha¨ngiger Basisvektoren, die den gesuchten Eigenraum
aufspannen, entspricht der Dimension des Projektors, so dass die Matrix [QR]mm aus dR
Zeilen und dR,m = dim{[ΠR]mm} Spalten besteht. Zu beachten ist, dass auch nulldimen-
sionale Bildbereiche des Projektors auftreten ko¨nnen, was eine verschwindende Spalten-
zahl bei den Transformationsmatrizen zur Folge hat. Unter Beachtung der Tatsache, dass
Vektoren aus dem Bildbereich des Projektors durch diesen nicht vera¨ndert werden, folgt
aus Gleichung (4.4.17) in Verbindung mit der Identita¨t
[QR]
H
mm [QR]mm = I(dR,m×dR,m) , (4.4.18)
dass die Matrix [QR]mm den Bildbereich des Projektors [ΠR]mm bijektiv auf sich selbst
abbildet. Analog zum Aufbau der Gesamtmatrix ΠR besitzt die Transformationsmatrix
QR Block-Diagonalgestalt mit den Submatrizen in [QR]mm als Hauptdiagonalelemente,
so dass sie vom Typ (dRN ×NR) mit
NR = dim{ΠR} =
N∑
m=1
dR,m , dR,m = dim{[ΠR]mm} , 0 ≤ dR,m ≤ dR (4.4.19)
ist. Der geschilderte U¨bergang zu einer a¨quivalenten diskreten Problemformulierung ist
im folgenden kommutativen Diagramm veranschaulicht:
I˜R ∈ im{ΠR} ⊆  dRN×dR U˜R ∈ im{ΠR} ⊆  dRN×dR
IˆR ∈  NR×dR UˆR ∈  NR×dR
Z˜R
ZˆR
QHRQR Q
H
RQR
Unter Beru¨cksichtigung, dass QHRΠR = Q
H
R gilt, nimmt die diskretisierte Integralglei-
chung die endgu¨ltige Gestalt⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
dR,1 × dR,2
· · ·
dR,2 × dR,2 · · ·
dR,3 × dR,2
· · ·
...
...
...
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸
QHRZRQR
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
dR,1 × dR
dR,2 × dR
dR,3 × dR
...
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸
QHRIR
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
dR,1 × dR
dR,2 × dR
dR,3 × dR
...
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸
QHRUR
(4.4.20)
an. Die Blockvektoren UˆR = Q
H
RUR und IˆR = Q
H
RIR sind aus N Submatrizen vom
Typ (dR,m × dR) aufgebaut. Die Elemente der aus N Blockzeilen und N Blockspalten
bestehenden Impedanzmatrix ZˆR = Q
H
RZRQR sind demnach aus Kompatibilita¨tsgru¨nden
vom Typ (dR,m × dR,n).
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Die numerische Berechnung der Elemente des Anregungsvektors sowie der Systemmatrix
kann wie gewohnt mittels Standard-Quadraturverfahren erfolgen. Da der Typ der Singu-
larita¨t durch die Zerlegung der Greenschen Freiraumfunktion in ihre modalen Kompo-
nenten erhalten bleibt, sind die in Abschnitt 2.4.2 vorgestellten Regularisierungstechniken
auch weiterhin uneingeschra¨nkt einsetzbar. Analog zum kontinuierlichen Fall besitzen die
Impedanzmatrizen etwas bessere Konditionseigenschaften als eine Matrix, die aus einer
symmetrieerhaltenden Diskretisierung des Gesamtgebietes hervorgeht. Demnach ko¨nnen
zur Auswertung der reduzierten Gleichungen die auch u¨blicherweise verwendeten Verfah-
ren zur Lo¨sung linearer Gleichungssysteme herangezogen werden.
Fu¨r die im nachfolgenden Abschnitt durchgefu¨hrte Untersuchung des Aufwands zur Auf-
stellung der Impedanzmatrizen soll Gleichung (4.4.13) in eine Darstellung u¨berfu¨hrt wer-
den, die eine bezu¨glich des Rechenzeitbedarfs eﬃzientere Implementierung erlaubt und
zugleich die enge Verwandschaft mit der algebraischen Symmetriereduktion aufzeigt. Un-
ter Verwendung der Bestimmungsgleichung fu¨r den inversen Restriktionsoperator sowie
fu¨r den Projektor ko¨nnen die Gleichungen (4.4.14) und (4.4.2) wie folgt umgeformt wer-
den:
[ZR]mn =
∑
g∈G
R(g)
〈
T (g−1)Z fm, T fn
〉
g−1S0
=
∑
g∈G
R(g) [Z(g)]mn , (4.4.21a)
[UR]m =
dR
|G|
∑
g∈G
R(g)
〈
T (g−1)Z fm, n× Einc
〉
g−1S0
=
dR
|G|
∑
g∈G
R(g) [u(g)]m . (4.4.21b)
Die Eintra¨ge der eingefu¨hrten (N × N)-Matrizen Z(g) geben die Interaktionen zwischen
den auf dem Fundamentalgebiet S0 erkla¨rten Ansatzfunktionen fn und den auf das Gebiet
g−1S0 transformierten Testfunktionen fm wieder, die in ihrer Gesamtheit das urspru¨ng-
liche Rechengebiet S u¨berdecken. Im Fall von o¨rtlich konstanten Basisfunktionen, die
Elemente aus Funktionenra¨umen ohne Stetigkeitsanforderungen approximieren und bei-
spielsweise bei der Diskretisierung hypersingula¨rer Integralgleichungen zum Einsatz kom-
men [105], entspricht diese U¨berdeckung einer symmetrieerhaltenden Diskretisierung des
Gesamtgebiets, woraus sofort folgt, dass die Matrizen Z(g) eine Blockspalte der bezu¨glich
einer geometrischen Zerlegung des Gesamtgebiets in Symmetriezellen partitionierten Im-
pedanzmatrix bilden. Dementsprechend besteht der Anregungsvektor des diskretisierten
Gesamtproblems aus den Vektoren u(g) vom Typ (N × 1). Aufgrund der zur Erfu¨llung
der erforderlichen Stetigkeit der Feldgro¨ßen eingefu¨hrten modiﬁzierten Ansatzfunktionen
an den Schnittkanten gelten diese Aussagen fu¨r die hier behandelte Integralgleichungs-
formulierung nicht mehr. Analog zur Projektion des Gleichungssystems (4.4.13) in den
Bildbereich des Projektors ΠR wa¨re eine Modiﬁkation der Komponenten der Matrizen
Z(g) notwendig, um die gewu¨nschte Verbindung zur Systemmatrix des symmetriegerecht
diskretisierten Gesamtproblems herstellen zu ko¨nnen.
Mit dem Lo¨sungsvektor
[IR]n =
dR
|G|
∑
g∈G
R(g) [i(g)]n (4.4.22)
sowie der Deﬁnition der Verknu¨pfung dieser Objekte mit den irreduziblen Darstellungs-
matrizen gema¨ß
[R(g)Z(g)]mn := R(g)
 [Z(g)]mn , (4.4.23a)
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[R(g)U(g)]m := R(g)
 [u(g)]m , (4.4.23b)
[R(g)I(g)]n := R(g)
 [i(g)]n (4.4.23c)
la¨sst sich das erweiterte lineare Gleichungssystem (4.4.13) in der Gestalt∑
g∈G
R(g)Z(g)
∑
g∈G
R(g)i(g) =
∑
g∈G
R(g)u(g) (4.4.24)
ausdru¨cken. Werden auch hier die Vektoren i(g) und u(g) sowie die Matrizen Z(g) als
Elemente einer Gruppenalgebra aufgefasst, kann Gleichung (4.4.24) als Faltungsprodukt
auf ﬁniten Gruppen
(Z  i)(g) =
∑
gj∈G
Z(gg−1j )i(gj) = u(g) , ∀g ∈ G (4.4.25)
formuliert werden. Der als Fourier-Transformation auf Gruppen bezeichnete U¨bergang
zwischen diesen beiden diskreten Darstellungen der Integralgleichung la¨sst in Matrix-
form die damit bewirkte Block-Diagonalisierung der Impedanzmatrix wiedererkennen und
stimmt mit der algebraischen Symmetriereduktion u¨berein [5].
4.5 Berechnung der Fernfelddaten
Zur Bestimmung der Fernfeldcharakteristik eines Streufeldes aus den Symmetriekom-
ponenten der induzierten Oberﬂa¨chenstromdichte, woraus wichtige Kenngro¨ßen wie der
Ru¨ckstreuquerschnitt des Streuko¨rpers gewonnen werden, mu¨ssen die in Abschnitt 2.6 auf-
gezeigten Zusammenha¨nge entsprechend modiﬁziert werden. Um analog zu den Integral-
operatoren eine auf das Fundamentalgebiet beschra¨nkte Formulierung fu¨r den Fernfeld-
operator zu erhalten, muss dessen Vertauschbarkeit mit den Symmetrietransformationen
gefordert werden. Da der Fernfeldoperator aus einer asymptotischen Untersuchung der
integralen Darstellungsformeln fu¨r die elektromagnetischen Feldgro¨ßen abgeleitet wurde,
die die geforderte A¨quivarianzeigenschaft besitzen, ist diese Voraussetzung zwangsweise
erfu¨llt. Eine weitere wichtige Konsequenz daraus ist, dass der Kern
H(r, r ′) := exp(jk0Z0 er · r ′) , er = r‖r‖ (4.5.1)
des Fernfeldintegrals in Gleichung (2.6.3) dieselbe Transformationseigenschaft wie die ska-
lareGreensche Freiraumfunktion gema¨ß Gleichung (4.2.4) besitzt. Durch Einfu¨hrung des
modiﬁzierten Integralkerns
H¯R(r, r
′) :=
∑
g∈G
R(g)[Tr(g)(I¯H)](r, r
′) , (4.5.2)
welcher dyadischen Charakter besitzt, kann die Repra¨sentation der einzelnen Symme-
triesa¨tze der Fernfeldcharakteristik
(FR,0 KR,0)(r) = jk0Z0er ×
∫
S0
H¯R(r, r
′)KR,0(r
′)dA(r ′) , r = r(ϑ, ϕ) (4.5.3)
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in einer zur Ausgangsdarstellung strukturgleichen Form ausgedru¨ckt werden. Die U¨berla-
gerung sa¨mtlicher Symmetriekomponenten
F K =
∑
R∈R
tr
{
FR,0 KR,0
}
(4.5.4)
liefert das gesamte Fernfeld.
An die Stelle der skalarwertigen Eintra¨ge in den diskreten Fernfeldoperatoren gema¨ß Glei-
chung (2.6.10) treten die (dR × dR,n)-Submatrizen[
FˆR,ϑ/ϕ
]
mn
= (eϑ/ϕ · FR,0 fn [QR]nn)(ϑm, ϕm) . (4.5.5)
Auch im diskreten Fall erha¨lt man die Fernfelddaten aus der Superposition der Symme-
triekomponenten, so dass fu¨r die Eintra¨ge der Fernfeldvektoren abschließend folgt:
[
Fϑ/ϕ i
]
n
=
∑
R∈R
tr
{[
FˆR,ϑ/ϕ IˆR
]
n
}
. (4.5.6)
4.6 Aufwandsabscha¨tzung
Bedingt durch die Zerlegung des Gesamtproblems in mehrere, voneinander unabha¨ngi-
ge Teilprobleme reduzierter Gro¨ße ist sowohl ein Vorteil im Speicherbedarf als auch im
Rechenzeitaufwand bei der Lo¨sung des diskreten Problems auf einer Rechenanlage zu er-
warten. Zwar wird dadurch die asymptotische Komplexita¨tsordnung der eingesetzten nu-
merischen Verfahren nicht herabgesetzt, der Aufwand verringert sich jedoch um einen, von
der Symmetrie des zu untersuchenden Systems abha¨ngigen Faktor, fu¨r den im Folgenden
eine Abscha¨tzung angegeben werden soll. Neben der Auswertung des Gleichungssystems
besitzt auch die Erzeugung der Impedanzmatrix wegen ihrer dichten Besetzungsstruktur
einen nicht unerheblichen Anteil an der Gesamtrechenzeit. Alle anderen Prozessschritte,
wie Gittergenerierung, Aufstellung des Anregungsvektors und Berechnung der Fernfeld-
daten, weisen im Vergleich dazu eine geringere Aufwandsordnung auf und sind demnach
vernachla¨ssigbar.
4.6.1 Erzeugung der Systemmatrix
Das symmetrieerhaltend diskretisierte Ausgangsproblem ist a¨quivalent zu dem aus ei-
ner gleichartigen Diskretisierung des Fundamentalgebiets hervorgehenden Satz von Glei-
chungssystemen und kann demzufolge zu Vergleichszwecken herangezogen werden. Be-
zeichnet N weiterhin die Anzahl der Basisfunktionen der reduzierten Probleme ohne
Beru¨cksichtigung der Bedingung an ﬁxen Schnittkanten, so ergibt sich die Anzahl der
Freiheitsgrade des a¨quivalenten Gesamtproblems na¨herungsweise zu
Ntot =
∑
R∈R
dR
N∑
m=1
dR,m ≈ N |G| , fu¨r: |ﬁx|  N . (4.6.1)
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Dabei wurde beru¨cksichtigt, dass die Dimension der Projektoren dR,m nur fu¨r Elemen-
te an ﬁxen Schnittkanten, deren Anzahl fu¨r eine hinreichend feine Diskretisierung ver-
gleichsweise gering ist, kleiner als die Dimension der irreduziblen Darstellungen dR sein
kann. Der numerische Aufwand zur Generierung der reduzierten Impedanzmatrizen ZR
kann aufgrund der komplexen Berechnungsvorschrift und nicht zuletzt wegen der star-
ken Abha¨ngigkeit von der konkreten Implementierung nur schwer beziﬀert werden. Aus
diesem Grund sollen die Kosten fu¨r die Berechnung und Speicherung der vollen Impe-
danzmatrix Z als Bezugsgro¨ßen dienen, fu¨r deren Elemente gema¨ß Gleichung (2.3.20)
ein Rechenaufwand von KCPU ﬂops
6 und ein Speicherbedarf von KRAM Bytes angesetzt
werden. Demnach betragen der gesamte Rechenaufwand und Speicherbedarf
CCPU ≈ KCPU|G|2N2 ﬂops , CRAM ≈ KRAM|G|2N2 Bytes , (4.6.2)
die beide erwartungsgema¨ß quadratisch mit der Anzahl von Unbekannten anwachsen. Die
Generierung der reduzierten Impedanzmatrizen la¨sst zwei unterschiedliche algorithmische
Konzepte zu, die sich durch bestimmte Vorzu¨ge und Nachteile auszeichnen und nachfol-
gend diskutiert werden.
Speichereﬃziente Implementierung
Im Unterschied zur Berechnung der Beitra¨ge der vollen Impedanzmatrix treten bei der
Auswertung der Integrale in Gleichung (4.4.14) anstelle der Greenschen Freiraumfunkti-
on ihre harmonischen Komponenten auf. Es soll im weiteren Verlauf davon ausgegangen
werden, dass die Fourier-Transformation der Greenschen Funktion, deren numerischer
Aufwand proportional zu d2R|G| ﬂops ist, gegenu¨ber der Ausfu¨hrung der Quadratur, die
eine unvermeidbare Auswertung der transzendenten Exponentialfunktion erfordert, ver-
nachla¨ssigbar ist. Unter dieser Annahme sind bei komponentenweiser Auswertung der
(dR×dR)-Submatrizen in Gleichung (4.4.14) na¨herungsweise KCPU|G|d2R ﬂops notwendig,
wenn beachtet wird, dass der modiﬁzierte Integralkern aus |G| Summanden besteht. Da
die Gleichungssysteme sequentiell aufgestellt und ausgewertet werden ko¨nnen, bestimmt
die zur Darstellung mit der ho¨chsten Dimension geho¨rende Systemmatrix den maximalen
Speicherbedarf. Aus den daraus resultierenden Gesamtkomplexita¨ten
CˆCPU ≈ KCPU|G|2N2 ﬂops , CˆRAM ≈ KRAMN2 max
R∈R
d2R Bytes , (4.6.3)
ergeben sich schließlich die Reduktionsfaktoren na¨herungsweise zu
RCPU :=
CˆCPU
CCPU
≈ 1 , RRAM := CˆRAM
CRAM
≈ maxR∈R d
2
R
|G|2 . (4.6.4)
Aus diesem Ergebnis geht hervor, dass diese Vorgehensweise zwar keinen Vorteil in der Re-
chenzeit bei der Generierung der Impedanzmatrizen bietet, dafu¨r sinkt jedoch der beno¨tig-
te Speicherplatzbedarf um einen betra¨chtlichen Faktor, der in Tabelle 4.3 fu¨r einige aus-
gewa¨hlte Symmetriegruppen angegeben ist.
Rechenzeiteﬃziente Implementierung
Alternativ ko¨nnen einmalig die Matrizen Z(g) aufgestellt und aus diesen anschließend
die Systemmatrizen ZR fu¨r jeden Symmetrietyp mittels einer algebraischen Fourier-
Transformation auf Gruppen gema¨ß Gleichung (4.4.21a) konstruiert werden. Die als do-
minierender Anteil angenommene, numerische Integration wird durch dieses Vorgehen auf
6Die Einheit ”ﬂop“ (”ﬂoating point operation“) entspricht einer arithmetischen Fließkommaoperation.
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ein Mindestmaß beschra¨nkt, womit sich die Rechenzeit im Vergleich zur vorherigen Stra-
tegie verringert. Der Preis dafu¨r ist jedoch ein deutlich ho¨herer Speicherbedarf, da zusa¨tz-
lich zu den eigentlichen Systemmatrizen sa¨mtliche Matrizen Z(g) wa¨hrend des gesamten
Lo¨sungsprozesses permanent im Speicher gehalten werden mu¨ssen. Unter Vernachla¨ssi-
gung der Fourier-Transformation betragen der gesamte Aufwand zur Berechnung der
Impedanzmatrizen und der Speicherbedarf na¨herungsweise
CˆCPU ≈ KCPU|G|N2 ﬂops , CˆRAM ≈ KRAMN2(|G|+ max
R∈R
d2R) Bytes , (4.6.5)
woraus die gesuchten Reduktionsfaktoren
RCPU ≈ 1|G| , RRAM ≈
maxR∈R d2R
|G|2 +
1
|G| (4.6.6)
folgen. Fu¨r den Fall, dass genu¨gend Speicherplatz zur Verfu¨gung steht, ist diese Strategie
zweifellos der direkten Berechnung der Systemmatrizen vorzuziehen.
4.6.2 Auswertung des Gleichungssystems
Ohne die Verwendung von Matrixkompressionsverfahren bieten iterative Lo¨sungsverfah-
ren bezu¨glich des Rechenaufwands gegenu¨ber direkten Algorithmen bei dicht besetzten
Matrizen keinen nennenswerten Vorteil, weshalb im weiteren Verlauf von der Verwendung
eines direkten Verfahrens zur Lo¨sung der linearen Gleichungssysteme ausgegangen wird.
Ihre Komplexita¨t kann approximativ zu
CLUD ≈ KLUD|G|3N3 ﬂops (4.6.7)
abgescha¨tzt werden.
Fu¨r jeden Symmetrietyp R ist die LU-Zerlegung oder Inversion einer (dRN×dRN)-Matrix
durchzufu¨hren, womit sich der gesamte Aufwand zu
CˆLUD ≈
∑
R∈R
KLUD(NdR)
3 ﬂops (4.6.8)
ergibt. Zwar ist jedes System fu¨r dR Anregungen zu lo¨sen, die Faktorisierung oder Inver-
sion der Matrix, die den Gesamtaufwand maßgeblich bestimmt, muss jedoch nur einmal
durchgefu¨hrt werden. Der erreichbare Reduktionsfaktor errechnet sich somit zu
RLUD ≈ 1|G|3
∑
R∈R
d3R , (4.6.9)
wofu¨r ebenfalls in Tabelle 4.3 einige exemplarische Werte angegeben sind.
Bei diesen Betrachtungen wurde davon ausgegangen, dass alle Symmetriekomponenten
der Anregung von Null verschieden sind und demzufolge die Gleichungssysteme fu¨r alle
Symmetrietypen ausgewertet werden mu¨ssen. Weist die Anregung und damit auch die
gesuchte Lo¨sung eine bestimmte Symmetrie auf, verringert sich zwangsla¨uﬁg die Anzahl
der nichttrivialen Teilprobleme, wodurch der erzielbare Rechenzeitvorteil gegenu¨ber der
Auswertung des Gesamtproblems weiter zunimmt.
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Pyramide Tetraeder Wu¨rfel Dodekaeder
Gruppe C4v Td Oh Ih
Ordnung 8 24 48 120
Symmetrie-
typen
A1, A2, B1,
B2, E
A1, A2, E,
T1, T2
A1g, A1u, A2g,
A2u, Eg, Eu
T1g, T1u,
T2g, T2u
Ag, Au, T1g,
T1u, T2g, T2u
Gg, Gu,
Hg, Hu
RLUD 1/42 1/230 1/864 1/3540
RRAM 1/16 1/64 1/256 1/576
Tabelle 4.3: Erzielbare Reduktionsfaktoren bezu¨glich des Speicherbedarfs bei speicheropti-
maler Implementierung sowie bezu¨glich des Rechenaufwands zur Lo¨sung des diskreten Mo-
dellproblems bei Verwendung direkter Verfahren fu¨r ausgewa¨hlte Punktsymmetriegruppen.
Um den gesamten Rechenzeitgewinn abscha¨tzen zu ko¨nnen, mu¨ssen die Konstanten KCPU
und KLUD bestimmt werden, wozu pra¨zisere Modelle fu¨r die Matrixgenerierung und die
LU-Zerlegung, die stark von den verwendeten Algorithmen und der rechentechnischen
Umsetzung abha¨ngen, zu entwickeln sind. Aufgrund der ho¨heren Aufwandsordnung der
LU-Zerlegung wird jedoch mit wachsender Problemgro¨ße die Auswertung der Gleichungs-
systeme dominieren, so dass der gesamte Reduktionsfaktor gegen RLUD strebt.
Kapitel 5
Anwendungsbeispiele
Aufgabenstellungen mit symmetrischen Anordnungen, die bevorzugt mittels der Randele-
mentmethode modelliert werden, sind in der praktischen Anwendung vielfach anzutreﬀen.
Im Folgenden werden die Einsetzbarkeit und Leistungsfa¨higkeit des im letzten Kapitel vor-
gestellten Verfahrens zur Reduktion der elektrischen Feldintegralgleichung auf eine Sym-
metriezelle anhand ausgewa¨hlter praxisnaher Problemstellungen, die aus zwei typischen
Anwendungsgebieten der Randelementmethode stammen, demonstriert sowie die damit
verbundenen Vorteile bei der numerischen Behandlung aufgezeigt. Die Untersuchung der
in der Schiﬀfahrt zum Einsatz kommenden, oktaedrischen Radarreﬂektoren als Vertreter
elektromagnetischer Streuprobleme ist Gegenstand des ersten Abschnitts, dem sich eine
Eigenwertanalyse der aus neun Zellen bestehenden TESLA-Kavita¨t anschließt.
5.1 Oktaedrische Radarreﬂektoren
Passive Radarreﬂektoren kommen unter anderem in der Schiﬀfahrt zum Einsatz, um die
Sichtbarkeit, vor allem von kleinen Schiﬀen, durch Radarsysteme zu erho¨hen und da-
mit das Risiko von Kollisionen, insbesondere bei schlechten Witterungsverha¨ltnissen, zu
verringern. Von derartigen Vorrichtungen wird ein mo¨glichst hoher Reﬂexionsgrad bei ge-
ringen geometrischen Abmessungen gefordert, damit einerseits die gewu¨nschte Erho¨hung
der eﬀektiven Ru¨ckstreuﬂa¨che des Schiﬀes erreichbar ist, aber auch andererseits eine platz-
sparende Unterbringung des Reﬂektors erfolgen kann. Des Weiteren mu¨ssen dessen Reﬂe-
xionseigenschaften in einem gewissen Bereich weitestgehend unabha¨ngig von der Einfalls-
richtung des Radarsignals sein, weil die Fahrtrichtung und mo¨gliche Neigungen des Schif-
fes die Lage des Reﬂektors beeinﬂussen. Fu¨r Radaranwendungen in der Schiﬀfahrt und
Ku¨stenu¨berwachung sind zwei verschiedene Frequenzbereiche vorgesehen. Radaranlagen
im S-Band operieren bei einer Frequenz von f = 3 GHz, was einer Freiraumwellenla¨nge
von λ = 10 cm entspricht, und zeichnen sich durch eine große Reichweite aus, weshalb
sie bevorzugt auf hoher See eingesetzt werden. Ihre geringe Empﬁndlichkeit bietet zwar
den Vorteil, dass ungewollte Ziele, die zum Beispiel durch Reﬂexionen an der Wassero-
berﬂa¨che oder durch Niederschlag verursacht werden, besser unterdru¨ckt werden. Kleine
Schiﬀe oder Boote werden jedoch folglich auch nicht erfasst. In der Binnenschiﬀfahrt und
in Ku¨stenna¨he werden vorwiegend Radargera¨te im X-Band benutzt, deren Arbeitsfrequenz
137
138 Kapitel 5. Anwendungsbeispiele
ungefa¨hr f = 9,4 GHz betra¨gt. Das entspricht einer Freiraumwellenla¨nge von λ = 3,2 cm,
womit diese Anlagen wegen ihres ho¨heren Auﬂo¨sungsvermo¨gens besser zur Detektion klei-
nerer Objekte geeignet sind, dafu¨r aber eine deutlich geringere Reichweite besitzen. Die
genaue Speziﬁkation der praxisrelevanten Kenngro¨ßen, die Standards fu¨r Pru¨f- und Test-
verfahren sowie die Mindestanforderungen, die ein Radarreﬂektor zu erfu¨llen hat, sind fu¨r
das X-Band in der ISO-Norm 8729 geregelt [55].
a) kreisfo¨rmige
Reﬂektorﬂa¨chen
b) quadratische
Reﬂektorﬂa¨chen
c) dreieckige
Reﬂektorﬂa¨chen
Abbildung 5.1: Typische Bauformen oktaedrischer Radarreﬂektoren. Drei relativ du¨nne,
elektrisch gut leitfa¨hige Platten, die sich paarweise senkrecht schneiden, bilden einen aus
acht Tripel-Spiegeln bestehenden Winkelreﬂektor, der die Symmetrie der vollen Oktaeder-
gruppe besitzt. Abha¨ngig von der geometrischen Gestalt der einzelnen Reﬂektorﬂa¨chen
ergeben sich unterschiedliche Ausfu¨hrungen dieses Reﬂektortyps.
Maritime Radaranlagen sind u¨blicherweise mit einer kombinierten Sende- und Empfangs-
einheit ausgestattet, so dass das Reﬂexionsvermo¨gen eines Ziels in Einfallsrichtung der
Radarwellen von maßgeblichem Interesse ist. Aus diesem Grund ist der monostatische
Ru¨ckstreuquerschnitt der entscheidende Designparameter bei der Konstruktion von pas-
siven Radarreﬂektoren. Um den genannten Forderungen gerecht zu werden, sind spezielle
Konzepte hinsichtlich der Bauform erforderlich. Grundelement der in diesem Abschnitt
untersuchten Strukturen bildet ein Winkelreﬂektor, der aus drei ebenen, paarweise senk-
recht zueinander angeordneten Platten identischer Form besteht, die durch eine hohe
elektrische Leitfa¨higkeit gekennzeichnet sind. Diese Konﬁguration weist unter optischen
Bedingungen die besondere Eigenschaft auf, dass eine elektromagnetische Welle, die aus
einer beliebigen Richtung innerhalb des O¨ﬀnungswinkels des Reﬂektors einfa¨llt, in ex-
akt die gleiche Richtung zuru¨ckgestrahlt wird. Durch symmetrische Aneinanderreihung
von acht derartigen Tripel-Spiegeln kann die gewu¨nschte Richtungsunabha¨ngigkeit des
Ru¨ckstreuquerschnitts u¨ber den Wirkungsbereich eines einzelnen Winkelreﬂektors hinaus
auf den gesamten Raum ausgedehnt werden. Auch wenn die Wellenla¨nge im Bereich der
Reﬂektorabmessungen liegt und damit optische Annahmen ihre Gu¨ltigkeit verlieren, be-
sitzt dieser Aufbau infolge von Resonanzeﬀekten eine gro¨ßere eﬀektive Ru¨ckstreuﬂa¨che als
andere Konﬁgurationen mit vergleichbaren geometrischen Abmessungen, weshalb Winkel-
reﬂektoren auch in diesem Frequenzbereich Verwendung ﬁnden.
In Abbildung 5.1 sind in der Praxis vorkommende Ausfu¨hrungsformen oktaedrischer Ra-
darreﬂektoren gezeigt, deren Ru¨ckstreuverhalten im Folgenden na¨her analysiert werden
soll. Die betrachteten Streuko¨rper bestehen aus drei kreisfo¨rmigen, quadratischen oder
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a)
t
d
Bezeichnung Maß
Durchmesser d 320 mm
Plattendicke t 1,3 mm
b)
ni
−eϑi
pi
x
y
z
ϕi
ϑi
ηi
ε0, µ0
PEC
Abbildung 5.2: Geometrische Abmessungen der zu untersuchenden Streuko¨rper (a) sowie
die Speziﬁkation der Anregung (b).
dreieckigen Platten geringer Dicke, die sich paarweise senkrecht schneiden. Der gewa¨hlte
Durchmesser der Reﬂektorplatten, die gewo¨hnlich aus Aluminium gefertigt sind, sowie de-
ren Dicke orientieren sich an typischen Abmessungen der fu¨r maritime Zwecke kommerziell
angebotenen Winkelreﬂektoren und ko¨nnen Abbildung 5.2a) entnommen werden.
Zum Zweck einer numerischen Behandlung dieses elektromagnetischen Streuproblems sind
im Vorfeld einige vereinfachende Modellannahmen zu treﬀen. Aufgrund der hohen elektri-
schen Leitfa¨higkeit des Streuko¨rpers ko¨nnen die zu erwartenden Verluste vernachla¨ssigt
werden, womit die Annahme eines ideal elektrisch leitfa¨higen Materials gerechtfertigt ist.
Weiterhin soll sich das zu analysierende Streuobjekt im freien Raum beﬁnden, dessen
Materialeigenschaften durch die Permeabilita¨t µ0 und die Permittivita¨t ε0 des Vakuums
beschrieben sind. Das einfallende Radarsignal wird durch eine linear polarisierte, ebe-
ne Welle gema¨ß Gleichung (2.2.31) nachgebildet. Das Koordinatensystem sei so gewa¨hlt,
dass, wie in Abbildung 5.2b) illustriert, die kartesischen Koordinatenﬂa¨chen mit den Re-
ﬂektorﬂa¨chen zusammenfallen.
Werden die Reﬂektorplatten als ra¨umlich ausgedehnte Ko¨rper belassen, beschreibt die
volle Oktaedergruppe Oh die ho¨chste Symmetrie des hier betrachteten Reﬂektortyps. Da
deren Ordnung |Oh| = 48 betra¨gt, reduziert sich die Problemgro¨ße auf ein Achtundvier-
zigstel des Gesamtgebiets. Das ausgewa¨hlte Fundamentalgebiet dieser Struktur, welches
fu¨r den Winkelreﬂektor mit quadratischen Fla¨chen in Abbildung 5.3a) dunkelgrau hervor-
gehoben ist, wird von den drei Schnittkanten C
(1)
cut, C
(2)
cut und C
(3)
cut berandet, die ﬁx unter
den Spiegelsymmetriegruppen C
(1)
s = {E, σ(1)d }, C(2)s = {E, σ(2)d } und C(3)s = {E, σ(1)h }
sind. Die Symmetrieelemente der Erzeugendensysteme sind ebenfalls in Abbildung 5.3a)
eingezeichnet.
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a) ra¨umlich ausgedehnte Struktur
(Symmetrie der Oh-Gruppe)
σ
(1)
h
σ
(1)
d
σ
(2)
d
C
(1)
cut
C
(2)
cut
C
(3)
cut
S
S0
b) unendlich du¨nne Struktur
(Symmetrie der O-Gruppe)
C4
C2
C
(1)
cut
C
(2)
cut
Copen
S
S0
Abbildung 5.3: Winkelreﬂektor mit quadratischen Fla¨chen und zugeho¨riges Fundamen-
talgebiet sowie die Symmetrieelemente der Fixpunktgruppen der Schnittkanten fu¨r unter-
schiedliche Modellierungsvarianten. Bei ra¨umlich ausgedehnten Reﬂektorﬂa¨chen (a) ist
das dunkelgrau dargestellte Fundamentalgebiet von drei ﬁxen Schnittkanten berandet. Un-
ter der vereinfachenden Annahme unendlich du¨nner Platten (b) setzt sich der Rand hin-
gegen aus zwei ﬁxen Schnittkanten und einem oﬀenen Abschnitt zusammen.
Eine weitere Modellierungsvariante dieses Reﬂektors ergibt sich, wenn, wie es auch bei der
vorliegenden Problemstellung der Fall ist, die Dicke der Reﬂektorplatten im Verha¨ltnis
zur Wellenla¨nge sehr gering ist, so dass diese als ﬂa¨chenhafte Gebiete aufgefasst werden
ko¨nnen. Als volle Symmetriegruppe des aus dieser idealisierten Annahme hervorgehenden
mathematischen Modells, das in Abbildung 5.3b) gezeigt ist, kann die Oktaedergruppe
O, deren Ordnung |O| = 24 betra¨gt, festgestellt werden. Grund fu¨r die im Vergleich zur
ausgedehnten Struktur niedrigere Symmetrie ist, dass infolge der reduzierten Dimension
des geometrischen Objekts bestimmte Symmetrieoperationen der vollen Oktaedergruppe
dieselbe Wirkung haben und damit nicht voneinander unterscheidbar sind. Die in Ab-
bildung 5.3b) dunkelgrau hinterlegte, dreieckfo¨rmige Fla¨che repra¨sentiert ein mo¨gliches
Fundamentalgebiet dieser Struktur, das von zwei Schnittkanten C
(1)
cut und C
(2)
cut, die ﬁx un-
ter den diskreten Drehgruppen C2 = {E,C2} und C4 = {E,C4, C24 , C34} sind, sowie einem
Randabschnitt, auf dem die u¨bliche Randbedingung fu¨r oﬀene Fla¨chenstu¨cke erfu¨llt sein
muss, begrenzt wird.
Die symmetrischen Merkmale der vorliegenden Aufgabenstellung lassen vermuten, dass
auch der o¨rtliche Verlauf des monostatischen Ru¨ckstreuquerschnittes eine gewisse Sym-
metrie aufweist, die jedoch entscheidend von den Eigenschaften der anregenden Welle
bestimmt wird. Bedingt durch die ausgepra¨gte Schwingungsrichtung der hier angenom-
menen linear polarisierten Transversalwelle wird die gesuchte Zielgro¨ße lediglich eine par-
tielle Symmetrie der geometrischen Struktur besitzen. Aus anschaulichen U¨berlegungen
folgt fu¨r eine beliebige Polarisationsrichtung, dass diese Ortsfunktion in azimutaler Rich-
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tung durch eine vierfache und in polarer Richtung durch eine zweifache Periodizita¨t ge-
kennzeichnet ist. Folglich besitzt sie eine 8-fache Symmetrie, welche durch die aus einer
Elementardrehung um die vierza¨hlige Polachse und einer Elementardrehung um eine senk-
recht dazu stehende, zweiza¨hlige Achse erzeugten Untergruppe der vollen Oktaedergruppe
beschrieben ist, womit sich auf die Betrachtung eines Oktanten beschra¨nkt werden darf.
Fu¨r bestimmte Werte des Polarisationswinkels oder bei Anregung mit einer zirkular pola-
risierten Welle kann sich die Symmetrie dieser Ortsfunktion weiter erho¨hen, worauf jedoch
nicht na¨her eingegangen werden soll.
kreisfo¨rmige Spiegel quadratische Spiegel dreieckige Spiegel
Gro¨ße S-Band X-Band S-Band X-Band S-Band X-Band
NA1 518 4979 630 6048 315 2970
NA2 560 5109 672 6176 345 3060
NE 1078 10088 1302 12224 660 6030
NT1 1638 15197 1974 18400 1005 9090
NT2 1638 15197 1974 18400 1005 9090
Ntot 13062 121446 15750 147072 8010 72630
Tabelle 5.1: Resultierende Problemgro¨ße fu¨r jeden Symmetrietyp der O-Gruppe bei Reduk-
tion der als unendlich du¨nn angenommenen Winkelreﬂektoren auf ein Fundamentalgebiet.
Zum Vergleich ist in der letzten Zeile der Tabelle die Anzahl der Freiheitsgrade bei sym-
metrieerhaltender Diskretisierung der vollsta¨ndigen Struktur angegeben.
Von allen in Abbildung 5.1 gezeigten Konﬁgurationen des oktaedrischen Winkelreﬂek-
tors wurde der monostatische Ru¨ckstreuquerschnitt im Winkelbereich 0 ≤ ϑi ≤ 90◦ und
0 ≤ ϕi ≤ 90◦ sowohl fu¨r das S-Band (f = 3 GHz) als auch fu¨r das X-Band (f = 9,4 GHz)
numerisch ermittelt, wobei zu Vergleichszwecken die beiden in Abbildung 5.3 vorgestell-
ten Modellvarianten herangezogen wurden. Die ra¨umliche Auﬂo¨sung des Beobachtungsbe-
reichs wurde zu ∆ϑi = 1
◦ und ∆ϕi = 1◦ gewa¨hlt, so dass sich fu¨r jedes der zu untersuchen-
den Streuprobleme insgesamt Ni = 8281 unterschiedliche Anregungen ergaben. Da es der
verfu¨gbare Arbeitsspeicher der Rechenanlage zuließ, wurde zur Lo¨sung der linearen Glei-
chungssysteme ein direktes Verfahren einem iterativen Algorithmus vorgezogen. Damit ist
fu¨r jeden Symmetrietyp eine einmalige LU-Zerlegung der Impedanzmatrix vorzunehmen
und durch anschließendes Ru¨ckwa¨rtseinsetzen die dRNi Lo¨sungsvektoren zu bestimmen.
Aufgrund der speziellen Wahl des Polarisationswinkels zu ηi = 0 ist die gesuchte Zielfunk-
tion zwar zusa¨tzlich spiegelsymmetrisch bezu¨glich der Ebene ϕ = 45◦ und besitzt somit
eine 16-fache Symmetrie, diese Eigenschaft wurde jedoch nicht weiter ausgenutzt. Die
numerische Berechnung der zur Aufstellung der Impedanzmatrix, des Anregungsvektors
und der Fernfeldmatrix erforderlichen Integrale u¨ber die dreieckigen Elementargebiete er-
folgte mit Hilfe einer direkten 3-Punkte Gauss-Quadraturformel. In Tabelle 5.1 sind die
Problemgro¨ßen NR, die aus der Diskretisierung eines Fundamentalgebiets des Winkelre-
ﬂektors unter Vernachla¨ssigung der Plattendicke resultieren, fu¨r jeden Symmetrietyp der
Oktaedergruppen aufgelistet, wenn die Gitterschrittweite auf ein Zehntel der Wellenla¨nge
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kreisfo¨rmige Spiegel quadratische Spiegel dreieckige Spiegel
Gro¨ße S-Band X-Band S-Band X-Band S-Band X-Band
NA1g 745 8327 1126 10976 504 5355
NA1u 815 8566 1217 11260 570 5547
NA2g 795 8496 1191 11180 553 5491
NA2u 765 8397 1152 11056 521 5411
NEg 1540 16823 2317 22156 1057 10846
NEu 1580 16963 2369 22316 1091 10958
NT1g 2325 25290 3495 33292 1595 16313
NT1u 2355 25389 3534 33416 1627 16393
NT2g 2375 25459 3560 33496 1644 16449
NT2u 2305 25220 3469 33212 1578 16257
Ntot 37440 405432 56232 533664 25776 261648
Tabelle 5.2: Resultierende Problemgro¨ße fu¨r jeden Symmetrietyp der Oh-Gruppe bei Reduk-
tion der zu untersuchenden Reﬂektoren auf ein Fundamentalgebiet ohne Vernachla¨ssigung
der Plattendicke. Zum Vergleich ist in der letzten Zeile der Tabelle die Anzahl der Frei-
heitsgrade bei symmetrieerhaltender Diskretisierung der vollsta¨ndigen Struktur angegeben.
h = λ/10 festgelegt wird. Zu beachten ist, dass wegen der unterschiedlichen geometrischen
Formen der Reﬂektorplatten die Fla¨cheninhalte der Fundamentalgebiete und damit die
diskreten Problemgro¨ßen bei identischen Kantenla¨ngen verschieden sind. Entsprechend
sind in Tabelle 5.2 die sich ergebenden diskreten Problemgro¨ßen bei Modellierung des Re-
ﬂektors als ra¨umlich ausgedehnter Ko¨rper zusammengefasst. Zum Vergleich ist fu¨r beide
Fa¨lle zusa¨tzlich die Gro¨ße des dazu a¨quivalenten Problems
Ntot =
∑
R∈R
dRNR , (5.1.1)
das aus einer symmetriegerechten Diskretisierung der gesamten Struktur hervorgeht, an-
gegeben. Stellt man die beiden mo¨glichen Modellvarianten gegenu¨ber, ist leicht erkennbar,
dass sich die Gro¨ßen der Fundamentalgebiete nur unwesentlich voneinander unterscheiden.
Die Anzahl der Symmetrietypen der vollen Oktaedergruppe Oh ist jedoch genau doppelt
so hoch wie die der Oktaedergruppe O, so dass sich folglich auch der Aufwand zur Lo¨sung
der Gleichungssysteme verdoppelt.
Die unter Verwendung der Methode der Symmetriezellenreduktion gewonnenen Simulati-
onsergebnisse sind fu¨r das S-Band in Abbildung 5.4 und fu¨r das X-Band in Abbildung 5.5
graﬁsch veranschaulicht. Gezeigt ist der monostatische Ru¨ckstreuquerschnitt der drei vor-
gestellten Reﬂektorausfu¨hrungen sowohl in einer dreidimensionalen Darstellungsweise, die
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a) kreisfo¨rmige Reflektorplatten (Dicke vernachla¨ssigt)
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c) dreieckige Reflektorplatten (Dicke vernachla¨ssigt)
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Abbildung 5.4: Monostatischer Ru¨ckstreuquerschnitt bei einer Frequenz von f = 3 GHz.
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a) kreisfo¨rmige Reflektorplatten (Dicke vernachla¨ssigt)
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b) quadratische Reflektorplatten (Dicke vernachla¨ssigt)
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c) dreieckige Reflektorplatten (Dicke vernachla¨ssigt)
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Abbildung 5.5: Monostatischer Ru¨ckstreuquerschnitt bei einer Frequenz von f = 9,4 GHz.
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einen guten Einblick in den qualitativen Verlauf der Richtungscharakteristik gestattet, als
auch in Form einer Parameterschar, die den Vorteil einer besseren quantitativen Aussage-
kraft besitzt. Erwartungsgema¨ß unterscheiden sich die Resultate, die auf Basis der beiden
mo¨glichen Modellvarianten erhalten wurden, wegen der a¨ußerst geringen Dicke der Re-
ﬂektorplatten nur sehr geringfu¨gig voneinander, weshalb diese nur fu¨r die ﬂa¨chenhaften
Strukturen gezeigt sind.
Aus den pra¨sentierten Ergebnissen wird deutlich, dass die untersuchten Winkelreﬂektoren
innerhalb eines relativ großen Raumwinkelbereichs um den Symmetrieachsen der einzel-
nen Tripel-Spiegel (z.B. ϑi = 45
◦, ϕi = 45◦) sehr gute Reﬂexionseigenschaften besitzen.
Dazwischen ist der Ru¨ckstreuquerschnitt jedoch stark richtungsabha¨ngig und weist zudem
stellenweise unzureichende Werte auf. Unter Beachtung, dass sich Radarwellen in horizon-
taler Richtung ausbreiten, wird demnach die gro¨ßtmo¨gliche Eﬃzienz durch eine geneigte
Anbringung derartiger Winkelreﬂektoren erreicht. Da das Aufzeigen der Einsetzbarkeit
und Leistungsfa¨higkeit der vorgestellten Reduktionsmethode im Vordergrund steht, soll
die Eignung und Praxistauglichkeit dieser Reﬂektoren nicht weiter untersucht werden.
Eine ausfu¨hrliche Bewertung der Eﬀektivita¨t von Winkelreﬂektoren auf Grundlage der
in der ISO-Norm 8729 empfohlenen Speziﬁkation sowie unter Einbeziehung praktischer
Gesichtspunkte ﬁndet sich in [35].
5.2 TESLA-Kavita¨t
Eines der zentralen Elemente supraleitender Linearbeschleuniger, die auf der TESLA1-
Technologie basieren, ist der in Abbildung 5.6 gezeigte Hohlraumresonator, der aus neun
Einzelzellen besteht und aus Niob gefertigt ist [21]. Beschleunigeranlagen ﬁnden allgemein
sowohl in der Grundlagenforschung fu¨r Experimente in der Hochenergiephysik als auch
in praktischen Bereichen, wie beispielsweise in der Medizin zu strahlentherapeutischen
Zwecken, Verwendung.
Abbildung 5.6: Aufbau der TESLA Kavita¨t. Dieser aus Niob bestehende Hohlraumreso-
nator setzt sich aus neun, hintereinander angeordneten Einzelzellen zusammen.
Kavita¨ten nutzen den Eﬀekt der Resonanzu¨berho¨hung, so dass bei einer zeitharmonischen
Anregung mit einer geeigneten Resonanzfrequenz sehr hohe Feldsta¨rken zur wirksamen
Beschleunigung geladener Teilchen erzielbar sind. Zur Erho¨hung der Eﬀektivita¨t werden
1Das Akronym TESLA bedeutet ”TeV-Energy Superconducting Linear Accelerator“.
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meist mehrere Einzelzellen gekoppelt, womit sich die Eigenfrequenzen eines einzelnen
Resonators entsprechend der Zellenzahl dieser Resonatorkette aufspalten. Die monopol-
artige Eigenwelle mit einem Phasenvorschub pro Zelle von ϕ = π, deren Eigenfrequenz
auf f = 1,3 GHz abgestimmt ist, dient als Beschleunigungsmode der TESLA-Kavita¨t.
Zur Abbildung der realen Anordnung auf ein mathematisches Modell sind einige An-
nahmen zu treﬀen und Vereinfachungen vorzunehmen. Da sich das verwendete Material
unter normalen Betriebsbedingungen im supraleitenden Zustand beﬁndet, ist die Mo-
dellierung als ideal elektrisch leitfa¨hige Struktur zula¨ssig. Zudem ist der Resonator fast
vollsta¨ndig evakuiert, womit im Innenraum konstante Materialverha¨ltnisse angenommen
werden du¨rfen. In der Praxis ist die hier betrachtete Struktur u¨ber Strahlrohre mit weite-
ren, baugleichen Kavita¨ten verbunden. Diese Verbindungselemente sind so bemessen, dass
die Beschleunigungsmoden der einzelnen Resonatoren weitestgehend voneinander entkop-
pelt sind. Da die niedrigste Grenzfrequenz des Strahlrohrs ungefa¨hr f = 2,2 GHz betra¨gt,
werden darin neben der Beschleunigungsmode auch ho¨here Eigenwellen stark geda¨mpft,
so dass zur Bestimmung der Eigenfrequenzen der ersten drei Passba¨nder eine isolierte Be-
trachtung einer einzelnen TESLA-Kavita¨t mo¨glich ist. Der Abschluss der Strahlrohrenden
des so beschra¨nkten Modells hat bei einer hinreichenden Strahlrohrla¨nge einen nur ver-
nachla¨ssigbaren Einﬂuss auf das Ergebnis und soll der Einfachheit halber in Form einer
elektrischen Randbedingung vorgegeben sein. Des Weiteren werden Koppler zur Einspei-
sung der Hochfrequenzleistung und zur Da¨mpfung ho¨herer Moden vernachla¨ssigt, womit
letztendlich eine rotationssymmetrische Modellgeometrie resultiert. Gegenstand der Un-
tersuchung ist die symmetrische Ausfu¨hrungsform der TESLA-Kavita¨t, die aus sieben
Mittelzellen sowie zwei identischen Endzellen, die u¨ber Irisblenden miteinander gekoppelt
sind, aufgebaut ist. Daneben gibt es eine Weiterentwicklung, bei der die Abmessungen der
Anfangszelle geringfu¨gig von denen der Endzelle abweichen, wodurch eine Unterdru¨ckung
gefangener ho¨herer Moden erreicht wird. Die generierende Kurve einer Halbzelle, die zu-
sammen mit den Geometriedaten in Abbildung 5.7 gezeigt ist, besteht aus einem El-
lipsenbogen und einem Kreisbogen, welche u¨ber einen gemeinsamen Tangentenabschnitt
miteinander verbunden sind. Aus der Bedingung der stetigen Diﬀerenzierbarkeit dieser
Kurve sind die Beru¨hrungspunkte P1 und P2 eindeutig festgelegt, ko¨nnen aber nur nume-
risch berechnet werden.
Die ho¨chste Symmetrie des vorliegenden geometrischen Modells wird zwar durch die kon-
tinuierliche D∞h-Gruppe beschrieben, hier soll sich aber mit Verweis auf den themati-
schen Schwerpunkt dieser Arbeit auf die ﬁnite Untergruppe Dnh beschra¨nkt werden. Die
Za¨hligkeit der Hauptachse n bestimmt die Gro¨ße des Fundamentalgebiets, die 1/4n der
des urspru¨nglichen Gebiets betra¨gt, und ist grundsa¨tzlich frei wa¨hlbar. Es ist jedoch zu
beachten, dass die diskrete Problemgro¨ße nicht beliebig verringert werden kann. Wenn
na¨mlich die Bogenla¨nge der azimutalen Koordinatenlinie auf dem Fla¨chenstu¨ck an der
Stelle des maximalen Radius rmax in die Gro¨ßenordnung der vorgegebenen Gitterschritt-
weite h gelangt, dann nimmt der Verfeinerungsgrad in azimutaler Richtung sein Minimum
an. Unter der Annahme einer Triangulierung des Rechengebietes mit anna¨hernd gleich-
seitigen Dreiecken wird dieser Punkt bei einer Za¨hligkeit von
n =
⌈
2√
3
π
rmax
h
⌉
(5.2.1)
erreicht. Eine Erho¨hung der Za¨hligkeit daru¨ber hinaus fu¨hrt sogar zu einem Anstieg der
diskreten Problemgro¨ße, weil zur Vermeidung verzerrter Geometrien die Schrittweite her-
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a)
P1
P2
R1
R2
RC
a
b
L
Drehachse
b)
Bezeichnung innere Zelle Endzelle
La¨nge L 57,692 mm 56,0 mm
Irisradius R1 35,0 mm 39,0 mm
Zellradius R2 103,3 mm 103,3 mm
Ellipsenradius a 12,0 mm 10,0 mm
Ellipsenradius b 19,0 mm 13,5 mm
Kreisradius RC 42,0 mm 40,3 mm
Strahlrohrla¨nge LB 346,0mm
Abbildung 5.7: Generierende Kurve (a) sowie Geometrieparameter (b) einer Halbzelle der
TESLA-Kavita¨t mit spiegelsymmetrischer Bauform.
abgesetzt werden mu¨sste. Optimale Reduktionsfaktoren ergeben sich demnach bei der in
Gleichung (5.2.1) angegebenen Za¨hligkeit.
Die Randkurve des so erhaltenen reduzierten Rechengebiets la¨sst sich in drei Segmente, auf
denen unterschiedliche Schnittkantenbedingungen gestellt sind, unterteilen. Randpunkte,
die in einer der drei begrenzenden Spiegelebenen liegen, sind ﬁx unter der durch die
zugeho¨rige vertikale oder horizontale Spiegelung erzeugten zweielementigen Untergruppe.
In Abbildung 5.8 ist ein diskretisiertes Fundamentalgebiet der TESLA-Struktur gezeigt.
Anzumerken ist, dass sich bei Verwendung unterschiedlicher Endzellen die Symmetrie
dieser Kavita¨t auf die kontinuierliche Gruppe C∞v reduziert, wodurch sich die Grup-
penordnung halbiert und die Gro¨ße des Fundamentalgebiets verdoppelt. Auch in diesem
Fall kann zur Beschreibung der Symmetrie die ﬁnite Untergruppe Cnv mit einer passend
gewa¨hlten Za¨hligkeit herangezogen werden. Weiterhin sei an dieser Stelle erwa¨hnt, dass
die Symmetriereduktion fu¨r rotationssymmetrische Strukturen auf Basis der kontinuierli-
chen zyklischen Gruppe C∞, die ebenfalls eine Untergruppe der D∞h-Gruppe ist, bereits
eingehend analysiert und erfolgreich getestet wurde [53].
Fu¨r ein gezieltes Auﬃnden der interessierenden Eigenmoden ist es zweckma¨ßig, anhand
einiger Voru¨berlegungen deren Symmetrieeigenschaften festzustellen und so den Such-
raum auf die relevanten Symmetrietypen einzugrenzen. Die elektrische Feldsta¨rke jeder
Eigenwelle des untersten Passbandes besitzt eine longitudinale und eine radiale Kom-
ponente, die beide unabha¨ngig vom Azimutwinkel sind. Daraus la¨sst sich schließen, dass
diese nicht entarteten Monopol-Moden sowohl symmetrisch bezu¨glich der Drehung um die
Hauptachse Cn als auch bezu¨glich der Spiegelung an der vertikalen Ebene σv sind und
folglich dem Symmetrietyp A1 zugeordnet werden ko¨nnen. Moden, deren Phasenvorschub
pro Zelle ein ungerades Vielfaches von π/9 betra¨gt, sind zudem antisymmetrisch bezu¨glich
der Spiegelung an der horizontalen Ebene σh und geho¨ren zu Eigenra¨umen vom Typ A1u,
da die Normalkomponente der elektrischen Feldsta¨rke an dieser Stelle nicht verschwindet.
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Abbildung 5.8: Diskretisiertes Fundamentalgebiet des untersuchten Hohlraumresonators.
Als zugrunde liegende diskrete Symmetriegruppe wurde die D30h-Gruppe gewa¨hlt, womit
sich das Rechengebiet auf 1/120 der urspru¨nglichen Gebietsgro¨ße reduziert. Bei einer
Gitterschrittweite von h ≈ 15 mm resultieren insgesamt 233 Dreiecke.
Dementsprechend geho¨ren Moden, deren Phasenvorschub pro Zelle ein gerades Vielfaches
von π/9 betra¨gt, zum Typ A1g und sind somit vollsymmetrisch. Eigenwellen der beiden
na¨chst ho¨heren Passba¨nder haben Dipolcharakter und sind demzufolge zweifach entartet.
Aufgrund ihrer einfachen Periodizita¨t in azimutaler Richtung sind sie vom Symmetrietyp
E1g bzw. E1u.
Das Fundamentalgebiet wurde fu¨r alle vier Teilprobleme einheitlich mit einer Gitter-
schrittweite von einem Zehntel der Wellenla¨nge der Mode mit der ho¨chsten Eigenfrequenz
im interessierenden Bereich (h ≈ 15 mm) trianguliert, womit bei Wahl der D30h-Gruppe
als zugrunde liegende Symmetriegruppe insgesamt 233 Dreiecke resultieren. Die korre-
spondierenden diskreten Problemgro¨ßen fu¨r die genannten Symmetrietypen sind in Tabel-
le 5.3 aufgelistet. Ohne Ausnutzung der geometrischen Symmetrie dieser Struktur wu¨rde
die Anzahl der Freiheitsgrade Ntot = 41940 betragen. Zur Lo¨sung der nichtlinearen diskre-
ten Eigenwertprobleme kam das Regula falsi-Verfahren zur Anwendung, das mit einem
direkten Verfahren zur Bestimmung des kleinsten Eigenwertes des in jedem Iterations-
schritt auszuwertenden linearisierten Eigenwertproblems kombiniert wurde. Die Startwer-
te wurden mittels einer Frequenzganganalyse des kleinsten Singula¨rwertes der diskreten
Operatoren ermittelt. Es soll darauf hingewiesen werden, dass die Systemmatrizen des re-
duzierten Problems, die auf den diskreten Unterra¨umen vom Symmetrietyp E1g und E1u
operieren, keine symmetrieentarteten Eigenra¨ume besitzen, weil diese durch die Block-
diagonalisierung des Operators separiert werden. Die zu einer Eigenfrequenz geho¨rende
nichttriviale Lo¨sung des homogenen Systems, bestehend aus einer Symmetriekomponen-
te und einem Entartungspartner, repra¨sentiert eine symmetrieadaptierte Orthogonalbasis
des zweifach entarteten Eigenraums und damit ein Eigenwellenpaar. Demnach liefert die
reduzierte Problemformulierung simultan eine vollsta¨ndige Orthogonalbasis eines symme-
trieentarteten Eigenraums.
In Tabelle 5.3 sind die nach der Zugeho¨rigkeit der Eigenmoden zu den Symmetrietypen der
D30h-Gruppe aufgeschlu¨sselten Eigenfrequenzen der ersten drei Passba¨nder der TESLA-
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Monopol-Moden Dipol-Moden
A1g A1u E1g E1u
NR 232 233 698 700
ν f in GHz τ in ms f in GHz τ in ms f in GHz τ in ms f in GHz τ in ms
1 1,28457 -37
2 1,28688 -9,6
3 1,29041 -4,6
4 1,29479 -2,9
5 1,29948 -2,2
6 1,30395 -1,9
7 1,30761 -1,9
8 1,31005 -2,0
9 1,31105 -1,6
1 1,59963 0,55
2 1,60870 0,55
3 1,62348 0,54
4 1,64341 0,54
5 1,66773 0,53
6 1,69541 0,51
7 1,72519 0,50
8 1,75561 0,52
9 1,78645 0,61
9 1,79907 0,48
8 1,83692 0,81
7 1,85529 1,3
6 1,86971 3,1
5 1,88028 31
4 1,88765 -15
3 1,89246 -17
2 1,89538 -37
1 1,89686 364
Tabelle 5.3: Numerisch ermittelte Eigenfrequenzen der ersten drei Passba¨nder der TESLA-
Kavita¨t. Diese sind nach der Zugeho¨rigkeit der Eigenwellen zu den Symmetrietypen ge-
ordnet. Die diskrete Gro¨ße des dazu a¨quivalenten Gesamtproblems betra¨gt Ntot = 41940.
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Kavita¨t aufgelistet. Der Parameter ν gibt die Vielfachheit von π/9 im Phasenvorschub
ϕ = νπ/9 pro Zelle der Eigenwellen in longitudinaler Richtung an. Die diskreten Integral-
operatoren weisen die Besonderheit auf, dass ihre Eigenfrequenzen auch bei der Untersu-
chung abgeschlossener, verlustfreier Resonatorstrukturen einen kleinen imagina¨ren Anteil
beinhalten. Diese unphysikalische Da¨mpfung, die auch negativ sein und somit zu einer auf-
klingenden Eigenwelle fu¨hren kann, la¨sst sich ursa¨chlich auf den Diskretisierungsprozess
zuru¨ckfu¨hren und nimmt rasch mit steigender Gu¨te der Approximation des Integralope-
rators ab. Es wurde beobachtet, dass auch die Genauigkeit der numerischen Integration
zur Berechnung der Systemmatrix einen erheblichen Einﬂuss auf die Gro¨ße dieses Fehlers
hat. Neben den Eigenfrequenzen sind in Tabelle 5.3 zusa¨tzlich die Abklingkonstanten als
Kehrwerte der Da¨mpfungen τ = 1/σ angegeben.
Kapitel 6
Ausblick
Aufgrund der systematischen Aufbereitung und allgemein gehaltenen Darlegung des Kon-
zepts der Symmetriezellenreduktion ist eine universelle Einsetzbarkeit nicht nur fu¨r weitere
Randintegralgleichungen sondern generell fu¨r lineare Operatorgleichungen gewa¨hrleistet,
insofern die in Abschnitt 4.1 angegebenen Voraussetzungen erfu¨llt sind. Der vorgestellte
Formalismus zur Ableitung der Schnittkantenbedingung fu¨r stetige Feldgro¨ßen und die
numerische Umsetzung dieser Zusatzbedingung sind dabei ebenfalls auf Funktionen, an
die sta¨rkere Glattheitsforderungen gestellt sind, u¨bertragbar. Daneben gibt es Erweite-
rungsmo¨glichkeiten, die im Folgenden kurz vorgestellt und diskutiert werden sollen.
Kombination mit Matrixkompressionsverfahren
Bisher wurden zur Auswertung der linearen Gleichungssysteme stets direkte Verfahren
herangezogen, wodurch sich trotz der reduzierten Problemgro¨ße die praktische Nutzbar-
keit auf elektrisch kleine Anordnungen beschra¨nkt. Aus diesem Grund wa¨re die Ein-
bindung symmetriereduzierender Verfahren in iterative Lo¨sungskonzepte wu¨nschenswert,
wozu jedoch die Eignung der in Abschnitt 2.5 erwa¨hnten Matrixkompressionsverfahren
fu¨r die transformierten Integralgleichungen genau zu untersuchen wa¨re. Da anstelle der
Greenschen Freiraumfunktion ihre Symmetriekomponenten, die a¨hnliche analytische Ei-
genschaften besitzen, als Integralkerne auftreten, wird vermutlich der Einsetzbarkeit der-
artiger Beschleunigungsverfahren nichts im Wege stehen.
Beschleunigte Auswertung der modalen Funktionen
Auch wenn der Speicherbedarf deutlich herabgesetzt und die zur numerischen Lo¨sung des
diskreten Problems beno¨tigte Rechenzeit erheblich verku¨rzt werden kann, so ist jedoch
kein nennenswerter Vorteil bei der Aufstellung der Impedanzmatrizen sowie der Fern-
feldberechnung erkennbar. Ein weiterer wichtiger Forschungsschwerpunkt ist somit die
Steigerung der Eﬃzienz bei der numerischen Auswertung der modalen Funktionen, wozu
mo¨glicherweise bewa¨hrte Vorgehensweisen aus der algebraischen Symmetriereduktion als
Vorbild dienen ko¨nnten [74].
Erweiterung auf nahezu symmetrische Anordnungen
Praktische Anordnungen weisen ha¨uﬁg eine anna¨hernde geometrische Symmetrie auf oder
sind durch eine kleine Sto¨rung in einem sonst symmetrischen Aufbau, wie zum Beispiel
durch die Einkoppler bei der TESLA-Kavita¨t, gekennzeichnet. In [79] wurde eine auf
der Symmetriereduktionsmethode aufbauende Mo¨glichkeit zur Behandlung von elektro-
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magnetischen Streuproblemen mit nahezu symmetrischen Objekten, bei denen jedoch das
Fixpunktproblem nicht auftritt, vorgeschlagen. Die grundlegende Idee besteht darin, das
gesamte Rechengebiet in einen symmetrischen und einen dazu komplementa¨ren Anteil auf-
zuspalten, um so eine entsprechende Partitionierung der Systemmatrix zu erreichen. Die
Anwendung der verallgemeinerten Fourier-Transformation auf das Gesamtsystem be-
wirkt eine Blockdiagonalisierung der das symmetrische Teilproblem beschreibenden Sub-
matrix, womit deren Inversion oder LU-Zerlegung, die fu¨r die Lo¨sung des gekoppelten
Gleichungssystems unter Verwendung des Schur-Komplementverfahrens zwingend er-
forderlich ist, sehr eﬃzient durchfu¨hrbar ist. Eine Ausdehnung dieser Methodik auf den
in dieser Arbeit hauptsa¨chlich betrachteten Integralgleichungstyp (EFIE) ist denkbar,
wodurch der Anwendungsbereich der Methode der Symmetriezellenreduktion erweitert
werden ko¨nnte.
Automatische Symmetriedetektion
Die Extraktion eines geeigneten Fundamentalgebiets aus einer in der Rechenpraxis ge-
wo¨hnlich in Form eines CAD1-Modells vorliegenden geometrischen Struktur verlangt vom
Anwender ein unzumutbar hohes Maß an gruppentheoretischem Vorwissen, weshalb eine
vollsta¨ndig automatisierte Bereitstellung der reduzierten Anordnung ein unverzichtbarer
Bestandteil eines heutigen Simulationswerkzeugs sein sollte. Diese Vorverarbeitung um-
fasst im Einzelnen die folgenden Prozessschritte [82]:
1) Detektion zula¨ssiger Symmetrieoperationen,
2) Identiﬁkation der vollen Symmetriegruppe,
3) Konstruktion eines Fundamentalgebiets,
4) Lokalisierung und Typisierung der Schnittra¨nder.
Im Anschluss daran erfolgt die numerische Behandlung des Problems und die Aufbereitung
der Ergebnisse, so dass der Vorgang der Symmetriereduktion vollsta¨ndig im Hintergrund
ablaufen kann. Es sei angemerkt, dass auch zur Realisierung der algebraischen Symme-
triereduktionsmethode eine Symmetriezelle explizit bekannt sein muss, da das Funkti-
onsprinzip zur Erzeugung eines symmetriegerechten Gitters auf der Vervielfachung eines
diskretisierten Fundamentalgebiets mit Hilfe der Transformationen der Symmetriegruppe
beruht [1]. Die zuverla¨ssige und pra¨zise Erkennung von Isometrien, die ein geometrisches
Objekt auf sich abbilden, stellt ohne Zweifel die gro¨ßte Herausforderung dar, wozu ku¨rzlich
von Wissenschaftlern aus dem Bereich der Computergraﬁk ein recht vielversprechender
Algorithmus hoher Eﬃzienz und Robustheit vorgeschlagen wurde [64]. Da alle praxisre-
levanten, ﬁniten Gruppen vollsta¨ndig erfasst und analysiert sind, ist ein Ru¨ckschluss auf
die Symmetriegruppe der Struktur aus Kenntnis der zula¨ssigen Operationen eindeutig
mo¨glich. In Abschnitt 4.1.2 wurde bereits auf die formale Deﬁnition der Punkte eines
Fundamentalgebietes hingewiesen, auf deren Grundlage ein passender Algorithmus zur
Identiﬁkation einer Symmetriezelle entwickelt werden ko¨nnte. Die mo¨glichen Schnittra¨n-
der werden durch die Symmetriegruppe der Struktur bestimmt. So verbleibt fu¨r diesen
Schritt nur die Zuordnung der Randpunkte zu den einzelnen Typen, die beispielsweise un-
ter Zuhilfenahme der Symmetrieelemente der zugeho¨rigen Untergruppen erfolgen kann.
1Das Akronym CAD steht fu¨r ”Computer Aided Design“
Anhang A
Analytische Auswertung spezieller
Integrale
A.1 Statische Selbstverkopplungsbeitra¨ge
Bei Einsatz der in Abschnitt 2.4.2.1 beschriebenen Extraktionsmethode ko¨nnen fu¨r den
Fall, dass Ansatz- und Testfunktionen einen identischen Tra¨ger besitzen, die abgespalte-
nen singula¨ren Anteile der aus derGalerkin-Diskretisierung des schwach singula¨ren Inte-
graloperators T hervorgehenden Matrixbeitra¨ge in geschlossener Form angegeben werden.
Im Folgenden wird die Lo¨sung dieser Integrale systematisch und u¨bersichtlich fu¨r belie-
bige Extraktionsordnungen dargelegt, wobei sich der Einfachheit halber auf den durch
RWG-Funktionen aufgespannten Randelementraum beschra¨nkt wird. Eine Erweiterung
auf Ansatzfunktionen ho¨herer Polynomordnung ist uneingeschra¨nkt mo¨glich.
Alle auftretenden Integrale sind vierdimensional und besitzen die Gestalt
I(µ) =
1
4A2
∫
T
∫
T
[
(r − ri) · (r ′ − rj)− 4
k2
]
‖r − r ′‖2µ−1 dA(r)dA(r ′) , µ ∈ 0 (A.1.1)
mit einem von der gewa¨hlten Extraktionsordnung abha¨ngigen Exponenten µ, dem gemein-
samen Integrationsgebiet T = T±m = T
±
n sowie dessen Fla¨cheninhalt A. Die freien Knoten
der Ansatzfunktionen stimmen mit einem der drei Eckpunkte des Dreiecks T u¨berein:
r±m = ri, r
±
n = rj mit i, j ∈ [1, 3]. Durch Einfu¨hrung von Simplexkoordinaten
r =
3∑
i=1
riλi
3∑
i=1
λi = 1 dA(r) = 2Adλ1dλ2 (A.1.2a)
r ′ =
3∑
i=1
riλ
′
i
3∑
i=1
λ′i = 1 dA(r
′) = 2Adλ′1dλ
′
2 (A.1.2b)
zur Transformation des Integrationsgebietes T auf das Einheitsdreieck la¨sst sich Glei-
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chung (A.1.1) in der Form
I(µ) =
(
r3i · r3j − 4
k2
)
I
(µ)
00 + (r3i · r13 + r3j · r13) I(µ)01 + (r3i · r23 + r3j · r23) I(µ)02
+ ‖r13‖2 I(µ)11 + ‖r23‖2 I(µ)22 + 2r13 · r23I(µ)12
(A.1.3)
schreiben. Hierin bezeichnet rij = ri − rj den Vektor, der vom j-ten zum i-ten Eckpunkt
des Dreiecks zeigt. Mit dieser Umformung ist eine Beschra¨nkung auf die Auswertung der
Basisintegrale
I
(µ)
ij =
1∫
0
1−λ′2∫
0
1∫
0
1−λ2∫
0
λiλ
′
j ‖r13(λ1 − λ′1) + r23(λ2 − λ′2)‖2µ−1 dλ1dλ2dλ′1dλ′2 (A.1.4)
mit i, j ∈ [0, 2] gegeben, wobei zum Zweck einer mo¨glichst kompakten Schreibweise λ0 = 1
bzw. λ′0 = 1 gesetzt wurde. Eine deutliche Vereinfachung ergibt sich aus der Tatsache, dass
zur Bestimmung sa¨mtlicher Basisintegrale lediglich die vier Indexkombinationen (0, 0),
(0, 1), (1, 1) sowie (1, 2) betrachtet werden mu¨ssen, da sich alle u¨brigen Fa¨lle entweder
aus der Eigenschaft I
(µ)
ij = I
(µ)
ji oder durch zyklische Vertauschung der Eckpunkte ergeben.
Letztgenannte Eigenschaft folgt unmittelbar aus der Deﬁnition der Simplexkoordinaten
gema¨ß Gleichung (A.1.2), wonach bei Permutation der Eckpunkte und der zugeho¨rigen
Koordinatenindizes das Integral unvera¨ndert bleibt.
Um die Rechnung u¨bersichtlich und den Aufwand gering zu halten, bietet sich die im Ab-
schnitt 2.4.2.2 behandelte regularisierende Koordinatentransformation an. Durch U¨ber-
gang zu Relativkoordinaten nach Eibert [34] und Vertauschen der Integrationsreihenfolge
ui = λi − λ′i λ′i = λ′i i ∈ [0, 2] (A.1.5)
wird die Singularita¨t im Ursprung des Relativkoordinatensystems ﬁxiert:
I
(µ)
ij =
6∑
n=1
∫∫
Un
∫∫
Λn
(ui + λ
′
i)λ
′
j
√
‖r13‖2 u21 + 2r13 · r23u1u2 + ‖r23‖2 u22
2µ−1
dλ′1dλ
′
2du1du2.
(A.1.6)
Die damit einhergehende Transformation des urspru¨nglichen Integrationsgebietes, das sich
in sechs disjunkte Teilgebiete zerlegen la¨sst, ist in Abbildung A.1 fu¨r den Deﬁnitionsbe-
reich der Relativkoordinaten veranschaulicht. Fu¨r die gestrichenen Simplexkoordinaten
ergeben sich die zugeho¨rigen Bereiche zu:
Λ1(u1, u2) = {(λ′1, λ′2) : −u1 ≤ λ′1 ≤ 1 ∧ 0 ≤ λ′2 ≤ 1− λ′1} ,
Λ2(u1, u2) = {(λ′1, λ′2) : −u1 ≤ λ′1 ≤ 1− u1 − u2 ∧ 0 ≤ λ′2 ≤ 1− λ′1 − u1 − u2} ,
Λ3(u1, u2) = {(λ′1, λ′2) : 0 ≤ λ′1 ≤ 1− u1 − u2 ∧ 0 ≤ λ′2 ≤ 1− λ′1 − u1 − u2} ,
Λ4(u1, u2) = {(λ′1, λ′2) : 0 ≤ λ′1 ≤ 1− u1 ∧ −u2 ≤ λ′2 ≤ 1− λ′1 − u1 − u2} ,
Λ5(u1, u2) = {(λ′1, λ′2) : 0 ≤ λ′1 ≤ 1 + u2 ∧−u2 ≤ λ′2 ≤ 1− λ′1} ,
Λ6(u1, u2) = {(λ′1, λ′2) : −u1 ≤ λ′1 ≤ 1 + u2 ∧ −u2 ≤ λ′2 ≤ 1− λ′1} .
Zur Hebung der Punktsingularita¨t sowie zur weiteren Vereinfachung des vierdimen-
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Abbildung A.1: Deﬁnitionsbereich der Relativkoordinaten. Das transformierte Integra-
tionsgebiet setzt sich aus sechs kongruenten Einheitsdreiecken zusammen.
sionalen Integrals wird fu¨r jedes der dreieckigen Teilgebiete Un eine geeignete Duffy-
Transformation ui = uin(ξ, η) angewendet, die Tabelle A.1 entnommen werden kann.
Unter Beru¨cksichtigung der Jacobi-Determinante der Transformation Ju1,u2(ξ, η) = η so-
wie der neuen Integrationsgrenzen, die aus der Duffy-Transformation resultieren, nimmt
das Integral schließlich die Gestalt
I
(µ)
ij =
6∑
n=1
1∫
0
nP
(µ)
ij (ξ)
√
αnξ2 + 2βnξ + γn
2µ−1
dξ (A.1.7)
an. Das Ergebnis der inneren dreidimensionalen Integration
nP
(µ)
ij (ξ) =
1∫
0
∫∫
Λn
[uin(η, ξ) + λ
′
i]λ
′
jη
2µdλ′1dλ
′
2dη (A.1.8)
stellt ein Polynom ersten Grades in der Variablen ξ dar
nP
(µ)
ij (ξ) = na
(µ)
ij + nb
(µ)
ij ξ , (A.1.9)
dessen Koeﬃzienten sich auf einfache Weise durch Integration rationaler Funktionen er-
geben. Unter Zuhilfenahme der Formel [22]∫
ξR(ξ)2µ−1dξ =
R(ξ)2µ+1
(2µ + 1)αn
− βn
αn
∫
R(ξ)2µ−1dξ , R(ξ) =
√
αnξ2 + 2βnξ + γn
(A.1.10)
kann das Integral u¨ber das lineare Monom auf ein Integral, welches ausschließlich Potenzen
der Abstandsfunktion R(ξ) entha¨lt, reduziert werden. Die Rekursionsbeziehung [22]∫
R(ξ)2µ−1dξ =
αnξ + βn
2µαn
R(ξ)2µ−1 +
2µ− 1
2µ
αnγn − β2n
αn
∫
R(ξ)2µ−3dξ , µ ≥ 1 (A.1.11)
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erlaubt schließlich die Umwandlung aller verbleibenden Ausdru¨cke in das elementare In-
tegral In mit der Lo¨sung
In = In+3 :=
1∫
0
1√
αnξ2 + 2βnξ + γn
dξ = − 1
ln
ln
∣∣∣∣1− lns
∣∣∣∣ , n ∈ {1, 2, 3} . (A.1.12)
Unabha¨ngig von der gewa¨hlten Extraktionsordnung la¨sst sich das Gesamtresultat gema¨ß
n 1 4 2 5 3 6
u0n 0 0 0 0 0 0
u1n −η η −ηξ ηξ ηξ −ηξ
u2n ηξ −ηξ η −η η(1− ξ) −η(1− ξ)
αn ‖r23‖2 ‖r13‖2 ‖r12‖2
βn −r13 · r23 −r13 · r23 r12 · r23
γn ‖r13‖2 ‖r23‖2 ‖r23‖2
Tabelle A.1: Gewa¨hlte Koordinatentransformation sowie die sich ergebenden Koeﬃzienten
des Integranden.
Gleichung (A.1.3) in Abha¨ngigkeit von den Seitenla¨ngen
l1 = ‖r23‖ , l2 = ‖r13‖ , l3 = ‖r12‖ (A.1.13)
ausdru¨cken, wobei die auftretenden Skalarprodukte mittels des Cosinussatzes
rik · rjk = 1
2
(‖rik‖2 + ‖rjk‖2 − ‖rij‖2) (A.1.14)
in die gewu¨nschte Form gebracht werden ko¨nnen. Fu¨r eine kompakte und u¨bersichtli-
che Darstellung bietet sich zudem die Einfu¨hrung des Fla¨cheninhaltes sowie des halben
Dreiecksumfangs
A =
√
s(s− l1)(s− l2)(s− l3) (A.1.15a)
s =
1
2
(l1 + l2 + l3) (A.1.15b)
an. In Tabelle A.2 sind die fu¨r die doppelte Extraktion beno¨tigten analytischen Aus-
dru¨cke fu¨r die Basisintegrale zusammenfassend dargestellt [78]. Ergebnisse fu¨r ho¨here Ex-
traktionsordnungen oder ho¨here Ansatzfunktionen lassen sich leicht und eﬃzient durch
Auswertung von Gleichung (A.1.8) unter Zuhilfenahme eines Computeralgebrasystems
generieren. Zu beachten ist, dass neben der Ausfu¨hrung elementarer Operationen wie
Additionen und Multiplikationen, bei denen nur Geometriegro¨ßen des Dreiecks einﬂie-
ßen, lediglich drei voneinander unabha¨ngige transzendente Funktionen berechnet werden
mu¨ssen, wodurch der Aufwand zur analytischen Berechnung des singula¨ren Anteils trotz
kompliziert anmutender Ausdru¨cke im Vergleich zu dem der numerischen Auswertung der
restlichen Integrale nicht ins Gewicht fa¨llt.
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A.2 Regularisierte Selbstverkopplungsterme
Eine partielle analytische Auswertung der regularisierten Integrale in Abschnitt 2.4.2.2 ist
mo¨glich und soll nachfolgend skizziert werden. Zur Vereinfachung der weiteren Rechnung
werden folgende Abku¨rzungen eingefu¨hrt:
c0 = ri1 · r ′j1 −
4
k2
, c1 = ri1 · r ′12 , c2 = ri1 · r ′23 ,
c3 = r12 · r ′j1 , c4 = r23 · r ′j1 , c5 = r12 · r ′12 ,
c6 = r23 · r ′12 , c7 = r12 · r ′23 , c8 = r23 · r ′23 .
Nachfolgend muss zwischen den in Abschnitt 2.4.2.2 genannten Fa¨llen unterschieden wer-
den.
Gemeinsamer Punkt
Unter Beachtung, dass r1 = r
′
1 ist, folgt nach Einfu¨hrung von
ξvji(η1, η2, η3) := uji(ξ, η1, η2, η3) , j ∈ [1, 4] , i ∈ [1, 2] (A.2.1)
und
Rˆi(η1, η2, η3) := ‖r12v1i + r23v2i − r ′12v3i − r ′23v4i‖ (A.2.2)
fu¨r die Abstandsfunktion R(r, r ′) = ξRˆi(η1, η2, η3). Das in Gleichung (2.4.22) auftretende
Integral reduziert sich damit auf die numerische Auswertung des Ausdrucks
Z±±mn = jkZ0
l±ml
±
n
4π
1∫
0
1∫
0
1∫
0
2∑
i=1
3∑
µ=1
a
(µ)
i (η1, η2, η3)
Rˆi(η1, η2, η3)
I
(µ)
i (η1, η2, η3)η2dη1dη2dη3 . (A.2.3)
Das hierin enthaltene eindimensionale Integral
I
(µ)
i (η1, η2, η3) =
1∫
0
ξµ+1 exp[−jkξRˆi(η1, η2, η3)]dξ , 1 ≤ µ ≤ 3 (A.2.4)
besitzt eine einfache geschlossene Lo¨sung der Gestalt
I
(1)
i =
je−jkRˆi
kRˆi
+
2e−jkRˆi
k2Rˆ2i
+
2j − 2je−jkRˆi
k3Rˆ3i
,
I
(2)
i =
je−jkRˆi
kRˆi
+
3e−jkRˆi
k2Rˆ2i
− 6je
−jkRˆi
k3Rˆ3i
+
6− 6e−jkRˆi
k4Rˆ4i
,
I
(3)
i =
je−jkRˆi
kRˆi
+
4e−jkRˆi
k2Rˆ2i
− 12je
−jkRˆi
k3Rˆ3i
− 24e
−jkRˆi
k4Rˆ4i
+
−24j + 24je−jkRˆi
k5Rˆ5i
.
Die Koeﬃzienten ergeben sich nach Auswertung des Skalarprodukts und mit Hilfe von
Tabelle 2.2 zu:
a
(1)
1 = c0 , a
(1)
2 = c0 ,
a
(2)
1 = c1η2 + c2η2η3 + c3 + c4η1 , a
(2)
2 = c1 + c2η1 + c3η2 + c4η2η3 ,
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a
(3)
1 = c5η2 + c6η1η2 + c7η2η3 + c8η1η2η3 , a
(3)
2 = c5η2 + c6η2η3 + c7η1η2 + c8η1η2η3 .
Gemeinsame Kante
Unter Beachtung, dass r1 = r
′
1 und r2 = r
′
2 ist, folgt nach Einfu¨hrung von
ξη1vji(η2, η3) := uji(ξ, η1, η2, η3) , j ∈ [1, 3] , i ∈ [1, 5] (A.2.5)
und
Rˆi(η2, η3) := ‖r ′12v1i + r ′23v2i − r23v3i‖ (A.2.6)
fu¨r die Abstandsfunktion R(r, r ′) = ξη1Rˆi(η2, η3). Das in Gleichung (2.4.24) auftretende
Integral reduziert sich mit
Jˆi(η2) =
{
1 , i = 1
η2 , i ∈ [2, 5]
(A.2.7)
auf die numerische Auswertung des Ausdrucks
Z±±mn = jkZ0
l±ml
±
n
4π
1∫
0
1∫
0
5∑
i=1
3∑
µ=1
µ∑
ν=1
a
(µν)
i (η2, η3)
Rˆi(η2, η3)
I
(µν)
i (η2, η3)Jˆi(η2)dη2dη3 . (A.2.8)
Das hierin enthaltene zweidimensionale Integral
I
(µν)
i (η2, η3) =
1∫
0
1∫
0
ξµ+1ην1 exp[−jkξη1Rˆi(η2, η3)]dη1dξ , 1 ≤ µ ≤ 31 ≤ ν ≤ µ (A.2.9)
besitzt eine einfache geschlossene Lo¨sung der Gestalt
I
(11)
i =
−1− e−jkRˆi
k2Rˆ2i
+
−2j + 2je−jkRˆi
k3Rˆ3i
,
I
(21)
i =
−1
2
− e−jkRˆi
k2Rˆ2i
+
3je−jkRˆi
k3Rˆ3i
+
−3 + 3e−jkRˆi
k4Rˆ4i
,
I
(22)
i =
2j + 4je−jkRˆi
k3Rˆ3i
− e
−jkRˆi
k2Rˆ2i
+
−6 + 6e−jkRˆi
k4Rˆ4i
,
I
(31)
i =
−1
3
− e−jkRˆi
k2Rˆ2i
+
4je−jkRˆi
k3Rˆ3i
+
8e−jkRˆi
k4Rˆ4i
+
8j − 8je−jkRˆi
k5Rˆ5i
,
I
(32)
i =
j + 5je−jkRˆi
k3Rˆ3i
− e
−jkRˆi
k2Rˆ2i
+
12e−jkRˆi
k4Rˆ4i
+
12j − 12je−jkRˆi
k5Rˆ5i
,
I
(33)
i =
24j − 24je−jkRˆi
k5Rˆ5i
− e
−jkRˆi
k2Rˆ2i
+
6je−jkRˆi
k3Rˆ3i
+
6 + 18e−jkRˆi
k4Rˆ4i
.
Die Koeﬃzienten ergeben sich mit Hilfe von Tabelle 2.3 zu:
a
(11)
i = c0 , i ∈ [1, 5] , a(21)i = c1 + c3 , i ∈ [1, 5] ,
a
(22)
1 = c2(1− η2)− c1η2 + c4η3 , a(22)2 = c4 − c1η2η3 + c2(η2 − η2η3) ,
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a
(22)
3 = c4(1− η2)− c3η2 + c2η2η3 , a(22)4 = c2 − c3η2η3 + c4(η2 − η2η3) ,
a
(22)
5 = c2η2 − c3η2η3 + c4(1− η2η3) , a(31)i = c5 , i ∈ [1, 5] ,
a
(32)
1 = c7(1− η2)− c5η2 + c6η3 , a(32)2 = c6 − c5η2η3 + c7(η2 − η2η3) ,
a
(32)
3 = c6(1− η2)− c5η2 + c7η2η3 , a(32)4 = c7 − c5η2η3 + c6(η2 − η2η3) ,
a
(32)
5 = c7η2 − c5η2η3 + c6(1− η2η3) , a(33)1 = c8(1− η2)η3 − c6η2η3 ,
a
(33)
2 = c8η2(1− η3)− c6η2η3 , a(33)3 = c8(1− η2)η2η3 − c7η22η3 ,
a
(33)
4 = c8η2(1− η3)− c7η2η3 , a(33)5 = c8η2(1− η2η3)− c7η22η3 .
Identische Dreiecke
Unter Beachtung, dass r1 = r
′
1, r2 = r
′
2 und r3 = r
′
3 ist, folgt nach Einfu¨hrung von
ξη1η2vji(η3) := uji(ξ, η1, η2, η3) , j ∈ [1, 2] , i ∈ [1, 3] (A.2.10)
und
Rˆi(η3) := ‖r12v1i + r23v2i‖ (A.2.11)
fu¨r die Abstandsfunktion R(r, r ′) = ξη1η2Rˆi(η3). Das in Gleichung (2.4.26) auftretende
Integral reduziert sich damit auf die numerische Auswertung des Ausdrucks
Z±±mn = jkZ0
l±ml
±
n
4π
1∫
0
3∑
i=1
3∑
µ=1
µ∑
ν=1
ν∑
κ=1
a
(µνκ)
i (η3)
Rˆi(η3)
I
(µνκ)
i (η3)dη3 . (A.2.12)
Das hierin enthaltene dreidimensionale Integral
I
(µνκ)
i (η3) =
1∫
0
1∫
0
1∫
0
ξµ+1ην1η
κ−1
2 exp[−jkξη1η2Rˆi(η3)]dη2dη1dξ ,
1 ≤ µ ≤ 3
1 ≤ ν ≤ µ
1 ≤ κ ≤ ν
(A.2.13)
besitzt eine einfache geschlossene Lo¨sung der Gestalt
I
(111)
i =
j − je−jkRˆi
k3Rˆ3i
− j
2kRˆi
+
1
k2Rˆ2i
,
I
(211)
i =
1− e−jkRˆi
k4Rˆ4i
− j
3kRˆi
+
1
2k2Rˆ2i
− je
−jkRˆi
k3Rˆ3i
,
I
(221)
i =
2− 2e−jkRˆi
k4Rˆ4i
− j
6kRˆi
+
−j − je−jkRˆi
k3Rˆ3i
,
I
(222)
i =
3− 3e−jkRˆi
k4Rˆ4i
− 1
2k2Rˆ2i
+
−2j − je−jkRˆi
k3Rˆ3i
,
I
(311)
i =
−2j + 2je−jkRˆi
k5Rˆ5i
− j
4kRˆi
+
1
3k2Rˆ2i
− je
−jkRˆi
k3Rˆ3i
− 2e
−jkRˆi
k4Rˆ4i
,
I
(321)
i =
− j
2
− je−jkRˆi
k3Rˆ3i
− j
8kRˆi
− 3e
−jkRˆi
k4Rˆ4i
+
−3j + 3je−jkRˆi
k5Rˆ5i
,
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I
(322)
i =
−j − je−jkRˆi
k3Rˆ3i
− 1
3k2Rˆ2i
− 4e
−jkRˆi
k4Rˆ4i
+
−4j + 4je−jkRˆi
k5Rˆ5i
,
I
(331)
i =
−2− 4e−jkRˆi
k4Rˆ4i
− j
12kRˆi
− je
−jkRˆi
k3Rˆ3i
+
−6j + 6je−jkRˆi
k5Rˆ5i
,
I
(332)
i =
−3− 5e−jkRˆi
k4Rˆ4i
− 1
6k2Rˆ2i
− je
−jkRˆi
k3Rˆ3i
+
−8j + 8je−jkRˆi
k5Rˆ5i
,
I
(333)
i =
−6− 6e−jkRˆi
k4Rˆ4i
+
j − je−jkRˆi
k3Rˆ3i
+
−12j + 12je−jkRˆi
k5Rˆ5i
.
Die Koeﬃzienten ergeben sich mit Hilfe von Tabelle 2.4 zu:
a
(111)
i = 2c0 , i ∈ [1, 3] , a(211)1 = 2(c1 + c3) ,
a
(211)
2 = 2(c1 + c2 + c3 + c4) , a
(211)
3 = 2(c1 + c3) ,
a
(221)
1 = 2(c2 + c4) , a
(221)
2 = −2(c2 + c4) ,
a
(221)
3 = 2(c2 + c4) , a
(222)
1 = (c2 + c4)(η3 − 2)− (c1 + c3) ,
a
(222)
2 = c2 + c4 − (c1 + c3)η3 , a(222)3 = −(c2 + c4)(1 + η3)− (c1 + c3)η3 ,
a
(311)
1 = 2c5 , a
(311)
2 = 2(c5 + c6 + c7 + c8) ,
a
(311)
3 = 2c5 , a
(321)
1 = 2(c6 + c7) ,
a
(321)
2 = −2(c6 + c7 + 2c8) , a(321)3 = 2(c6 + c7) ,
a
(322)
1 = (c6 + c7)(η3 − 2)− 2c5 , a(322)2 = 2c8 + (c6 + c7)(1− η3)− 2c5η3 ,
a
(322)
3 = −(c6 + c7)(1 + η3)− 2c5η3 , a(331)i = 2c8 , i ∈ [1, 3] ,
a
(332)
1 = c8(2η3 − 4)− (c6 + c7) , a(332)2 = (c6 + c7)η3 − 2c8 ,
a
(332)
3 = −(c6 + c7)η3 − 2c8(1 + η3) , a(333)1 = (c6 + c7 + 2c8)(1− η3) ,
a
(333)
2 = −(c6 + c7)η3 , a(333)3 = (c6 + c7 + 2c8)η3 .
Es sei angemerkt, dass in den analytischen Lo¨sungen der inneren Integrale neben der kom-
plexen Exponentialfunktion nur Potenzen von der Abstandsfunktion auftreten. Die tran-
szendente Funktion muss fu¨r jedes Teilgebiet nur einmal ausgewertet werden, so dass bei
einer geschickten Implementierung der Integrandenfunktionen der durch die Dimensions-
reduktion der Integrale erreichbare Rechenzeitgewinn selbst bei geringer Stu¨tzstellenzahl
u¨berwiegt.
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Anhang B
Eigenschaften ausgewa¨hlter
Punktsymmetriegruppen
Die Ausnutzung geometrischer Symmetrien in der numerischen Feldberechnung erfordert
ein ausreichendes Versta¨ndnis der zugrunde liegenden Symmetriegruppen, um zum einen
diese bei Vorliegen einer konkreten Problemstellung u¨berhaupt identiﬁzieren zu ko¨nnen
und zum anderen die fu¨r den Einsatz der vorgestellten Verfahren beno¨tigten Elemente
zur Verfu¨gung zu haben.
Nachfolgend sind alle wichtigen Eigenschaften sowie die vollsta¨ndigen Sa¨tze der ina¨quiva-
lenten, irreduziblen Darstellungen ausgewa¨hlter praxisrelevanter Punktsymmetriegruppen
zusammenfassend aufgefu¨hrt. Die Bezeichnung dieser konkreten Realisierungen abstrakter
Gruppen und der Symmetrieoperationen orientiert sich hierbei an der aus der Kristallogra-
ﬁe stammenden Scho¨nflies-Notation. Die Benennung der Darstellungen und damit der
Symmetrietypen erfolgt auf Basis der Mulliken-Symbolik. Mehr Details sowie weitere
Gruppen ﬁnden sich in der Spezialliteratur [13, 93, 62, 48].
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B.1 Die Gruppe Cn
Die zur abstrakten zyklischen Gruppe Zn isomorphe Gruppe Cn ist abelsch und besitzt
eine Hauptdrehachse der Za¨hligkeit n [13]. Geometrische Strukturen, die eine diskrete
Drehsymmetrie aufweisen, ko¨nnen damit charakterisiert werden. Als Gruppenelemente
treten auf:
• n Drehungen Cµn , µ ∈ [1, n].
C6
Abbildung B.1: Beispielhafte geometrische Struktur mit C6-Symmetrie. Eingezeichnet ist
die Hauptdrehachse C6 als einziges Symmetrieelement des minimalen Erzeugendensys-
tems. Ein mo¨gliches Fundamentalgebiet dieses Ko¨rpers ist dunkelgrau hervorgehoben.
Damit betra¨gt die Gruppenordnung
|Cn| = n. (B.1.1)
Diese Gruppe wird aus einem einzigen Element
Cn = 〈Cn〉 (B.1.2)
mit der deﬁnierenden Relation
Cnn = E
erzeugt. Jedes Element formt eine Klasse fu¨r sich, womit die zyklische Gruppe in
Nkl = n (B.1.3)
Klassen zerfa¨llt. Der vollsta¨ndige Satz der ina¨quivalenten, irreduziblen Darstellungen ist in
Tabelle B.1 in u¨bersichtlicher Form pra¨sentiert. Sa¨mtliche Darstellungen dieser kommuta-
tiven Gruppen sind zwar eindimensional, die paarweise zueinander konjugiert komplexen
Darstellungen werden jedoch gewo¨hnlich zu einer vom Typ E zusammengefasst [62].
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n = 2 n gerade n ungerade Cµn
A A A 1
B B (−1)µ
Em Em exp(±jαmµ)
m ∈ [1, n
2
− 1] m ∈ [1, n−1
2
] µ ∈ [1, n], α = 2π
n
Tabelle B.1: Vollsta¨ndiger Satz ina¨quivalenter, irreduzibler Darstellungen der Punktsym-
metriegruppe Cn. Da diese Gruppe abelsch ist, sind alle Darstellungen eindimensional.
B.2 Die Gruppe Cnh
Die abelsche Gruppe Cnh besitzt eine n-za¨hlige Hauptdrehachse und eine dazu senkrechte
Spiegelebene [13]. Als Gruppenelemente treten auf:
• n Drehungen Cµn , µ ∈ [1, n],
• n Drehspiegelungen S(µ)n = σhCµn , µ ∈ [1, n].
C6
σh
Abbildung B.2: Beispielhafte geometrische Struktur mit C6h-Symmetrie. Eingezeichnet
sind die Hauptdrehachse C6 und die dazu senkrechte Spiegelebene σh als Symmetrie-
elemente des minimalen Erzeugendensystems. Ein mo¨gliches Fundamentalgebiet dieses
Ko¨rpers ist dunkelgrau hervorgehoben.
Damit betra¨gt die Gruppenordnung
|Cnh| = 2n. (B.2.1)
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Mit dem minimalen Erzeugendensystem
Cn = 〈Cn, σh〉 (B.2.2)
und den deﬁnierenden Relationen
Cnn = E , Cnσh = σhCn ,
σ2h = E
ist diese Gruppe eindeutig erkla¨rt. Fu¨r die Anzahl konjugierter Klassen gilt:
Nkl = 2n. (B.2.3)
Der vollsta¨ndige Satz der ina¨quivalenten, irreduziblen Darstellungen ist in Tabelle B.2
in u¨bersichtlicher Form pra¨sentiert. Im U¨brigen sei hier auf die Anmerkung im vorigen
Abschnitt zur Gruppe Cn verwiesen.
n = 2 n gerade n ungerade Cµn S
(µ)
n
Ag Ag A
′ 1 1
Au Au A
′′ 1 −1
Bu
Bg/Bu
(−1)µ (−1)µ
Bg (−1)µ −(−1)µ
Emg/Emu
E ′m exp(±jαmµ) exp(±jαmµ)
E ′′m exp(±jαmµ) − exp(±jαmµ)
m ∈ [1, n
2
− 1] m ∈ [1, n−1
2
] µ ∈ [1, n], α = 2π
n
Tabelle B.2: Vollsta¨ndiger Satz ina¨quivalenter, irreduzibler Darstellungen der Punktgruppe
Cnh. Da diese Gruppe abelsch ist, sind alle Darstellungen eindimensional.
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B.3 Die Gruppe Cnv
Die zur n-ten Diedergruppe isomorphe Gruppe Cnv besitzt eine n-za¨hlige Drehachse Cn
sowie n Spiegelebenen σ
(n)
v , welche die Hauptdrehachse enthalten [13]. Diese Gruppe ist
fu¨r n > 2 nicht-abelsch und beschreibt unter anderem die ho¨chste Symmetrie der re-
gelma¨ßigen n-eckigen Pyramide. Folgende Gruppenelemente treten auf:
• n Drehungen Cµn , µ ∈ [1, n],
• n Spiegelungen σ(µ)v = σvCµn , µ ∈ [1, n].
σv
C6
Abbildung B.3: Regelma¨ßige 6-eckige Pyramide als Beispiel eines geometrischen Objektes
mit C6v-Symmetrie. Eingezeichnet sind die Symmetrieelemente des Erzeugendensystems:
die Hauptdrehachse C6 sowie die vertikale Spiegelebene σv. Ein mo¨gliches Fundamental-
gebiet dieses Ko¨rpers ist dunkelgrau hervorgehoben.
Daraus folgt sofort, dass die Gruppenordnung
|Cnv| = 2n (B.3.1)
betra¨gt. Aus dem minimalen Erzeugendensystem
Cnv = 〈Cn, σv〉 , (B.3.2)
bestehend aus der Drehung Cn um den Winkel
2π
n
und der Spiegelung σv an einer vertikalen
Ebene, lassen sich in Verbindung mit den deﬁnierenden Relationen
Cnn = E , Cnσv = σvC
−1
n ,
σ2v = E
sa¨mtliche Gruppenelemente ableiten sowie die Gruppentafel konstruieren. Abbildung B.3
zeigt eine 6-eckige, regelma¨ßige Pyramide als ein Vertreter von geometrischen Strukturen
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mit C6v-Symmetrie. Neben den erzeugenden Elementen ist auch ein Fundamentalgebiet
eingezeichnet. Von besonderem Interesse sind die Sequenzen zueinander konjugierter Ele-
mente, da diese die Basis fu¨r die Zerlegung in Symmetrieklassen bilden. Fu¨r ungerades n
werden alle Spiegelebenen σ
(µ)
v durch die Drehung Cνn ineinander u¨bergefu¨hrt und bilden
in ihrer Gesamtheit eine Klasse. Jede Drehung Cνn mit ν ∈ [1, n−12 ] geho¨rt zusammen mit
ihrer Inversen C−νn einer eigenen Klasse an. Ist n gerade, zerfallen die Spiegelsymmetrie-
operationen in zwei Klassen, da die Spiegelebenen σ
(2µ)
v sowie die Spiegelebenen σ
(2µ−1)
v
mit µ ∈ [1, n
2
] durch die Drehung Cνn ineinander u¨bergefu¨hrt werden. Des Weiteren bildet
jede Drehung Cνn fu¨r ν ∈ [1, n2 − 1] zusammen mit C−νn sowie das einzelne Element C
n
2
n
jeweils eine Klasse [13]. Unter Hinzunahme des Einselements, das stets eine Klasse fu¨r
sich bildet und wegen Cnn = E als Sonderfall der eigentlichen Drehung um die Hauptachse
angesehen werden kann, ergibt sich die Klassenzahl somit zu:
Nkl =
⎧⎪⎨
⎪⎩
n
2
+ 3 ; n gerade
n + 3
2
; n ungerade
. (B.3.3)
In Tabelle B.3 ist der vollsta¨ndige Satz der ina¨quivalenten, irreduziblen Darstellungen
zusammengestellt [20, 19]. Fu¨r diese Gruppe existieren ebenfalls reelle, irreduzible Dar-
stellungen, die sich leicht durch eine unita¨re A¨hnlichkeitstransformation
Mm ∼ UMmUH =
(
cos (αm) − sin (αm)
sin (αm) cos (αm)
)
, mit U =
1√
2
(
1 −j
−j 1
)
(B.3.4)
gewinnen lassen.
n = 2 n gerade n ungerade Cµn σ
(µ)
v
A1 A1 A1 1 1
A2 A2 A2 1 −1
B1 B1 (−1)µ (−1)µ
B2 B2 (−1)µ −(−1)µ
Em Em M
µ
m PM
µ
m
m ∈ [1, n
2
− 1] m ∈ [1, n−1
2
] µ ∈ [1, n]
P =
(
0 1
1 0
)
, Mm =
(
exp (jαm) 0
0 exp (−jαm)
)
, α =
2π
n
Tabelle B.3: Vollsta¨ndiger Satz ina¨quivalenter, irreduzibler Darstellungen der Punktgrup-
pe Cnv. Fu¨r ungerades n sind 2, fu¨r gerades n hingegen 4 eindimensionale irreduzible
Darstellungen vorhanden. Alle restlichen Darstellungen sind fu¨r n > 2 zweidimensional.
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B.4 Die Gruppe Dnh
Die ho¨chste Symmetrie des regelma¨ßigen n-eckigen Prismas la¨sst sich durch die nicht-
abelsche Gruppe Dnh beschreiben, die eine n-za¨hlige Hauptdrehachse Cn, n dazu ortho-
gonale C2-Achsen und eine Spiegelebene σh besitzt [13]. Als Gruppenelemente treten
auf:
• n Drehungen Cµn , µ ∈ [1, n],
• n Drehungen C(µ)2 = C ′2Cµn , µ ∈ [1, n],
• n Spiegelungen σ(µ)v = σhC ′2Cµn , µ ∈ [1, n],
• n Drehspiegelungen S(µ)n = σhCµn , µ ∈ [1, n].
σh
C6
C′2
Abbildung B.4: Regelma¨ßiges 6-eckiges Prisma als Beispiel eines geometrischen Objektes
mit D6h-Symmetrie. Eingezeichnet sind die Symmetrieelemente eines minimalen Erzeu-
gendensystems: die Hauptdrehachse C6, die Drehachse C
′
2 sowie die horizontale Spiegele-
bene σh. Ein mo¨gliches Fundamentalgebiet dieses Ko¨rpers ist dunkelgrau hervorgehoben.
Damit ist die Gruppe Dnh von der Ordnung
|Dnh| = 4n . (B.4.1)
Ein minimales Erzeugendensystem dieser Gruppe setzt sich beispielsweise aus der Dre-
hung Cn um den Winkel
2π
n
, der Drehung C ′2 sowie der Spiegelung σh zusammen:
Dnh = 〈Cn, C ′2, σh〉 . (B.4.2)
Durch Angabe der deﬁnierenden Relationen
Cnn = E , CnC
′
2 = C
′
2C
−1
n ,
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C ′22 = E , Cnσh = σhCn ,
σ2h = E , σhC
′
2 = C
′
2σh
ist der Aufbau der Dnh-Gruppe vollsta¨ndig beschrieben.
Die Drehungen Cνn sowie die Spiegelungen σ
(µ)
v bilden dieselben Klassen wie die Cnv-
Gruppe. Da sich die Drehspiegelungen S
(µ)
n analog zu den Drehungen verhalten, formen
demzufolge diese Elemente Klassen in der gleicher Weise. A¨hnlich zu den Spiegelungen
bilden die Drehungen C
(µ)
2 fu¨r gerades n zwei und fu¨r ungerades n eine Klasse. Es ist
leicht erkennbar, dass die Dnh-Gruppe doppelt soviel Klassen wie die Cnv-Gruppe besitzt:
Nkl =
{
n + 6 ; n gerade
n + 3 ; n ungerade
. (B.4.3)
Tabelle B.4 entha¨lt den vollsta¨ndigen Satz der ina¨quivalenten, irreduziblen Darstellun-
gen [20, 19], die ebenfalls mittels Gleichung (B.3.4) in reelle Form transformiert werden
ko¨nnen.
n = 2 n gerade n ungerade Cµn σ
(µ)
v S
(µ)
n C
(µ)
2
Ag A1g A
′
1 1 1 1 1
Au A1u A
′′
1 1 −1 −1 1
B1g A2g A
′
2 1 −1 1 −1
B1u A2u A
′′
2 1 1 −1 −1
B3u
B1g/B1u
(−1)µ (−1)µ (−1)µ (−1)µ
B3g (−1)µ −(−1)µ −(−1)µ (−1)µ
B2u
B2g/B2u
(−1)µ −(−1)µ (−1)µ −(−1)µ
B2g (−1)µ (−1)µ −(−1)µ −(−1)µ
Emg/Emu
E ′m M
µ
m PM
µ
m M
µ
m PM
µ
m
E ′′m M
µ
m PM
µ
m −Mµm −PMµm
m ∈ [1, n
2
− 1] m ∈ [1, n−1
2
] µ ∈ [1, n]
P =
⎛
⎝0 1
1 0
⎞
⎠ , Mm =
⎛
⎝exp (jαm) 0
0 exp (−jαm)
⎞
⎠ , α = 2π
n
Tabelle B.4: Vollsta¨ndiger Satz ina¨quivalenter, irreduzibler Darstellungen der Punktsym-
metriegruppe Dnh. Fu¨r ungerades n besitzt diese Gruppe 4, andernfalls 8 eindimensionale
irreduzible Darstellungen. Alle restlichen Darstellungen sind fu¨r n > 2 zweidimensional.
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B.5 Die Gruppe O
Die Oktaedergruppe O, die zum Beispiel die volle Symmetrie des in Abbildung B.5 ge-
zeigten geometrischen Gebildes beschreibt, besitzt folgende Symmetrieelemente:
• Identita¨t E,
• 9 Drehungen C(µ)4 , C(µ)4
2
, C
(µ)
4
3
, µ ∈ [1, 3],
• 8 Drehungen C(ν)3 , C(ν)3
2
, ν ∈ [1, 4],
• 6 Drehungen C(λ)2 , λ ∈ [1, 6].
C4
C3
Abbildung B.5: Geometrisches Objekt, das die Symmetrie der Oktaedergruppe besitzt.
Zusa¨tzlich dargestellt sind die Symmetrieelemente des gewa¨hlten minimalen Erzeugen-
densystems: die Drehachse C4 und die Drehachse C3. Des Weiteren ist ein mo¨gliches
Fundamentalgebiet dieses Ko¨rpers dunkelgrau hervorgehoben.
Damit ergibt sich die Gruppenordnung zu
|O| = 24 . (B.5.1)
Als erzeugende Elemente ko¨nnen beispielsweise die Drehung um den Winkel π
2
sowie
die Drehung um den Winkel 2
3
π mit den in Abbildung B.5 eingezeichneten Drehachsen
entsprechender Za¨hligkeit gewa¨hlt werden:
O = 〈C4, C3〉 . (B.5.2)
Mit den Relationen
C44 = E , C3C4 = C
−1
4 C
−1
3 , C
3
3 = E
ist schließlich die Deﬁnition dieser Gruppe abgeschlossen. Die Anzahl der konjugierten
Klassen und damit die Anzahl irreduzibler Darstellungen betra¨gt
Nkl = 5 . (B.5.3)
In Tabelle B.5 ist der vollsta¨ndige Satz der ina¨quivalenten, irreduziblen Darstellungen
dieser Gruppe zusammengestellt [99].
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B.6 Die Gruppe Oh
Die volle Oktaedergruppe Oh, die auch die ho¨chste Symmetrie eines Wu¨rfels oder Okta-
eders charakterisiert, la¨sst sich als direktes Produkt aus der Oktaedergruppe O und der
Inversionsgruppe Ci schreiben [13]. Als Symmetrieoperationen treten auf:
• Identita¨t E,
• 9 Drehungen C(µ)4 , C(µ)4
2
, C
(µ)
4
3
, µ ∈ [1, 3],
• 8 Drehungen C(ν)3 , C(ν)3
2
, ν ∈ [1, 4],
• 6 Drehungen C(λ)2 , λ ∈ [1, 6],
• Inversion i,
• 9 Drehspiegelungen S(µ)4 , S(µ)4
2
= σ
(µ)
h , S
(µ)
4
3
, µ ∈ [1, 3],
• 8 Drehspiegelungen S(ν)6 , S(ν)6
5
, ν ∈ [1, 4],
• 6 Spiegelungen σ(λ)d , λ ∈ [1, 6].
 
i
C4
C3
Abbildung B.6: Wu¨rfel als Vertreter geometrischer Objekte mit Oh-Symmetrie. Einge-
zeichnet sind die Symmetrieelemente des gewa¨hlten minimalen Erzeugendensystems: die
Drehachse C4, die Drehachse C3 sowie das Inversionszentrum i. Des Weiteren ist ein
mo¨gliches Fundamentalgebiet dieses Ko¨rpers dunkelgrau hervorgehoben.
Damit ergibt sich die Gruppenordnung zu
|Oh| = 48 . (B.6.1)
Als erzeugende Elemente ko¨nnen beispielsweise, wie in Abbildung B.6 illustriert, die Dre-
hung um den Winkel π
2
mit der Drehachse, die durch die Mittelpunkte einander gegenu¨ber-
liegender Seitenﬂa¨chen verla¨uft, die Drehung um den Winkel 2
3
π mit der Drehachse durch
zwei gegenu¨berliegende Eckpunkte sowie die Inversion im geometrischen Schwerpunkt des
Wu¨rfels gewa¨hlt werden:
Oh = 〈C4, C3, i〉 . (B.6.2)
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Mit den Beziehungen
C44 = E , C3C4 = C
−1
4 C
−1
3 ,
C33 = E , C3i = iC3 ,
i2 = E , C4i = iC4
ist schließlich die Deﬁnition der vollen Oktaedergruppe abgeschlossen. Die Anzahl der
konjugierten Klassen und damit die Anzahl der irreduziblen Darstellungen betra¨gt
Nkl = 10 . (B.6.3)
In Tabelle B.5 ist der vollsta¨ndige Satz der ina¨quivalenten, irreduziblen Darstellungen der
Oh-Gruppe zusammengestellt [99].
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O Oh C4 (= a) C3 (= b) i (= c)
A1 A1g/A1u 1 1 ±1
A2 A2g/A2u −1 1 ±1
E Eg/Eu
1
2
(
1 −√3
−√3 −1
)
1
2
( −1 √3
−√3 −1
)
±
(
1 0
0 1
)
T1 T1g/T1u
⎛
⎝0 −1 01 0 0
0 0 1
⎞
⎠
⎛
⎝0 −1 00 0 −1
1 0 0
⎞
⎠ ±
⎛
⎝1 0 00 1 0
0 0 1
⎞
⎠
T2 T2g/T2u
⎛
⎝ 0 1 0−1 0 0
0 0 −1
⎞
⎠
⎛
⎝0 −1 00 0 −1
1 0 0
⎞
⎠ ±
⎛
⎝1 0 00 1 0
0 0 1
⎞
⎠
E =1, C
(1)
4 = a, C
(1)
4
2
= a2, C
(1)
4
3
= a3, C
(2)
4 = ba
3
C
(2)
4
2
= b2a2b, C
(2)
4
3
= b2a3b, C
(3)
4 = b
2a, C
(3)
4
2
= ba2b2, C
(3)
4
3
= a3b
C
(1)
3 = b, C
(1)
3
2
= b2, C
(2)
3 = a
2b, C
(2)
3
2
= aba3, C
(3)
3 = ba
2b
C
(3)
3
2
= ab2a, C
(4)
3 = a
2b2, C
(4)
3
2
= ba2, C
(1)
2 = ab, C
(2)
2 = a
2ba3
C
(3)
2 = a
2b2a, C
(4)
2 = ba, C
(5)
2 = ab
2a2b, C
(6)
2 = ba
3b
(nur Oh-Gruppe)
i= c, S
(1)
4 = ca, σ
(1)
h = ca
2, S
(1)
4
3
= ca3, S
(2)
4 = cba
3
σ
(2)
h = cb
2a2b, S
(2)
4
3
= cb2a3b, S
(3)
4 = cb
2a, σ
(3)
h = cba
2b2, S
(3)
4
3
= ca3b
S
(1)
6 = cb, S
(1)
6
5
= cb2, S
(2)
6 = ca
2b, S
(2)
6
5
= caba3, S
(3)
6 = cba
2b
S
(3)
6
5
= cab2a, S
(4)
6 = ca
2b2, S
(4)
6
5
= cba2, σ
(1)
d = cab, σ
(2)
d = ca
2ba3
σ
(3)
d = ca
2b2a, σ
(4)
d = cba, σ
(5)
d = cab
2a2b, σ
(6)
d = cba
3b
Tabelle B.5: Vollsta¨ndiger Satz ina¨quivalenter, irreduzibler Darstellungen der erzeugenden
Elemente der beiden Oktaedergruppen O und Oh. Die Darstellungsmatrizen der u¨brigen
Gruppenelementen lassen sich aus denen der erzeugenden Elemente in der angegebenen
Weise ableiten. Fu¨r die Oktaedergruppe O sind dabei die aus der Komposition mit der
Inversion i resultierenden Gruppenelemente auszuschließen.
Anhang C
Oberﬂa¨chenoperatoren
C.1 Vektoranalytische Operatoren
Durch den U¨bergang zu Oberﬂa¨chenintegralgleichungen reduziert sich die Aufgabenstel-
lung auf die Bestimmung tangentialer Vektorfelder, die auf ﬂa¨chenhaften Gebieten im
euklidischen Raum erkla¨rt sind. Fu¨r A¨quivalenzumformungen und Vereinfachungen ist
es hilfreich, sinnvolle Deﬁnitionen fu¨r Diﬀerentialoperatoren und Integralsa¨tze auf Ober-
ﬂa¨chen einzufu¨hren sowie die Zusammenha¨nge mit ihren dreidimensionalen Gegenstu¨cken
aufzuzeigen.
SD
+
D−
n+
n−
n
Abbildung C.1: Bezeichnung der in der Deﬁnitionsgleichung des Spuroperators auftreten-
den Gebiete und Orientierungen.
Es sei f ein Skalar- oder Vektorfeld, das auf einem von einer hinreichend glatten Fla¨che
S = ∂D mit dem nach außen gerichteten Normaleneinheitsvektor n berandeten dreidimen-
sionalen Gebiet D erkla¨rt ist. Der Spuroperator τ ordnet diesem Feld seinen Grenzwert bei
Anna¨herung des Aufpunktes aus dem Inneren des Gebietes an die Oberﬂa¨che in Richtung
des Normaleneinheitsvektors
(τnf)(r) := lim
Dr ′→r∈S
f(r ′) = lim
h→0
f [r − hn(r)] , r ∈ S (C.1.1)
zu. Darauf aufbauend kann allgemein der links- bzw. rechtsseitige Grenzwert auf einer
in dem Gebiet D eingebetteten orientierbaren Fla¨che S, deren Normaleneinheitsvektor
n = n+ vom Teilgebiet D+ und damit der dazu negative Vektor −n = n− vom Teilgebiet
D− weg zeigt, deﬁniert werden:
(τ±n f)(r) := lim
D±r ′→r∈S
f(r ′) = lim
h→0
f [r − hn±(r)] , r ∈ S . (C.1.2)
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Mit dieser in Abbildung C.1 illustrierten Konvention gibt das Vorzeichen die Richtung
des Grenzu¨bergangs bezogen auf die Orientierung der Fla¨che an. Ist die betrachtete Funk-
tion stetig, stimmen diese Grenzwerte mit den Funktionswerten auf der Fla¨che u¨berein:
(τ±n f)(r) = f(r), r ∈ S. Diese Deﬁnitionen ko¨nnen fu¨r Gebiete mit beliebiger Dimension
verallgemeinert werden. So wird der Grenzwert auf der Randkurve C = ∂S mit nach
außen gerichtetem Normaleneinheitsvektor u = t × n einer oﬀenen Fla¨che S im Raum
entsprechend durch
(τuf)(r) := lim
Sr ′→r∈C
f(r ′) = lim
h→0
f(r − hu) , r ∈ C (C.1.3)
erkla¨rt.
Durch das Skalarprodukt eines Vektorfeldes F mit dem Normaleneinheitsvektorfeld n
Fn(r) = (n · F )(r) := n(r) · F (r) , r ∈ S (C.1.4)
wird ein Randoperator, der die Normalkomponente eines Vektorfeldes bezu¨glich der Fla¨che
selektiert, erkla¨rt. In gleicher Weise wird durch das Kreuzprodukt mit dem Normalenein-
heitsvektorfeld
Ft(r) = (n× F )(r) := n(r)× F (r) , r ∈ S (C.1.5)
ein Randoperator deﬁniert, der die Tangentialkomponenten mit der Eigenschaft Ft ·n = 0
extrahiert. Damit ist eine Zerlegung des auf die Oberﬂa¨che beschra¨nkten Vektorfeldes der
Form
(τn F )(r) = (nFn)(r) + (Ft × n)(r) , r ∈ S (C.1.6)
mo¨glich. Weiterhin sei der Randoperator
Fu(r) = (u · F )(r) := u(r) · F (r) , r ∈ C (C.1.7)
deﬁniert.
Zur Ableitung der Oberﬂa¨chendiﬀerentialoperatoren soll angenommen werden, dass auf
der betrachteten Oberﬂa¨che S, deren Orientierung durch den Normaleneinheitsvektor n
festgelegt ist, ein krummliniges, orthogonales Koordinatensystem (u, v) mit den Metrikko-
eﬃzienten hu, hv und den Einheitsvektoren eu, ev existiert. Fu¨r ein auf dieser Oberﬂa¨che
erkla¨rtes Skalarfeld Φ(u, v) soll der Oberﬂa¨chengradient bei konstanter Fortsetzung der
Funktion in Richtung der Fla¨chennormale mit dem ra¨umlichen Gradienten u¨bereinstim-
men:
GradΦ := eu
1
hu
∂uΦ + ev
1
hv
∂vΦ. (C.1.8)
Analog dazu sollen unter der Oberﬂa¨chendivergenz eines auf dieser Fla¨che erkla¨rten Tan-
gentialfeldes Ft(u, v) mit n · Ft = 0 die ra¨umlichen Quellen bei stetiger Fortsetzung in
Normalenrichtung mit dem normierten Metrikkoeﬃzient hn = 1
Div Ft :=
1
hu hv
[
∂u(hv eu · Ft) + ∂v(hu ev · Ft)
]
. (C.1.9)
verstanden werden. Aus der Festlegung der Oberﬂa¨chenwirbel in gleicher Weise
Rot Ft := n
1
hu hv
[
∂u(hv ev · Ft)− ∂v(hu eu · Ft)
]
(C.1.10)
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ist wegen der engen Verwandschaft mit der Oberﬂa¨chendivergenz
n · Rot Ft = Div(Ft × n) ⇔ n · Rot(n× Ft) = Div Ft (C.1.11)
sofort die Redundanz eines der beiden Operatoren ersichtlich. Fu¨r auf Oberﬂa¨chen deﬁ-
nierte Skalar- und Vektorfelder existieren demzufolge nur zwei Diﬀerentialoperatoren, die
formal mit den ra¨umlichen Gegenstu¨cken u¨ber die Relationen
n×Grad(τnΦ) = n× τngradΦ , (C.1.12a)
Div(n× τn F ) = −n · (τnrot F ) (C.1.12b)
verknu¨pft sind. Oberﬂa¨chenwirbel lassen sich zwar auch erkla¨ren, stimmen aber im We-
sentlichen mit den Oberﬂa¨chenquellen u¨berein, weshalb sich auf einen der beiden Opera-
toren beschra¨nkt werden kann.
Die in dieser Arbeit verwendeten Rechenregeln und Integralsa¨tze fu¨r ﬂa¨chenhafte Gebie-
te lassen sich einfach aus der Vektoranalysis des dreidimensionalen euklidischen Raums
u¨bertragen und sollen hier kurz vorgestellt werden. Ausgehend vom Stokesschen1 Inte-
gralsatz ∫
S
n · rot FdA =
∫
∂S
t · Fdl , (C.1.13)
wobei die Beschra¨nkung auf das Integrationsgebiet implizit gegeben ist, resultiert un-
ter Verwendung der Beziehung (C.1.12b) und nach Substitution von Ft = n × F der
Gausssche Satz fu¨r Oberﬂa¨chen∫
S
Div FtdA =
∫
∂S
u · Ftdl, mit: u = t× n . (C.1.14)
Eine weitere wichtige vektoranalytische Identita¨t la¨sst sich leicht mit Hilfe der Produkt-
regel ableiten:
Div(ΦFt) = ΦDiv Ft + Ft ·GradΦ. (C.1.15)
C.2 Symmetrieoperatoren
Wichtig fu¨r die folgenden Betrachtungen ist das Verhalten des Punkt- und Kreuzproduktes
von zwei Vektorfeldern unter Symmetrietransformationen
T (g)(F · G) = [T (g)F ] · [T (g) G] , (C.2.1a)
T (g)(F × G) = sgn(g)[T (g)F ]× [T (g) G] = [ ˜T (g)F ]× [T (g) G] , (C.2.1b)
das sich unter anderem aus einer konkreten Matrixdarstellung ableiten la¨sst.
Ha¨uﬁg handelt es sich bei den betrachteten symmetrischen Rechengebieten in der Rand-
elementmethode um im Ortsraum eingebettete orientierbare Fla¨chen. In diesem Zusam-
menhang ist eine sinnvolle Festlegung des Transformationsverhaltens der die Orientierung
1George Gabriel Stokes, 1819–1903, irischer Mathematiker und Physiker
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ez ex
ey
r
u
t
n
S
T (g)
gez = ez exgex = −ex
gey = ey
r ′
u ′
t ′
n ′
gS = S
Abbildung C.2: Graﬁsche Veranschaulichung des Transformationsverhaltens der ra¨umli-
chen Orientierung zweidimensionaler symmetrischer Gebiete mit Berandung unter unei-
gentlichen Bewegungen am Beispiel der Spiegelung einer Kreisﬂa¨che. Mit der Festlegung,
dass sich der Normaleneinheitsvektor n wie ein Vektorfeld transformiert, muss sich der
Tangenteneinheitsvektor t der Randkurve zur Wahrung der Orientierung wie ein Pseudo-
vektorfeld verhalten.
beschreibenden Vektorfelder von Interesse, die a¨hnlich zur Deﬁnition der Symmetrietrans-
formationen von elektromagnetischen Feldgro¨ßen im Hinblick auf die geforderte Invarianz
der mathematischen Modellgleichungen erfolgen sollte. Damit der Gausssche Integralsatz∫
D
div FdV =
∫
∂D
n · FdA (C.2.2)
nach einer Koordinatentransformation unter der Annahme der G-Invarianz des Integrati-
onsgebietes seine Form beibeha¨lt, muss die Totalsymmetrie des Normaleneinheitsvektor-
feldes bezu¨glich der Isometrien der Gruppe G
T (g)n = n , ∀g ∈ G (C.2.3)
gefordert werden. Dies ist wegen der G-Invarianz der Hu¨llﬂa¨che fu¨r eigentliche Bewegun-
gen des Ortsraums auch a priori erfu¨llt. Damit die Orientierung jedoch auch bei Raum-
inversion erhalten bleibt, muss sich der Normaleneinheitsvektor wie ein Vektorfeld trans-
formieren. Mit dieser Festlegung ist gleichermaßen der Erhalt des Orientierungssinnes der
Hu¨llﬂa¨che zusammenha¨ngender Gebiete gewa¨hrleistet. Zur Sicherstellung der Forminva-
rianz des Stokesschen Integralsatzes (C.1.13) muss neben des Normaleneinheitsvektor-
feldes der als G-invariant vorausgesetzten Fla¨che auch das Tangenteneinheitsvektorfeld
ihrer Randkurve totalsymmetrisch sein
˜T (g)t = t , ∀g ∈ G . (C.2.4)
Wegen der Umkehrung des Orientierungssinnes bei uneigentlichen Symmetrietransforma-
tionen muss der Tangenteneinheitsvektor folglich die Transformationseigenschaften eines
Pseudovektorfeldes aufweisen. In Abbildung C.2 sind die bisherigen U¨berlegungen graﬁsch
veranschaulicht. Aus Gleichung (C.2.1b) folgt unmittelbar, dass sich der Normalenein-
heitsvektor bezu¨glich der Randkurve u wie ein Vektorfeld transformiert, womit implizit
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die Bedingung
T (g)u = u , ∀g ∈ G (C.2.5)
erfu¨llt ist.
Unter der Annahme, dass das Gebiet D und daraus abgeleitet auch die Berandung S = ∂D
invariant unter einer Gruppe G von Symmetrietransformationen sind, folgt mit gD = D
und gS = S und unter Verwendung der leicht ableitbaren Identita¨t
T (g) lim
Dr ′→r∈S
Φ(r ′) = lim
gDr ′→r∈gS
[T (g)Φ](r ′) (C.2.6)
mit der Kurzform
T (g)τn = τgnT (g) (C.2.7)
sofort die Vertauschbarkeit des Spuroperators in Gleichung (C.1.1) mit dieser Gruppe.
Entsprechende Aussagen gelten ebenfalls fu¨r den in Gleichung (C.1.3) deﬁnierten Spur-
operator, wenn die oﬀene Fla¨che und folglich auch deren Berandung symmetrisch sind.
Die betrachteten Vektorfelder bilden in Verbindung mit dem Punkt- und Kreuzprodukt
die bereits eingefu¨hrten Randoperatoren, die bei Vorliegen symmetrischer Gebiete mit der
zugrunde liegenden Gruppe der Symmetrieoperatoren kommutieren:
T (g)(n · F ) = n · [T (g)F ] , (C.2.8a)
T (g)(n× F ) = n× [sgn(g)T (g)F ] = n× [ ˜T (g)F ] , (C.2.8b)
T (g)(u · F ) = u · [T (g)F ] , (C.2.8c)
T (g)(t · F ) = t · [sgn(g)T (g)F ] = t · [ ˜T (g)F ] . (C.2.8d)
Eine weitere wichtige Konsequenz ist die Kommutativita¨t mit den auf Oberﬂa¨chen er-
kla¨rten Diﬀerentialoperatoren:
T (g)Grad = GradT (g) , (C.2.9a)
T (g) Div = Div T (g) . (C.2.9b)
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Anhang D
Isometrien im Ortsraum
Drehung
Eine diskrete Drehung des Ortsraums um eine durch den Ursprung des gewa¨hlten Koor-
dinatensystems verlaufende Drehachse ist mittels der reellen 3× 3-Matrix D(Cn) mit den
Elementen
[D(Cn)]ij = vivj + cos
(
2π
n
)
(δij − vivj)− sin
(
2π
n
) 3∑
k=1
ijkvk , mit: ‖v‖ = 1 (D.0.1)
realisierbar. Hierin repra¨sentieren vi die Komponenten des die Drehachse beschreibenden
Einheitsvektors v. Drehmatrizen sind orthogonal, ihre Determinanten weisen wegen der
abstandserhaltenden Transformationseigenschaft den Wert Eins auf.
Spiegelung
Die Spiegelung an einer durch den Ursprung des gewa¨hlten Koordinatensystems verlau-
fenden Ebene im dreidimensionalen euklidischen Raum wird durch die Housholder1-
Matrix D(σ) mit den Elementen
[D(σ)]ij = 1− 2vivj , mit: ‖v‖ = 1 (D.0.2)
ausgedru¨ckt. Hierin bezeichnen vi die Komponenten des Normaleneinheitsvektors der
Spiegelebene. Spiegelungsmatrizen sind orthogonal und symmetrisch, ihre Determinan-
ten besitzen den Wert −1.
Inversion
Eine Inversion resultiert beispielsweise aus drei hintereinander ausgefu¨hrten Spiegelungen
an paarweise senkrecht zueinander stehenden Ebenen:
D(i) = −I . (D.0.3)
Alle anderen Symmetrietransformationen lassen sich aus diesen elementaren Operationen
zusammensetzen. Die Wahl des Koordinatensystems kann prinzipiell beliebig erfolgen. Bei
Punktgruppen, die auch in dieser Arbeit ausschließlich betrachtet werden, wird u¨blicher-
weise der Fixpunkt der zugrunde liegenden Symmetriegruppe als Koordinatenursprung
und die z-Achse als Hauptdrehachse festgelegt.
1Alston Scott Householder, 1904–1993, US-amerikanischer Mathematiker
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Symbolverzeichnis
Allgemein
 Menge der natu¨rlichen Zahlen
 Menge der reellen Zahlen
  Menge der komplexen Zahlen
 Indexmenge,  ⊂ 
j imagina¨re Einheit, j2 = −1
x Spaltenvektor
X Matrix
[x]i i-te Komponente des Vektors x
[X]ij Komponente der i-ten Zeile und j-ten Spalte der Matrix X
XT transponierte Matrix
XH adjungierte Matrix
X−1 Inverse der Matrix X
X† Moore-Penrose-Pseudoinverse
x skalare Gro¨ße (Tensor 0. Stufe), Skalarfeld
x vektorielle Gro¨ße (Tensor 1. Stufe), Vektorfeld
x¯ Dyade (Tensor 2. Stufe)
x komplexe Gro¨ße
x konjugiert komplexe Gro¨ße
xˆ Amplitude einer zeitharmonischen Gro¨ße
x˜ Approximierte, Na¨herungswert
O Landau2-Symbol
Re Realteil einer komplexen Gro¨ße
|x| Betrag einer komplexen Gro¨ße
〈·, ·〉 Standardskalarprodukt, 〈x, y〉 :=∑i xiyi
x · y Punktprodukt (symmetrische Bilinearform), x · y :=∑i xiyi
x× y Kreuzprodukt (schiefsym. Bilinearform), x× y :=∑i,j,k ijkeixjbk
‖x‖ euklidische Norm (2-Norm) eines Vektors, ‖x‖ :=√〈x, x〉
max Maximum
sup Supremum
lim Grenzwert
2Edmund Georg Hermann Landau, 1877–1938, deutscher Mathematiker
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tr Spur einer Matrix
det Determinante einer Matrix
dim Dimension eines Vektorraums
kgV kleinste gemeinsame Vielfache
δij Kronecker
3-Delta
ijk Levi-Civita
4-Symbol
∂ partieller Ableitungsoperator, Rand eines Gebiets
grad Gradient eines Skalarfeldes im Ortsraum
div Quellen eines Vektorfeldes im Ortsraum
rot Wirbel eines Vektorfeldes im Ortsraum
Grad Oberﬂa¨chengradient eines Skalarfeldes
Div Oberﬂa¨chendivergenz eines tangentialen Vektorfeldes
Rot Oberﬂa¨chenrotation eines tangentialen Vektorfeldes
∆ Laplace5-Operator
τn, τu Spuroperatoren
 Faltungsprodukt
κ Koordinatenabbildung
(x, y, z) kartesische Koordinaten
ex, ey, ez kartesische Einheitsvektoren
(r, ϑ, ϕ) Kugelkoordinaten
er, eϑ, eϕ spha¨rische Einheitsvektoren
span lineare Hu¨lle
ker Kern bzw. Nullraum einer linearen Abbildung
im Bild einer linearen Abbildung
∼ a¨quivalent
∼= isomorph
cl Abschluss (abgeschlossenes Gebiet)
int Inneres (oﬀenes Gebiet)
· obere Gauss-Klammer
∈ Element von
⊆ Teilmenge
∀ Allquantor
∃ Existenzquantor
⊕ direkte Summe
∧ logisches UND
∨ logisches ODER
∩ Durchschnitt von Mengen
∪ Vereinigung von Mengen
\ Diﬀerenz von Mengen
:= per deﬁnitionem
3Leopold Kronecker, 1823–1891, deutscher Mathematiker
4Tullio Levi-Civita, 1873–1941, italienischer Mathematiker
5Pierre-Simon Laplace, 1749–1827, franzo¨sischer Mathematiker und Astronom
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Klassische Elektrodynamik
D0 Ortsraum (unbeschra¨nkter Raum)
C Raumkurve / eindimensionales Gebiet
S Fla¨che im Raum / zweidimensionales Gebiet
D Teilraum / dreidimensionales Gebiet
r Ortsvektor, Element des Ortsraumes, r ∈ D0
r Vektor der Ortskoordinaten, r ∈ 3
dl diﬀerentielles Wegelement
dA diﬀerentielles Fla¨chenelement
dV diﬀerentielles Volumenelement
n Normaleneinheitsvektor einer Fla¨che im Raum
t Tangenteneinheitsvektor einer Raumkurve
u Normaleneinheitsvektor der Randkurve einer oﬀenen Fla¨che, u = t×n
t Zeit, t ∈ 
ω Kreisfrequenz
σ Da¨mpfung
τ Abklingkonstante, τ = σ−1
ω komplexe Kreisfrequenz, ω = ω + jσ
ε Permittivita¨t
µ Permeabilita¨t
κ elektrische Leitfa¨higkeit
c Lichtgeschwindigkeit, c =
√
µε−1
λ Wellenla¨nge, λ = 2π k−1
k komplexe Wellenzahl, k = ω c−1
Z Wellenwiderstand, Z =
√
µ ε−1
Y Wellenleitwert, Y = Z−1
ϕ Phasenwinkel
E, E elektrische Feldsta¨rke und zugeho¨riger Phasor
H, H magnetische Feldsta¨rke und zugeho¨riger Phasor
D, D elektrische Verschiebungsﬂussdichte und zugeho¨riger Phasor
B, B magnetische Flussdichte und zugeho¨riger Phasor
J, J elektrische Volumenstromdichte und zugeho¨riger Phasor
,  elektrische Raumladungsdichte und zugeho¨riger Phasor
Pel Polarisation
Mmag Magnetisierung
S, S Poyntingscher Vektor und zugeho¨riger Phasor
K, K elektrische Fla¨chenstromdichte und zugeho¨riger Phasor
σ, σ elektrische Fla¨chenladungsdichte und zugeho¨riger Phasor
M, M magnetische Fla¨chenstromdichte und zugeho¨riger Phasor
η, η magnetische Fla¨chenladungsdichte und zugeho¨riger Phasor
Ae, Ae elektrisches Vektorpotential und zugeho¨riger Phasor
Φe, Φe elektrisches Skalarpotential und zugeho¨riger Phasor
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Am, Am magnetisches Vektorpotential und zugeho¨riger Phasor
Φm, Φm magnetisches Skalarpotential und zugeho¨riger Phasor
v Geschwindigkeitsfeld
F Kraftvektor
p Polarisationsvektor einer ebenen Welle
v Elliptizita¨t einer ebenen Welle
Momentenmethode
X, Y Funktionenra¨ume
x, y Elemente der Funktionenra¨ume X, Y
XN , YN diskrete Unterra¨ume von X, Y
xN , yN Elemente der Unterra¨ume XN , YN
N Anzahl von Basisfunktionen
fn, wn Ansatz- und Testfunktion
〈·, ·〉 Bilinearform
PN , QN Projektoren auf XN , YN
L linearer Operator
L Darstellungsmatrix der Approximierten von L
a,b Koordinatenvektoren
G Gramsche Matrix
Numerische Integration
Q Quadraturformel
R Restfunktional
N Anzahl von Quadraturpunkten
p Polynomgrad
I Integral (allgemein)
f Integrand
w Gewichtsfunktion
Fernfeldberechnung
F Fernfeldoperator
H Kernfunktion des Fernfeldintegrals
E∞, H∞ Fernfeldcharakteristik
σ Ru¨ckstreuquerschnitt
F diskreter Fernfeldoperator
C diskretes Pendant zum Operator er×
e∞,h∞ Fernfeldvektoren
mq Taylor-Koeﬃzienten
Q Ordnung der Taylor-Entwicklung
ai, bi Koeﬃzienten der Pade´-Approximation
L,M Ordnung der rationalen Entwicklung
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Randelementmethode
R(r, r ′) Abstandsfunktion, euklidische Distanz, R(r, r ′) := ‖r − r ′‖
c(r) ortsabha¨ngiger Vorfaktor
δ Diracsche Deltadistribution
g¯
e
, G¯e elektrische Greensche Dyade, G¯e(r, r
′) := g¯
e
(r − r ′)
g¯
m
, G¯m magnetische Greensche Dyade, G¯m(r, r
′) := g¯
m
(r − r ′)
g,G Fundamentallo¨sung des Helmholtz-Operators, G(r, r ′) := g(r − r ′)
I¯ Einheitsdyade
I Einheitsoperator
T Integraloperator mit schwach singula¨rem Kern
K Integraloperator mit stark singula¨rem Kern
N Integraloperator mit hypersingula¨rem Kern
P Eckpunkt eines Dreiecks
E Kante eines Dreiecks
T Dreieck
l La¨nge der Kante l
A Fla¨cheninhalt des Dreiecks T
h Diskretisierungsparameter, Gitterschrittweite
NT Anzahl von Dreiecken
J Jacobi-Determinante der Transformation
z Dichtefunktion
Z Impedanzmatrix
i Lo¨sungsvektor
u Anregungsvektor
0 Nullmatrix
I Einheitsmatrix
Π Projektionsmatrix
Q Orthonormalbasis des Projektors Π
Gruppenalgebra
 (G) Gruppenalgebra u¨ber den komplexen Zahlen
a Element der Gruppenalgebra  (G)
 (G) Dualraum der Algebra  (G)
α Element (Funktional) des Dualraums  (G)
〈·, ·〉G Skalarprodukt auf der Algebra  (G)
 Faltungsprodukt auf Gruppen
δ Einselement der Algebra  (G)
Rijk Basiselement der Algebra  (G)
a formal Adjungierte des Elements a
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Gruppen und Darstellungen
{. . .} Menge von Elementen, Gruppe von Elementen
G abstrakte Gruppe, Symmetriegruppe
g Gruppenelement, g ∈ G
e Einselement der Gruppe G
◦ Verknu¨pfung von Gruppenelementen
φ Darstellung einer Gruppe (Homomorphismus), φ : G→ φ(G)
φ(g) Realisierung von G
φ(G) Gruppe der Realisierungen von G, φ(G) = {φ(g) : g ∈ G}
Σ Gruppenaktion
< A > Gruppe aus dem minimalen Erzeugendensystem A = {g1, g2, . . .}
|G| Ordnung der ﬁniten Gruppe G
K Anzahl von Konjugationsklassen
dφ Dimension der Darstellung φ
R irreduzible Darstellung der Gruppe G, R : G→ R(G)
R(g) irreduzible Darstellungsmatrix (unita¨r), R(g) :  dR →  dR
R(G) Gruppe der irreduziblen Darstellungsmatrizen, R(G) = {R(g) : g ∈ G}
R vollsta¨ndiger Satz der ina¨quivalenten, irreduziblen Darstellungen
D Darstellung der Gruppe G im euklidischen Raum, D : G→ D(G)
D(g) Darstellungsmatrix im euklidischen Raum, D(g) : 3 → 3
D(G) Gruppe der Darstellungsmatrizen, D(G) = {D(g) : g ∈ G}
sgn Vorzeichenfunktion auf Gruppen, sgn : G→ {1,−1}
T Darstellung der Gruppe G auf Funktionenra¨umen, T : G→ T (G)
T (g) Symmetrietransformation von Skalarfeldern
T (g) Symmetrietransformation von Vektorfeldern
T˜ (g) Symmetrietransformation von Pseudoskalarfeldern
˜T (g) Symmetrietransformation von Pseudovektorfeldern
T (G) Gruppe der linearen Operatoren, T (G) = {T (g) : g ∈ G}
χ Charakter einer Matrixdarstellung, χ : G→  
m Multiplizita¨t einer irreduziblen Darstellung
p Periodizita¨t eines Gruppenelements
Zn abstrakte zyklische Gruppe der Ordnung n
C Drehgruppe
T Tetraedergruppe
O Oktaedergruppe
I Ikosaedergruppe
C1 triviale Gruppe, C1 = {E}
Ci Inversionsgruppe, Ci = {E, i}
Cs Spiegelsymmetriegruppe, Cs = {E, σ}
O(n) Gruppe der orthogonalen (n× n)-Matrizen
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Abstrakte harmonische Analyse
λk(g) zum Eigenraum Vk(g) des Operators g geho¨render Eigenwert
e
(i)
k (g) zum Eigenraum Vk(g) des Operators g geho¨render Eigenvektor
Pk(g) Projektionsoperator auf den Eigenraum Vk(g)
P
(ij)
R Operator auf skalarwertigen Funktionenra¨umen
P
(ij)
R Operator auf vektorwertigen Funktionenra¨umen
P˜
(ij)
R Operator auf pseudoskalarwertigen Funktionenra¨umen
˜P
(ij)
R Operator auf pseudovektorwertigen Funktionenra¨umen
PR Operatormatrix mit den Elementen [PR]ij = P
(ij)
R
PR Charakterprojektor, PR = tr {PR}
W0,WR,0 Restriktionsoperatoren auf ein Fundamentalgebiet
Z Fortsetzungsoperator (
”
zero-continuation“)
V(i)R Bild des Orthogonalprojektors P (ii)R , V(i)R = im{P (ii)R }
VR invarianter Untervektorraum vom R-ten Symmetrietyp, VR = im(PR)
E (i)R irreduzibler Darstellungsraum vom Symmetrietyp R der Dimension dR
v
(ij)
R Symmetriekomponente / Entartungspartner vom R-ten Symmetrietyp
v
(ij)
R,0 restringierte Symmetriekomponente / Entartungspartner
vR Symmetriesa¨tze vom R-ten Symmetrietyp, [vR]ij = v
(ij)
R
vR,0 auf ein Fundamentalgebiet beschra¨nkte Symmetriesa¨tze, [vR,0]ij = v
(ij)
R,0
Ω n-dimensionales Gebiet / Untermannigfaltigkeit
Γ Rand eines Gebiets / einer Untermannigfaltigkeit, Γ = ∂Ω
I Intervall, I ⊆ 
L linearer, a¨quivarianter Operator (allgemein)
B linearer, a¨quivarianter Randoperator (allgemein)
U ,V,W Darstellungsra¨ume der Gruppe G (Funktionenra¨ume)
u, v, w Elemente der Funktionenra¨ume U ,V,W
LR,0 diskreter Operator zum Symmetrietyp R
BR diskreter Randoperator zum Symmetrietyp R
Cp Raum der p-mal stetig diﬀerenzierbaren Funktionen
U unita¨re Transformationsmatrix
F Darstellungsmatrix der Fourier-Transformation auf Gruppen
Aufwandsabscha¨tzung
C Komplexita¨t eines Algorithmus
K reelle Konstante
R Reduktionsfaktor
XCPU bezu¨glich der Rechenzeit zur Matrixerzeugung, X ∈ {C,K,R}
XRAM bezu¨glich des Speicherbedarfs, X ∈ {C,K,R}
XLUD bezu¨glich der Rechenzeit zur Lo¨sung des Systems, X ∈ {C,K,R}
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Symmetrieoperationen und -elemente nach Scho¨nﬂies
Cn, Cn Drehsymmetrieoperation, n-za¨hlige Drehsymmetrieachse
Sn, Sn Drehspiegelsymmetrieoperation, Drehspiegelsymmetrieachse
σv, σv Spiegelsymmetrieoperation, vertikale Spiegelsymmetrieebene
σd, σd Spiegelsymmetrieoperation, dihedrale Spiegelsymmetrieebene
σh, σh Spiegelsymmetrieoperation, horizontale Spiegelsymmetrieebene
i, i Inversion, Inversionszentrum
E Einselement (Identita¨t)
Speziﬁkation der Symmetrietypen nach Mulliken
A eindimensionale Darstellung, symmetrisch bezu¨glich Cn
B eindimensionale Darstellung, antisymmetrisch bezu¨glich Cn
E zweidimensionale Darstellung (zweifache Entartung)
T dreidimensionale Darstellung (dreifache Entartung)
G vierdimensionale Darstellung (vierfache Entartung)
H fu¨nfdimensionale Darstellung (fu¨nﬀache Entartung)
Xg symmetrisch bezu¨glich der Inversion, X ∈ {A,B,E, T,G,H}
Xu antisymmetrisch bezu¨glich der Inversion, X ∈ {A,B,E, T,G,H}
X1 symmetrisch bezu¨glich C2 oder σv, X ∈ {A,B}
X2 antisymmetrisch bezu¨glich C2 oder σv, X ∈ {A,B}
X ′ symmetrisch bezu¨glich σh, X ∈ {A,B,E, T,G,H}
X ′′ antisymmetrisch bezu¨glich σh, X ∈ {A,B,E, T,G,H}
Abku¨rzungen / Akronyme
AWE Asymptotic Waveform Evaluation
BEM Boundary Element Method (Randelementmethode)
CAD Computer Aided Design (Computerunterstu¨tzter Entwurf)
CFIE Combined Field Integral Equation (kombinierte Feldintegralgleichung)
CPU Central Processing Unit (zentrale Verarbeitungseinheit)
DFT Discrete Fourier Transform (diskrete Fourier-Transformation)
EFIE Electric Field Integral Equation (elektrische Feldintegralgleichung)
FDM Finite Diﬀerence Method (Methode der ﬁniten Diﬀerenzen)
FEM Finite Element Method (Methode der ﬁniten Elemente)
FIT Finite Integration Technique (Methode der ﬁniten Integration)
FLOP Floating Point Operation (Fließkommaoperation)
LUD LU-Decomposition (LU-Zerlegung)
MFIE Magnetic Field Integral Equation (magnetische Feldintegralgleichung)
RADAR Radio Detection And Ranging
RAM Random Access Memory (Speicher mit wahlfreiem Zugriﬀ)
RWG Rao Wilton Glisson (im Zusammenhang mit Basisfunktionen)
TE Transverse Electric (transversal elektrisch)
TESLA TeV-Energy Superconducting Linear Accelerator
TM Transverse Magnetic (transversal magnetisch)
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