Abstract: This paper aims at studying the asymptotic stability of retarded type linear differential systems with commensurate delays. Within the frequency-domain approach, it is well-known that the asymptotic stability of such a system is ensured by the condition that all the roots of the corresponding quasipolynomial have negative real parts. A classical approach for checking this condition consists in computing the set of critical zeros of the quasipolynomial, i.e., the roots (and the corresponding delays) of the quasipolynomial that lie on the imaginary axis, and then analyzing the variation of these roots with respect to the variation of the delay [16] . Following this approach, based on solving algebraic systems techniques, we propose a certified and efficient symbolic-numeric algorithm for computing the set of critical roots of a quasipolynomial. Moreover, using recent algorithmic results developed by the computer algebra community, we present an efficient algorithm for the computation of Puiseux series at a critical zero which allows us to finely analyze the stability of the system with respect to the variation of the delay [15] . Explicit examples are given to illustrate our algorithms.
Introduction
This paper aims at studying the asymptotic stability of linear time-invariant differential systems with commensurate time-delays by means of computer algebra methods and implementations recently developed by the symbolic computation community.
An example of such a system is defined by the state-space representatioṅ
where τ ∈ R + := {τ ∈ R | τ ≥ 0}, m ∈ Z ≥0 := {0, 1, . . .} and A 0 , . . . , A m ∈ K n×n with K a field (e.g., K = Q, R). The characteristic function of (1) is then a quasi-polynomial of the form
where the p j 's are polynomials in the complex variable s with coefficients in K.
In this paper, we consider retarded type linear time-invariant differential commensurate time-delay systems, namely systems whose characteristic functions are defined by quasipolynomials of the form of
where deg p 0 ≥ max{deg p 1 , . . . , deg p l } and deg p j stands for the degree of the polynomial p j in s (e.g., (1) ). We investigate the asymptotic stability of this class of systems by means of the location of the complex solutions s of f (s, τ) = 0. Recall that a retarded type differential commensurate time-delay system is asymptotically stable [2, 12] if and only if all the complex solutions of its characteristic function f (s, τ) = 0 have negative real parts, i.e., f (s, τ) = 0 for all s in the closed right half-plane
(see, e.g., [2, 12, 16] ). While considering the asymptotic stability of a quasipolynomial f (s, τ), three different problems can be studied: the first one consists in checking the stability for a fixed value of τ, the second one is the study of the so-called delay independent stability property which guarantees the stability for all values of τ in R ≥0 , and the last one, the stability analysis depending on the time-delay τ, which considers τ as a parameter of the system and aims at computing the values of τ for which the system is asymptotically stable. In this paper, we mainly focus on the last problem. Our approach for analyzing the asymptotic stability of this class of systems is based on the computation of the so-called critical pairs of f (s, τ), that is the pairs (ω, τ) ∈ R × R + satisfying f (i ω, τ) = 0. For more details, see [16, 11, 18, 19, 20] and the references therein. If such critical pairs exist, the asymptotic stability can then be derived from the way the first component of these pairs, called critical imaginary roots of f (s, τ), behaves under a small variation ∆τ of the time-delay τ with respect to C + . Thus, the asymptotic stability analysis is divided into two distinct problems. First, the critical pairs of f (s, τ) must be computed. Then, for each critical pair (ω 0 , τ 0 ), the behavior of the critical imaginary root ω 0 , particularly its real part, must be studied with respect to a small variation of τ 0 . For more details, see [16, 11, 18, 19, 20] .
There exist several methods for computing the critical pairs of a general quasipolynomial. On the other hand, the study of the asymptotic behavior of critical imaginary roots has been addressed for the case of simple imaginary roots (see [11, 16, 18, 19, 20] and the references therein). For multiple imaginary roots, a recent method based on the so-called Puiseux series [29] was developed in [15, 16] .
The contributions of the paper are twofold. We first present a new approach for the efficient computation of the critical pairs of a general quasipolynomial. After a Möbius transformation, the problem reduces to the computation of the real solutions of a system formed by two polynomial equations in two variables. An efficient method to solve this last problem is to compute the so-called Rational Univariate Representation (RUR) [25, 27] of the polynomial system which is a one-to-one mapping between the solutions of the polynomial system and of the roots of a univariate polynomial. The complex/real solutions of the polynomial system can then be obtained in a certified manner by numerical isolation of the complex/real roots of the univariate polynomial [13, 26] 1 . The RUR of a polynomial system admitting a finite number of complex solutions can be obtained by means of the command RationalUnivariateRepresentation of the Maple package Groebner. Motivated by applications in computational geometry (computation of the topology of algebraic curves), an extremely efficient algorithm for the RUR computation was recently obtained in [4, 5] for systems formed by two polynomial equations in two variables. This algorithm avoids a Gröbner basis computation [8] .
Moreover, based on recent advances in the direction of Newton-Puiseux series for algebraic curves developed in [21, 22, 23] , the second contribution of the papier is to present an efficient algorithm which efficiently computes terms of Newton-Puiseux series of a quasipolynomial f (s, τ) at a critical pair (ω 0 , τ 0 ). Thus, we can use these Newton-Puiseux series to study the variation ∆s in terms of ∆τ in a neighborhood of the critical pair (ω 0 , τ 0 ), which allows us to conclude about the asymptotic stability of the corresponding retarded type differential time-delay system. This paper is based on the congress paper [6] .
The paper is organized as follows. In Section 2, we present an efficient algorithm which computes, via a Rational Univariate Representation, certified numerical approximations of the critical pairs of a quasipolynomial. Then, an algorithm which computes Newton-Puiseux series on these critical pairs is presented in Section 3.
An efficient algorithm for the computation of the critical pairs
In this section, we focus on the computation of the critical pairs of a quasipolynomial
. Due to the presence of transcendental terms e − j τ s in f (s, τ), f (i ω, τ) = 0 usually admits an infinite number of zeros (i ω, τ). Using the so-called Möbius transformation (or the Rekasius transformation [19, 20] ) introduced below, we show that this problem is reduced to the computation of the real solutions of a system defined by two polynomial equations in two variables. An efficient computer algebra method [5] and its implementation in the library RS [28] can be used to solve the latter problem, and thus to compute critical pairs of quasipolynomials in a certified manner.
When the delay τ (resp., ω) varies in R ≥0 (resp., R), e −τ i ω covers the complex torus:
T := {z ∈ C | |z| = 1}. 1 In this paper, the term "certified" means that each real solution of a polynomial system in one variable (resp., n variables) is represented by an interval (resp., a cartesian product of n intervals) with rational endpoints which isolates it from the others. Using this representation, we can obtain numerical approximations of the solutions up to an arbitrary precision, test the vanishing of given polynomials on these solutions, etc.
Inria
The problem of studying the zeros of f (i ω, τ) then amounts to studying the zeros of the bivariate polynomial f (i ω, z) = ∑ l j=0 p j (i ω) z j , where ω ∈ R and z ∈ T. A first approach consists in considering z = u + i v, where u, v ∈ R, which yields f (i ω, u + i v) = R(ω, u, v) + i I (ω, u, v), where R and I are two polynomials with real coefficients. Thus, we have to compute the real solutions (ω, u, v) of the following polynomial system:
Generically, the above system is zero-dimensional, i.e., it only admits a finite number of complex solutions. Standard computer algebra methods, particularly the so-called Rational Univariate Representation (RUR) [25] , can be used to obtain certified numerical approximations of the real solutions of (2).
For an efficiency issue, it is important to reduce the number of the indeterminates (ω, u and v) of (2) . To do that, we use the so-called Möbius transform defined by:
Substituting e −τ i ω by
x−i x+i into f (i ω, τ) and cleaning the denominators, we obtain a polynomial of the form R(ω, x) + i I (ω, x), where R and I are two polynomials in ω and x with real coefficients. The critical pairs can then be computed by first solving the following system formed by two polynomial equations in two variables:
Accordingly, the critical delays can easily be obtained as follows:
Thus, the computation of the critical pairs is reduced to searching for the real solutions of the polynomial system (3).
Remark 1 Since z = 1 is sent to ∞ by the above Möbius transformation, this case, which corresponds to τ k ω = 2 k π, where k ∈ Z, can be independently studied. The quasipolynomial f then becomes the pure polynomial f (i ω, 1) = ∑ l j=0 p j (i ω) in ω whose real roots can be isolated using, e.g., classical bisection algorithms [7, 26] .
Remark 2 The Rekasius transformation is defined by mapping e −τ i ω to [19, 20] and the references therein). Note that the Rekasius transformation can be seen as a particular Möbius transform.
In what follows, we consider the case of the Möbius transformation (the approach being similar for the Rekasius transformation). Let us now consider the polynomial system (3). Without loss of generality, we can assume that (3) admits only a finite number of complex solutions, which means that the polynomials R and I do not have a non-trivial common factor (see Theorem 1 below for the computation of gcd(R, I )). Our objective is to develop an efficient approach for the certified computation of the real solutions of (3) by means of modern computer algebra methods.
We note that the ω-coordinate of the solutions of f (i ω, τ) = 0 (called the imaginary roots of f ) is a root of the resultant Res x (R, I ) of R and I with respect to the variable x. Let us recall the definition of
, i.e., the a i 's and b j 's belong to A . Let us suppose that a p = 0 and b q = 0 so that deg x R = p and deg x I = q, and p ≥ q.
| deg x P ≤ n} be the set of polynomials with degree at most n and {x i } i=0,...,n the standard basis of the free A -module A[x] n of rank n. We set A[x] n = 0 for negative integer n. For 0 ≤ k ≤ q, we can consider the following homomorphism of free A -modules:
Using the standard basis of
and identifying the polynomial
where the matrix S k is the matrix defined by:
To be coherent with the degree of polynomials, we attach index i − 1 to the i th column of S k so that the index of the columns goes from 0 to p + q − k − 1.
Definition 1 For 0 ≤ j ≤ p + q − k − 1 and 0 ≤ k ≤ q, let sr k, j be the determinant of the submatrix of S k formed by the last p + q − 2 k − 1 columns, the column of index j and all the p + q − 2 k rows. The polynomial Sres k (R, I ) = sr k,k x k + . . . + sr k,0 is the k th subresultant of R and I , and its leading term sr k,k is the k th principal subresultant of R and I . The matrix S 0 ∈ A p+q)×(p+q) is the Sylvester matrix associated with R and I and Res x (R, I ) = det S 0 is the resultant of R and I .
Remark 3 For k < j ≤ p + q − 2 k − 1, we note that sr k, j = 0 since sr k, j is the determinant of a matrix having twice the same column. Moreover, we can check that we have:
is an integral domain, we can consider its field of fractions Q(A) = K(ω) and the Euclidean domain B = Q(A) [x] . Since R, I ∈ B, we can define the greatest common factor gcd(R, I ), which is defined up to a non-zero element of Q(A), so that we can suppose that gcd(R, I ) ∈ A.
Theorem 1 ([1])
The first Sres k (R, I ) such that sr k,k = 0 is equal to gcd(R, I ).
Theorem 2 ([1])
The roots of Res x (R, I ) are the projection onto the ω-axis of the common solutions of R and I and the common roots of a p and b q .
Inria
If we want to check whether or not (3) admits imaginary roots, we can first compute Res x (R, I ) and then check whether or not Res x (R, I ) admits real roots. A method to do that is, for instance, to use the Descartes rule of sign [26] . If f (i ω, τ) does not admit solutions with real ω-coordinates, then it means that the stability of the system is independent of τ. We can then set, for instance, τ = 0 in f (s, τ) and then apply the Routh-Hurwitz criterion to the univariate polynomial ∑ l j=0 p j (s).
Example 1 Let us consider f (s, τ) = s + 2 + e −τ s . Applying the Möbius transformation to
we obtain R = −ω + 3 x and I = ω x + 1. Then, we get Res x (R, I ) = ω 2 + 3 whose solutions are complex. Considering τ = 0, f (s, 0) = s + 3 is stable which proves that f is stable independently of the delay.
If K = Q, R or C, then a convenient way to express the solutions
of the polynomial system (3) is to use the so-called Rational Univariate Representation (RUR) [25, 27] , that is the following one-to-one mapping
between the solutions V ( R, I ) of (3) and the roots V ( f a ) := {t ∈ K | f a (t) = 0} of a certain univariate polynomial f a . In order to achieve the one-to-one condition, the representation (5) is computed with respect to a so-called separating linear form
takes different values when evaluated at the different points of V ( R, I ). Using (5), the solutions of V ( R, I ) are then defined by the following rational parametrization
where f a , g a , g a,ω , g a,x ∈ Q[t] and f a and g a satisfy gcd( f a , g a ) = 1.
Computing a RUR requires solving the following two problems:
• Find a separating linear form t = a 1 ω + a 2 x for V ( R, I ).
• Given a linear form t = a 1 ω + a 2 x ∈ Q[ω, x], compute a RUR-candidate, that is to say the polynomials f a , g a , g a,ω and g a,x .
Computation of the RUR-candidate. Given a polynomial h in Q[ω, x] (not necessarily separating), a RUR-candidate with respect to h can be computed using an algorithm given in [25, 27] . This algorithm requires the knowledge of a K-basis of the finite K-vector space A := K[ω, x]/ R, I and a reduction algorithm which computes normal forms modulo the ideal R, I [8] . In order to explicitly characterize the polynomials appearing in the RUR-candidate, we first define the Q-endomorphism defined by the multiplication by h ∈ Q[ω, x] in A , i.e., we consider m h : A −→ A defined by m h (p) = h p, where p denotes the residue class of p ∈ Q[ω, x] in A (i.e., modulo R, I ). A representative of p is the normal form of p with respect to the Gröbner basis of R, I . For more details, see [8] .
Given a K-basis {e 1 , . . . , e n } of A − which can be deduced from a Gröbner basis computation of R, I for the graded reverse lexicographic order [8] − we can compute the (n × n)-matrix M a 1 ω+a 2 x associated to m a 1 ω+a 2 x . The polynomial f a of the RUR-candidate is defined as the characteristic polynomial of the matrix M a 1 ω+a 2 x . If f a :=
Finding of a separating linear form. For the computation of a separating polynomial of V ( R, I ), a critical remark is that the number of non separating elements is bounded by m = n (n − 1)/2, where n denotes the cardinal of V ( R, I ), that is the number of lines passing by two distinct points of V ( R, I ). Thus, a separating form can always be found among the set {t = ω + a x | a = 0, . . . , m}. On the other hand, the Bezout theorem [1, 8] states that for polynomials R and I of total degree respectively d 1 and d 2 , the cardinal of V ( R, I ) is bounded by d 1 d 2 . Hence, a strategy for computing a separating element for V ( R, I ) is to consider m :
distinct integers a and for each a, compute the number of distinct roots of the polynomial f a (see above), i.e., the degree of its squarefree part f a , and finally select an a for which this number is maximal. This ensures that the degree of f a is equal to the cardinal of V ( R, I ), and thus that the roots of f a are in bijection with the points of V ( R, I ). This strategy is actually time-consuming since it requires the computation of m characteristic polynomials as well as their squarfree parts. In practice, noticing that an arbitrary chosen linear form is separating with high probability, one prefers a strategy that consists in choosing randomly a linear form and testing that it separates the points of V ( R, I ) a posteriori of the computation of a RUR-candidate. This test is based on the fact that a linear form t is separating for V ( R, I ) if and only if the polynomials u ω := g a ω − g a,ω and u x := g a x − g a,x vanish on all the points of V ( R, I ), i.e., belong to the radical of R, I [8] . In computational terms, this condition can be translated into (Trace(M u ω e i )) i=1,..,n = (0, . . . , 0) and (Trace(M u x e i )) i=1,..,n = (0, . . . , 0) [25, 27] .
Efficient RUR algorithm. The above algorithm for the computation of the RUR is designed for general zero-dimensional systems and is thus not optimized for the specific system (3) formed by two polynomials in two variables (i.e., ω, x). The computation of a Gröbner basis of R, C , required for the computation of the RUR-candidate as well as for the separating form, is usually time-consuming. Alternatively, we propose below an efficient method, developed in [4] , that computes a decomposition of the solutions of (3) into univariate representations. This method avoids the computation of a Gröbner basis. This method first consists in applying a change of variables on the variables (ω, x) and then using resultants and subresultants polynomials to compute parametrizations of the solutions of (3). These parametrizations then encode the solutions of the system in a one-to-one correspondence with the roots of a univariate polynomial provided that the change of variables shears the system into generic position. Let us introduce this last definition.
. If S denotes the cardinality of a finite set S, then the system {R, I } is said to be in generic position if we have:
Let us start with the following theorem which shows that there exists t = ω + a x such that, up to a factor in Q, the polynomial f a is equal to the resultant of two polynomials obtained from R and I after a change of variables.
where a ∈ Z is such that the leading coefficient of R and I with respect to x are coprime. Then, the resultant of R and I with respect to x is then equal to
where c ∈ Q and µ(α 1 , α 2 ) denotes the multiplicity of (α 1 , α 2 ) ∈ V ( R, I ) [8] .
Given a linear form t = ω + a x, it can be shown that it is separating for V ( R, I ) if and only if the system {R , I } is in generic position (see Definition 2). Algebraically, this means that for each root α of Res x (R , I ) (where R and I are defined as in Theorem 3), the gcd of R (α, x) and I (α, x), denoted G (α, x), has exactly one distinct root.
To check the above genericity condition, we consider a triangular description of the solutions of {R , I } given by a finite union of triangular systems:
Such a triangular description can be obtained via a triangular decomposition algorithm based on the resultant and subresultant polynomials (see Algorithm 1 of [4] for more details). Such a triangular decomposition yields a set of triangular systems of the form {r k (t), Sres k (t, x)} k=1,...,l , where l = min{deg x R , deg x I }, Res x (R , I ) = ∏ l k=1 r k (t), r k ∈ K[t] is the factor of Res x (R , I ) (possibly equal to 1) whose roots α's satisfy the property that the degree of G (α, x) (i.e., the gcd of R (α, x) and I (α, x)) in x is equal to k and Sres k (t, x) = ∑ k i=0 sr k,i (t) x i is the k th subresultant of R and I . Once a triangular decomposition {r k (t), Sres k (t, x)} k=1,...,l of {R , I } isÂ computed, the genericity condition is equivalent to the fact that Sres k (t, x) can be written as (a k (t) x−b k (t)) k modulo r k (t), with gcd(a k , b k ) = 1. The next theorem checks this last condition.
. Define the polynomials R (t, x), I (t, x) as in Theorem 3, and let {r k (t), Sres k (t, x)} k=1,...,l be the triangular decomposition of {R , I }. Then, {R , I } is in generic position if and only if we have
for all k ∈ {1, . . . , l} and for all i ∈ {0, . . . , k − 1}.
If {R , I } is in generic position, i.e., if (7) are satisfied, then we obtain that
with gcd(a k , b k )= 1. An explicit expression for x can be obtained by differentiating (k −1)-times Sres k (t, x) with respect to x, which yields
. Finally, the solutions of the system {R, I } can be parametrized as follows:
Numerical approximations. Once a RUR of the solutions of (3) is computed (respectively a parametrization by means of the subresultants (8)), we can obtain certified numerical approximations of these solutions by first isolating the real roots of f a (resp., r k ) by means of intervals using, for instance, the algorithm in [26] , and then substituting these intervals into the rational fractions g a,ω /g a and g a, x /g a (resp., t − a sr k,k−1 (t)/k sr k,k (t) and −sr k,k−1 (t)/k sr k,k (t)) in order to get isolating intervals for the coordinates ω and x of the solutions of (3). Moreover, substituting these intervals into (4) yields intervals for the delays corresponding to each solution.
An efficient algorithm for the RUR computation is implemented in the Maple command Rational UnivariateRepresentation of the Groebner package. The computation of the parametrization (8) is done in the external library RS [28] . Moreover, the numerical approximations of the solutions, obtained by means of a RUR, can be computed using the Maple command Isolate of the package RootFinding with the option Method="RS" and Output="interval".
Example 2
We consider f (s, τ) = e −3 τ s − 3 e −2 τ s + 3 e −τ s + s 4 + 2 s 2 studied in [16] . To compute the critical pairs of f , we consider the polynomial system
obtained by substituting s = i ω and e −τ i ω =
x−i x+i into f (s, τ) and separating the real and imaginary parts of the numerator of the result, as well as the univariate polynomial f (i ω, 2 k π) = (ω 2 − 1) 2 (see Remark 1), whose solutions are {−1, −1, 1, 1}. The latter polynomial yields the critical pairs (i, 2 k π) and (−i, 2 k π) where k ∈ Z. Computing the RUR of (9) with respect to the separating form h = ω + x, we obtain:
Then, isolating the real roots of f a , we obtain the two real roots
which, after substitution into the rational fractions of the RUR, yields x 1 = x 2 = 0 and thus ω j = t j for j = 1, 2.
Note that the two ω-coordinates are roots of the polynomial t 4 − 2t 2 − 7 which can be solved symbolically. We then get ω j = (−1) j 1 + 2 √ 2 for j = 1, 2.
Finally, the critical delays τ j,k can then be obtained by (4) . In our case, the solutions (ω 1 , x 1 ) and (ω 2 , x 2 ) yields to τ j,k = k π ω j , where k ∈ Z and j = 1, 2.
Inria Alternatively, we can compute the parametrization (8) of (9) . Since all the solutions of (9) are simple (i.e., their multiplicities are equal to 1), this yields the following single parametrization:
The two algorithms, based respectively on the computation of (6) and of (8) , are implemented in Maple. We report below their running times (on a laptop with an Intel i-7 processor and L8 cache) for randomly generated quasipolynomials of total degree deg (i.e., the maximum of the total degree of the monomials in s and z = e −τ s in the quasipolynomial f (s, τ)) and density dens (sparse/dense). deg dens numsol timing for (6) timing for (8) In the table, the timings are the running times in CPU seconds and numsol stands for the average number of critical pairs (ω, x).
Computing Puiseux series and asymptotic stability analysis
In this section, we first provide basic definitions and algorithms for the computation of Puiseux series in the case of polynomials. This problem is well-studied in the computer algebra literature [10, 22, 23] . We then explain how these results can be adapted to the case of quasipolynomials. As shown in [16, 15] , Puiseux series can be used to effectively decide the stability of a linear time-invariant differential system with commensurate delays (multiples of τ ∈ R >0 ) when τ changes.
Let F ∈ K[X,Y ] be a bivariate polynomial, where K is a field of characteristic 0 (e.g. K = Q, R or C). In what follows, we shall assume that the polynomial F is square-free and monic in Y , i.e., as a polynomial in Y with coefficients in K[X], F has no factor of multiplicity 2 and its leading coefficient is 1. Let K denote an algebraic closure of K. With these notations, we have the following Puiseux theorem. 
such that F(X, S i j (X)) = 0 for 1 ≤ i ≤ s and 0 ≤ j ≤ e i − 1.
Over most points x 0 , the polynomial F(x 0 ,Y ) has d distinct roots. In this case, the Implicit Function Theorem ensures that the series solutions are Taylor series. Such series can be quickly computed using, e.g., quadratic Newton iterations [14] . When dealing with multiple roots over a point x 0 , this may not be the case anymore.
In what follows, we shall compute the Puiseux series using a variant of the well-known NewtonPuiseux algorithm [29, 3] , namely the rational Newton-Puiseux algorithm [10] . Let us explain the main idea of this algorithm by means of an example.
and let us compute the Puiseux series at x 0 = 0. Note that we can always be in this situation via a change of the variable X ← X + x 0 . From Theorem 5, we know that the first term of any series Y (X) is of the form α X m q , α ∈ K and (m, q) ∈ N 2 . We then get:
To get H(X,Y (X)) = 0, at least two terms of the above sum must cancel, i.e. (m, q) must be chosen so that two of the above exponents coincide.
Definition 3
The support of a polynomial F(X,Y ) = ∑ i, j a i j X j Y i is defined by:
The condition on the pairs (m, q) can be translated as follows: two points of Supp(F) must lie on the same line m i + q j = l for a certain l ∈ Z. To increase the X-order of the valuation, there must be no point under this line. This leads us to the following definition.
is the lower part of the convex hull of its support Supp(F).
Example 3 (continued)
As illustrated in the figure below, N (H) is given by two edges: ∆ 1 = ((6, 0), (2, 2)) − corresponding to the line i + 2 j = 6 (i.e. m = 1 and q = 2) and ∆ 2 = ((2, 2), (0, 4)). The points of Supp(H) belonging to ∆ 1 are (6, 0), (2, 2) and (4, 1). We have
Since we want to increase the T -order of H(T 2 , αT ), we must set α equal to a root of P = Z 6 − 2 Z 4 + 4 Z 2 . We first note that P ∈ K[Z 2 ]. Indeed, by construction, the polynomial P always belongs to
Note also that 0 is a root of P and we are not interested in this root (we shall get the first non-zero term of the associated Puiseux series by considering the edge ∆ 2 ). For these reasons, only the roots of the polynomial φ = T 2 − 2 T + 4 are interesting. This polynomial is called the characteristic polynomial of ∆ 1 . The Newton polygon N (H)
, where i 0 is the smallest value such that (i 0 , j 0 ) belongs to ∆ for some j 0 .
Computing more terms. Let us sum up the computation of the first non zero term of the Puiseux series of F at 0: we first compute the Newton polygon N (F) of F, then the characteristic polynomial φ ∆ for all the edges ∆ of N (F), and finally compute the roots of these polynomials. Note that we assume that we can decide whether or not a coefficient of F is 0 to be able to certify the correctness of our computations. At the end of this section, we shall briefly discuss a symbolic-numeric strategy developed in [21, 22] to overcome possibly costly symbolic computations. Figure 1 : Geometry of a change of variables: each diagonal becomes an horizontal line.
Assuming the generalization of the above results for quasipolynomials (see the next paragraph), if one of the roots of the characteristic polynomial leads to a purely imaginary coefficient for one of the Puiseux series (in the sequel, such a root is denoted by ξ ), we then have to compute its next term to decide on the stability of the differential time-delay system. This can actually be done by applying the above strategy to F X,Y + ξ
To avoid taking a q th root of ξ , following [10, section 4], we can consider the following polynomial
where u, v ∈ Z are such that u q − m v = 1 and m i + q j = l with (i, j) ∈ ∆. Figure 1 illustrates such a transformation.
Let us now introduce the concept of a rational Puiseux expansion.
Definition 6 A rational Puiseux expansion over K of F above 0 is a pair of non-constant formal power series (X(T ),Y (T )) = λ T e , ∑ ∞ j=0 β j T j such that:
1. e > 1 and λ = 0.
(X(T ),Y (T )
) is a parametrization of F, i.e., F(X(T ),Y (T )) = 0.
3. The parametrization (X(T ),Y (T )) of F is irreducible, namely e is minimal:
From a rational Puiseux expansion of F, we can deduce e Puiseux series:
Next page, the rational Newton-Puiseux algorithm [10, 22] , which computes truncated rational Puiseux expansions of F(X,Y ) = 0 at x 0 = 0, is given. It uses the subroutine Factor(K, φ ), that given a field K and φ ∈ K[T ], returns a finite set {(φ i , M i )} i∈I of its irreducible factors and the associated multiplicities, i.e. φ i ∈ K[T ] is a monic and irreducible polynomial and
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Input: F ∈ K[X,Y ], monic and squarefree with K a field π the result of previous computations (π = (X,Y ) for the initial call) Output: Truncated rational Puiseux expansions of F 1 R ← {};
// results of the algorithm will be grouped in R 2 foreach ∆ ∈ N (F) do 3 Compute m, q, l ∈ N s.t. q and m are coprime and m i + q j = l for all (i, j) ∈ ∆; 4 Compute (u, v) ∈ Z 2 such that u q − m v = 1 and φ ∆ associated to ∆ (see Definition 5);
Consider a new symbol ξ satisfying φ (ξ ) = 0;
where c ∈ K and M i ∈ Z >0 for i ∈ I. The quasipolynomial case. As mentioned in [15] , we can approximate the quasipolynomial by truncated power series. In [22, 23] , it is shown that truncation bounds exist to ensure the exactness of the Puiseux series. A first answer is therefore to compute such an approximation and then apply the standard algorithm explained above.
For the computation of the first term, we can replace any coefficient access in the polynomial case by an evaluation of some derivatives of the quasipolynomial [15] . For instance, if f (s, τ) is a quasipolynomial, then For higher order terms, instead of evaluating the derivatives of f at a point, we can evaluate f at the truncated Puiseux series already computed (e.g., via the parameter π of Algorithm RNPuiseux). It would also be interesting to develop such a strategy and compare the two approaches.
Finally, the condition on line 8 in Algorithm RNPuiseux has to be changed. Indeed, the aim of this algorithm is to desingularize the curve F(X,Y ) = 0, i.e., to stop when the multiplicity of the root ξ is 1. In our context, we stop when the computed coefficient has a non-zero real part. This can happen before or after the condition M = 1 is reached.
A symbolic-numeric strategy. In [21, 22] , a symbolic-numeric strategy was developed to compute a numerical approximation of the Puiseux series coefficients with correct exponents. Roughly speaking, the idea is to first compute the Puiseux series modulo a well-chosen prime number, which gives the structure of the series (exponents, etc.), and then to use it to conduct purely numeric operations. Adapting this strategy to quasi-polynomials is an interesting challenge which will be studied.
Examples. We implemented a Maple prototype to compute the Puiseux series of a quasipolynomial. Note that this is a symbolic algorithm. We illustrate the results with examples and we show the logs of some computations (including the timing).
Example 4
We consider again the quasipolynomial defined in Example 2 and compute its Puiseux series at (τ 0 , s 0 ) = (2 π, i). We get the following: The coefficient growth is important in this example. For instance, the root ξ that is not written above is: This explains that the running time is longer than for Example 4. This fact advocates for the development of an efficient symbolic-numeric strategy.
