Tensor network states and specifically matrix-product states have proven to be a powerful tool for simulating ground states of strongly correlated spin models. Recently, they have also been applied to interacting fermionic problems, specifically in the context of quantum chemistry. A new freedom arising in such non-local fermionic systems is the choice of orbitals, it being far from clear what choice of fermionic orbitals to make. In this work, we propose a way to overcome this challenge. We suggest a method intertwining the optimisation over matrix product states with suitable fermionic Gaussian mode transformations, hence bringing the advantages of both approaches together. The described algorithm generalises basis changes in the spirit of the HartreeFock methods to matrix-product states, and provides a black box tool for basis optimisation in tensor network methods.
INTRODUCTION
Capturing strongly correlated quantum systems is one of the major challenges of modern theoretical and computational physics. Recent years have seen a surge of interest in the development of potent numerical methods based on tensor networks to approximate ground states of interacting lattice models [1] [2] [3] [4] [5] [6] [7] , building upon the success of the density-matrix renormalisation group (DMRG) [1] . It has become clear that such ideas would also be applicable to fermionic systems [8] [9] [10] , and even to systems of quantum chemistry [11] [12] [13] [14] [15] [16] [17] [18] [19] , lacking the locality present in lattice models in condensed-matter systems. Such tools allow in principle to approximate the full configuration interaction solution to good accuracy with reasonable effort, going in instances beyond more conventional approaches to quantum chemistry, such as coupled cluster [20] , configuration interaction or density-functional theory [21, 22] , as convincingly shown by first implementations of DMRG algorithms in quantum chemistry (QC-DMRG) [11] [12] [13] [14] [15] .
Yet, there is a new obstacle to be overcome: Tensor network methods have originally been tailored to capture local interactions, and consequently ground states exhibiting shortrange correlations and entanglement area laws [7] . Systems in quantum chemistry pose new challenges due to the inherent long-ranged interactions, which are present no matter in what basis the systems are expressed. New questions hence arise concerning the optimal topology and physical (orbital) basis used to construct the tensor network state [13] [14] [15] [16] [17] [18] [19] [23] [24] [25] .
In this work, we propose a novel approach towards making use of tensor network methods in quantum chemistry, by suggesting an adaptive scheme of updating basis transformations "on the fly" in conjunction with tensor network updates. In this way, we bring together advantages of matrix product states -which can capture strongly correlated states, but are tailored to short-ranged correlations and low entanglement -and fermionic Gaussian mode transformations -for which entanglement is no obstacle, but non-Gaussian correlations are. We hence go significantly beyond previous approaches towards optimising fermionic bases in tensor network approaches to quantum chemistry. Previous DMRG implementations in quantum chemistry allowing for an optimisation of the physical basis restrict the mode transformations to permutations and separate the optimisation over the basis and state such that multiple DMRG runs are necessary [26] . As a first attempt basis optimisations using a few transformations have been implemented for tree tensor networks, however, this has been found to be unstable [19] . Mixing fermionic orbitals from an active space -the space considered here -with further ones from an additional external space has also been studied [27] [28] [29] . In these approaches orbital transformations are carried out again between different DMRG runs. In contrast to this we perform the mode transformations within the active space in parallel to the state optimisation and directly optimise the entanglement structure of the tensor network.
We focus on matrix-product states, but explain in what way the idea is generally applicable. We also discuss the role of symmetries and the geometry of the problem at hand. The basis optimisation is incorporated into the standard two-site QC-DMRG and can be added to existing implementation without increasing the computational costs of the DMRG. The resulting scheme can be used in parallel to a ground state search or as a pre-processing step in which the physical basis is optimised in a first phase restricting the bond dimension of the MPS used to medium values and calculating the final ground state in the optimised basis with higher accuracy.
where c j is a fermionic annihilation operator associated to the mode labeled j satisfying the canonical anti-commutation relations {c i , c j } = 0 and {c † i , c j } = δ i,j . p denotes the number of different fermion species present for each of the n orbitals, e.g. spin up and down electrons. The one particle modes form the basis of single particle Hilbert space H np . Any fermionic state will be an element of the fermionic Fock space
where ∧ denotes the exterior product and ∧ 0 H np = C, with a basis formed of all Slater determinants |x , where x ∈ {0, 1} np , of the initial single particle modes. We refer to this basis as the physical basis. The Jordan Wigner transformation establishes an isomorphism between F and the Hilbert space of n qudits H Allowing for a bond dimension which scales exponentially with the system size n in the center of the chain, every quantum state of the lattice can be written as in Eq. (3) [30] . Restricting the maximal bond dimension along the chain to a fixed value D max creates a sub-manifold M Dmax of the full state space containing states which are efficiently representable on classical computers. Approximations of the ground state of a given Hamiltonian within this sub-manifold can be found using the density matrix renormalisation group algorithm (DMRG) which, as an alternating least square method, optimises the entries of the MPS tensors (A [m] ) m iteratively [25, [31] [32] [33] .
The freedom one has in this construction is a redefinition of the fermionic modes by a linear transformation. Linear transformations of a set of fermionic annihilation operators {c i } to a new set {d i } satisfying the canonical anti-commutation relations are captured by
with a unitary mode-transformation U ∈ U (np). This change of the single particle modes induces a transformation of the physical basis of F. Under this change
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Illustration of the general ansatz-class of an MPS with varying basis of the physical Hilbert spaces, where g(U ) is a Gaussian transformations defined by a mode transformation U ∈ U (np) as described in the main text.
of basis a fermionic state vector |ψ(1) transforms to |ψ(U ) = G(U )|ψ (1) with the Gaussian unitary transformation We now turn to describing ground states of fermionic Hamiltonian models with MPS expressed in a given basis, where the approximatability of the states strongly depends on the choice of basis [23, 24] . Specifically, denoting the Hamiltonian written in terms of the transformed modes by
† HG(U ), we are interested in the solutions of
Note that the Hartree-Fock method is readily included in Eq. (5), when |ψ is restricted to be a Slater determinant and hence enclosed in the case of D max = 1. Identifying the optimal or close-to optimal basis for a general Hamiltonian and D max in the sense of Eq. (5) would provide a deeper understanding of the entanglement structure of ground states appearing in quantum chemistry, but since this is a non-convex problem, approximate solutions are accessible only. Here, we take an approach that iteratively finds close to optimal solutions numerically.
COMPOSITIONS OF LOCAL MODE TRANSFORMATIONS
In order to calculate approximations to the solutions of Eq. (5) and avoiding stability and performance issues of a direct global optimisation, we perform successive local mode transformations in parallel to a two-site QC-DMRG and use a few additional global re-orderings of the orbitals as in Refs. [24, 26] to leave local minima during the optimisationprocess. Given a state vector |ψ , a site-index m ∈ [n−1] and a cost function f m which will be discussed below we solve (6) with 1 k denoting the k−dimensional identity matrix and V ⊂ U (2p) needs to be chosen depending on the symmetries of the system. The global basis change is then composed of local unitaries which are solutions of (6) for different m and act non-trivially on overlapping areas of the lattice and intermediate global reorderings of the lattice-sites found as in Ref. [23, 26] .
The cost function is chosen according to the following paradigm. The bond dimension needed for a bipartition of the system to approximate a state up to a predefined accuracy can be upper bounded using the Rényi entropies S α (ρ red ) of the reduced state for α < 1 [34] , where S α (ρ) = log trρ α /(1 − α). We therefore iteratively minimise the S 1 2 entropy over the chosen bipartition by using the cost function f 
alytically and efficiently in the bond dimension as shown in the appendix. The optimisation of S 2 will not lead to certified bounds on the required bond dimension, but will favour stronger decays in the Schmidt spectrum similar as the minimisation of S m has to by applied in the case of a higher dimensional optimisation set V which appear for p > 1 if the system lacks symmetries. Both the choice of the cost function and symmetries influence the choice of V as argued in the following.
Optimisation set: Role of symmetries
In the presence of symmetries, choosing a physical basis which can be labeled by good quantum numbers, a sparsitystructure is induced on the coefficient tensors of the Hamiltonian by decoupling different symmetry sectors and on the MPS tensors if symmetric MPS are used. These sparsity structures render QC-DMRG calculations more efficient. Only mode transformations which commute with the generators of the symmetry transformations will preserve the structure imposed by the symmetry.
In general QC-DMRG algorithms only exploit a subgroup of the full symmetry group of a specific Hamiltonian, such as conservation of the total number of particles, spin reflection symmetries, Abelian point group symmetries, conservation of the number of particles of each species or a SU (2) spin rotation symmetry [1, 16, [35] [36] [37] [38] and corresponding references in Ref. [25] . Here, we consider the case of particle number conservation of each species, which is an abelian symmetry and allows therefore for an easy implementation of symmetric MPS [39] . The symmetry group in this case is given by U (1) ×p with the representation S = { p k=1 e iφ k 1 n |φ j ∈ R}. The structure preserving transformation are then given by transformations U ∈ U (np) which can be written as U = p k=1 U k where U k ∈ U (n) acts only on modes of the species k. If the full SU (2) symmetry accounted for, only mode transformations of the form U = U ⊕p n with U ∈ U (n) are admissible.
Optimisation set: Role of the cost function
The cost functions f m chosen above are invariant under certain mode transformations and hence the solution of (6) will be not unique. As the chosen cost functions depend only upon the Schmidt-spectrum of the state for a cut between sites m and m + 1, they are insensitive to mode transformations of the form U m ⊕ U m+1 with U q ∈ U (p) acting only on the modes associated to the lattice site q. We can therefore restrict the optimisation in Ref. (6) to the set of left cosets U (2p)/U (p) × U (p) which is isomorphic to the Grassmann manifold G(2p, p). Efficient implementations of optimisation algorithms such as the conjugate gradient method within Grassmann manifolds using 2p 2 parameters are described extensively in Refs. [40, 41] . If we restrict ourselves to mode transformations which preserve the U (1) ×p -symmetry, the relevant mode transformations are parametrised by p k=1 G(2, 1), leaving 2p optimisation parameters in each step. Focussing on this case here with medium valued maximal bond dimension, we can obtain U loc opt of f (1) m by using gradient free schemes such as the NelderMead method, due to the small number of parameters. Once the number of parameters in the optimization problem is increased, gradient methods as presented in the appendix are needed.
Algorithm
Combined with an approximation of the ground state of a given Hamiltonian, local mode transformations naturally extend a two-site DMRG. A single two-site DMRG step results in a blocked tensor A [m,m+1] ∈ C If we allow for a local mode transformation before the blocked tensor is decomposed, the truncation error can be reduced. The MPS representation of a state contains a gaugeinvariance which can be used to chose the representation in different canonical forms [2, 42] . We use, as usual for QC-DMRG implementations, that the MPS-representation of a given state can be brought to a mixed normalised form, i.e. 
Operators such as the Hamiltonian can be transformed efficiently using their second quantised representation. 
As most operators of practical interest, e.g., the Hamiltonian, contain terms with small s and r those transformations can be implemented easily and efficiently; in a time scaling as O((np) s+r−1 ) for transformations as above. Standard QC-DMRG algorithms use complementary operators [12, 14, 15] in order to reduce the computational cost of each DMRG step. In the appendix we show that complementary operators transform similar to Eq. (10) under local mode transformations and argue that local mode transformation can be found and applied in a time not exceeding the computational cost of a single DMRG step. This allows us to keep the structure and the computational complexity of the two-site DMRG algorithm and perform basis optimisations essentially for free with the algorithm in Table I . Note that typically in Eq. (6), we can only identify local minima using standard tools. Therefore the improvement check in line 4 in the scheme is necessary to ensure convergence in basis.
NUMERICAL RESULTS
We use a two-site QC-DMRG implementation as described in Ref. [14] adapting the basis of the physical spaces using the algorithm described above. For some specific cases the optimal basis for low rank approximations of the ground state can be identified. Restricting the the bond dimension to D max = 1 we reliably recover the Hartree-Fock basis starting from a randomly picked initial configuration. Numerical test suggest that the number of optimisation steps needed in order to reach a predefined relative error in the energy scales as (np) 3 . Increasing the local dimension d, e.g. by considering spin degenerate orbitals, introduces more variational parameters for the basis-optimisation and reduces the number of transformations needed.
As quantum chemical system we have chosen a Beryllium ring built from six Be atoms which has been recently investigated in order to study Metal-Insulator like Transition (MIT) in pseudo-one-dimensional systems, i.e. through the ab initio QC-DMRG method [24] . The role of different physical bases on the convergence properties of QC-DMRG method has been analysed in terms of the corresponding entanglement patterns. The canonical Hartree-Fock (HF) orbitals as well as localised orbitals obtained from a unitary transformation of the HF basis have been studied. At large interatomic distances considered in the present work, the HF configuration consists of doubly occupied linear combinations of (almost) pure 2s orbitals. The Foster-Boys localisation [43] has been used to minimise the spatial extension of both the occupied and virtual HartreeFock orbitals using a suitable basis transformation. The resulting localised orbitals form an atom-like 2s and 2p basis and have been found to allow for a very efficient approximation of the ground state using DMRG. Hartree-Fock calculations, the Foster-Boys localisation procedure and generation of integral files for the DMRG calculations were all performed using the MOLPRO quantum chemistry package [44] . The atomic basis sets employed consisted of 1s, 2s and 2p functions only, and 1s orbitals were always kept frozen. A basis set relying on cc-pVDZ [45] where only two contracted s functions and one contracted radial p function has been used.
Starting in the Hartree-Fock basis we optimise the physical basis by using the algorithm described in Table I Mutual information of a converged Dmax = 90, U (1)−symmetric MPS approximation of the ground state with 12 electron within the basis found. For the basis optimisation we repeat twice the sequence of approximating the ground state in the current basis, perform 1000 DMRG steps with mode transformation followed by a single reordering of the modes as described in Ref. [26] . As cost function we have chosen the vector one norm of the Schmidt spectrum f (1) m and used mode transformation that respect the U (1) × U (1) symmetry. In the new basis we able to approximate the ground state energy with Dmax = 90 up to a relative error of ∆E = 2 × 10 −5 , while in the canonical HF basis we only reach an accuracy of ∆E = 10 −3 . In addition the underlying structure of six internally strongly correlated systems which are almost decoupled among each other is nicely revealed. Plots of the mutual information present in ground state approximations within the two different bases identified in Ref. [24] are presented in the appendix for comparison.
re-orderings of the modes as described in Ref. [26] . Analogous to Ref. [24] we plot in Fig. 2 the mutual information I(q, r) = S 1 (q) + S 1 (r) − S 1 (q, r) of orbitals q, r ∈ [n] with q = r, where S 1 (I) denotes the von Neumann entropy of the reduced state ρ I = tr [n]\I ρ. The resulting basis identified here and the localised basis found in Ref. [24] share very similar features. In both bases the approximability of the ground state is significantly and similarly improved compared to the Hartree-Fock basis and the ground state approximation show roughly the same correlations in the mutual information. Different from Ref. [24] we perform the basis change without using any heuristic assumptions, such as the preference of a localised basis, but directly tailor the basis to the needs of tensor network methods in an algorithmic fashion. This example hence exemplifies the power of the proposed method, for a physical system where a good benchmark is known. Note that the reordering of the modes allows us to leave local minima of the global optimisation problem, however are not sufficient to perform the presented basis change on their own.
CONCLUSION AND PERSPECTIVES
In this work, we have presented a scheme that adapts the physical basis an MPS is formulated in by applying Gaussian transformation. Incorporating local Gaussian transformations into the two-site DMRG algorithm allows us to optimise both the basis and the MPS iteratively. The resulting algorithm successfully optimises the physical basis such that better approximations of the ground state of a given system by an MPS with fixed numbers of parameters can be identified.
It should be manifest from the description of the method that the same idea is equally applicable to other tensor networks, due to the locality of the transformations: This is true exactly when the bare tensor network is efficiently contractible. In particular, tree-tensor network approaches [19, 46, 47] can readily be combined with the methods laid out here. Similarly, they are expected to be helpful for 2-d lattice systems [3, 4, 32] .
Our general strategy -of combining tensor networks with fermionic transformations -complements the recent interesting approach of Ref. [48] , which is similar in mindset, but where these two components are put together in the opposite order. There, a matrix-product operator is being applied onto a free fermionic wave function, to augment a free fermionic variational approach with tensor networks capturing strong correlations. In contrast to that approach, we here retain efficient contractibility, however. The approach taken in this work can also be seen as a variational principle that allows to find the optimal fermionic tensor network in Ref. [49] , where a fixed fermionic basis change is being made use of.
Widening the scope, these tools seem also helpful in related approaches making use of a big data machinery to capture strongly correlated quantum systems. For example, compressed sensing ideas can help finding localised Wannier functions [50, 51] , which in turn can be made use of in density functional theory [21, 22] . In conjunction with the tools developed here, a combined approach close to optimally representing fermionic correlated states seems within reach. baisis in Fig. 2 and in the localised basis of Ref. [24] show obviously strong similarities; indicating the closeness of both bases. 
