Computer-based facial recognition algorithms exploit the unique characteristics of faces in images. However, in non-cooperative situations these unique characteristics are often disturbed. In this study, we examine the effect of six different factors on face detection in an unconstrained imaging environment: image brightness, image contrast, focus measure, eyewear, gender, and occlusion. The aim of this study is twofold: first, to quantify detection rates of conventional Haar cascade algorithms across these six factors; and second, to propose methods for automatically labeling datasets whose size prohibits manual labeling. First, we manually classify a uniquely challenging dataset comprising 9,688 images of passengers in vehicles acquired from a roadside camera system. Next, we quantify how each of the aforementioned factors affect face detection on this dataset. Of the six factors studied, occlusion had the most significant impact, resulting in a 54% decrease in detection rate between unoccluded and severely occluded faces in our unique dataset. Finally, we provide a methodology for data analytics of large datasets where manual labeling of the whole dataset is not possible.
Introduction
Humans can, in general, effortlessly detect and recognize faces in the world around them. However, defining exactly what makes a face recognizable is difficult, and neuroanatomical research has shown that face detection depends on the activation of millions of neurons across six separate brain regions [1] . This requires intensive computation, for both the human brain and the artificial neural networks which have been developed to accomplish the same task. This complexity increases in at least polynomial time as the number of neurons increases [2] . A clever simplification of this task is to find the characteristic patterns of light and dark areas in images which reveal the location of the face. This strategy has proven to be remarkably effective [3] . However, it also lacks the profound robustness which hallmarks human face recognition [4] . There are many factors, both intrinsic and extrinsic to the camera, which continue to hinder robust real-time face detection in the wild.
In this study, we examine six specific factors that have been shown to affect machine recognition of human faces in images: brightness [5] , contrast [6] , focus measure [7] , eyewear [8] , gender [9] , and occlusion [10] . Efforts have been made to remove or negate some of these factors [5, 6, 11, 12] , but the major contribution of this paper is to quantify the effect of these factors on noncooperative face detection in challenging environments. This analysis serves both to highlight the importance of the negation efforts which have been made as well as to introduce new factors which have not yet been considered. This is an important study because as cameras become more ubiquitous in both government and commercial applications, the reliance on real-time face and object recognition will continue to increase. It is essential for researchers to understand how robust their algorithms are to different environmental and internal factors. This six-factor study may help those who are developing new classification and detection algorithms to account for the variability in image quality. This study is also valuable in that it provides a method for labeling a dataset which would be otherwise too large to label sufficiently. Defining methods to measure these factors and determining the impact on face recognition is a stepping stone crucial for automated data analytics of large datasets, since it increases the confidence of the conclusions and inferences drawn from the data.
Our dataset contains a broad compilation of non-ideal factors for face detection. These results are important for a number of reasons. First, they help computer vision researchers understand which factors to consider when configuring cameras for noncooperative facial recognition. Second, they suggest how to optimize these factors for face detection and recognition. Third, they indicate the factors which should be taken into account when taking cooperative photos for use in facial databases. Fourth, they help guide which research areas (e.g., sunglasses removal, face reconstruction) researchers need to focus on in the near future.
We anticipate that the classification models we have proposed can be integrated with existing software which can remove eyewear [13] , restore occluded facial landmarks [14] , and normalize problems of brightness and contrast [6] . This integration has the potential to dramatically improve face detection and recognition methods.
The organization of the paper is as follows. First, we give a brief introduction to the unique dataset used in this study. Next, we explain the detection algorithm used throughout the paper, and explain its dominance over the other algorithms we tested. We also discuss optimization techniques to maximize face detection for both precision and recall. Then, we present the six factors whose effect on this detection algorithm we will analyze: image brightness, image contrast, focus measure, eyewear, gender, and occlusion. For each factor, we report dataset distribution and effect on face detection rates. We find that four of the six factors are significant enough to take into consideration when preparing a noncooperative face detection camera configuration. We conclude with a discussion of the key findings and potential future applications of our study.
Data
In order to study the effect that various factors have on face detection, we captured over 3 million images of passengers in moving vehicles from a custom roadside camera system; this amounts to more than 200 hours of video, 2,500 unique drivers, and 31 unique optical configurations. While curating the dataset, images were pruned based on manual identification of entry and exit frames for each unique vehicle. As a result, every image in the filtered dataset is guaranteed to contain a vehicle and driver in the field of view, but may also include passengers and extraneous background elements (e.g., buildings, pedestrians, traffic signs). From this dataset, we extracted 9,688 test images from a subset of camera configurations that yielded high-quality images. This dataset presents distinctive challenges to face detection, as the images are significantly more difficult than common publicly available face datasets. Characteristics such as varying levels of face occlusion, inconsistent face pose, and brightness/contrast levels can cause problems for face detection algorithms. Another distinct aspect of this dataset is that it includes images taken using different camera configurations. In order to capture the driver's face, the cameras were positioned stationary at the front left corner of the vehicles driving past. The viewing angle of the cameras were varied between height, angle, and proximity to the vehicle. Furthermore, the cameras used various optical filters, and the brightness/contrast was adjusted. Thus, this unique dataset presents multiple challenges, and therefore is useful in determining the effects of various attributes on facial detection.
After labeling the images in our database, we used various facial detection algorithms to localize the drivers' faces in this database. Implementations include dlib, PittPatt, OpenCV, and MATLAB algorithms. For the purposes of this paper, we will report performance as the rate of true positive detections (TPR). Each of these face detectors performed differently under this metric. MATLAB gave us the best correct facial detection rate at 44.2% of the drivers' faces correctly detected in the image. This low rate of true face detection is a testament to the unique difficulty of our dataset, with photos taken of noncooperative drivers inside of vehicles.
The results from the dlib, PittPatt, and OpenCV detectors were lower than the MATLAB implementation, likely due to parameter tuning choices. Thus, we prioritize the MATLAB algorithm and use it to determine most effects. The MATLAB detector is a Viola-Jones cascade framework with Haar features to encode facial features. This is a popular technique used by many object detectors. The detector was trained to look for faces from 20x20 pixels and larger. The algorithm looks for facial characteristics at the minimum face size, then increases the face size and looks again. This continues until the maximum face size is reached. Parameters which can be adjusted are the minimum and maximum face size in pixels, the merging threshold, and the scale factor. The merging threshold determines how many overlapping candidate detections are required before a face is identified. The scale factor designates the step width between face sizes. The parameters were uniquely tuned for each camera configuration in the image dataset.
Detection rates are determined only from the faces of drivers. Many of the images also contain passengers and pedestrians in the frame, but these potential detections were ignored when computing overall statistics. False detections commonly occur in regions that have changes in contrast similar to those found on a face. When the MATLAB detector was run on our custom dataset, it correctly detected a face in 4,437 out of 9,688 images (45.8%). Even though this number seems low, there are, on average, 5 to 10 images of each driver, and only one detection is needed. Thus, if we detect faces on 45.8% of the images, we are potentially detecting 2 out of 5 or 4 out of 10 images of each driver. If we look at the number of detections on a per driver basis, the results indicate that 1,401 out of 1,961 drivers were detected (71.4%). Although the reported detection rate is low compared to previous work on public datasets, it is important to consider the unique challenges present in the dataset under study. Having established the baseline for our detection algorithm, we now report how each of the factors we studied affect the rate of detection. We will report each factor independently and in this order: image brightness, image contrast, focus measure, eyewear, gender, and occlusion (see table above). Except for image brightness and image contrast, which can both be computed reliably, each of these categories has been manually classified. We assume (and have done our best to verify) perfect manual classification. The first three categories are related to image quality, while the final three have to do with image features. Next, we show results unified across the different factors, and show the best and worst case scenarios for image parameters. Finally, we present an analysis of our results. The purpose of this analysis is threefold: first, to make sense of the discrepancies we observe in detection rates; second, to develop guidelines and best practices for future noncooperative face detection efforts; and third, to propose methods of automatically labeling datasets whose size prohibits manual labeling.
Effects of Classifications on Detection
In order to accurately determine the effect various attributes have on facial detection, it is preferred to compare the detection of a certain classification type while leaving other variables constant. For example, low brightness > high brightness to find the effect of eyeglasses on face detection, it is necessary to compare faces with the same gender and occlusion type but different eyewear types. This results in a more informative statistic which directly relates to the eyewear on the face. Thus, we finish this section with an analysis of all the factors together, and report true positive detection rates for all combinations of brightness, contrast, focus measure, gender, eyewear, and occlusion. We conclude that the occlusion factor type has the most significance in the success of the face detection algorithms (see Sec 4.6).
Brightness
The amount of perceived light radiating or reflecting off a face in an image, referred to as the image brightness, can significantly impact the ability of computer algorithms to detect the face. Figure 1 demonstrates how images of drivers in moving vehicles can drastically vary in brightness. These variations can be due to a number of factors, including camera exposure time, optical filter selection, windshield angle, sunlight, and other environmental factors such as trees or headlights that may cause shadows or glare. In order to assess how brightness affects face detection, we focus on four statistical measures of brightness, including the minimum, maximum, mean, and median. Figure 2 illustrates the distribution of detected and undetected faces in our dataset for each of these brightness metrics. One key takeaway from these histograms is that as the minimum, mean, and median brightness increase, more faces go undetected. Also, the spike in the maximum brightness plot may indicate that many images are oversaturated, which could inform hardware design and selection of optical filters for data capture. Another way of viewing detection performance as a function of brightness is to compute true positive rates of detection for bins of brightness levels, as depicted by the histograms in Figure 3 . These distributions confirm the notion that as the minimum brightness increases, detection rate decreases. Similarly, detection rate is lower when maximum brightness is too low. In other words, if images are too dark or too bright, the probability of detecting faces declines.
On our dataset, we find that optimal true positive rate of detection is achieved with brightness minimum is between 0.43-0.45, maximum is 0.75-0.77, and median is 0.65-0.67. Exact values of minimum, maximum, and median brightness will be dataset specific, but these values give suggestions for which range of values to keep image brightness values. Notice that the optimal brightness is slightly above 0.5, suggesting that while moderate brightness values are best, it is better to err on the side of lightness rather than darkness. From these empirical values, we can determine that for an 8-bit face image, the face pixel intensities need at least 62 intensity levels or 36 dB of dynamic range. Notice also that there is a large range of average brightness for which there is little change in true positive rate, which indicates that image brightness may not be the strongest determining factor for face detection. 
Contrast
There are many alternate definitions of image contrast [15] . For our purposes, we chose to use the Michelson definition, namely
where I min and I max are the pixels with the lowest and highest intensities, respectively. Intuitively, this metric represents the scaled difference between the brightest and the dimmest pixel. This is a computationally simple metric that yields an accurate identification of contrast in small images (see Fig 4 for sample images) .
Similar to our prior analysis of image brightness, the histograms in Figure 5a illustrate the contrast profiles for detected and undetected faces in our dataset, and Figure 5b shows the true positive rate as a function of contrast. On our dataset, true positive detection rate is maximized with a contrast value within the range 0.29-0.31. The sharp decline of detection rate at very low levels of contrast is expected, but these results also indicate that extremely high levels of contrast may lead to fewer detections as well, which is a bit counterintuitive. Upon further inspection, though, this makes sense since high contrast tends to be the result of either specular or physical occlusions. Also, if an image exhibits high Michelson contrast, it does not mean the contrast is localized areas that are most useful for detecting faces. For instance, face detectors often have strong bias toward the typical high contrast of the eyes to the forehead and cheeks or the face boundary to the background. In the last image of the second row in Figure 4 , however, the highest contrast is a result of the driver's fingers and hair. Thus, moderate levels of contrast are likely desirable, but users should be aware of potential high-contrast artifacts that may negatively impact detection.
Focus Measure
High levels of blurriness in images have proven to be detrimental to face detection algorithms that incorporate moving images in their datasets [16] . The are two sources of blur, focus and motion blur. Focus blur happens when the object is outside the depth-of-field of the camera, while motion blur occur when the object or Focus Measure camera moves too quickly with respect to exposure time and resolution. The dataset used in this study is heavily affected by blur, since images were taken of moving vehicles and the depth-of-field of the cameras where only a couple meters. We refer to both blur sources as focus blur. An excellent report of multiple algorithms to compute focus measure is given by Bertuz et al [7] . The term focus measure refers to a quantification of clarity, in which blurrier images receive lower values [17] . For this application, we chose to use the variance of the Laplacian matrix as the approximation for focus measure [18] . However, our dataset was particularly noisy, which is a known problem for Laplacian-based focus measure operators. Therefore, we also preprocessed images with fast non-local means denoising [19] and 2D filter sharpening [20] . This treatment proved to be much more effective than the other methods we explored and could be an effective technique for blur classification specifically for face detection.
To test this algorithm, we first manually labeled each image as either 'Blurry' or 'Clear,' according to our own perception. We treat a 'Clear' classification by the algorithm as a positive sample. This novel combination of preprocessing and calculation improved the classification significantly as compared to the algorithm alone, and produced an area under the curve (AUC) of 0.831, which approaches the performance of other blur detection algorithms [21] . This algorithm also outperformed other focus measure operators on the same dataset.
However, calculating and removing noise from an image is very computationally complex. The benefits of denoising are that the focus measure levels tend to remain ordinal, while sharpening tends to retain high values of focus measure, so that the disparity between focus measure values is preserved. Thus, when denoising and sharpening are both applied, different images retain their ordinality, and their focus measures are reasonably far apart. This is essential for datasets that include large variations in image clarity. Datasets that do not include particularly noisy images have been shown to be sufficiently classified using only the Laplacian algorithm [7] . A proper understanding of the focus measure of an image is important in understanding how effective face detection algorithms will be on that image.
As shown in Figure 6 , detection rate is significantly correlated to focus measure. The interesting flatness of the middle part of the curve reveals that for face detection purposes, an image generally need not be perfectly clear: when the calculated focus measure is approximately 1200, the detection rates are above average (as shown by the gray line). 
Eyewear
Eyewear is another extrinsic factor to a camera recognition system that can affect face detection. We manually labeled whether a driver was wearing eyeglasses or sunglasses in each image of our dataset (see Figure 7 for sample images of each category). The proportion of eyewear groups is 5,674 images (58.6%) with no glasses, 1,441 (14.9%) with eyeglasses, and 2,573 (26.6%) with sunglasses. If no face was present in the image or if eyewear was otherwise indistinguishable, it was classified as "no glasses." Eyewear was the least significant factor which we studied, with a linear correlation coefficient of just -0.07 (Figure 8 ). Detection rates were as follows: 50.8% for images with no glasses, 39.6% for those with eyeglasses, and 38.2% with sunglasses. Thus, we cannot reject the null hypothesis that eyewear has no effect on face detection, with a p-value of just 0.86. 
Gender
The proportion of gender groups in our dataset was 6,522 images (64.0%) males, 3,655 (35.9%) females, and 300 (2.9%) of indeterminable gender (likely due to poor brightness, contrast, or occlusion as illustrated in Figure 9 ). Gender also had a low, but noticeable, impact on detection rate, with a linear correlation coefficient of -0.13 ( Figure 10 ). Males were detected with 49.8% TPR, females with 42.5% TPR, and images of indeterminable gender with just 4.20% TPR. The difference between male and female detection is significant but small. We speculate that this may be due to an overrepresentation of males in the images chosen to train the Haar cascades which formed the basis of the detection algorithm [22] . Also, in our dataset we found that women had more varying hairstyles, makeup, and other accessories than men. Much more significant, however, is the sharp decrease when gender is indeterminate. This should be expected, since the same factors which inhibit a positive classification of gender would inhibit a positive face detection. 
Occlusion
Occlusion of a driver's face can occur for several reasons including physical occlusions from the steering wheel, windshield frame, or sun visor as well as extreme face poses or optical occlusions caused by image saturation, shadows, or glare. For this study, we categorize occlusion based on the number of key face points (i.e., both eyes, nose, mouth, face shape) that are imperceptible to a human observer: none refers to no occlusion of any kind; minimal indicates minor occlusion of the face shape without covering the other four key face points; substantial occlusion occurs when one of the four main key points are obstructed; and severe occlusion means 2 or more key face points are obscured. Figure 11 depicts samples for each of these categories. Our dataset was divided by occlusion as follows: 3,938 images (38.7%) with no occlusion, 3,956 images (38.8%) with minimal occlusion, 1,794 images (17.6%) with substantial occlusion, and just 499 images (4.9%) with severe occlusion. Occlusion was by far the most significant factor in determining detection rate, contributing to a 54% decrease in face detection ( Figure 12 ). Unoccluded faces were detected with 60.3% TPR, minimally occluded faces with 46.7% TPR, substantially occluded faces with 22.9% TPR, and severe occlusions were detected only 6.4% of the time. This is a significant decrease in detection; notice particularly the steep decline between minimal and substantial occlusion. For our dataset, the high proportion of images with none to minimal occlusion is encouraging: less than one-fourth of the images had substantial to severe occlusion. Similar or better proportions of minimally-occluded faces will be vital for noncooperative facial detection configurations in the future, in order to ensure optimal detection rates.
Unification
Now, having analyzed each of the six factors individually, we consider the performance of the detection algorithm on subsets of our dataset which are similar by these factors (see table below). We created these subsets by grouping the images into matching categories across factors: for example, one group might contain all images of males with eyeglasses, no occlusion, low brightness, and high contrast. Brightness and contrast were divided into small ranges to cluster similar values. The highest and lowest performing subgroups are shown in the table below. Notice that the detection algorithm surpasses 85% recall on optimized parameters, nearly double the overall average. As we have shown to be expected, this optimal TPR is achieved with photos of males with no facial occlusion wearing no eyewear, with low-to-moderate contrast (0.2-0.4) and moderate brightness (0.4-0.6). Each of the lowest-performing subgroups contained images with severe occlusion, which was previously shown to be the most significant factor in determining face detection performance. Notice that groups achieved high TPR from all ranges of contrast and brightness values. This suggests that these factors are less significant than the qualitative factors of gender, occlusion, and eyewear. This data is encouraging because it shows that even among very difficult datasets, high detection rates can be achieved through the appropriate application of camera parameters and location. These results are promising for scientists looking to develop noncooperative facial detection systems. In sum, we found that the factors which had significant consequences were brightness, contrast, focus measure, and occlusion. On the other hand, gender and eyewear had little effect on detection, though further study is necessary to determine their effect on face recognition, since eyewear will most likely have a negative impact on recognition. Thus, occlusion is the only extrinsic factor which was found to significantly affect detection. By definition, gender and eyewear cannot be controlled in a noncooperative setting. On the other hand, brightness, contrast, focus measure, and occlusion can all be optimized through the wise use of camera location, shutter speed, and optical filters. In short, the factors which can be most readily controlled are also those factors which are most significant in affecting face detection. Thus, based on these results, we suggest that images to be used for face detection and recognition be optimized for brightness, contrast, focus measure, and occlusion. The best brightness level of a photo is between about 125 and 175 (out of 255) median pixel value. Intermediate levels of contrast are best, though it is better to err on the low side. This can be accomplished through histogram equalization or contrast stretching, among other methods. Of course, the images should be as sharp as possible. We also recommend taking extreme caution in considering the location of the camera so as to minimize the possibility of occlusion in images.
We did not explore face recognition, but an understanding of how these factors affect detection will lead to a better understanding of their effects on recognition. With reliable face detection and image quality classification, accommodations could be made to optimize recognition. For example, methods have been developed to remove eyeglasses from images, as long as the input is guaranteed to have eyeglasses [26] . There are also methods of reconstructing occluded faces [27] . Thus, a facial recognition technology in the wild might follow this algorithm: (1) detect face, (2) classify image near face, (3) run preliminary algorithms to optimize face for recognition, (4) run appropriate face recognition software. This is made possible through the reliable detection and classification of face images. Furthermore, of the four most important factors (image brightness, image contrast, focus measure, and occlusion), three of them can be classified using noreference real-time algorithms. Thus, intelligent cameras can make predictions about detection probability, and optimize these parameters for maximal detection success. On the other hand, our method of manual classification of face occlusion is obviously not a real-time solution. Thus, we must look to other solutions which will automatically classify images in real-time in order to optimize detection performance. Further work will be required to develop automated labeling techniques for images.
Conclusion
In this study, we examined the effect of six internal and external factors which have been shown to affect face detection when using the Viola-Jones algorithm. These factors are brightness, contrast, focus measure, eyewear, gender, and occlusion. We found that of these six factors, occlusion was the most detrimental to face detection, contributing to a 54% drop in detection rate for severe cases. We show that by optimizing these factors correctly, face detection can increase dramatically (from 44% to 86% on our dataset).
These results are promising, suggesting that even in noncooperative situations, camera location and internal parameters can be carefully chosen to allow for a high rate of face detection. Further work will be necessary to examine the effect of these factors on face recognition.
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