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Putzer [5] showed how to obtain manageable formulas for exp(td) assuming 
the knowledge of a polynomial that the matrix A satisfies, but avoiding the 
use of the Jordan Canonical form for A. In this paper, we obtain one of his 
formulas (exp(tA) = XV q”(t) A”) in a very direct and rapid way, explaining 
at the same time the meaning of his coefficients. It is not necessary to assume 
here that A is a square matrix with complex entries; it suffices merely that A 
be an algebraic element of a topological algebra with identity. (The same 
could be said about Putzer’s result.) 
In Section 1 we give the derivation. In the remainder of the paper we 
obtain an analogous formula for the powers A” (Section 2), produce alternate 
derivations (Section 3), discuss possible uses of the formula (Section 4), and, 
finally, give an application to second-order differential systems (Section 5). 
1. DERIVATION 
Let @be a topological algebra (over 6: or R) with identity 1, p(z) = x,“=, a,,z” 
-a manic polynomial of degree k (aR = l), and assume that A in Q? satisfies 
p(A) = 0. Then X(t) = exp(td) is the unique solution of 
DX = AX, X(0) = I, (1.1) 
where, as usual, D denotes differentiation. Differentiating (1.1) through, we 
get successively, 
DyX = A*X. (1.2) 
Multiplying (1.2) by a, and summing over v from 0 to R, it follows that X 
satisfies 
p(D) X = p(A) X = 0, (1.3) 
a kth order equation. To this we append as initial conditions the statement (2) 
at t = 0 with v < K - 1; thus, the requirement 
D”X(0) = A”, v = 0, l)...) (k - 1). (1.3’) 
514 
Copyright 0 1975 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
ON eXp(tA) WITH A SATISFYING A POLYNOMIAL 515 
Equation (1.3) has scalar coefficients and suggests that to solve it we employ 
the solutions vi of the kth order scalar equation, 
P(D) x = 0, (1.4) 
satisfying the initial conditions 
w%(O) = S&Y Y = 0, l,...) (R - 1). (1.4’) 
The pi with i = 0, l,..., (k - 1) f orm a fundamental set of solutions for 
(1.4); those with i < 0 or i > (k - 1) are zero. 
Obviously, X defined by 
k-l 
X = c y,A” 
“=O 
c*> 
satisfies (1.3) and (1.3’). This is our main result. 
We verify that (*) is precisely a formula for exp(tA). First, note that from 
p(D) Djq+ = 0 and D’ecpt(0) + ai = 0 (for i = 0, I,..., (k - l)), it follows 
that 
Vi-1 = Dvi -k aivk-l , i = 0, I,...) k, (1.5) 
since the right side of (1.5) satisfies (1.4) and (1.4’) and, in the extreme cases, 
v-r = 0, vk = 0. With X given by (*) we now have 
k-l 
and 
X(0) = c 9)"(O)AY =I 
V=O 
k-l k-l 
(D - A) X = c (Dy,) A” - c qov-lAY - v~-~A~ 
v=O V=O 
k-l 
= 1 (% - %--I + a,~k-,) A” = 0 
V==O 
on employing p(A) = 0 to eliminate A”, noting that p-r = 0 and using (1.5). 
Thus, (1.1) is satisfied. 
For further reference we note that 
k 
TV = c U,D=-l-“‘$&l; (1.6) 
o=v+l 
this follows from (1.5) on operating with Di--l-” and summing from (V + 1) 
to k. 
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Remark 1.1. If  A is a square matrix, then it follows from (1.3) that each 
entry of X satisfies the same scalar equation (1.4). Likewise, if A is a linear 
operator on the cross product of n topological linear spaces VT1 , Va ,..., VTL , 
then each component of x = (x1 , x2 ,..., x,) satisfying the DE, Dx = As, 
satisfies the same scalar equation (1.4) of order k, provided p(A) = 0. .A 
special case of this is the n x n matrix with complex entries and Vi = @ for 
all i, and the passage from (1.1) to (1.3) p ro d uces the elimination of all the 
unknowns but one. 
Remark 1.2. Hurewicz [3] was not far from obtaining the rather trivial 
implication (1.3) from (1 .I). He noted that if x with values in @” satisfies 
Dx = Ax, then [3, p. 621 g(D) x = p(A) x f  or any polynomial 2; however, he 
used this only with factors of p in order to obtain solutions corresponding to 
eigenvalues of A1 
2. POWERS OF i!!  
The same idea can be used to establish a formula for powers of A in 
terms of the first (k - 1) powers. Defining the mapping n ~--t X(n) = An (on 
nonnegative integers to 02) we see that X satisfies 
AX = AX, X(0) = I, 
where A is the shift, AX(n) = X(n + 1). P roceeding in a manner analogous 
to that in Section 1, we now find that X satisfies p(A) X = 0 with the initial 
conditions AvX(0) = A”, v  = 0, l,..., (k - 1) and deduce that 
k-l 
A” = c &,A”; (2-l) 
v=o 
here the & are solutions of the kth order scalar recurrence relation 
satisfying the initial data 
p(A) x = 0 P-2) 
4W = $44 = 8i.v v=O,l ,..., (k - 1). (2.2’) 
It may be easily checked that the & and vi are related by &(n) = DT&O) for 
all i, n >, 0, so for all 1z we have 
k-l 
A” = c D”&O) A”. (2.3) 
“=O 
1 I am indebted to Professor S. Saslaw, U.S. Naval Academy, for bringing this fact 
to my attention. 
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3. ALTERNATE DERIVATIONS 
Once a formula is deduced, various ways of obtaining it appear. I produce 
here three alternate derivations of (*), each of which is in some sense more 
complicated than the derivation in Section 1. 
3.1. If 67 is a Banach algebra, we have the power series for exp(tA), 
exp(tA) = 2 s/P. 
7l=O 
BY using (2.3) and interchanging the order of summation, it follows that 
exp(tA) = 2 q ‘2’ D$,(O) AY 
n-0 n* “=o 
k-l 
= c A" go $ D"qJ"(0) = y P)Y(t) A". 
v=o V=O 
Note that although in general the power series for the exp(tA) need not 
converge for arbitrary A E 02 if G! is not a Banach algebra, my computation 
shows that it does if A is algebraic. 
3.2. We may also employ the Laplace Transform 
(LX) (s) = jam e+*X(t) dt 
of X. If (1.1) is satisfied, we must have 
sLX - I = LDX = ALX, 
whence LX = (sI - A)-l. Let 
Since ($1 - A) r(A) = r(A) (sI - A) = I (as p(A) = 0), we have 
(~1 - A)-l = r(A), and therefore 
(LX) (4 =z Au (p+ oj+l a,+“) . 
Since LDOqk, = saLp,, - 6,$, , if (T < k, we get LD”~~-, = ~/p(s), and 
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thus, in view of (1.6), the expression in parantheses is recognized as Ly, . 
With this identification, (*) follows by inversion. 
3.3. Finally, we have the derivation due to Putzer [5]. This is based on 
the Anzatz X(t) = Cfzi q”(t) AU, from which one deduces that the @“-valued 
function t tt 4(t) = (qO(t),..., 41;-1(t)) must satisfy the k x k differential equa- 
tion Dq = Bq, q(O) = (1, 0 ,..., 0), where Btr turns out to be the companion 
matrix of p. Putzer also notices that pk-r satisfies the conditions that we have 
here imposed on vk-r , and that all the other 4” can be retrieved from qk-r 
by observing that 4” = &,+, c~,D~-~-~q~-~ . This result is reconciled with (*) 
by noting that qy = F, in view of (1.6). 
4. POSSIBLE USES OF FORMULA (*) 
In order to ascertain some possible uses of formula (*), we compare it with 
the representation of exp(td) obtained on the basis of the Lagrange-Sylvester 
interpolation polynomial, (see, e.g., [2, Chap. VI). If /\r , X, ,..., X, are the 
distinct zeros of p, and nr , na ,..., n, are their multiplicities, we have 
c**> 
where pi is the polynomial of degree k - 1, satisfying p,(X,) = 1 and 
Dvpi(hj) = 0 if v < ni - 1 and either v > 0 or j # i. Explicitly, 
ai-1 
Pi(X) = 4&l 1 %& - v, 
0=0 
where ~~(,a) = p(x)/(x - hi)ni and the u,,~ are the first ni coefficients in the 
expansion of l/qi in power series about & . Substituting (4.1) in (**) and 
multiplying out the two internal sums yields 
Here we dropped terms in (A - hJ) with it > ni as with such Y, 
p,(A) (A - Air)’ = 0. In (4.2) we have a polynomial of degree k (in A) that is 
identical with (*).” 
2 This is obvious if p is the minimnl polynomial for A. If p is not minimal for A, it 
suffices to consider an element B in some algebra 93 for which p is the minimal poly- 
nomial and compare the coefficients of BY in (*) and (4-2) with A replaced by B. 
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4.1. The derivation of (*) is disarmingly simple, whereas to arrive at (**) 
calls for quite a bit of algebraic machinery. (One should not forget, however, 
that (**) is merely a special case in the much broader functional calculus 
for A.) On the other hand, to verify that (**) satisfies (1.1) is trivial if one 
observes that the sums in the brackets may be enlarged and that C p,(A) = 1. 
4.2. It is not necessary to assume in (*) that p is the minimal polynomial 
for A, and the same is true for (**). This observation is important in cases 
when some polynomial that A satisfies is described more easily than the 
minimal polynomial; an example occurs when A is a matrix, since then it 
satisfies its characteristic polynomial, det(z1 - A), which need not be its 
minimal polynomial. 
However, if we use a polynomial that is not minimal, both (*) and (**) 
will contain spurious terms, and the formulae could be shortened. This can be 
shown explicitly in case of (*). Suppose that Y is a polynomial of positive 
degree and 4 = rp, a polynomial of degree I > K. Then g(A) = 0, and using 
the fundamental set xi, i = 0, I,..., (E - 1) of solution of q(D) x = 0, we 
have also: exp(tA) = Ci:xJt) Au. Using formula (2.3) for powers of A, 
this becomes 
z-1 k-l k-l Z-1 
qo"(0) A" = c Z"A~) zi = C XP%(O)~ 
V=O 0=0 
Since q(D) zi = 0 and D”Zi(O) = DVvi(0) for v = 0, l,..., (I - l), it follows 
that xi = q~ (since QJ~ satisfies the same conditions) and again we get (*) 
based on p. 
Note that although the calculation of (*) is reduced to its bare minimum 
when p is the minimal polynomial of A, on occasion a simplification may 
occur when some multiple of p is used. For example, if the zeros of p are 
simple and form a proper subset of the nth roots of unity, it will be simpler 
to use .zn - 1 in place of p(z). Explicit formulas for the y’i in this case are 
given in Section 4.5. 
4.3. Is it simpler to compute (*) or (**) ? The answer depends on what 
is available. Formula (**) calls for p in factored form. On the other hand, the 
v ‘s in (*) are defined intrinsically by (1.4, 1.4’); thus, one can determine 
them numerically without going through the computation of zeros of p. 
If the zeros A,, A, ,..., A, of p are known, then {tvehtt: v < ni - 1, 
i = 1, 2,..., s} is a fundamental set of solutions for (1.4) and 
(4.3) 
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with the c;,~ satisfying 
i +yl) (J x;-“cf,o == 6”,,,_, ) 1, :-= 0, 1,“‘) (k - 1) (4.4) 
i=l 0=0 
to insure (1.4’). Thus, to find ~~~~ one has to solve one k x K set of linear 
equations. The vy  with r~ < k - 1 are obtained from vk-r , and this is all 
that is needed to compute (*). 
To compute (**) we must find the u,,~ in (4.1). I shall show that this 
problem is exactly the same as (4.4), and indeed, 
ai,m = Ci.n,-1-o * (4.5) 
To prove this it suffices merely to compute the coefficient of Ak:-t in (4.2), 
which must be IJ+-~ . Since qi is manic of degree (k - n,), this coefficient is 
gl eAit F’ q ai,ni-l-o , 
o=o a. 
and (4.5) follows by identification of this coefficient with (4.3). 
In conclusion then, the computation of (*) and (**) involves--mutatis 
mutandis-the same work if the X’s are known. 
Remark. Kirschner [4] observed that for all i, p&4) = q,(A) (q(A))-l, 
where q(z) = C qi(z) and q(A) is always invertible ifp(A) = 0. Since (q(A))-l 
is a polynomial of degree k - 1, to determine it one has to find its k coeffi- 
cients, which are obtained by solving the set of linear equations resulting 
from q(A) (q(A))-l = 1. In this approach, the number of coefficients to be 
found is the same as in the computation of ~),+i used in my approach. Methods 
of computing the ai,u based on a preliminary expansion of the I/pi in partial 
fractions (see, e.g., [2, Chap. V]) may, in general, involve the computation 
of a larger number of coefficients. 
4.4. Textbooks on linear algebra and on ordinary differential equations 
are replete with classroom-type examples for the computation of the u,,~ 
or of the vy  . Apostol [l] produces a few “general” cases (for the a,,,), but 
the catalogue is meager, consisting only of the following cases: 
(i) ni = 1 for all i (aipO = l/P’(U, 9)k--l(t) = Ci eAit/P’oli)) 
(ii) s = 1 (pi(z) = 1, ~~-r = P-leAlt/(k - l)!) 
(iii) s=2, but n,=l. 
Here we can use the identification (4.5) in 4.3 to produce viz-i when the 
ai,O are known, or the a,,O when q++i is known. Although, in general, it may 
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be useless to generate formulas in more complicated cases, we can increase 
the aforementioned catalogue by removing the restriction n2 = 1 in (iii). 
Indeed, if s = 2, we put h, = A, A, = CL, n, = I, n2 = m (2 + m = k) and 
obtain 
whence 
a l,o = (--lp (p - A)-+, (” 2 “, ‘) ) 
and similarly, 
a2,0 = (-I)2 (A - p)-z-0 i” TJy ‘) , 
From this it follows that 
0 < I, 
0 < 712. 
l-l 
pkml(t) = (-1)” &t C (p - Jjytl-k 
0=0 ( 
A - 2 - “) $ 
m-l 
+ (- 1)” cut 5’ (A _ p)d-k i” --- ; “) $. 
0-O 
4.5, Both (*) and (**) may b e viewed as coordinate representations of 
exp(tA) in two different bases for the linear span of E = (I, A,..., Ak-l) C LX 
The time dependence of coordinates is fixed by p. The basis in (*) is the 
natural basis E (if p is minimal for A), whereas that in (**) depends not only 
on the degree of p but also on its zeros. Each representation has its advantages 
that may be noticed immediately. For example, (**) is useful in discussing 
the stability of exp(tA), whereas (*) would be preferred to study the behavior 
at small t. 
The structure of (*) and (**) is fixed by p and is the same for any A 
satisfying p(A) = 0. Both formulas will take on strikingly different appear- 
ances depending on the choice of A. I illustrate this on (*) with a few examples 
drawn from algebras of linear operators on vector spaces. 
(i) Let p(z) = 9 - 1. Then 
k-l 
9)“(t) = k-l C hz+l exp(A,t), 
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where h, = exp(2mi/k). For A we may take the circulant mat& of 
(0, 1, CA..., 0) = @2&J) in CP‘, denoted by circ((s,,,)). We have 
A” = circ((S,+,,,)) (where v  + 1 is taken mod(k)) and it follows from (*) that 
exp(t circ(0, 1, 0 ,..., 0)) = circ(&t), q+(t) ,..., 9)p-l(t)). 
(ii) In particular, if k = 4, one may easily check that also the Fourier 
Transform F: L,( [w) +L,( R) ((Fx) (s) = (2rr)-rj2 JR Px(t) do also satisfies 
p(z) = z4 - 1. The powers of F are: Fa = I, F1 = F, F2 = R, where 
(Rx) (s) = X(-S) a.e. and F3 = F, although the time factors are explicitly: 
q3(t) = &(sinh t - sin t), v2(t) = &Jcosh t - cos t), yl(t) = +(sinh t + sin t), 
and p),,(t) = +(cosh t + cos t). 
Since any involution A (A2 = 1) also satisfies p, we may again use (*) with 
p(z) = 24 - 1, but, of course, the exponential may now be found more 
easily by using (*) based on the minimal polynomial. As a check we compute 
exp(tA) = To(t) I+ cpdt) A + dt) A2 + 9)3(t) A3 
= (Y”(t) + %(fN I + (dt) + 9)3(t)) A 
= (cash t) I + (sinh t) A. 
In particular, if A = 1, this gives etl, as expected. 
(iii) Let p(z) = x3 - z. This p is satisfied by (a) the Fourier- 
Cosine Transform C = $(F +F); (b) the Fourier-Sine Transform 
S = (1/2i) (F -F); (c) (more generally) A = +(B + B3) if B4 = I; (d) iQ, 
where D is a 3 x 3 rotation matrix defined by Szx = w x x, with 1 w 1 = 1; 
(e) (trivially) any projector P (P2 = P) including I and 0. The time factors 
are now q2(t) = cash t - 1, vi(t) = sinh t, To(t) = 1. In the trivial case 
P2 = P, we get 
exp(tP) = v&) I + dt) P + v2(t> P2 = dt> I + h+(t) + 92(t)) P 
= I + (et - 1) P. 
This is etI if P = I and I if P = 0, as expected. 
5. SECOND-ORDER EQUATIONS 
With formula (*) for exp(tA) so easily derived, we now turn to the deter- 
mination of a-valued functions C = C(t, A) and S = S(t, A), satisfying 
D2X+AX=0 (5-l) 
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and the initial conditions 
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X(0) = I, DX(0) = 0, for X = C 
X(0) = 0, DX(0) = I, for-X = s. 
(5.1’) 
Here, as in Section 1, A is in 02, and p(A) = 0. 
The functions C and S play a central role in handling the problem, 
;irYufax = y(t), x(O) = 5, x’(O) = rl, as its solution is given by the evolution 
x(t) = C(t, A) 5 + W, A) q + j-” s(t - 7, A) Y(T) dT. 
0 
Here, g and q are elements of a topological vector space %%, y and x are 
%-valued functions with A being an operator on @. (One can also have 
% = GZ.) With $9 = 0 such a problem would arise in the theory of linear 
vibrations. The functions C and S are the a-valued counterparts of 
cos(A)llz t, (sin(A) t)/(A)li2 that would occur if we had a scalar problem 
with AEC. 
Formulas for C and S can be derived by using the methods discussed in 
Section 3 or by employing the functional calculus for A. It is simplest, however, 
to proceed as in Section 1. First note that it suffices to compute S, since 
C = DS as follows from (5.1) (5.1’). From (5.1) we get, on differentiating, 
(-02)” X = A”X (5.2) 
and from this we can deduce that S is the solution of the problem 
p(-D2) X = 0, D2”X(0) = 0, 
Dz”+lX(O) = (-1)” A”, I, = 0, l)..., (k - 1). 
(5.3) 
By employing now the solutions xi of the scalar differential equation of 
order 2k, 
~(-0”) x = 0 
satisfying the initial conditions 
D”x48 = L v = 0, l,..., (2k 
we deduce that 
k-l 
s = C (-l)Yx2v+lA". 
"=O 
(5.4) 
(5.4’) 
(***Is 
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The analogues of (1.5) are now 
xai-1 = DX2i + (-l)i+L ~ixzk-1 , i = 0, I)..., k. 
(5.5) 
With the help of these we get 
k-l 
C = DS = c (-l)“X2VAY. c***jc 
v=ll 
In order to verify that my expressions for C and 5’ satisfy (5.1) and (5.1’), 
one proceeds as in Section 1. 
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