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Uporabnost in u£inkovitost kanoni£nega genetskega algoritma
Povzetek
Genetski algoritem je stohasti£na optimizacijska metoda za re²evanje zahtevnej²ih
oziroma slab²e obvladljivih optimizacijskih problemov. V diplomski nalogi je naj-
prej opisana njegova implementacija, slede£i primeri pa opozarjajo na pasti, ki se
lahko pri tem pojavijo. Pri iskanju rezultata genetski algoritem preiskuje obmo£ja,
za katera je bolj verjetno, da bodo vsebovala globalno optimalno re²itev. O tem go-
vori izrek o shemah, ki nakazuje na mehanizem napredovanja algoritma, ne moremo
pa ga uporabiti za analizo konvergence. V ta namen potrebujemo teorijo kon£nih
homogenih markovskih verig. Dokazano je, da kanoni£ni algoritem na splo²no ne
konvergira h globalni re²itvi, kar pa ne velja za njegovi razli£ici, kjer se na vsakem
koraku ohranja najbolj²a najdena re²itev. V prvem primeru je dokazana konver-
genca elitnega genetskega algoritma, pri £emer so matrike operatorjev kriºanja (K),
selekcije (S) in mutacije (M) stohasti£ne matrike. Poleg tega za matriko M doda-
tno velja, da je pozitivna, matrika S pa mora biti stolpi£no dopustna. Izkaºe se,
da so zadostni pogoji za konvergenco elitnega genetskega algoritma milej²i od prej
omenjenih. Matrike K, S in M morajo biti ²e vedno stohasti£ne in imeti pozitivne
vrednosti na glavni diagonali, matrika M pa mora biti ireducibilna.
Applicability and eciency of the canonical genetic algorithm
Abstract
Genetic algorithm is a stochastic optimisation method for solving dicult optimisa-
tion problems. This bachelor's thesis rst discusses its implementation, followed by
examples indicating the inconveniences which may appear when dealing with put-
ting genetic algorithm into practise. When searching for the best solution, genetic
algorithm inspects areas with the higher probability of containing a globally optimal
solution. Schema theorem tries to explain the mechanics behind genetic algorithm,
but it cannot be used for the analysis of its convergence properties. For this purpose,
nite homogeneous Markov chains need to be applied. It is proven that canonical
genetic algorithm does not converge to the global optimum, which does not hold for
two of its variants maintaining the best solution found over time, without using it
to generate new individuals. The rst example shows a proof of convergence of an
elitist genetic algorithm, where the matrices of crossover operator K, selection ope-
rator S and mutation operator M are stochastic matrices. Additionaly, matrix M
has to be positive and matrix S has to be column allowable. It turns out, as stated
in the second proof of convergence, that the sucient conditions for convergence are
not as harsh as mentioned previously. Matrices K, S and M have to be stochastic
and diagonal-positive, while matrix M has to be irreducible as well.
Math. Subj. Class. (2010): 60J20, 68W20
Klju£ne besede: kanoni£ni genetski algoritem, konvergenca, markovska veriga, iz-
rek o shemah
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1. Uvod
V za£etku 60-ih let se je z revolucionarnimi idejami Alana Turinga mo£no pove-
£alo zanimanje za ra£unalni²ke simulacije biolo²kih sistemov. Razvili so se evolucijski
algoritmi, katerih potek delovanja temelji na zakonih biolo²ke evolucije. Pri re²e-
vanju optimizacijskih problemov namre£ uporabljajo mehanizme, kot so selekcija,
kriºanje in mutacija. Omembe vredna je tudi vpeljava naklju£nosti, zaradi £esar
jih uvr²£amo med stohasti£ne optimizacijske metode. Obstaja ve£ vrst evolucijskih
algoritmov. Mednje spadajo evolucijske strategije (ES), evolucijsko programiranje
(EP), genetsko programiranje (GP) in genetski algoritmi (GA). Ti so doºiveli raz-
cvet v poznih 70-ih in zgodnjih 80-ih letih s profesorjem Johnom H. Hollandom z
Univerze v Michiganu, ki je leta 1975 izdal knjigo Adaptation in natural and arti-
cial systems [3]. Osnovno strukturo algoritma vsake izmed razli£ic lahko zapi²emo
v obliki psevdokode splo²nega evolucijskega algoritma.
Algoritem 1 Splo²en evolucijski algoritem.
1: function EA
2: t← 0
3: P (t)← inicializiraj
4: F (t)← ovrednoti P (t)
5: while ustavitveni pogoji niso izpolnjeni do
6: P̃ (t)← kriºanje P (t)
7: P (t)← mutacija P̃ (t)
8: F (T )← ovrednoti P (t)
9: P (t+ 1)← selekcija P (t)
10: t← t+ 1
11: end while
12: end function
Zaradi svoje splo²nosti se lahko evolucijske algoritme uporabi pri re²evanju najra-
zli£nej²ih problemov. Nekateri izmed njih so problem trgovskega potnika, problem
transporta, sestavljanje urnika, 0/1 nahrbtnik, krmiljenje mobilnih robotov, proce-
siranje slik in prepoznavanje vzorcev, podatkovno rudarjenje itd. Kljub ²irokemu
spektru uporabe jih ni priporo£ljivo aplicirati na probleme, za katere ºe poznamo
hevristi£ne algoritme re²evanja. Prakti£ni so predvsem takrat, ko se ºelimo hitro
dokopati do re²itve, ki je blizu optimalni; bodisi nas natan£na vrednost ne zanima
bodisi ºelimo zgolj grobo oceno, ki jo bomo uporabili za nadaljnje ra£unanje to£nej²e
re²itve.
V naslednjem poglavju bo razli£ica genetskega algoritma uporabljena pri iskanju
globalnega maksimuma zvezne realne funkcije dveh spremenljivk h. Obi£ajno bi ta
problem re²evali z gradientno metodo ali s pregledom vrednosti na robu obmo£ja
in z iskanjem ni£el parcialnih odvodov hx in hy. Pri tem bi lahko uporabili Newto-
novo metodo, pri kateri potrebujemo pribliºek za ni£lo. V primeru, da funkcije ne
poznamo najbolje, si lahko pri oceni pribliºka pomagamo z genetskim algoritmom.
Za bolj²o predstavo delovanja genetskih algoritmov si velja pogledati enostaven
primer iz sveta biologije: evolucijo populacije zajcev. Recimo, da se na travniku
pase skupina zajcev. Nekateri zajci so hitrej²i od drugih in imajo zato ve£jo mo-
ºnost preºivetja, kar pomeni, da lahko laºje uidejo lisici. V o£eh naravne selekcije
imajo ti zajci ve£jo moºnost preºivetja. Naravna selekcija torej skrbi, da se geni
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manj uspe²nih osebkov ne prenesejo v naslednjo generacijo. Kadar zajci niso preve£
zaposleni z beºanjem pred lisicami ali s prehranjevanjem, se razmnoºujejo. Pri tem
se njihovi geni med seboj kriºajo, lahko pa pride tudi do naklju£nih mutacij. Te
skrbijo za pestrost genskega zapisa. Na ta na£in se namre£ lahko skoti zelo hiter
zajec, ki preka²a vse ostale. Ali pa se na primer skoti zajec z izjemnim sluhom,
kar je tudi dobrodo²la sprememba v genetskem materialu. Nova generacija zajcev
je v povpre£ju bolj²a od prej²nje, prav tako pa je bolj²a nova generacija lisic. V
nasprotnem primeru bi bile manj uspe²ne pri lovu, kar bi jih pripeljalo do izumrtja.
Populacija zajcev se s tem spet znajde na za£etku in evolucija se nadaljuje.
Omenjen primer evolucije populacije zajcev se lahko strne v psevdokodo genet-
skega algoritma.
Algoritem 2 Splo²en genetski algoritem.
Vhod: Krmilni parametri N, pm, pc,max_gen.
Izhod: re²itev predstavljena v obliki kromosomov.
1: function GA
2: t← 0
3: P (t)← inicializiraj(N)
4: F (t)← ovrednoti P (t)
5: while zaustavitveni pogoji niso izpolnjeni do
6: P̃ (t)← selekcija P (t)
7: P (t)← kriºanje P̃ (t)
8: P (t+ 1)← mutacija P (t)
9: F (t+ 1)← ovrednoti P (t+ 1)
10: t← t+ 1
11: end while
12: end function
Iz zgoraj zapisanega algoritma 2 je razvidno, da vsak genetski algoritem sestavljajo
naslednje komponente:
• krmilni parametri: velikost populacije N , verjetnost kriºanja pc, verjetnost
mutacije pm, zaustavitveni pogoji,. . .
• elementi prostora moºnih re²itev morajo biti zapisani v obliki kromosomov,
• uspe²nostna funkcija, ki vsakemu osebku v populaciji pripi²e njegovo uspe-
²nost,
• genetski operatorji: selekcija, kriºanje, mutacija.
Uvodno poglavje 1 je povzeto predvsem po vsebinah knjig [6], [2] in [5]. Orisano je
zgodovinsko ozadje in zapisana psevdokoda splo²nega genetskega algoritma. Poleg
tega so navedene vse njegove komponente, ki so natan£neje opisane v poglavju 2, pri
£emer sta kot glavni vir ²e vedno uporabljeni knjigi [2] in [5]. Za bolj²o predstavo
vzporedno poteka iskanje globalnega maksimuma zvezne funkcije dveh spremenljivk
z uporabo kanoni£nega genetskega algoritma. Celotna programska koda, upora-
bljena pri obravnavanju tega problema, je spisana v programskem jeziku Matlab in
se nahaja v zaklju£nem poglavju 4. Prvi del diplomske naloge se zaklju£i s pod-
poglavjem 2.6, v katerem so predstavljeni nekateri zanimivi primeri v povezavi z
delovanjem kanoni£nega genetskega algoritma glede na izbiro krmilnih parametrov.
Drugi del diplomske naloge je bolj teoreti£ne narave. V podpoglavju 3.1 sta izpe-
ljana izrek o shemah in hipoteza o gradnikih, ki opisujeta mehaniko kanoni£nega
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genetskega algoritma in posku²ata razloºiti uspe²nost njegovega delovanja. Pri tem
sledimo virom [2], [5] in [9]. Poglavje 3.2 je namenjeno markovskim verigam, s pomo-
£jo katerih je dokazana konvergenca dveh razli£ic kanoni£nega genetskega algoritma
h globalni optimalni re²itvi. Snov za to poglavje je vzeta iz £lankov [7] in [1], ki se
delno sklicujeta na [4] in [8].
2. Komponente genetskega algoritma
V tem poglavju bodo opisani vsi sestavni deli genetskega algoritma, poudarek pa
bo na komponentah kanoni£nega genetskega algoritma, ki bo natan£neje opisan na




h(x,y), h : I ⊆ R2 → R,
kjer je
(1) h(x,y) = 3 (1− x)2 e−x2−(y+1)2 − 10
(x
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I = [−3, 3]× [−3, 3].
Naslednji sliki predstavljata grafa funkcije h z ozna£enim globalnim maksimumom
h(x,y) = h(−0,0093; 1,5814) = 8,1062,
ki je bil izra£unan z uporabo Matlabove vgrajene funkcije fminunc. Rezultatu se
bomo tekom poglavja posku²ali £im bolj pribliºati z uporabo kanoni£nega genetskega
algoritma.
Slika 1. Grafa funkcije h, podane v (1), z ozna£enim globalnim maksimumom.




f(x), f : A→ B.
Mnoºica A je lahko mnoºica realnih ²tevil, naravnih ²tevil, mnoºica mest ali pa
na primer mnoºica predmetov, ki jih ºelimo spraviti v nahrbtnik. Pomembno je,
da so elementi mnoºice A zapisani v obliki podobni kromosomom. Po navadi je to
eden izmed teºjih korakov pri postavljanju genetskega algoritma. Problemu pravimo
predstavitveni problem. Pri tem se moramo domisliti funkcije oziroma algoritma, ki
sprejema elemente mnoºice A in vra£a elemente mnoºice kromosomov K, s katerimi
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lahko genetski algoritem dejansko operira. K problemu trgovskega potnika je moºno
pristopiti na ve£ na£inov: pot lahko predstavimo vektorsko, s permutacijami ali pa
z matriko. Pri problemih kot so 0/1 nahrbtnik, minimalno povezan graf, iskanje
maksimuma realne funkcije pa uporabimo predstavitev z binarnim nizom.
Tudi pri iskanju globalnega maksimuma funkcije h bo uporabljena predstavitev z
binarnimi nizi. Lahko bi uporabili standardno binarno kodiranje. Izkaºe pa se, da
taka predstavitev ni najprimernej²a, saj lahko ºe majhna razlika med elementoma
v mnoºici A pomeni veliko razliko v prostoru predstavitev K.
Primer 2.1. Naj bosta 7 in 8 elementa mnoºice A. Pri uporabi navadnega dvoji-
²kega zapisa dobimo naslednji reprezentaciji:
(7)2 = 0111,
(8)2 = 1000.
Evklidska razdalja med ²teviloma 7 in 8 je 1, medtem ko je Hammingova razdalja
med njunima binarnima predstavitvima enaka 4. Ta je namre£ denirana kot ²tevilo
mest, kjer se binarna nizaX in Y razlikujeta: H(X, Y ) := |{i;xi ̸= yi}|. Problemu se
izognemo z uporabo Grayeve kode, pri kateri se zaporedna binarna niza razlikujeta





Algoritma za pretvorbo obi£ajnega dvoji²kega zapisa v Grayev niz in obratno sta
slede£a:
Algoritem 3 Pretvorba binarnega niza v Grayevo kodo.
Vhod: b1b2 . . . bn
Izhod: g1g2 . . . gn
1: function Bin2Gray
2: g1 ← b1
3: for k ← 2 to n do




Algoritem 4 Pretvorba iz Grayeve kode v binarni zapis.
Vhod: g1g2 . . . gn
Izhod: b1b2 . . . bn
1: function Gray2Bin
2: bit← g1
3: b1 ← bit
4: for k ← 2 to n do
5: if gk = 1 then
6: bit = ¬bit
7: end if
8: bk ← bit
9: end for
10: end function
Predpostavimo, da imamo opravka z realno funkcijo h ve£ spremenljivk, kar po-
meni, da moramo z binarnim nizom predstaviti n-terice (x1, x2, . . . ,xn) ∈ Rn. Naj-
prej moramo dolo£iti natan£nost d dobljene re²itve. Vsako spremenljivko predsta-
vimo z binarnim nizom dolºine ℓi, kon£ni binarni niz pa bo zlepljenka dobljenih
posameznih binarnih nizov dolºine ℓ =
∑n
i=1 ℓi. Dolºina posameznega binarnega
niza ℓi je odvisna od dolºine intervala, na katerem se spremenljivka nahaja, in od
²tevila to£nih decimalnih mest d, ki jih zahtevamo. e ºelimo, da je spremen-
ljivka xi natan£na na d decimalnih mest, moramo njen interval [αi, βi] razdeliti na
(βi − αi) · 10d delov. Dolºino binarnega niza ℓi dolo£imo na podlagi neena£be
2ℓi−1 ≤ (βi − αi) · 10d ≤ 2ℓi − 1.
Ena£ba za pretvorbo binarnega niza bℓi−1bℓi−2 . . . b0 v realno vrednost spremenljivke
xi je




j βi − αi
2ℓi − 1
.
V na²em primeru sta spremenljivki funkcije h omejeni in leºita na intervalu [−3, 3],
(x,y) ∈ [−3,3] × [−3,3]. e ºelimo oceno kon£ne re²itve natan£no na 4 decimalna
mesta, moramo posamezen interval [−3, 3] razdeliti na vsaj (3 − (−3)) · 104 delov.
Dolºina posameznega binarnega niza mora biti 16, saj velja
32768 = 215 ≤ 60000 ≤ 216 − 1 = 65535.
Ker je celotna re²itev oblike (x1, x2) ∈ [−3,3]× [−3,3], bo celotna dolºina binarnega
niza 32, pri £emer prvih 16 bitov pripada zapisu x1, drugih 16 pa predstavlja bi-
narni zapis za koordinato x2. O£itno je, da binarni niz s samimi ni£lami predstavlja
koordinati (−3, − 3), binarni niz sestavljen iz samih enic pa predstavlja koordinati
(3,3).
Naj bo b31b30 . . . b0 binarni niz, ki bi ga radi zapisali kot par realnih ²tevil (x1, x2),
pri £emer velja (x1, x2) ∈ [−3,3] × [−3,3]. Najprej je potrebno binarni niz razdeliti
na 2 enaka dela B1 = b31b30 . . . b16 in B2 = b15b14 . . . b0. Na binarnih nizih B1 in B2
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uporabimo formulo (2) in dobimo














Primer 2.2. Za primer si poglejmo niz
00111011000010101101011111001010,
ki ga ºelimo pretvoriti v par realnih ²tevil (x1, x2). Razdelimo ga na dva dela:
(b31b30 . . . b16) = 0011101100001010,
(b15b14 . . . b0) = 1101011111001010.
Sledi









2.2. Za£etna populacija. Za£etna mnoºica je sestavljena iz N naklju£no generira-
nih moºnih re²itev. Mnoºici pravimo tudi populacija, njenim elementom pa osebki.
Oblika njihovega zapisa naj bi spominjala na kromosom, saj bomo na njih izvajali
podobne operacije, kot jih izvaja evolucija na osebkih v naravi.
2.3. Uspe²nostna funkcija. Kot ºe samo ime pove, uspe²nostna funkcija
eval : {osebki} → (0,∞)
meri uspe²nost posameznega osebka. V na²em primeru bi to lahko bila kar transli-
rana funkcija h(x,y), npr.
eval(x,y) = h(x,y) + 7.
Z uspe²nostno funkcijo lahko natan£no dolo£imo uspe²nost posameznega osebka, ki
vpliva na verjetnost napredovanja v naslednjo generacijo. Formula za verjetnost
preºivetja posameznega osebka oi ob £asu t se glasi









uspe²nost celotne populacije ob £asu t. Iz formule je razvidno, zakaj mora uspe²no-
stna funkcija slikati v prostor pozitivnih ²tevil. V nasprotnem primeru bi bila lahko
verjetnost preºivetja posameznega osebka negativna.








eval(o1) = eval((−1,6163;−0,9424)) = h(−1,6163;−0,9424) + 7 = 7,0064,
eval(o2) = eval((−0,9998;−0,9619)) = h(−0,9998;−0,9619) + 7 = 8,9091.

















2.4.1. Selekcija. Selekcija ne skrbi za pestrost populacije, temve£ na podlagi uspe-
²nosti izbira osebke, ki bodo sestavljali novo generacijo. Obstaja ve£ vrst selekcij.
Ena izmed njih je proporcionalna selekcija, pri kateri je verjetnost kopiranja osebka
v novo generacijo sorazmerna z njegovo uspe²nostjo. V angle²£ini se tak²ni selekciji
re£e roulette wheel selection, saj si lahko predstavljamo, da se osebki nahajajo na vr-
te£em se ruletnem kolesu (glej sliko 2). Razlika med kolesom pri ruleti in kolesom v
na²em primeru je v velikosti predal£kov. V na²em primeru razmik med posameznimi
predal£ki ni nujno enako velik, pri £emer ve£ja verjetnost preºivetja pi pomeni ve£ji
predal£ek. Sredi²£ni kot i-tega osebka tako meri 2πpi. Ko zavrtimo kazalec kolesa,
se bo ta ustavil pri nekem kotu 2π · rand, kjer je rand enakomerno porazdeljeno
naklju£no ²tevilo na intervalu [0,1].
Slika 2. Ruletno kolo pri proporcionalni selekciji.
Ta postopek ne izklju£uje najslab²ih osebkov. Tudi ti imajo moºnost preºivetja,
vendar z zelo majhno verjetnostjo. Prav tako ni nujno, da bodo izbrani le najbolj²i
osebki. Kolo se mora zavrteti N -krat. Nekateri osebki so lahko izbrani ve£krat,
10
spet drugi pa niso izbrani nikoli. Pri proporcionalni selekciji lahko pride do prehitre
konvergence k lokalnem maksimumu. To se zgodi v primeru, ko imamo v populaciji
neprimerno uspe²nej²i osebek od ostalih, ki pa ne predstavlja globalno optimalne
re²itve problema. Temu se lahko izognemo z uporabo drugih vrst selekcij, kot sta
na primer elitna in turnirska selekcija.
Elitna selekcija pomeni, da ohranimo nekaj (po navadi enega) najbolj²ih osebkov.
Tem osebkom se ni potrebno boriti za obstoj in se samodejno kopirajo v naslednjo
generacijo.
Pri turnirski selekciji najprej naklju£no iz populacije izberemo k osebkov, kjer k
predstavlja velikost turnirja. Med k izbranimi osebki, se nato za uvrstitev v nadalj-
njo generacijo izbere najuspe²nej²ega. Opisani postopek se ponovi N -krat.
V primeru iskanja globalnega maksimuma funkcije h sta uporabljeni tako propor-
cionalna kot tudi elitna proporcionalna selekcija. Primerjava obeh selekcij se nahaja
v poglavju 2.6.
2.4.2. Kriºanje. S selekcijo, ki je opisana v 2.4.1, se izbere osebke, iz katerih se nato
ustvari generacija potomcev. Pri kriºanju je najprej potrebno naklju£no izbrati par
osebkov, ki so potencialni star²i potomcev. Pripi²e se jima enakomerno porazdeljeno
naklju£no ²tevilo rand iz intervala [0,1]. Osebka se kriºata, £e velja rand ≤ pc, kjer je
pc vnaprej dolo£ena verjetnost kriºanja dveh osebkov. V nasprotnem primeru se brez
posledic premakneta na naslednji korak - mutacijo. Tako kot selekcij je tudi kriºanj
ve£ vrst. V primeru ra£unanja maksimuma funkcije h je uporabljeno enoto£kovno
kriºanje. To pomeni, da izbranemu paru, ki se bo kriºal, naklju£no dolo£imo mesto
kriºanja k; k ∈ {1, 2, . . . ,ℓi− 1}. Na tem delu se oba star²a pretrgata in si med sabo
izmenjata dela (glej sliko 3).
Slika 3. Enoto£kovno kriºanje.
Dvoto£kovno kriºanje je podobno enoto£kovnemu, s to razliko, da se star²a razde-
lita na tri dele. Pri tem si izmenjata srednji del in s tem tvorita dva nova potomca
(glej sliko 4).
Slika 4. Dvoto£kovno kriºanje.
Poznamo ²e enoli£no kriºanje, pri katerem obravnavamo vsak bit posebej. Lahko
si predstavljamo, da za vsak bit vrºemo kovanec (po²ten ali nepo²ten). Izid meta
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kovanca odlo£a o tem, kateremu izmed dveh potomcev se deduje posamezen bit
prvega star²a (glej sliko 5).
Slika 5. Enoli£no kriºanje.
2.4.3. Mutacija. Operator mutacije deluje na vsakem bitu posebej, pri £emer spre-
meni vrednost posameznega bita z vnaprej dolo£eno verjetnostjo mutacije pm. Vsa-
kemu bitu v osebku se dolo£i enakomerno porazdeljeno naklju£no ²tevilo randi iz
intervala [0,1]. V primeru, da je randi ≤ pm, bit spremeni svojo vrednost iz 0 v 1
oziroma iz 1 v 0. V nasprotnem primeru bit ostane nespremenjen.
Primer 2.4. Naj bo pm = 0,05 verjetnost mutacije in 001110 binarni niz, ki mu
pripi²emo vektor v naklju£nih ²tevil randi med 0 in 1, i = 1,2, . . . , 6.
v = [r1, r2, . . . , r6] = [0,2769;0,0462; 0,0971; 0,8235; 0,6948;0,0344].
Vidimo, da je ri ≤ pm za i ∈ {2, 6}, zato bo mutacija delovala na drugem in ²estem
bitu. Nov binarni niz bo tako oblike 011111. ♦
2.5. Krmilni parametri. Krmilni parametri vplivajo na hitrost delovanja genet-
skega algoritma in na kvaliteto re²itve. Eden izmed njih je velikost populacije N .
Z ve£anjem populacije algoritem preiskuje ve£ji del prostora re²itev, zaradi £esar
se zmanj²uje verjetnost, da bo algoritem obti£al v lokalnem maksimumu. Po drugi
strani pa ve£je ²tevilo osebkov pomeni ve£jo ra£unsko zahtevnost in posledi£no po-
£asnej²e delovanje algoritma. Velikost populacije naj se tekom izvajanja algoritma
ne bi spreminjala, lahko pa tudi se, £e se za to odlo£imo. Naslednja krmilna pa-
rametra se nana²ata na kriºanje in mutacijo. e bi bil vpliv mutacije prevelik, bi
lahko uspe²ne osebke, ki so bili ustvarjeni s kriºanjem, pokvarili z mutacijo. Pre-
majhna verjetnost mutacije pa pomeni manj²o pestrost genskega zapisa v primerjavi
z za£etno populacijo. S tem bi bila kon£na re²itev preve£ odvisna od izbire za£etne
populacije. Podobno velja za verjetnost kriºanja dveh osebkov pc. Manj²a verjetnost
kriºanja pomeni zgolj prenos osebkov iz populacije ob £asu t v populacijo ob £asu
t+1, kar pa spet pomeni manj²o pestrost genskega zapisa. Poleg ravnokar na²tetih
parametrov, moramo dolo£iti tudi zaustavitvene pogoje. Genetski algoritem lahko
ustavimo po dolo£enem ²tevilu preteklih generacij. Druga moºnost je spremljanje
uspe²nosti najbolj²ega osebka v vsaki generaciji. Ko se uspe²nost ob £asu t + 1 ne
razlikuje za ve£ kot konstanto ϵ od uspe²nosti ob £asu t (gledano relativno), si ta
podatek zapomnimo. e se ta pojav ponovi ve£krat zapored, izvajanje genetskega
algoritma ustavimo. Obstajajo tudi drugi zaustavitveni pogoji, ki se razlikujejo od
problema do problema.
2.6. Povzetek rezultatov. Prednost genetskega algoritma je pregledovanje obse-
ºnega prostora moºnih re²itev. Algoritem sku²a v mnoºici kandidatov za re²itev
izvesti inteligentno iskanje. Isto£asno je to tudi njegova slabost, saj lahko ob slabi
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izbiri krmilnih parametrov namesto globalne najde lokalno optimalno re²itev. Na
slede£ih primerih bodo predstavljene nekatere pasti in zanimive opazke povezane z
delovanjem algoritma in to£nostjo re²itve.
Primer 2.5 (Globalni maksimum funkcije h). Skozi poglavje 2 je bil predstavljen
vpliv posameznih komponent na delovanje genetskega algoritma. Pri re²evanju op-
timizacijskega problema (1) je bila uporabljena elitna proporcionalna selekcija, eno-
to£kovno kriºanje z verjetnostjo pc = 0,25 in verjetnostjo mutacije pm = 0,007.
tevilo osebkov v populaciji je zna²alo N = 40, algoritem pa je prenehal delovati po
dolo£enem ²tevilu generacij, max_gen = 400. Slika 6 prikazuje migracijo osebkov
po grafu funkcije h in njihovo ustalitev pri globalnem maksimumu. Iz grafa 7 se vidi
razvoj najbolj²ega osebka (oranºno) in populacije (modro) skozi generacije.
Slika 6. Migracija osebkov pri ra£unanju maksimuma funkcije h, po-
dane v (1).
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Slika 7. Rast uspe²nosti najbolj²ega osebka in populacije skozi generacije.
Nekaj re²itev, ki jih je vrnil genetski algoritem, je zapisanih v tabeli 1.
Tabela 1. Rezultati desetih zaporednih zagonov genetskega algo-













Primer 2.6 (Funkcija z ve£ globalnimi maksimumi). Pri ra£unanju globalnega ma-
ksimuma funkcije z ve£ kot enim globalnim maksimumom, genetski algoritem najde
samo enega naenkrat. Naj bo z funkcija, katere maksimum i²£emo:
(4) z(x,y) = −2x2 + 4xy − y4 + 48.
Funkcija je prikazana na sliki 8.
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Slika 8. Graf funkcije z, podane v (4), z ozna£enima maksimumoma.
Funkcija z ima dva globalna maksimuma, ki sta doseºena v to£kah (−1,−1) in
(1, 1), kjer zavzameta vrednost z(−1,− 1) = z(1,1) = 49. Genetski algoritem najde
enega ali drugega, vendar nikoli obeh hkrati.
Slika 9. Iskanje maksimuma funkcije z, podane v (4), z dvema glo-
balnima maksimumoma.
Podoben sklep velja za vse funkcije z ve£ kot enim globalnim maksimumom. Kot
skrajni primer poglejmo iskanje maksimuma funkcije
(5) g(x,y) = ex,
pri £emer pregledujemo obmo£je [−2, 2]× [−2, 2].
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Slika 10. Graf funkcije g, podane v (5)
Iz slike 10 je o£itno, da so globalni maksimumi doseºeni na daljici med to£kama
(2,−2) in (2,2). V tabeli 2 so prikazani globalni maksimumi dobljeni z 10-kratnim za-
gonom genetskega algoritma. Vsakokrat je algoritem na²el novo vrednost koordinate
y oziroma nov globalni maksimum.
Tabela 2. Re²itve desetih zaporednih zagonov genetskega algoritma













Primer 2.7 (Primerjava proporcionalne in elitne proporcionalne selekcije). Po-
glejmo si spreminjanje uspe²nosti najbolj²ega osebka v odvisnosti od ²tevila ge-
neracij. Na levi sliki 11 je uporabljena proporcionalna selekcija, na desni pa elitna
proporcionalna selekcija. Preostali krmilni parametri se med seboj ne razlikujejo.
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Slika 11. Razlika v razvojih najuspe²nej²ega osebka pri proporcio-
nalni (levo) in elitni proporcionalni selekciji (desno).
Pri uporabi elitne selekcije je opaziti stalnost in dejanski napredek osebkov, saj
najuspe²nej²i osebek napreduje v naslednjo generacijo z verjetnostjo 1. Z uporabo
zgolj proporcionalne selekcije pa se napredek lahko iz generacije v generacijo izgubi.
♦
Primer 2.8 (Izbira krmilnega parametra pm). Mutacija vna²a pestrost v genetski
zapis. Ob generiranju za£etne populacije (oziroma v katerikoli od slede£ih generacij)
se lahko zgre²i dolo£en bit informacije, ki je nujno potreben pri iskanju optimalne
re²itve. Brez mutacije bi bilo nemogo£e vnesti ta manjkajo£i del£ek genoma v po-
pulacijo. e pestrosti genetskega zapisa ni, bodo vse naslednje generacije vsebovale
pribliºno enake osebke kot so v za£etni populaciji. To lahko vidimo na sliki 12 (d),
kjer je pm = 0. Osebki se ne razlikujejo od tistih v za£etni populaciji, zato tudi
uspe²nost najbolj²ega osebka ostaja prakti£no nespremenjena in ne raste proti glo-
balnemu maksimumu. Druga skrajnost je prevelika pestrost. To je jasno vidno na
primeru, ko izberemo pm = 0,1 (slika 12 (a)). Pri tem algoritmu sploh ne damo mo-
ºnosti, da bi skonvergiral, saj neprestano naklju£no spreminjamo osebke. Na sliki
12(c) je mutacije ravno prav, da ne moti razvoja algoritma in ²e vedno vsake toliko
£asa ustvari super osebek.
(a) pm = 0,1 (b) pm = 0,05
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(c) pm = 0,01 (d) pm = 0
Slika 12. Razvoj najuspe²nej²ega osebka pri razli£nih vrednostih pa-
rametra pm.
♦
Primer 2.9 (Najden lokalni maksimum). V tem primeru je obravnavana funkcija
(6) s(x,y) = 10e−1000(x+2)
2−1000(y+2)2 + 3e−(x−1)
2−(y−1)2 ,
pri £emer i²£emo maksimum na obmo£ju [−3,3] × [−3,3]. Njen graf je prikazan na
sliki 13.
Slika 13. Graf funkcije s, podane v (6).
Iz slike 13 je razvidno, da vrednosti funkcije s hitro nara²£ajo proti globalnemu
maksimumu v njegovi relativno majhni okolici. Okolica lokalnega maksimuma, kjer
se vrednosti funkcije pribliºujejo maksimalni vrednosti, je ve£ja. Verjetnost, da se
bodo uspe²ni osebki nahajali v bliºini lokalnega maksimuma, je potemtakem ve£ja
od verjetnosti, da kak²en izmed osebkov zadene okolico globalnega maksimuma.
Zgodi se, da genetski algoritem za re²itev prepozna lokalni maksimum. Tej napaki
se izognemo tako, da pove£amo ²tevilo osebkov v populaciji in s tem pove£amo
verjetnost, da se bo kateri izmed osebkov nahajal v neposredni bliºini globalnega
maksimuma.
Na sliki 14 je prikazan potek iskanja re²itve pri velikosti populacije N = 15 (levo)
in N = 40 (desno). Pri izbiri ve£jega ²tevila osebkov v populaciji, nam genetski
algoritem vrne globalni maksimum, pri manj²em ²tevilu pa zgolj lokalni maksimum.
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(a) N = 15 (b) N = 40
Slika 14. Vpliv velikosti populacije na kvaliteto re²itve.
♦
3. Konvergenca kanoni£nega genetskega algoritma
V tem poglavju bo opisano teoreti£no ozadje za delovanjem in konvergenco razli-
£ice genetskega algoritma - kanoni£nega genetskega algoritma. To je genetski algo-
ritem, za katerega mora veljati:
• binarna predstavitev osebkov,
• osebki s kon£no in vnaprej znano dolºino,
• proporcionalna selekcija,
• enoto£kovno kriºanje,
• operator mutacije deluje na vsak bit v populaciji z verjetnostjo pm.
Primer uporabe kanoni£nega genetskega algoritma je bil prikazan ºe v razdelku 2,
kjer smo iskali maksimum zvezne realne funkcije dveh spremenljivk.
V delovanje algoritma nas bo popeljal izrek o shemah, pri tem pa nas bo spremljal
pojem pri£akovane vrednosti.
Denicija 3.1. Naj bo X diskretna slu£ajna spremenljivka s porazdelitvijo
X ∼
(
x1 x2 . . .
p1 p2 . . .
)
,
kjer je pi = P (X = xi) in
∑









3.1. Izrek o shemah. Shema S je niz znakov 0, 1 in ∗, pri £emer je ∗ univerzalni
simbol in predstavlja 0 ali 1. Shema dolo£a mnoºico vseh moºnih binarnih nizov, ki
ustrezajo njenemu zapisu.
Primer 3.2. Naj bo S = ∗ ∗ 10 shema. Potem je {0010, 0110, 1010, 1110} mnoºica
vseh pripadajo£ih binarnih nizov. ♦
19
Iz primera 3.2 je o£itno, da shema z m univerzalnimi simboli generira mnoºico
binarnih nizov mo£i 2m. Po drugi strani pa poljuben binarni niz dolºine ℓ pripada
2ℓ razli£nim shemam.
Primer 3.3. Binarni niz 10 z dolºino ℓ = 2 pripada shemam ∗∗, 1∗, ∗0, 10. ♦
V jeziku genetskih algoritmov sheme generirajo mnoºice kandidatov za re²itev
problema. Z E(S,t) ozna£imo pri£akovano ²tevilo nizov, ki pripadajo shemi S ob
£asu t. V nadaljevanju si bomo pogledali, kako operatorji genetskih algoritmov
vplivajo na preºivetje sheme, torej v kak²nem razmerju sta E(S,t) in E(S,t+ 1) po
selekciji, kriºanju in mutaciji. Pred tem moramo navesti ²e nekaj denicij in oznak,
za£en²i s tremi osnovnimi lastnostmi shem.
Denicija 3.4. Red sheme S denira speci£nost sheme in je enak ²tevilu njenih
ksnih bitov. Ozna£imo ga z o(S).
Denicija 3.5. Dolºina sheme S je razlika med pozicijama prvega in zadnjega
ksnega bita ter predstavlja strnjenost informacij v shemi. Ozna£imo jo z δ(S).
Primer 3.6. Naj bo S = ∗1 ∗ 01 shema. Potem je njen red o(S) = 3 in njena
dolºina δ(S) = 3. V primeru sheme H = 0 ∗ ∗ ∗ ∗ dolºina zna²a δ(H) = 0. ♦
Denicija 3.7. Uspe²nost sheme S ob £asu t ozna£imo z u(S,t) in je enaka povpre£ni
vrednosti uspehov vseh pripadajo£ih elementov sheme, ki se nahajajo v populaciji






kjer so s1, s2, . . . , sn osebki v populaciji, ki pripadajo shemi S.
3.1.1. Vpliv operatorjev GA na preºivetje sheme. Preºivetje sheme S je odvisno od
²tevila osebkov populacije, ki se v danem trenutku t nahajajo v shemi S. Ve£je ²te-
vilo osebkov v trenutni populaciji, ki pripada dolo£eni shemi, pomeni ve£jo moºnost
preºivetja te sheme v naslednjih generacijah. Vemo namre£, da se sestava populacije
nenehno spreminja zaradi delovanja genetskih operatorjev. V nadaljevanju nas bo
zanimalo, katere lastnosti sheme pozitivno vplivajo na njeno preºivetje.
Vpliv selekcije Zapisali smo formulo (7) za povpre£no uspe²nost sheme. Na





S q ozna£imo njuno razmerje
q = q(t) =
u(S,t)
F (t)
in ga poimenujmo uspe²nostni koli£nik. Grobo re£eno ta predstavlja povpre£en deleº
preºivetja sheme v populaciji. Sledi ena£ba
(8) E(S,t+ 1) =
E(S,t) · u(S,t)
F (t)
= E(S,t) · q,
ki opisuje zvezo med pri£akovanim ²tevilom osebkov v populaciji, ki pripadajo shemi
S ob £asu t in t + 1. Zvezi pravimo reprodukcijska rast sheme. Shemi, za katero
velja q > 1, pravimo nadpovpre£na, saj je v povpre£ju uspe²nej²a od povpre£ne
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uspe²nosti populacije. Sledi, da nadpovpre£na shema pove£uje ²tevilo pripadajo£ih
binarnih nizov v naslednjih generacijah, shemi z uspe²nostjo manj²o od povpre£ne
uspe²nosti populacije pa se manj²a ²tevilo nizov v prihodnjih populacijah.
Sheme, ki so bolj uspe²ne od povpre£ja populacije, imajo ve£jo verjetnost nada-
ljevanja v naslednjo generacijo. Ena£ba (8) pokaºe, da selekcija pove£uje povpre£no
uspe²nost populacije, slabost pa je, da ne prina²a novih potomcev. Za raznolikost
potomcev poskrbita kriºanje in mutacija.
Vpliv kriºanja
Denicija 3.8. Shema S preºivi enoto£kovno kriºanje, £e vsaj eden izmed star²ev
in vsaj eden izmed potomcev pripada shemi S.
Primer 3.9. Naj bo S = ∗10∗∗ shema. Spodnji primer prikazuje primera kriºanja,
kjer shema preºivi (prvi primer) in ne preºivi (drugi primer):
P1 = 110|10 ∈ S → S1 = 11011 ∈ S → shema S preºivi
P2 = 101|11 /∈ S S2 = 10110 /∈ S
P1 = 11|010 ∈ S → S1 = 11111 /∈ S → shema S ne preºivi
P2 = 10|111 /∈ S S2 = 10010 /∈ S
♦
Recimo, da so elementi sheme S dolºine m. Vseh moºnih mest za kriºanje je tako
m−1. Na podlagi prej²jega primera je o£itno, da shema ne bo preºivela kriºanja na











Ti dve formuli veljata v primeru, da bomo izbrani niz zagotovo kriºali z drugim
nizom, kar pa ne drºi vedno. Vemo, da je izbira osebkov za kriºanje naklju£na in
odvisna od verjetnosti pc. Sledi, da je verjetnost preºivetja sheme med operacijo
kriºanja enaka




Primer 3.10. Naj bo S = ∗10∗∗. Kriºanje izvedemo med drugim in tretjim bitom.
Kljub temu, da sta to ksna bita sheme, je shema S preºivela.
P1 = 11|010 ∈ S → S1 = 11001 ∈ S → shema S preºivi
P2 = 00|001 /∈ S S2 = 00010 /∈ S
♦
Kljub temu, da smo v primeru 3.10 kriºanje izvedli na mestu, kjer shema na£eloma
naj ne bi preºivela, se je zgodilo ravno nasprotno. Shema lahko torej preºivi, £e drugi
star² nadomesti del sheme, ki se je izgubil med kriºanjem.
21
Zaradi tega predstavlja izraz na desni strani neena£be (9) zgolj spodnjo mejo za
verjetnost preºivetja sheme. Sledi neenakost




Zdruºena vpliva selekcije in kriºanja nam podajata novo formulo za reprodukcijsko
rast sheme:









Iz neena£be je razvidno, da se bo ²tevilo osebkov, ki pripadajo kratkim nadpovpre£-
nim shemam, pove£evalo.
Vpliv mutacije Shema preºivi mutacijo, £e njeni ksni biti ostanejo nespreme-
njeni, torej ne podleºejo mutaciji. Verjetnost, da dolo£en bit preºivi, je 1 − pm,
pri £emer je pm verjetnost mutacije. Ker je mutacija dolo£enega bita neodvisna od
mutacij preostalih bitov in ker shema preºivi mutacijo le, £e preºivijo vsi njeni ksni
biti (²tevilo teh dolo£a red sheme o(S)), je verjetnost, da dolo£ena shema preºivi
mutacijo, enaka
ps(S) = (1− pm)o(S).
Iz tega lahko takoj sklepamo, da imajo sheme z niºjim redom ve£jo moºnost preºi-
vetja procesa mutacije. Za pm je zna£ilno pm ≪ 1, iz £esar sledi naslednja ocena:
ps(S) ≈ 1− o(S) · pm.
e zdruºimo sedaj celoten vpliv operatorjev selekcije, kriºanja in mutacije, dobimo
kon£no neena£bo reprodukcijske rasti sheme:







(1− o(S) · pm) .
To nas pripelje do izreka o shemah, ki ga je formuliral John Holland v letu 1970
([3]).
Izrek 3.11 (Izrek o shemah). tevilo osebkov, ki pripadajo kratkim, nadpovpre£nim
shemam z nizkim redom, se s £asom pove£uje.
Izrek zanemari majhno vendar neni£elno verjetnost, da je niz, ki bo ustrezal shemi
S, moºno ustvariti tudi z mutacijami za£etnega niza, ki originalno ni pripadal shemi
S v prej²njih generacijah. Zato podaja samo spodnjo mejo pri£akovanega ²tevila
nizov, ki se bodo ujemali s shemo S v naslednji generaciji.
Iz izreka o shemah lahko sklepamo, da genetski algoritem preiskuje prostor s
kratkimi, nadpovpre£nimi shemami nizkega reda. e ve£ kot to, naslednja hipoteza
pravi, da je genetski algoritem sposoben tak²ne sheme sestavljati v uspe²nej²e.
Hipoteza 3.12 (Hipoteza o gradnikih). Genetski algoritem i²£e optimalno re²itev
s sestavljanjem kratkih nadpovpre£no uspe²nih shem nizkega reda, imenovanih gra-
dniki. ♦
Izrek o shemah postavlja teoreti£no osnovo za delovanje genetskih algoritmov,
zmotno pa je misliti, da govori o kvaliteti iskanja re²itve. Pogost (napa£en) sklep
je tudi ta, da osebki, ki pripadajo nadpovpre£nim shemam, pripomorejo h kreiranju
uspe²nej²ih potomcev. Na to nas opominja naslednji primer iskanja igle v senu.
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Primer 3.13. Naj bo preiskovani prostor igla v kupu sena. Uspe²nostna funkcija
vrne visoko uspe²nost v primeru igle in zelo nizko uspe²nost v primeru sena. Pred-
postavimo, da smo iglo ºe na²li in se nahaja v trenutni populaciji. Selekcija bo
poskrbela, da se bo mnoºi£no kopirala v naslednjo populacijo, medtem ko bosta
slede£a kriºanje in mutacija ustvarjala le ²e ve£ sena. Sheme, katerim pripada igla,
bodo pove£evale ²tevilo elementov v generacijah, vendar se uspe²nost teh osebkov
ne bo ve£ala. ♦
Vse, kar izrek o shemah pravi, je, da se ²tevilo osebkov, ki pripadajo kratkim nad-
povpre£nim shemam z nizkim redom, pove£uje. Kar pomeni, da se genetski algori-
tem osredoto£a na iskanje re²itev v uspe²nej²ih obmo£jih (nadpovpre£nih shemah) in
s tem pove£ujejo verjetnost odkrivanja uspe²nej²ih osebkov. Izrek o shemah torej ne
povezuje uspe²nosti star²ev z uspe²nostjo potomcev, £eprav je korelacija nakazana
s hipotezo o gradnikih. V nadaljevanju, v poglavju 3.2, bo z uporabo markovskih
verig dokazano, da izrek o shemah zgolj komentira delovanje genetskega algoritma,
ne moremo pa ni£ sklepati o njegovi konvergenci.
3.2. Markovske verige in konvergenca. Na za£etku tega poglavja bodo pred-
stavljene osnove markovskih verig, pri £emer bomo sledili viru [7]. Za£eli bomo
z obravnavo slu£ajnih procesov z diskretnim £asom. Zapisani bodo kot zaporedja
slu£ajnih spremenljivk X0, X1, . . . , ki lahko zavzamejo vrednosti iz kon£ne mnoºice
stanj S z mo£jo |S| = n.
Denicija 3.14. Stohasti£en proces X0, X1, ... zado²£a markovski lastnosti, £e zanj
velja
P (Xm = sm|X0 = s0, X1 = s1, . . . , Xm−1 = sm−1) = P (Xm = sm|Xm−1 = sm−1),
si ∈ S.
Opomba 3.15. Da stohasti£en proces zado²£a markovski lastnosti pomeni, da na
novo stanje Xm vpliva samo zadnje predhodno stanje Xm−1.
V nadaljevanju naj velja, da so stanja v mnoºici S ozna£ena z 1, 2, . . . , n, to je
S = {1,2, . . . ,n}.
Slu£ajni proces z markovsko lastnostjo imenujemo markovska veriga z diskretnim
£asom. Za stanji i,j ∈ S naj bo
pij(m) = P (Xm = j|Xm−1 = i)
prehodna verjetnost iz stanja i v stanje j vm-tem koraku. V primeru, da je prehodna
verjetnost neodvisna od £asa m, to je pij(m) = pij za vsak m ∈ N, pravimo, da je
markovska veriga homogena. Prehodne verjetnosti homogene kon£ne markovske
verige lahko zdruºimo v prehodno matriko P, ki je v primeru n moºnih stanj oblike
P =
⎡⎢⎢⎣
p11 p12 · · · p1n
p21 p22 · · · p2n
...
... . . .
...
pn1 pn2 · · · pnn
⎤⎥⎥⎦ .
Zanjo velja, da je pij ∈ [0,1] in
∑n
j=1 pij = 1, i = 1,2, . . . ,n. Matrikam s tema
dvema lastnostima pravimo stohasti£ne matrike. Naj bo π0 vrsti£ni vektor za£etne
porazdelitve verjetnosti,
π0 = [P (X0 = j)]
n
j=1 = [P (X0 = 1), P (X0 = 2), . . . , P (X0 = n)],
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pri £emer je P (X0 = j) verjetnost, da se markovska veriga za£ne v stanju j. S
pomo£jo te porazdelitve in prehodne matrike pridemo do porazdelitve na prvem
koraku π1 = [P (X1 = j)]nj=1 = π0 · P, saj je
P (X1 = j) =
n∑
i=1
P (X1 = j|X0 = i) · P (X0 = i) =
n∑
i=1
pij · P (X0 = i).
Porazdelitev verige po k-tem koraku lahko torej zapi²emo kot πk = π0P k. Potemta-
kem je homogena kon£na markovska veriga dolo£ena s parom (π0, P ).
Primer 3.16. Opisana je osnovna uporaba markovskih verig za napovedovanje stanj
v prihodnosti. Primer opisuje ºabo, ki ska£e z enega na drug lokvanjev list. V ribniku
so trije lokvanjevi listi, kar pomeni, da je mnoºica stanj S = {1,2,3}. V £asu t = 0


















Slika 15. Za£etno stanje ºabe in prehodne verjetnosti.
Iz teh dveh podatkov lahko izra£unamo porazdelitev verjetnosti stanj v £asu t = 1:
π1 = π0P =
[
0 0 1










⎤⎦ = [13 13 13] .
aba bo v £asu t = 1 z verjetnostjo 1
3
na listu ²tevilka 1 oziroma 2 ali pa na lokvanju
²tevilka 3. Z generiranjem enakomerno porazdeljenega ²tevila U1 na intervalu I =
[0, 1], bi lahko dolo£ili novo stanje ºabe: X1 =
⎧⎪⎨⎪⎩
1 ; 0 ≤ U1 ≤ 13
2 ; 1
3
< U1 ≤ 23
3 ; 2
3
< U1 ≤ 1
.
Ta na£in dolo£anja prihodnjih stanj spominja na delovanje genetskega algoritma. ♦
Kanoni£ni genetski algoritem si lahko torej predstavljamo kot markovsko verigo.
Mnoºica stanj je oblike S = {0,1}ℓ·N , kjer je N velikost populacije in ℓ dolºina
binarnega niza, ki predstavlja posamezen osebek. Vsak element s ∈ S lahko iden-
ticiramo z naravnim ²tevilom i, ki ustreza danemu binarnemu nizu dolºine ℓ · N,
to je (i)2 = s. Pi²imo kar i ∈ S. Ker je vsak niz sestavljen iz N nizov dolºine ℓ,
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deniramo projekcijo projk(i), ki vsakemu i ∈ S priredi k-ti binarni segment dolºine
ℓ. S to projekcijo dolo£imo posamezne osebke v populaciji, ki jo predstavlja element
i ∈ S. V prehodno matriko P zapi²emo vse spremembe genov, ki se pojavijo zaradi
genetskih operatorjev. Matrika P se na naraven na£in razcepi v produkt treh stoha-
sti£nih matrik K,M in S, P = KMS, ki predstavljajo spremembe osebkov zaradi
kriºanja, mutacije in selekcije.
V nadaljevanju bodo homogene kon£ne markovske verige uporabljene za dokaz
konvergence razli£ice kanoni£nega genetskega algoritma, pri kateri se skozi generacije
ohranja najuspe²nej²i osebek. Prav tako bo dokazano, da osnoven kanoni£ni genetski
algoritem ne konvergira h globalnemu optimumu ne glede na krmilne parametre,
za£etno populacijo in uspe²nostno funkcijo. Pred njeno resnej²o obravnavo pa se je
potrebno bolje spoznati z mehaniko markovskih verig in zapisati nekatere denicije.
Za referenco je uporabljen vir [7].
Denicija 3.17. Nenegativna matrika A je
• primitivna, £e obstaja tak k ∈ N, da je Ak pozitivna,







kjer sta matriki C in T kvadratni in je 0 ni£elna matrika,
• ireducibilna, £e ni reducibilna.
Denicija 3.18. Stohasti£na matrika A je
• stabilna, £e ima enake vrstice,
• stolpi£no dopustna, £e vsak stolpec vsebuje vsaj en pozitiven element.
Izrek 3.19 ([4, stran 133]). Naj bo P primitivna stohasti£na matrika. Potem za-
poredje matrik P k konvergira, ko k → ∞, k pozitivni stabilni stohasti£ni matriki
P∞, to je matriki, ki ima vse elemente pozitivne in vse vrstice enake. Pri tem vr-
stice predstavljajo limitno porazdelitev verige π∞, za katero velja, da ni odvisna od
za£etne porazdelitve verjetnosti π0.
Lema 3.20. Naj bosta A in B stohasti£ni matriki. Potem je tudi C = AB stoha-
sti£na matrika.

























kar dokazuje, da je
∑n
j=1 cij = 1 za vsak i. 
Lema 3.21. Naj bodo K, M in S stohasti£ne matrike. Naj za M dodatno velja,
da je pozitivna in S stolpi£no dopustna matrika. Potem je njihov produkt KMS
pozitivna matrika.
Dokaz. Naj bo A = KM in B = AS. Ker je K stohasti£na, obstaja vsaj en
pozitiven element v vsaki vrstici. Iz tega sledi, da je aij =
∑n
l=1 kilmlj > 0 za vse
i,j ∈ {1, . . . ,n}. Torej je A pozitivna matrika. Na podoben na£in dobimo, da je
bij =
∑n
l=1 ailslj > 0 za vse i,j ∈ {1, . . . ,n}, ker je matrika S stolpi£no dopustna.
Matrika KMS je torej pozitivna. 
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Izrek 3.22. Prehodna matrika kanoni£nega genetskega algoritma P = KMS z ver-
jetnostjo mutacije pm ∈ (0,1), verjetnostjo kriºanja pc ∈ (0,1) in proporcionalno
selekcijo je primitivna.
Dokaz. Matrika K je stohasti£na, saj je posamezen element kij verjetnost, da se
populacija iz stanja i preslika v populacijo v stanju j. Podobno lahko sklepamo
tudi za matriki M in S. Verjetnost, da se osebek i z mutacijo preslika v osebek j, je
enaka pH(i,j)m (1−pm)ℓ·N−H(i,j) > 0 za vse i,j ∈ S, kjer je H(i,j) Hammingova razdalja
med binarno predstavitvijo osebkov i in j. Sledi, da je M pozitivna. Verjetnost, da








za vse i ∈ S, kar pomeni, da je S stolpi£no dopustna. Iz leme 3.21 sledi, da je
matrika P = KMS pozitivna. Trditev je s tem dokazana, saj je vsaka pozitivna
matrika primitivna. 
Zdruºeno znanje izrekov 3.19, 3.20 in 3.22 nam pove, da za£etna porazdelitev ver-
jetnosti π0 nima vpliva na obna²anje markovske verige v limiti ([7]). Torej je izbira
za£etne populacije popolnoma poljubna in ne vpliva na kon£ni rezultat. Poglejmo
si sedaj natan£no denicijo konvergence genetskega algoritma.
Denicija 3.23. Naj bo Zt = max{eval(projk (it)) , k = 1, . . . ,N} zaporedje slu£aj-
nih spremenljivk, ki predstavljajo najbolj²i uspeh v populaciji, podani s stanjem it
ob £asu t. Genetski algoritem konvergira h globalnemu optimumu natanko tedaj, ko
lim
t→∞
P ({Zt = eval∗}) = 1,
pri £emer je eval∗ = max{eval(b); b ∈ {0,1}ℓ} globalni optimum problema, ki ga
re²ujemo.
Izrek 3.24. Kanoni£ni genetski algoritem s parametri iz izreka 3.22 ne konvergira
h globalnemu optimumu.
Dokaz. Naj bo i ∈ S stanje, za katerega velja
max{eval(projk(i)); k = 1, . . . ,N} < eval∗
in πt(i) verjetnost, da je genetski algoritem v stanju i ob £asu t. O£itno velja
P ({Zt ̸= eval∗}) ≥ πt(i)⇐⇒ P ({Zt = eval∗}) ≤ 1− πt(i).
Iz izreka 3.19 vemo, da verjetnost πt(i) konvergira k π∞(i) > 0. Sledi
lim
t→∞
P ({Zt = eval∗}) ≤ 1− π∞(i) < 1,
kar se ne sklada z denicijo konvergence iz 3.23. 
S tem smo dokazali, da osnoven kanoni£ni genetski algoritem ne konvergira h
globalni optimalni re²itvi. Sedaj si poglejmo, kaj se zgodi s konvergenco, £e popu-
laciji i dodamo nek super osebek proj0(i), ki ne bo sodeloval v nadaljnem procesu
evolucije. Vseh moºnih super osebkov je 2ℓ, zato se bo prostor stanj pove£al na
S = {0,1}ℓ·(N+1). Super osebke razporedimo glede na vrednost funkcije eval in jih
ozna£imo z o1, o2, . . . , o2ℓ , pri £emer velja
eval(o1) ≥ eval(o2) ≥ . . . ≥ eval(o2ℓ).
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V prehodni matriki P+ ∈ Rℓ·(N+1)×ℓ·(N+1) naj vrstice od 1 do 2ℓN ustrezajo stanjem,
ki smo jim dodali super osebek o1. Posledi£no bodo vrstice od 2(i−1)ℓN + 1 do 2iℓN
ustrezale stanjem z dodanim super osebkom oi; i = 2, . . . , 2ℓ. Ker super osebek ne
sodeluje pri selekciji, kriºanju in mutaciji, se lahko raz²irjene matrike teh operatorjev




























pri £emer velja KMS > 0. Operacija kopiranja najbolj²ega osebka v naslednjo
generacijo je predstavljena z matriko U ∈ Rℓ(N+1)×ℓ(N+1), ki na mesto super osebka
postavi najuspe²nej²i osebek v populaciji, £e se tam ²e ne nahaja. Matrika U je
stohasti£na matrika, ki ima v vsaki vrstici na enem mestu vrednost 1, na ostalih pa
0. Naj
k̃ = arg max{eval(projk(i)); k = 1, . . . ,N}
dolo£a najbolj²i osebek projk̃(i) v populaciji i, pri £emer je super osebek izvzet. e
velja eval(proj0(i)) ≥ eval(projk̃(i)), potem naj bo uii = 1 in uij = 0 za j ̸= i. V
nasprotnem primeru je uij = 1 za j = (projk̃(i), proj1(i), . . .) ∈ S in uik = 0, k ̸= j.
Sledi, da je v vsaki vrstici matrike U natanko ena 1, kar pa ne velja za stolpce, saj
za vsako stanje j ∈ S, tako da eval(proj0(j)) < max{eval(projk(j)); k = 1, . . . ,N},






... . . .
U2ℓ,1 U2ℓ,2 . . . U2ℓ,2ℓ
⎤⎥⎥⎦ ,
kjer so podmatrike velikosti 2N ·ℓ × 2N ·ℓ. Zaradi vrstnega reda stanj, pri £emer so
populacije z najuspe²nej²im super osebkov zapisane na za£etek, je matrika U11 enaka












... . . .







... . . .
PU2ℓ,1 PU2ℓ,2 . . . PU2ℓ,2ℓ
⎤⎥⎥⎦ .
Podmatrike oblike PUa1 za a ≥ 2 lahko zdruºimo v matriko R ̸= 0.
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stabilna stohasti£na matrika, katere oblika vrstic je [π∞(1), . . . ,π∞(m), 0, . . . , 0], pri
£emer π∞(i) > 0 za i = 1,2, . . . ,m.
Izrek 3.26. Kanoni£ni genetski algoritem, podan v izreku 3.22, ki skozi generacije
ohranja najbolj²o re²itev dobljeno po selekciji, konvergira h globalnemu optimumu.
Dokaz. Podmatrika PU11 = P > 0 vsebuje prehodne verjetnosti stanj, ki vsebujejo
globalno optimalno re²itev. Ker je P primitivna stohasti£na matrika in R nenega-
tivna, nam izrek 3.25 zagotavlja, da verjetnost, da bi obti£ali v lokalnem maksi-
mumu, konvergira proti 0. Torej verjetnost, da smo v globalno optimalnem stanju,
konvergira k 1. Sledi limt→∞ P ({Zt = eval∗}) = 1. 
V primeru, da najuspe²nej²i osebek ohranimo pred selekcijo, velja naslednji izrek.
Izrek 3.27. Kanoni£ni genetski algoritem, podan v 3.22, ki skozi generacije ohranja
najbolj²o re²itev dobljeno pred selekcijo, konvergira h globalnemu optimumu.
Dokaz. Prehodna matrika je v tem primeru P+ = T+US+, kjer je T+ = K+M+.
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... . . .
TU2ℓ,1S TU2ℓ,2S · · · TU2ℓ,2ℓS
⎤⎥⎥⎦ ,
pri £emer je TU11S = TS = P > 0. Podmatrike TUi1S, kjer je i ≥ 2, lahko zberemo
v neni£elno matriko R. Z enakimi argumenti kot pri dokazu izreka 3.26 dobimo
limt→∞ P ({Zt = eval∗}) = 1. 
Vrnimo se k izreku o shemah 3.11 in z znanjem o markovskih verigah pokaºimo,
da izrek res ne govori o konvergenci algoritma. Naj bo S mnoºica stanj oziroma




1, £e eval∗ ∈ {eval(proj1(it)), eval(proj2(it)), . . . , eval(projN(it))}
0, sicer ,
ki spremlja pojavitev globalno optimalnega osebka v populaciji ob £asu t. Ozna£imo
ga z b∗. Naj bo g(b∗, it) funkcija, ki ²teje pojavitve optimalnega osebka b∗ v populaciji
ob £asu t. Potem se ena£ba (10) prevede na






(1− o(b∗) · pm) .
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O£itno je desna stran ena£be manj²a od g(b∗, it), kar ne nakazuje na konvergenco.
Po drugi strani pa tudi ne moremo dokazati nekonvergence. Poglejmo si naslednji
lemi.
Lema 3.28. Velja: limt→∞E[It] = 1⇐⇒ limt→∞ P ({Zt = eval∗}) = 1.
Dokaz. Vemo, da {It = 1} ⇐⇒ {Zt = eval∗}. Naj bo 1A(x) indikatorska funkcija,
kjer je A = {It = 1}. e ena£bo E(1A) = P (A) pogledamo v limiti, dobimo ravno
ºeleno ekvivalenco. 
Lema 3.29. Velja: limt→∞E[It] = 1 =⇒ limt→∞ E(b∗,t) ≥ 1.






g(b∗,it) · π∞(it) ≥
|S|∑
it=1
It · π∞(it) = lim
t→∞
E(It) = 1,
kjer je π∞ limitna porazdelitev markovske verige. 
Obrat leme 3.29 ne velja vedno. Naj bo S = {00, 01, 10,11}, kjer naj 1 predstavlja













It · π∞(it) = 0 · 0,01 + 1 · 0,25 + 1 · 0,25 + 1 · 0,49 = 0,99 < 1.
Iz primera je razvidno, da kljub pove£evanju pri£akovanega ²tevila optimalnih oseb-
kov v populaciji, to ²e ne pomeni, da bo algoritem skonvergiral k optimalni re²itvi.
Dokazali smo konvergenco kanoni£nega genetskega algoritma, ki skozi generacije
ohranja najbolj²e osebke. Takim genetskim algoritmom pravimo tudi elitni genet-
ski algoritmi (EGA). Pri tem je bila uporabljena predpostavka, da je stohasti£na
matrika mutacij M pozitivna. Konvergenco se da dokazati tudi s ²ibkej²o pred-
postavko, da je matrika M ireducibilna in s pozitivnimi elementi zgolj na glavni
diagonali. Taka oblika matrike je namre£ bolj realisti£na kot v prej²njem primeru.
Za primer vzemimo dve populaciji, ki sta druga od druge maksimalno oddaljeni
glede na Hammingovo razdaljo. Naj bo prva populacija i sestavljena iz N osebkov
dolºine ℓ oblike 11 . . . 1, drugo populacijo j pa naj sestavljajo osebki oblike 00 . . . 0.
O£itno je, da je prehodna verjetnost iz prve populacije v drugo zaradi vpliva muta-
cije enaka pij = pNℓm , pri £emer je pm verjetnost mutacije enega bita. Naj bo N = 20,
l = 20 in pm = 0,1. Pri teh podatkih je prehodna verjetnost enaka pij = 10−400, kar
je iz prakti£nega vidika kar enako 0.
Za tokratni dokaz konvergence so uporabljene enake oznake in enak model eli-
tnega genetskega algoritma kot v prej²njem primeru, dodati pa je potrebno ²e nekaj
denicij.
Denicija 3.30. Stanje i je povezano s stanjem j, £e obstaja kon£na veriga stanj
(i, i1, . . . , ik, j), tako da je zmnoºek prehodnih verjetnosti pozitiven: pi,i1 . . . pik,j > 0.
Relacijo ozna£ujemo z i→ j.
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Opomba 3.31. Kvadratna matrika A = [aij]ni,j=1 je ireducibilna, £e je stanje i
povezano s stanjem j za vsaka i,j.
Denicija 3.32. e velja i→ j =⇒ j → i za vsako stanje j, je stanje i povrnljivo.
Stanje i je minljivo, £e ni povrnljivo.
Denicija 3.33. Stanje i je optimalno, £e se globalno optimalen osebek nahaja na
prvem mestu proj0(i). V nasprotnem primeru stanje i imenujemo suboptimalno.
Lema 3.34. Naj bodo matrike K, M in S stohasti£ne. Naj za matriko M dodatno
velja, da je ireducibilna, za matriki S in K pa da imata pozitivne elemente na glavni
diagonali. Potem je produkt matrik KMS ireducibilna matrika. Velja tudi: £e so
elementi na glavni diagonali matrike M pozitivni, so pozitivni tudi elementi na glavni
diagonali matrike KMS.
Dokaz. Naj bo A = MS in B = KA. Ker je M ireducibilna, za vsak par stanj i in
j obstaja zaporedje stanj (i, i1, i2, . . . ,ik, j), tako da mi,i1mi1,i2 . . .mik,j > 0. Ker so
diagonalni elementi matrike S pozitivni, velja mi,i1si1,i1mi1,i2si2,i2 . . .mik,jsj,j > 0.
O£itno velja tudi neenakost mi,jsi,j ≤ ai,j za vsaka i,j. Sledi ai,i1ai1,i2 . . .ik,j > 0 za
vsaka i, j, torej je tudi matrika A ireducibilna. Na podoben na£in dokaºemo, da je
tudi matrika B ireducibilna.
Ker imajo stohasti£ne matrike K, M in S pozitivne elemente na glavni diagonali, bo
vrednost poljubnega diagonalnega elementa njihovega zmnoºka C = KMS ve£ja ali
enaka zmnoºku istoleºnih diagonalnih elementov (cii ≥ kiimiisii > 0). To pomeni,
da imajo diagonalni elementi matrike C tudi pozitivne vrednosti. 
Naslednja lema poveºe teorijo markovskih verig s teorijo genetskih algoritmov.
Lema 3.35. Naj bo matrika P+ prehodna matrika EGA. e je matrika P = KMS
ireducibilna s pozitivnimi elementi na diagonali, je stanje i suboptimalno natanko
tedaj, ko je minljivo.
Dokaz. Dokaz je razdeljen na dva dela. V to£ki a) bo dokazana implikacija v desno,
v to£ki b) pa v levo.
a) i je suboptimalno stanje =⇒ i je minljivo stanje.
Naj bo i = (proj0(i), proj1(i), . . . , projN(i)) suboptimalno stanje in naj bo
maxi = max{eval(projk(i)); k = 1, . . . ,N}. Pride lahko do dveh situacij:
a.1) eval(proj0(i)) ≥ maxi :
a.1.1) V primeru, da obstaja stanje k, tako da eval(proj0(k)) < maxk
in pik > 0 (kar implicira na enakost proj0(k) = proj0(i)), ima
element ukj matrike U vrednost 1. Pri tem je stanje j denirano
kot j = (projk̃(i), proj1(i), . . . , projN(i)). Sledi p
+
ij ≥ pikukj =
pik > 0, kar pomeni, da je stanje i povezano s stanjem j (i→ j).
Po drugi strani pa velja eval(proj0(j)) = maxk > eval(proj0(i)).
Iz denicije matrike P+ sledi, da je pij = 0, torej stanje j ni
povezano s stanjem i.
a.1.2) Druga moºnost je, da obstaja veriga stanj (i, i1, . . . , is, k), tako
da je produkt prehodnih verjetnosti pi,i1 . . . pis,k > 0, pri £emer
veljajo neenakosti maxi1 , . . . ,maxis ≤ eval(proj0(i)) in enako-
sti proj0(i) = proj0(i1) = . . . = proj0(is). Za stanje k pa velja
eval(proj0(k)) < maxk in pik > 0 (tako kot v to£ki a.1.1). Posle-
di£no za elemente matrike U velja ui1,i1 = ui2,i2 = . . . = uis,is = 1,
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torej pi,i1ui1,i1pi1,i2ui2,i2 . . . uis,ispis,k = pi,i1pi1,i2 . . . pis,k > 0, kar je
enako kot v primeru a.1.1.
a.2) eval(proj0(i)) < maxi :
Naj bo j = (projk̃(i), proj1(i), . . . , projN(i)) tako kot v to£ki a.1.1. O£i-
tno velja uij = 1. Uporabimo predpostavko, da ima matrika P pozitivne
elemente na diagonali (pii > 0). Sledi p+ij = piiuij > 0, torej i → j. Ker
velja maxi = eval(projk̃(i)) > eval(proj0(i)), bo zaradi konstrukcije ma-
trike P+ veljalo p+ji = 0. Torej je stanje i minljivo.
b) i je optimalno stanje =⇒ i je povrnljivo stanje.
Velja, da obstaja vsaj eno povrnljivo stanje. Iz to£ke a) sledi, da je to stanje
optimalno. Ozna£imo ga z i. Ker za optimalna stanja velja, da imajo na
mestu super osebka ºe najbolj²i moºni osebek, se iz teh stanj ne da prehajati
v stanja, ki temu pogoju ne ustrezajo - so suboptimalna. Vemo, da ima
matrika prehodov med optimalnimi stanji obliko P = KMS, za katero velja,
da je ireducibilna. Torej velja relacija i→ j za vsak par stanj i in j.







je podmatrika Q prehodna matrika med minljivimi stanji. Potem je limk→∞Qk = 0.
Izrek 3.37. Naj bodo matrike K, M in S stohasti£ne s pozitivnimi elementi na
glavni diagonali. Naj bo matrika M ireducibilna. Sledi, da elitni genetski algoritem,
ki ohranja najbolj²o re²itev dobljeno po selekciji, konvergira h globalnemu optimumu
ne glede na za£etno stanje.
Dokaz. Iz leme 3.34 sledi, da je matrika KMS ireducibilna s pozitivnimi elementi
na diagonali. Matriko P+, enako kot v prej²njem dokazu konvergence, razdelimo





, pri £emer je kvadratna matrika P = KMS
ireducubilna in opisuje verjetnosti prehodov med optimalnimi stanji. Matrika Q
je tudi kvadratna in se nana²a na suboptimalna stanja. Z uporabo izreka 3.36 ter
denicije konvergence 3.23 je izrek dokazan. 
Posledica 3.38. Naj bosta matriki S in K stohasti£ni s pozitivnimi elementi na
glavni diagonali. Naj bo matrika M stohasti£na in oblike
mij =
{
0, H(i,j) > T
> 0, sicer ,
pri £emer je H(i,j) Hammingova razdalja med stanjema i in j, ²tevilo T pa se
nahaja v mejah 1 ≤ T ≤ 2Nℓ in je izbrano vnaprej. Potem elitni genetski algoritem
s prehodno matriko P+ konvergira h globalnemu optimumu.
Opomba 3.39. V primeru, da je T = 2Nℓ, bi bila matrika M pozitivna, za kar pa
smo ºe dokazali konvergenco.
Dokaz. Dokazati moramo, da so elementi glavne diagonale matrikeM pozitivni in da
je matrikaM ireducibilna. Da so elementi na glavni diagonali pozitivni je o£itno, saj
je v tem primeru Hammingova razdalja H(i,i) enaka 0. O£itno je tudi, da je mij > 0
za vsak par stanj (i,j), za katerega velja H(i,j) ≤ 1. Naj za stanji i in j sedaj velja,
da je njuna Hammingova razdalja strogo ve£ja od 1, H(i,j) = k; 1 < k ≤ 2Nℓ. O£itno
je, da lahko najdemo verigo stanj (i,i1,i2, . . . , ik−1,k), tako da H(i,i1) = H(i1, i2) =
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. . . = H(ik−1,k) = 1 in mi,i1mi1,i2 . . .mik−1,jk > 0. Sledi, da je M ireducibilna. Z
uporabo izreka 3.37 je dokaz konvergence EGA kon£an. 
Izrek 3.40. Kanoni£ni genetski algoritem, podan v izreku 3.37, ki ohranja najbolj²o
re²itev najdeno pred selekcijo, konvergira h globalnemu optimumu ne glede na za£etno
stanje.
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TU2ℓ,1S TU2ℓ,2S · · · TU2ℓ,2ℓS
⎤⎥⎥⎦ .
Zaradi leme 3.34 vemo, da je matrika KMS ireducibilna s pozitivnimi elementi na






kjer je matrika P = KMS kvadratna, ireducibilna in se nana²a na optimalna stanja,
medtem ko kvadratna matrika Q vsebuje verjetnosti med prehodi suboptimalnih
stanj. Konvergenca je ponovno dokazana z uporabo izreka 3.36. 
Preko uporabe homogenih kon£nih markovskih verig je bilo v tem poglavju doka-
zano, da osnoven kanoni£ni genetski algoritem ne bo nikoli skonvergiral h globalni
re²itvi, ne glede na izbiro za£etne populacije. Konvergenco kanoni£nega algoritma
se lahko doseºe z ohranjanjem najbolj²ega osebka v posamezni generaciji (elitni ge-
netski algoritem), £esar pa ne smemo zame²ati z uporabo elitne selekcije. Pri slednji
razli£ici kanoni£nega genetskega algoritma se najbolj²i osebek uporabi pri generi-
ranju potomcev, medtem ko se ga pri uporabi elitnega genetskega algoritma zgolj
shranjuje v obliki dodatnega osebka v populaciji, ki pa ni prisoten pri kreiranju po-
pulacije potomcev. Sledila sta dva podobna dokaza konvergence, saj sta imela elitna
genetska algoritma malenkost druga£ne predpostavke glede matrik operatorjev kri-
ºanja, mutacije in selekcije. Teorija markovskih verig je bila uporabljena tudi na




function real = bit2real(bit, dolzinax, dolzinay, dolzina_niza, obmocje_x, obmocje_y)
% funkcija vra£a par realnih ²tevil (x,y), ki sta predstavljeni z bitnim
% nizom bit
% PARAMETRI: bit - 1xdolzina_niza vektor. Predstavlja bitni niz
% dolzinax - dolzina bitnega niza, ki predstavlja zapis za prvo
% koordinato x
% dolzinay - dolzina bitnega niza, ki predstavlja zapis za drugo
% koordinato y
% dolzina_niza - celotna dolzina bitnega niza (dolzinax + dolzinay)
% obmocjex - 1x2 vektor obmo£ja, kjer se lahko nahaja x
% obmocjey - 1x2 vektor obmo£ja, kjer se lahko nahaja y
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b_x = bit(1:dolzinax);
b_y = bit((dolzinax + 1):dolzina_niza);
% izra£un realne vrednosti za x iz njenega bitnega zapisa b_x
x1 = 0;
for i =0:(dolzinax - 1)
x1 = x1+2^i*b_x(end-i);
end
x = obmocje_x(1) + x1*(obmocje_x(2)-obmocje_x(1))/(2^dolzinax-1);
% izra£un realne vrednosti za y iz njenega bitnega zapisa b_y
y1 = 0;
for i =0:(dolzinay - 1)
y1 = y1+2^i*b_y(end-i);
end
y = obmocje_y(1) + y1*(obmocje_y(2)-obmocje_y(1))/(2^dolzinay-1);
real = [x,y];
end
function pop = ustvari_populacijo(dolzina_niza, velikost_pop)
% funkcija ustvari matriko velikosti velikost_pop x dolzina_niza; vrstice
% so naklju£no izbrani osebki v populaciji predstavljeni z bitnim nizom
% PARAMETRI: dolzina_niza - dolzina bitnega niza
% velikost_pop - velikost populacije
pop = round(rand(velikost_pop, dolzina_niza));
end
function [uspesnost_osebkov, uspesnost_pop, populacija_real] = ovrednoti(populacija, ...
velikost_pop, dolzinax, dolzinay, dolzina_niza, obmocje_x, obmocje_y)
% funkcija vra£a matriko uspe²nosti posameznega osebka, skupno uspe²nost
% populacije in matriko z osebki v populaciji predstavljenimi z realnimi
% ²tevili
% PARAMETRI: populacija - matrika velikosti velikost_pop x dolzina_niza;
% vrstice so osebki v populaciji predstavljeni z bitnim nizom
% velikost_pop - velikost populacije
% dolzinax - dolºina bitnega niza, ki predstavlja zapis za prvo koordinato x
% dolzinay - dolºina bitnega niza, ki predstavlja zapis za drugo koordinato y
% dolzina_niza - celotna dolºina bitnega niza (dolzinax + dolzinay)
% obmocjex - 1x2 vektor obmo£ja, kjer se lahko nahaja x
% obmocjey - 1x2 vektor obmo£ja, kjer se lahko nahaja y
for i = 1 : velikost_pop
populacija_real(i, :) = bit2real(populacija(i, :), dolzinax, dolzinay, dolzina_niza,...
obmocje_x, obmocje_y);




function f = objectivefcn(x)
% funkcija bodisi izra£una vrednost uspe²nostne funkcije bodisi nari²e graf
% funkcije, ki ji ho£emo poiskati optimalni globalni maksimum
% PARAMETRI: x - 1x2 vektor priblizka za ni£lo, pri £emer je x(1) prva koordinata in x(2)
% druga koordinata
if (nargin == 0)
hold on;
% nari²imo za£etni graf
x = linspace(-3, 3, 300);
y = linspace(-3, 3, 300);
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[x,y] = meshgrid(x,y);










% uspe²nostna funkcija (vedno mora vra£ati pozitivne vrednosti)
f= (3*(1-x).^2.*exp(-(x.^2) - (y+1).^2)- 10*(x/5 - x.^3 - y.^5).*exp(-x.^2-y.^2)- ...
1/3*exp(-(x+1).^2 - y.^2)) + 7;
end
function plotobjective1(fcn,range)
% prirejena Matlab koda za funkcijo plotobjective
% funkcija vra£a graf funkcije dveh spremenljivk fcn, katerih obmo£je je
% zapisano v spremenljivki range
% PARAMETRI: fcn - funkcija, ki jo ºelimo narisati
% range - 2x2 matrika, pri £emer je prva vrstica obmo£je za prvo






span = diff(range')/(pts - 1);
x = range(1,1): span(1) : range(1,2);
y = range(2,1): span(2) : range(2,2);
pop = zeros(pts * pts,2);
k = 1;
for i = 1:pts
for j = 1:pts
pop(k,:) = [x(i),y(j)];
k = k + 1;
end
end











function pop_selekcija = proporcionalna_selekcija(populacija, uspesnost_osebkov, ...
uspesnost_pop, velikost_pop)
% funkcija vra£a matriko populacije po proporcionalni selekciji
% PARAMETRI: populacija - matrika velikosti velikost_pop x dolzina_niza, ki
% predstavlja populacijo, na kateri ºelimo izvesti selekcijo
% uspesnost_osebkov - matrika velikost velikost_pop x 1, z
% uspe²nostmi osebkov
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% uspesnost_pop - uspe²nost celotne populacije
% velikost_pop - velikost populacije
verjetnost_prezivetja = uspesnost_osebkov/uspesnost_pop;




for i = 1:velikost_pop
for j = 1:velikost_pop







function pop_selekcija = proporcionalna_elit_selekcija(populacija, uspesnost_osebkov,...
uspesnost_pop, velikost_pop)
% funkcija vra£a matriko populacije po proporcionalni elitisti£ni selekciji
% PARAMETRI: populacija - matrika velikosti velikost_pop x dolzina_niza, ki
% predstavlja populacijo, na kateri ºelimo izvesti selekcijo
% uspesnost_osebkov - matrika velikost velikost_pop x 1, z
% uspe²nostmi osebkov
% uspesnost_pop - uspe²nost celotne populacije
% velikost_pop - velikost populacije
verjetnost_prezivetja = uspesnost_osebkov/uspesnost_pop;




for i = 1:(velikost_pop-1)
for j = 1:velikost_pop







function pop_krizanje = enotockovno_krizanje(populacija, velikost_pop, dolzina_niza, p_c)
% funkcija vra£a matriko populacije po enoto£kovnem kriºanju
% PARAMETRI: populacija - matrika velikosti velikost_pop x dolzina_niza, ki predstavlja
% populacijo, na kateri ºelimo izvesti kriºanje
% velikost_pop - velikost populacije
% dolzina_niza - dolºina bitnega niza posameznega osebka
% p_c - verjetnost kriºanja posameznega para
kriz = rand(1, velikost_pop);
starsi = zeros(1, dolzina_niza);
pop_krizanje = zeros(1, dolzina_niza);
for i = 1 : velikost_pop
if kriz(i) <= p_c
starsi(end + 1, :) = populacija(i, :);
else




starsi(1, :) = [];
st_starsev = size(starsi, 1);
st_starsev1 = size(starsi, 1);
if st_starsev > 1
for j = 1 : floor(st_starsev/2)
stars1 = randi(st_starsev);
pari(j, (1 : dolzina_niza)) = starsi(stars1, :);
starsi(stars1, :) = [];
stars2 = randi(st_starsev - 1);
pari(j, ((dolzina_niza + 1) : (2 * dolzina_niza))) = starsi(stars2, :);
starsi(stars2, :) = [];
st_starsev = st_starsev - 2;
end
end
% £e je bilo ²tevilo star²ev liho, ostane en star² brez para. Dodamo ga v kon£no
% populacijo, ne da bi ga kriºali
pop_krizanje = [pop_krizanje;starsi];
% enoto£kovno kriºanje parov
if st_starsev1 >= 2
for i = 1 : size(pari, 1)
stars1 = pari(i, 1 : dolzina_niza);
stars2 = pari(i, (dolzina_niza + 1) : (2 * dolzina_niza));
% izberemo mesto kriºanja
mesto_krizanja = randi(dolzina_niza - 1);
potomec1 = [stars1(1 : mesto_krizanja), stars2(mesto_krizanja + 1 : dolzina_niza)];
potomec2 = [stars2(1 : mesto_krizanja), stars1(mesto_krizanja + 1 : dolzina_niza)];
pop_krizanje(end + 1, :) = potomec1;
pop_krizanje(end + 1, :) = potomec2;
end
end
pop_krizanje(1, :) = [];
end
function pop_mutacija = mutacija_prop(populacija, velikost_pop, dolzina_niza, p_m)
% funkcija vra£a matriko populacije po mutaciji
% PARAMETRI: populacija - matrika velikosti velikost_pop x dolzina_niza, ki
% predstavlja populacijo, na kateri ºelimo izvesti
% mutacijo
% velikost_pop - velikost populacije
% dolzina_niza - dolºina bitnega niza posameznega osebka
% p_m - verjetnost mutacije posameznega bita
mut = double(rand(velikost_pop,dolzina_niza) < p_m);
pop_mutacija = xor(populacija, mut);
end
function pop_mutacija = mutacija_elit_prop(populacija, velikost_pop, dolzina_niza, p_m, best)
% funkcija vra£a matriko populacije po mutaciji
% PARAMETRI: populacija - matrika velikosti velikost_pop x dolzina_niza, ki
% predstavlja populacijo, na kateri ºelimo izvesti
% mutacijo
% velikost_pop - velikost populacije
% dolzina_niza - dolºina bitnega niza posameznega osebka
% p_m - verjetnost mutacije posameznega bita
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mut = double(rand(velikost_pop,dolzina_niza) < p_m);
pop_mutacija = xor(populacija, mut);
pop_mutacija(end+1, :) = best;
end
function osebek = GA_prop()
% funkcija poi²£e globalni maksimum funkcije, ki je zapisana v funkciji
% objectivefcn. Obenem izri²e tudi razvoj populacij iz generacije v
% generacijo in graf uspe²nosti osebkov skozi £as.





dolzina_niza = dolzinax + dolzinay;
obmocje_x = [-3, 3];





pop_zacetna = ustvari_populacijo(dolzina_niza, velikost_pop);
[uspesnost_osebkov, uspesnost_pop, populacija_real] = ovrednoti(pop_zacetna, velikost_pop, ...
dolzinax, dolzinay, dolzina_niza, obmocje_x, obmocje_y);
history(:,:,1) = [populacija_real, uspesnost_osebkov];





while (not (gen > max_gen))
pop_selekcija = proporcionalna_selekcija(pop_mutacija, uspesnost_osebkov, uspesnost_pop,...
velikost_pop);
pop_krizanje = enotockovno_krizanje(pop_selekcija, velikost_pop, dolzina_niza, p_c);
pop_mutacija = mutacija_prop(pop_krizanje, velikost_pop, dolzina_niza, p_m);
[uspesnost_osebkov, uspesnost_pop, populacija_real] = ovrednoti(pop_mutacija, velikost_pop, ...
dolzinax, dolzinay, dolzina_niza, obmocje_x, obmocje_y);
history(:,:,gen) = [populacija_real, uspesnost_osebkov];
[max_vrednost, index] = max(history(:,3,gen));
best_osebek(gen,:) = history(index,:,gen);
mean_pop(gen,:) = uspesnost_pop/velikost_pop;
gen = gen + 1;
end
osebek = best_osebek(end,:);
% graf razvoja populacije v iskanju globalnega maksimuma skozi £as




for t = 1:stevilo_grafov/10
subplot(stevilo_vrstic,8,t);
plotobjective1(@objectivefcn, [obmocje_x; obmocje_y]);
scatter3(history(:,1,t)', history(:, 2, t)', history(:, 3, t)' + ...
















title('Graf rasti uspe²nosti najbolj²ega osebka in populacije');
legend({'povpre£na uspe²nost populacije', 'uspe²nost najbolj²ega osebka'});
legend('Location','south');
end
function osebek = GA_elit_prop()
% funkcija poi²£e globalni maksimum funkcije, ki je zapisana v funkciji
% objectivefcn. Obenem izri²e tudi razvoj populacij iz generacije v
% generacijo in graf uspe²nosti osebkov skozi £as.





dolzina_niza = dolzinax + dolzinay;
obmocje_x = [-3, 3];





pop_zacetna = ustvari_populacijo(dolzina_niza, velikost_pop);
[uspesnost_osebkov, uspesnost_pop, populacija_real] = ovrednoti(pop_zacetna, velikost_pop, ...
dolzinax, dolzinay, dolzina_niza, obmocje_x, obmocje_y);
history(:,:,1) = [populacija_real, uspesnost_osebkov];







while (not (gen > max_gen))
pop_selekcija = proporcionalna_elit_selekcija(pop_mutacija, uspesnost_osebkov, ...
uspesnost_pop, velikost_pop);
pop_krizanje = enotockovno_krizanje(pop_selekcija, velikost_pop-1, dolzina_niza, p_c);
pop_mutacija = mutacija_elit_prop(pop_krizanje, velikost_pop-1, dolzina_niza, p_m, best);
[uspesnost_osebkov, uspesnost_pop, populacija_real] = ovrednoti(pop_mutacija, velikost_pop,...
dolzinax, dolzinay, dolzina_niza, obmocje_x, obmocje_y);
history(:,:,gen) = [populacija_real, uspesnost_osebkov];








% graf razvoja populacije v iskanju globalnega maksimuma skozi £as




for t = 1:stevilo_grafov/10
subplot(stevilo_vrstic,8,t);
plotobjective1(@objectivefcn, [obmocje_x; obmocje_y]);
















title('Graf rasti uspe²nosti najbolj²ega osebka in populacije');




canonical genetic algorithm kanoni£ni genetski algoritem
column allowable matrix stolpi£no dopustna matrika
elitist genetic algorithm elitni genetski algoritem
elitist selection elitna selekcija
essential state povrnljivo stanje
evolutionary algorithm evolucijski algoritem
evolutionary programming evolucijsko programiranje
evolution strategy evolucijska strategija
expected value pri£akovana vrednost
tness function uspe²nostna funkcija
genetic programming genetsko programiranje
gradient method gradientna metoda
Gray code Grayeva koda
Hamming distance Hammingova razdalja
heuristic hevristika
inessential state minljivo stanje
Markov chain markovska veriga
roulette wheel selection proporcionalna selekcija
schema shema
onepoint crossover enoto£kovno kriºanje
tournament selection turnirska selekcija
twopoint crossover dvoto£kovno kriºanje
uniform crossover enoli£no kriºanje
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