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Résumé
Soit L2ω(R) un espace pondéré muni d’un poids ω. Dans cet article, on montre que pour tout
opérateur borné T sur L2ω(R), qui commute avec les translations, et pour tout a ∈ Iω , il existe une
fonction νa ∈ L∞(R) telle que
(̂Tf )a = νa (̂f )a, ∀f ∈D(R).
Ici (g)a désigne la fonction x → g(x)eax , pour g ∈ L2ω(R) et Iω = [lnR−ω , lnR+ω ], où R+ω est le
rayon spectral du shift bilatéral S :f (x) → f (x−1) sur L2ω(R) tandis que 1/R−ω est le rayon spectral
de S−1. De plus, il existe une constante Cω , qui dépend de ω telle qu’on a ‖νa‖∞  Cω‖T ‖, pour
tout a ∈ Iω . Si R−ω < R+ω , il existe ν une fonction bornée holomorphe sur ˚Aω := {z ∈ C | Imz ∈ ˚Iω},
telle que T̂f = νfˆ , ∀f ∈D(R) et ‖ν‖∞ Cω‖T ‖, avec T̂f (a + ix) = (̂Tf )a(x) pour a ∈ ˚Iω .
 2004 Elsevier SAS. Tous droits réservés.
Abstract
Let L2ω(R) be a weighted space with weight ω. In this paper we show that for every bounded
operator T on L2ω(R) which commutes with translations, and for every a ∈ Iω , there exists a function
νa ∈ L∞(R) such that
(̂Tf )a = νa (̂f )a, ∀f ∈D(R).
Here (g)a denotes the function x → g(x)eax for g ∈ L2ω(R) and Iω = [lnR−ω , lnR+ω ], where R+ω is
the spectral radius of the bilateral shift S :f (x) → f (x − 1) on L2ω(R), while 1/R−ω is the spectral
radius of S−1. Moreover there exists a constant Cω depending on ω such that ‖νa‖∞  Cω‖T ‖
for every a ∈ Iω. If R−ω < R+ω , there exists a bounded holomorphic function ν on ˚Aω := {z ∈ C |
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392 V. Petkova / Bull. Sci. math. 128 (2004) 391–415Imz ∈ ˚Iω}, such that T̂f = νfˆ , ∀f ∈ D(R) and ‖ν‖∞  Cω‖T ‖, where T̂f (a + ix) = (̂Tf )a(x)
for a ∈ ˚Iω.
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1. Introduction
On appellera poids sur R une application sur R mesurable, strictement positive et
vérifiant la condition suivante :
ω˜(t) := sup ess
x∈R
ω(x + t)
ω(x)
< +∞, pour tout t ∈ R. (1.1)
Soit L2ω(R) l’espace vectoriel des fonctions f mesurables sur R telles que∫
R
∣∣f (x)∣∣2ω(x)2 dx < +∞.
On munit L2ω(R) de la structure Hilbertienne associée au produit scalaire
〈f,g〉 := 〈f,g〉ω =
∫
R
f (x)g(x)ω(x)2 dx,
de sorte que l’espaceD(R) des fonctions de classe C∞ et à support compact est dense dans
L2ω(R). On notera B(L2ω(R)) l’ensemble des opérateurs bornés sur L2ω(R). La transformée
de Fourier d’une fonction f sera notée fˆ . Pour a ∈ R, on définit sur L2ω(R) l’opérateur de
translation Sa,ω par la formule : (Sa,ωf )(x) = f (x − a) p.p. On a
‖Sa,ω‖ = sup ess
x∈R
ω(x + a)
ω(x)
(1.2)
et grâce à l’hypothèse (1.1), l’opérateur Sa,ω est borné. On note Mω l’ensemble des
multiplicateurs sur L2ω(R), c’est-à-dire l’ensemble des opérateurs T ∈ B(L2ω(R)), qui
commutent avec Sa,ω pour tout a ∈ R. L’algèbre M des multiplicateurs sur L2(R) est
bien connue ([3], [5]) : si T ∈M, il existe h ∈ L∞(R) tel que
T̂f = hfˆ , ∀f ∈ L2(R). (1.3)
La fonction h est appelée symbole de T . Réciproquement, la formule (1.3) associe à toute
fonction h ∈ L∞(R) un multiplicateur sur L2(R). Des résultats analogues sur l’existence
du symbole d’un multiplicateur sont connus dans le cas discret. Plus précisément, Shields
montre dans [10] que tout multiplicateur sur l2σ (Z) := {v = (vn)n∈Z |
∑
n∈Z |vn|2σ 2(n) <+∞} est associé à une fonction holomorphe bornée sur (R−,R+) = {z ∈ C | R− < |z| <
R+} quand R− < R+, où R− = 1
ρ(S−1) et R
+ = ρ(S), S désignant le shift sur l2σ (Z). Le
cas où R+ = R− ne semble avoir été traité que très récemment par Esterle dans [2]. Dans
V. Petkova / Bull. Sci. math. 128 (2004) 391–415 393le cas continu des études approfondies du symbole d’un multiplicateur sur L2ω(R) ont été
faites pour ω un poids particulier fixé (cf. [12] et [11]). Cependant, l’existence du symbole
d’un opérateur de Mω semble ne pas avoir été étudiée pour un poids quelconque. On se
propose d’établir un résultat analogue à (1.3) pour tout multiplicateur sur L2ω(R), pour tous
les ω vérifiant seulement l’hypothèse (1.1). Etant donnés les résultats de [10] et [2], il est
naturel de considérer la bande
Aω = {z ∈ C | lnR−ω  Imz lnR+ω },
où
R+ω = lim
x→+∞ ω˜(x)
1
x = lim
n→+∞
∥∥(S1,ω)n∥∥ 1n = ρ(S1,ω)
et
R−ω = lim
x→+∞ ω˜(−x)
− 1
x = lim
n→+∞
∥∥(S−1,ω)n∥∥− 1n = 1
ρ(S−1,ω)
.
Soit T ∈Mω. Pour a ∈ R et f ∈ L2ω(R), on définit la fonction (f )a : t → eatf (t). On va
montrer que pour a ∈ Iω := [lnR−ω , lnR+ω ] et f ∈ D(R), la fonction (Tf )a appartient à
L2(R) et qu’il existe νa ∈ L∞(R) tel que
(̂Tf )a(x) = νa(x)(̂f )a(x) p.p.
et
‖νa‖∞  Cω‖T ‖, Cω = exp
( 12∫
− 12
2 ln ω˜(y) dy
)
.
Ceci est une généralisation directe àMω du résultat (1.3) concernantM si R−ω  1R+ω .
De plus, quand R−ω < R+ω , la fonction
ν : z = a + ix → νa(x)
est holomorphe sur ˚Aω. Nous reprenons ici certaines méthodes de [2] et [10], mais le
cas continu présente de sérieuses difficultés supplémentaires par rapport au cas discret.
En effet, si ω est un poids quelconque, il n’est pas du tout évident que (̂Tf )a ∈ S(R)′,
pour T ∈ Mω, a ∈ Iω et f ∈ D(R). Nous traitons en premier le cas des opérateurs
de convolution avec une fonction de D(R). Tout d’abord, dans la section 2, nous nous
ramenons au cas d’un poids continu, qui vérifie des propriétés supplémentaires. Dans
la section 3, on démontre que pour tout T ∈ Mω, il existe une suite (φn)n∈N ⊂ D(R)
telle que T est la limite pour la topologie forte des opérateurs de la suite (Tφn)n∈N, où
Tφn :f → f ∗ φn est le multiplicateur sur L2ω(R) associé à φn. De plus, nous disposons
d’un contrôle sur la norme de Tφn . Puis, dans la section 4, grâce à plusieurs lemmes
techniques, nous montrons que si le poids ω est continu, on a∣∣φˆ(α)∣∣ ‖Tφ‖, ∀φ ∈D(R), ∀α ∈ Aω.
Nous déduisons de ces résultats, à la section 5, notre théorème principal énoncé ci-
dessous.
394 V. Petkova / Bull. Sci. math. 128 (2004) 391–415Théorème 1. Soit ω un poids sur R et soit T ∈Mω.
(1) On a (Tf )a ∈ L2(R), pour f ∈D(R) et a ∈ Iω .
(2) Pour a ∈ Iω , il existe une fonction νa ∈ L∞(R) telle que
(̂Tf )a(x) = νa(x)(̂f )a(x), ∀f ∈D(R), p.p.
De plus, on a ‖νa‖∞ Cω‖T ‖, ∀a ∈ Iω .
(3) Si R−ω < R+ω , il existe une fonction ν ∈H∞( ˚Aω) telle que :
T̂f = νfˆ , ∀f ∈D(R),
où T̂f (a + ix) = (̂Tf )a(x) pour a ∈ ˚Iω , f ∈D(R).
2. Préliminaires
Dans cette section, on montre que tout poids ω est en fait équivalent à un poids ω0 qui
vérifie des propriétés beaucoup plus fortes que (1.1). Dans ce but, nous reprenons ici des
arguments de la section 5 de [1]. Posons γ (x) = ln(ω(x)) p.p. et soit
b(t) := sup ess
x∈R
∣∣γ (x + t) − γ (x)∣∣, ∀t ∈ R.
D’après (1.1), on a b(t) < +∞, pour tout t ∈ R. La fonction b est paire et sous-additive.
De plus, elle est mesurable. Comme l’union des ensembles En = {t ∈ R | b(t)  n} est
R, la mesure de En est strictement positive pour n assez grand. Soit M > 0 tel que
E = {t ∈ R | b(t)M} est de mesure non nulle. Quitte à réduire E, on peut supposer que la
mesure de E est finie. On pose g(x) = χE ∗χ−E(x), pour tout x ∈ R, où χE est la fonction
caractéristique de E. Le support de g est contenu dans E1 = {t ∈ R | t = t1 − t2, t1 ∈
E, t2 ∈ E}. La fonction g est continue car c’est la convolée d’une fonction de L1(R)
avec une fonction de L∞(R). Comme g(0) est égal à la mesure de E, qui est strictement
positive, g est strictement positive sur un voisinage de 0 et E1 contient un intervalle ouvert
non vide. Comme b est sous-additive, on a pour tout compact K de R
sup
x∈K
b(x) < +∞. (2.1)
Posons M0 = supx∈[−1,1] b(x). On fixe a > 0. On va montrer que sup essx∈[−a,a]|γ (x)| <
+∞. Soit Ma tel que |b(t)|Ma pour tout t ∈ [−2a,2a]. Soit
Ja =
{
(x, t) ∈ [−a, a] × [−2a,2a] | |γ (x + t) − γ (x)| > Ma
}
.
On a
∫ 2a
−2a(
∫ a
−a χJa dx) dt = 0 et d’après le théorème de Fubini on obtient
a∫
−a
( 2a∫
−2a
χJa dt
)
dx = 0.
Cela implique que pour presque tout x ∈ [−a, a], on a |γ (x + t) − γ (x)|  Ma, pour
presque tout t ∈ [−2a,2a]. On fixe x0 ∈ [−a, a] pour lequel on a∣∣γ (x0 + t) − γ (x0)∣∣Ma
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pour presque tout t ∈ [−2a,2a]. Ainsi, on a |γ (z)|  |γ (x0)| + Ma, pour presque tout
z ∈ [−a, a]. Cela implique que γ est localement intégrable. On peut définir un poids ω0,
par la formule :
ω0(x) = exp
( 12∫
− 12
γ (x + u) du
)
, ∀x ∈ R. (2.2)
Le poids ω0 est continu. On pose γ0(x) = ln(ω0(x)). La fonction γ0 est liptchitzienne. En
effet, pour tout x ∈ R on a
γ0(x) =
1
2 +x∫
− 12 +x
γ (t) dt
et
γ ′0(x) = γ
(
1
2
+ x
)
− γ
(
x − 1
2
)
p.p.
De plus, on a
γ0(x + t) − γ0(x) =
x+t∫
x
γ ′0(u) du, pour tout x ∈ R, pour tout t ∈ R,
car γ0 est absolument continue. Comme
sup ess
x∈R
∣∣γ ′0(x)∣∣= b(1)M0,
on obtient∣∣γ0(x + t) − γ0(x)∣∣M0|t|, ∀x ∈ R, ∀t ∈ R. (2.3)
De plus, on a
ω˜0(y) = sup
x∈R
exp
(
γ0(x + y) − γ0(x)
)
 eM0|y|, ∀y ∈ R,
d’après (2.3). Ainsi, pour tout K compact de R on a :
sup
y∈K
ω˜0(y) < +∞ (2.4)
et le poids ω0 vérifie la propriété :
lim
n→+∞ sup|y| 1
ω˜0(y) = 1. (2.5)
n
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ω0(x)
ω(x)
= exp
( 12∫
− 12
γ (x + u) − γ (x) du
)
 exp
( 12∫
− 12
M0 du
)
= eM0 p.p.
De même, on a
ω(x)
ω0(x)
 eM0 p.p.
Posons βω = sup essx∈R ω0(x)ω(x) . On a
βω = exp
1
2∫
− 12
sup ess
x∈R
(
γ (x + u) − γ (x))du = exp
1
2∫
− 12
ln ω˜(u) du.
On remarque que
sup ess
x∈R
ω(x)
ω0(x)
= exp
1
2∫
− 12
ln ω˜(−u) du = βω
et on a
β−1ω ω(x) ω0(x) βωω(x) p.p.
Comme le poids ω est équivalent à un poids continu, ω vérifie la propriété suivante :
0 < inf ess
y∈K ω(y) sup essy∈K
ω(y) < +∞, pour tout K compact de R. (2.6)
De plus, d’après (2.4), on obtient :
sup
y∈K
ω˜(y) < +∞, pour tout K compact de R. (2.7)
L’équivalence entre ω et ω0 implique que L2ω(R) = L2ω0(R). Pour T ∈ Bω = B(L2ω(R)),
on note
‖T ‖Bω := sup
f∈L2ω(R)
f =0
‖Tf ‖ω
‖f ‖ω et ‖T ‖Bω0 := supf∈L2ω(R)
f =0
‖Tf ‖ω0
‖f ‖ω0
.
Si aucune confusion n’est possible, la norme de T sera notée ‖T ‖. On remarque que
β−2ω ‖T ‖Bω  ‖T ‖Bω0  β2ω‖T ‖Bω .
Cela implique
R+ω = R+ω0 , R−ω = R−ω0
et les bandes Aω et Aω0 associées aux poids ω et ω0 sont égales.
Pour démontrer l’existence du symbole d’un opérateur de Mω on peut sans perte de
généralité supposer que ω est continu. Les résultats de la section 3 seront démontrés pour
un poids quelconque, mais ceux de la section 4 seront établis pour un poids continu.
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Pour K ⊂ R compact on pose DK(R) = {f ∈D(R)| suppf ⊂ K}. Soit H 1(R) = {f ∈
L2(R)|f ′ ∈ L2(R)}, la dérivée étant calculée au sens des distributions. Soit ω un poids sur
R. On pose ω∗(x) = 1
ω(−x) et [f,g] := [f,g]ω =
∫
R
f (x)g(−x) dx pour f ∈ L2ω(R) et
g ∈ L2ω∗(R).
Definition 1. Soit a ∈ R, on définit Sa,ω l’opérateur de translation sur L2ω(R) par la
formule : (Sa,ωf )(x) = f (x − a), pour tout f ∈ L2ω(R).
Quand le poids ω est fixé, l’opérateur Sa,ω sera noté Sa si a = 1 et S si a = 1.
Definition 2. On poseMω = {T ∈ B(L2ω(R)) | T Sa,ω = Sa,ωT , ∀a ∈ R}. Les éléments de
Mω seront appelés des multiplicateurs sur L2ω(R).
Les deux lemmes suivants sont connus (cf. [6]), mais nous allons donner leurs preuves
car nous utiliserons ultérieurement les mêmes arguments.
Lemme 1. Soit ω un poids sur R. Soient T ∈Mω et f ∈D(R). Alors T (f ′) est la dérivée
de T (f ) au sens des distributions.
Démonstration. Soit (hn)n∈N une suite réelle qui converge vers 0 et soit f dans D(R).
Alors on a∣∣∣∣ (S−hnf )(x) − f (x)hn − f ′(x)
∣∣∣∣ 2‖f ′‖∞, ∀n ∈ N.
Par convergence dominée, on obtient
lim
n→+∞
∥∥∥∥S−hnf − fhn − f ′
∥∥∥∥
ω
= 0
et cela entraîne
lim
n→+∞
∥∥∥∥T (S−hnf ) − Tfhn − T (f ′)
∥∥∥∥
ω
= 0.
Comme T est un multiplicateur,
lim
n→+∞
+∞∫
−∞
∣∣∣∣ (Tf )(x + hn) − (Tf )(x)hn − (T (f ′))(x)
∣∣∣∣2ω(x)2 dx = 0
et (S−hnT )f−Tf
hn
converge vers T (f ′) dans L2loc(R). On en déduit que la dérivée de Tf au
sens des distributions est T (f ′). 
Lemme 2. Soit ω un poids sur R. Pour tout T ∈Mω, il existe une distribution µT d’ordre
1, telle que Tf = µT ∗ f , pour f ∈D(R).
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d’un multiplicateur sur L2(R). Soit B la boule unité de R. Soit g une fonction de classe
C∞, égale à 1 au voisinage de 0 et à support dans B . Si f ∈ D(R), on a gTf ∈ H 1(R).
Donc gTf est égale p.p. à une fonction continue et on peut définir (Tf )(0) comme la
valeur de gTf en 0. Soit µT l’application sur D(R) définie par 〈µT ,f 〉 = (T f˜ )(0), où
f˜ (x) = f (−x). Nous allons démontrer que l’application µT est une distribution. On va
appliquer le lemme de Sobolev (cf. [8], p. 186) à gT f˜ . On a :∣∣(T f˜ )(0)∣∣= ∣∣(gT f˜ )(0)∣∣ C0(‖gT f˜ ‖L2(B) + ∥∥(gT f˜ )′∥∥L2(B)),
où C0 > 0 ne dépend pas de f . Cela montre qu’il existe une constante C telle que :
∣∣(T f˜ )(0)∣∣ C(( ∫
|x|1
∣∣(T f˜ )(x)∣∣2 dx) 12 +( ∫
|x|1
∣∣(T f˜ )′(x)∣∣2 dx) 12)
et avec une autre constante C˜ > 0 on obtient, grâce à (2.6) :∣∣(T f˜ )(0)∣∣ C˜(‖T f˜ ‖ω + ‖T (f˜ ′)‖ω) C˜‖T ‖(‖f˜ ‖ω + ‖f˜ ′‖ω).
Soit K un compact de R. Si f ∈DK(R) on a :∣∣(T f˜ )(0)∣∣ C(K)(‖f˜ ‖∞ + ‖f˜ ′‖∞),
où C(K) ne dépend que de K et donc l’application µT :f → (T f˜ )(0) est une distribution.
On a :
(Tf )(y) = S−y(Tf )(0) = (T S−y)(f )(0)
= 〈µT,x, f (y − x)〉, ∀f ∈D(R), ∀y ∈ R.
On conclut que
Tf = µT ∗ f, ∀f ∈D(R). 
On dira que T ∈Mω est à support compact quand la distribution µT associée à T est à
support compact.
Definition 3. Soit T ∈Mω à support compact. On appellera symbole de T la fonction µˆT
définie sur C par :
µˆT (s) = 〈µT , e−isx〉.
Le symbole de St est δˆt (s) = e−it s . Si φ ∈D(R), le symbole de Tφ est φˆ.
On déduit du lemme 2 le résultat (certainement bien connu) suivant.
Corollaire 1. Soit ω un poids sur R. L’algèbreMω est commutative.
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[Tf,h] = [f,T ∗h],∀f ∈ L2ω(R),∀h ∈ L2ω∗(R). Pour T ∈ Mω , f et h ∈ D(R), on a
(µT ∗ f ) ∗ h = f ∗ (µT ∗ h). Cela entraîne :
[Tf,h] = ((µT ∗ f ) ∗ h)(0) = (f ∗ (µT ∗ h))(0) = [f,T h]
et Tf = T ∗f , pour tout f ∈D(R). Soit U ∈Mω. Alors on a
[UTf,h] = [Tf,U∗h] = [T ∗f,Uh] = [f,T Uh], ∀f ∈D(R),∀h ∈D(R).
Donc (T U)h = (UT )∗h = (UT )h,∀h ∈ D(R) et TU = UT pour tout T et tout U dans
Mω. 
On remarque que pour tout T ∈Mω, on a ‖T ‖ = ‖T ∗‖.
Proposition 1. Soit ω un poids sur R. Soit T ∈Mω ; alors il existe une suite (Yn)n∈N de
multiplicateurs à support compact telle que limn→+∞ ‖Ynf −Tf ‖ω = 0 pour f ∈ L2ω(R)
et telle que ‖Yn‖ ‖T ‖,∀n ∈ N.
Démonstration. Pour f ∈ L2ω(R) et t ∈ R, posons (Mtf )(x) = f (x)e−itx , pour tout x ∈
R. Il résulte du théorème de convergence dominée que (Mt )t∈R est un groupe fortement
continu d’opérateurs sur L2ω(R). On fixe T ∈Mω. Soit T :R → B(L2ω(R)) l’application
définie par la formule :
T (t) = M−t ◦ T ◦Mt, ∀t ∈ R.
Alors T (t) ∈Mω, pour tout t ∈ R. En effet :
T (t)(Saf )(x) = T
(
f (s − a)e−it s)(x)eitx
= T (f (s − a)e−it (s−a)e−ita)(x)eitx
= T (f (s − a)e−it (s−a))(x)eit (x−a)
= Sa
(T (t)f )(x), ∀a ∈ R, ∀t ∈ R, ∀x ∈ R.
De plus, ‖T (t)‖ = ‖T ‖, pour tout t ∈ R et T (0) = T . L’application t → T ◦ Mt est
continue pour la topologie forte des opérateurs. D’autre part, Mt est unitaire pour tout t et
T :R →Mω est continue pour la topologie forte des opérateurs. Pour n ∈ N, soit gn(η) :=
(1 − | η
n
|)χ[−n,n](η), ∀η ∈ R et soit φn(x) = 1−cos(nx)πx2n , ∀x ∈ R. On a φˆn(η) = gn(η),∀η ∈ R, ∀n ∈ N. La suite (φn)n∈N est une suite régularisante c’est-à-dire φn est réelle
positive, ‖φn‖L1 = 1 pour tout n et limn→+∞
∫
|x|a φn(x) dx = 0 pour tout a > 0. On
pose Yn := (T ∗ φn)(0). Alors pour f ∈ L2ω(R), on obtient limn→+∞ ‖Ynf − Tf ‖ω = 0.
Pour n ∈ N et f ∈ L2ω(R), on a
‖Ynf ‖2ω =
∥∥(T ∗ φn(0))f ∥∥2ω =
+∞∫
−∞
∣∣∣∣∣
+∞∫
−∞
(T (y)f )(x)φn(−y) dy
∣∣∣∣∣
2
ω(x)2 dx

+∞∫ ( +∞∫ ∣∣(T (y)f )(x)∣∣φn(−y) dy)2ω(x)2 dx.−∞ −∞
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utilisant le théorème de Fubini, on obtient
‖Ynf ‖2ω 
+∞∫
−∞
+∞∫
−∞
∣∣(T (y)f )(x)∣∣2φn(−y)ω(x)2 dx dy

+∞∫
−∞
∥∥T (y)∥∥2‖f ‖2ωφn(y) dy  +∞∫
−∞
‖T ‖2‖f ‖2ωφn(y) dy
= ‖T ‖2‖f ‖2ω, ∀n ∈ N, ∀f ∈ L2ω(R).
On conclut que T est la limite pour la topologie forte des opérateurs de la suite (Yn)n∈N et
que ‖Yn‖ ‖T ‖,∀n ∈ N. Nous allons maintenant nous intéresser à la distribution associée
à Yn. Soit f ∈ D(R) et soit n ∈ N. En reprenant l’argument de la preuve du lemme 1, on
montre que la dérivée de T (f˜ gn) au sens des distributions est T ((f˜ gn)′). Soit g ∈D(R)
une fonction égale à 1 au voisinage de 0 et à support dans B . Alors gT (f˜ gn) ∈ H 1(R) et
on peut définir (T (f˜ gn))(0) = (gT (f˜ gn))(0). On pose :
〈µT gn,f 〉 =
(
T (f˜ gn)
)
(0).
On applique le lemme de Sobolev à gT (f˜ gn) et on a :∣∣(T (f˜ gn))(0)∣∣ C0(∥∥T (f˜ gn)∥∥L2(B) + ∥∥(T (f˜ gn))′∥∥L2(B)),
où C0 est une constante indépendante de f . Par le même raisonnement, que dans la preuve
du lemme 2, on montre qu’il existe C > 0 telle que :∣∣(T (f˜ gn))(0)∣∣ C(‖f˜ gn‖ω + ∥∥(f˜ gn)′∥∥ω).
Pour f ∈DK(R), on obtient :∣∣(T (f˜ gn))(0)∣∣ C(K)(‖f˜ ‖∞ + ‖f˜ ′‖∞),
où C(K) ne dépend que du compact K ⊂ R. On conclut que µT gn est bien une distribution
d’ordre 1. Il est clair que µT gn est à support compact. Exprimons maintenant Yn en
fonction de µT gn. On a :
(
(T ∗ φn)(0)f
)
(y) =
+∞∫
−∞
(T (−s)f )(y)φn(s) ds
=
+∞∫
−∞
T (M−sf )(y)e−isyφn(s) ds
=
+∞∫
−∞
〈
µT,x, f (y − x)eis(y−x)
〉
e−isyφn(s) ds
=
+∞∫ 〈
µT,x, f (y − x)e−isx
〉
φn(s) ds−∞
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〈
µT,x, f (y − x)
+∞∫
−∞
φn(s) e
−isx ds
〉
= 〈µT,x, f (y − x)gn(x)〉
= 〈(µT gn)x, f (y − x)〉, ∀f ∈D(R).
On conclut que
Ynf = µT gn ∗ f, ∀n ∈ N, ∀f ∈D(R). 
Pour φ ∈D(R), on définit Tφ :f → φ ∗ f , le multiplicateur sur L2ω(R) associé à φ.
Proposition 2. Soit ω un poids sur R. Soit T ∈Mω. Alors il existe une suite (ψn)n∈N ⊂
D(R) telle que
lim
n→+∞Tψn = T
au sens de la topologie forte des opérateurs, et telle que pour tout n ∈ N, on a
‖Tψn‖ kn‖T ‖,
où kn = sup|y| 1n ‖Sy‖.
Démonstration. Pour démontrer la proposition, il suffit de montrer que tout multiplicateur
à support compact est la limite au sens de la topologie forte des opérateurs d’une suite
(Tψn)n∈N ⊂Mω, où ψn ∈D(R), pour tout n ∈ N. Soit T ∈Mω à support compact et soit
(θn)n∈N une suite régularisante telle que pour tout n 1 la fonction θn est réelle, positive,
paire et à support dans [− 1
n
, 1
n
]. Alors, pour f ∈ L2ω(R) on a
lim
n→+∞‖θn ∗ f − f ‖ω = 0.
Pour n ∈ N, posons Tnf = T (θn ∗ f ), pour tout f ∈ L2ω(R). La suite (Tn)n∈N converge
vers T pour la topologie forte des opérateurs et Tn = Tψn , où ψn = µT ∗ θn ∈D(R). On a
Tnf = θn ∗ Tf , car Mω est une algèbre commutative et
‖Tnf ‖2ω =
+∞∫
−∞
∣∣∣∣∣
+∞∫
−∞
(Tf )(x − y)θn(y) dy
∣∣∣∣∣
2
ω(x)2 dx

+∞∫
−∞
( +∞∫
−∞
∣∣(Tf )(x − y)∣∣θn(y) dy)2ω(x)2 dx

+∞∫
−∞
+∞∫
−∞
∣∣(Tf )(x − y)∣∣2θn(y)ω(x)2 dy dx, ∀n ∈ N, ∀f ∈ L2ω(R),
d’après l’inégalité de Jensen appliquée à la mesure de probabilité θn(y) dy et la fonction
convexe x2. En utilisant le théorème de Fubini, on trouve :
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+∞∫
−∞
‖Sy‖2‖Tf ‖2ωθn(y) dy

(
sup
|y| 1
n
‖Sy‖
)2‖Tf ‖2ω, ∀n ∈ N, ∀f ∈ L2ω(R).
On obtient
‖Tn‖ kn‖T ‖, pour tout n ∈ N. 
4. Symbole du multiplicateur Tφ
Dans cette section nous démontrons que pour ω un poids sur R continu :∣∣φˆ(α)∣∣ ‖Tφ‖, ∀φ ∈D(R), ∀α ∈ Aω. (4.1)
Pour ω continu, posons
R+ω,1 = limx→+∞
(
sup
y0
ω(x + y)
ω(y)
) 1
x
, R−ω,1 = limx→+∞
(
sup
y0
ω(y)
ω(x + y)
)− 1x
,
R+ω,2 = limx→+∞
(
sup
y0
ω(y)
ω(−x + y)
) 1
x
, R−ω,2 = limx→+∞
(
sup
y0
ω(−x + y)
ω(y)
)− 1x
.
On remarque que R+ω,1 R
−
ω,1 et R
+
ω,2 R
−
ω,2 et nous définissons
Iω,1 := [lnR−ω,1, lnR+ω,1], Aω,1 := {z ∈ C| Imz ∈ Iω,1},
Iω,2 := [lnR−ω,2, lnR+ω,2], Aω,2 := {z ∈ C| Imz ∈ Iω,2}.
Pour établir (4.1), nous avons besoin de plusieurs lemmes.
Lemme 3. Soit δ un poids sur N, tel que :
lim
p→+∞
(
sup
n0
δ(n)
δ(n + p)
) 1
p
 1.
Alors :
inf lim
n→+∞
δ(n + 1)2
δ(0)2 + · · · + δ(n)2 = 0.
Pour la preuve du lemme 3 on peut se rapporter au début de la démonstration du lemme
3.1 de [2].
Remarque 1. Soit ω un poids continu sur R. Alors on a les égalités :
R+ω,1 = limp→+∞
(
sup
ω(n + p)
ω(n)
) 1
p
, R−ω,1 = limp→+∞
(
sup
ω(n)
ω(n +p)
)− 1
p
, (4.2)
n∈N n∈N
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(
sup
n∈N
ω(−n)
ω(−p − n)
) 1
p
,
(4.3)
R−ω,2 = limp→+∞
(
sup
n∈N
ω(−p − n)
ω(−n)
)− 1p
,
R+ω = lim
p→+∞
(
sup
n∈Z
ω(n + p)
ω(n)
) 1
p
, R−ω = lim
p→+∞
(
sup
n∈Z
ω(n)
ω(n + p)
)− 1p
. (4.4)
En effet, pour x ∈ R on a x = n+ t, où n ∈ Z et t ∈ [0,1] et
ω(n)
supt∈[0,1] ω˜(−t)
 ω(x) sup
t∈[0,1]
ω˜(t)ω(n),
ce qui entraîne les égalités voulues.
Lemme 4. Soit ω un poids continu sur R et soit
B−ω,1 :=
{
z ∈ C | lnR−ω,1  Im z et limn→+∞
n∑
k=0
e−2k Im zω(k)2 = +∞
}
.
Alors pour tout α ∈ B−ω,1, il existe une suite (fα,k)k∈N ⊂ L2ω(R), vérifiant les deux
conditions suivantes :
(i) ‖fα,k‖ω = 1, ∀k ∈ N. (4.5)
(ii) lim
k→+∞‖Sfα,k − e
−iαfα,k‖ω = 0. (4.6)
Démonstration. On fixe α ∈ B−ω,1 et ε ∈ ]0, 12 [. On pose λ = e−iα , fε = χ[−ε,ε] et
gn =
n∑
p=0
λ−p−1Spfε.
On a :
‖gn‖2ω =
∫
R
∣∣∣∣∣
n∑
p=0
λ−p−1fε(x − p)
∣∣∣∣∣
2
ω(x)2 dx
=
n∑
p=0
|λ|−2p−2
ε+p∫
−ε+p
fε(x − p)2ω(x)2 dx
=
n∑
p=0
|λ|−2p−2
ε∫
−ε
fε(x)
2ω(x + p)2 dx
=
n∑
p=0
|λ|−2p−2
ε∫
ω(x + p)2 dx.−ε
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lim inf
n→+∞
‖Sgn − λgn‖2ω
‖gn‖2ω
= 0.
On a :
‖Sgn − λgn‖2ω =
∥∥∥∥∥
n∑
p=0
λ−p−1Sp+1fε −
n∑
p=0
λ−pSpfε
∥∥∥∥∥
2
ω
=
∥∥∥∥∥
n+1∑
p=1
λ−pSpfε −
n∑
p=0
λ−pSpfε
∥∥∥∥∥
2
ω
= ‖λ−n−1Sn+1fε − fε‖2ω
= |λ|−2n−2
ε∫
−ε
ω(x + n + 1)2 dx +
ε∫
−ε
ω(x)2 dx
et cela implique
‖Sgn − λgn‖2ω
‖gn‖2ω
= |λ|
−2n−2 ∫ ε−ε ω(x + n + 1)2 dx + ∫ ε−ε ω(x)2 dx∑n
p=0 |λ|−2p−2
∫ ε
−ε ω(x + p)2 dx
.
On définit le poids σ par la formule
σ(p) =
( ε∫
−ε
ω(x + p)2 dx
) 1
2
, ∀p ∈ Z.
Alors on a :
‖Sgn − λgn‖2ω
‖gn‖2ω
= |λ|
−2n−2σ(n + 1)2 + σ(0)2∑n
p=0 |λ|−2p−2σ(p)2
.
On remarque que ω(p) ω˜(−x)ω(x + p),∀p ∈ Z,∀x ∈ [−ε, ε]. Cela implique
ω(p + x) ω(p)
sups∈[−ε,ε] ω˜(s)
, ∀p ∈ Z, ∀x ∈ [−ε, ε]
et il existe C > 0 telle que
ω(p + x) Cω(p), ∀p ∈ Z, ∀x ∈ [−ε, ε]
et donc
σ(p) =
( ε∫
−ε
ω(x + p)2 dx
) 1
2

( ε∫
−ε
C2ω(p)2 dx
) 1
2
= Kω(p), ∀p ∈ Z,
où K est une constante réelle positive.
De même, ω(p + x) ω˜(x)ω(p),∀x ∈ [−ε, ε] et il existe C′ > 0 telle que :
ω(p + x) C′ω(p), ∀p ∈ Z
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σ(p)
( ε∫
−ε
C′2ω(p)2 dx
) 1
2
= K ′ω(p), ∀p ∈ Z,
où K ′ est une constante réelle positive.
L’inégalité Kω(p) σ(p)K ′ω(p) entraîne :
σ(n)
σ(n + p) 
Kω(n)
K ′ω(n + p) , ∀n ∈ Z, ∀p ∈ Z.
Nous avons
sup
n∈N
σ(n)
σ(n + p) M supn∈N
ω(n)
ω(n + p), ∀p ∈ Z,
où M est une constante réelle positive. Ainsi,
lim
p→+∞
(
|λ|p sup
n∈N
σ(n)
σ(n + p)
) 1
p
 |λ| lim
p→+∞M
1
p
(
sup
n∈N
ω(n)
ω(n + p)
) 1
p
 |λ|
R−ω,1
 1,
d’après (4.2). On peut appliquer le lemme 3 au poids |λ|−pσ(p) et on obtient :
lim inf
n→+∞
|λ|−2(n+1)σ (n + 1)2∑n
p=0 |λ|−2pσ(p)2
= 0.
Comme limn→+∞
∑n
p=0 |λ|−2pω(p)2 = +∞ et comme les poids ω et σ sont équivalents,
on a
lim
n→+∞
n∑
p=0
|λ|−2pσ(p)2 = +∞
et
lim
n→+∞
σ(0)∑n
p=0 |λ|−2pσ(p)2
= 0.
Finalement, on conclut que :
lim inf
n→+∞
‖Sgn − λgn‖2ω
‖gn‖2ω
= 0.
Il existe donc une sous-suite de ( gn‖gn‖ω )n∈N, qu’on va noter (fα,k)k∈N, vérifiant les deux
conditions :
lim
k→+∞‖Sfα,k − e
−iαfα,k‖ω = 0,
‖fα,k‖ω = 1, ∀k ∈ N. 
Lemme 5. Soit ω un poids continu sur R et soit p ∈ N∗. Alors pour tout α ∈ B−ω,1 , il existe
une suite (hα,k,p)k∈N ⊂ L2ω(R) telle que :
(i) ‖hα,k,p‖ω = 1, ∀k ∈ N. (4.7)
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k→+∞
∥∥S 1
p
hα,k,p − e−i
α
p hα,k,p
∥∥
ω
= 0. (4.8)
Démonstration. On fixe α ∈ B−ω,1. Soit ρ le poids ρ(x) = 1√pω( xp ),∀x ∈ R. On définit
l’application Vp :L2ω(R) → L2ρ(R) par la formule : (Vpf )(x) = f ( xp ), pour f ∈ L2ω(R) et
x ∈ R. On a :∫
R
∣∣f (x)∣∣2ω(x)2 dx = ∫
R
1
p
∣∣∣∣f( yp
)∣∣∣∣2ω( yp
)2
dy =
∫
R
∣∣(Vpf )(y)∣∣2ρ(y)2 dy
et on en déduit que Vp est une isométrie surjective de L2ω(R) sur L2ρ(R). On remarque que
S1,ρVp = VpS 1
p ,ω
et
V ∗p S1,ρ = S 1
p ,ω
V ∗p .
On a :(
sup
x0
ρ(x)
ρ(x + y)
) 1
y =
(
sup
x0
ω( x
p
)
ω(
x+y
p
)
) p
y × 1p
, ∀y ∈ R
et donc
R−ρ,1 = (R−ω,1)
1
p .
Ainsi, si α ∈ B−ω,1, on a αp ∈ B−ρ,1. Soit (fα,k)k∈N ⊂ L2ρ(R) une suite vérifiant les propriétés
(4.5) et (4.6) pour α
p
et le poids ρ. Alors
lim
k→+∞
∥∥V ∗p S1,ρfα,k − e−i αp V ∗p fα,k∥∥ω = 0
et
lim
k→+∞
∥∥S 1
p ,ω
V ∗p fα,k − e−i
α
p V ∗p fα,k
∥∥
ω
= 0.
On pose : hα,k,p = V ∗p fα,k et on obtient ‖hα,k,p‖ω = 1,∀k ∈ N, et
lim
k→+∞
∥∥S 1
p
,ωhα,k,p − e−i
α
p hα,k,p
∥∥
ω
= 0. 
Lemme 6. Soit ω un poids continu sur R. Pour tout α ∈ B−ω,1, il existe une suite
(uα,k)k∈N ⊂ L2ω(R) telle que :
(i) ‖uα,k‖ω = 1, ∀k ∈ N. (4.9)
(ii) lim
k→+∞‖Stuα,k − e
−itαuα,k‖ω = 0, ∀t ∈ R. (4.10)
Démonstration. Soit α dans B−ω,1 et soit p ∈ N∗ fixé. Soit (hα,k,p!)k∈N ⊂ L2ω(R) une suite
vérifiant les propriétés (4.7) et (4.8) pour p!. Pour tout q ∈ N∗ tel que q  p on a :
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q
hα,k,p! − e−i
α
q hα,k,p!
∥∥
ω
= ∥∥(S 1
p!
)
p!
q hα,k,p! − (e−i
α
p! )
p!
q hα,k,p!
∥∥
ω

∏
u∈C
u
p!
q =1
u =1
∥∥S 1
p!
− ue−i αp! ∥∥∥∥S 1
p!
hα,k,p! − e−i
α
p! hα,k,p!
∥∥
ω
.
Le produit∏
u∈C
u
p!
q =1
u =1
∥∥S 1
p!
− ue−i αp! ∥∥
est majoré par une constante qui ne dépend pas de k et donc :
lim
k→+∞
∥∥S 1
q
hα,k,p! − e−i
α
q hα,k,p!
∥∥
ω
= 0.
Par extraction diagonale, on peut alors construire une suite (uα,k)k∈N telle que :
lim
k→+∞
∥∥S 1
p!
uα,k − e−i
α
p! uα,k
∥∥
ω
= 0, ∀p ∈ N∗
et
‖uα,k‖ω = 1, ∀k ∈ N
et on a
lim
k→+∞
∥∥S 1
p
uα,k − e−i
α
p uα,k
∥∥
ω
= 0, ∀p ∈ N∗.
Pour tout p ∈ N∗ et tout q ∈ N, on a
S q
p
uα,k − e−i
αq
p uα,k = Cα,q,p
(
S 1
p
− e−i αp I)uα,k,
où Cα,q,p est une combinaison linéaire finie de translations. Donc∥∥S q
p
uα,k − e−i
αq
p uα,k
∥∥
ω
 ‖Cα,q,p‖
∥∥S 1
p
uα,k − e−i
α
p uα,k
∥∥
ω
, ∀k ∈ N
et
lim
k→+∞
∥∥S q
p
uα,k − e−i
αq
p uα,k
∥∥
ω
= 0.
D’autre part, on a :∥∥S− qp uα,k − ei αqp uα,k∥∥ω  ∣∣ei αqp ∣∣∥∥S− qp ∥∥∥∥e−i αqp uα,k − S qp uα,k∥∥ω, ∀k ∈ N
et
lim
k→+∞
∥∥S− q
p
uα,k − ei
αq
p uα,k
∥∥
ω
= 0.
Comme Q est dense dans R, on en déduit que :
lim
k→+∞‖Stuα,k − e
−iαtuα,k‖ω = 0, ∀t ∈ R. 
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B+ω,1 :=
{
z ∈ C | Im z lnR+ω,1 et limn→+∞
n∑
k=0
e2k Im z
ω(k)2
= +∞
}
.
Alors pour tout α ∈ B+ω,1, il existe une suite (vα,k)k∈N ⊂ L2ω∗ (R), vérifiant les deux
conditions suivantes :
(i) ‖vα,k‖ω∗ = 1, ∀k ∈ N. (4.11)
(ii) lim
k→+∞‖St,ω∗vα,k − e
−itαvα,k‖ω∗ = 0, ∀t ∈ R. (4.12)
Démonstration. On fixe α ∈ B+ω,1. Alors α ∈ B−1
ω
,1
et d’après le lemme 6, il existe une
suite (fα,k)k∈N ⊂ L21
ω
(R) telle que
‖fα,k‖ 1
ω
= 1, ∀k ∈ N
et
lim
k→+∞‖St, 1ω fα,k − e
−itαfα,k‖ 1
ω
= 0, ∀t ∈ R.
On a :
‖S
t, 1ω
fα,k − e−itαfα,k‖21
ω
=
+∞∫
−∞
∣∣fα,k(x − t) − e−itαfα,k(x)∣∣2 1
ω(x)2
dx
=
+∞∫
−∞
∣∣fα,k(x − t) − eitαfα,k(x)∣∣2 1
ω(x)2
dx.
On pose vα,k(x) = fα,k(−x),∀x ∈ R, et on a ‖vα,k‖ω∗ = 1,∀k ∈ N. On obtient
‖S
t, 1ω
fα,k − e−itαfα,k‖21
ω
=
+∞∫
−∞
∣∣vα,k(x + t) − eitαvα,k(x)∣∣2ω∗(x)2 dx
= ‖S−t,ω∗vα,k − eitαvα,k‖2ω∗ .
Comme
‖St,ω∗vα,k − e−itαvα,k‖ω∗
 ‖St,ω∗‖|e−itα|‖eitαvα,k − S−t,ω∗vα,k‖ω∗ , ∀k ∈ N, ∀t ∈ R,
on a
lim
k→+∞‖St,ω∗vα,k − e
−itαvα,k‖ω∗ = 0, ∀t ∈ R. 
On remarque que si ω est le poids défini par la formule
ω(x) = ω(−x), ∀x ∈ R.
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R+ω,2 =
1
R−ω,1
, R−ω,2 =
1
R+ω,1
.
Lemme 8. Soit ω un poids continu sur R et soit
B+ω,2 =
{
z ∈ C | Im z lnR+ω,2 et
n∑
k=0
e2k Im zω(−k)2 = +∞
}
.
Alors pour tout α ∈ B+ω,2, il existe une suite (yα,k)k∈N ⊂ L2ω(R), vérifiant les deux
conditions suivantes :
(i) ‖yα,k‖ω = 1, ∀k ∈ N. (4.13)
(ii) lim
k→+∞‖St yα,k − e
−itαyα,k‖ω = 0, ∀t ∈ R. (4.14)
Démonstration. Soit α ∈ B+ω,2. On a
Im(−α) ln 1
R+ω,2
= lnR−ω,1
et −α ∈ B−ω,1. D’après le lemme 6 appliqué au poids ω, il existe une suite (u−α,k)k∈N ⊂
L2ω(R) vérifiant les propriétés :
‖u−α,k‖ω = 1, ∀k ∈ N
et
lim
k→+∞‖St,ωu−α,k − e
itαu−α,k‖ω = 0, ∀t ∈ R.
On a
‖St,ωu−α,k − eitαu−α,k‖2ω =
∫
R
∣∣u−α,k(x − t) − eitαu−α,k(x)∣∣2ω(−x)2 dx
=
∫
R
∣∣u−α,k(−x − t) − eitαu−α,k(−x)∣∣2ω(x)2 dx
= ‖S−t,ωyα,k − eitαyα,k‖2ω,
où yα,k(x) = u−α,k(−x), pour tout x ∈ R, pour tout n ∈ N. On en déduit que
lim
k→+∞‖S−t,ωyα,k − e
itαyα,k‖ω = 0, ∀t ∈ R.
On obtient
lim
k→+∞‖St,ωyα,k − e
−itαyα,k‖ω = 0, ∀t ∈ R. 
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B−ω,2 =
{
z ∈ C | Im z lnR−ω,2 et
n∑
k=0
e−2k Im z
ω(−k)2 = +∞
}
.
Alors pour tout α ∈ B−ω,2, il existe une suite (zα,k)k∈N ⊂ L2ω∗(R) vérifiant les deux
conditions suivantes :
(i) ‖zα,k‖ω∗ = 1, ∀k ∈ N. (4.15)
(ii) lim
k→+∞‖St,ω∗zα,k − e
−itαzα,k‖ω∗ = 0, ∀t ∈ R. (4.16)
Démonstration. Soit α ∈ B−ω,2. On a
Im(−α) ln 1
R−ω,2
= lnR+ω,1
et −α ∈ B+ω,1. D’après le lemme 7 appliqué au poids ω, il existe une suite (v−α,k)k∈N ⊂
L21
ω
(R) vérifiant les propriétés :
‖v−α,k‖ 1
ω
= 1, ∀k ∈ N
et
lim
k→+∞‖St, 1ω v−α,k − e
itαv−α,k‖ 1
ω
= 0, ∀t ∈ R.
On a
‖St, 1
ω
v−α,k − eitαv−α,k‖21
ω
=
∫
R
∣∣∣∣v−α,k(x − t) − eitαv−α,k(x)∣∣∣∣2 1ω(x)2 dx
=
∫
R
∣∣v−α,k(−x − t) − eitαv−α,k(−x)∣∣2ω∗(x)2 dx
= ‖S−t,ω∗zα,k − eitαzα,k‖ω∗ ,
où zα,k(x) = v−α,k(−x), ∀x ∈ R, ∀k ∈ N. On en déduit que
lim
k→+∞‖S−t,ω∗zα,k − e
itαzα,k‖ω∗ = 0, ∀t ∈ R.
On obtient
lim
k→+∞‖St,ω∗zα,k − e
−itαzα,k‖ω∗ = 0, ∀t ∈ R. 
Lemme 10. Soit ω un poids continu sur R. Alors
(1) Pour tout α ∈ B−ω,1, il existe une suite (uα,k)k∈N ⊂ L2ω(R) telle que :
‖uα,k‖ω = 1, ∀k ∈ N,
(4.17)
lim
∥∥Tφuα,k − φˆ(α)uα,k∥∥ω = 0, ∀φ ∈D(R).k→+∞
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‖vα,k‖ω∗ = 1, ∀k ∈ N,
(4.18)
lim
k→+∞
∥∥T ∗φ vα,k − φˆ(α)vα,k∥∥ω∗ = 0, ∀φ ∈D(R).
(3) Pour tout α ∈ B+ω,2, il existe une suite (yα,k)k∈N ⊂ L2ω(R) telle que :
‖yα,k‖ω = 1, ∀k ∈ N,
(4.19)
lim
k→+∞‖Tφyα,k − φˆ(α)yα,k‖ω = 0, ∀φ ∈D(R).
(4) Pour tout α ∈ B−ω,2, il existe une suite (zα,k)k∈N ⊂ L2ω∗ (R) telle que :
‖zα,k‖ω∗ = 1, ∀k ∈ N,
(4.20)
lim
k→+∞‖T
∗
φ zα,k − φˆ(α)zα,k‖ω∗ = 0, ∀φ ∈D(R).
Démonstration. On fixe α ∈ B−ω,1. Soient φ ∈D[−a,a](R) et (uα,k)k∈N ⊂ L2ω(R) une suite
vérifiant les propriétés (4.9) et (4.10). On obtient :∥∥Tφuα,k − φˆ(α)uα,k∥∥2ω
=
+∞∫
−∞
∣∣∣∣∣
a∫
−a
φ(y)
(
Syuα,k(x)− e−iyαuα,k(x)
)
dy
∣∣∣∣∣
2
ω(x)2 dx

+∞∫
−∞
‖φ‖2∞
( a∫
−a
∣∣Syuα,k(x)− e−iyαuα,k(x)∣∣dy)2ω(x)2 dx, ∀k ∈ N,
d’après l’inégalité de Jensen appliquée à la mesure χ[−a,a](x)2a dx et la fonction convexe x
2
.
En appliquant le théorème de Fubini, on trouve :∥∥Tφuα,k − φˆ(α)uα,k∥∥2ω
 ‖φ‖2∞
a∫
−a
( +∞∫
−∞
∣∣Syuα,k(x)− e−iyαuα,k(x)∣∣2ω(x)2 dx)dy
 ‖φ‖2∞
a∫
−a
‖Syuα,k − e−iyαuα,k‖2ω dy, ∀k ∈ N.
Comme pour k ∈ N et y ∈ [−a, a],
‖Syuα,k − e−iyαuα,k‖ω  ‖Sy − e−iyαI‖ sup
s∈[−a,a]
(‖Ss‖ + |e−isα|)< +∞,
grâce au théorème de convergence dominée de Lebesgue, on conclut que :
lim
∥∥Tφuα,k − φˆ(α)uα,k∥∥ω = 0.k→+∞
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Lemme 11. Soit ω un poids continu sur R et soit φ ∈D(R). Alors∣∣φˆ(α)∣∣ ‖Tφ‖, ∀α ∈ Aω,1 ∪ Aω,2. (4.21)
Démonstration. On remarque que d’après l’inégalité de Cauchy–Schwartz, pour tout
z ∈ C au moins une des séries ∑nk=0 e−2k Im zω(k)2 et ∑nk=0 e2k Im zω(k)2 diverge et donc Aω,1 ⊂
B−ω,1 ∪ B+ω,1. Soit φ ∈ D(R) fixée. On suppose que α ∈ Aω,1 ∩ B−ω,1. Soit (uα,k)k∈N ⊂
L2ω(R) une suite vérifiant la propriété (4.17). Comme ‖uα,k‖ω = 1, pour tout k ∈ N, on a
φˆ(α) = 〈φˆ(α)uα,k − Tφuα,k, uα,k 〉+ 〈Tφuα,k, uα,k〉, ∀k ∈ N
et on obtient∣∣φˆ(α)∣∣ ∣∣〈φˆ(α)uα,k − Tφuα,k, uα,k〉∣∣+ ‖Tφ‖, ∀k ∈ N.
On a
lim
k→+∞
∣∣〈φˆ(α)uα,k − Tφuα,k, uα,k〉∣∣ lim
k→+∞
∥∥φˆ(α)uα,k − Tφuα,k∥∥ω = 0
et on trouve∣∣φˆ(α)∣∣ ‖Tφ‖.
Si α ∈ Aω,1 ∩ B+ω,1, grâce au même argument et à la propriété (4.18), on montre que∣∣φˆ(α)∣∣ ‖T ∗φ ‖.
Comme ‖Tφ‖ = ‖T ∗φ ‖, on obtient :∣∣φˆ(α)∣∣ ‖Tφ‖, ∀α ∈ Aω,1.
Pour tout z ∈ C au moins une des séries ∑nk=0 e2k Im zω(−k)2 et ∑nk=0 e−2k Im zω(−k)2 diverge et
donc Aω,2 ⊂ B−ω,2 ∪ B+ω,2. Grâce aux propriétés (4.19) et (4.20) on montre de même∣∣φˆ(α)∣∣ ‖Tφ‖, ∀α ∈ Aω,2. 
Théorème 2. Soit ω un poids continu sur R et soit φ ∈D(R). Alors∣∣φˆ(α)∣∣ ‖Tφ‖, ∀α ∈ Aω. (4.22)
Démonstration. Grâce à la remarque 1, en appliquant au poids discret obtenu en
restreignant ω à Z une propriété standard des shifts bilatéraux associés à des poids sur
Z (cf. [10], théorème 7 et [7], théorème 3), on trouve :
R+ω = max(R+ω,1,R+ω,2), R−ω = min(R−ω,1,R−ω,2).
Cela implique que la frontière de la bande Aω est contenue dans Aω,1 ∪Aω,2. Pour toute
fonction φ ∈D(R), φˆ est entière et il est clair que∣∣φˆ(z)∣∣ C‖φ‖∞ek Im z K‖φ‖∞, ∀z ∈ Aω,
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p. 235), déduire de (4.21) l’inégalité :∣∣φˆ(α)∣∣ ‖Tφ‖, ∀φ ∈D(R), ∀α ∈ Aω. 
5. Symbole d’un multiplicateur sur L2ω(R)
Dans cette section, nous allons démontrer le théorème 1, énoncé dans l’introduction.
Preuve du théorème 1. Soit ω un poids sur R. Soit T ∈Mω. On va utiliser le poids ω0,
qui a été introduit dans la section 2. On rappelle que les poids ω et ω0 sont équivalents
et L2ω(R) = L2ω0(R). D’après la proposition 2 appliquée au poids ω0 et au multiplicateur
T , il existe une suite (φn)n∈N ⊂ D(R) telle que T est la limite de (Tφn)n∈N au sens de la
topologie forte des opérateurs et telle que pour tout n ∈ N, on a ‖Tφn‖Bω0  kn‖T ‖Bω0 , où
kn = sup|y| 1n ω˜0(y). Soit a ∈ Iω = Iω0 . D’après le théorème 2, appliqué au poids continu
ω0, on a∣∣(̂φn)a(x)∣∣= ∣∣φ̂n(x + ia)∣∣ ‖Tφn‖Bω0  kn‖T ‖Bω0  knβ2ω‖T ‖Bω,
pour tout x ∈ R. Comme la suite (kn)n∈N est bornée, on peut, quitte à remplacer ((̂φn)a)n∈N
par une sous-suite convenable, supposer que ((̂φn)a)n∈N converge pour la topologie faible
σ(L∞(R),L1(R)) vers une fonction νa dans L∞(R). De plus, on obtient
‖νa‖∞  Cω‖T ‖Bω,
où Cω = β2ω, car limn→+∞ kn = 1 (cf. (2.5)). Nous avons
lim
n→+∞
∫
R
(
(̂φn)a(x) − νa(x)
)
g(x) dx = 0, ∀g ∈ L1(R)
et on remarque que
lim
n→+∞
∫
R
(
(̂φn)a(x)(̂f )a(x) − νa(x)(̂f )a(x)
)
g(x) dx = 0,
∀g ∈ L2(R), ∀f ∈D(R).
On conclut que ((̂φn)a (̂f )a)n∈N converge faiblement dans L2(R) vers νa(̂f )a , pour f ∈
D(R). On fixe f ∈D(R). Comme (Tφnf )a ∈D(R), on a
̂(Tφnf )a(x) = T̂φnf (x + ia) = φ̂n(x + ia)fˆ (x + ia)
= φ̂n(x + ia)(̂f )a(x), ∀x ∈ R
et donc∥∥(Tφnf )a∥∥L2 = ∥∥ ̂(Tφnf )a∥∥L2  k1β2ω‖T ‖Bω∥∥(̂f )a∥∥L2, ∀n ∈ N.
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((Tφnf )a)n∈N converge faiblement dans L2(R) vers une fonction ha ∈ L2(R). On a∫
R
∣∣(Tφnf )a(x)− (Tf )a(x)∣∣∣∣g(x)∣∣dx  Ca,g‖Tφnf − Tf ‖ω, ∀g ∈D(R), ∀n ∈ N,
où Ca,g est une constante, qui ne dépend que de g. Comme (Tφnf )n∈N converge vers Tf
dans L2ω(R), on obtient :
lim
n→+∞
∫
R
(Tφnf )a(x)g(x) dx =
∫
R
(Tf )a(x)g(x) dx, ∀g ∈D(R).
On conclut que (Tf )a = ha et (Tf )a ∈ L2(R). Comme pour tout g ∈ L2(R),
lim
n→+∞
〈
̂(Tφnf )a, gˆ
〉
L2 = limn→+∞
〈
(̂φn)a(̂f )a, gˆ
〉
L2 =
〈
νa(̂f )a, gˆ
〉
L2
et comme
lim
n→+∞
〈
̂(Tφnf )a, gˆ
〉
L2 =
〈
(̂Tf )a, gˆ
〉
L2,
on obtient :
(̂Tf )a = νa(̂f )a.
On conclut que pout toute fonction f ∈D(R) et tout a ∈ Iω on a
(̂Tf )a(x) = νa(x)(̂f )a(x) p.p.
Supposons maintenant que R−ω < R+ω (i.e. ˚Aω = ∅). Comme (Tf )a ∈ L2(R) ⊂ S(R)′,∀a ∈
Iω,∀f ∈D(R), d’après le théorème 7.4.2 de [4] on a
T̂f (x + ia) = (̂Tf )a(x), ∀x ∈ R, ∀a ∈ ˚Iω, ∀f ∈D(R)
et T̂f est holomorphe sur ˚Aω . Soit f ∈ D(R), f = 0. La fonction ν := T̂f
fˆ
n’a que des
pseudo singularités dans ˚Aω et s’étend en une fonction holomorphe sur ˚Aω. Nous avons
ν(x + ia) = νa(x), p.p. pour a ∈ ˚Iω
et
T̂f = νfˆ , pour f ∈D(R).
De plus, |ν(α)| Cω‖T ‖Bω, pour tout α ∈ ˚Aω et on a ν ∈H∞( ˚Aω). 
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