We introduce multiple q-Mahler measures and we calculate some specific examples, where multiple q-analogues of zeta functions appear. We study also limits as the multiple q goes to 1.
Introduction
The Mahler measure was introduced by Mahler [M] in studying transcendental numbers and it is defined by m(f ) = Re log f e 2πiθ 1 , . . . , e 2πiθ n dθ 1 · · · dθ n for a rational function f (x 1 , . . . , x n ) ∈ C(x 1 , . . . , x n ). It is known that Mahler measure has interesting connections to special values of zeta functions as explained in Smyth [S] , Boyd [B] and Deninger [D] . There are also some results connected with dynamical systems in LindSchmidt-Ward [LSW] . We refer to Everest-Ward [EW] for a survey of the Mahler measure.
The q-analogue m q (f ) of m(f ) for q ∈ C was introduced in [K1] and some calculations are in [O2] also. In this paper we introduce multiple q-Mahler measures, where q = (q 1 , . . . , q r ). We deal with the following cases:
(i) 0 < q 1 , . . . , q r < 1.
(ii) q = (1, q) with 0 < q < 1.
In case (i), the q-logarithm function is defined by 
which is easily deduced from the definition.
Then, we have the following results.
In particular, when a = 1,
where
Theorem 3. For 0 < a 1,
Theorem 4.
Here, χ −4 = ( −4 * ) is the non-trivial Dirichlet character of modulo 4.
Secondly we deal with the case q = (1, q) with 0 < q < 1. In this case, the (1, q)-logarithm function is defined by
where Li 2 (z) = ∞ n=1 z n n 2 is the dilogarithm function, since lim q↑1 [n] 1,q = n 2 and lim q↓0 [n] 1,q = n. Moreover, l 1,q (x) has an analytic continuation to all x ∈ C via the expression
which is easily deduced from the definition. We remark that l 1,q (x) has the following expression:
.
Theorem 5. For a 1,
Theorem 6. 
Theorem 8.
Here
Theorem 10.
This paper belongs to a series of papers making attempts to extend Mahler measures as in [GO, K1, K2, KO, O1, O2] mainly related to multiple sine functions and their generalizations. Our multiple q-deformation examples are mainly suggested by the usual q-deformation examples treated in [K1, K2, KO, O2] . In particular, the fractional form is crucial for q-deformations in comparison with the usual case. We also note that the continuity of m q (f ) in q as q → 1 is a non-trivial problem in general since we must pay attention to complicated analytic continuation of associated 1-logarithm (polylogarithm) and in our examples we calculated the limits only in principle. We hope to treat this problem in a future paper.
In some cases our results give multiple q-deformations of known formulas. For example, the following four results Theorem 2 (r = 1), Theorem 4 (r = 1), Theorems 7(i) and 10(i) specialize to formulas of Smyth [S] . We refer to recent interesting papers of Boyd-Rodriguez-Villegas [BRV] , Lalin [L1,L2] and Rodriguez-Villegas [RV] for various generalizations different from our way. 
Here we put q m = q 1 m 1 · · · q r m r , then 1 2πi
Hence, for x = e 2πit 1 , y = e 2πit 2 with − 
we obtain
So we have proved Theorem 1. Theorem 2 is easily proved from Theorem 1. 2
Proofs of Theorems 3 and 4.
From the definition, we have 
So we have proved Theorem 3. Theorem 4 is easily proved from Theorem 3. 2
(1, q)-Mahler measures
Proof of Theorem 5. By definition and Jensen's formula, we have
Here, log + x = max{log x, 0} for x > 0. 2 Proof of Theorem 6. By Jensen's formula,
Let α m be a real number such that 0 α m < 1/2 and 2q m cos(πα m ) = 1 for m − log 2 log q . For an integer m − log 2 log q , put
Integrating by parts, we obtain We evaluate I m by using the double sine function S 2 (z) in [KK] . Firstly, by using the formula (Theorem 2.5 in [KK, p.847 
we find that
Secondly we use the functional equation of the double sine function (Theorem 2.10 and Examples 2.12 in [KK, ):
This formula gives that
Hence we obtain
Thirdly we use the formula (Theorem 2.8 and Examples 2.9 in [KK, ):
for 0 < x < 1. Note that 0 < α m + 1/2 < 1. This gives
At last we have
Since m 1,q (1
log q ] m=0 I m , the proof is completed. 2 Proof of Theorem 7. Let α m and I m be as in the proof of Theorem 6.
(i) We note that [− log 2
log q ] = 0 for 0 < q < 1/2. Therefore we see that
The value πα 0 = cos −1 (1/2q 0 ) = π/3 implies that
Thus we obtain
log q ] = 1. In this case, πα 1 = cos −1 (1/2q) = 0. So we have I 1 = 0 and
log q ] = 1. In this case, πα 1 = cos −1 (1/2q) = π/6 and
Thus we have
log q ] = 2. In this case, πα 1 = cos −1 (1/2q) = π/4 and πα 2 = cos −1 (1/2q 2 ) = 0. Thus I 2 = 0 and we can easily check that
in the same way. The proof is finished. 
This is proved by the Jackson integral. Since lim q↑1 q Secondly we evaluate the integral J 1 . We make following changes of variables. Let u = cos −1 ((2t) −1 ), then cos u = (2t) −1 , dt = 2t 2 sin u du and dt/t = tan u du. We find that
After the change of variable t = π/2 − u, we see that
In the above calculation, we used the fact that [ZW, p. 272] ). Thirdly we calculate a(n). Changing the variable u = cos −1 ((2t) −1 ), we obtain Integration by parts gives:
Therefore, we see that
We evaluate I m by using the various formulas of S 2 (z) similar to the proof of Theorem 6. Firstly, noting that The proof is finished. 2
Theorem 10 is easily proved from Theorem 9.
