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PERTURBATION OF SPECTRA AND SPECTRAL SUBSPACES∗
VADIM KOSTRYKIN, K. A. MAKAROV, AND A. K. MOTOVILOV
Dedicated to Volker Enss on the occasion of his 60-th birthday
ABSTRACT. We consider the problem of variation of spectral subspaces
for linear self-adjoint operators with emphasis on the case of off-diagonal
perturbations. We prove a number of new optimal results on the shift of
the spectrum and obtain (sharp) estimates on the norm of the difference of
two spectral projections associated with isolated parts of the spectrum of
the perturbed and unperturbed operators respectively.
INTRODUCTION
It is well known (see, e.g., [12]) that if A and V are bounded self-adjoint
operators on a separable Hilbert space H, then the spectrum of the operator
B = A+V is confined in the closed ‖V‖-neighborhood, U‖V‖(spec(A)), of the
spectrum of A,
(1) spec(B)⊂U‖V‖(spec(A)).
In particular, if the spectrum spec(A) consists of two isolated parts σ and
Σ = spec(A)\σ such that dist(σ ,Σ) = d > 0, under the hypothesis
(2) ‖V‖< d
2
the perturbation V does not close the gaps in the spectrum of A separating the
sets σ and Σ and hence the spectrum of B also has two separated components.
Clearly, condition (2) is sharp in the sense that if ‖V‖ ≥ d/2, the perturbed
operator A+V may not have separated parts of the spectrum at all.
One of fundamental problems of the perturbation theory is to study the
variation of the spectral subspace associated with the isolated part σ of the
spectrum of A under the perturbation. A still unsolved problem is to give an
answer to the following question: Is it true or not that under the hypothesis
(2)
‖EA(σ)−EB(Od/2(σ))‖< 1?
Here ET (∆) denotes the spectral projection for the self-adjoint operator T
corresponding to a Borel set ∆ and Od/2(σ) is the open d/2-neighborhood of
the set σ (see [13] for a partially affirmative answer to this question).
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In the present paper we treat the case where the perturbation V is off-
diagonal with respect to the direct sum of spectral subspaces associated with
the sets σ and Σ = spec(A)\σ in the sense that
EA(σ)VEA(σ) = EA(Σ)VEA(Σ) = 0.
We address the following general question for the off-diagonal perturbations.
(i) What is an optimal requirement on the norm of the perturbation V
that guarantees that V does not close the gaps in the spectrum of A
separating the sets σ and Σ?
Unlike the case of general perturbations, in the off-diagonal case the an-
swer depends upon the mutual disposition of the isolated parts σ and Σ of the
spectrum of the operator A. Leaving apart the well-known case where the sets
σ and Σ are subordinated (see [3], [9], [10], [15]) we focus on two cases:
Case I: the sets σ and Σ are separated.
Case II: the set σ and the convex hull of Σ (or vice versa) are separated.
We give a complete solution to the problem (i) and show that the corre-
sponding optimal requirements are: ‖V‖<√3/2d in Case I and ‖V‖<√2d
in Case II, respectively.
We also address the following question of perturbation theory for spectral
subspaces.
(ii) What can be said about variation of the spectral subspace associated
with the isolated part σ of the spectrum of A under the off-diagonal
perturbations satisfying the optimal requirements above?
We conjecture that in Case I the inequality ‖V‖ <√3/2d is sufficient for
the difference of the projections EA(σ)−EB(Od/2(σ)) to be a strict contrac-
tion. We also prove that in Case II the optimal “gap-nonclosing” requirement
‖V‖<√2d guarantees that ‖EA(σ)−EB(Od(σ))‖< 1.
Main results. Let
δV = ‖V‖ tan
(
1
2
arctan
2‖V‖
d
)
.
Our first principal result is as follows.
Theorem 1. Suppose that the self-adjoint bounded perturbation V is off-
diagonal with respect to the decomposition H= RanEA(σ)⊕RanEA(Σ). If
(3) ‖V‖<
√
3
2
d
or, which is the same, δV < d/2, then
(i) the spectrum of B in the open d/2-neighborhood Od/2(σ) of the set σ
is separated from the remainder of the spectrum of B. Moreover,
spec(B)∩Od/2(σ) = spec(B)∩UδV (σ)
is a nonempty closed set;
PERTURBATION OF SPECTRA AND SPECTRAL SUBSPACES∗ 3
(ii) if in addition ‖V‖< cpid with cpi = 3pi−
√
pi2+32
pi2−4 = 0.503288 . . ., then
‖EA(σ)−EB(Od/2(σ))‖ ≤
pi
2
‖V‖
d−δV < 1.
This result is sharp in the sense that if the norm bound ‖V‖ <
√
3
2 d is vio-
lated, then the set spec(B)∩OδV (σ) may be either empty or non-closed (see
Example 1.5 below). Theorem 1 implies that the best possible constant c in
the inequality ‖V‖ < cd implying ‖EA(σ)−EB(Od/2(σ))‖ < 1 satisfies the
two-sided estimate
cpi ≤ c≤
√
3
2
,
improving the previously known bounds 1/pi ≤ c≤√2 [4] and 22+pi ≤ c [13].
If the convex hull K (σ) of the set σ does not intersect the remainder Σ of
the spectrum of A we face a new phenomenon which does not have an analog
in the case of general perturbations. That is, the spectrum of the component Σ
may not “leak out” into the open d-neighborhood of the set σ , provided that
‖V‖<√2d and the perturbation V is off-diagonal.
We give a complete solution of the problem in this case and our second
principal result is as follows.
Theorem 2. Suppose that the self-adjoint bounded perturbation V is off-
diagonal with respect to the decomposition H = RanEA(σ)⊕RanEA(Σ). If
K (σ)∩Σ = ∅ and
(4) ‖V‖<
√
2d
or, which is the same, δV < d, then
(i) the spectrum of B in the open d-neighborhood Od(σ) of the set σ is
separated from the remainder of the spectrum of B. Moreover,
spec(B)∩Od(σ) = spec(B)∩UδV (σ) is a nonempty closed set and
(ii)
‖EA(σ)−EB(Od(σ))‖ ≤ sin
(
arctan
‖V‖
d−δV
)
< 1.
This result is sharp in the following sense. If the norm bound ‖V‖<√2d
is violated, then the set spec(B)∩OδV (σ) may be either empty or non-closed
(see Example 1.6 below). Moreover, the best possible constant c in inequal-
ity ‖V‖ < cd implying ‖EA(σ)−EB(Od(σ))‖ < 1 is c =
√
2. Note that the
size of the neighborhood in question is as twice as big as that in Theorem 1.
As we have already mentioned, the case where the sets σ and Σ are sub-
ordinated is well understood and the following is known (see [2], [9], [10],
[15]).
Theorem 3. Suppose that the self-adjoint bounded perturbation V is off-
diagonal with respect to the decomposition H = RanEA(σ)⊕RanEA(Σ). If
the sets σ and Σ are subordinated and, for definiteness, sup σ < infΣ, then
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(i) the spectrum of the operator B does not intersect the open interval
(supσ , infΣ) and
(ii)
(5) ‖EA(σ)−EB
(
(−∞,supσ ])‖ ≤ sin(1
2
arctan
2‖V‖
d
)
<
√
2
2
.
In particular, the spectrum of the perturbed operator B always has two
subordinated components and the perturbation V does not close the gap
(supσ , infΣ) in the spectrum of A (no requirements on the norm of V are
needed). An analog of Theorem 3 for the case without gap, that is, for
supσ ≤ infΣ or supΣ≤ infσ is also known (see [3] and [15]).
A few words about notations. By spec(A) we denote the spectrum of a
bounded self-adjoint operator A and infA (sup A) denotes the infimum (supre-
mum) of the set spec(A). The spectral projection of A associated with a Borel
set ∆⊂ R is denoted by EA(∆) and the resolvent set of A is denoted by ρ(A).
We use the symbol O for open sets while the symbol U is usually associated
with closed neighborhoods. If not explicitly stated otherwise, for an arbitrary
orthogonal projection P the symbol P⊥ denotes the orthogonal projection onto
the orthogonal complement of the subspace RanP in H, i.e., P⊥ = I−P.
1. PERTURBATION OF SPECTRA
We start this section by presenting a fairly simple but general result which
provides optimal lower and upper bounds on the shift of the spectrum of a
bounded self-adjoint operator under a perturbation which is off-diagonal with
respect to the given orthogonal decomposition of the Hilbert space reducing
the unperturbed operator.
Lemma 1.1. Let A and V be bounded self-adjoint operators on a Hilbert
space H, B = A+V , and P an orthogonal projection commuting with A. As-
sume, in addition, that
(1.1) PV P = P⊥V P⊥ = 0.
Denote by A0 and A1 the parts of A associated with its invariant subspaces
RanP and RanP⊥, respectively.
Then
(1.2) infA−δ ℓV ≤ infB≤ infA
and
(1.3) supA≤ supB≤ supA+δ rV ,
where
δ ℓV = ‖V‖ tan
(
1
2
arctan
2‖V‖
| inf A1− infA0|
)
,
δ rV = ‖V‖ tan
(
1
2
arctan
2‖V‖
|sup A1− supA0|
)
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with a natural convention that arctan(+∞) = pi/2 in the case where inf A1 =
infA0 and/or supA1 = supA0.
Proof. Denote by W 2(B) (cf. [16]) the quadratic numerical range of the oper-
ator B with respect to the decomposition H= RanP⊕RanP⊥,
W 2(B) =
⋃
‖ f‖=‖g‖=1
f∈Ran P
g∈Ran P⊥
spec
(
( f ,B f ) ( f ,Bg)
(g,B f ) (g,Bg)
)
.
For f and g as above taking into account (1.1) yields(
( f ,B f ) ( f ,Bg)
(g,B f ) (g,Bg)
)
=
(
( f ,A f ) ( f ,V g)
(g,V f ) (g,Ag)
)
=
(
a0 v
v∗ a1
)
,
where we have introduced the notations a0 = (A0 f , f ), a1 = (g,A1g), and
v = ( f ,V g). The matrix
(
a0 v
v∗ a1
)
has two eigenvalues λ and µ given by
λ = min{a0,a1}− |v| tan
(
1
2
arctan
2|v|
|a1−a0|
)
and
µ = max{a0,a1}+ |v| tan
(
1
2
arctan
2|v|
|a1−a0|
)
.
Clearly the eigenvalues λ and µ satisfy the inequalities
(1.4) infA−δ ℓV ≤ λ ≤min{a0,a1}
and
(1.5) max{a0,a1} ≤ µ ≤ supA+δ rV .
Since the quadratic numerical range W 2(B) contains the spectrum of B
while infW 2(B) = infB and supW 2(B) = supB (see [16]), estimates (1.4) and
(1.5) prove the assertion, taking into account that infmin{a0,a1} = infA and
sup max{a0,a1}= sup A. 
Given the result of Lemma 1.1, now the proof of Theorem 1 (i) and Theo-
rem 2 (i) is straightforward.
For notational setup introduce the following hypothesis.
Hypothesis 1.2. Assume that A and V are bounded self-adjoint operators on
a separable Hilbert space H. Suppose that the spectrum of A has a part σ
separated from the remainder of the spectrum Σ in the sense that
spec(A) = σ ∪Σ
and
dist(σ ,Σ) = d > 0.
Assume, in addition, that V is off-diagonal with respect to the decomposition
H= RanEA(σ)⊕RanEA(Σ).
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Theorem 1.3. Assume Hypothesis 1.2. Then
(i) The spectrum of the operator B is contained in the closed δV -neighbor-
hood UδV (spec(A)) of the spectrum of A
(1.6) spec(B)⊂UδV (spec(A)),
where
δV = ‖V‖ tan
(
1
2
arctan
2‖V‖
d
)
.
(ii) If
‖V‖<
√
3
2
d
(or, which is the same, δV < d/2), then the spectrum of B in the open d/2-
neighborhood Od/2(σ) of the set σ is separated from the remainder of the
spectrum of B. That is,
spec(B)∩Od/2(σ) = spec(B)∩UδV (σ) is a nonempty closed set.
(iii) If K (σ)∩Σ = ∅ and
(1.7) ‖V‖<
√
2d
(or, which is the same, δV < d), then the spectrum of B in the open d-neighbor-
hood Od(σ) of the set σ is separated from the remainder of the spectrum of
B. That is,
spec(B)∩Od(σ) = spec(B)∩UδV (σ) is a nonempty closed set.
Proof. (i) Take a λ ∈R such that
(1.8) dist(λ ,spec(A))> δV .
Denote by Aℓ the part of the operator A associated with the A-invariant sub-
space
L= RanEA
(
(−∞,λ ))
and let Vℓ = EA
(
(−∞,λ ))V |L. By Hypothesis 1.2 the operator V is off-
diagonal with respect to the decomposition H = EA(σ)H⊕ EA(Σ)H, so is
Vℓ with respect to the decomposition L = EAℓ
(
σ ∩ (−∞,λ ))L⊕ EAℓ(Σ ∩
(−∞,λ ))L.
Applying Lemma 1.1 yields
(1.9) sup(Aℓ+Vℓ)≤ supAℓ+δV .
Similarly introducing Ar as the part of the operator A associated with the A-
invariant subspace R= RanEA
(
(λ ,∞)
)
and Vr as EA
(
(λ ,∞)
)
V |R one proves
that
(1.10) inf(Ar +Vr)≥ inf(Ar)−δV .
Combining (1.9), (1.10), and (1.8) proves that
sup(Aℓ+Vℓ)< λ < inf(Ar +Vr).
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Clearly the operator B can be represented as follows
B = diag{Aℓ+Vℓ,Ar +Vr}+W,
where W is given by
W =V −EA
(
(−∞,λ ))VEA((−∞,λ ))−EA((λ ,∞))VEA((λ ,∞))
and diag{Aℓ +Vℓ,Ar +Vr} is a diagonal 2× 2 operator matrix with respect
to the decomposition H = L⊕R. Since W is off-diagonal with respect to
H = L⊕R, and the spectra of the diagonal entries Aℓ+Vℓ and Ar +Vr are
subordinated, the whole interval (sup(Aℓ +Vℓ), inf(Ar +Vr)) belongs to the
resolvent set of B (see, e.g., [10] or [2]), in particular λ belongs to the resol-
vent set of the operator B, completing the proof.
Before proving assertions (ii) and (iii) of the theorem, note that the function
f (x) = x tan
(
1
2
arctan 2x
)
is strictly increasing on the positive semi-axis and, moreover, by direct com-
putation one gets
f
(√
3
2
)
=
1
2
and f (√2) = 1.
In particular,
(1.11) the inequality ‖V‖<
√
3
2
d implies δV < d/2
and
(1.12) the inequality ‖V‖<
√
2d implies δV < d.
(ii) The part (ii) is an immediate corollary of the part (i) taking into account
(1.11).
(iii) Take
λ = supσ +δV
and let Aℓ, Ar, and Vℓ, Vr be as above. Note that the hypothesis K (σ)∩Σ= ∅
implies Vr = 0.
Again, as in the proof of (ii) one concludes that
sup(Aℓ+Vℓ)≤ supspec(Aℓ)+δV = supσ +δV .
Hypothesis (1.7) implies that δV < d. Since Vr = 0, the operator B can be
represented in the form
B = diag{Aℓ+Vℓ,Ar}+W,
where W is given by
W =V −EA
(
(−∞,λ ))VEA((−∞,λ ))−EA((λ ,∞))VEA((λ ,∞))
and diag{Aℓ+Vℓ,Ar} is a diagonal 2× 2 operator matrix with respect to the
decomposition H=L⊕R. Since W is off-diagonal with respect to H=L⊕R,
and the spectra of the diagonal entries Aℓ+Vℓ and Ar are subordinated (δV <
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d), the whole interval (sup(Aℓ+Vℓ), inf(Ar)) belongs to the resolvent set of B.
In particular, the interval (sup σ + δV ,sup σ + d) belongs to the resolvent set
of the operator B, that is,
(sup σ +δV ,sup σ +d)⊂ ρ(B).
The proof of the inclusion
(inf σ −d, infσ −δV )⊂ ρ(B)
is analogous. 
Remark 1.4. The results (ii) and (iii) are optimal. That is, if the perturbation
V is overcritical in the sense that ‖V‖ ≥
√
3
2 d (resp. K (σ)∩ Σ = ∅ and
‖V‖ ≥√2d), then the set Od/2(σ)∩ spec(B) (resp. Od(σ)∩ spec(B)) may be
empty.
The following two examples illustrate the situation.
Example 1.5. Let H= C4. Introducing the 4×4 matrices
A =


− 32 0 0 0
0 − 12 0 0
0 0 12 0
0 0 0 32

 and V =


0
√
3
2 0 0
0 0 0
√
3
2√
3
2 0 0 0
0 0
√
3
2 0

 ,
one easily verifies that the spectrum of the 4×4 Jacobi matrix
B =


− 32
√
3
2 0 0√
3
2 − 12 0 0
0 0 12
√
3
2
0 0
√
3
2
3
2


consists of the three eigenvalues −2, 0, and 2, with 0 being an eigenvalue of
multiplicity two. Setting σ = {−3/2,1/2} and Σ = {−1/2,3/2} one imme-
diately concludes that in this case d = dist{σ ,Σ}= 1 and the perturbation V is
off-diagonal with respect to the decomposition C4 = RanEA(σ)⊕RanEA(Σ)
and ‖V‖=√3d/2. However, O1/2(σ) = (−2,−1)∪ (0,1) does not intersect
the set spec(B) = {−2,0,2}.
Example 1.6. Let H= C3,
A =

−1 0 00 0 0
0 0 1

 and V =

 0
√
2 0√
2 0 0
0 0 0

 .
The spectrum of the 3×3 matrix
B =

−1
√
2 0√
2 0 0
0 0 1


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consists of the two eigenvalues −2 and 1, with 1 being an eigenvalue of
multiplicity two. Setting σ = {0} and Σ = {−1,1} one concludes that
K (σ)∩Σ = ∅, d = dist{σ ,Σ} = 1, the perturbation V is off-diagonal with
respect to the decomposition C4 = RanEA(σ)⊕RanEA(Σ) and ‖V‖ =
√
2d.
However, O1(σ) = (−1,1) does not intersect the set spec(B) = {−2,1}.
2. PERTURBATION OF SPECTRAL SUBSPACES
In this section we accomplish the proof of remaining statements of Theo-
rem 1 part (ii) and Theorem 2 part (ii) related to the perturbation of spectral
subspaces.
Proposition 2.1 ([6], [7], [17]). Let A and B be bounded self-adjoint opera-
tors and σ and ∆ two Borel sets on the real axis R . Then
dist(σ ,∆)‖EA(σ)EB(∆)‖ ≤ pi2 ‖A−B‖.
If, in addition, the convex hull of the set σ does not intersect the set ∆, or the
convex hull of the set ∆ does not intersect the set σ , then one has the stronger
result
dist(σ ,∆)‖EA(σ)EB(∆)‖ ≤ ‖A−B‖.
The proof of Theorem 1 part (ii) is based on combining Proposition 2.1
with information on the shift of the spectrum obtained in Theorem 1 part (i).
Theorem 2.2. Assume Hypothesis 1.2. If
(2.1) ‖V‖< 3pi −
√
pi2 +32
pi2−4 d,
then
‖EA(σ)−EB(Od/2(σ))‖ ≤
pi
2
‖V‖
d−δV < 1.
Proof. Introduce the notations P = EA(σ) and Q = EA+V (Od/2(σ)). By The-
orem 1.3 (i)
Q⊥ = EB
(
UδV (Σ)
)
,
where UδV (Σ) denotes the closed δV -neighborhood of the set Σ.
By the first claim of Proposition 2.1,
(2.2) ‖PQ⊥‖ ≤ pi
2
‖V‖
dist(σ ,UδV (Σ))
.
The distance between the set σ and the (closed) δV -neighborhood of the set Σ
can be estimated from below as follows
dist(σ ,UδV (Σ))≥ d−δV > 0
using the second claim of Theorem 1.3. Then (2.2) implies the inequality
‖PQ⊥‖ ≤ pi
2
‖V‖
d−δV .
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It is an elementary exercise to check that the function
f (x) = pi
2
x+ x tan
(
1
2
arctan 2x
)
−1
strictly increases on the positive semi-axis and that f (x) has a unique positive
root
x =
3pi−√pi2 +32
pi2−4 .
As a corollary, hypothesis (2.1) implies the inequality
(2.3) pi
2
‖V‖
d−δV < 1.
Hence,
(2.4) ‖PQ⊥‖ ≤ pi
2
‖V‖
d−δV < 1.
Interchanging the roles of σ and Σ one obtains the analogous inequality
(2.5) ‖P⊥Q‖ ≤ pi
2
‖V‖
d−δV < 1.
Since
(2.6) ‖P−Q‖= max{‖PQ⊥‖,‖P⊥Q‖}
(see, e.g., [1, Ch. III, Section 39]), inequalities (2.4) and (2.5) prove the
assertion. 
We split the proof of Theorem 2 part (ii) into several steps.
1. First, we prove that the difference of the corresponding spectral projec-
tions is a strict contraction.
Lemma 2.3. Assume Hypothesis 1.2. If K (σ)∩Σ = ∅ and
(2.7) ‖V‖<
√
2d,
then
(2.8) ‖EA(σ)−EB(Od(σ))||< 1.
Proof. Introduce the notations P = EA(σ) and Q = EB(Od(σ)). We also need
to introduce four spectral projections associated with the operators A and B
and let
Pℓ = EA
(
(−∞, infσ −d]) and Pr = EA([sup σ +d,∞))
and
Qℓ = EB
(
(−∞, infσ −d]) and Qr = EB([sup σ +d,∞)).
Our first claim is that
‖Pk−Qk‖<
√
2
2
, k = ℓ,r.
It can be seen as follows. Since the perturbation V is off-diagonal with respect
to the decomposition H= RanEA(σ)⊕RanEA(Σ), the operator A+V can be
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represented as the following 3×3 Jacobi type operator-matrix with respect to
the decomposition H= RanPℓ⊕RanP⊕RanPr
B =

 Aℓ Vℓσ 0Vσℓ Aσ Vσr
0 Vrσ Ar

 .
Here we used the notation
Ak = A|RanPk , k = ℓ,r, Aσ = A|RanP
and
Vσk = PV |RanPk and Vkσ =V ∗kσ , k = ℓ,r.
The perturbation problem A−→ B can naturally be split into two subproblems
A=

Aℓ 0 00 Aσ 0
0 0 Ar

−→ A˜=

Aℓ 0 00 Aσ Vσr
0 Vrσ Ar

−→B=

 Aℓ Vℓσ 0Vσℓ Aσ Vσr
0 Vrσ Ar

 .
The operator matrix A˜ is block-diagonal with respect to the decomposition
H= RanPℓ⊕RanP⊥ℓ and clearly ‖A− A˜‖ <
√
2d. Applying Theorem 1.3 (i,
ii) to the “lower-dimensional” off-diagonal perturbation problem(
Aσ 0
0 Ar
)
−→
(
Aσ Vσr
Vrσ Ar
)
under hypothesis ‖V‖<√2d one concludes that the spectrum of A˜ consists of
two subordinated components, σ˜ = spec(Aℓ) = Σ∩ (−∞, infσ − d] and “the
remainder” Σ˜. Moreover,
(2.9) supAℓ = sup σ˜ < infσ −δV ≤ inf Σ˜ = inf
(
Aσ Vσr
Vrσ Ar
)
,
where
δV = ‖V‖ tan
(
1
2
arctan
2‖V‖
d
)
< d.
Applying Theorem 3 to the off-diagonal perturbation problem A˜ −→ B
where the spectra of the diagonal entries Aℓ and
(
Aσ Vσr
Vrσ Ar
)
are subordi-
nated (cf. (2.9)) yields
(2.10) ‖Pℓ−Qℓ‖<
√
2
2
.
Using analogous arguments one proves the remaining estimate
(2.11) ‖Pr−Qr‖<
√
2
2
.
Clearly,
‖P⊥Q‖= ‖(Pℓ+Pr)Q‖ ≤
√
‖PℓQ‖2 +‖PrQ‖2
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and moreover
‖PℓQ‖ ≤ ‖Pℓ(Q+Qr)‖= ‖PℓQ⊥ℓ ‖ ≤ ‖Pℓ−Qℓ‖,
‖PrQ‖ ≤ ‖Pr(Q+Qℓ)‖= ‖PrQ⊥r ‖ ≤ ‖Pr−Qr‖.
Thus,
(2.12) ‖P⊥Q‖ ≤
√
‖Pℓ−Qℓ‖2 +‖Pr−Qr‖2 < 1
using (2.10) and (2.11). In an analogous way one proves that
‖PQ⊥‖< 1,
and hence
‖P−Q‖= max{‖P⊥Q‖,‖PQ⊥‖}< 1.
The proof is complete. 
2. Next, we obtain the following general result which is of an a posteriori
character.
Theorem 2.4. Assume Hypothesis 1.2. Suppose, in addition, that K (σ)∩
Σ = ∅. Denote by O the maximal open (finite or semi-infinite) interval such
that O ∩Σ = ∅ and the spectrum σ˜ of the operator B in O ,
σ˜ = spec(B)∩O,
is a closed set.
If
‖EA(σ)−EB(O)‖< 1,
then
(2.13) ‖EA(σ)−EB(O)‖ ≤ sinarctan
( ‖V‖
dist(σ˜ ,Σ)
)
.
Proof. Introduce the notations P = EA(σ) and Q = EB(O). It is well known
(see [14, Corollary 3.4]; cf. [5, Lemma 2.3], [8, Theorem 1], [11]) that if
‖P−Q‖ < 1, then RanQ is the graph of a bounded operator X : RanP →
RanP⊥ and
(2.14) ‖P−Q‖= ‖X‖√
1+‖X‖2 .
Without loss of generality one may assume that
inf σ˜ =−sup σ˜ .
For any g ∈ RanEB(O) one obtains that P⊥g = XPg and hence
(2.15) P⊥Bg = P⊥BPg+P⊥BP⊥P⊥g = P⊥BPg+P⊥BP⊥XPg.
Clearly the following estimates hold
(2.16) ‖P⊥BPg‖= ‖V Pg‖ ≤ ‖V‖‖Pg‖
and
(2.17) (sup σ˜ +dist(σ˜ ,Σ))‖XPg‖ ≤ ‖P⊥BP⊥XPg‖.
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If in addition g ∈ RanQ one obtains
‖P⊥Bg‖= ‖P⊥QBQg‖ ≤ ‖P⊥Q‖‖QBQ‖‖g‖
≤ ‖X‖√
1+‖X‖2 sup σ˜
√
1+‖X‖2‖Pg‖= sup σ˜‖X‖‖Pg‖.(2.18)
Combining (2.15)–(2.17), and (2.18) one gets the inequality
(2.19) (sup σ˜ +dist(σ˜ ,Σ))‖XPg‖ ≤ (sup σ˜‖X‖+‖V‖)‖Pg‖, g ∈ RanQ.
Since (2.19) holds for any g ∈ RanQ, one concludes that
‖X‖ ≤ ‖V‖dist(σ˜ ,Σ) ,
which proves the assertion in view of (2.14). 
Remark 2.5. Assertion (2.13) is equivalent to the estimate
‖ tan Θ‖ ≤ ‖V‖dist(σ˜ ,Σ) ,
where Θ is the operator angle between the subspaces RanEA(σ) and RanEB(O).
(For discussion of this notion see, e.g., [14]). Thus, Theorem 2.4 is a general-
ization of the Davis-Kahan tanΘ-Theorem which is one from four fundamen-
tal estimates on the norm of the difference of spectral projections known as
sinΘ, sin2Θ, tan Θ, and tan2Θ Theorems proved by Davis and Kahan in [9]
and [10].
3. Finally, rough estimate (2.8) of Lemma 2.3 can be sharpened by a pos-
teriori result of Theorem 2.4 in combination with the result of Theorem 2 part
(i). The proof of Theorem 2 part (ii) is as follows.
Theorem 2.6. Assume Hypothesis 1.2. If K (σ)∩Σ = ∅ and
(2.20) ‖V‖<
√
2d,
then
(2.21) ‖EA(σ)−EB(Od(σ))|| ≤ sinarctan
( ‖V‖
d−δV
)
< 1,
where
δV = ‖V‖ tan
(
1
2
arctan
2‖V‖
d
)
.
Proof. By Theorem 2 part (i) and Lemma 2.3 the set O = Od(σ) satisfies the
hypothesis of Theorem 2.4 with
dist(σ˜ ,Σ) = d−δV .
Applying Theorem 2.4 completes the proof. 
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