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Abstrak 
 
Kuadrat terkecil nonlinear merupakan bentuk dari analisis kuadrat terkecil yang 
digunakan untuk melakukan fitting atas sekumpulan pengamatan dengan suatu model 
non  linear multivariabel. Dalam masalah  kuadrat  terkecil nonlinear, akan ditentukan 
vektor  parameter  model  yang  akan  menghasilkan  kecocokan  yang  paling  mungkin 
antara pengukuran dan prediksi model. Dalam hal  ini akan digunakan  jumlah kuadrat 
terbobot  sebagai  ukuran  kecocokan,  yang  menjadi  fungsi  obyektif  dalam  masalah 
optimisasi. Tujuan dari masalah  ini adalah menentukan argumen dari  fungsi obyektif 
yang akan meminimumkan nilai fungsi tersebut.  
Pada  umumnya  metode  untuk  menyelesaikan  masalah  optimisasi  nonlinear 
adalah  secara  iteratif. Metode‐metode  ini memiliki  langkah‐langkah  yang  bertujuan 
supaya  nilai  fungsi  obyektif  yang  akan  diminimumkan mengalami  penurunan  pada 
iterasi selanjutnya. Pada dasarnya dalam setiap  iterasi terdiri dari tahap menentukan 
arah turun (descent direction) dan panjang langkah yang akan memberikan penurunan 
yang baik terhadap nilai fungsi obyektif.   
Metode  Levenberg‐Marquardt  merupakan  salah  satu  metode  optimasi  untuk 
menyelesaikan masalah kuadrat terkecil yang didasarkan pada metode Gauss‐Newton. 
Pada  metode  Levenberg‐Marquadt,  arah  turun  ditentukan  dengan 
mempertimbangkan  parameter  damping  yang  akan  mempengaruhi  arah  dan  juga 
besar  langkah. Dalam banyak kasus, metode  ini akan mencapai kekonvergenan yang 
lebih baik daripada konvergen secara linear. 
 
Kata  kunci:  kuadrat  terkecil nonlinear, metode  Levenberg‐Marquadt, metode Gauss‐
Newton, descent methods. 
 
A. Pendahuluan 
Dari  sebuah  penelitian,  sering  diperoleh  sekumpulan  data  numerik  yang  akan 
digunakan untuk mencari hubungan  antar  variabel‐variabel  yang diamati. Hubungan 
tersebut  biasanya  dinyatakan  dalam  suatu  fungsi  agar  dapat  juga  digunakan  untuk 
memprediksi nilai fungsi di suatu titik tertentu. Banyak metode yang digunakan untuk 
 
PROSIDING    ISBN : 978‐979‐16353‐3‐2 
 
Seminar Nasional Matematika dan Pendidikan Matematika 
Jurusan Pendidikan Matematika FMIPA UNY, 5 Desember 2009  1153 
 
menentukan  fungsi  yang  menjadi  hampiran  dari  data‐data  yang  ada.  Salah  satu 
metode yang dapat digunakan adalah metode kuadrat terkecil. Kuadrat terkecil dapat 
diinterpretasikan  sebagai metode  pencocokan  data  (fitting  data).  Kesesuaian  antara 
data model dan data hasil pengamatan diukur melalui nilai terkecil dari jumlah kuadrat 
residu,  dengan  residu  merupakan  jarak  antara  nilai  pengamatan  dan  nilai  yang 
diberikan  oleh  model. Metode  ini  pertama  kali  diperkenalkan  oleh  Carl  Friederich 
Gauss sekitara tahun 1794.  
Kuadrat  terkecil nonlinear merupakan bentuk dari analisis kuadrat  terkecil yang 
digunakan untuk melakukan fitting atas sekumpulan pengamatan dengan suatu model 
non  linear multivariabel. Dalam masalah  kuadrat  terkecil nonlinear, akan ditentukan 
vektor  parameter  model  yang  akan  menghasilkan  kecocokan  yang  paling  mungkin 
antara pengukuran dan prediksi model. Dalam hal  ini akan digunakan  jumlah kuadrat 
terbobot  sebagai  ukuran  kecocokan,  yang  menjadi  fungsi  obyektif  dalam  masalah 
optimisasi. 
Masalah optimisasi tak berkendala bertujuan untuk meminimumkan suatu fungsi 
bernilai  real  F  dengan  n  variabel.  Hal  ini  berarti  bahwa  akan  ditentukan  suatu 
peminimal lokal, yakni titik x* sedemikian sehingga  
( ) ( )xx FF ≤*  untuk semua x dekat x*.   
Masalah di atas biasanya dinyatakan sebagai 
( )x
x
Fmin .   
Fungsi F disebut sebagai fungsi obyektif dan F(x*) merupakan nilai minimum. 
Masalah  minimisasi  lokal  berbeda  dengan  masalah  minimisasi  global.  Suatu 
peminimal global adalah titik x* sedemikian sehingga  
( ) ( )xx FF ≤*  untuk semua x.   
Beberapa metode  yang  dapat  digunakan  untuk  menyelesaikan  masalah  minimisasi 
lokal  adalah  metode  Newton  maupun  metode  Gauss‐Newton,  yang  lebih  efisien 
digunakan untuk menyelesaikan masalah kuadrat terkecil nonlinear.  
Masalah  kuadrat  terkecil  dapat  diselesaikan  dengan  metode  optimisasi  pada 
umumnya. Namun dalam tulisan ini akan dipaparkan metode khusus yang lebih efisien, 
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yakni metode Levenberg‐Marquardt. Dalam banyak kasus, metode  ini akan mencapai 
kekonvergenan  yang  lebih  baik  daripada  konvergen  secara  linear;  terkadang  akan 
konvergen secara kuadratik. 
 
B. Descent Methods 
 Semua  metode  untuk  menyelesaikan  masalah  optimisasi  nonlinear  adalah 
iteratif, yakni dari suatu titik awal  0x , metode akan menghasilkan suatu deret vektor‐
vektor  L,, 21 xx , yang diharapkan akan konvergen ke x*,  suatu peminimal  lokal dari 
fungsi yang diberikan.  Jika  fungsi yang diberikan memiliki beberapa peminimal, hasil 
yang diperoleh akan bergantung pada  titik awal  0x . Pada umumnya metode  iteratif 
tersebut akan memenuhi kondisi  
( ) ( )kk FF xx <+1 .   
Hal  ini  mencegah  kekonvergenan  ke  suatu  pemaksimal.  Metode  yang  memenuhi 
kondisi  di  atas  biasanya  disebut  sebagai  descent  method.  Beberapa  metode  yang 
termasuk  dalam  descent method  adalah metode  turun  tercuram  (steepest  descent 
method) atau metode gradient, metode Newton, line search methods, dan trust region 
methods (Peressini, 1988).  
Dalam  metode‐metode  tersebut,  setiap  langkah  dari  proses  iterasi  akan 
memenuhi kondisi di atas  (Madsen, 2004). Pada dasarnya dalam setiap  iterasi  terdiri 
dari: 
1) Menentukan arah turun (descent direction)  dh , dan 
2) Menentukan  panjang  langkah  yang memberikan  penurunan  yang  baik  terhadap 
nilai F. 
 
C. Masalah Kuadrat Terkecil Nonlinear 
Tujuan yang ingin dicapai dalam masalah kuadrat terkecil adalah menentukan x*, 
yakni peminimal lokal dari  
( ) ( )( )∑
=
=
m
i
ifF
1
2
2
1 xx , 
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dengan  RRf ni →: , i = 1, …, m dan  nm ≥ .  
Dalam masalah kuadrat terkecil nonlinear, fungsi obyektif didefinisikan dengan 
                                      ( ) ( )( )∑
=
=
m
i
ifF
1
2
2
1 xx  
( ) ( ) ( )xfxfxf T
2
1
2
1 2
2
==  
(1)
Vektor  ( )mff ,,1 L=f ,  dengan    mn RR →:f ,  disebut  sebagai  residual. Masalah  ini 
dapat terjadi seperti dalam pencocokan data. 
Misalkan  f memiliki  turunan parsial kedua yang kontinu, ekspansi Taylor  fungsi 
tersebut dapat dinyatakan sebagai 
( )2)()()( hhxJxfhxf O++=+ ,  (2)
dengan J(x) adalah matriks Jacobian, yakni  
( )( ) ( ) njmi
x
f
j
i
ij ≤≤≤≤∂
∂= 1,1,xxJ . 
  Dari persamaan (1) akan diperoleh 
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dan gradien dari F 
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(4)
Dengan mengingat kembali bahwa matriks Hessian untuk F adalah  ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂∂
∂= x
ji xx
FH
2
, 
maka dari persamaan (3), elemen matriks Hessian pada posisi (j,k) adalah 
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Dengan demikian diperoleh 
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( ) ∑
=
′′+=
m
i
ii
T f
1
)()()()(" xfxxJxJxF . 
Dasar dari metode untuk menyelesaikan masalah  kuadrat  terkecil nonlinear  ini 
adalah metode Gauss‐Newton. Metode  ini didasarkan pada aproksimasi  linear untuk 
komponen‐komponen  f  (model  linear dari  f) di persekitaran x, yakni untuk  h  yang 
kecil, ekspansi Taylor dari persamaan (2) menghasilkan 
( ) hxJxfhhxf )()()( +≡≈+ l .  (5)
Dengan menerapkan persamaan  (5) untuk definisi  F pada persamaan  (1) maka akan 
diperoleh 
( ) ( ) ( )
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(6)
Gradien dan Hessian dari L masing‐masing adalah 
JhJfJh TTL +=)('   dan   JJh TL =)(" . 
Dari persamaan  (4), dapat dilihat bahwa L’(0) = F’(x).  Juga  tampak bahwa L”(h)  tidak 
bergantung  pada h  dan matriks  tersebut  simetris.  Jika  J memiliki  rank  penuh,  yakni 
setiap kolom dari J saling bebas linear, maka L”(h) definit positif. Hal ini menunjukkan 
bahwa L(h) memiliki peminimal tunggal, yang dapat ditentukan dengan menyelesaikan 
( ) fJhJJ TgnT −= .  (7)
 
D. Metode Levenberg‐Marquardt 
  Metode  steepest  descent  tidak  memiliki  cara  yang  baik  untuk  menentukan 
panjang  langkah.  Sedangkan  metode  Newton  didasarkan  pada  penyelesaian  suatu 
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sistem linear. Jika matriks yang diperoleh adalah singular, maka metode ini gagal untuk 
menyelesaikan masalah optimisasi. Selian  itu,  jika  iterasi diawali dari suatu  titik yang 
tidak  terlalu  dekat  dengan  peminimumnya,  maka  kadang‐kadang  metode  ini 
memberikan iterasi yang divergen yang menjauh dari peminimumnya. Oleh karena itu, 
berikut akan dipaparkan metode yang dapat mengatasi kelemahan‐kelemahan di atas. 
Levenberg (1944) dan kemudian Marquardt (1963) menggunakan prinsip Gauss‐
Newton. Langkah  lmh  ditentukan dengan memodifikasi persamaan (7), yakni 
( ) ghIJJ −=+ lmT μ   dengan  fJg T=  dan  0≥μ . 
Parameter damping μ  memiliki beberapa pengaruh: 
a. Untuk  semua  μ   >  0,  matriks  koefisien  adalah  definit  positif,  dan  hal  ini 
menjamin bahwa  lmh  merupakan arah turun (descent direction). 
b. Untuk nilai μ  yang besar, akan diperoleh 
)('11 xFgh μμ −=−≈lm , 
yakni  langkah  yang pendek dalam  arah  turun  tercuram.  Langkah  ini baik  jika 
iterasi yang sedang berlangsung jauh dari penyelesaiannya. 
c. Jika  μ  amat kecil, maka  gnlm hh ≈ , yang merupakan  langkah yang baik dalam 
tahap  iterasi terakhir, saat x dekat dengan x*. Jika F(x*) = 0 (atau amat kecil), 
maka iterasi dapat konvergen kuadratik. 
Dengan  demikian,  parameter  μ   akan mempengaruhi  arah  dan  juga  besar  langkah. 
Pemilihan  nilai  μ   awal  harus  disesuaikan  dengan  banyaknya  elemen  dari 
( ) ( )000 xJxJA T= , yakni dengan memilih 
( ){ }00 max iii a⋅=τμ , 
dengan  τ   dipilih  sembarang.  Algoritma  yang  dibangun  tidak  akan  terlalu  sensitif 
terhadap pemilihan τ , tetapi biasanya akan digunakan nilai yang kecil. Jika  0x  diyakini 
merupakan aproksimasi yang baik untuk x*, maka dapat dipilih  610−=τ . Dapat  juga 
digunakan  310−=τ  atau bahkan  1=τ . 
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  Selama  iterasi,  besar  nilai  μ   dapat  diperbaharui.  Hal  tersebut  dikendalikan 
dengan ratio 
( ) ( )
( ) ( )lm
lm
LL
FF
h0
hxx
−
+−=ρ . 
Penyebut  dari  ratio  tersebut  diprediksi  dengan  model  linear  pada  persamaan  (6) 
sehingga diperoleh 
( ) ( )
( )
( )( )
( ) ( )ghhhggh
hIIJJgh
JhJfJh
JhJhfJh
JhJhfJhxxh0
−=−−−=
−++−=
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⎞⎜⎝
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Perhatikan bahwa  lm
T
lmhh  dan  gh
T
lm−  bernilai positif, maka  ( ) ( )lmLL h0 −   juga bernilai 
positif. 
Nilai  ρ   yang  besar menunjukkan  bahwa  ( )lmL h  merupakan  aproksimasi  yang  baik 
untuk  ( )lmF hx + ,  dan  nilai  μ   dapat  ditentukan  sedemikian  sehingga  langkah 
Levenberg‐Marquardt berikutnya  lebih dekat dengan  langkah Gauss‐Newton.  Jika  ρ  
kecil  (atau  bahkan  negatif), maka  ( )lmL h  merupakan  aproksimasi  yang  buruk,  dan 
selanjutnya  nilai  μ   ditingkatkan  dengan  tujuan  supaya  langkah  lebih  dekat  dengan 
arah turun tercuram dan menurunkan panjang langkah. 
  Kriteria penghentian untuk algoritma  ini diberikan untuk menunjukkan bahwa 
pada suatu peminimal global didapatkan F’(x*) = g(x*) = 0, sehingga dapat digunakan 
1ε≤∞g , 
dengan  1ε  merupakan bilangan positif yang kecil.  Kriteria penghentian lain yang dapat 
digunakan adalah jika perubahan dalam x kecil, yakni 
( )22 εε +≤− xxxbaru . 
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Algoritma Metode Levenberg‐Marquardt 
Langkah 1.   Inisialisasi k = 0, v = 2 
Langkah 2.   Tentukan x =  0x  
Langkah 3.   Hitung  ( ) ( )xJxJA T= ,   fJg T=  dan  { }iii amax⋅= τμ  
Langkah 4.   while  1ε≤∞g  and k < kmax 
      k = k + 1 
      selesaikan  ( ) ghIA −=+ lmμ  
      if  ( )22 εε +≤− xxxbaru  
        break 
      else 
        lmbaru hxx += ,  ( ) ( )( ) ( )lm
lm
LL
FF
h0
hxx
−
+−=ρ  
        if  ρ  > 0 
          baruxx = ,  ( ) ( )xJxJA T= ,  fJg T=  
          ( ) ⎭⎬
⎫
⎩⎨
⎧ −−⋅= 3121,
3
1max ρμμ , v = 2 
        else 
          vvv *2,* == μμ  
    end 
 
 
Metode Levenberg‐Marquardt untuk Masalah Powell 
Sebagai  kasus  khusus,  akan  dipertimbangkan  masalah  berikut,  yang  dikenal 
sebagai masalah Powell (1970), yakni  
( )
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
++
=
2
2
1
1
1
2
1,0
10 x
x
x
x
xf  
dimana  0x =*  merupakan satu‐satunya penyelesaian dari masalah tersebut.  
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Perhatikan bahwa matriks Jacobian yang diperoleh adalah 
  ( ) ( ) ⎥⎦
⎤⎢⎣
⎡
+= − 221 41,0
01
xx
xJ  
yang singular pada penyelesaian di atas.  
Jika  dipilih  x0  =  [3  1], maka  akan  diperoleh  hasil  iterasi  seperti  tergambarkan  pada 
Gambar 1 berikut. 
 
Gambar 1. Metode Levenberg‐Marquardt untuk Masalah Powell 
 
Dari Gambar 1  tampak bahwa  iterasi mulai stabil  terjadi antara  iterasi ke‐22 dan 30. 
Hal ini  terjadi karena pengaruh dari matriks Jacobian yang hampir mendekati singular. 
Setelah  iterasi  tersebut,  tampak  bahwa  iterasi  akan  konvergen  secara  linear. 
Penyelesaian yang didapat dengan metode ini adalah 
x = [‐3,81. 10‐8 ;  ‐1,38. 10‐3] 
Adanya  osilasi  pada  beberapa  iterasi  di  awal  dapat  menyebabkan  kesalahan  yang 
cukup besar dan memperlambat kekonvergenannya. 
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E. Simpulan dan Saran 
Metode  Levenberg‐Marquardt  merupakan  salah  satu  metode  optimasi  untuk 
menyelesaikan masalah kuadrat terkecil yang didasarkan pada metode Gauss‐Newton. 
Pada  metode  Levenberg‐Marquadt,  arah  turun  ditentukan  dengan 
mempertimbangkan  parameter  damping  yang  akan  mempengaruhi  arah  dan  juga 
besar  langkah. Dalam banyak kasus, metode  ini akan mencapai kekonvergenan yang 
lebih baik daripada konvergen secara linear. 
Salah  satu  kelemahan  dari  metode  Levenberg‐Marquadt  adalah  bila  terjadi 
osilasi pada proses  iterasinya, maka  iterasi akan berjalan  lambat. Untuk  itu, perlu ada 
modifikasi  terhadap  beberapa  langkah  agar  proses  iterasi  lebih  stabil  dan  berjalan 
cepat, antara lain dengan menambahkan variabel laju penurunan (Chen, 2003). 
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