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Abstract
We investigate the global character of solutions of the periodically forced Pielou’s equation
xn+1 = βnxn1 + xn−1 , n = 0,1, . . . ,
and prove that when the sequence {βn} is periodic with prime period k, with positive values, and∏k−1
i=0 βi > 1, every positive solution converges to a periodic solution with prime period k.
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1. Introduction
We investigate the global character of solutions of the periodically forced Pielou’s equation
xn+1 = βnxn1 + xn−1 , n = 0,1, . . . , (1.1)
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k−1∏
i=0
βi > 1, (1.2)
every positive solution converges to a periodic solution with prime period k.
Difference equations with periodic coefficients have been studied by several authors especially
in connection with mathematical models in biology. See [1–9].
Pielou’s equation with constant coefficient
xn+1 = βxn1 + xn−1 , n = 0,1, . . . , (1.3)
was investigated in [10]. See also [8] and [11]. The more general equation
xn+1 = βxn1 + xn−m ,
where m is a nonnegative integer, was proposed by Pielou in her books [12, p. 22] and [13, p. 79]
as a discrete analogue of the delay logistic equation
N ′(t) = rN(t)
[
1 − N(t − τ)
P
]
.
It was shown in [10] that when
β  1, (1.4)
every nonnegative solution of Eq. (1.3) converges to zero and when
β > 1, (1.5)
every positive solution converges to the positive equilibrium, x¯ = β − 1.
In Section 2 we present a new, simple, and elegant proof that, when (1.5) holds, every positive
solution of Eq. (1.3) converges to the positive equilibrium (β − 1). It is an amazing fact that the
idea of our proof also extends to the periodically forced Eq. (1.1). This enables us in Section 3
to establish that when the coefficient {βn} is periodic with period k, with positive values, that is:
βn =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
β0, if n = kj,
β1, if n = kj + 1,
...
βk−1, if n = kj + k − 1,
j = 0,1, . . . ,
with
βi ∈ (0,∞), i = 0, . . . , k − 1,
and when (1.2) holds, every positive solution of Eq. (1.1) converges to a periodic solution with
period k.
The special case where the sequence {βn} is periodic with period two, was recently investi-
gated in [9]. The method of proof in [9] is different from our proof and does not seem to extend
to higher periods.
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The main result in this section is the following new proof for the autonomous case, which in
Section 3 will be adapted to the nonautonomous Eq. (1.1).
Theorem A. Assume that
β > 1.
Then every positive solution of Eq. (1.3) converges to the positive equilibrium
x¯ = β − 1.
Proof. Let {xn} be a positive solution of Eq. (1.3). Then for n 1,
xn+1 = βxn−11 + xn−1 ·
β
1 + xn−2 (2.1)
and so the solution is bounded from above by β2. Next, we claim that the solution is also bounded
from below by a positive constant. Otherwise there exists a subsequence of indices {ni} such that
xni+1 → 0 and xni+1 < xj for all j < ni + 1. (2.2)
Then from (1.3), the subsequences {xni } and {xni−1} converge to zero. Hence eventually,
xni−1 < β − 1
which implies that eventually,
xni+1 =
βxni
1 + xni−1
>
βxni
1 + (β − 1) = xni .
This contradicts (2.2) and establishes our claim that the solution is bounded from below by a
positive constant.
Set
S = lim sup
n→∞
xn and I = lim inf
n→∞ xn.
Then it follows from (2.1) that
S  βS
1 + S ·
β
1 + I and I 
βI
1 + I ·
β
1 + S
which imply that
(1 + S)(1 + I ) = β2. (2.3)
Clearly there exists a sequence of indices {ni} and positive numbers {L−t }3t=0 such that
xni+1 → S
and for t ∈ {0,1,2,3}
xni−t → L−t .
Thus from (2.1) and (2.3) we see that
S = β
2L−1(1 + L−1)(1 + L−2)
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L−1 = S and L−2 = I
because otherwise
S <
β2S
(1 + S)(1 + I )
which contradicts (2.3). Similarly
L−3 = S1.
Also
L0 = βL−11 + L−2 =
βS
1 + I =
β2L−2
(1 + L−2)(1 + L−3) =
β2I
(1 + I )(1 + S) = I
and so
βS = I (1 + I ).
Similarly
βI = S(1 + S).
Therefore
I = S
and the proof is complete. 
3. Periodically forced Pielou’s equation
The following theorem extends to the periodic case the result of the autonomous case when
(1.4) holds. Its proof is simple and similar to the proof in the autonomous case and will be
omitted.
Theorem 3.1. Assume that
k−1∏
i=0
βi  1.
Then every nonnegative solution of Eq. (1.1) converges to zero.
It is easy to see that, as in the autonomous case, every positive solution of the periodically
forced Eq. (1.1) is bounded from above and, furthermore, when (1.2) holds, every positive solu-
tion is also bounded from below by a positive constant.
Our goal now is to show that, when {βn} is a positive periodic sequence with prime period k
and (1.2) holds, then every positive solution of Eq. (1.1) converges to a periodic solution with
prime period k. To this end, let {yn} be an arbitrary, but fixed for the remaining part of this paper,
positive solution of Eq. (1.1).
For a fixed k ∈ {1,2, . . .} and for every integer i, we define the sequences {Si} and {Ii} as
follows:
Si = lim supykn+i and Ii = lim inf
n→∞ ykn+i .n→∞
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Si+k = Si and Ii+k = Ii .
To make the proof very clear, we will first give the details for k = 2. The key idea now is to
establish the following identities, which extend the identity (2.3) of the autonomous case:
(1 + S1)(1 + I0) = (1 + S0)(1 + I1) = β0β1. (3.1)
Lemma 3.1. (3.1) holds.
Proof. Clearly for n 1,
y2n+1 = β0β1y2n−1
(1 + y2n−1)(1 + y2n−2)
from which it follows that
(1 + S1)(1 + I0) β0β1  (1 + I1)(1 + S0).
Also from
y2n+2 = β1β0y2n
(1 + y2n)(1 + y2n−1)
we obtain
(1 + S0)(1 + I1) β1β0  (1 + I0)(1 + S1)
from which (3.1) follows. 
Theorem 3.2. Assume that {βn} is a positive periodic sequence with prime period two and
that (1.2) holds. Then {yn} converges to a prime period-two solution.
Proof. Clearly there exist two sequences of indices, {ni} and {nj }, and positive numbers
{U−t }3t=0 and {L−t }3t=0, such that
S1 = lim
i→∞y2ni+1 and I1 = limj→∞y2nj+1
and for each t ∈ {0,1,2,3},
U−t = lim
i→∞y2ni−t and L−t = limj→∞y2nj−t .
Then,
S1 = β0β1U−1
(1 + U−1)(1 + U−2)
from which it follows that
U−1 = S1 and U−2 = I0
because otherwise
S1 <
β0β1S1(1 + S1)(1 + I0)
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U−3 = S1.
Also
U0 = β1S11 + I0 =
β0β1I0
(1 + I0)(1 + S1) = I0
and so
β1S1 = I0(1 + I0).
Similarly
β1I1 = S0(1 + S0).
Therefore
I0 = S0 and I1 = S1.
Hence, the two subsequences {y2n} and {y2n+1} converge to finite limits. Set
l0 = lim
n→∞y2n and l1 = limn→∞y2n+1.
By taking limits in Eq. (1.1) we obtain
l1 = β0l01 + l1 and l0 =
β1l1
1 + l0
and so clearly {yn} converges to the prime period-two solution of Eq. (1.1)
. . . , l0, l1, . . . .
The proof is complete. 
We now turn to the case where the period k is an arbitrary even number equal with 2p. The
key idea here is to observe that the following identities, which extends the identities in (3.1), hold
for the solution {yn}:
p−1∏
i=0
(1 + S2i )(1 + I2i+1) =
p−1∏
i=0
(1 + I2i )(1 + S2i+1) =
2p−1∏
i=0
βi. (3.2)
Theorem 3.3. Assume that {βn} is a positive periodic sequence with prime period k = 2p and
that (1.2) holds. Then {yn} converges to a prime period-2p solution.
Proof. Clearly there exist 2p sequences of indices,
{n1,i}, {n3,i}, . . . , {n2p−1,i}
and
{n1,j }, {n3,j }, . . . , {n2p−1,j },
and 2p sequences of positive numbers
{U1,−t }∞t=0, {U3,−t }∞t=−2, . . . , {U2p−1,−t }∞t=2−2p and
{L1,−t }∞t=0, {L3,−t }∞t=−2, . . . , {L2p−1,−t }∞t=2−2p,
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Sr = lim
i→∞y(2p)·nr,i+r , Ir = limj→∞y(2p)·nr,j+r ,
Ur,−tr = lim
i→∞y(2p)·nr,i−tr and Lr,−t = limj→∞y(2p)·nr,j−tr .
Then
S1 = β0β2p−1U1,−1
(1 + U1,−1)(1 + U1,−2) ,
S3 = β2β1U3,1
(1 + U3,1)(1 + U3,0) ,
...
and
S2p−1 = β2p−2β2p−3U2p−1,2p−3
(1 + U2p−1,2p−3)(1 + U2p−1,2p−4)
from which it follows that
U1,−1 = S2p−1, U1,−2 = I2p−2,
U3,1 = S1, U3,0 = I0,
...
U2p−1,2p−3 = S2p−3, U2p−1,2p−4 = I2p−4
because otherwise
p−1∏
i=0
(1 + S2i−1)(1 + I2i ) <
2p−1∏
i=0
βi
which contradicts (3.2). Similarly
U1,−3 = S2p−3, U1,−4 = I2p−4,
U3,−1 = S2p−1, U3,−2 = I2p−2,
...
U2p−1,2p−5 = S2p−5, U2p−1,2p−6 = I2p−6
and inductively
U1,−(2j−1) = S1,2p−(2j−1) and U1,−(2j) = I2p−(2j), j = 1,2, . . . .
One can see, by iterating Eq. (1.1), that
S1 = β0β2p−1 · · ·β2U1,−(2p−2)∏2p−1
i=1 (1 + U1,−i )
from which it follows that
β1S1 =
∏2p−1
i=0 βiI2∏p−1
(1 + S )∏p−1(1 + I )i=0 2i+1 i=1 2i
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β1S1 = I2(1 + I0).
Similarly
β1I1 = S2(1 + S0)
and so
S0 = I0, S1 = I1 and S2 = I2
and inductively
Si = Ii, i = 0,1, . . . ,2p − 1.
Hence, the 2p subsequences {y(2p)·n+i} for i ∈ {0, . . . ,2p − 1}, converge to finite limits. Set
li = lim
n→∞y(2p)·n+i , for each i ∈ {0, . . . ,2p − 1}.
By taking limits in Eq. (1.1) we obtain
li = βi−1li−11 + li−2 , for each i ∈ {0, . . . ,2p − 1},
and so clearly {yn} converges to the prime period-2p solution
. . . , l0, . . . , l2p−1, . . . .
The proof is complete. 
We now turn to the odd case k = 2p + 1. The key idea of the proof now is to establish the
following identities:
Si = βi−1βi−2Si−2
(1 + Si−2)(1 + Ii−3) and Ii =
βi−1βi−2Ii−2
(1 + Ii−2)(1 + Si−3) (3.3)
which are satisfied by the sequences {Si} and {Ii}.
Lemma 3.2. (3.3) holds.
Proof. We have
y(2p+1)·n+1 = β0β2py(2p+1)·n−1
(1 + y(2p+1)·n−1)(1 + y(2p+1)·n−2)
from which it follows that
S1 
β0β2pS2p
(1 + S2p)(1 + I2p−1) and I1 
β0β2pI2p
(1 + I2p)(1 + S2p−1)
or equivalently
S1
I1
· 1 + S2p
1 + I2p 
β0β2pS2p
I1(1 + I2p)(1 + I2p−1) 
S2p
I2p
· 1 + S2p−1
1 + I2p−1 . (3.4)
Similarly we get
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I2
· 1 + S0
1 + I0 
β1β0S0
I2(1 + I0)(1 + I2p) 
S0
I0
· 1 + S2p
1 + I2p , (3.5)
...
S0
I0
· 1 + S2p−1
1 + I2p−1 
β2pβ2p−1S2p−1
I0(1 + I2p−1)(1 + I2p−2) 
S2p−1
I2p−1
· 1 + S2p−2
1 + I2p−2 . (3.6)
To complete the proof of (3.3) we need to establish that all the above inequalities reduce to
equalities. To this end, it follows from (3.4) and (3.5) that
S1
I1
· S2
I2
· 1 + S0
1 + I0 
S2p
I2p
· S0
I0
· 1 + S2p−1
1 + I2p−1 . (3.7)
Similarly
S2
I2
· S3
I3
· 1 + S1
1 + I1 
S0
I0
· S1
I1
· 1 + S2p
1 + I2p , (3.8)
...
and
S0
I0
· S1
I1
· 1 + S2p
1 + I2p 
S2p−1
I2p−1
· S2p
I2p
· 1 + S2p−2
1 + I2p−2 . (3.9)
Hence
S0
I0
· S1
I1
· 1 + S2p
1 + I2p 
S2p−1
I2p−1
· S2p
I2p
· 1 + S2p−2
1 + I2p−2 
S2p−3
I2p−3
· S2p−2
I2p−2
· 1 + S2p−4
1 + I2p−4
 · · · S1
I1
· S2
I2
· 1 + S0
1 + I0 
S2p
I2p
· S0
I0
· 1 + S2p−1
1 + I2p−1
 S2p−2
I2p−2
· S2p−1
I2p−1
· 1 + S2p−3
1 + I2p−3
 · · · S2
I2
· S3
I3
· 1 + S1
1 + I1 
S0
I0
· S1
I1
· 1 + S2p
1 + I2p
from which it follows that
S0
I0
· 1 + S2p−1
1 + I2p−1 =
β2pβ2p−1S2p−1
I0(1 + I2p−1)(1 + I2p−2) =
S2p−1
I2p−1
· 1 + S2p−2
1 + I2p−2
and so the two inequalities in (3.6) are both equalities. The proof in the remaining cases is estab-
lished in a similar fashion. 
Theorem 3.4. Assume that {βn} is a positive periodic sequence of prime period k = (2p + 1)
and that (1.2) holds. Then {yn} converges to a prime period-(2p + 1) solution.
Proof. Clearly there exist subsequences {y(2p+1)·ni+1} and {y(2p+1)·ni−t }∞t=0, and positive num-
bers {U−t }∞i=0 such that
S1 = lim y(2p+1)·ni+1 and U−t = lim y(2p+1)·ni−t , for t ∈ {0,1, . . .}.
i→∞ i→∞
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S1 = β0β2kU−1
(1 + U−1)(1 + U−2)
from which it follows that
U−1 = S2p and U−2 = I2p−1
because otherwise
S1 <
β0β2pS2p
(1 + S2p)(1 + I2p−1)
which contradicts (3.3). Similarly
U−3 = S2p−2 and U−4 = I2p−3.
Also
U0 = β2pβ2p−1U−2
(1 + U−2)(1 + U−3) =
β2pβ2p−1I2p−1
(1 + I2p−1)(1 + S2p−2) = I0.
Hence
S1 = β0I01 + S2p
or equivalently
β0I0 = S1(1 + S2p).
Similarly
β0S0 = I1(1 + I2p)
and so
I0 = S0, I1 = S1 and I2p = S2p.
Inductively it follows that
Ii = Si, i = 2,3, . . . ,2p − 1.
Hence, the 2p + 1 subsequences {y(2p+1)·n+i} for i ∈ {0, . . . ,2p}, converge to finite limits. Set
li = lim
n→∞y(2p+1)·n+i , for each i ∈ {0, . . . ,2p}.
By taking limits in Eq. (1.1) we obtain
li = βi−1li−11 + li−2 , for each i ∈ {0, . . . ,2p},
and so clearly {yn} converges to the prime period-(2p + 1) solution
. . . , l0, . . . , l2p, . . . .
The proof is complete. 
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