This paper deals with Navier-Stokes simulations for a supersonic projectile with base bleed. A separate species continuity equation is solved for the bled gas in order to obtain detailed information about the mixing of the jet and the external flow field. A thermodynamic model based on curve-fit equations for the specific heats of the individual species is developed to describe accurately the properties of the mixture. Since the mixture is not a-priori homogeneous, the construction of the model is done locally for each computational cell during every iteration cycle. Results for three geometries are presented at two Mach numbers with two base-bleed specifications.
Introduction
Trajectory simulations for artillery projectiles can nowadays be carried out quickly on any personal computer. The reliability of the simulation depends on the accuracy of the atmospheric model and the accuracy of the aerodynamic model of the projectile. As a matter of fact, one important task in the simulation of the flight of an artillery projectile is to determine its aerodynamic properties. The aerodynamics may be determined by experimental or theoretical means. Computational Fluid Dynamics (CFD), representing the latter field, is becoming an important tool in determining the flight properties of projectiles.
During the past few years, techniques employing different types of jets for controlling the flight of aircrafts 1 and projectiles 2, 3 have been developed. With projectiles, the practical aim is to extend the firing range, i.e. to reduce the base drag by bleeding gas from the base of the shell. In order to accelerate the design process of a projectile with base bleed, numerical simulations can be used for comparing different design options. There are, however, many unanswered questions regarding the reliability of the numerical simulations: Turbulence modelling always incorporates some uncertainty, and the thermodynamic as well as chemical properties of the bled gas are probable sources of errors.
In this paper we present results of Navier-Stokes simulations for a supersonic projectile with base bleed.
Three base geometries are studied, and both the freestream Mach number and the base-bleed conditions are varied. A separate species continuity equation is solved for the bled gas in order to solve the details of the mixing of the jet and the external flow field. A new thermodynamic model is developed to describe more accurately the properties of the mixture. The model is based on curve-fit equations for the specific heats of all the individual species in the mixture. This is a common approach in non-equilibrium simulations 4, 5 but not limited to chemically reacting flows.
In order to reduce the computational cost, only axisymmetric cases ( = 0 ) are studied, and the drag coefficient is determined employing the new thermodynamic model. In order to do a parametric study, both the base-bleed mass flow rate _ m and Mach number are varied.
Because of symmetry at a zero angle of attack, only a 16 slice is modelled with a single-block grid with 144 64 8 cells in the axial, the near normal and the circumferential directions, respectively. The circumferential dimension in the grid is necessary for the 3-D solver only; basically, these simulations could be performed with an axisymmetric solver. The grid density is considered adequate for the present applications. The Navier-Stokes solver used for the simulations is FINFLO. The code has been developed at Helsinki University of Technology in the Laboratory of Aerodynamics. It is based on the finite volume method and is capable of handling 3-D multiblock grids. The solution method is implicit time integration with a multigrid acceleration of convergence. In the simulations the flux-difference 1 American Institute of Aeronautics and Astronautics splitting of Roe is applied for the inviscid fluxes and the thin-layer approximation is used for the friction terms. The effects of turbulence are taken into account using Chien's low-Reynolds-number k ? model. The FIN-FLO code is described in more detail in Kaurinkoski et. al. 6 In comparison with results from previous simulations employing the Baldwin-Lomax turbulence model as well as experimental results for comparable projectiles, the present simulations overpredict the drag of the shells.
Numerical Method

Governing Equations in Differential Form
The Reynolds-averaged Navier-Stokes equations, and the equations for the kinetic energy k and dissipation of turbulence, and the scalar transport equation can be written in the following form 
Here, is the density,Ṽ = u~i + vj + wk is the velocity, p is the pressure, and is a scalar variable describing, e.g., the concentration of a species or the mass fraction of a species. The total internal energy E is defined as (8) where is the ratio of specific heats c p =c v . The diffusion coefficients of the turbulence quantities and the scalar quantity are approximated as
where k , and are the appropriate Schmidt numbers and T is the turbulent viscosity of the fluid determined with any turbulence model.
The source term Q has non-zero components for the equations for turbulence and possibly for the scalar equation.
Turbulence Modelling
In this study, the solution is extended to the wall instead of using a wall-function approach. Near the wall, the low-Reynolds-number model proposed by Chien 8 is 
The production of turbulent kinetic energy is modelled using Eq. (6) In the k ? model the turbulent viscosity is calculated from T = c k 2 (13) In order to avoid unphysical growth of the turbulent viscosity T , e.g., near the stagnation point, we limit the production of turbulent kinetic energy P as suggested by 
According to the tests conducted, 9 the maximum of the ratio P= inside shear-layers is about two, and therefore this limit should not affect the well-behaving regions of the flow field. Only the problems encountered near the stagnation point should disappear. In addition, this limiter has some effect on the solution of shock waves.
The equations for k and contain empirical coefficients. These are given by 
where the turbulence Reynolds number is defined as
Chien proposed slightly different forms for c 1 and c 2 .
Since the computations performed for the flat plate boundary layer 10 appeared to be insensitive to the modifications, the formulas above were based on the most commonly used coefficients c 1 = 1:44 and c 2 = 1:92.
Finite-Volume Form and Discretization of the Inviscid Fluxes
In the present solution, a finite-volume technique is applied. The flow equations have an integral form
for an arbitrary fixed region V with a boundary S. Performing the integrations for a computational cell i yields
where S is the area of the cell face, and the sum is taken over the faces of the computational cell. The flux for each face is defined bŷ
Here F, F v , G, G v , H and H v are the fluxes defined by Eqs (2) through (4) in the x-, y-and z-directions respectively.
The inviscid parts of the fluxes are evaluated with Roe's method. 11 The flux is calculated aŝ
where T is a rotation matrix which transforms the dependent variables to a local coordinate system normal to the 3 American Institute of Aeronautics and Astronautics cell surface. In this way, only the Cartesian form F of the flux is needed. This is calculated from
where U l and U r are the solution vectors evaluated on the left and right sides of the cell surface, r (k) the right eigenvector of the Jacobian matrix A = @F=@U = R R ?1 , the corresponding eigenvalue is (k) , and (k) is the corresponding characteristic variable obtained from R ?1 U, where U = U r ? U l . A MUSCLtype approach has been adopted for the evaluation of U l and U r . In the evaluation of U l and U r , primitive flow variables ( ; u; v; w; p), and conservative turbulent variables ( k; ) are utilized.
Calculation of the Viscous Fluxes and the Source Term
The viscous fluxes are evaluated using a thin-layer approximation, which is applied in the curvilinear coordinate system. In the computer code, the thin-layer model can be activated in any coordinate direction. For the derivatives in the production term of turbulent kinetic energy (12), however, the thin-layer model is not applied. Instead, the derivatives are calculated exactly. The possible wall corrections of the turbulent viscosity, as well as those of the source terms, are calculated separately in the i, j and k directions. As a result, the source term may contain several wall correction terms, and the wall damping of turbulent viscosity is a product of the different wall-damping terms in different coordinate directions if several walls are present.
Boundary Conditions
At the free-stream boundary, the values of the dependent variables are kept as constants. However, in regions where the free-stream velocity is directed out from the computational domain, the boundary values are extrapolated. In the flow field, k and are limited from below to their free-stream values. In the calculation of the inviscid fluxes at the solid boundary, the flux-difference splitting is not used. Since the convective speed is equal to zero on the solid surfaces, the only contribution to the inviscid surface fluxes arises from the pressure terms in the momentum equations. A second-order extrapolation is applied for the evaluation of the wall pressure as The boundary condition for the energy equation can be determined in two ways: either the wall temperature is set to a pre-defined temperature, or the wall is assumed to be adiabatic. In this work, the latter method is employed.
The viscous fluxes of k and , as well as i , are also set to zero at the wall. In this way there is no need to specify the surface values of the turbulence quantities.
Specification of the Inlet Boundary Conditions
The base-bleed boundary is an inlet-type boundary condition, since there is flow into the computational domain. However, the boundary condition has to be carefully set, based on the given constraints and the local flow-field conditions.
In this study, we specify the mass flow rate _ m, total enthalpy H and static pressure of the inlet. In addition, the turbulence level Tu and the turbulent viscosity T are specified for the k ? model. The turbulent viscosity is needed only for the specification of the dissipation of turbulent kinetic energy at the inlet. In the present case, the local velocity is used as the reference velocity for turbulence level. Naturally, the mass fractions of the species are also specified.
For a subsonic inlet, the static pressure p is extrapolated from the flow field, whereas in a supersonic inlet, all the conditions should be set from the inlet side. In practice, the inlet pressure is limited from below with a sonic pressure based on the given _ m and H. For more details, see Kaurinkoski. 
Solution Algorithm
The discretized equations are integrated in pseudo-time applying the DDADI factorization. 13 This is based on the approximate factorization and on the splitting of the Jacobians of the flux terms. The resulting implicit stage consists of a backward and forward sweep in every coordinate direction. The sweeps are based on a first-order upwind differencing. In addition, the linearization of the source term is factored out of the spatial sweeps. The boundary conditions are treated explicitly, and a spatially In order to accelerate convergence, a multigrid method is employed. The multigrid cycling employs a V cycle and is based on the method by Jameson. 15 The details of the implementation are found in Ref. 16 
Equation of State for an Arbitrary Mixture of Gases
The thermodynamic properties of a mixture of gases can be determined by analyzing the thermodynamics of the components of the mixture. Each component in turn is a thermally perfect gas and the difficulty of the whole problem is divided into smaller ones. For each species i, we can write 
Transport Properties of a Mixture
The transport properties of a mixture are determined employing Sutherland's formula for viscosity and thermal conductivity to each species, and the mixture properties are obtained with Wilke's rule
where
In Eq. (49) X i and N i are the mole fraction and the number of particles respectively of species i in a given system. An exactly similar formula holds for thermal conductivity. Each occurrence of i is simply replaced by k i .
Computational Grids
All of the presented results are for different versions of a 155 mm-diameter supersonic long-range projectile. The projectiles are otherwise exactly similar, but the base geometries have been modified. The first of them has a flat base and is referred to as the Baseline geometry. The second one has round cavities near the outer edge of the base and is referreed to as the Dome geometry. The last one has a cavity in the middle of the base surface and is referred to as the Cavity geometry. The Baseline grid has 40 cells on the base surface, whereas the Dome and the Cavity grids have 48 cells 6 American Institute of Aeronautics and Astronautics 
Computed Cases
Two Mach numbers are studied, Ma 1 = 1:2 and Ma 1 = 1:6, both with two mass flow rates for the base bleed. The calculated cases are presented in Table 1 . The mass flow rate is expressed with the non-dimensional quantity I defined by
where _ m is the mass flow rate in kg/s, 1 and V 1 are the free-stream density and velocity respectively, and S b is the area of the shell base. Except for case A, the employed total temperatures of the jet T 0j are based on the temperatures at which the reaction takes place.
The free-stream air is treated as a calorically perfect gas in order to be able to limit the changes caused by the thermodynamic model to the base area. The composition of the bled gas is based on the true composition of 19 The bled gas and the free-stream are referred to as Smoke and Air, respectively. The composition as well as the model parameters employed for Smoke and Air are presented in Table 2 . The diffusion properties of Smoke are approximated with those of CO, since reliable data for all the components is not available. The mass diffusion properties are approximated with constant Schmidt numbers of L = 0:15 and T = 1:0. In all of the cases the specified turbulence level Tu and the ratio of turbulent and laminar viscosity T = at the jet inlet were constants, 5% and 50, respectively.
Computational Results
The computational results show a tendency to overestimate the drag of the shells. Evidently, the error lies in the base drag, because the drag of the surface of the shells is close to our previous results for comparable projectiles. The base drag is, however, much higher than in the previous simulations. The difference is caused by turbulence modelling, since the previous computations were carried out with the Baldwin-Lomax turbulence model. Fortunately, these observations hold for all the simulated geometries, and therefore the present results are well comparable with each other, with respect to the effects of the base shape. Table 3 shows the drag coefficients according to the present simulations.
A common way of accounting for the base bleed in trajectory simulations is to reduce the base drag by a factor 7 American Institute of Aeronautics and Astronautics and Cavity geometries the pressure over the jet hits the sonic pressure lower limit, and therefore the pressure is constant over the jet. For the Baseline geometry this does not happen. As expected, outside the jet, the pressure distributions for the Baseline and the Cavity geometries are very similar, but not identical.
A common property of all the numerical results is an extremely high level of turbulent kinetic energy at the centres of the vortices behind the bases of the shells. This might have something to do with the excessive base drag, because with fixed total internal energy, increasing the turbulent kinetic energy reduces the specific internal energy, which also reduces pressure. Consequently the base drag increases.
Conclusions
The flow past a supersonic projectile with base bleed has been simulated with various base geometries. Different free-stream and base-bleed boundary conditions were simulated in order to compare the properties of the different base geometries. The simulations tend to overpredict the base drag, and consequently the base-drag reduction coefficients are underpredicted.
In spite of the uncertainties in turbulence modelling, the results are now already considered to be applicable for the comparison of different geometries. Future development includes modelling of the chemical reactions at the base jet and possibly more advanced turbulence modelling. It is felt that in the future the present simulation method will be a useful tool in the determination of the aerodynamic coefficients and in the design of advanced projectiles.
The new thermodynamic model employed in this study does not seem to significantly affect the results.
However, the ability to simulate the flow of an inhomogeneous mixture is created, and altering the model for an individual species can be done rather quickly.
