ABSTRACT A feedforward neural network ensemble trained through metaheuristic algorithms has been proposed by researchers to produce a group of optimal neural networks. This method, however, has proven to be very time-consuming during the optimization process. To overcome this limitation, we propose a metaheuristic-based learning algorithm for building an ensemble system, resulting in shorter training time. In our proposed method, a master-slave based metaheuristic algorithm is employed in the optimization process to produce a group of heterogeneous feedforward neural networks, in which the global search operations are executed on the master, and the tasks of objective evaluation are distributed to the slaves (workers). To reduce evaluation costs, the entire training dataset is randomly divided equally into several disjoint subsets. Each subset is randomly paired with another subset of the remainder and distributed to a worker for the objective evaluation. Following the optimization process, representative candidate solutions (individuals) from the entire population are selected to perform as the base components of the ensemble system. The performance of the proposed method has been compared with those of other state-ofthe-art techniques in over 31 benchmark regression datasets taken from public repositories. The experimental results show that the proposed method not only reduces the computational time but also achieves significantly better prediction accuracy. Moreover, the proposed method achieved promising results in the application of a subset of the million song dataset, which identifies the release year of a song and predicts the buzz on Twitter.
I. INTRODUCTION
Multilayer perceptrons (MLP) are universal approximators. However, their error surfaces contain local minima and flat regions, which leads to suboptimal network solutions or very long training processes. The neural network with random weights (NNRW) is a fast learning algorithm for training single hidden layer feedforward neural networks (SLFNs) with a fixed hidden node size and was proposed by Schmidt et al. [1] . The hidden layer parameters of NNRW (input weights and hidden biases) are randomly generated, whereas the output weights are analytically deter-weights. However, differently from both the NNRW and RVFL approaches, the ELM does not need the direct connections between the input nodes and the output nodes where the bias term in the output layer of ELM is set to zero [8] - [12] . According to past studies [1] , [2] , [7] , randomized neural networks not only learn extremely fast but also overcome some difficulties faced by gradient-descent (GD)-based methods, such as learning rate, learning iterations, stopping criterion, and local optima. The reported empirical results [13] - [15] verified that randomized neural networks also obtained better generalization performance than those of the GD approaches. However, because the hidden layer parameters are randomly determined, some nonoptimal hidden layer parameters may be generated, which may reduce their performance and stability in prediction accuracy. Thus, selecting the suitable hidden layer parameters for NNRW is an essential, yet difficult task.
To mitigate the limitations of NNRW, several hybridizations of the metaheuristic optimization and NNRW have been proposed [16] - [23] . In these approaches, metaheuristic algorithms were adopted to optimize the input weights and hidden biases of the NNRW. Although the hidden layer parameters of the aforementioned methods were optimized using metaheuristic algorithms, they may still generate an incorrectly chosen final neural network, leading to poor generalization ability [24] . The risk of choosing an unsuitable neural network can be reduced by using an ensemble learning approach [24] , [25] . Ensemble learning is a technique that combines multiple learning models, called base components. Moreover, metaheuristic optimization techniques have also been widely used to produce or select the base components of an ensemble system [26] - [29] . Xue et al. [30] proposed a genetic ensemble of candidate neural networks (GE-ELM) in which the group of elitist network chromosomes optimized by a genetic algorithm (GA) [31] was selected to produce an ensemble system. However, this approach proved inefficient timewise when producing the base components of the ensemble. Although metaheuristic-based approaches can build an ensemble system effectively and efficiently, most of these methods disregard how extremely time-consuming forming the ensemble system can be. In real-world applications, the main time-consuming factor in metaheuristic optimization is within the objective evaluation. This is due to the fact that the metaheuristic-based approaches evaluate the objective function on the whole training dataset, and execute sequentially. Therefore, reducing the objective evaluation cost can accelerate the optimization process and reduce the time involved in training the ensemble system. Generally, parallel computing is an efficient and effective way of handling large-scale data. MapReduce is a programming model and software framework that was proposed in a white paper by Google R [32] . The principle of MapReduce is to divide the massive volume of data into several smaller volumes, which are the input of the map function for producing intermediate results. Then, the reduce function aggregates the results from the map function to generate the final output. The alternating direction method of multipliers (ADMM) [33] is an iterative algorithm for solving convex optimization problems. The basic concept of ADMM is decomposition of the original optimization problem into smaller subproblems that are easier to handle and are then solved at each time step. Decentralized average consensus (DAC) [34] is a simple decentralized algorithm for computing global average parameters. The essence of DAC is to partition whole data and distribute segments to all local nodes for simultaneous training, and then merge these local models into a single global model [35] . Data and model parallel techniques [36] have also been proposed for solving large-scale data and model complexity.
The advantages of parallel and distributed computing techniques are high scalability and low execution time. Motivated by the idea of parallel processing and data decomposition, this paper proposes a learning approach for forming an ensemble system requiring shorter computational time called the parallel metaheuristic-ensemble of heterogeneous feedforward neural networks. The parallel computing and data decomposition concepts are applied in the optimization process to reduce the evaluation cost. Different from previous methods [35] and [36] , whose goal was to build a neural network with random weights using a parallel training approach, the goal of our proposed method is to build the neural network ensemble system trained through metaheuristic optimization using both parallel computing and data decomposition concepts.
In the proposed method, a master-slave based metaheuristic algorithm is used in the optimization process. To achieve the necessary suitable base components, an encoding scheme is designed such that the hidden layer parameters, input features, structure size, and architecture type can evolve simultaneously. The evolutionary process is executed on the master while the evaluation phase is executed in parallel on the workers. The entire training dataset is randomly divided into K disjoint subsets of size near N /K , which reduces the evaluation cost. The objective evaluation of each worker is executed on the two corresponding subdatasets, where one subset is used for tuning the learning parameters, and the other is used to evaluate the objective value. This technique can considerably reduce the computational time within the objective function evaluation during the optimization process. When the termination criterion is reached, the individual with the best objective value of each subpopulation is selected to form the ensemble system. In our ensemble system, each base component is trained on different disjoint subsets of the data space, and as a result, the parameters, model size, and architecture type of each base component are different from one another. Thus, the diversity of the ensemble system is implicitly encouraged [37] , [38] . Simulations on several benchmark regression problems demonstrate that our proposed method outperforms all comparative methods. Moreover, our method was applied to a subset of the MSD [39] for the release year prediction of a song based on audio features, as well as the prediction of buzz on the Twitter social network [40] , which showed promising results.
The major contributions of this paper are as follows: 1) We propose a new parallel metaheuristic-ensemble of heterogeneous feedforward neural networks to deal with the problem of time consumption through parallel computation and dataset partition techniques. 2) We design a new encoding scheme for an optimization algorithm. The input weights, hidden biases, input features, structure size, and architecture type of each base component are all represented in one individual vector so that these encoded variables can evolve simultaneously. 3) We introduce the early-termination criterion strategy without presetting any parameters. This technique can avoid problems related to user intervention, such as improperly expected learning accuracy and trial-anderror parameter setting. The remainder of this paper is organized as follows: Section II introduces the preliminary principle of the NNRW approach, metaheuristic optimization, genetic ensemble of neural networks, and the master-slave model through related works. Our proposed method is described in Section III. The computational complexity analysis of our proposed method is described in Section IV. The performance evaluations and experimental results are presented in Section V. The application of large-scale problems is explained in Section VI. The discussion is illuminated in Section VII. Finally, our conclusions are outlined in Section VIII.
II. RELATED WORKS A. NEURAL NETWORKS WITH RANDOM WEIGHTS
NNRW, first proposed by Schmidt et al. [1] , is a fast learning algorithm for training an SLFN. The input weight and bias parameters inside the hidden layer of an SLFN trained by NNWR are randomly assigned based on a uniform distribution. The output weight matrix and biases in the output layer are analytically determined by the least-squares solution.
For N arbitrary distinct samples {x i , t i } ∈ R n × R m , the output function of SLFN with L hidden nodes, and an activation function for hidden nodes σ (x) can be modeled as
where w i = [w i1 , . . . , w in ] T is the input weight vector connecting the input layer and the hidden layer, and b i is the hidden bias of the ith hidden node. β i = [β i1 , . . . , β im ] T is the output weight vector connecting the ith hidden node to the output layer, and β 0 is the output bias vector. Eq. (1) can be written compactly as
where
H is the hidden layer output matrix of the SLFN, whereby the ith column of H is the output vector of the ith hidden node with respect to input x 1 , . . . , x N , and the jth row of H is the hidden layer's output vector of the SLFN with respect to input x j . B and T are the output weight and desired target matrices, respectively. The B is determined by minimizing the training error through
The NNRW not only achieves the fewest training errors but also the least norm of output weights B . The optimal least-squares solution of Eq. (5) is given by
where H † is the generalized pseudoinverse matrix of H. The singular value decomposition (SVD) can be commonly used to calculate H † in all cases [7, p. 493 ].
In the current literature, there exist several versions of the NNRW. Pao et al. [2] proposed a variant version of functional link net (FLN) [41] , [42] named the RVFL network. In the RVFL network, the advantage of the random hidden layer parameters and the function link are combined. The output function of the RVFL network is represented as
Other variants of the RVFL network [3] , [43] considered the bias term in the output layer. The output weight matrix of the RVFL network can be determined by
where Q denotes the matrix version of the concatenation of the hidden layer output and input data. Huang et al. [7] proposed fast learning for training SLFN, referred to as the ELM. Unlike the traditional NNRW, the biases in the output layer of the ELM are set to zero [12] . The output function of ELM can be defined as
B. METAHEURISTIC OPTIMIZATION
A metaheuristic algorithm is an optimization technique designed for solving global optimization problems without having to deeply adapt to each problem [44] . Its main goal is to efficiently explore the solution space for the optimal or near-optimal solution. Metaheuristic techniques can be generally classified into three main Genetic ensemble of candidate neural networks (GE-ELM) [30] is an ensemble of neural networks that are trained by a metaheuristic algorithm. In the optimization process, GA is applied to optimize the hidden layer parameters of candidate networks, while the output weights of each candidate network are analytically assigned through Moore-Penrose (MP) generalized inverse. The GA conducts a search for a better solution through evolutionary operations to update the quality of the population from generation to generation. After the optimization process, some of the individuals in the population are selected to perform as base components in the ensemble system. A sample step carried out in a GE-ELM algorithm is summarized in Algrorithm 2.
D. MASTER-SLAVE PARALLEL MODEL
The master-slave model is a simple technique used to reduce large computational times. The parallelization of this model occurs at the fitness evaluation level. This model does not require any changes to the standard optimization algorithm. As depicted in Fig. 1 , all optimization operations are executed by the master, except for the objective evaluation. The task of objective evaluation of the individuals in this model is distributed to the workers. The objective evaluation of each individual is independent, and therefore there is no requirement for communication among workers. Communications within this model only occur when the master transfers individuals to workers, and when the workers return the corresponding objective values back to the master in each generation.
III. PROPOSED METHOD
This section presents the details of our proposed method, called the parallel metaheuristic-ensemble of heterogeneous feedforward neural networks. The overall process of the proposed method consists of two main parts: the optimization process and the ensemble system, as depicted in Fig. 2 . In our proposed method, a master-slave metaheuristic algorithm is applied in the optimization process for tuning the hidden layer parameters and the structure of the candidate neural networks within the population. In the optimization process, the global search operations are performed on the master, while the evaluation process is executed in parallel on different workers. In this work, the number of base components is K . To reduce the evaluation cost, the entire training dataset is randomly partitioned into K disjoint subsets in a size near that of N /K . Each subset is randomly paired with another subset of the remainder to generate a pair of subdatasets and distributed to a worker. In practice, these subsets can be randomly grouped into K unique pairs of subdatasets before distribution. For example, assume that K = 4 and a group of four subsets {s 1 , s 2 , s 3 , s 4 }, the group of unique pairs of subsets can be randomly generated as {(s 1 , s 3 ), (s 2 , s 4 ), (s 3 , s 2 ), (s 4 , s 1 )}. Therefore, the objective evaluation of each worker is executed on a pair of subdatasets S. For S = {S t , S v }, the subset S t is used for training the learning parameters of the model, and the subset S v is used to evaluate the objective value. The objective value of the ith individual in the population is evaluated on the zth individual of Z workers containing the kth pair of subdatasets S k , where k = ((i − 1) mod K ) + 1, meaning that the population is separated into K subpopulations, each of which is evaluated within a different pair of subdatasets. In the ensemble system, a group of representative optimized neural networks is selected to perform as base components. The main goal of our proposed method is to reduce the computational time of the optimization process using both the parallel computing model and the dataset partition technique.
A. BASE COMPONENTS OPTIMIZATION 1) OBJECTIVE FUNCTION
To evaluate the individuals, the error function is applied as the objective function, which is considered a minimization problem. The root mean square error (RMSE) is adopted as the objective function for evaluating the quality of each individual. The RMSE measures the difference between the desired and actual values. During the optimization process, the parameters and architecture of each candidate network are adjusted to minimize the RMSE.
Many published studies [3] , [21] , [46] - [49] have reported that the boundaries of hidden layer parameters significantly influence the generalization performance. Moreover, the reported performance [10] showed that no one type of network architecture performed exceptionally well in any problem. Therefore, by considering the influence of the parameter boundaries, as well as the type of network architecture, Eq. (1) can be redefined as
where is the hidden layer mapping function, and τ represents the hidden layer parameters boundary. ϕ denotes the function required to define the type of network structure and is given by
Here, ω i represents the weight connecting the ith input node to the output layer, and ζ denotes the bias of the output layer. The use of parameter µ allows the adjustment of the type of network architecture. The SLFN architecture is selected if µ is either 0 or 1. If µ is either 2 or 3, the FLN architecture is chosen. Eq. (10) can be written in the matrix form as
To determine the learning parameter W W W, we use
Then,
To simultaneously select the appropriate feature subset and optimize the parameters w, b, τ , µ, and L in Eq. (10); the VOLUME 7, 2019 optimization problem can be formulated as (16) where N v is the sample size of S v and χ = (x j , t j ). Here, L min and L max represent the lower bound and upper bound values of the learning parameter L. I = [ξ 1 , . . . , ξ n ] ∈ {0, 1} n represents the input feature selection parameters, and the total number of input features can be defined as
, . . . ,x jñ ] denotes the jth input sample with the selected features.
2) POPULATION OF INDIVIDUALS ENCODING SCHEME
To encode a base component into an individual, each base component is represented as a vector, the size of which depends on the size of both the input and the hidden nodes. Each individual θ g in the population
. . , θ g P } with P individuals at each generation g is composed of a set of input weights, hidden biases, and a neural network structure. The encoding scheme for a base component of our proposed method can be described as follows:
where w ij represents the input weight connecting the ith input node and the jth hidden node, and b j is the bias of the jth hidden node. ξ i is a binary variable used in the input features selection. If the value of ξ i is 1, then the ith input node is activated; otherwise, this node is deactivated. γ represents the special variable required to enable or disable the input features selection process. The parameter γ helps to solve problems that require all input features. L is an integer variable that defines the number of nodes in the hidden layer. τ is a real variable for assigning the boundaries of the hidden layer parameters. µ is an integer variable used to define the type of network architecture. The dimensional number D of each individual is equal to the sum of the number of hidden layer parameters, input features, and other variables that are employed in the design of the network architecture. That is, D = 4+L max (n+ 1) + n, where n and L max are the number of input features and the maximum hidden node size, respectively.
Because each individual comprises continuous, binary, and integer values, to deal with the mixed variables problem, all variables were encoded to continuous values within the interval [0, 1) as was previously suggested [50] . Before evaluating the objective value of each individual, all variables must be decoded to the problem's true variable types. If the true value of the ith variable (v i ) in each individual is a continuous value, it is mapped by 
The binary variables are decoded by
where round is the function for rounding a numeric value to the nearest integer value. The variables γ and ξ i are binary variables that are converted using Eq. (20) . The variables L and µ are integer variables that are converted using Eq. (19) . The hidden layer parameters and variable τ are real variables, and therefore converted through Eq. (18) . The lower and upper boundaries of input weights and hidden biases are [−2 τ , 2 τ ] and [0, 2 τ ], respectively. The bounds of τ are in the range [−1.5, 1.5], [3] . We demonstrated the procedure of decoding process in Fig. 3 .
3) STOPPING CRITERION
The optimization process halts if the early-stopping condition is satisfied or the maximum number of iterations (or function evaluations) is reached. Our early-termination criterion is specified by the objective values of individuals in the population. For our proposed early-termination criterion, the previous and current objective values of the best individuals of each subpopulation are compared in the halting condition. The optimization process halts when the objective value of the best individuals of each subpopulation from the previous generation and the current generation are equivalent. That means that the best individual of each subpopulation dataset is trapped in local optima. A combination of these different base components (weak learners), which are obtained from different local optima, can provide satisfactory performance in terms of accuracy [24] . Therefore, our proposed early-termination criterion not only maintains the generalization performance but also decreases the learning time. The proposed early-termination criterion can be formulated as follows:
where min is a function used to identify the smallest value, J g i is the objective value of the ith individual at each generation g, and = 1, . . . , (N − k)/K + 1. Here, is set to 0.
To better understand our early-stopping criterion, we present a scenario in which the optimization process is halted. Fig. 4(a) shows the distribution of individuals at the (g − 1)th iteration, and Fig. 4(b) shows the individuals' distribution at the gth iteration. The whole population is divided into two subpopulations, where the green points represent the individuals and the red points denote the best individual of each subpopulation. As seen in these figures, the best individuals at the (g − 1)th and gth iterations are VOLUME 7, 2019 equivalent. Hence, the termination criterion is satisfied, and the optimization process halts.
4) GLOBAL SEARCH OPTIMIZATION
The pseudocode of the global optimization process for optimizing our proposed method is summarized in Algrorithm 3. Our ensemble system is considered a data manipulation model similar to bagging and boosting [52] . Unlike both techniques, the data partition technique is applied to divide the entire dataset into several disjoint subsets. Then, the candidate base components in the population evolve simultaneously on its corresponding data, and some of them are selected to form our ensemble system.
The combination technique used in our proposed method and the architecture of the ensemble are detailed in the following subsections.
1) FORMING THE COMBINATION
In the proposed method, the representative individuals with the least objective value of each subpopulation are selected to perform as the base components of the ensemble system.
The linear combination was considered in our proposed method due to its simplicity and because it is the most commonly used method in various ensemble systems for regression problems [53] - [56] . Our purpose was not to find the best combination function, but to demonstrate the importance of using representative individuals from the whole population, which are trained on different disjoint subdatasets in the ensemble system. Because each representative individual is learned on a different disjoint subset of the data space, diversity of our proposed framework is implicitly encouraged.
2) MINIMUM NORM ENSEMBLE ARCHITECTURE
Each base component approximates the entire training dataset to generate the information required for the ensemble system. The ensemble output function with several base components can be modeled as (22) where λ k is the weight connecting the kth base component and the combination layer, K is the number of the base components, and L k is the size of the kth base component. Here, w ik and b ik are the input weight vector and bias, respectively, of the ith hidden node within the kth base component. The parameters w ik and b ik of the kth base component are optimized through the metaheuristic search algorithm, while its output weight vector β k is analytically determined via the pseudoinverse approach.
However, the actual outputs of the base components may exceed far beyond the desired outputs boundaries. Therefore, in our proposed framework, the saturated linear function (SLF) is used to handle the boundaries of the actual outputs of the base components. The SLF is a nonconstant, bounded, and monotonically increasing function [57] defined by
wherel andû are the minimum and maximum values, respectively, of the desired output intervals. The effects of the proposed ensemble system with and without the SLF are shown in Fig. 5 . Therefore, the ensemble output function in Eq. (22) can be rewritten as
In the above equation, Eq. (24) can be written more compactly as where
is the base component output matrix, the ith column of is the ith base component output vector with respect to input x 1 , . . . , x N and the jth row of is the output vector of all the base components with respect to input x j . λ is the ensemble weight matrix, determined by minimizing the training error, as follows:
The optimal solution of Eq. (27) can be done by utilizing the pseudoinverse as follows:
where † is the MP generalized pseudoinverse matrix of . • The solutionx = A † y is the least-squares solution of a linear system Ax = y:
• The solutionx = A † y has the minimum norm among all the other least-squares solutions of a linear system Ax = y:
• The minimum norm least-squares solution of a linear system Ax = y is always unique, which is x = A † y.
3) UNIVERSAL APPROXIMATION THEOREM
Let us consider the universal approximation theorem: Universal Approximation Theorem [60] - [62] : Let σ be a nonconstant, bounded, and monotonically increasing continuous function. Let I n denote the n-dimensional unit hypercube and the space of a continuous function on I n , denoted by C(I n ). Given any continuous function f ∈ C(I n ) and arbitrary ε > 0, there exists an integer L and real constant β j , w ij , b j ∈ R, such that we define
as an approximate realization of the function f , that is
for all x ∈ I n . In other words, functions of the form F(x) are dense in C(I n ). 
(33) Proof: A detailed proof is provided in the Appendix.
IV. COMPUTATIONAL COMPLEXITY ANALYSIS
In our proposed method, the learning procedure includes the following two parts: (1) an optimization process, and (2) formation of the ensemble system. The main computational cost of our proposed method is allocated to the optimization phase. Here, we exclude the communication time complexity in this analysis.
The metaheuristic algorithm starts by randomly generating the initial population that consists of P individuals with Ddimensions. Then, all individuals are evaluated by the objective function J , which takes O(P(D + )). Here, is the computational cost for computing the objective function J , i.e., = O(J ). In the optimization process, this phase contains the outer loop that is related to the maximum number of iterations G and other inner loops, which depend on the number of populations and problem dimensions. The computational cost of this phase is O(G(P(D + ) + P)). Hence, the overall computational complexity of the metaheuristic algorithms is
The main complexity cost of metaheuristic algorithms is the evaluation of the objective function for each individual in each iteration. The objective function in our proposed method is the quality evaluation of a neural network with L additive hidden nodes. The complexity of the hidden layer output matrix is O(N nL), whereN = N /K , N is the number of the whole training samples, n is the dimensionality of the data matrix, and K is the number of base components. The output weight matrix is determined by using Eq. (6) which requires O(N M 2 + M 3 ) operations [63] . Here, M = L + n denotes the maximum number of weights connecting to the output layer. In evaluating the objective value, the validation samples are used to evaluate the quality of the solution. The complexity of the output network on the validation samples is O (N nL +N Mm) , where m is the dimensionality of the target output. Then, the objective value of the network is calculated by the RMSE, which takes O(N m). The overall complexity of our objective function can be written as
. Therefore, the overall computational complexity of the optimization phase of our proposed method is
The computational cost to form the ensemble system is O(K (NnL +NMm)+NK 2 +K 3 ). Here, O(K (NnL +NMm)) is the time required to calculate the outputs of the K component networks of the ensemble. Calculating the weights of the ensemble system using Eq. (28) requires the time allotment of O(NK 2 + K 3 ). Therefore, the overall computational complexity of our proposed method for constructing the model is 2) SYSTEM IMPLEMENTATION MATLAB is a high-level programming language and scientific computing environment for numerical computation, visualization, and simulation, which supports both serial and parallel processing. It also supports distributed computing and big data technology. In the case of exceptionally massive data processing, which cannot be managed by a single machine, the MATLAB Distributed Computer Server (MDCS) 4 can be utilized to perform distributed processing across multiple machines in the MATLAB environment. In this paper, all simulations were conducted on MATLAB 2014a and run on a single machine with Windows 7, an Intel Core i7-3370 3.40 GHz processor, and 8 GB of RAM. For our proposed method, the parfor-loop command in MATLAB was utilized in a parallel implementation of the objective evaluation process. The code within the parfor-loop block was distributed across the MATLAB workers for executing in parallel. All iterations were executed by the MATLAB workers in arbitrary order and independently of each other.
V. EXPERIMENTAL RESULTS AND SETUP
In this work, the number of MATLAB workers was set equal to the number of available cores, i.e., four MATLAB workers.
B. COMPARISON OF METAHEURISTIC OPTIMIZATION TECHNIQUES
To obtain optimal performance, the proposed method required a suitable metaheuristic technique for the optimization process. In this subsection, nine state-of-theart optimization algorithms were selected to compare the optimization of parameters and architecture of the base components in our proposed method. These optimizers included the CSO [64] , EPSDE [65] , DA [66] , HCLPSO [67] , LCA [68] , R cr -JADE [69] , SCA [70] , WOA [71] , and DNLPSO [72] . In several problems, the population of potential solutions consisted of D-dimensional individual vectors, and sometimes D 1000; for example, D can be up to 39,090 in the case of the CT dataset. Thus, these optimizers were selected for comparison because they do not require a covariance matrix estimation that requires O(D 3 ) operations during their optimization cycles. However, these approaches have shown excellent results in benchmark optimization functions and real-world applications [72] - [82] , but they have dissimilar characteristics in terms of accuracy, stability, robustness, convergence rate, and exploration-exploitation trade-off on different problems, which can be found in the experimental results of their previously published studies. The no-free-lunch (NFL) theorem [83] states that the best optimization methodology does not exist. Thus, a single optimization approach cannot perform better than any other approach for any optimization problem, and different optimization problems are better solved by specialized algorithms. Therefore, it is interesting to empirically compare the performance of these different competitors with dissimilar characteristics to find a suitable optimization approach for optimizing our proposed method.
For all optimization competitors, the population size was 100, and the maximum number of iterations was 10 as in previous research [30] . To ensure fairness, all optimization competitors were run with the same maximum number of function evaluations. The maximum number of function evaluations was determined by N fe = P × G, where N fe denotes the maximum number of function evaluations, and P and G denote the population size and the maximum number of iterations, respectively. Hence, the maximum number of function evaluations for all competitors was 1000 (100 × 10 = 1000). The other parameters of each algorithm were set to the same parameters provided by their authors.
To evaluate the performances of these optimizers, the Friedman statistic was applied to perform multiple comparisons for multiple-problem analysis as previously suggested in [84] and [85] . The null hypothesis states that the performance of all d competitors are equivalent and their average ranks R j over all N benchmarks should be equal. The Friedman test separately ranks the algorithms according to their performance for each problem. The Friedman statistic χ 2 F is computed as
where R j = 
which is distributed according to the F-distribution with d −1 and (d − 1)(N − 1) degrees of freedom. If the null hypothesis is rejected, the Nemenyi post hoc test is applied to compare all the competitors with each other as suggested in [87] - [89] . The performance of a pair of algorithms is considered to be significantly different if their average rank difference is greater than the critical difference. The critical difference (C D ) for the Nemenyi post hoc test is given as
where q α is the critical value based on the Studentized range statistic divided by √ 2. α is the significance level and is set to 0.05 in this paper.
In our case, the χ 2 F is equal to 158.22 and F F = 52.86. The critical value for the F-distribution with 8 and 240 degrees of freedom is 1.98. Consequently, we reject the null hypothesis that the performances of all the optimizers are similar because the F F value is greater than the critical value of the F-distribution.
According to the previous literature [85] , we obtain the critical value q α for the 0.05 significance level is 3.102. Thus, the value of C D is 3.102 9(9+1) 186 = 2.16. The comparison results of the statistical test based on the testing RMSE values are presented using a critical difference diagram, as shown in Fig. 6 . The algorithms with lower ranks are better than algorithms with higher ranks. Statistically equivalent algorithms are grouped into a clique, represented by a red horizontal bar. This figure demonstrates that there is no significant difference between R cr -JADE, CSO, EPSDE, and HCLPSO. However, the overall performance of the R cr -JADE method is superior to the CSO, EPSDE, HCLPSO, and SCA with a large gap. Therefore, the R cr -JADE algorithm is used in our proposed method for the optimization of all base components.
To gain more insight, let us analyze the reason why R cr -JADE has better performance. The optimizers from the best clique (R cr -JADE, CSO, EPSDE, and HCLPSO) were chosen for comparison in this analysis. Fig. 7 shows the convergence curves of the average of the best objective values achieved from K different subpopulations of each optimizer for optimizing the proposed method on the MV dataset. The performances of R cr -JADE, CSO, EPSDE, and HCLPSO were ranked, respectively, 1st, 2nd, 3rd, and 4th in the MV problem. This figure illustrates that the convergence rates of R cr -JADE were convergent and faster than the other optimizers for each case of a different subpopulation size. Fig. 8 shows the average RMSE tendencies of our ensemble system with different ensemble sizes optimizing with each optimizer on the MV problem. This figure demonstrates that the convergence rates of our ensemble system optimizing with R cr -JADE were convergent and faster than those of all competitors in almost all iterations. The convergence rates of HCLPSO were faster than those of R cr -JADE on some iterations when the ensemble sizes were 3 and 9. However, the convergence curves of HCLPSO were divergent at several iterations. From Figs. 7 and 8 , we find that a relatively better solution can be obtained with R cr -JADE during the optimization process with a faster convergence rate. Therefore, we concluded that R cr -JADE can improve the performance of the proposed method better than the other competing optimizers.
C. EXPERIMENTAL RESULTS
Thirteen comparative algorithms were chosen to compare with the proposed method including ELM 5 [7] , OP-ELM 6 [90] , E-ELM 5 [16] , IPSO-ELM [17] , SaE-ELM 5 [18] , O-ELM 7 [19] , TAF-ELM [91] , GE-ELM [30] , Meta-ELM [53] , EE-ELM [92] , DNNE 8 [55] , CONS-RVFL 9 [35] , and ADMM-RVFL 9 [35] . A summary of the differences between the proposed method and these comparative algorithms is presented in Table 2 . For each comparative algorithm (except for OP-ELM, O-ELM, Meta-ELM, and the proposed method), the number of hidden nodes gradually increased, and the algorithm with the best validation RMSE was selected. For all ensemble methods, except for EE-ELM, the maximum number of ensemble sizes was 10. In our simulation, the size of the ensemble gradually increased, and 5 ELM, E-ELM, and SaE-ELM source codes are available at http://www.ntu.edu.sg/home/egbhuang/. 6 the algorithm with the lowest validation RMSE was chosen. A simple sigmoidal function σ (x) = 1/(1 + exp(−x)) was performed as the activation function in the hidden layer of all algorithms, except for TAF-ELM. The output activation function of the base components in our ensemble system was the SLS, Eq. (23), while the output activation function of the other comparative algorithms was the linear function. The parameters of E-ELM and IPSO-ELM were set to the same values as [16] and [17] , respectively, the population size was 200, and the maximum number of iterations was 20. The crossover rate and scaling factor of E-ELM were set to 0.8 and 1, respectively. The initial and final inertia weights of IPSO-ELM were set to 1.2 and 0.4, respectively. The parameters of O-ELM and SaE-ELM were set to their initial research values in [19] and [18] , respectively, in which the population size and the maximum number of generations were 80 and 100, respectively. Because the GA was applied in O-ELM, a uniform crossover operator was performed, and the mutation probability was 10%. The parameters of TAF-ELM were set similarly [91] , and the population size and the maximum number of iterations were 200 and 20, respectively. The activation function in TAF-ELM was the combination of a sigmoid, sine, and linear function. The serial versions of CONS-RVFL and ADMM-RVFL were used in our experiment similar to the setup used in [35] , and their parameters were set to the same as those used in their published research.
In the ensemble based algorithms, the population size and iteration number of our proposed method were the same as those stated in the previous subsection V-B. The parameters of GE-ELM were set to their research values [30] , the population size was 100, the generation number was 10, and the crossover and mutation rates were 0.95 and 0.05, respectively. The parameters of EE-ELM were set similarly [92] , i.e., the population size, maximum number of generations, pool size, crossover and mutation rate of this method were set to 200, 150, 128, 0.95, and 0.02, respectively. In the Meta-ELM, the suitable number of hidden nodes and base ELMs were selected by a cross-validation method (CV) [53] .
In the DNNE algorithm, the penalty coefficient parameters were searched within the range [0, 1]. However, the reported performance of the DNNE demonstrated that when the value of this parameter was greater than or equal to 0.5, the performance of this algorithm improved dramatically. Therefore, the search range of the penalty coefficient of the DNNE that was used in our experiment was in the range of [0. 5, 1] .
The Wilcoxon signed-rank test with a 95% confidence interval (5% level of significance) was used for a pairwise comparison of the results of each comparative learning algorithm with the proposed method in a single-problem analysis. A plus symbol (+) indicates that the performance of the proposed method was statistically significantly superior to that of the comparative method. A minus symbol (−) denotes that the performance of the proposed method scored statistically lower than that of the comparative method. An approximate symbol (≈) indicates that the performance of the proposed method and the comparative method were comparable. The performance of each algorithm was evaluated using RMSE, mean absolute error (MAE), and symmetric mean absolute percentage error (SMAPE). These evaluation functions are respectively defined in Eqs. (37), (38) , and (39) . SMAPE is a modified version of MAPE (mean absolute percentage error).
The results of average testing RMSE and the corresponding standard deviation (SD) are reported in Table 3 . The average results of the MAE and SMAPE of each learning algorithm in the testing phase are recorded in Table 4 . The computational time and architecture size of each algorithm are given in Tables 5 and Table 6 , respectively. In Table 3 , the label "Mean" denotes the average RMSE of the testing results. The label "Rank" in Table 5 denotes the ranking of each algorithm compared to other competitive algorithms in each dataset. In Tables 3 to 5 , the superior results of each case are highlighted in boldface.
1) COMPARISON OF GENERALIZATION PERFORMANCE AND EFFICIENCY OF LEARNING
The generalization performance of the proposed method and those of the comparative algorithms on the 31 benchmark regression datasets are reported in this sub-subsection. The average RMSE and SD in the testing phase of each algorithm in all cases are shown at the left and right side of the plus-minus sign (±), respectively. The lower average testing RMSE values indicate better results, which will be close to zero. As seen in Table 3 , the average RMSE of the proposed method on the test datasets are generally lower than those average of testing RMSE in three regression datasets, including the KIN, CEN16, and 2DP datasets. The generalization performance of the proposed method was significantly better than that of DNNE in 17 out of 31 datasets, and comparable to DNNE in 11 out of 31 datasets. EE-ELM obtained the best generalization in 12 datasets, three of which displayed no significant difference between their results and those of our proposed method. The generalization performance of the proposed method was significantly better than that of EE-ELM VOLUME 7, 2019 in 16 out of 31 datasets. Table 4 clearly identifies the proposed method as having the lowest MAE and SMAPE in most cases, and therefore the most favorable generalization performance.
From Tables 3 and 4 , it is clear that the obtained testing RMSE, MAE, and SMAPE of our proposed method are lower than those of the comparative methods in general. Moreover, the proposed method and the ensemble learning methods achieved a lower SD than those of other comparative single learning methods. A lower SD demonstrates that the predicted results of an algorithm are more stable and reliable. We may summarize, in general, that the generalization performance of the proposed method is significantly better and more stable than those of the comparative methods in terms of average testing RMSE, MAE, and SMAPE.
For multiple comparisons tests, the values of the Friedman statistic χ 2 F for all average testing RMSE, SMAPE, and MAE are 252.92, 248.84, and 246.08, respectively. The F F values for all average testing RMSE, SMAPE, and MAE values are equal to 50.56, 48.43, and 47.04, respectively. In our case, the critical value for the F-distribution with (14 − 1) = 13 and (14 − 1)(31 − 1) = 390 degrees of freedom at a 0.05 significance level is 1.75. Because the F F values of all average testing RMSE, SMAPE, and MAE values are greater than the critical value of the F-distribution, we reject the null hypothesis that the performances of all comparative algorithms are statistically equivalent in terms of average testing RMSE, SMAPE, and MAE. Based on this rejection, the Nemenyi post hoc test was used to determine whether the performance of two among all competitors is significantly different. For the significance level at 5%, the q α is equal Fig. 9 . This figure illustrates that EE-ELM, GE-ELM, DNNE, SaE-ELM and the proposed method locate in the same clique. However, the method with the best average ranks in terms of average testing RMSE, SMAPE, and MAE is the proposed method. In Figs. 9b and 9c , the overall performance of the proposed method outperforms DNNE, GE-ELM, and EE-ELM in terms of average testing SMAPE, and MAE with large gaps. The proposed method obtained statistically significant better average ranks when compared with all single networks with random weights (ELM, OP-ELM, CONS-RVFL, and ADMM-RVFL). It is noteworthy that the metaheuristic-based fine-tuning ensemble approaches (GE-ELM, and the proposed method) have good average ranks. This indicates that the parameter optimization of the ensemble model with the metaheuristic algorithm can lead to superior generalization performance.
2) COMPARISON OF COMPUTATIONAL TIMES
The computational times of the proposed method and of all the comparative algorithms on all benchmark regression datasets were obtained using the tic and toc commands in the MATLAB program. The lower computational times signify better results, which is very important in real-time applications.
As seen in Table 5 , the learning speed of ELM, CONS-RVFL, ADMM-RVFL, and OP-ELM were faster than the other comparative algorithms in all cases because these algorithms generate the parameters of the hidden nodes randomly and train only output weights. Although the population size and the maximum number of generations were the same, the learning speed of O-ELM was faster than that of SaE-ELM, because the number of hidden and input nodes of O-ELM can be adjusted to a smaller size than that of SaE-ELM during the evolutionary process. Even though the maximum number of function evaluations of both our proposed method and GE-ELM were the same, the computational speed of our proposed method was faster than that of GE-ELM. Our results indicate that the computational time of the proposed method was faster than all the comparative algorithms, except for ELM, CONS-RVFL, ADMM-RVFL, and OP-ELM. There are three key reasons for the fast learning speed of our proposed method. a) The objective value of each individual in the population was evaluated on a subtraining dataset, b) the network structure size of each individual was adjusted to a more compact size during the optimization process, and c) the early-termination criterion may be reached during the beginning stage of learning. 
3) ARCHITECTURE SIZES OF EACH LEARNING METHOD
The two categories of algorithms representing the single and ensemble models are presented in Table 6 . The single learning algorithms include ELM, E-ELM, IPSO-ELM, SaE-ELM, TAF-ELM, O-ELM, OP-ELM, CONS-RVFL, and ADMM-RVFL. The ensemble learning algorithms include GE-ELM, Meta-ELM, EE-ELM, DNNE, and the proposed method. The structure size of the single learning algorithms are indicated by the number of hidden nodes (#node), whereas the structure size of the ensemble learning methods are indicated by both the size of the ensemble (#ensemble) and the number of hidden nodes in which the smaller structure proved superior.
As shown in Table 6 , the structure size of E-ELM, in most cases, was smaller than those of the other learning algorithms. However, Table 3 demonstrates that too few nodes in a hidden layer can lead to underfitting. In the ensemble learning methods, the structure size of the proposed method and that of Meta-ELM were generally comparable and proved more compact than any of those among the ensemble learning methods. The proposed method, as it is considered an ensemble learning method, achieved a larger structure size than those of the comparative single learning algorithms. We may also note from Table 3 that a significant improvement in generalization performance was achieved by the proposed method when compared with all of the comparative single learning algorithms.
Figs. 10 and 11 show the relative frequencies of the selection of the selected architecture type (µ) of the base components obtained by the proposed method in all the benchmark datasets. An analysis of Fig. 10 reveals that the FLN architectures (µ ∈ {2, 3}) performed as base components with more frequency than the others in most cases. In the BIK dataset, the relative frequency value of the FLN architecture contained an output bias term (µ = 3) of 1. Looking more closely at this figure, the SLFN architectures (µ ∈ {0, 1}) were not selected in four datasets, including BNK8, BIK, CT, and BFB. As seen in Fig. 11 , the SLFN architectures were selected to perform as base components with more frequency than the FLN architectures in five datasets including QUA, ANA, DELA, COIL, and AIL. Figs. 10 and 11 show that a group of neural networks with diverse architecture types can be selected, and as a result, the heterogeneous neural networks aggregate within our ensemble system. This, therefore, illustrates that a mechanism for selecting the base component architecture should be used.
VI. LARGE-SCALE DATA APPLICATIONS
We applied our proposed method to two large-scale datasets: year prediction of the MSD (YMSD) [39] , and buzz prediction on Twitter (Twitter) [40] . The YMSD dataset, taken from the LabROSA website, 10 includes the release year song predictions from audio features, consists of 515,345 songs ranging from 1922 to 2011. The average and covariance of the timbre vectors of each song are used as the features, with a total of 90 features. The problem's main issue is the extremely nonuniform distribution of data per year. The Twitter dataset was retrieved from the AMA website. 11 Twitter is a popular social network that allows registered users to send and receive messages, called 'tweets', which are restricted to 140 characters. This problem involves predicting the mean number of active discussions (NAD). The target data is a positive integer that describes the popularity of the instance's topic. This dataset contained 583,250 observations, in which each instance comprised of 77 features. Twelve comparative methods were selected to compare with the proposed method, including ELM, OP-ELM, O-ELM, TAF-ELM, Meta-ELM, GE-ELM, EE-ELM, DNNE, CONS-RVFL, ADMM-RVFL, and two SCNE approaches [93] . In all algorithms (except for the SCNE methods), the maximum number of nodes in the hidden layer was equal to 100. In the ELM, GE-ELM, TAF-ELM, EE-ELM, and DNNE, the number of hidden nodes was progressively increased by intervals of 10. In the GE-ELM, Meta-ELM and our proposed method, the maximum number of base components was 10. The structure and parameters of the SCNE methods were set to their initial research values [93] . Within the DNNE and SCNE methods, the regularizing factor was 0.1. The iterative approaches for tuning the output weights of the SCNE methods were the block Jacobi and block Gauss-Seidel methods, referred to as SCNE J and SCNE GS , respectively.
The performance comparisons of the different algorithms on the YMSD and Twitter datasets are shown in Tables 7  to 9 . The minimum, maximum, and average RMSE, SD, and learning time are recorded in Table 7 . The average testing SMAPE and MAE of each comparative algorithm are shown in Tables 8 and 9 , respectively. To verify the significance of the difference between the results of our proposed method and the other comparative algorithms, the Wilcoxon signed rank test was conducted to compare the difference in the means generalization error between both approaches in a single-problem analysis. The average testing RMSE, SMAPE, and MAE on the YMSD problem obtained by our proposed method clearly outperformed those of the other comparative algorithms, followed by EE-ELM and GE-ELM (Tables 7 to 9 ). The performance of the proposed method outperformed EE-ELM by approximately 1.73%, 2.02%, and 2.23% in terms of RMSE, SMAPE, and MAE, respectively. The generalization performance of the proposed method and those of the comparative algorithms within the YMSD problem were significantly different at the 0.01 confidence level in terms of the hypothesis test. For the Twitter problem, the performance of the proposed method outperformed DNNE by approximately 8%, 12.39%, and 11.76% in terms of the average testing RMSE, SMAPE, and MAE, respectively. We can conclude that the average testing RMSE, SMAPE, and MAE of our proposed method are superior to those of EE-ELM, by approximately 25.53%, 38.87%, and 38.14%, respectively. The predictive performance of the proposed method was comparable to that of O-ELM in the Twitter dataset. Fig. 12a plots the testing RMSE curves of each learning algorithm in the YMSD problem. The RMSE curves for OP-ELM and O-ELM contain several sharp spiking events in this problem. The O-ELM was sensitive at runs 10, 28, 39, and 47. The RMSE curve for our proposed method was smaller than those of the comparative algorithms in all runs. The testing RMSE curves of all learning methods for the Twitter problem are shown in Fig. 12b . As seen in this figure, the testing RMSE curves for ELM, OP-ELM, Meta-ELM, and EE-ELM contain several sharp spiking events for this problem. The testing RMSE curves for our proposed method and O-ELM were comparable, and both scored lower than those of the other comparative algorithms in almost all runs.
Regarding training time, in general, the learning speed of ADMM-RVFL was fastest among the comparative algorithms, followed by CONS-RVFL, ELM, OP-ELM, SCNE GS , SCNE J , and our proposed method. Although the learning speed of ELM, CONS-RVFL, ADMM-RVFL, and OP-ELM were faster than the other comparative algorithms, they were respectively ranked 10th, 9th, 8th, and 13th in terms of the average testing RMSE for the YMSD problem. Their average testing RMSEs were also respectively ranked 9th, 7th, 8th, and 12th in the Twitter problem. The experimental results show that the learning time of the proposed method was more time-consuming than ELM, OP-ELM, SCNE J , SCNE GS , CONS-RVFL, and ADMM-RVFL. This was expected, as the proposed method requires more processing time to find the best solution in the optimization process. However, the learning speed of our proposed method was faster than that of O-ELM, TAF-ELM, GE-ELM, Meta-ELM, EE-ELM, and DNNE. In the metaheuristic-based fine-tuning approaches, the learning speed of our proposed method proved faster than O-ELM, TAF-ELM, and GE-ELM. This indicates that our proposed technique can improve the learning time of the metaheuristic-based fine-tuning method. Fig. 13a plots the normalized average testing RMSE against the normalized learning time in the YMSD problem. The x-axis represents the normalized average testing RMSE, whereas the y-axis represents the normalized learning time. Thus, a point closer to the bottom left corner is preferable indicating a low testing error and a fast learning time. As evident in this figure, the proposed method obtains a lower average of the testing RMSE than the other comparative algorithms, and its point is closest to the bottom left corner. Fig. 13b plots the normalized average testing RMSE against the normalized learning time in the Twitter problem. As shown in this figure, the metaheuristic-based fine-tuning methods obtained better predictive performance than ELM, OP-ELM, Meta-ELM, SCNE J , SCNE GS , CONS-RVFL, and ADMM-RVFL. This indicates that the optimizing parameters of the metaheuristic-based approach can lead to superior generalization performance in this type of problem. Looking more closely at this figure, we can see that the average testing RMSE of O-ELM was comparable to that of the proposed method, but its training process was significantly more costly and time-consuming than that of the proposed method. The proposed method, as indicated by its point being located closer to the bottom left corner than any other comparative algorithms, provides greater satisfied generalization performance with a fast learning speed in the Twitter problem.
To thoroughly investigate the effect of the ensemble size of our proposed method on the large-scale problems, the number of the base components increased, and the results are shown in Figs. 14 and 15. Fig. 14 plots the average testing RMSE of our proposed method with different numbers of base components, and Fig. 15 plots the learning time of our proposed method with different numbers of base components. As seen in Fig. 14a , it can be observed that increasing the number of base components can improve the generalization performance of our proposed method in the YMSD problem. In the Twitter problem (see Fig. 14b ), we observed that the average testing RMSE of our proposed method increased when the ensemble size was greater than 20 (K > 20). This demonstrates that increasing the number of base components is not always beneficial for the generalization performance of the ensemble system. Figs. 15a and 15b demonstrate that increasing the number of base components can reduce the training time of our proposed method. Because the number of base components increased, the size of each subtraining dataset was subsequently reduced. This supports our position that our proposed method can be applied to big data, which is promising for emerging areas of research.
VII. DISCUSSION
The outcomes represented in the Section V confirm that the results obtained by our proposed method are superior to the comparative approaches. It can be observed that our proposed method has two important advantages: a) faster learning speed and b) superior generalization performance.
A. LEARNING SPEED
Our proposed method divides the entire training dataset into K disjoint subsets corresponding to the number of base components. The main goal of data partitioning is to reduce the processing cost of each worker during the optimization process. In this case, each individual in the population of a metaheuristic algorithm is trained on a subtraining dataset of a size near N /K . This means that if the number of base components increases, then the subtraining sample size decreases; i.e., the processing load of the objective evaluation of each worker is reduced. Moreover, the objective values of the population are evaluated simultaneously on different workers. Hence, the training time of our proposed method can speed-up by increasing the number of base components.
Regarding the communication cost, the communications within our optimization process occur when the master and workers exchange the information together in each generation. Thus, the communication cost in our optimization process depends on the frequency of communication between the master and the workers. The message passing time of the master-slave model is important for model speed-up. It is expected to have a much greater execution time in the evaluation process of the workers than the communication time between master and workers. Dubreuil et al. [94] demonstrated that the master-slave model can perform well as long as the execution time of each evaluation is much greater than the transmission time. In our optimization process, the evaluations are very time-consuming because they were performed on data with multiple patterns and dimensions. Therefore, the communication overhead does not dominate the objective evaluation cost in our optimization process.
B. GENERALIZATION ABILITY
In terms of generalization ability, there are two key factors that affect the performance of an ensemble system: the accuracy and the diversity of the base components [52] , [95] - [100] . The benefit of data partitioning is to promote diversity among all the base components within an ensemble system. In the optimization process of our approach, the population is divided into several subpopulations corresponding to the number of base components. Each subpopulation is evaluated within its own pair of subdatasets containing the training and validation sets. In this case, each subpopulation also has its own global optima, which can promote diversity among all individuals within the population during the optimization phase. This phase is important in increasing the performance of all individuals in the population to find a better solution. After the optimization phase, the best individual of each subpopulation is selected to perform as a base component within the ensemble system, where each representative individual is more accurate in its own samples than in other samples. Thus, all base components are unique, and the diversity among them emerges. Moreover, all components within the ensemble system are also diverse according to the parameters, input features, and architecture [101] .
VIII. CONCLUSION
This paper proposes a learning approach to construct the metaheuristic-ensemble of neural networks with a shorter computational time. The idea of parallel computing and data partitioning is applied in the optimization process for dealing with the objective evaluation process, which is considered to be the most costly and time-consuming operation.
A master-slave based metaheuristic algorithm was utilized to produce a set of heterogeneous feedforward neural networks with optimal parameters and architectures. To reduce the evaluation cost, the entire dataset was partitioned into several disjoint subsets, in which each subset was randomly paired with another subset of the remainder and distributed to a worker to evaluate the objective value of each individual in parallel. To achieve the optimal solution, the hidden layer parameters, input features, structure size, and architecture type were encoded into each individual in the population, such that these encoded variables can evolve simultaneously on the master. A new parameter-free early-stopping criterion was also designed in the proposed approach to terminate the optimization process. To construct the ensemble system, the representative feedforward neural network from each subpopulation was selected to perform as the base component. The advantage of our approach is that the parameters, input features, structure size, and architecture types of all base components can evolve simultaneously, such that the selection of these variables can be achieved automatically with a shorter training time. Because each representative feedforward neural network is optimized on a different disjoint subset, all base components were heterogeneous in their parameters, feature set, network size, and architecture type. Thus, all base components in the ensemble system are unique and diverse, which is one of the most important properties of an ensemble.
The proposed method was compared with several comparative learning algorithms over 31 benchmark regression datasets available in public repositories and two large-scale, real-world applications. The experimental results confirmed that the proposed method achieved significantly better generalization performance than those of the competitors in most cases. Moreover, the experiments demonstrated that the computational time of the proposed method was significantly less than that of the other comparative metaheuristic based learning algorithms.
Although the proposed method is feasible and effective, it still has some limitations. For example, the number of base learners is still predefined by trial-and-error procedures. Therefore, further research on how to automatically determine the ensemble size is worth further investigation.
APPENDIX PROOF OF THEOREM 1
Proof: Let us rewrite Eq. (24) as follows,
In case µ k = 2, given,
and if µ k = 3, ζ k can be given as
Then, Eq. (41) becomes,
Consequently, Eq. (40) becomes,
According to the universal approximation theorem, Eq. (46) is a universal approximator of any continuous function. Since Eq. (24) and (46) are equivalent, the proposed model (Eq. (24)) is also a universal approximator in cases where all base components within the ensemble system have an FLN structure.
