Recurrent neural networks (RNNs) are particularly well-suited for modeling longterm dependencies in sequential data, but are notoriously hard to train because the error backpropagated in time either vanishes or explodes at an exponential rate. While a number of works attempt to mitigate this effect through gated recurrent units, well-chosen parametric constraints, and skip-connections, we develop a novel perspective that seeks to evolve the hidden state on the equilibrium manifold of an ordinary differential equation (ODE). We propose a family of novel RNNs, namely Equilibriated Recurrent Neural Networks (ERNNs) that overcome the gradient decay or explosion effect and lead to recurrent models that evolve on the equilibrium manifold. We show that equilibrium points are stable, leading to fast convergence of the discretized ODE to fixed points. Furthermore, ERNNs account for long-term dependencies, and can efficiently recall informative aspects of data from the distant past. We show that ERNNs achieve state-of-the-art accuracy on many challenging data sets with 3-10x speedups, 1.5-3x model size reduction, and with similar prediction cost relative to vanilla RNNs.
Introduction
Recurrent neural networks (RNNs) store a hidden state vector h k ∈ R D that evolves over time, k ∈ {1, 2, . . . , T } [T ] starting from an initial state h 0 =ĥ. The hidden state vector is updated upon receiving a sequential input signal x = {x k } ⊆ R d using a non-linear activation function, φ, that is applied component-wise to a linearly transformed hidden state and input vector.
This seemingly simple update rule has had significant success, accounting for long-term dependencies in sequential inputs and time-series data resulting in complex decision rules. Nevertheless, training RNNs is notoriously difficult, as shown in the work of [5] and [33] : the gradient of loss backpropagated through time suffers from exponential decay or explosion. Closer inspection reveals that the partial derivative of the empirical loss function with respect to parameters U, W in turn requires computation of ∂hm ∂hn for indices m > n, which is a product of m − n terms:
where ∇φ ∈ R D×D denotes a diagonal matrix based on the (sub)gradient of φ, which in the RNN setting has non-negative components (e.g. sigmoid, tanh, or ReLU). Barring pathological cases, the matrix product induces either an exponentially exploding or exponentially decaying value leading to poor error back-propagation during training.
A number of works have been proposed to combat the gradient explosion and decay. Within the recurrent network literature, gated architectures, constrained weight matrices, and residual connections have been proposed. Different from these works, we draw inspiration from a recent line of research [10; 8; 37] , which leverages insights from discretizing ordinary differential equations (ODEs) to propose new recurrent models for mitigating gradient explosion and decay. One of these insights is to view residual connections as an instantiation of the forward Euler discretization method:
Observe that with such residual connections (i.e. the right term in Eq. 3), we can have ∂h k ∂h k−1 = I + η∇φ(Uh k−1 + Wx k + b)U. A key insight of [23] is that the chain of matrix products is reasonably well behaved so long as η is chosen to be sufficiently small. Nevertheless, requiring η small dilutes the contribution of the instantaneous signal component, which is somewhat undesirable.
Contributions. Motivated by these works, we develop new insights centered around the idea of discrete recursions that converge to the equilibrium solution of an ODE, which is much like Eq. 3. Note that we respond to a new signal input, by updating the state-vector that corresponds to a new equilibrium point, rather than taking a direction pointed to by the vector-field. This seemingly simple idea has significant implications leading to better control of state vectors, since the partial derivatives are now evaluated with respect to the feasible manifold directions. As a consequence, we find that for a relatively modest modification of the ODE, these partial derivatives neither vanish nor decay, thus justifying our approach. The proposed solution leads us to novel recurrent rules and smaller model size architectures, which can be efficiently trained. We refer to these models as Equilibriated Recurrent Neural Networks (ERNNs). Our ERNNs achieve state-of-the-art accuracy on many challenging data sets with 3-10x speedups, 1.5-3x model size reduction over the state-of-art, and similar prediction cost to vanilla RNNs. Phase-Space Plot. Fig. 1 depicts hidden state trajectory for ERNN, FastRNN, and RNN for a 1D random walk input with variance 10 for 1000 time steps, for a 2D hidden space. We use tanh as the activation for all models and parameter matrices U, W, b are initialized randomly. For RNN, states are scaled since ERNN and FastRNN are not restricted to be in the cube. Evidently, RNN and FastRNN exhibit complex trajectories. Proposed ERNN first projects initial condition (black circle) onto the equilibrium manifold (blue) and moves within the depicted manifold (green).
Overview of Proposed Solution.
Implicit Method. To build intuition, we revisit the ODE (left-term) in Eq. 3. An alternative approach to Euler discretization is the implicit method [6] , namely,
Notice that the main difference from before is that h k appears on both sides of the discrete recursion. The state update is no longer computationally straightforward since it requires solving an implicit equation. While this is a drawback, we leverage existing fixed point recursion methods in this context. A known benefit of implicit methods is that they are more stable than their explicit counterparts [6] .
Fixed Point Recursions. To solve the implicit equation in Eq. 4, we consider a standard fixed point recursion based again on Euler's method, which in essence is a root-finding technique. We find that our fixed point recursion converges rapidly (fewer than 5 steps in our experiments) and in theory, convergence follows from standard results for non-stiff systems [6] . With h
A key observation here is that the implicit method results in a new update rule, κ :
and mapping it to a point h * ∈ R D , which is a fixed point of the recursion, and this fixed point is an equilibrium solution of the ODE. So its characteristics are no longer governed by Eq. 1 or Eq. 3.
Partial Derivatives on the Equilibrium Manifold. Since the hidden state lies on the equilibrium set, we are motivated to examine its properties. We have
Since the initial condition is itself a parameter, we reparameterize the ODE and rewrite it as h(t) = h(t) − h k−1 . With this choice we haveh (t) = φ(U(h(t)
The equilibrium solutions are defined by the set:
As such solution constrains at most D variables and we could equivalently view the manifold as a collection of equilibrium points, h * , over all admissible tuples ((h k−1 , x k ). As such, we do not enforce constraints on admissible input sequences. Under general smoothness conditions on the function φ, and that ∇φ does not vanish at any point in its domain (which follows for sigmoid and tanh activations), M defines a differentiable manifold, a direct consequence of the implicit function theorem [35] . Furthermore, as a result 1 , we can again invoke the implicit function theorem, leveraging the fact that the equilibrium solution varies smoothly as a function of the parameters h k−1 and x k . This allows us to express the partial derivatives ofh with respect to h k−1 . It follows that ∇φ(U(h(t)
Consequently, unless U is singular (we already assumed ∇φ does not vanish on M), we get ∂h ∂h k−1 = −I. While this suggests that we have circumvented the gradient problem, but alas, our solution is forh(t) = h(t) − h k−1 , and so translating back to h we see that
Circumventing Gradient Explosion and Decay: Norm Preserving Activation. Nevertheless, what is interesting in the above argument is that the trajectory that evolves along the equilibrium points in continuous time or equivalently the fixed points of the corresponding recursion, has a markedly different behavior from vanilla RNNs or heretofore considered variants. Indeed, it follows that by suitably modifying our activation function, we can guarantee a unitary transformation of the desired partial derivatives. Specifically, consider the ODE:
On the corresponding equilibrium manifold (assuming we again satisfy the required conditions) we have ∂h ∂h k−1 = −I, for non-singular U and ∇φ(·). It follows that the fixed point recursion, such as Eq. 5, associated with this variant has desirable properties.
Summary. Based on this intuition, we propose an efficient implementation for fixed point recursion. Our state updates converge at a linear rate to the fixed point (and hence to the equilibrium solution of the ODE). In theory, we observe that for suitable choice of parameters, equilibrium points are locally stable resulting in rapid convergence. In addition, whenever the input is slowly varying, the corresponding state updates are smooth, and as such lie on a low dimensional manifold. Furthermore, ERNNs account for long-term dependencies, and can efficiently recall informative aspects of data from the distant past. Our framework is general, and applies for arbitrary time steps, as well as for deep multi-layer blocks. Indeed, we could replace the activation function φ(·) for an arbitrary transition function.
Related Work
Gated Architectures. Long short-term memory (LSTM) [19] is widely used in RNNs to model longterm dependency in sequential data. Gated recurrent unit (GRU) [11] is another gating mechanism that has been demonstrated to achieve similar performance of LSTM with fewer parameters. Some recent gated architectures include UGRNN [12] , and FastGRNN [23] . Although these models try to mitigate the vanishing/exploding gradients, they do not circumvent it. Moreover these models usually lead to the increase in training cost, inference cost and model size.
Unitary RNNs. This is another family of RNNs [3; 21; 43; 27] that consist of well-conditioned state transition matrices. They achieve this via bookkeeping the transition matrix to a nearly unitary matrix, which limits their expressive power and prediction accuracy while increasing training time.
Deep State Transition RNNs. Deep transition and multiscale RNNs are proposed to introduce nonlinear transition functions into RNNs for performance improvement. For instance, [32] empirically analyzed the problem of how to construct deep RNNs. [45] proposed extending the LSTM architecture to allow step-to-step transition depths larger than one. [30] proposed incorporating the strengths of both multiscale RNNs and deep transition RNNs to learn complex transition functions from one timestep to the next. These methods add complexity to the model via additional parameters, such extensions are readily possible for ERNNs as well.
Feedforward Nets & Residual Connections. Apart from the well-known issues of vanishing or exploding gradients, several authors [38; 16; 39; 14; 29] have observed that sequential processing leads to large training and inference costs because RNNs are inherently not parallelizable. To overcome these shortcomings they have proposed methods that replace recurrent models with parallelizable feedforward models which, while parallelizable, somewhat truncates the receptive field. Skip or residual connections [20; 4; 9; 7; 24] feed-forward state vectors, and have been proposed as a middle ground between feed-forward and recurrent models.
ODE/Dynamical Perspective. We focus on methods that are inspired by ODEs, since they are somewhat related to our method. Nevertheless, at a high-level, we are the first to propose fixed point recursions drawing upon evolution over the equilibrium manifold. Like us, there are others that have sought to address training stability of RNNs from the perspective of dynamical systems. [36] proposed a modified weight initialization strategy based on a simple dynamical system perspective on weight initialization process that leads to successfully training RNNs composed of ReLUs. [31] analyzed RNN architectures using numerical methods of ODE and propose a family of ODE-RNNs.
Our work is closely related to Chang et al. [8] , who proposed Antisymmetric-RNN based on expressing the U matrix in Eq. 3 as a difference of two matrices that are transposes of each other, i.e.
In continuous time, the spectrum of U defined in this way has primarly imaginary eigenvalues. Nevertheless, as they point out the corresponding forward Euler discretization is unstable. Their solution is a damping factor to stabilize the recursion. In particular, they proposed to damp the dynamics by a damping factor γ > 0:
. The impact of this proposal is quite similar to our discussion on residual connections in the context of Eq. 3. It follows that,
T , and the eigenvalues of the partial derivative are strictly smaller than one, leading to mitigating gradient decay but not circumventing it.
Equilibriated Recurrent Neural Networks (ERNN)
Following the motivation in Sec. 1.1, we present a general ODE model to expose the key property required for circumventing gradient decay/explosion. Our eventual choice is conventional.
where
proper continuous and differentiable function parameterized by α ∈ A. An important difference between prior works and this is that we now have two indices k, which we will eventually associate with discrete time, and t that denotes continuous time dynamics. Like we described in the introduction, a straightforward way to think about this is to assume that we start with the previous state h k−1 and we obtain a new input x k . We then run the ODE and obtain the solution h k (t) until convergence, hopefully to equilibrium. We then update the state vector, i.e., h k h k (∞). We learn weight parameters of the ODE by solving an empirical risk minimization problem, that constrains the state to lie on the equilibrium manifold of the ODE, while starting with h 0 =ĥ:
Note that constraints are implicit, and we defer discussion of a solution until later. To further build intuition, we present a few properties of our framework. For future convenience let us define the equilibrium manifold. These are points h eq that satisfy the equilibrium condition, for fixed
= −I. where I ∈ R D×D denotes the identity matrix.
Proof. Note that by our assumptions of smoothness and non-singularity of the Jacobian of F , equilibrium solutions define a differentiable manifold much in the same way we discussed in Sec. + I] = 0. The proof follows from our assumptions.
We notice that replacing h k−1 with −h k−1 in Eq. 13 will lead to ∂heq ∂h k−1 = I, which also has no impact on magnitudes of gradients. As a result, both choices are suitable for circumventing vanishing or exploding gradients during training, but still may converge to different local minima and thus result in different test-time performance. Furthermore, notice that the norm preserving property is somewhat insensitive to choices of γ, so long as the non-singular condition is satisfied. Theorem 1 (Identity Transition Mapping in Backpropagation of ERNN). Suppose that the assumptions in Lemma 1 holds. Then for our ERNNs in Eq. 7 we have
Proof. By invoking Lemma 1 into Eq. 9, the proof follows. To verify Theorem. 1 empirically, we train RNN and ERNN on the HAR-2 data set (see more details in Sec. 3), respectively, and plot in Fig. 2 the magnitude of gradient of the last layer h T w.r.t. the first layer h 1 in log scale to confirm that our approach leads to no vanishing or exploding gradients when the error is back-propagated through time. We also conducted experiments to verify that the gradient of ERNN is norm preserving (see supplementary). As we see clearly, RNN suffers from serious vanishing gradient issue in training, while ERNN's backpropagated gradients is close to 1, and the variance arises mainly our approximation of fixed points and stochastic behavior in training networks, demonstrating much better training stability of ERNN.
Multi-Layer RNN Blocks. We point out in passing that our framework readily admits deep multilayered networks within a single time-step. Indeed our setup is quite completely general; it applies to shallow and deep nets; small and large time steps. As a case in point, the Deep Transition RNN [34] :
is readily accounted by Theorem 1 in an implicit form:
So is Deep-RNN [18] . The trick is to transform h k → h k + h k+1 and h k+1 → h k + h k+1 . As such, all we need is smoothness of f h , which has no restriction on # layers. On the other hand, that we do not have to limit the number of time steps is the point of Theorem 1, which asserts that the partial differential of hidden states (which is primarily why vanishing/exploding gradient arises [33] in the first place) is identity!! Uniform Asymptotic Stability on the Equilibrium Manifold. Next we point out that the equilibrium points, h eq in Eq. 8, are asymptotically stable for suitable choice of the activation function. Lemma 2. Consider the dynamical system in Eq. 13. Suppose h eq ∈ M(h k−1 , x k ), and the Jacobian of F at h eq has negative eigenvalues, then h eq is a locally asymptotically stable point (see [40] ).
To see that this property is generically satisfied, let
It follows that we need matrix M = ∇φ(·)U − γI to have negative eigenvalues. Note that for conventional activation functions ∇φ(·) is a positive diagonal matrix with components bounded by one. Consequently, this condition suggests that we choose, γ > 0 so that U ≤ γ. In our practical experiments, we did not attempt to learn γ value but simply set it to one.
Variation of Equilibrium w.r.t. Input. So far we have looked at various properties of equilibrium points w.r.t. the prior state. We consider its variation w.r.t. the input next.
Under the conditions of Lemma 1 and stability conditions in Lemma 2, we are again in a position to locally express variations w.r.t. the input x k at equilibrium. Let as before, h eq be an equilibrium solution for some tuple
This suggests that, whenever the input undergoes a slow variation, we expect that the equilibrium point moves in such a way that U∂h eq must lie in a transformed span of W.
Experimental Setup: Low Rank Matrix Parameterization For typical activation functions, note that whenever the argument is in the unsaturated regime ∇φ(·) ≈ I. With this substitution, we approximately get span(γI − U) ≈ span(W). We can express these constraints as U = I + VH with low-rank matrices V ∈ R D×d1 , H ∈ R d1×D , and further project both Uh k and Wx k onto a shared space. Since in our experiments the signal vectors we encounter are low-dimensional, and sequential inputs vary slowly over time, we enforce this restriction in all our experiments. In particular, we consider,
The parameter matrix P ∈ R D×D projects the contributions from input and hidden states onto the same space. To decrease model-size we let P = U = (I + VH) learn these parameters.
The Euler Method for Solving fixed Points
We consider the following standard update rule for solving fixed points [6] :
where η Implementation: Such update rules can be efficiently implemented using networks, as illustrated in Fig. 3 , where ⊕, denote the entrywise plus and minus operators, and each square denotes a learnable parameter or function with parameters of the network. Once the maximum number of iterations K for solving fixed points is predefined, we can convert an ERNN into a feed-forward network using the blocks in Fig. 3 to learn the RNN parameters simultaneously. Theorem 2 (Local Convergence with Linear Rate). Assume that the function F in Eq. 13 and the parameter η
Then there exists > 0 such that if h
k − h k ≤ where h k denotes the fixed point, the sequence {h The proof is based on drawing a connection between the Euler method and inexact Newton methods, and leverages Thm. 2.3 in [15] . See our supplementary (for proof, empirical verification). 500,000 38,400 300 500,000 Pixel-MNIST-10 60,000 784 784 10,000 Permuted-MNIST 60,000 784 784 10,000
Experiments
Noisy-MNIST 60,000 784 1000 10,000 Noisy-CIFAR 60,000 3072 1000 10,000
Setup: Our experiments are geared towards showing the importance of vanishing and exploding gradients. In this light, we'll consider variety of datasets exhibiting long term dependence (LTD). LTD datasets highlight the importance of recalling information over a very large time window. Hence, if the method suffers from ill-defined gradients, it'll not be able to recover the required information. [8] argues that a method's LTD response is best seen on those datasets where only a smaller unknown segment(s) of a longer sequence is informative. This precisely occurs in our datasets (table 2) ; as seen activity is a short time-span within a longer sequence; start time is random, so method has to be agnostic. In order to perform a meaningful comparative study, our experimental setup will conform to state-of-art methods that satisfy the following conditions: (a) methods that are devoid of additional application or dataset-specific heuristics; (b) methods that leverage only single cell/block/layer, and (c) methods that do not benefit from complementary add-ons (such as [8] +gating, [23] +gating, advanced regularization etc.).
Requiring (a) is not controversial since our goal is methodological here. Conditions (b),(c) are justifiable since we could also leverage these add-ons and are not germane to any particular method. We will demonstrate that on LTD tasks, ERNN outperforms comparable methods when these experimental conditions are enforced. . We include traditional RNN tasks: (a) star rating prediction on a scale of 1 to 5 of Yelp reviews [42] , (b) classification of MNIST images on a pixel-by-pixel sequence (or a fixed random permuted sequence) [25] , and (c) language modeling on the Penn Treebank (PTB) data set [26] . We also include activity recognition tasks: (a) Google-30 [41] and Google-12, i.e. detection of utterances of 30 and 10 commands plus background noise and silence and (b) HAR-2 [2] and DSA-19 [1] , i.e. Human Activity Recognition (HAR) from an accelerometer and gyroscope on a Samsung Galaxy S3 smartphone and Daily and Sports Activity (DSA) detection from a resource-constrained IoT wearable device with 5 Xsens MTx sensors having accelerometers, gyroscopes and magnetometers on the torso and four limbs.
All the data sets are publicly available and their pre-processing and feature extraction details are provided in [23] . Our experiments use the same test/train split as [23] for all the data sets. We further utilized 20% of training data for validation to tune hyperparameters, and then the algorithms were trained on the full training set and the results were reported on the publicly available test set. Table 1 lists the statistics of all the data sets.
Noise Padded Datasets: Additionally, as in [8] , we induce LTD by padding CIFAR-10 with noise exactly replicating their setup. We do so on MNIST (above table) . Intuition (Ideally): Say, noise is padded at t > τ and resulting W x t is close to mean value. For ERNN the resulting states ceases to be updated. So ERNN recalls last informative state h τ (modulo const) unlike RNNs/variants! Baseline Algorithms and Implementation: For all our experiments, we used the parametrized update formulation in Eq. 10 for ERNN. K in the table denotes the number of fixed point recursion steps (higher K approximates the equilibrium better). We compared ERNN with standard RNN, SpectralRNN [43] , LSTM [19] , GRU [11] , AntisymmetricRNN [8] , FastRNN and FastGRNN-LSQ (i.e. Fast-GRNN without model compression but achieving better accuracy and lower training time) [23] .
Since reducing model size is not our concern, we did not pursue model compression experiments and thus did not compare ERNN with FastGRNN directly, though potentially all the compression techniques in FastGRNN could be applicable to ERNN as well. Since AntisymmetricRNN [8] has similar update rule as FastRNN, we do not report its performance in the table (see also Fig. 4 showing similar behaviour as FastRNN).
We used the publicly available implementation [28] for FastRNN and FastGRNN-LSQ to validate results. For others, we cited the corresponding numbers for the other competitors from [23] .
All the experiments were run on an Nvidia GTX 1080 GPU with CUDA 9 and cuDNN 7.0 on a machine with Intel Xeon 2.60 GHz GPU with 20 cores. We found that FastRNN and FastGRNN-LSQ can be trained to perform similar accuracy as reported in [23] using slightly longer training time on our machine. This indicates that potentially all the other competitors can achieve similar accuracy using longer training time.
Hyper-parameters: We used grid search and fine-grained validation wherever possible to set the hyper-parameters of each algorithm, or according to the settings published in [23] otherwise (e.g. number of hidden states). Both the learning rate and η's were initialized to 10 −2 . Due to fast covergence in ERNN, we halved the learning rate periodically, where the period was learned based on the validation set. Replicating this on FastRNN or FastGRNN-LSQ does not achieve the maximum accuracy reported in the paper. The batch size of 128 seems to work well across all the data sets. We used ReLU as the non-linearity and Adam [22] as the optimizer for all the experiments. We examined the training behavior of ERNN using different K's as illustrated in Fig. 2 . Since we empirically observed that ERNN achieves equilibrium in less than 5 steps, we show results for K = 1, 3, 5 for all data sets, except large-scale data sets (Pixel-MNIST, Yelp-5) where we are bottle-necked by the GPU memory.
Evaluation Criteria: The primary focus in this paper is on achieving on-par or better results than state-of-the-art RNNs with much better convergence rate in unstable scenarios, similar to FastRNN. Therefore, following the exact experimental settings in FastRNN and FastGRNN-LSQ, we reported our model sizes (excluding the word-vector embedding storage for PTB and Yelp data set), training time and accuracy (perplexity on the PTB data set), and quoted the numbers from [23] . We are aware that better numbers on some data sets may exist such as [17; 13] with different settings where training instability, is not an issue. Since increasing K to achieve the equilibrium point has inherent computational cost, we also report the prediction time taken for one example as an ablative study. Results: Table 3 and Table 4 Convergence Comparison wrt Baseline: To further verify the advantage of our approach in terms of rate of convergence, we show the training behavior of different approaches in Fig. 4 . As we see, ERNNs converge significantly faster than the baselines while achieving lower losses. Furthermore, ERNN(K = 3) curve stays below ERNN(K = 1), indicating that finer approximate solutions for equilibrium points lead to faster convergence as well as better generalization (see Table 3 ). The training time reported in Table 3 refers to a convergent model with best accuracy.
Convergence Comparison wrt K:
To demonstrate the change in rate of convergence in ERNN with higher values of K, we plotted training loss against epochs for each K = 1, 3, 5 for HAR-2 dataset. Fig. 4 shows higher values decrease training loss faster. From table 3, it can also be verified that this faster convergence rate leads to better generalization. Interestingly the training time required for K = 5 is much smaller than K = 1, implying that better approximation to equilibrium leads to faster convergence and better generalization offsetting extra computational cost.
Conclusion
We developed new recurrent models (ERNNs) that evolve on the Equilibrium manifold of an ordinary differential equation. A key insight is to respond to a new signal input, by updating the state-vector that corresponds to a point on the manifold, rather than taking a direction pointed to by the vector-field. This seemingly simple idea has significant implications leading to better control of state vectors, since the partial derivatives are now evaluated with respect to the feasible manifold directions. As a consequence, we find that for a relatively modest modification of the ODE, these partial derivatives neither vanish nor decay, thus justifying our approach. The proposed solution leads us to novel recurrent rules and smaller model size architectures, which can be efficiently trained. ERNNs achieve state-of-the-art accuracy on many challenging data sets with 3-10x speedups and 1.5-3x model size reduction over the state-of-art, with prediction cost similar to vanilla RNNs.
Supplementary 5 Local Convergence with Linear Rate
Recall that we rewrite the fixed-point constraints in our ERNNs as the following ODE:
(13) Then based on the Euler method, we have the following update rule for solving fixed-points:
= h
Inexact Newton methods [15] refer to a family of algorithms that aim to solve the equation system F (z) = 0 approximately at each iteration using the following rule:
where ∇F denotes the (sub)gradient of function F , and r (i) denotes the error at the i-th iteration between F (z (i) ) and 0.
By drawing the connection between Eq. 22 and Eq. 16, we can set
. Then based on Eq. 16 we have
where · denotes an arbitrary norm and the induced operator norm. There exists ε > 0 such that, if z (0) − z * ≤ ε, then the sequence of inexact Newton iterates {z (i) } converges to z * . Moreover, the convergence is linear in the sense that z (i+1) − z * * ≤ τ z (i) − z * * , where y * = ∇F (z * )y .
Theorem 3 (Local Convergence with Linear Rate).
Assume that the function F in Eq. 13 and the parameter η
k − h k ≤ where h k denotes the fixed point, the sequence {h (i) k } generated by the Euler method converges to the equilibrium solution in M(h k−1 , x k ) locally with linear rate.
Proof. By substituting Eq. 17 into Eq. 18, to prove local convergence we need to guarantee
(20) By taking the square of both sides in Eq. 20, we can show that Eq. 20 is equivalent to Eq. 19. We then complete our proof. Proof. By substituting Eq. 17 into Eq. 18 and based on the assumption in the corollary, we have
Further based on Prop. 2 in [8] and Thm. 3, we then complete our proof.
Theoretical Verification
In this section, we include some experiments to show that our theoretical assumptions hold true. 
Non-Singularity of the matrix D
For our ERNN parametrization to satisfy the conditions of having equillibrium points to be locally asymptotically stable, the eigen values of the matrix D = (∇φ(·)U − γI) should be negative. We plot a histogram of the eigenvalues of D for all the points in the HAR-2 dataset. As illustrated in the figure 5, all the eigenvalues are negative.
Different Activation Function
We also performed some experiments for sigmoid activation on HAR-2 dataset. The results for this variant also follow similar pattern as we saw in ReLU variant. Empirically we verify the local convergence to a fixed point with linear rate by comparing the Euclidean distance between the approximate solutions, h (k) t , using Eq. 22 and the fixed points, h t , computed using FSOLVE from SCIPY. The learnable parameters are initialized suitably and then fixed. We illustrate our results in Fig. 6 , which clearly demonstrates that the approximate solutions tend to converge with linear rate.
6.4 PTB Language Modelling Table 3 reports all the evaluation metrics for the PTB Language modelling task with 1 layer as setup by [23] , including test time and number of parameters (which we omitted from the main paper due to lack of space). Table 6 : PTB Language Modeling: 1 Layer. To be consistent with our other experiments we used a low-dim U; For this size our results did not significantly improve with K. This is the dataset of [23] which uses sequence length 300 as opposed to 30 in the conventional PTB.
