Beginning in the 1960s, ecologists, mathematicians, and economists started developing a class of models which today are referred to as bioeconomic models. These early models started with a difference or differential equation describing the dynamics of a biological resource. To this equation one might add a second difference or differential equation describing the dynamics of "harvesting effort." Alternatively, one could formulate a dynamic optimization problem seeking to maximize discounted net benefit. These models provided important insights into the tragedy of the commons and policies that might promote optimal management. By the 1970s more complex models were developed incorporating multi-species interactions, age-structured populations, and models with stochastic growth. In the late 1990's, spatial bioeconomic models were developed in recognition of the importance of location when managing biological resources. The objectives of this survey are to (1) review some of the early models in bioeconomics, (2) present some of the key spatial models in bioeconomics that have been used to assess the value of marine (no-take) reserves, and (3) speculate on the direction of future research in spatial bioeconomics.
most important and influential scholars in the modeling and management of biological resources. In 1976, Wiley-Interscience published the first edition of Mathematical Bioeconomics: The Optimal Management of Renewable Resources. The third edition of this classic text was published in 2010. Bioeconomics is now a subfield spanning ecology, economics, and applied math and is concerned with models that integrate both population dynamics and economic value. The sheer volume of the literature in the field of bioeconomics is another reason to restrict our focus.
The early literature in bioeconomics was concerned with the open access harvest of commonpool fishery resources as well as their optimal management. While it may be difficult to imagine, as late as 1945 many believed marine fishery resources to be effectively unlimited in absolute terms and only limited in availability due to cost constraints (Smith and Wilen 2002) . With the growth of industrial fishing in the post World War II era, this belief quickly gave way to an understanding that fish stocks could indeed be overfished, triggering the need for scientists and managers to understand this phenomenon. Early bioeconomic models began to emerge in this context as a means to understand the role of rent-or profit-seeking in the over-exploitation of a common-pool renewable resource. The economic history of whaling, sealing, and fishing provided motivation for early bioeconomic work with many examples of resource depletion and occasionally extinction.
A natural starting place for bioeconomics was to study the problem of open access, when there are no restrictions on the harvest of a common-pool resource. Like private goods, open access goods are rival in consumption; one agent's capture of a fish makes that fish unavailable to other agents. But unlike private goods for which property rights exclude users, open access goods are plagued by non-excludability. The ability for anyone to harvest a fish under open access is the principal source of market failure. Models of this institutional arrangement are now referred to as "pure open access" to distinguish them from models of arrangements in which some regulations exist but access to the resource is still open. Interestingly, Colin Clark refers to the model of pure open access as the "bionomic model."
The static version of pure open access was described by H. Scott Gordon (1954) , a full 14 years before the publication of Garrett Hardin's "Tragedy of the Commons," which appeared in Science in 1968. Gordon's model succinctly showed that open access would lead to biological overexploitation, excess fishing effort, and ultimately the dissipation of economic rents. The paper contained both positive content -a description of the effects of open access on fish stocks and fishing effort-and normative content -a claim about what would be optimal.
Just one year after Gordon's paper on open access, Anthony Scott (1955) pondered a dynamic extension of Gordon's analysis. If the problem of overexploitation in the commons could be solved by having a sole owner rather than open access (solving the non-excludabilty problem), then the sole owner would consider how harvesting in one period affects the availability of stock in future periods and adjust behavior accordingly. This contribution, while seemingly tautological by modern standards, laid the foundation for later work in the 1960s and early 1970s that cast optimal management of renewable resources in a dynamic framework using optimal control theory. With Scott's insights, economists needed to think about stocks and harvest over time, necessitating an integration of fishing behavior and fish population dynamics. Thus, bioeconomic modeling required economists to study the theory of nonlinear dynamical systems. Responding to this need, in 1969 Vernon Smith (1969) developed a dynamic version of the pure open access model using differential equations with myopic, rent-seeking behavior.
Smith's model would seem an appropriate paradigm for modeling whaling, sealing and fishing in the 18 th and 19 th centuries, but it also contributed to another intellectual development.
Mathematicians and scientists in related fields in the early 1970s were developing a richer understanding nonlinear dynamics and finding examples of complex behaviors emerging from fairly simple model structures, including models of population dynamics (May 1976) . While bioeconomists continued to develop positive models to understand the problem of resource exploitation in general and normative models to inform optimal management, coupling population dynamics to economics spawned a purely intellectual interest in determining the types of dynamic behavior that bioeconomic models might exhibit. Our review touches on all three of these areas: bioeconomics as a means to understand the exploitation of biological resources and inform empirical studies, bioeconomics as a means to develop optimal management policies, and bioeconomics as an source of interesting nonlinear systems.
In the next section we will review the models describing pure open access, regulated open access, optimal management when growth is deterministic, and optimal escapement when growth is stochastic. Section three will extend these non-spatial models to allow for dispersal over a set of "patches" as well as incentives for harvesters to seek patches with the highest economic rent. These spatial models have been important in assessing the location and value of marine (no-take) reserves. The fourth section concludes with a discussion of the likely future frontiers in spatial bioeconomics.
II. Bioeconomics: Early Models Pure Open Access
The world did not need economists to have a basic understanding of the long-term prospects of a common pool resource harvested by competitive, profit (rent)-seeking individuals. Early history notes the deforestation of the Mediterranean by an expanding Roman Empire [O'Sullivan et al. (2008) ], overgrazing in England and Wales [Kain et al. (2004) ], and overfishing in the coastal waters of medieval Europe [Barrett et al. (2004) ]. But economic models are critical for identifying the source of market failure, informing empirical studies of these coupled systems, and making policy prescriptions for optimal management. Mathematical models describing the dynamics of both a fish population and the industry harvesting that population can be found in Crutchfield and Zellner (1962) , Smith (1968 Smith ( , 1969 and Clark (1973) . These early models built on Gordon (1954) and Scott (1955) and borrowed from the pioneering work of fisheries scientists Schaefer (1957) and Beverton and Holt (1957) , who provided key insights on how to link population dynamics to harvests and ultimately harvester behavior, informing both theoretical and empirical model development in bioeconomics. Compared to many other biological resources such as forests, empirical models of fish have the added challenge that the fish cannot be directly observed and stock dynamics must be inferred indirectly. From these seminal studies there emerged a model now referred to as "the pure open-access model."
We will formulate the pure open access model in discrete time rather than the more conventional continuous-time. This presents some added complexity (though arguably added generality), in terms of possible dynamic behavior.In our review, it will allow us to use a consistent notation for the non-stochastic and stochastic models and to set the stage for the spatial models in Section III.Beyond expedience for a review article, discrete-time models may be preferable when one is developing a model where functional forms will be specified and the parameters of those functions calibrated or estimated using time-series data. Empirical studies of commercial fisheries can then provide a "reality check" on a class of models and sometimes identify functional forms that best describe harvest, growth, and the dynamics of a particular resource. Two empirical models of the pure open access case provide such reality checks: one using continuous time to analyze the fur seal harvest (Wilen 1976 ) and one using discrete time to model the herring fishery (Bjorndal and Conrad 1987) . Both find evidence of the dynamics that we describe below. 
The model is essentially a discrete-time version of Smith (1968 Smith ( , 1969 . We will assume that 0 pqK c − > so that both X ∞ and E ∞ are positive. In steady state, rent, t
has been driven to zero as was described by Gordon (1954) . However, in transition positive and negative rents are possible, and this result will extend to spatial models described in the next section.
Analysis of steady states in bioeconomic models is useful for several reasons. First, it is often possible to characterize steady states analytically, whereas transition dynamics in most models must resort to numerical simulation. With an analytical steady state, the analyst can perform comparative statics on parameters of the system, exploring how long-run economic and biological outcomes will change in response to changes in costs, prices, or biological productivity. Second, local behavior around steady states can be informative about the transition dynamics and provide predictions about qualitative behavior of the system, which in turn can be used in empirical studies. We will illustrate this analysis below using the Jacobian Matrix. Third, policies for managing biological resources often target steady-state outcomes. For instance, fishery management in many countries attempts to achieve Maximum Sustainable Yield (MSY), which typically is thought of as a steady-state result. By analyzing steady states, we can compare objectives like MSY to steady states that emerge from pure open access as well as from optimal management. Drawbacks of focusing on steady states stem from the fact that bioeconomic systems are rarely (if ever) in a steady state. As a result, the data that we see tends to reflect transition dynamics. When multiple steady states are possible and/or the dynamics are particularly nonlinear, the sharpness of model predictions from linearized steady states can break down.
With these strengths and weaknesses in mind, the Jacobian 
The absolute value of the trace of J is given by ( ) ( 
Regulated Open Access
As scientists developed a deeper understanding of bioeconomic systems in the 1950s, 1960s and 1970s, policy measures focused almost exclusively on the control of biological overfishing. Policies largely ignored the economic consequences with a presumption that controlling biological overfishing would fix the fishery problem. In essence, policies did not consider the root cause of the fishery problem as described by Gordon (1954) , namely non-excludability. As a result, many governments responded to the overfishing that resulted from pure open access by simply imposing an upper bound on total allowable catch (or a TAC) (Homans and Wilen 1997 ). This extension was made possible in part by nations extending their exclusive economic zones in the 1970s, allowing regulators to enclose the fishing commons. However, the ways in which regulators began to enclose these commons were not bioeconomic. By limiting attention to the control of catch, managers framed their objective as avoiding bad biological consequences rather than promoting good economic and biological outcomes. To a large extent, we are stuck with this objective today as codified in the U.S. Magnuson-Stevens Fishery Conservation and Management Act, though language in the recent reauthorization of the act has started to acknowledge the economic component of bioeconomics. Homans and Wilen (1997) One would normally expect 0 c ≤ , and 0 d > so that the TAC policy would be a constant proportion policy ( 0 c = ) or a piece-wise linear policy exhibiting a minimum population level ( 0 c < ) before a positive harvest is allowed. As we will see, this was not the case when the TAC policy was estimated for the Pacific halibut in Areas 2 and 3 as regulated by the International Pacific Halibut Commission. The actual rule estimated empirically by Homans and Wilen implies a positive TAC when the stock is zero. As a practical matter, the TAC rule should be viewed as a local approximation; the behavior of the fishery (firms, regulator, and fish stock) never come close to this unrealistic prediction at the boundary of the state space.
Requiring that harvest be equal to the TAC implies (1 ) (1 ) ] (1 )
In iterative form, System (4) may be written as
which is the regulated open access analogue to System (1).
Evaluating the first equation in steady state, where
= , one can show that the steady-state stock is the positive root of a quadratic given by
From the second equation in System (5) one can show that the steady-state level of effort is
The stability of the regulated open access equilibrium will depend on the absolute value of the trace and the determinant of the Jacobian
As was the case for pure open access, the necessary and sufficient condition for [ , ] ROA ROA X E to be stable is 2 1 det( ) ( )
The fact that 1,2 0 a = in the above Jacobian implies that
The fixed point ROA X , given by Equation (6), will be reached provided 1 2 1
The regulated open access equilibrium will be unstable if the necessary and sufficient condition based on the Jacobian is not satisfied. As in the model of pure open access, instability can arise as the adjustment parameter, η , increases. In Figure 2 we show three cases using the parameters for Area 3 in the Pacific halibut fishery as estimated by Homans and Wilen (1997) . In Figure 2 
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The Bioeconomic Optimum: Steady State and Approach Dynamics
If pure open access results in "too many vessels chasing too few fish," and regulated open access results in "a race for the fish," what's optimal and what mechanisms might be used to reach a bioeconomic optimum? We will present a simple model seeking to maximize discounted net revenue. The model yields analytic expressions for X ∞ , the stock level at the pure open access equilibrium, and * X , the steady-state optimal biomass. We can then numerically solve for the optimal approach to * X . We then briefly discuss the role that shadow prices play designing management policies.
The model is based on the following functional forms for net revenue and net growth: 
λ + is the shadow price on the fish stock in period 1 t + . This shadow price represents the marginal value of having a slightly larger fish stock in period 1 t + (from the perspective of period 1 t + ) presuming that the stock is being optimally managed.
The first-order conditions include the following three equations.
(10)
Equations (10), (11), and (12) are obtained from 0
, respectively. In steady state, where
Equation (13) requires that the rate of return on the resource stock in steady state (the left-handside) equal the rate of discount, δ , which in theory represents the rate of return on other investments elsewhere in the economy. It is the specific form of the more general equation
as derived in Clark (1976) . Equation (14) 
Because the Lagrangian is strictly concave in t Y , the optimal approach to * X from an initial stock, 0 0 X > will be asymptotic. As with our models of pure and regulated open access, we will provide a numerical example to illustrate.
Consider the model when
0.05
Suppose that initially the fish stock is at the pure open access equilibrium so that 0 0.3333
From Equation (15) we calculate that
We numerically approximate the optimal approach from X ∞ to * X and show the time paths for Parameters:
Initially the Stock is in Pure Open Access Equilibrium:
What is the key policy take-away from our problem seeking to maximize the present value of net revenues? The answer is the discounted shadow price, 1 t ρλ + . In Equation (10) ρλ + . The discounted shadow price is often referred to as "user cost," and the sum referred to as "full marginal cost." It is the discounted shadow price that is typically not considered in the harvest decisions by individual fishers. By ignoring this important component of full marginal cost, too many fish are harvested and fish stocks become "economically overfished," with * t X X < .
What policies might induce fishers to account for 1 t ρλ + in their harvest decisions. To an economist, the obvious answer is a "landings tax" per pound of fish brought to port. The intuition is the same as a Pigouvian fee (i.e. a pollution tax) but in a dynamic context. There is a cost to society that the private agent does not consider when making harvest (or pollution) decisions, known as an externality. An appropriately scaled tax forces the agent to internalize the externality. If fishery managers can impose a landings tax of 
which again establishes our required optimality condition in Equation (10).
Optimal Escapement with Stochastic Growth
Our last model in this section was developed by Reed (1979) to consider the role of uncertainty in renewable resource management. In it, the fish stock in period 1 t + is stochastically determined by "escapement" in period t . By escapement, we mean the biomass that was not harvested in the previous period, t t t S X Y = − . The fish stock in period 1 t + is determined by the stochastic map, 
The problem of maximizing the expected value of discounted net revenue subject to stochastic recruitment may be stated as E − • will denote the expectation operator taken from the subscripted period. Momentarily we will let T → ∞ , but for now assume T is finite. Our solution will employ dynamic programming and so we start in period t T = where the value function may be written as
Maximization of the bracketed expression on the right-hand-side of Equation (22) 
W S − is quasi-concave, the first-order condition is also sufficient. It requires
Equation (26) 
In the second line of Equation (28) 
Compare Equations (29) and (24). While the period index is one period earlier in Equation (29), Equations (24) and (29) 
Taking a derivative, and noting again that ( ) G S ′ is independent of z , * S must also satisfy
When there is no uncertainty, i.e. the distribution of z is degenerate, Equation 31 reduces to a special case of Clark's (1976) 
(see our Equation 13). Numerically it is perhaps easier to do a computer search for the * S that maximizes (30) than the * S that satisfies (31), but they must be the same. Once we have found the optimal (stationary) level of escapement, the optimal (adaptive) harvest policy takes the form Stock and harvest will be fluctuating over time. It is unlikely that one will be able to determine the closed-form stationary distributions for t X or t Y , but one could simulate the optimal harvest policy over a long horizon (say, T = 1000) and calculate the mean, variance, or other statistics for their distributions after a suitable transition from 0 X .
The above model, with an optimal constant escapement policy, has been used to manage salmon in the U.S. and Canadian Pacific Northwest. Consider the case where 
III. Dynamic Spatial Models
QuickTime™ and a decompressor are needed to see this picture.
While economists have criticized fishery management for failing to understand and incorporate the basic insights of bioeconomics into objectives, more recently fishery management has come under fire for failing to incorporate modern fisheries ecology that emphasize spatial heterogeneity and spatial structure in population dynamics. When biological resources are viewed spatially, the use of a single non-spatial policy instrument to control harvest may fail to address an underlying spatial market failure.
A key insight that comes from extending dynamic models to spatial dynamics is that the productivity of a renewable resource system is endogenously determined by the spatial distribution of inputs. Consider a firm that owns two factories and has a fixed amount of an input ( ) E to allocate across them such that 1 2 E E E + = . Each factory has its own production technology given by ( )
Y f E = , and total output is then
production depends on the allocation of inputs across the two factories. If the production technologies are convex, i.e. the functions
Y f E = are concave, the solution to output maximization would be characterized by equimarginality: ( ) ( )
However, if there are non-covexities, the firm may produce more output by allocating all of its input to one factory or the other.
Interpreting these factories as different harvest locations in space reveals that one component of incorporating space into resource models is to reflect spatial heterogeneity in production. If different harvest locations represent different factories, one potential justification for forming a no-take marine reserve is if there are non-convexities in the biological production system. Such non-convexities could reflect biological depensation as a result of low reproductive success at low population densities or increasing fecundity returns to organism size, i.e. egg production is increasing at an increasing rate (Brown and Roughgarden 1997; Smith 2004 ). This interpretation is not spatial per se but just an application of production theory. As we will see in this section, moving from a model of spatial heterogeneity to one of spatial dynamics translates into moving from a description of how production is affected by changing input allocations to a description of how productivity itself is influenced by changing input allocations.
Generalizing Pure Open Access
The analogy of spatial heterogeneity reflecting n production facilities with spatially explicit effort implies that we can write down a spatial system as a stacked model. If there is pure open access in each location and we assume logistic growth population dynamics, we would rewrite the system in (1) as , 1
t i i i t i i i t i t X r r X K q E X
Introducing spatial heterogeneity in the form of n fishing locations means that there are 2n state variables rather than just two; for each time period the model tracks the stock of fish in each location and the amount of effort in each location. The i subscripts on parameters reflect various dimensions of spatial heterogeneity: fishing grounds have heterogeneous productivity (r) or ability to support biomass (K), it is easier to find fish (or fish aggregate more) in some places compared to others (q), costs of effort are different in different fishing grounds due to different travel costs (c), and speed of adjustment (η ) can vary over space, possibly reflecting differences in local economic conditions.
Managers might be interested in aggregate outcomes that add up effort, stock, and harvest over space. It turns out that this superficial introduction of space leads to aggregate dynamics that are qualitatively the same as the dynamics of the individual area. 
Considering the factory analogy, one might ask whether it makes sense to close one of these areas to fishing and fish only in the remaining open areas. Assuming logistic growth, there are no non-convexities because the system exhibits pure compensation (Clark 1990 ). The individual production sets are convex, so the aggregate production set is convex. Thus, without other assumptions and given no spatial heterogeneity in parameters, the system could not produce more harvest with the same amount of total effort redistributed over space. With spatial heterogeneity in parameters, one can produce more harvest by allocating a fixed quantity of effort over space heterogeneously. But if the systems in each location are stable, maximum harvest will occur where equimarginality holds. At this point, there are no spatial-dynamics because the fishing locations are connected only by virtue of the hypothetical existence of a fixed total amount of effort.
Spatial-dynamics alter the situation in a subtle way. Not only is production affected by changing input allocations, but changing input allocations alters productivity itself. In the factory example, whether it makes sense to shut down one of these factories and allocate the remaining input to the other factories depends on economies of scale. But the technology in one factory is not influenced by running the other factory. In the spatial dynamics of renewable resources, the activities in one area influence the productivity in the remaining areas (Smith, Sanchirico and Wilen 2009 ). In that sense, the production technology is endogenously determined by the level and spatial distribution of inputs. Sanchirico and Wilen (1999) generalized the pure open access model to allow for both spatial heterogeneity and spatial connectivity. They follow the literature on metapopulation ecology that depicts a population as being composed of local subpopulations (called patches) in which growth, predation, and reproduction take place. These subpopulations are then connected via larval dispersal and/or adult migration. The Sanchirico and Wilen (1999) model nests the one in equation 1.1 by adding dispersal terms for both the harvest sector and the biological system.
The d parameters regulate biological dispersal, i.e. the flow of biomass from one location to another. The biological model can be thought of as a discrete approximation to the Fisher reaction-diffusion system (Smith et al. 2009 ). In the effort equations, i η controls aggregate entry and exit for a patch analogous to the speed of adjustment in Vernon Smith's model (Smith 1969) , whereas the ij η 's regulate the distribution of spatial effort across patches. Intuitively, when net rents are higher in patch i than in patch j, fishing effort will flow toward patch i from j. This system thus allows for spatial-dynamic linkages that originate in the biological system, in the economic system, or in both.
The introduction of dispersal ultimately changes the dynamics of the system. In the bioeconomic equilibrium of system 35, i.e. when , 1
for all i, there will still be dispersal of the population across space, even though the stock and effort levels in each patch are constant (Sanchirico and Wilen 1999) . The flux in the system occurs because each patch's population size is maintained by the balance between own patch net growth and harvesting and system-wide dispersal to and from the other patches. This feature reflects spatial-dynamic processes and does not arise when there is only spatial heterogeneity (Smith et al. 2009 ).
Consider the same parameters above with a source-sink style dispersal. By source-sink we mean that some areas have net outflow of dispersal and others have net inflow regardless of the levels of the populations. For simplicity, we assume that ij η 's are all zero and that i η 's are the same across patches. These assumptions mean that patch-level entry and exit will serve to equilibrate rents over space and, ceteris paribus, the process will be slower. For η =1.0, patch 1 dynamics are now characterized by a stable focus, whereas patches 2 and 3(not pictured) remain stable limit cycles. Aggregating across the three areas thus leads to a stable limit cycle for aggregate effort and stock. These results are shown in Figures 6 (a) -(c). Not only do spatial-dynamics alter the dynamics of individual areas, they can change the overall payoffs. Even though we did not change any of the economic or biological productivity parameters and used the same initial conditions, the present value rent from the source-sink system is 9.0125 compared to 8.9811 for the system with no spatial dispersal (assuming a 7% discount rate). This immediately raises important questions. Are there gains from controlling the system spatially? Even in a system without non-convexities, is it possible that harvests would be greater if one of the areas were a no-take marine reserve? How closely does optimal management of spatial-dynamic systems parallel systems without any spatial features? One of the first papers to model the consequences of spatial management in a fishery was Polacheck (1990) . Polacheck used a two-patch Beverton and Holt (1957) model with one patch representing the reserve and the other being the non-reserve. The model assumed that total fishing effort is unchanged by introducing a reserve, and the effort formerly in the reserve area redistributes uniformly in the non-reserve area, a typical assumption in the marine reserves modeling literature. Polacheck demonstrated that with high pre-reserve fishing effort, a reserve can increase the spawning stock biomass as a result of a shift in the age distribution of the population towards older organisms. Under some reserve scenarios, this also can increase the fishing yield per recruit. Like Polacheck, Holland and Brazee (1996) considered the case of fixed total fishing effort. They found that discounting is critical to determining whether a reserve can generate net benefits to fisheries. In some situations, a marine reserve could lead to higher present value rents, depending on how long it takes to recover populations and the discount rate itself. Pezzey et al. found that reserves can increase equilibrium catch if the pre-reserve biomass is less than half of the carrying capacity. In other words, reserves are more likely to generate positive net benefits if the fishery is heavily exploited before forming the reserve. Hannesson (1998) Using the SW model and closing down the source patch, we alter the aggregate dynamics. In essence, the system transitions from one limit cycle to another. This result is important because the transition from one limit cycle to another makes a sharp but complicated empirical prediction about what will happen when a marine reserve is formed. Depending on the timing of the policy, the transition path involves non-monotonicities and different regions of the phase space that differ from simplistic predictions about marine reserve formation that tend to be monotonic. 
Optimal Management of Spatial-Dynamic Systems
Much of the literature on modeling spatial-dynamic fisheries focuses on whether a no-take marine reserve inserted into a fishery with its existing institutional setting would generate fishery benefits. A different question is whether a reserve is optimal and more generally how to optimize a spatial-dynamic system. Early work on this question focused on dividing a fishery into two areas and making explicit biological assumptions about the spatial-dynamic processes. Brown and Roughgarden (1997) analyzed a two-patch metapopulation characterized by biological returns and found that closing down one area can be optimal. Conrad (1999) divided a fishery into reserve and non-reserve areas with density-dependent dispersal connecting them and found that the present value of a reserve policy-in a deterministic model optimizing over the size of the reserve-is lower than the present value of optimal fishery management without a reserve. By introducing stochastic growth into the model, however, marine reserves can lower variability in fishable biomass. The deterministic model in Conrad did not include the non-convexity in the model presented by Brown and Roughgarden, which drove the latter's result of the optimality of a reserve. Sanchirico and Wilen (2005) formulated a model of optimal spatial-dynamic management of the n-patch SW (1999) system by introducing patch-specific effort taxes and patch-specific landings taxes. They allowed for different types of dispersal, including source-sink and densitydependence. They found that optimal taxes are delineated over space and time because the shadow value of biomass in the spatial-dynamic system is space-and time-specific. In a second best world of uniform taxes, a density-dependent system is implicitly controllable, but a sourcesink system is not. Thus, they found that under a second best system of uniform taxes, rents from a source-sink system deviate from the social optimum more than in other dispersal systems. In a parallel line of literature, Costello and Polasky (2008) built on the Reed (1979) model of stochastic control of renewable resource systems. They found that no-take reserves can be optimal at a particular point in time. The intuition follows directly from Reed's optimal escapement model. If the population in a patch is below the escapement threshold for that patch, then no harvest is optimal in the patch. In theory, a permanent no-take reserve can turn out to be optimal if the population in a location never rises above the escapement threshold, but such a conclusion cannot be drawn ex ante.
To provide further intuition about optimal spatial-dynamic management, consider a discrete-time and discrete-space version of the bioeconomic model presented above. θ θ θ θ
In the source-sink, we assume that the source is in patch 1 and patches 2 and 3 are sinks. The corresponding dispersal matrix D is:
. We further assume that θ is a fraction of the intrinsic growth rate in patch 1 r 1 . For the density-dependent and source-sink systems, we explore three scenarios: Not surprisingly, with independent patches, we simply replicate the results in Figure 3 . In a three-patch fishery with no dispersal, no heterogeneity across patches, and the same initial conditions, optimal management implies that we implement the same control policy in Figure 3 at each location and in each time period. Somewhat surprisingly, the same result holds for the density-dependent system; spatial management in this case means implementing the same control rule in each location. This result is consistent with the findings in Conrad (1999) for a deterministic spatial bioeconomic system. In that case, a reserve policy always led to lower present value rents because it violated equimarginality of an otherwise convex system. If we alter initial conditions, however, the optimal approach paths in the independent and density-dependent systems are not identical. Suppose initial conditions in the three areas are 0,1 1 0,2 2 0,3 3 0.3333 , 0.5 , 0.3333 X K X K and X K = = = , and assume the moderate dispersal case.
The density-dependent system has a more rapid approach to the optimal steady state. Figure 9 illustrates the two harvest paths for Patch 1. There are subtle differences between independent and density-dependent systems, and spatial heterogeneity can accentuate these differences. However, much of the discussion of spatial management centers around the case of source-sink systems in which it is possible to find that a marine reserve is the optimal policy.
Returning to the case of equal initial conditions, even with low dispersal, it is evident that spatially delineated management can increase rents. Figures 10 (a) -(b) depict the harvest ratio and stock ratio of Patch 1 (the source), which provides biomass to Patches 2 and 3 (the sinks). The ratio is the harvest (biomass) in Patch 1 to sum of the corresponding harvest (biomass) in the other patches. As a reference, the harvest and stock ratios would be 0.5 throughout for the independent case. presence of source-sink dynamics creates some incentive to tilt extraction slightly toward the sink patches. This tendency is more pronounced in the steady state than in the transition phase because the transition phase requires rebuilding populations in all locations to some extent, which is an artifact of initial conditions. Although there is less harvest in the steady state in patch 1, the patch 1 steady-state stock is lower than that of patches 2 or 3. The reason is simply that the dispersal process is exporting more of the biomass to the other areas than the compensating increase in biomass due to the lower level of harvest. This result also illustrates how the spatialdynamic system is in flux equilibrium; population levels stabilize in the steady state but there is net flow across spatial boundaries. The case of moderate dispersal is similar to that of low dispersal; equilibrium harvest and stock in the source patch are lower than those in a sink patch and the equilibrium is characterized by net flow of biomass across spatial boundaries. The difference is simply that the higher dispersal rate accentuates these effects.
With high dispersal, it is optimal to make the source patch a no-take marine reserve in the steady state. In transition, there is still some harvest in the source. The transition phase harvest occurs because all initial stocks are set to 0.3333K i such that the initial stock level in the source is much greater than its equilibrium stock level, whereas initial stocks in the other two patches are below their equilibrium levels. As a consequence, the harvest declines over time (until it reaches zero) in the source and rises over time (until it reaches a steady state) in each of the sink patches.
Empirical Issues in Spatial Management
The theoretical possibility that a marine reserve could lead to higher catches and even profits immediately raises empirical questions about the plausibility of a reserve benefiting a real fishery and whether existing reserves have increased catches. Wilen (2003, 2004) explored the potential for marine reserves to benefit the California sea urchin fishery by empirically modeling the behavior of the fishing fleet and coupling the results to an empirically grounded model of the urchin metapopulation. At first blush, urchin biology is particularly amenable to the use of marine reserves because reproduction is density-dependent, subpopulations are connected via larval dispersal, and egg production exhibits increasing returns to organism size (Smith 2004) . Indeed, a bioeconomic model of the fishery in which effort is assumed to distribute uniformly across space shows substantial steady-state gains in harvest with marine reserves and in some scenarios can even find present value revenue increases (Smith and Wilen 2003) . However, when economic behavior of the fleet is taken into consideration, these results reverse such that marine reserves lead to steady-state and transition phase losses to the fishery. Kaui and Alexander (2008) found similar results for the New Zealand abalone fishery. In contrast, Valderamma and Anderson found that rotating reserves can increase fishery profits for a different sessile species (sea scallops).
A key driver of the reversal in Smith and Wilen (2003) was the existence of de facto reserves in the actual fishery; some fishing grounds were sufficiently costly to access that they fed the remaining fishing grounds without imposing formal no-take reserves on the system. By not modeling these de facto reserves and the spatial heterogeneity of fishing opportunities, reserves end up seeming like a better policy than they would be. Though the modeling approach differed significantly, de facto reserves did not appear to be present in the spatial structure of the scallop fishery modeled by Valderamma and Anderson.
There has been considerably less work in the bioeconomics literature on whether reserves empirically have been beneficial or costly to fisheries. Most ex post studies of reserves have appeared in the biological literature and have focused on the effects of reserves within the reserve itself. Drawing on the emerging literature on program evaluation of environmental policy, Smith et al. (2006) conducted a retrospective analysis of marine reserves in the Gulf of Mexico reef fish fishery. They found that reserves initially decreased catches and that the catches continued to trend downward for 4.5 years after formation of the reserves. This result is consistent with empirically based modeling in Smith and Wilen (2004) , who showed that economic adjustment following the formation of a reserve will lead to continued declines in catches for some period after the initial decline. Whether catches for Gulf of Mexico reef fish will turn back up as a result of biological spatial-dynamic processes has yet to be seen. In a companion paper, Smith et al. (2007) estimated a structural model of the population dynamics for gag grouper (just one species in the reef fish complex) and found evidence that the reserve stimulated biological productivity. Whether that productivity increase for the target species is enough to make up for fishery losses for other species is unclear and outside the scope of the model.
Are attempts at optimal spatial management of fisheries worth the effort? Sanchirico and Wilen (2005) concluded: "In an ideal world in which information is perfect and transactions costs are zero, it would be economically optimal to design management policies that account for spatial interconnections within and among patches by utilizing separate instruments for each spatial unit" (p. 46). Two recent papers examined some of the practical issues of spatial management when spatially-explicit stocks and processes are not known (Smith et al. 2009; Holland and Herrera 2011) . In all of the spatial models discussed above, a key determinant of whether spatial management makes sense in general, and whether a no-take reserve is a good policy in particular, is the nature of spatial dispersal. The benefits of spatial management and the potential for a marine reserve to pay off for the fishery are greatest when researchers can find source-sink systems and identify which patches are sources and which are sinks. Smith et al. 2009 explored conditions under which dispersal dynamics can be revealed from fishery-dependent data. If the spatial scale of fishing ground choice matches the spatial scale of metapopulation dynamics, it is possible to identify the bioeconomic parameters of the spatialdynamic system from fishery data alone as long as there is minimal observation error, i.e. error in the empirical relationship between catch and stock. When there is substantial observation error, resolution of the intrinsic growth and carrying capacity parameters erodes, but the economic parameters can still be resolved and surprisingly the ability to resolve the structure of the dispersal dynamics qualitatively is preserved. This finding suggests that there may be many opportunities to use existing data sets that are collected for purposes of fishery management to study dispersal dynamics. Holland and Herrera (2011) specifically questioned whether it is worth delineating management spatially when stock dynamics are characterized by uncertainty. They found that when the true structure is a spatial one, there are some circumstances when spatial delineation is beneficial. However, depending on parameters, it can be the case that incorrectly lumping together the whole fishery leads to higher profits and lower risks. With a binding system-wide total allowable catch (TAC), the risk of overexploiting a substock may be lower if regulators are unable to set substock TACs perfectly. This possibility added to the inevitably higher costs of monitoring and data collection questions the viability of spatial fisheries management.
IV. Conclusions
This article has reviewed some of the important non-spatial models that were developed early in the evolution of bioeconomics as well as some of the spatial models developed since the late 1990s. The early models provided a theoretical framework for modeling pure open access (the tragedy of the commons), regulated open access (the race for the fish) and optimal resource management. The key concept emerging from the early models is the discounted shadow price of the resource in period 1 t + . The value of an additional fish on the dock must equal or exceed full marginal cost, which took the form 1 t t t p cY X ρλ + = + in Equation (10). Attention to full marginal cost sparked interest in policy tools that solve the commons problem and align individual incentives of fishers with the social objectives of management. Many fisheries economists have argued that some version of an individual transferable quota (ITQ) aligns incentives in this way. Over the past several decades, there has been growing acceptance of ITQs for fisheries management and increased adoption.
The emergence of spatial models in bioeconomics followed a different intellectual history but nonetheless arrived at a similar emphasis on full marginal cost. Early spatial bioeconomics was motivated by the growth of theoretical and empirical work in metapopulation ecology that emphasized the importance of local spatially delineated processes of subpopulations and global interconnections among subpopulations. In some cases, metapopulation models were used to motivate policy interventions such as no-take marine reserves directly without any bioeconomic modeling. As economics entered the picture, a key interpretation of the metapopulation framework was that different areas might play a non-convex role in the growth (production) of commercially valuable renewable resources. Individual fishers left to their own devices would not necessarily align their effort in a way that harnesses these non-convexities to generate the highest value possible in the fishery. In other words, ignoring space in management would fail to account for full marginal cost. In this article, we reviewed some of the models that clarified these points, examined the role and net benefit of marine (no-take) reserves as a particular example, and pondered how to optimize a spatial-dynamic renewable resource system.
In the U.S., and to a large extent in other industrialized countries, we are simultaneously seeing a push toward the use of rights-based management like ITQs to solve the commons problem and a push toward ecosystem-based management. The use of spatial planning and spatial modeling is seen as one component of a broader conceptualization of ecosystem-based management that would also acknowledge multi-species interactions, the importance of habitat, competing uses of renewable resources, and the role of human-ecosystem interactions. As rights-based management and ecosystem-based management progress in parallel within policy circles, how will they ultimately be reconciled? Bioeconomic modeling is perfectly situated to contribute to this policy discussion. The acknowledgement of full marginal cost that comes out of bioeconomic modeling provides a unified framework for evaluating tradeoffs and designing policies across time (as in traditional bioeconomic models), species, use (or non-use) values, space, or some combination thereof.
There are also some specific open questions that spatial bioeconomics might address in the near future. First, when would temporary, rotational, no-take, areas increase the value of a fishery? Valderrama and Anderson (2007) show that such a rotational policy can increase the net value of relatively immobile species, like the Atlantic sea scallop. Could such policies also increase the value of landings in other fisheries, such as groundfish. If fixed costs (another non-convexity) give rise to pulse fishing, can a large fishing area be geographically partitioned into open and closed areas so that harvest and net value are increased annually. Biological non-convexities can also arise in such fisheries if older females are more fecund. By allowing a closed area to support older, more fecund, fish before it is opened to fishing, one might see greater annual biomass and net value even when some other areas are closed to fishing in a given year. Will economic pressures to dissipate rents in the remaining open areas undo these gains? Can spatial policies be sufficiently delineated to overcome these pressures?
Second, what role would permanent or temporary reserves play when the size of stochastic environmental shocks vary geographically? One of the benefits of spatial management, if local shocks are not highly correlated, would be to have a "spatial portfolio" that lowers the overall variance in yield and net value over a larger geographical area. Salmon runs in British Columbia and Alaska might benefit from a spatial portfolio approach to management. An insurance pool, funded by a tax on net revenues from fishers harvesting salmon runs where stock size exceeds escapement, might provide relief to fishers whose local runs are closed because stock size is less than or equal to the optimal escapement for those runs.
Third, what are the best locations for aquaculture facilities so as to minimize environmental damage, conflicts with other uses such as fisheries, and the potential for genetic "contamination" of wild stocks? Aquaculture now constitutes more than half of global seafood production for human consumption, and its potential interaction with fisheries in the marketplace is undeniable. As of this writing, the U.S. Department of Commerce is currently taking publicly comment on its draft aquaculture policy that includes language highlighting environmental challenges. As aquaculture policies move forward, spatial bioeconomic analysis might be fruitful for determining, for example, where to locate salmon aquaculture operations.
Although the focus of spatial bioeconomics has largely been at the level of a fishery, the lessons learned paint a general equilibrium story that hints at lessons for broader scales. What happens in one place affects what is and/or what should happen in another place in the same way that changes in one market can reverberate through the economy by affecting markets for inputs, substitutes, and complements. Spatial linkages can reflect physical connections dictated by the biological system, economic connections, or both, and ignoring these linkages can lead to an incomplete accounting of full marginal cost. In a similar sense, focusing on just one fishery at a time in modeling or in policy may lead to some unintended consequences. For instance, moving from a regulated open access fishery to an optimized one is likely to affect the availability of fishing capital for other fisheries that are not optimized. The vast majority of bioeconomic modeling is done in a partial equilibrium framework in which prices and costs are unaffected by what is happening in other fisheries. In this current policy climate in which fisheries management appears to be changing rapidly, there may be a role for general equilibrium bioeconomic modeling that is motivated by a spatial perspective.
