INTRODUCTION
IDENT uses 2 types of input files. One type contains the input and output data to be analyzed. The other type contains commands with which the program may be run automatically. It has been the experience of this laboratory that the automatic mode of running IDENT is the only one used. Usually, one wants to estimate and evaulate several models before choosing a model structure. On an LSI-11, the time involved in such an effort is considerable, so that modeling was often done in an overnight run of IDENT.
COMMAND NUMBER I IDENTIFICATION OF THE OUTPUT ARRAY

FUNCTION OF THE COM)4AND:
This command results in a univariate analysis of some fraction of the possibly detrended or differenced output data array.
See the colmments about corm~and 8 for details concerning the establishment of the data case range, for setting up the differencing factor, and for control over whether the data are detrended.
UNIVARIATE ANALYSIS:
The following statistics are calculated in a univariate analysis: 
3
A plot of a specified number (see below) of partial autocorrelation function lags follows.
These values also fit in the range of -I to I. The actual values are printed on the left. 
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FUNCTION OF THE CO~4AND:
This command results in the estimation of parameters of a specified model structure based on some fraction of the possibly detrended or differenced output and input data.
See the comments about command 8 for details concerning the establishment of the data case range, for setting up the differencing factor, and for control over whether the data are de*rended.
In order to be able later to do a complete evaluation of a transfer function model, a 6 command should be done prior to a parameter estimation so that a prewhltened input series is available .(see comments under command 6 and command 3.) A prawhitaned input cannot be obtained after a parameter estimation without destroying the parameter estimates.
CO~g4AND OUTPUT
The output has the following appearance:
I
The deadtime factor ( the number of data points the output is assumed to be lagging the input ) is printed.
2
The model orders are printed with abbreviated labels: a) TFN = transfer function numerator b) TFD = transfer function denominator = noise c) NN noise model numerator d) ND = noise model denominator 3
For each iteration, the parameter estimates are written in the order: TFN, TFD, NN, ND. The output has the following appearance:
I The mean and variance are printed.
2 A plot of a specified number (see below) of normalized autocovariance function lags is next. These values fall in the range of -I to I. The actual values are also printed on the left.
3
These values also fit in the range of -I to I. The actual values are printed on the left.
4
The Durbin Watson statistic is printed.
5
The degrees of freedom for the Q statistics are shown.
6
The p = .05 levels for the Q statistics are next.
7
The p = .10 levels for the Q statistics follow.
8
The actual Q statistics follow.
9
A plot of the unlvarlate spectrum is shown with the actual values on the left side.
For the residual analysis, the spectrum is not plotted.
The output from the bivariate analysis between the residuals and the prewhitened input has the following appearance:
I
The mean and variance of the residuals are printed.
2
The mean and variance of the prewhitened input are next.
3
The cross correlation coefficient (normalized cross correlation at lag 0 ) is printed.
4
A plot of a specified number (see below) of normalized cross correlation lags is next. These values fall in the range of -I to I. The actual values are printed on the left.
5
The degrees of freedom for the S statistics are shown.
6
The p = .05 levels for the S statistics are next.
7
The p = .10 levels for the S statistics follow.
8
The actual S statistics (labeled Q) follow.
In the case of a transfer function model, the results of the evaluation of the parametric transfer function are typed:
I
The noise variance, signal variance, and signal to noise ratio, labeled N, S, SNR are printed. For all models, the values of the magnitudes and frequencies of the poles and zeros derived from the parameter polynomials are listed.
USER CONTROL OVER THE COMMAND
The user is not required to enter any input for a model evaluation. It has a default value of 8.
E×amele of command 3 3 ******************************** See the comments about command 8 for details concerning the establishment of the data case range, for setting up the differencing factor, and for control over whether the data are detrended.
UNIVARIATE ANALYSIS:
3
A plot of a specified number (see below) Of partial autocorrelation function lags follows.
4
5
6
7
The p -.10 levels for the Q statistics follow.
8
9
A plot of the univsriate spectrum is shown with the actual values on the left side.
USER CONTROL OVER THE COM~4AND
The user is not required to enter any input. A plot of a specified number (see below) of partial autocorrelation function lags follows.
4
5
6
7
8
9
A plot Of the unlvariate spectrum is shown with the actual values on the left side. See the comments about command 8 for details concerning the establishment of the data case range, for setting up the differencing factor, and for control over whether the data are detrended.
USER CONTROL OVER THE COMMAND
In the evaluation of a univariate model, the following computations are performed: For the residual analysis, the s~ectrum is not plotted.
COFn~AND OUTPUT
Since the autoregressive parameters of the input model are found using the same algorithm for the determination of the partial autocorrelation coefficents in a univariate analysis, the output from this command looks like 2 univariate analyses without spectra: l) a univariate analysis of the input series followed by a univariate analysis of the residuals. The univariate analysis output is listed below.
I
The mean and variance are printed, 2 A plot of a specified number (see below) of normalized autocovariance function lags is next. These values fall in the range of -I to I. The actual values are also printed on the left.
3
These values also fit in the range of -1 to I. The actual values are printed on the left.
4
5
6
7
8
105
A plot of the univariate spectrum is shown with the actual values on the left side.
USER CONTROL OVER THE COMMAND
The user is not required to enter any input. Example:
NUMBER OF AUTOCORRELATIONS (IX) 0
The number of autocorrelation lags printed will remain IX. 
