An A-optimal minimax design criterion is proposed to construct fractional factorial designs, which extends the study of the D-optimal minimax design criterion in Lin and Zhou (Canadian Journal of Statistics 41, [325][326][327][328][329][330][331][332][333][334][335][336][337][338][339][340] 2013). The resulting Aoptimal and D-optimal minimax designs minimize, respectively, the maximum trace and determinant of the mean squared error matrix of the least squares estimator (LSE) of the effects in the linear model. When there is a misspecification of the effects in the model, the LSE is biased and the minimax designs have some control over the bias. Various design properties are investigated for two-level and mixed-level fractional factorial designs. In addition, the relationships among A-optimal, D-optimal, E-optimal, A-optimal minimax and D-optimal minimax designs are explored.
Introduction
Factorial designs are very useful in industrial experiments to investigate possible influential factors. A full factorial design allows us to examine all the main effects and interactions among the factors. However, the total number of runs in a full factorial design can be huge for a large number of factors, and often there may not be enough resources to run it. In this situation, a fractional factorial design (FFD) can be applied, although it does not allow us to estimate all the main effects and interactions. There are a couple of ways to deal with this. One way is to assume that higher-order interactions are negligible, and we only estimate lower-order effects. Another way is to specify and
