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SOME COMBINATORIAL COINCIDENCES FOR STANDARD
REPRESENTATIONS OF AFFINE LIE ALGEBRAS
MIRKO PRIMC
Abstract. In this note we explain, in terms of finite dimensional represen-
tations of Lie algebras sp2ℓ ⊂ sl2ℓ, a combinatorial coincidence of difference
conditions in two constructions of combinatorial bases for standard represen-
tations of symplectic affine Lie algebras.
1. Introduction
The first of two famous Rogers-Ramanujan combinatorial identities states that
the number of partitions of m, written as
m =
∑
j≥1
jfj,
with parts j congruent to ±1 mod 5, equals the number of partitions of m such
that a difference between any two consecutive parts is at least two. Difference two
condition can be written in terms of frequencies fj of parts j as
(1.1) fj + fj+1 ≤ 1, j ≥ 1.
J. Lepowsky and S. Milne discovered in [14] that the generating function of par-
titions satisfying congruence condition is, up to a certain “fudge” factor F , the
principally specialized character of certain level 3 standard module L(Λ) for affine
Lie algebra ŝl2. Lepowsky and R.L. Wilson realized that the factor F is a character
of the Fock space for the principal Heisenberg subalgebra of ŝl2, and that the gener-
ating function of partitions satisfying difference two condition is the principally spe-
cialized character of the vacuum space of L(Λ) for the action of principal Heisenberg
subalgebra. In a series of papers—see [16] and the references therein—Lepowsky
and Wilson gave a Lie-theoretic proof of both Rogers-Ramanujan identities by con-
structing combinatorial bases of vacuum spaces for the principal Heisenberg subal-
gebra parametrized by partitions satisfying difference two conditions. Very roughly
speaking, in the case of the first Rogers-Ramanujan identity, the vacuum space Ω
is spanned by monomial vectors of the form
(1.2) Z(−s)fs . . . Z(−2)f2Z(−1)f1vΛ, s ≥ 0, fj ≥ 0,
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where vΛ ∈ Ω is a highest weight vector of L(Λ) and Z(j) are certain Z-operators.
The degree of monomial vector (1.2) is
−m = −
s∑
j=1
jfj .
Lepowsky and Wilson discovered that Z-operators Z(j) on Ω satisfy certain rela-
tions, roughly of the form
(1.3)
Z(−j)Z(−j) + 2
∑
i>0
Z(−j − i)Z(−j + i) ≈ 0,
Z(−j − 1)Z(−j) +
∑
i>0
Z(j − 1− i)Z(−j + i) ≈ 0,
so we may replace the leading terms
(1.4) Z(−j)Z(−j) and Z(−j − 1)Z(−j)
of relations (1.3) with “higher terms” Z(−j−i)Z(−j+i) and Z(−j−1−i)Z(−j+i),
i > 0, and reduce the spanning set (1.2) of Ω to a spanning set
(1.5) Z(−s)fs . . . Z(−2)f2Z(−1)f1v0, s ≥ 0, fj + fj+1 ≤ 1 for all j ≥ 1.
By invoking the product formula for principally specialized character of Ω and the
first Rogers-Ramanujan identity, we see that vectors in the spanning set (1.5) are in
fact a basis of Ω. Lepowsky and Wilson proved directly linear independence of the
spanning set (1.5) and, by reversing the above argument, proved the combinatorial
identity.
Lepowsky-Wilson’s approach has been applied in many different situations, here
we are interested in particular two constructions of combinatorial bases of level
k ≥ 1 standard modules for affine Lie algebras of higher ranks in “homogeneous
picture”—both constructions start with a relation of the form
(1.6)
∑
j1+···+jk+1=m
x(j1) · · ·x(jk+1) = 0,
(see (3.4) below) with the leading term
(1.7) x(−j − 1)bx(−j)a,
a + b = k + 1 and (−j − 1)b + (−j)a = m. For k = 1 this is analogous to (1.3)
and (1.4), and again we may replace the leading terms (1.7) with higher terms
in (1.6) and reduce a Poincare´-Birkhoff-Witt spanning set of monomial vectors in
the given representation space to a smaller spanning set. However, this spanning
set is not a basis and, in the case we consider, all the relations needed to reduce
the Poincare´-Birkhoff-Witt spanning set to a basis are obtained from (1.6) by the
adjoint action of the finite dimensional Lie algebra sp2ℓ or sl2ℓ, and all the leading
terms which we replace by higher terms are obtained by the adjoint action of the
same Lie algebra on the leading terms (1.7). In analogy to the Rogers-Ramanujan
case above, we say that the monomial vectors in constructed combinatorial basis
satisfy difference conditions for a given module.
In this note we explain, in terms of finite dimensional representations of Lie
algebras sp2ℓ ⊂ sl2ℓ, a combinatorial coincidence of difference conditions in two
constructions [3, 28] and [23] of combinatorial bases for standard representations of
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symplectic affine Lie algebra. In particular, Proposition 4.1 below and Propositions
1 and 2 in [3] provide an alternative proof of Theorem 6.1 in [24].
2. Affine Lie algebras
We are interested mainly in symplectic affine Lie algebra, but it will be convenient
to have a bit more general notation for an affine Lie algebra g˜.
2.1. Affine Lie algebras. Let g be a simple complex Lie algebra, h a Cartan
subalgebra, R the corresponding root system and θ the maximal root with respect
to some fixed basis of the root system. For each root α we fix a root vector xα in
g. Via a symmetric invariant bilinear form 〈 , 〉 on g we identify h and h∗ and we
assume that 〈θ, θ〉 = 2. Set
gˆ =
∐
j∈Z
g⊗ tj + Cc, g˜ = gˆ+ Cd.
Then g˜ is the associated untwisted affine Kac-Moody Lie algebra (cf. [12]) with the
commutator
[x(i), y(j)] = [x, y](i + j) + iδi+j,0〈x, y〉c.
Here, as usual, x(i) = x⊗ ti for x ∈ g and i ∈ Z, c is the canonical central element,
and [d, x(i)] = ix(i). We identify g and g ⊗ 1. Let B be a basis of g consisting of
root vectors and elements of h. Set
Bˆ = {x(n) | x ∈ B, n ∈ Z}.
Then Bˆ ∪ {c} is a basis of gˆ. A given linear order  on B we extend to a linear
order on Bˆ by
x(n) ≺ y(m) iff n < m or n = m and x ≺ y.
2.2. Z-gradings of g by minuscule coweights. Let R∨ be the dual root system
of R and fix a minuscule coweight ω ∈ P (R∨). Set Γ = {α ∈ R | ω(α ) = 1} and
g0 = h+
∑
ω(α)=0
gα, g±1 =
∑
α∈±Γ
gα,
gˆ0 = g0 ⊗ C[t, t
−1]⊕ Cc, gˆ±1 = g±1 ⊗ C[t, t
−1].
Then on g and gˆ we have Z-gradings
g = g−1 + g0 + g1 and gˆ = gˆ−1 + gˆ0 + gˆ1.
Let h′0 ⊂ h be a Cartan subalgebra of g0
′ = [g0, g0]. Note that g0 = g0
′ + Cω is a
reductive Lie algebra, g±1 are commutative subalgebras of g and g0-modules, and
that gˆ±1 are commutative subalgebras of gˆ and gˆ0-modules.
For a classical g all possible minuscule coweights ω are listed on Dynkin diagrams
below: the black dot on a diagram denotes the simple root α for which ω(α) = 1
and the rest is the Dynkin diagram of the semisimple Lie algebra g0
′.
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Aℓ
ω
•
ω
• ◦ · · · ◦ ◦
◦ · · ·◦
ω
• ◦ · · · ◦
Bℓ
ω
• ◦ · · · ◦=⇒◦
Cℓ ◦ ◦ · · · ◦⇐=
ω
•
Dℓ
ω
• ◦ · · ·
◦
◦ ◦
◦ ◦ · · ·
◦
◦
ω
•
3. Standard modules and Feigin-Stoyanovsky’s type subspaces
In this section we describe monomial bases of standard g˜-modules L(kΛ0) and
monomial bases of Feigin-Stoyanovsky’s type subspaces W (kΛ0).
3.1. Standard modules and Feigin-Stoyanovsky’s type subspaces. As usual,
we denote by Λ0, . . . ,Λℓ the fundamental weights of g˜. For a given integral domi-
nant weight Λ = k0Λ0 + · · · + kℓΛℓ we denote by L(Λ) the standard (i.e. integral
highest weight) g˜-module with the highest weight Λ, by vΛ a fixed highest weight
vector and by k = Λ(c) the level.
For a standard g˜-module L(Λ) and a given Z-grading on gˆ as above, we define
the corresponding Feigin-Stoyanovsky’s type subspace W (Λ) as
W (Λ) = U(gˆ1)vΛ ⊂ L(Λ).
Note that U(gˆ1) ∼= S(gˆ1) since gˆ1 is commutative.
3.2. Monomials in elements of Bˆ and colored partitions. Let B be a basis
of g consisting of root vectors and elements of h, with a linear order . We shall
write ordered product monomials in Bˆ = {x(n) | x ∈ B, n ∈ Z} with factors xi(ni)
in ascending order, i.e. as
(3.1)
r∏
i=1
xi(ni) = x1(n1)x2(n2) . . . xr(nr), x1(n1)  x2(n2)  · · ·  xr(nr).
Sometimes it is convenient to think of the ordered sequence
(3.2) π = (x1(n1)  x2(n2)  · · ·  xr(nr))
as a colored partition, i.e., as a “plain partition” n1 ≤ n2 ≤ · · · ≤ nr colored with
“colors” x1, x2, . . . , xr . We shall say that r is the length of π and that n1 + n2 +
· · ·+nr is the degree of π. Then the monomial in (3.1) is the corresponding ordered
product u(π) in the enveloping algebra
(3.3) u(π) = x1(n1)x2(n2) . . . xr(nr) ∈ U(gˆ).
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It will is also be convenient to think of the colored partition π as a monomial in a
symmetric algebra of gˆ, i.e.
π = x1(n1)x2(n2) . . . xr(nr) ∈ S(gˆ).
We denote with P the set of all colored partitions; it is a monoid with the unit
1—the colored partition with no parts (of length 0 and degree 0). The submonoid
P<0 is the set of all colored partitions (3.2) such that n1 ≤ n2 ≤ · · · ≤ nr < 0.
When ω is a minuscule coweight and B1 an ordered basis of g1, we extend the
order to a basis Bˆ1 = {xγ(n) | γ ∈ Γ, n ∈ Z} of gˆ1 and, in a similar way as above, we
consider colored partitions and ordered monomials in U(gˆ1) ∼= S(gˆ1)). We denote
the corresponding monoids as P1 and P1<0.
3.3. Well order on colored partitions. We extend the order  on Bˆ to the
order on the set of colored partitions (3.2) first by comparing the lengths—shorter
partitions are higher; then by comparing the degrees—partitions with greater degree
are higher; then by comparing “plain partitions” n1 ≤ n2 ≤ · · · ≤ nr in the reverse
lexicographical order and, finally, by comparing “the colorings” x1, x2, . . . , xr in the
reverse lexicographical order. This order has several good properties:
• On the set of partitions with bounded length and fixed degree  is a well order,
so in our arguments we can use induction.
• For x1, x2, . . . , xr ∈ Bˆ and any permutation σ two monomials x1x2 . . . xr and
xσ(1)xσ(2) . . . xσ(r) in U(gˆ) differ by a linear combination of u(π) with length of
π strictly less then r. So in inductive arguments ordered monomials “behave as
commutative monomials”.
• κ  λ implies κπ  λπ for colored partitions κ, λ, π in S(gˆ). This property
enables us to replace the leading terms of relations with higher terms and use
induction.
3.4. Relations on L(Λ) and W (Λ). On level k standard module L(Λ) we have
vertex operator relations (cf. [15, 18, 19])
(3.4) xθ(z)
k+1 =
∑
n∈Z
( ∑
j1+···+jk+1=n
xθ(j1) . . . xθ(jk+1)
)
z−n−k−1 = 0.
With the adjoint action of g we get a finite dimensional g-module
U(g) · xθ(z)
k+1 ∼= Lg((k + 1)θ).
The set R¯k of all coefficients in U(g) · xθ(z)
k+1 we call relations on L(Λ).
For a minuscule coweight ω we have ω(θ) = 1. Hence xθ ∈ g1 and the vertex op-
erator relation (3.4) is a relation on the Feigin-Stoyanovsky’s type subspace W (Λ).
Since g1 is a g0-module, by the adjoint action of g0 on the vertex operator relation
(3.4) we get a finite dimensional g0-module
U(g0) · xθ(z)
k+1 ∼= Lg0′((k + 1)θ|h′0),
where h′0 ⊂ h is a Cartan subalgebra of g0
′. The set R¯0k ⊂ R¯k of all coefficients in
U(g0) · xθ(z)
k+1 we call relations on W (Λ).
6 MIRKO PRIMC
3.5. The leading terms of relations on L(Λ) and W (Λ). Every relation r ∈ R¯,
r 6= 0, can be written as
r = cρu(ρ) +
∑
π≻ρ
cπu(π), cρ 6= 0.
We say that the colored partition ρ is the leading term of r and we write ρ = ℓt(r),
and sometimes we shall also say that the ordered monomial u(ρ) is the leading
term of the relation r = 0. The leading terms of coefficients of (3.4) are colored
partitions of the form
(3.5) xθ(−j − 1)
bxθ(−j)
a ∈ S(gˆ),
a+ b = k + 1 and (−j − 1)b + (−j)a = −n. All leading terms of relations R¯k and
R¯0k are obtained as leading terms of finite dimensional spaces
(3.6) ℓt
(
U(g) · xθ(−j − 1)
bxθ(−j)
a
)
and ℓt
(
U(g0) · xθ(−j − 1)
bxθ(−j)
a
)
.
3.6. Monomial bases of Feigin-Stoyanovsky’s type subspaces W (kΛ0). By
Poincare´-Birkhoff-Witt theorem the set of monomial vectors
u(π)vkΛ0 , π ∈ P
1
<0
is a spanning set for Feigin-Stoyanovsky’s type subspace W (kΛ0). By expressing
the leading terms of relations in R¯0k with higher monomials, we can reduce this
PBW spanning set of W (kΛ0) to a spanning set
(3.7) u(π)vkΛ0 , π ∈ P
1
<0, π 6∈ P
1ℓt
(
R¯0k
)
.
This set is a basis in many cases with a suitable choice of order  and B: for all
positive integer levels k and g of the type Aℓ for all ℓ and all minuscule coweights
(see [5, 6, 8, 10, 19, 21, 26, 27]) and for g of the type Cℓ for all ℓ (see [3, 22]); for
level k = 1 for all classical g for all ℓ and all minuscule coweights (see [21]); and for
D4 level k = 1 and 2 (see [2]). The monomial bases of Feigin-Stoyanovsky’s type
subspaces are used in the construction of semi-infinite monomial bases of entire
standard modules (cf. [28]) .
Different methods are used to prove linear independence of the spanning set
(3.7), but in all proofs the explicit combinatorial description of colored partitions
π which satisfy the difference condition π 6∈ P1ℓt
(
R¯0k
)
is needed. For A1 and
k ≥ 1 partitions π have only one color and the difference conditions are the differ-
ence two conditions which appear in Rogers-Ramanujan and Gordon combinatorial
identities. For Aℓ and ω = ω1 colored partitions π appear as (k, ℓ + 1)-admissible
configurations. For all classical Lie algebras g and all minuscule coweights differ-
ence conditions for W (Λ0) are given by the energy function of a perfect crystal (cf.
[13]) corresponding to the g0-module g1.
3.7. Monomial bases of standard modules. By Poincare´-Birkhoff-Witt theo-
rem the set of monomial vectors
u(π)vkΛ0 , π ∈ P<0
is a spanning set for the standard module L(kΛ0). By expressing the leading terms
of relations in R¯k with higher monomials, we can reduce this PBW spanning set of
L(kΛ0) to a spanning set
(3.8) u(π)vkΛ0 , π ∈ P<0, π 6∈ Pℓt
(
R¯k
)
.
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This set is a basis in several cases with a suitable choice of order  and B: for
all positive integer levels k and g of the type A1 (see [9, 11, 17, 18]) and for level
k = 1 and g of the type Cℓ for all ℓ ≥ 2 (see [23, 25]). In this setting we can think
A1 ∼= C1, so (3.8) is a basis of L(kΛ0) for g of the type Cℓ for k = 1 or ℓ = 1. In
[24] we conjecture that (3.8) is a basis for all k ≥ 1 and ℓ ≥ 1.
4. Some combinatorial coincidences for two constructions
In this section we describe the combinatorial coincidence of the leading terms
ℓt
(
R¯0k
)
for C2ℓ and the leading terms ℓt
(
R¯k
)
for Cℓ which happens for all k ≥ 1
and ℓ ≥ 1.
4.1. Combinatorial coincidence of ℓt
(
R¯0k
)
for B2 and ℓt
(
R¯k
)
for A1. Let g
of the type B2 ∼= C2. Then g0
′ is of the type A1. We identify the root system with
R = {±(ε1 − ε2),±(ε1 + ε2),±ε1,±ε2)}.
 
 
 
 
 
 
 
 
 
 ✒✻
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅■
✲ α2 = ε2
θωα1
Then ω = ω1 and Γ = {ε1−ε2, ε1, ε1+ε2} with the the corresponding root vectors
in g1 denoted as x2 , x0 , x2 with the order x2 ≺ x0 ≺ x2. The consecutive action of
x−ε2 in g0 on (3.5) gives the leading terms
(4.1)
x2(−j − 1)
aj+1x0(−j)
bjx2(−j)
aj , aj+1 + bj + aj = k + 1,
x2(−j − 1)
aj+1x2(−j)
cjx0(−j)
bj , aj+1 + cj + bj = k + 1,
x0(−j − 1)
bj+1x2(−j − 1)
aj+1x2(−j)
cj , bj+1 + aj+1 + cj = k + 1,
x2(−j − 1)
cj+1x0(−j − 1)
bj+1x2(−j)
cj , cj+1 + bj+1 + cj = k + 1,
and the spanning set
(4.2)
∏
j<0
x2(−j)
cjx0(−j)
bjx2(−j)
ajvkΛ0
of monomial vectors in W
B
(1)
2
(kΛ0) is reduced to a basis (3.7) if we impose the
difference conditions
(4.3)
cj+1 + bj+1 + cj ≤ k,
bj+1 + aj+1 + cj ≤ k,
aj+1 + cj + bj ≤ k,
aj+1 + bj + aj ≤ k
for all j ∈ Z (see [3, 22]). It is clear that the same argument for leading terms
applies in the case of the standard module L
A
(1)
1
(kΛ0) (see [9, 18]) if we use the
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standard ordered basis x−α ≺ h ≺ xα of sl2 and identify the corresponding bases
elements
(4.4)
x−α ↔ xε1−ε2 , h↔ xε1 , xα ↔ xε1+ε2 and, for all j ∈ Z,
x−α(j)↔ xε1−ε2(j), h(j)↔ xε1 (j), xα(j)↔ xε1+ε2(j).
Therefore, the Feigin-Stoyanovsky’s type subspace W
B
(1)
2
(kΛ0) and the standard
module L
A
(1)
1
(kΛ0) have the same combinatorial description of the leading terms of
relations, and the same combinatorial description of the difference conditions for
colored partitions parameterizing monomial bases.
4.2. Simple Lie algebra g of type Cℓ. We fix a simple Lie algebra g of the type
Cℓ, ℓ ≥ 2. For a given Cartan subalgebra h and the corresponding root system R
we can write
R = {±(εi ± εj) | i, j = 1, ..., ℓ} \ {0}.
We choose simple roots as in [4]
α1 = ε1 − ε2, α2 = ε2 − ε3, · · · αℓ−1 = εℓ−1 − εℓ, αℓ = 2εℓ.
Then θ = 2ε1. For each root α we choose a root vector Xα such that [Xα, X−α] =
α∨. For the root vectors Xα we shall use the following notation:
Xij or just ij if α = εi + εj , i ≤ j ,
Xij or just ij if α = −εi − εj , i ≥ j ,
Xij or just ij if α = εi − εj , i 6= j .
With the previous notation xθ = X11. We also write for i = 1, . . . , ℓ
Xii = α
∨
i or just ii .
These vectors Xab form a basis B of g which we shall write in a triangular scheme.
For example, for ℓ = 3 the basis B is
11
12 22
13 23 33
13 23 33 33
12 22 32 32 22
11 21 31 31 21 11.
In general for the set of indices {1, 2, · · · , ℓ, ℓ, · · · , 2, 1} we use order
1 ≻ 2 ≻ · · · ≻ ℓ− 1 ≻ ℓ ≻ ℓ ≻ ℓ− 1 ≻ · · · ≻ 2 ≻ 1
and a basis element Xab we write in a
th column and bth row,
(4.5) B = {Xab | b ∈ {1, 2, · · · , ℓ, ℓ, · · · , 2, 1}, a ∈ {1, · · · , b}}.
By using (4.5) we define on the basis B the corresponding lexicographical order
Xab ≻ Xa′b′ if a ≻ a
′ or a = a′ and b ≻ b′ .
In other words, Xab is larger than Xa′b′ if Xa′b′ lies in a column a
′ to the right of
the column a, or Xab and Xa′b′ are in the same column a = a
′, but Xa′b′ is below
Xab. For ℓ = 1 we get C1 ∼= A1 with the basis B
11
11 11.
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For a simple Lie algebra g of type Cℓ, ℓ ≥ 2, we have the minuscule weight
ω = ωℓ =
1
2 (ε1 + · · ·+ εℓ),
the corresponding Γ = {εi + εj | 1 ≤ i ≤ j ≤ ℓ} and the basis
(4.6) B1 = {Xγ | γ ∈ Γ} = {Xij | 1 ≤ i ≤ j ≤ ℓ} ⊂ B
of g1. For C3 the basis B1 can be written as as the “upper” triangle in B:
11
12 22
13 23 33.
In the case C1 the “upper” triangle in B is B1 = {11}. In the case Cℓ, ℓ ≥ 2, the
subalgebra g0
′ is a simple Lie algebra of the type Aℓ−1 with a Cartan subalgebra
h′0 ⊂ h0 and the corresponding root system
{±(εi − εj) | 1 ≤ i < j ≤ ℓ}
with the simple roots
α1 = ε1 − ε2, α2 = ε2 − ε3, · · · αℓ−1 = εℓ−1 − εℓ.
4.3. The leading terms of relations for W
C
(1)
ℓ
(kΛ0). For the finite dimensional
g0
′-module of relations we have
(4.7) U(g0) · xθ(z)
k+1 ∼= LAℓ−1((k + 1)θ|h′0) = LAℓ−1(2(k + 1)ω1).
Note that g0
′-module LAℓ−1(ω1) is the vector representation C
ℓ of slℓ with the
canonical basis e1, . . . , eℓ, the module LAℓ−1(2ω1) is isomorphic to the symmetric
power S2(Cℓ) with a basis eiej ↔ Xij , and the module (4.7), as a vector space,
is isomorphic to S2(k+1)(Cℓ) with the canonical basis em11 , . . . , e
mℓ
ℓ , m1 + · · · +
mℓ = 2(k + 1), which we view as multisets {1
m1, . . . , ℓmℓ}. By using the action of
the root vectors x−α1 , . . . , x−αℓ−1 in g0 on (3.4) for every multiset {1
m1 , . . . , ℓmℓ},
m1+· · ·+mℓ = 2(k+1), we obtain a relation for Feigin-Stoyanovsky’s type subspace
W
C
(1)
ℓ
(kΛ0) (see [3], Proposition 1)
∑
{i1,...,ik+1}∪{j1,...,jk+1}={1m1 ,...,ℓ
mℓ}
Ci,jXi1,j1(z) . . .Xik+1,jk+1(z) = 0,
with Ci,j 6= 0, the sum runs over all such partitions of the multiset {1
m1 , . . . , ℓmℓ}.
The leading terms of these relations are most conveniently described as monomials
(see [3], Proposition 2)
(4.8)
Xitjt(−j − 1)
bitjt . . . Xi1j1(−j − 1)
bi1j1Xisjs(−j)
aisjs . . . Xit+1jt+1(−j)
ait+1jt+1 ,
where (ip, jp) 6= (ip+1, jp+1) and
(4.9) i1 ≤ · · · ≤ it ≤ jt ≤ · · · ≤ j1 ≤ it+1 ≤ · · · ≤ is ≤ js ≤ . . . ≤ jt+1,
bi1j1 + . . .+ bitjt + ait+1jt+1 + . . .+ aisjs = k + 1.
The factors Xpq of leading terms (4.8) lie on diagonal paths in B1 with i = it+1:
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❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅1
2
ℓ
1 ℓ
(−j)
•
✁
✁
•
✟✟
•
✁
✁
•
i
i
◦
◦
◦◦
✁
 
(−j−1)
Note that there is ℓ choices for the upper triangle in B1, from i = 1, when the
upper triangle is {11}, all the way to i = ℓ, when the upper triangle is the entire
B1. For example, for ℓ = 2 the triangle B1 is
11
12 22.
Then for given j and i = 1 we have two possible diagonal paths in the lower triangle,
vertical and horizontal, with leading terms
(4.10)
X11(−j − 1)
b11X12(−j)
a12X11(−j)
a11 , b11 + a12 + a11 = k + 1,
X11(−j − 1)
b11X22(−j)
a22X12(−j)
a12 , b11 + a22 + a12 = k + 1,
while for i = 2 we have two possible diagonal paths in the upper triangle, vertical
and horizontal, with leading terms
(4.11)
X12(−j − 1)
b12X11(−j − 1)
b11X22(−j)
a22 , b12 + b11 + a22 = k + 1,
X22(−j − 1)
b22X12(−j − 1)
b12X22(−j)
a22 , b22 + b12 + a22 = k + 1.
These leading terms are precisely the leading terms (4.1) which led to difference
conditions (4.3) as a system of inequalities for all j ∈ N. In a similar way for the
monomial ∏
Xpq(−j)
mpq;j
we can write difference conditions as a system of inequalities
(4.12) mi1j1;j+1 + . . .+mitjt;j+1 +mit+1jt+1;j + . . .+misjs;j ≤ k
for all j ∈ N and diagonal paths (4.9) in B1. It is proved in [3] that the spanning
set of vectors (3.7) satisfying difference conditions is a basis of W
C
(1)
ℓ
(kΛ0) for all
k ≥ 1 and ℓ ≥ 2.
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4.4. Combinatorial coincidence of ℓt
(
R¯0k
)
for C2ℓ and ℓt
(
R¯k
)
for Cℓ. For
ℓ = 1 we have the combinatorial coincidence of ℓt
(
R¯0k
)
for C2 ∼= B2 and ℓt
(
R¯k
)
for
C1 ∼= A1 if we use the identification (4.4), that is, if we identify two bases
11
12 22
←→
11
11 11.
of A1-modules. For ℓ ≥ 2 we can identify bases of two vector spaces for finite
dimensional Lie algebra representations,
LA2ℓ−1(2ω1) and LCℓ(θ),
the basis (4.6) for C2ℓ and the basis (4.5) for Cℓ. For example, for ℓ = 3 we identify
two bases
(4.13)
11
12 22
13 23 33
14 24 34 44
15 25 35 45 55
16 26 36 46 56 66
←→
11
12 22
13 23 33
13 23 33 33
12 22 32 32 22
11 21 31 31 21 11.
We consider (cf. [4])
sp2ℓ ⊂ sl2ℓ.
Then the Weyl dimension formula gives the following:
Proposition 4.1. For all m ∈ N the restriction of the representation LA2ℓ−1(2mω1)
for the Lie algebra sl2ℓ to the subalgebra sp2ℓ remains irreducible, i.e., as a vector
space
LCℓ(mθ) = LA2ℓ−1(2mω1)|Cℓ
∼= S2m(C2ℓ)|Cℓ .
In particular, under the identification (4.13) of two bases and the respective or-
ders, the Feigin-Stoyanovsky’s type subspace W
C
(1)
2ℓ
(kΛ0) and the standard module
L
C
(1)
ℓ
(kΛ0) have the same combinatorial description of the leading terms of relations
for all k ≥ 1 and ℓ ≥ 1.
Remark 4.2. The above argument gives an alternative construction of the set
of leading terms of relations for standard modules ℓt
(
R¯k
)
for Cℓ, first obtained
combinatorialy in [24].
Remark 4.3. So far it seems that it is easier to prove linear independence of
spanning sets (3.7) for Feigin-Stoyanovsky’s type subspaces than to prove linear
independence of spanning sets (3.8) for standard modules. So the question is: can
one use the results for W
C
(1)
2ℓ
(kΛ0) to study LC(1)
ℓ
(kΛ0) for k ≥ 2 ?
Remark 4.4. D. Adamovic´ pointed out that the isomorphism LA2ℓ−1(nω1)|Cℓ
∼=
LCℓ(nω1) appears in [1] in the context of vertex algebras (cf. Proposition 7) and
may be viewed as a consequence of the quantum Galois theory [7].
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