This work is about the synchronization of nonlinear coupled dynamical systems driven by α-stable noise. Firstly, we provide a novel technique to construct the relationship between synchronized system and slow-fast system. Secondly, we show that the slow component of original systems converges to the mild solution of the averaging equation under L p (1 < p < α) sense. Finally, using the results of averaging principle for stochastic dynamical system with two-time scales, we show that the synchronization effect is persisted provided equilibria are replaced by stationary random solutions.
Introduction
Synchronization of coupled dissipative systems is a well known phenomenon in biology [1] , physics [2] and social science [3] . It illustrates that the coupled dynamical systems have a common dynamical behavior in an asymptotic sense.
Rodrigues and his coauthors [4, 5] investigated mathematically the autonomous systems, including asymptotically stable equilibria and general attractors. They not only showed that the coupled trajectories converged to each other as time increases but also obtained the global attractor of the coupled system. For nonautonomous dynamical system, Afraimovich [6] proved the coupled trajectories converged to each other with increasing time. Kloeden [7] proved that the coupled trajectories converged to each other as time increased for sufficiently large coupling coefficient and also that the component sets of the pullback attractor of the coupled system converged upper semi-continuously under a uniform global dissipativity condition.
Howerver, nonlinear dynamical systems are subjected to the effect of random fluctuations. The influence of Gaussian noise for synchronization of dissipative dynamical systems has been studied. The random attractors and stochastic stationary solutions were proposed instead of their deterministic counterparts.
Caraballo et.al [8, 9, 10] showed that the synchronization of dissipative system persisted when they were disturbed by additive or multiplicative Gaussian noise. Limiting properties of the global random attractor were established as the thinness parameter of the domain ε → 0. Flandoli et.al [11, 12] provided sufficient conditions for synchronization by noise. They proved the existence of a weak point attractor consisting of a single random point for random dynamical systems or order-preserving random dynamical systems. Li et.al [13] presented the convergence rate of synchronization for stochastic differential equations with nonlinearity multiplicative noise in the mean square sense. Recently, the influence of non-Gaussian noise for synchronization of dissipative dynamical systems has been studied. Liu et.al [14] studied the synchronization of dissipative dy-namical systems driven by α-stable noises, i.e.,
where a, b are constant vectors with no components equal to zero, L 1 t ,L 2 t are independent two-sided scalar Lévy motion. Because the integral (see [15] ), the random compact absorbing balls weren't contained in the common compact ball. The random attractor was not composed of a singleton set formed by a stationary orbit, so the synchronization phenomenon didn't persist under pathwise sense. Hence, the motivation of this paper is to propose a new and effective method and proves the synchronization phenomenon persisting. Comparing with the known results, the main difficulties here are how to clearly and naturally explain the 'averaged' stochastic differential equation and illustrate the persistence of synchronization under α-stable noise. In order to overcome these difficulties, we provide a novelty method to study the synchronization problems. By constructing the equivalent relationship between synchronized system and slow-fast system, we transform the problem of synchronization persistence of coupled dynamical systems into discussing the relationship between the stationary solution of two-time scales and stationary solution of 'averaged' stochastic dynamical system.
The theory of averaging principle has a long history in multiscale problem, which was first studied by Khasminskii [16] , some authors did some generalizations [17, 18, 19] . However, most of the know results in the literature mainly studied the case of Gaussian noise. Recently, Bao et.al [20] established the averaging of slow-fast dynamical system driven by α-stable noises, where the invariant measure is independent of scale parameter ε and the drift coefficient in slow component is uniformly bounded. However, in [20] it can not cover the case of invariant menasure dependent of scale parameter ε and more general condition on the drift coefficient in slow component. Hence the another motiva-tion here is how to gain the 'averaged' stochastic dynamical system under the case of invariant measure dependent on ε and discuss the relationship between the stationary solution of two-time scales and stationary solution of 'averaged' stochastic dynamical system. The rest of this paper is organized as follows. In Section 2, we recall basic concepts about symmetric α-stable Lévy process and random dynamical systems. In Section 3, we formulate the problem of synchronization of dissipative systems. In Section 4, we show that the slow component of original systems converges to the mild solution of the averaging equation under L p sense. In Section 5, we show that the synchronization effect is persisted provided equilibria are replaced by stationary random solutions. The paper is concluded in Section 6.
Throughout this paper, generic constants will be denoted by C, whose values may change from one place to another. The constant which depends on parameter γ will be denoted by C γ .
Preliminaries
In this section, we recall some basic definitions for symmetric α-stable process [21, 22] and random dynamical systems [23] .
Symmetric α-stable process
A Lévy process L t taking values in R n is characterized by a drift vector b ∈ R n , an n × n non-negative-definite, symmetric covariance matrix Q and a Borel measure ν defined on R n \{0}. We call (b, Q, ν) the generating triplet of the Lévy motions L t . Moreover, we have the Lévy-Itô decomposition for L t as
where N (dt, dy) is the Poisson random measure, N (dt, dy) = N (dt, dy)−ν(dx)dt is the compensated Poisson random measure, ν(A) = EN (1, A) is the jump measure, and B Q (t) is an independent standard n-dimensional Brownian motion.
The characteristic function of L t is given by
where the function ρ : R n → C is the characteristic exponent
The Borel measure ν is called the jump measure. Here | · | be the Euclidean norm, ·, · be the scalar product in R n .
Definition 1. For α ∈ (0, 2), an n-dimensional symmetric α-stable process L α t is a Lévy process with characteristic exponent ρ
For an n-dimensional symmetric α-stable Lévy process, the diffusion matrix Q = 0, the drift vector b = 0, and the Lévy measure ν is given by
5)
where C(n, α) := αΓ((n + α)/2)/(2 1−α π n/2 Γ(1 − α/2)).
Random dynamical systems
given by a mapping 
Definition 5. A compact random set A ∈ D is called a weak attractor of ϕ if for all ω ∈ Ω, t > 0 and closed tempered random set D(ω) ⊆ R n , we have
where l.i.p denotes limit in probability.
Formulation of the problem
We formally define the synchronization for a given random dynamical system.
Definition 6. We say that the synchronization occurs if A(ω) is a singleton, for P-a.e. ω ∈ Ω.
Consider the following stochastic dynamical systems
where (X t , Y t ) is an R n × R n -valued process, f, g are drift terms (vector fields), σ 1 and σ 2 are non-zero real noise intensities, and L α t (with 1 < α < 2) is symmetric α-stable Lévy process with triplets (0, 0, ν α ).
The synchronized system corresponding to stochastic dynamical systems
where ν > 0.
The aim is to show that this synchronization effect is preserved under additive α-stable noise provided equilibria are replaced by stationary random solutions, and obtain the convergence rate of synchronization of the coupled systems.
That is to say we will prove that the synchronization systems (3.2) have a unique stochastic stationary solution (X ν t ,Ȳ ν t ), which is globally asymptotically stable with
on finite time interval [T 1 , T 2 ] of R, whereX t is the unique globally asymptotically stable stationary solution of the 'averaged' SDE
In the following, we will propose a new and effective method aiming at proving the synchronization phenomenon persisting.
Stochastic averaging
Introduce the following transformation
then the equations (3.2) can be rewritten as
Obviously, the equations (4.2a)-(4.2b) can be viewed as the slow-fast stochastic dynamical system. Now we impose the following assumptions on the coefficients f, g for the slow-fast stochastic dynamical system (4.2a)-(4.2b).
Hypothesis H.1 (i) The functions f, g, viewed as functions of (x, y, ε), satisfy the global Lipschitz conditions, i.e., there exists a positive constant L such that that sup 
Proof. It's easy to know that ∀ 1 < p < α and 0 ≤ t ≤ T , we have
By the similar method [15, Theorem 4.4] , we know
Obviously,
By Minkowski's inequality and Hypothesis H.3, we have
where C is a positive constant independent of ε. Using Grönwall inequality and Similarly, we have Define positive constants C T and ε 0 , such that for each fixed x, ε ∈ (0, ε 0 ) and F ∈ By Hypothesis H.1, we have By Grönwall inequality, we have
Combined with (4.18) and (4.19), we have
(4.21)
The stationary solution of equation (4.16) can be denoted byY ε t,x (y), then we have and p ∈ (1, α), there exists a positive constant C T , such that
where θ ∈ (0, 1).
Proof. We have
By condition (4.6), Lemma 1 and structural properties of stable process, we
Estimates of the auxiliary processes
In order to get the averaging equation, we need to introduce the following auxiliary processes. 
Proof. By the similar method of Lemma 2, for any t ∈ [0, T ], we have
For any t ∈ [0, T ], there is a positive integer k, such that t ∈ [kδ, (k + 1)δ). Set
Then by Hypothesis H.1, we have On the one hand,
For Φ 1 (t) and Φ 2 (t), by Hypothesis H.3 and (4.9) respectively, we have
On the other hand, by Hypothesis H.1, we have
ds.
(4.36)
By Grönwall inequality, Lemma 4 and (4.34), we get
Integrating from kδ to (k + 1)δ with respect to the variable t in the above leads to
Taking (4.39) and Lemma 4 into (4.32), it yields that Proof. As µ ε x is ergodic, for any h ∈ R n , x 1 , x 2 ∈ R n and t > 0, we have 
Combined with (4.42) and (4.43), we have
Therefore we can conclude thatF (x, ε) is Lipschitz. According to (4.41) and
Meanwhile,
where t := ([t/δ] + 1) δ and 
where L α t is symmetric α-stable Lévy processes. Moreover, L α t is independent of L α t and L α t .
After a series of simple calculations, we have
whereĽ α · = ε 1/αLα ·/ε . By the self-similar property of α-stable process, we know Y ε s+kδ and Y Let δ = ε(− ln ε) 1/2 and taking ε → 0, we yields lim ε→0 E|X ε t −X t | p 1 p = 0. (4.65) Remark 3. It is noteworthy that, equation (4.55) is valid only for the finite dimensional stochastic differential equation [28] .
The persistence of synchronization
In the following, we will illustrate the synchronization occurs, i.e., the random attractor is a singleton.
Lemma 7. Under Hypotheses H.1-H.3, for fixed Y ε t = y, the random dynamical system ϕ associated with (4.2a) have a compact random attractor A(ω)
Proof. By the definition of random dynamical system, we have χ ε t = χ ε (θ t ω) = φ(t, ω, χ ε ω).
(5.6)
By Lemma 2, we yields
Conclusion
In this paper, we study the synchronization problem of nonlinear coupled dynamical systems driven by α-stable noise. By introducing a new transformation, we construct the relationship between synchronized system and slow-fast system. Using the stochastic averaging method, we show that the synchronization effect is persisted provided equilibria are replaced by stationary random solutions. Furthermore, we will consider the persistence of synchronization phenomenon under observation data. This could potentially find applications in biology, physics and social science. It is also possible to discuss the connection between the persistence of synchronization and data assimilation. These topics are being studied and will be reported in future works.
